Telediagnóstico em imagens de tomografia computadorizada na indicação do tratamento de câncer de pulmão: uma abordagem baseada em inteligência artificial by Nóbrega, Giovani Ângelo Silva Da
UNIVERSIDADE DO RIO GRANDE DO NORTEFEDERAL
UNIVERSIDADE FEDERAL DO RIO GRANDE DO NORTE
CENTRO DE TECNOLOGIA
PROGRAMA DE PÓS-GRADUAÇÃO EM ENGENHARIA ELÉTRICA E COMPUTAÇÃO
Telediagnóstico em imagens de tomografia
computadorizada na indicação do tratamento
de câncer de pulmão: uma abordagem baseada
em inteligência artificial
Giovani Ângelo Silva da Nóbrega
Orientador: Prof. Dr. Ricardo Alexsandro de Medeiros Valentim
Tese de Doutorado apresentada ao Pro-
grama de Pós-Graduação em Engenharia
Elétrica da UFRN (área de concentração:
Engenharia de Computação) como parte dos
requisitos para obtenção do título de Doutor
em Ciências.
Número de ordem PPgEE: D166
Natal, RN, Maio de 2016
Catalogação da Publicação na Fonte 
 Universidade Federal do Rio Grande do Norte ­ Sistema de Bibliotecas 
Biblioteca Central Zila Mamede / Setor de Informação e Referência
Nóbrega, Giovani Ângelo Silva da.
  Telediagnóstico  em  imagens  de  tomografia  computadorizada  na 
indicação  do  tratamento  de  câncer  de  pulmão:  uma  abordagem 
baseada em inteligência artificial / Giovani Angelo Silva da Nobrega. 
­ Natal, RN, 2016.
 73 f.: il.
 Orientador: Prof. Dr. Ricardo Alexsandro de Medeiros Valentim.
  Tese  (Doutorado)  ­  Universidade  Federal  do  Rio  Grande  do 
Norte.  Centro  de  Tecnologia.  Programa  de  Pós­Graduação  em 
Engenharia Elétrica e de Computação.
  1.  Processamento  de  imagens  médica  ­  Tese.  2.  Seleção  de 
Características  ­  Tese.  3.  Oncologia  –  Telediagnóstico  ­  Tese.  4. 
Câncer  de  pulmão  ­  Tese.  I.  Valentim,  Ricardo  Alexsandro  de 
Medeiros. II. Título.
 RN/UF/BCZM                                                 CDU 004.8:616­006


Dedico aos meus pais, Geraldo da
Nóbrega e Neide Maria Silva da
Nóbrega. Por tudo que fizeram por
mim.
Agradecimentos
Ao meu orientador, professor Ricardo Alexsandro de Medeiros Valentim, pela amizade,
oportunidades e sempre ter acreditado em mim.
Ao professor Hélio Roberto Hékis pelo apoio, amizade, conselhos e companheirismo.
Ao colega de pesquisa, José Macêdo Firmino Filho, pela amizade e paciência com os
trabalhos na pesquisa.
Aos demais colegas de Laboratório pelo companheirismo e amizade.
Resumo
O câncer é uma das principais causas de morte em todo mundo. Dentre os diversos
tipos o câncer de pulmão é responsável por quase 1,59 milhões ao ano. Segundo a Orga-
nização Mundial de Saúde até 2030 esse número irá crescer cerca de 45% em parte devido
ao crescimento da população e, em parte, ao envelhecimento da população. A detecção
precoce do câncer de pulmão pode aumentar a chance de sobrevivência do pacientes e
reduzir os custos do tratamento. A literatura especializada afirma que a tomografia com-
putadorizada é atual técnica de imagem mais indicada para a realização de exames que
objetivam detectar nódulos pulmonares. Contudo é um exame que demanda um custo
significativo de trabalho por parte dos radiologistas na detecção e determinação das ca-
racterísticas físicas dos nódulos. Visando reduzir os custos e aumentar a eficiência do
processo de diagnóstico, o presente trabalho propõe um novo sistema de auxílio na deter-
minação das características físicas dos nódulos pré detectados em exames de tomografia
computadorizada. O sistema é baseado em processamento digital de imagens(extração de
descritores de forma, intensidade e estatística), seleção de características (Genetic Algo-
rithm, Simulated Annealing, Recursive Feature Elimination e Boruta) e um classificador
de padrões (Discrimiante Linear de Fisher, Classificador Baysiano Máquinas de Vetores
Suporte). O sistema foi testado com 308 exames, de 308 pacientes, na qual foi possível
obter 508 nódulos diagnosticados e obteve como resultado a medida do índice de Kappa
média de 84% e uma acurácia média de 88%.
Palavras-chave: Telediagnóstico, Câncer de Pulmão, Processamento de Imagens Mé-
dicas, Seleção de Características, .
Abstract
Cancer is a leading cause of death worldwide. Among the various types of cancer,
lung cancer accounts for almost 1.59 million cases per year. According to the WHO by
2030 this number will grow about 45% in part due to the growth of population and in part
to the aging of the population. Early detection of lung cancer may increase the chance of
survival of patients and reduce treatment costs. The literature states that the CT scan is
currently the most appropriate imaging technique for conducting tests aimed at detecting
pulmonary nodules. However, it is a test that requires a significant labor cost by the radi-
ologists in the detection and determination of the physical characteristics of the nodules.
In order to reduce costs and increase the efficiency of the diagnostic process, this article
proposes a new aid system for determining the physical characteristics of pre-detected no-
dules on CT scans. The system is based on digital image processing (extracting features
such as texture, intensity and statistics), feature selection (Genetic Algorithm, Simulated
Annealinge Recursive Feature Elimination and Boruta) and a pattern classifier (Linear
Discriminant Analysis, Nayve Bayes Classifier, Support Vector Machines). The system
was tested with 308 exams, of 308 patients in which it was possible to obtain diagnosed
nodes 508 and obtained as a result of the measurement of the average Kappa index of
84% and an average accuracy of 88%.
Keywords: Telediagnosis system, Lung Cancer, Medical Image Processing, Feature
Selection.
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Capítulo 1
Introdução
O câncer é um crescimento celular anormal, que pode invadir tecidos adjacentes e te-
cidos à distância, e é conhecido há vários séculos. O termo câncer de pulmão refere-se a
malignidades que se originam nas vias aéreas ou no parênquima pulmonar segundo San-
toro (1998). De acordo com o INCA (2015), o câncer de pulmão é um dos o mais comum
de todos os tumores malignos, apresentando aumento de 2% por ano na sua incidência
mundial. A última estimativa mundial apontou incidência de 1,82 milhão de casos novos
de câncer de pulmão para o ano de 2012, sendo 1,24 milhão em homens e 583 mil em
mulheres.
No Brasil, são estimados 28.220 novos casos da doença até o fim de 2016, sendo
17.330 homens e 10.890 mulheres. Os fatores de risco considerados mais relevantes para
o desenvolvimento dessa patologia segundo Zamboni e de Carvalho (2005) são: taba-
gismo, excesso de vitamina A, presença de doença pulmonar obstrutiva crônica (enfisema
pulmonar e bronquite crônica), exposição ocupacional a substâncias consideradas can-
cerígenas e histórico familiar de câncer de pulmão. No entanto, muitos casos de câncer
de pulmão não estão limitados a uma única causa, mas uma combinação de fatores. A
maior parte dos casos acomete indivíduos entre 50 e 70 anos de idade. Segundo Santoro
(1998), como mais de 85% dos pacientes com câncer de pulmão morrem nos primeiros
cinco anos pós-diagnóstico, a importância do diagnóstico precoce, em estádio inicial onde
a sobrevivência é de 60 a 90% com o tratamento cirúrgico, deve ser realçada. A maneira
mais recomendadas e utilizadas segundo Mahersia et al. (2015) de diagnosticar o câncer
de pulmão é através de raio-X do tórax complementado por tomografia computadorizada.
A tomografia computadorizada (TC) consiste em um método de diagnóstico por ima-
gem que faz uso da radiação X e permite obter a reprodução de uma secção do corpo
humano em quaisquer uns dos três planos do espaço (também chamados de cortes axiais).
Diferentemente das radiografias convencionais, que projetam em um só plano todas as
estruturas atravessadas pelos raios-X, a TC evidencia as relações estruturais em profun-
didade, mostrando imagens em “fatias” do corpo humano. A TC permite enxergar todas
as estruturas em camadas, principalmente os tecidos mineralizados, com uma definição
admirável, permitindo a delimitação de irregularidades tridimensionalmente. Contudo,
segundo El-Baz et al. (2013), uma tomografia computadorizada é composta por mui-
tas imagens obrigando ao radiologista demandar muito tempo para cada exame e assim
contribuindo para uma sobrecarga de trabalho, nessas condições aumentam significativa-
2 CAPÍTULO 1. INTRODUÇÃO
mente as falhas humanas no processo de diagnóstico.
Segundo Firmino et al. (2016), os sistemas CADx (Computer-Aided Diagnosis Sys-
tem) consiste em uma família de sistemas computacionais que visam auxiliar os especi-
alistas na análise de imagens médicas fornecendo pré-diagnóstico. Esses sistemas para
que seja realmente eficiente, segundo van Ginneken et al. (2011) ele precisa atender al-
guns requisitos: (a) Reduzir o tempo utilizado pelos radiologistas no diagnóstico; (b) Ser
facilmente integrado ao trabalho da equipe médica; (c) Ser economicamente viável; (d)
Melhorar o desempenho dos radiologistas.
1.1 Revisão Bibliográfica
Para melhor compreensão sobre os sistemas e métodos de determinação de caracterís-
ticas radiológicas será apresentado um levantamento do estado da arte obtido a partir de
pesquisas no portal de periódicos da capes onde obtivemos um total de 89 artigos. Deste
total descartamos cartas, editoriais e trabalhos que omitiram os valores de acurácia ou
Falso Positivo. Assim ao final, contamos com 23 artigos para a pesquisa.
Um dos primeiros trabalhos envolvendo sistemas e métodos características radiologis-
tas de tumores detectados em tomografia computadorizada foi publicado por McNitt-Gray
et al. (1999) que para classificar os nódulos entre malignos e benignos os autores utili-
zaram caracteristicas de imagens como descritores de textura, área e forma, aplicados ao
Discriminante Linear de Fisher (Linear Discriminant Analysis - LDA). Lo et al. (2003)
utiliza a direção da vascularização, forma e estrutura interna dos nódulos para construir
um sistema de classificação utilizando redes neurais artificiais para a previsão da malig-
nidade dos nódulos. Armato III et al. (2003) utiliza descritores de aparência e forma do
nódulo para construir um sistema de classificação com base no algoritmo LDA que fosse
possível determinar se o nódulo é maligno ou benigno. Um ponto em comum a todos
esses estudos é que foram abordado somente a malignidade do nódulo.
Armato III et al. (2004) descreve uma pesquisa voltada a estimular o desenvolvimento
de sistemas de diagnóstico de nódulos pulmonares em tomografia computadorizada torá-
cica, o National Cancer Institute lançou um esforço cooperativo conhecido como o Lung
Image Database Consortium (LIDC). O LIDC é composto por cinco instituições acadê-
micas de todo os Estados Unidos, que estão trabalhando em conjunto para manter um
banco de imagens que irá servir como um recurso de pesquisa internacional para o desen-
volvimento, formação e avaliação de métodos CADx na detecção de nódulos pulmonares
em tomografia computadorizada. Este artigo se tornou fundamental para as pesquisas da
área, tendo em visto que a base de dados que ele descreve é uma das mais utilizadas na
validação de métodos de diagnósticos de nódulos pulmonares. Até os dias do desenvolvi-
mento do presente documento, este trabalho possuiu mais de 213 mil citações.
Raicu et al. (2007) publicou um dos primeiros trabalhos que descreve um estudo da
relação entre as características de imagens e as características radiológicas de nódulos
pulmonares através da técnica de regressão linear. Diferentemente das publicações an-
teriores, os autores não limitaram a pesquisa à apenas a malignidade. Horsthemke et al.
(2007), já utilizando a base de dados descrita em [Armato III et al. 2004], desenvolveu
um método capaz de pré diagnosticar sete das nove características radiológicas encon-
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tradas na base dados. Para isso os autores utilizaram características de textura, Markov
Random Field aplicados a uma árvore de decisão. Uma observação importante foi sele-
ção do conjunto para a classificação, os autores observaram que não existe um consenso
entre os laudos, então foram testados somente os exames em que os laudos apresentavam
consenso de 2 ou 3 médicos, obtendo resultados entre 66,78% ± 7,58 e 83,30% ± 11,41,
respectivamente.
O estudo publicado por Zinovev et al. (2009), trás um método baseado em um comitê
de algoritmos que utilizam aprendizagem de máquina capaz de pré-diagnosticar caracte-
rísticas radiológicas de nódulos pulmonares. Um ponto a ser ressaltado nesse artigo, é
o bom detalhamento sobre a técnica e os testes dos modelos, validando-os para determi-
nados casos. Horsthemke et al. (2010) publicou um estudo no desenvolvimento de um
método capaz de melhor extrair a região de interesse de um nódulo e determinar 4 carac-
terísticas radiológicas (spiculation, lobulation, sphericity e margin), para tal os pesquisa-
dores utilizaram o momento de Zernike, indicadores de forma e de curvatura aplicados a
uma árvore de decisão. Em comparação com os métodos de referência
Smith et al. (2013) publicou um trabalho em que propõem um comitê de arvores
de decisão aplicados em várias etapas da segmentação das imagens dos nódulos. Este
método demonstrou ser pouco mais eficiente, segundo os próprios autores, enquanto o
método de referência chega a apenas 56.94% de acurácia média de todos as características
radiológicas, o método por eles proposto chega a 60.81%, que apesar do aumento de
aproximadamente 4% é notório que o resultado está longe do ideal.
Na revisão bibliográfica foi possível observar que a procura por um método de deter-
minação das características radiológicas de nódulos pulmonares a partir de tomografias
computadorizadas e que pudesse se tornar um adendo aos sistemas CADe foi objeto de
estudo por muitos pesquisadores e mesmo com esses diversos esforços os resultados dos
testes de eficiência desses métodos não foram totalmente satisfatórios.
1.2 Objetivo
O principal objetivo desse trabalho é desenvolver um método que possa ser imple-
mentado em sistemas de telediagnóstico permitindo-os que sejam capazes de auxiliar os
radiologistas na determinação das características patológicas de tumores pré detectados
em Tomografias Computadorizadas. Assim aumentando a eficiência das atividades dos
radiologistas bem como reduzindo o tempo gasto no processo de analise dos exames.
1.2.1 Objetivos Específicos
Para que o objetivo principal fosse alcançado, alguns objetivos específicos foram cri-
ados:
• Fazer um levantamento do estado da arte que se refere a processamento digital de
imagens médicas com ênfase em imagens de tumores pulmonares.
• Fazer um levantamento do estado da arte que se refere a extração de descritores de
imagens utilizando processamento digital de imagens.
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• Modelar um sistema que seja capaz de extrair as características das imagens dos
tumores.
• Utilizar as técnicas de seleção de descritores afim de determinar quais dos descrito-
res de imagens tem maior relação com as características patológicas dos tumores.
• Implementar, executar e testar os modelos gerados pelos classificadores: Máquina
de Vetores Suporte (SVM), Discriminante Linear de Fisher (Linear Discriminant
Analysis - (LDA)) e Classificador Bayesiano (Nayve Bayse).
1.3 Etapas do Projeto
A pesquisa e desenvolvimento deste trabalho foi dividida basicamente em 4 etapas:
1. Busca por trabalhos publicados que de alguma maneira abordam o problema em
questão. Analisar os trabalhos que propõem uma solução para o problema e verifi-
car as limitações dessas propostas.
2. Com base nas referências encontradas no estado da arte, criar e modelar um sistema
que seja capaz de ser mais eficiente do que os atuais.
3. Implementar a modelagem proposta, caso na implementação foi encontrado algum
problema na modelagem deverá ser corrigida, voltando a modelagem.
4. Realizar experimentos de testes bem como analisar os resultados. Caso os resulta-
dos não comprovem a eficiência desejada ao modelo, o modelo deverá ser reavali-
ado e modificado.
1.4 Estrutura da Tese
Além desta Introdução, o trabalho está organizado em mais cinco Capítulos, cujos
conteúdos são individualmente discriminados a seguir.
O Capítulo 2, trata-se dos fundamentos teóricos relacionados ao desenvolvimento teó-
rico do sistema proposto e importante para o entendimento dos pontos envolvidos nesta
tese. Nele é apresentado alguns fundamentos de processamento de imagens médicas (in-
cluindo segmentação e extração de descritores de forma e textura); classificação de pa-
drões; técnicas de avaliação de modelos.
No Capítulo 3 é apresentada a proposta de um sistema de Telediagnóstico capaz
de predizer as características patológicas de tumores pulmonares a partir de Tomogra-
fia Computadorizada. Em seguida, é exibida a arquitetura criada para o sistema com os
módulos, são descritas as funcionalidades de cada módulo e apresentado os algoritmos
respectivos a cada funcionalidade.
No Capítulo 4 serão apresentados os recursos que foram utilizados nos experimentos
de validação do método proposto e os resultados obtidos. Ainda nesse Capítulo, serão
apresentadas comparações com outros métodos existentes na literatura especializada. A
partir dessas avaliações poderemos inferir se o método proposto apresenta as característi-
cas necessárias para utilização em um ambiente hospitalar.
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Por fim, no Capítulo 5, são discutidas as conclusões obtidas nos resultados do trabalho
e, serão ainda apresentados possíveis direcionamentos para novas pesquisas e limitações
do método desenvolvido.
6 CAPÍTULO 1. INTRODUÇÃO
Capítulo 2
Fundamentação Teórica
O entendimento dos fundamentos de alguns conceitos de processamento de imagens
médicas, segmentação e extração de descritores de imagens, seleção de características,
classificadores de padrões e técnicas de avaliação de modelos necessária para o desen-
volvimento teórico a que se propõe este trabalho. Na seção 2.1 trazemos uma breve con-
ceitualização sobre a base de dados utilizada bem como suas características principais.
Na seção 2.2 são apresentados os conceitos de Processamento de Imagens com ênfase
em imagens médicas além de fundamentar a teoria de descritores e segmentação de ima-
gens. Na seção 2.3 apresentamos os conceitos de seleção de características estatística e de
forma; Na seção 2.4 trazemos o conceito geral sobre classificadores de padrões bem como
destacamos uma fundamentação sobre as técnicas de classificação utilizadas no presente
trabalho. Na seção 2.5 apresentamos as técnicas de validação dos modelos gerados pelos
classificadores.
2.1 Materiais
O banco de dados utilizado nos experimentos de validação consistiu de 308 exames de
diferentes pacientes, obtidos a partir do LIDC-IDRI (Lung Image Database Consortium).
O banco de dados está disponível publicamente no Cancer Imaging Archive (TCIA)1.
Atualmente, esse banco é composto por 1.012 exames, de tomografias computadorizadas
do tórax, coletados em diferentes equipamentos e com distintos parâmetros de configura-
ção (por exemplo, espessura do corte, tamanho do pixel e número total de fatias). Todos
os nódulos foram avaliados por quatro radiologistas experientes. Mais detalhes sobre o
banco de dados, tais como os métodos e protocolos usados para adquirir dados de imagem
e o processo de anotação das lesões pode ser encontrado em [McNitt-Gray et al. 2007].
Os 308 exames, de 308 pacientes, utilizados continham 508 nódulos diagnosticados. É
importante salientar que foi tomado o devido cuidado de selecionar os diagnósticos de
somente um único radiologista evitando uma possível redundância na base de dados. Os
laudos que acompanham os exames, além da informações sobre a localização na tomo-
grafia computadorizada, também traz as características patológicas determinadas pelo es-
pecialista. Segundo [Zinovev et al. 2009], cada característica possui uma perspectiva
1http://www.cancerimagingarchive.net/
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visual do tumor que obedece a uma padronização, o ranqueamento e as descrições dessas
características se encontram na Tabela 2.1.
Tabela 2.1: Características Patolóticas dos Nódulos segundo LIDC-IDRI e seus valores
de ranqueamento
Características Descrição Possíveis Valores
1.Popcorn
2.Laminated
3.Solid
4.Non-Central
5.Central
Calcification Padrão de calcificação presente no nódulo.
6. Abscent
1. Tecidos Moles
2. Fluido
3. Gordura
Internal Structure composição interna esperada do nódulo
4. Ar
1. Marcado
2.
3.
4.
Lobulation Se apresenta formas globulares, geralmente expressada pela forma da margem
5. Nenhum
1.Altamente improvável
2. Moderadamente Não
3. Indeterminado
4. Moderadamente Supeito
Malignancy É a probabilidade da tendencia de um tumor ser progressivamente danoso.
5. Altamente Suspeito
1. Pouco Definida
2.
3.
4.
Margin Como é bem definida a margem do nódulo
5. Fortemente Definida
1. Linear
2.
3. Oval
4.
Sphericit O quanto circular é a forma do nódulo
5. Círculo
1. Marcado
2.
3.
4.
Spiculation Grau de quanto o Nódulo apresenta espículas em sua margem.
5. Nenhum
1. Extremamente Sultil
2. Moderadamente Sultil
3. Relativamente Sultil
4. Moderadamente Óbvio
Subtlety Dificuldade de detecção, muito relacionado com o contraste da borda do nódulo.
5. Óbvio
1.Não Sólido
2.
3. Parciamente Sólido
4.
Texture Densidade interna do nódulo
5. Sólido
2.2 Processamento de Imagens Médicas
Segundo Gonzalez e Woods (2000), uma imagem digital consiste em uma função
f (x,y) discretizada que geralmente é representada em forma de matriz onde (x,y) é a co-
ordenada espacial do ponto e f (x,y) é a intensidade no ponto. O processamento digital de
imagens é uma subárea do processamento digital de sinais que tem como objetivo aplicar
2.2. PROCESSAMENTO DE IMAGENS MÉDICAS 9
técnicas computacionais em imagens de maneira a facilitar o armazenamento, transmis-
são e representação de informação visual para percepção por máquinas e seres humanos.
Na medicina o recurso da imagem é amplamente utilizado como um recurso para reali-
zação de exames, uma das técnicas mais utilizadas e indicadas, segundo Firmino (2015),
Tomografia Computadorizada emprega os mesmos princípios da radiografia convencional
com o objetivo de criar uma representação anatômica baseada na quantidade de atenuação
sofrida pela radiação incidente. Uma das principais característias dessa técnica é o fato
de altamente dependente de computadores para realizar os cálculos matemáticos relati-
vamente complexos referentes ás informações coletadas durante a emissão e rotação dos
raios X.
2.2.1 Segmentação de Imagens
Segundo Russ (2002) a seleção de regiões ou recursos dentro de uma imagem é um
requisito importante para a maioria das técnicas de medição e análise de imagens. Tradi-
cionalmente, uma forma simples é a seleção de intervalo dos valores de brilho da imagem
original, selecionar os pixels dentro deste intervalo como pertencentes ao primeiro plano,
e considerar todos os outros pixels como o fundo da imagem. Tal imagem é geralmente
apresentada como uma imagem binária; níveis de cinza ou cores para distinguir as regiões.
Na Tomografia Computadizada cada f (x,y) recebe valores que refletem a densidade dos
vários tecidos. Esses valores são normalmente expressos na forma de coeficiente de ate-
nuação relativa, ou Unidade de Hounsfield (UHs).
Tabela 2.2: Valores na escala de Hounsfield para algumas substâncias, tecidos e órgãos
em imagens de TC
Densidade na
TC
Valores de
Atenuação
Osso 400 a 1000
Tecidos Moles 40 a 80
Água 0
Gordura -60 a -100
Pulmão -400 a -600
Ar -1000
A tabela 2.2 traz valores de densidade da escala Hounsfield para diferentes componen-
tes que podem ser encontrados em pulmões. É possível observar que as faixas de valores
são bem definidas tendo valores escalares sem intersecção entre os tipos de tecidos que
podem compor os órgãos. Assim é possível separar cada componente da imagem de
acordo com a intensidade de cada pixel. Na literatura algumas técnicas que propoem seg-
mentação com maior eficiência, para o nosso estudo destacamos o método abordado no
trabalho [Bryson 2008] que consiste na utilização do algoritmo de agrupamento K-Means
para segmentar a imagem em um número k de segmentos. O resultado está exemplificado
na figura 2.1. Neste exemplo a imagem mais a esquerda mostra a imagem original en-
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quanto a imagem mais a direita o resultado da segmentação. Cada pixel recebe um label
atribuído pelo algoritmo de agrupamento.
(a) Imagem do Pulmão (b) Imagem do Pulmão Segmentado com
k = 3
Figura 2.1: Exemplo de Segmentação utilizando o K-Means
2.2.2 Descritores de Imagens
Segundo Pitas (1993) objetos em imagens possuem propriedades que podem ser men-
suradas e a medida é denominada característica de imagem. Estas características são
normalmente agrupadas em um vetor de escalares, denominado descritor de imagem. De
forma conceitual, os descritores podem ser basicamente agrupados em quatro grandes
grupos: textura, forma e tamanho, [Zinovev et al. 2009].
Descritores de Textura
Segundo Gool et al. (1985) textura pode ser definida como uma estrutura composta
de uma área contendo um número significativo de elementos relativamente ordenados ou
padrões, que individualmente não representam muito. Mas se observados globalmente,
tais elementos podem ser usados para identificar uma determinada característica ou pa-
drão. Um dos métodos mais aceitos e utilizados foi publicado no trabalho de Haralick
et al. (1973) onde a ideia central é de utilizar descritores baseados em estatística, que re-
presenta de forma quantitativa os padrões que podem ser reconhecidos de forma visual.
Os cálculos estatísticos são realizados sobre um matriz, que na verdade é um histograma
da imagem chamada Gray-Level Co-occurrence Matrix (GLCM).
Uma GLCM é uma matriz sempre quadrada que mantém informações da co-ocorrências
das intensidades relativas dos pixels ( f (x,y)) de uma dada imagem. Dado um pixel, (x,y),
o pixel vizinho é determinado pela variação da posição (x+∆x,y+∆y), de acordo com
a necessidade da aplicação desta técnica. A tupla formada pelo par das intensidades dos
pixels vizinhos selecionados (( f (x,y), f ((x+∆x,y+∆y)))) serão a posição do número de
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Figura 2.2: Exemplificação de uma Matriz GLCM
ocorrências desse mesmo par, exemplificado na figura 2.2. Geralmente o pixel vizinho é
orientado de maneira vertical, horizontal e diagonal como pode ser observado na figura
2.3.
Figura 2.3: O pixel (destacado em preto) tem uma vizinhança determinada a partir de uma
orientação (variando o ângulo).
Com base na GLCM, Halarick em [Haralick et al. 1973] propõem 14 medidas de tex-
tura que descrevemos abaixo. Para todas as características, adotemos p(i, j) na matriz
GLCM de posição (i,j). Algumas das medidas fazem uso de resultados de funções auxili-
ares:
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px =
n
∑
j=0
p( j) py =
n
∑
i=0
p(i)
px+y(k)
k=i+ j
=
Ng
∑
i=1
Ng
∑
j=1
p(i, j) px−y(k)
k=‖i− j‖
=
Ng
∑
i=1
Ng
∑
j=1
p(i, j)
Ng : Número dos diferentes valores do GLCM
µx =
n
∑
i=0
n
∑
j=0
ip(i, j) µy =
n
∑
i=0
n
∑
j=0
jp(i, j)
σ2x =
n
∑
i=0
n
∑
j=0
(i−µx)2 p(i, j) σ2y =
n
∑
i=0
n
∑
j=0
(i−µy)2 p(i, j)
Homogeneidade Quanto mais homogênea for a imagem, menor são as transições de
níveis de cinza neste caso a matriz GLCM possui baixos índices de magnitude.
Na literatura especializada essa medida também é chamada de Segundo Momento
Angular.
f1 =
n
∑
i=0
n
∑
j=0
1
1+ ‖ i− j ‖ p(i, j) (Homogeneidade) (2.1)
Contraste Retorna uma medida do contraste entre as intensidades de um pixel analisado
e do pixel vizinho. A comparação é realizada em todos os pixels da imagem.
f2 =
n
∑
i=0
n
∑
j=0
‖ i− j ‖2 p(i, j) (Contraste) (2.2)
Dissimilaridade É uma medida que define a variação dos níveis de cinza encontrados
na imagem. Diferente do Contraste, a Dissimilaridade além de ter uma variação
quadrática ela considera os níveis de cinza e não o arranjo dos cinzas na imagem.
f3 =
n
∑
i=0
n
∑
j=0
‖ i− j ‖ p(i, j) (Dissimilaridade) (2.3)
Correlação É a medida da linearidade de dependência de tons de cinza em uma imagem.
Quando ocorre uma certa ordenação local de níveis de cinza, o valor da correlação
é alto.
f4 =
n
∑
i=0
n
∑
j=0
(i−µx)( j−µy)
σxσy
p(i, j) (Correlação) (2.4)
Onde µx e µy são
Auto Correlação É a medida que determina o quanto existe repetição de padrões na
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imagem. Se a auto correlação for alta, existe uma maior padronização da imagem.
f5 =
n
∑
i=0
n
∑
j=0
(i× j)p(i, j) (Auto Correlação) (2.5)
Entropia Segundo [A. Gebejes 2013] a entropia é uma medida que representa o nível
de distúrbio ou a complexidade de uma imagem. A entropia é grande quando a
imagem não é uniforme e muitos elementos GLCM tem valores muito pequenos.
Texturas complexas tendem a ter alta entropia. Uma característica importante sobre
essa medida é a alta correlação com a Energia.
f6 =
n
∑
i=0
n
∑
j=0
p(i, j) log(p(i, j)) (Entropia) (2.6)
f7 =−
2n−2
∑
i=0
pi+ j(i) log(px+y(i)) (Soma da Entropia) (2.7)
f8 =−
2n−2
∑
i=0
pi− j(i) log(px−y(i)) (Diferença da Entropia) (2.8)
Energia A. Gebejes (2013) define Energia como sendo a medida de homogeneidade lo-
cal e, por isso, representa o oposto da entropia. Basicamente, esta medida é um
indicador de quanto é uniforme a textura da imagem.
f9 =
n
∑
i=0
n
∑
j=0
p(i, j)2 (Energia) (2.9)
Cluster Shade Segundo Liu et al. (2014) consiste em uma medida de assimetria e unifor-
midade da GLCM. Assim quanto maior o valor obtido, maior é a assimetria.
f10 =
n
∑
i=0
n
∑
j=0
(i+ j− (µx+µy))3 p(i, j) (Cluster Shade) (2.10)
Cluster Prominense Proposto por Conners et al. (1984) este descritor define a assimetria
do GLCM . Os valores mais elevados implicam maior assimetria sobre o valor mé-
dio, enquanto um valores mais menores indicam uma menor variação em torno da
média.
f11 =
n
∑
i=0
n
∑
j=0
(i+ j− (µx+µy))4 p(i, j) (Cluster Prominense) (2.11)
Variância Assim como na estatística, a medida da variância determina a dispersão dos
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valores dos pixels da imagem em torno da média.
f12 =
n
∑
i=0
n
∑
j=0
(
i−
√
µ2x +µ2y
)2
p(i, j) (Variancia) (2.12)
f13 =
2n−2
∑
i=0
(i+1− f72)px+y(i) (Soma da Variancia) (2.13)
f14 =
2n−2
∑
i=0
(i+1)2 px−y(i) (Diferença da Variancia) (2.14)
Diferença Inversa do Momento Também chamada de Homogeneidade Local segundo
Clausi (2002), por causa do fator de ponderação ((1+(i− j)2)−1), quanto maior as
sub áreas de não homogeneidade (quando i 6= j) menor o valor calculado. Diferente
da 2.1, a Diferença Inversa do Momento tem maior variância e para alguns casos
mais expressiva estatisticamente.
f15 =
n
∑
i=0
n
∑
j=0
1
1+ ‖ i− j ‖ p(i, j) (Diferença Inversa do Momento) (2.15)
f16 =
n
∑
i=0
n
∑
j=0
1
1+ (i− j)n
2 p(i, j) (Dif. Inv. do Mom. Normalizado) (2.16)
Probabilidade Máxima este descritor representa o padrão de cinza que mais se repete
na imagem.
f17 = max(p(i, j)) (Probabilidade Máxima) (2.17)
Information Measures of Correlation
f18 =
f6−HXY 1
max(HX ,HY )
(Inf. Measures of Correlation 1) (2.18)
f19 =
√
1− exp(−2(HXY 2− f6)) (Inf. Measures of Correlation 2) (2.19)
HXY 1 =
n
∑
i=0
n
∑
j=0
p(i, j) log(px(i) · py( j))
HXY 2 =
n
∑
i=0
n
∑
j=0
px(i) · py( j) log(px(i) · py( j))
px =
n
∑
j=0
p(i, j) HX =
n
∑
j=0
px( j) log(px( j))
py =
n
∑
i=0
p(i, j) HY =
n
∑
i=0
py(i) log(py(i))
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No trabalho [Yamashiro et al. 2011] o autor mostra a importância de duas estatísticas de
primeira ordem 2, curtose e coeficiente de assimetria, feitas sobre TC afim de obter infor-
mações sobre o estado de saúde pulmonar dos pacientes. Segundo Kumar e Gupta (2013)
a curtose, na estatística, é uma medida da dispersão de uma distribuição de probabilidade.
Quando o valor calculado da curtose é alto a função distribuição apresenta uma carac-
terística quanto a forma do gráfico mais suave e de cauda mais longa, quando o valor é
baixo o gráfico gerado pela distribuição apresenta um pico e caudas curtas.
f20 =
1
σ4
N
∑
i=0
(xi−µ)4 (curtose) (2.20)
f21 =
1
σ3
N
∑
i=0
(xi−µ)3 (coeficiente de assimetria) (2.21)
Onde xi são os valores do histograma da imagem, µ é a média, e σ é o desvio padrão.
Entropia dos Valores Singulares A Singular Values Decomposition (SVD) consiste em
um método para transformar variáveis correlacionadas em um conjunto de variáveis não
correlacionadas que melhor expõem as diversas relações entre os itens de dados originais.
Segundo Sadek (2012), a decomposição em valores singulares de uma matriz Mm×n
real ou complexa é uma fatoração na forma:
U×Σ×V = M
Onde Um×m é uma matriz unitária Σm×n é uma matriz com números reais não-negativos
na diagonal, e Vn×n é uma matriz unitária. Os valores da matriz Σ também são chamados
de valores singulares. Proposto por Varshavsky et al. (2006) e Banerjee e Pal (2014) a en-
tropia dos valores singulares possui uma propriedade interessante para caracterizar base
dados com um alto volume de informação.
f22 =
1
log(N)
N
∑
i=0
λi log(λi) (Entropia dos Valores Singulares) (2.22)
Para λi ∈ Σ da imagem.
Entropia do Gradiente A entropia gradiente segundo Shams et al. (2007) de uma ima-
gem é uma medida do conteúdo da informação direcional de uma imagem. Quanto maior
a variação do sentido do crescimento do gradiente maior o valor da entropia.
f23 =
N
∑
i=0
h(∇ f ) log(h(∇ f )) (Entropia dos Valores Singulares) (2.23)
2estatística de primeira ordem diz respeito à distribuição de níveis de cinza em uma imagem, onde se
usa o histograma de primeira ordem como base para a extração de suas características.
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Onde h(∇ f ) é o histograma do gradiente da imagem, calculado :
∇ f ≈ f (x+1,y)+ f (x,y+1)− ( f (x−1,y)+ f (x,y−1))
2
Descritores de Forma
A noção de forma visual, para nós humanos, é totalmente dependente dos sentidos e
de comparações com noções de formas previamente definidas além de pode ter muitos
significados dando um caráter subjetivo ao que elegemos como características de forma.
Um exemplo desse fato é citado em [Bober 2001] onde muitos dos objetos do mundo
real são 3D, entretanto, imagem e vídeo normalmente contêm projeções 2D. Por esse
fato se fez necessário desenvolver estudos para a determinação de descritores de forma
mais específicos (muitas vezes de caráter quantitativo). O trabalho [Mehtre et al. 1997]
descreve e compara diversos descritores de forma, onde alguns deles foram utilizados no
trabalho [Kulkarni et al. 2010, Anand 2010, Kumar e Gupta 2013, Zinovev et al. 2009]
para determinar características de formas em tumores em imagens médicas. Destacamos
os descritores:
Área Área é a propriedade mais simples que descreve o tamanho da figura. É calculada
com a soma do número de pixels que formam a região de interesse – Region of
Interesse (ROI). A região de interesse é determinada como uma matriz binária do
mesmo tamanho imagem original.
f24 =
n
∑
i=0
n
∑
j=0
(
ROIi, j
)
(Área) (2.24)
Perímetro O perímetro [comprimento] é o número de pixels em o limite do ente desejado
na figura. Perímetro é medido como a soma das distâncias entre todos os pontos de
contorno consecutivos [Demir e Yener 20]. matematicamente,
f25 = ‖(xn,yn)− (x1,y1)‖+
n
∑
i=0
‖(xi+1,yi+1)− (xi,yi)‖ (Perímetro)(2.25)
Onde S= {(x0,y0),(x1,y1), ...,(xi,yi), ...(xn,yn)} são os que formam o polígono da
borda do ROI.
Área Convexa Consiste na área do menor polígono convexo pode contornar a região
de interesse. Esse descritor tem uma alta relação com o quanto a região pode ser
convexo ou não.
f26 =
n
∑
i=0
(xiyi+1−xi+1yi) (Área Convexa)(2.26)
f27 = ‖(xn,yn)− (x1,y1)‖+
n
∑
i=0
‖(xi+1,yi+1)− (xi,yi)‖ (Per. Conv.) (2.27)
Onde L = {(x0,y0),(x1,y1), ...,(xi,yi), ...(xn,yn)} é o conjunto dos pontos (xi,yi)
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que formam o polígono convexo.
Compacticidade Esta medida está associada o quanto a figura é convexa. Se a figura
mais próxima de uma figura convexa, menor é o valor da compacticidade. A circu-
laridade é uma medida inversa a compacticidade, assim quanto mais convexa foi a
região maior é o valor escalar desse descritor.
f28 =
f 225
4pi f24
(Compacidade) (2.28)
f29 =
1
f26
(Circularidade) (2.29)
Excentricidade Excentricidade é a medida do formato de imagem. É a razão entre o
comprimento maior do eixo principal para o comprimento menor do eixo secun-
dário. O cálculo desse descritor passa pela determinação do momento central da
imagem:
mi, j =∑
x
∑
y
(x− x¯)i(y− y¯) j f (x,y) (Momento Central) (2.30)
f30 =
m2,0+m0,2+
√
(m2,0+m0,2)2+4m1,1
m2,0+m0,2−
√
(m2,0+m0,2)2+4m1,1
(2.31)
Alongamento esta medida está relacionada diretamente com o quão uma figura pode ser
regular em um retângulo que a circunscreve, ela tem uma estreita ligação com o
quão ela é mais próxima de um polígono convexo3.
f31 =
f24
4d2
(Alongamento) (2.32)
Onde d é o número de erosões da figura.
Solidez Consiste em uma medida do quão a figura é conexa ou côncava dentro do polí-
gono que melhor lhe descreve.
f32 =
f24
f25
(Solidez) (2.33)
Diâmetro Equivalente Segundo Russ (2002) o diâmetro equivalente oferece um parâ-
metro para o tamanho da figura ocupada, pois o diâmetro fornece uma medida linear
conveniente que ignora quaisquer detalhe de forma.
f33 =
√
4. f24
pi
(Diâmetro Equivalente) (2.34)
Extent Segundo Russ (2002), extent, é um importante descritor de forma que está di-
retamente relacionado a semelhança que a região de interesse na figura pode ser
3um polígono é considerado convexo se todos os seus ângulos internos são menores que 180◦
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semelhante a um retângulo.
f34 =
f26
b×h Extent (2.35)
Onde b e h são as medidas da base e altura, respectivamente, do menor retângulo
que contêm a região de interesse.
2.3 Seleção de Características
O processo de seleção de características, segundo Guyon e Elisseeff (2003), consiste
na escolha, com base em alguns critérios, de um subconjunto do conjunto original de
características do problema que permitam chegar aos mesmos resultados ou pelo menos
muito próximos. Entre as vantagens em se utilizar seleção de características, é possí-
vel citar o fato de que, após a sua aplicação, a dimensionalidade do espaço representa-
tivo do problema é reduzida. Assim, o processo remove atributos redundantes ou irrele-
vantes. Dentre eles, podemos destacar: Melhoramento na qualidade dos antes; Permite
a extração do conhecimento compreensivo e claro; Otimização da execução dos algo-
ritmos de aprendizagem e consequentemente melhoramento dos resultados. Apesar de
Figura 2.4: Exemplificação de uma Matriz GLCM
existir diversas soluções para a seleção de características , como podemos observar em
[Hughes 1968, Mucciardi e Gose 1971, Chandrashekar e Sahin 2014], todas as soluções
obedecem um processo geral básico representado no diagrama na figura 2.4
A definição dos subconjuntos depende diretamente da implementação, tendo em
vista que dada uma base de dados com n características o número possível de subconjun-
tos é 2n−1 e nos casos de n ser um número muito grande, o quantidade de subconjunto
gerados torna a execução do algoritmo inviável. Uma abordagem mais prática é a utili-
zação de uma busca heurística, contudo não garante a solução ótima. A avaliação dos
subconjuntos passa por uma métrica de qualidade dos resultados obtidos a partir de tes-
tes feitos por um classificador. O critério de parada consiste em avaliar a melhoria da
classificação por parte do subconjunto determinado.
2.3.1 Método de Seleção em Filtro
Segundo John et al. (1994) esse método consiste em eliminar as características sem
relevância antes do classificador ser executado. Esse passo de pré-processamento con-
sidera características gerais dos dados para selecionar alguns atributos e excluir outros.
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Sendo assim, métodos de filtros são independentes do algoritmo de classificação que,
simplesmente, receber á como entrada o conjunto de exemplos contendo apenas os atri-
butos selecionados pelo filtro. A vantagem do modelo em filtro está no fato de que o
mesmo não precisa ser reaplicado para cada execução do algoritmo de treinamento. As-
sim, o modelo em filtro é eficiente ao se abordar problemas que possuam um espaço de
características muito elevado.
Algoritmo 1: Algoritmo do Método de Seleção de Filtro: Relief
Data:
X = {x1,x2, ...,xn} Y = {y1,y2, ..,yn} X ′ = {c1,c2, ...,cl};
W ← [ ] lista de votação
Result: W
begin
R←{};
for j = 1..l do
R← Random(I).pop();
nH← nearsHit(R, I); nM← nearsMiss(R, I);
for i = 1..l do
W [i]←W [i]+ di f f (R[i],nM[i])−di f f (R[i],nH[i])
n
;
end
end
end
O maior problema destes métodos é que cada coeficiente é computado utilizando so-
mente informações do atributo relacionado, não levando em conta uma interdependência.
De fato, podem existir atributos complementares que individualmente não têm uma rele-
vância, mas que combinados podem ter um papel importante no processo de discrimina-
ção.
Destacamos o método proposto por Kira e Rendell (1992) devido a sua ampla acei-
tação na literatura. Esse método, que se encontra melhor detalhado no Algoritmo 1,
onde podemos observar que para cada padrão da base de dados escolhido aleatoriamente
sem reposição é determinado os padrões mais semelhantes de mesma classe (nearsHit)
e de classe diferente (nearsMiss). A semelhança entre os padrões é dada pela equação
di f f (x1,x2) = ‖x1−x2‖. Em seguida é calculado o peso de relevância para cada carac-
terística do padrão selecionado. Ao final, quanto maior os pesos, maior a importância da
característica.
2.3.2 Método de Seleção em Wrapper
Diferente da abordagem baseada em filtros, o método wrapper, segundo Kohavi e
John (1997), gera vários subconjuntos de atributos, executa o classificador individual-
mente em cada subconjunto e usa a precisão do classificador para avaliar. O processo é
repetido até que um critério de parada seja atendido. A ideia geral dessa abordagem é que
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o algoritmo de seleção de características existe como um “invólucro” ao redor do clas-
sificador e é responsável por executar a busca por um bom subconjunto de atributos. A
qualidade de um subconjunto é avaliada pelo próprio classificador. O objetivo da busca é
encontrar os subconjuntos com a melhor qualidade, utilizando critérios estatísticos sobre
as informações obtidas a partir da execução do classificador. Na literatura especializada
o método Recursive Feature Elimination é um dos mais estudados,destacamos as imple-
mentações utilizando Random Forest [Svetnik et al. 2004], Simulated annealing, [Lin
et al. 2008] e Genetic Algorithm, [Huang et al. 2007].
Recursive Feature Elimination
Proposto por [Guyon e Elisseeff 2003] a ideia é eliminar recursividade das componen-
tes que possuem menor influência na variação dos resultados obtidos pelo classificador
adotado. A cada passo de execução, um número fixo de componentes é eliminado e o
classificador é retreinado. É esperado que os resultados de classificação sejam melhores
a cada iteração da rotina principal que podemos observar no Algoritmo 2.
Algoritmo 2: Algoritmo RFE
Data:
X = {x1,x2, ...,xn};
Y = {y1,y2, ..,yn};
C classificador;
R← [ ] lista de votação;
ε threshold;
S← [s1,s2,s3, ..., l] subconjuntos ;
Result: R
begin
for i = 1..l do
Xtest ← X [:,si];
w,ypred ←C(Xtest ,y);
if ‖y− ypred‖ ≤ ε then
f ←min(12‖w‖2);
R← [si( f ),R];
end
end
end
Quando a base dados possue uma quantidade muito grande de atributos (colunas da
tabela) o RFE apresenta dificuldades quanto a execução devido à necessidade de gerar
subconjuntos e testar um a um. No trabalho [Meiri e Zahavi 2006] o autor apresenta
um método utilizando o algoritmo Simulated annealing(SA) que consiste em uma meta-
heuristica amplamente aplicada em problemas de otimização. Originalmente o algoritmo
Simulated annealing surgiu no contexto da mecânica estatística, desenvolvido por Kirk-
patrick, Gelatt e Vecchi [Kirkpatrick et al. 1983] e Cerny [Cˇerný 1985].
Os subconjuntos são gerados de maneira que dado um subconjunto si+1 = si∪ j onde
j é uma característica não ainda não testada. Caso o novo conjunto, si+1 não obtenha
uma melhora na classificação, ele ainda poderá ser validado pelo índice de probabilidade
gerado pelo SA, caso o valor encontrado seja aceitável. O subconjunto só será descartado
se e somente se nenhum dos dois critérios forem atendidos.
Uma outra otimização do algoritmo RFE consiste na utilização de Genetic Algorithm.
O artigo [Vafaie e DeJong 1995] os autores descrevem um uso simples de algoritmos
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Algoritmo 3: RFE otimizado pelo Simulated annealing
Data: X = {x1,x2, ...,xn} Y = {y1,y2, ..,yn};
S← [s1,s2,s3, ...,sl] subconjuntos;
C classificador;
t0, t1 Thresholds;
T Parâmetro;
w0 = [ ];
Result: R
begin
for i = 1..l do
w,ypred ←C(X [:,si],y);
if ‖y− ypred‖ ≤ t0∨ e
‖w0−w‖
T > t1 then
R← [si(min(12‖w‖2)),r];
w0← w;
end
end
end
genéticos na qual os indivíduos são representados por bits. Cada bit marca a presença ou
ausência de uma característica específica. Em seguida, o algoritmo de classificação avalia
cada subconjunto gerado e verifica sua eficiência, caso não seja aceitável, é gerado novos
subconjuntos utilizando as funções crossover e mutate, então esses subconjuntos voltam
a ser avaliados, como pode ser observado com maior detalhamento no Algoritmo 4.
Algoritmo 4: Algoritmo RFE otimizado utilizando Genetic Algorithm
Data:
X = {x1,x2, ...,xn} Y = {y1,y2, ..,yn};
GA(.) Algoritmo Genético;
C Função de Classificação;
τ Threshold de Treiamento;
p Tamanho da população
Result: R
begin
P0 População inicial;
R← [ ];
for k← 0...∞ do
sum← 0;
for i ∈ Pk do
w,ypred ←C(X [:, i]);
sum← sum+ ‖y−ypred‖n ;
if ‖y−ypred‖n > τ then
R← R∪ i
end
end
for i ∈ Pk do
Prk[i]← C(X [:,i])sum
end
for j← 1, ..., p2 do
i1, i2← crossover(i1, i2);i1←
mutate(i1);i2← mutate(i2);
Pk+1← Pk+1∪{i1, i2}
end
end
end
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Boruta
O método Boruta, [Kursa et al. 2010], é um wrapper implementado utilizando como
base o classificador Random Forest [Verikas et al. 2011]. Conforme detalhado no Algo-
ritmo 5, tem como estratégia principal a comparação das características da base de dados
com o que ele chama de “sombra” que nada mais é que as cada característica da base de
dados aleatoriamente embaralhada. Em seguida é executado o treinamento do classifica-
dor e computado os valores acerto e o Z-score de cada característica. Em seguida deter-
mina o valor máximo do Z score das características de sombra (Maximum Z Score Among
Shadow Attributes - MZSA), então as características que possuam um Z-score maior que o
MZSA receberão um voto positivo. As características indeterminadas, passam pelo Teste
de Bonferroni. O algoritmo finaliza quando todos os subconjuntos são analisados.
Algoritmo 5: Algoritmo Boruta
Data:
X = {x1,x2, ...,xn};
Y = {y1,y2, ..,yn};
C Random Forest;
R← [ ] lista de votação;
S← [s1,s2,s3, ..., l] subconjuntos ;
Result: R
begin
for i = 1..l do
Shadow← Random(X [:,si])
Xtest ← X [:,si]∪Shadow;
w,ypred ←C(Xtest ,y);
MZSA←MaxShadow(w−w[si]);
if w[si]> MZSA then
R[si]← R[si]+2;
end
if w[si] == MZSA then
w,yaux←C(X [si],y);
LSD← Bon f erroniTest(yaux,y);
if LSD > 0 then
R[si]← R[si]+1;
end
end
end
end
2.4 Classificação de Padrões
Segundo Theodoridis e Koutroumbas (2008) é uma área de pesquisa que tem por obje-
tivo a classificação de objetos (padrões) em um número de categorias ou classes passando
por processos computacionais. Os algoritmos que permitem a classificação de padrões
possuem diversas versões além de ter uma importância significativa em todas as áreas
em que a computação pode ser utilizada. Dentre os diversos algoritmos encontrados na
literatura, destacamos: Máquina de Vetores de Suporte; Classificador Bayesiano; Descri-
minante Linear de Fisher.
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2.4.1 Máquina de Vetores de Suporte
As máquinas de vetores suporte (Support Vector Machine - SVM), [Cortes e Vapnik
1995], são capazes de generalizar problemas de classificação binária.O objetivo é produzir
um classificador que funcione de forma adequada com exemplos não conhecidos, ou seja,
exemplos que não foram aplicados durante o treinamento, adquirindo assim a capacidade
de predizer as saídas de futuras novas entradas. As máquinas de vetores suporte gera o
que chamamos de hiperplano de separação entre os padrões de classes distintas.
Figura 2.5: Plotando um hiperplano de separação de duas classes separáveis usando Má-
quina de Vetor de Suporte.
A Figura 2.5 ilustra um conjunto de dados formados por 2 classes separáveis (bolinhas
vermelhas e cinzas). Nesse conjunto de dados é utilizado o SVM para classificar as duas
classes. Como pode ser observado, o SVM consegue criar o hiperplano de separação que
permite distinguir as duas classes.{
W.xi+b≤ 1, para yi =−1
W.xi+b≥ 1, para yi =+1
(2.36)
O hiperplano é determinado na pela equação 2.36. Onde W é a matriz de coefi-
cientes, xi é o argumento de entrada e b é bias. Para determinar a equação do hiper-
plano de separação, mais especificamente a matriz W o algoritmo conta com a fase de
treinamento que obedece a função 2.37. Esta fase conta com um conjunto de padrões,
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(x1,y1);(x2,y2); ..;(xn,yn) onde yi ∈ {−1,+1} é a classificação do padrão xi ∈ Rm.
max
α
n
∑
i=1
αi− 12
n
∑
i, j=1
αiα jyiy j(φ(xi)φ(x j)) (2.37)
n
∑
i, j=1
αiyi = 0
0≤ αi ≤C, ∀i ∈ {1, ..., l}
W =
n
∑
i=1
αiyiφ(xi)
O α1,α2, ...,αi são os multiplicadores de Lagrange derivados da necessidade da mini-
mização da função 2.36 sobre a restrição e C consiste no parâmetro regulador da equação.
Se os padrões de utilizados para o treinamento não podem ser separados de forma
direta, a SVM utiliza um mapeamento não linear para transformar os padrões de entrada
para uma dimensão superior onde o possa existir um plano de separação entre os pa-
drões de classes distintas. Para isso o algoritmo se baseia em funções kernel, (K(xi,x j) =
φ(xi)φ(x j)). Na literatura especializada existem diversas propostas de kernel, contudo as
mais comuns segundo Haykin (1994) são:
• Função polinomial h: K(xi,x j) = (xi.x j +1)h
• Função de base radial : K(xi,x j) = exp
( ||xi−x j||2
2σ
)
• Função sigmoide: K(xi,x j) = tanh(τxi.x j−δ)
Apesar de originalmente o SVM ter sido desenvolvido para resolver problemas de clas-
sificação binária, algumas estratégias foram desenvolvidas para permitir a utilização do
algoritmo para resolução de problemas com múltiplas classes. As mais utilizadas em
experimentos publicados são: um contra todos (one-against-all – OAA) e um contra um
(one-against-one – OAO). O método OAA consiste na construção de k modelos SVM,
onde k é o número de classes. O k-ésimo SVM é treinado com todos os exemplos da k-
ésima classe com rótulos positivos, e todos os outros exemplos com rótulo negativo. No
caso do método OAO, são treinadas para discriminar entre duas classes. Após a etapa de
classificação, uma estratégia de decisão baseado em contagem é utilizado para definir a
classe que recebeu o maior número de votos. Nesse método, é necessário o treinamento
de
k(k−1)
2
SVMs.
2.4.2 Classificadores Bayesianos
Segundo Friedman et al. (1997) e Jiang et al. (2007) os classificadores Bayesianos
são processos com base na estatística que classificam padrões numa determinada classe
baseando-se na probabilidade deste padrão pertencer a esta classe. A classificação ad-
mite que o efeito do valor de variáveis sobre uma determinada classe é independente
dos valores das outras variáveis. Mesmo não sendo considerado um classificador de alta
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complexidade os testes encontrados na literatura sempre mostram sua significativa efici-
ência. Dado uma conjunto de padrões X = {x1,x2,x3,x4, ...,xn} e Y = {y1,y2,y3, ...,yn}
um conjuntos de classes dos padrões de X . A probabilidade P(y|X) é calculada segundo
a equação 2.38
P(y|X) = P(y)P(X |y)
P(X)
=
P(y)∏ni=1 P(xi|y)
P(X)
(2.38)
Sendo P(X) constante.
y˙ = max
y
(
P(y)
n
∏
i=1
P(xi|y)
)
(2.39)
As versões sobre o classificador bayesiano muitas vezes variam na função de probabi-
lidade utilizada. Uma dessas versões utiliza a distribuição de probabilidade Gaussiana
como na equação 2.40.
P(xi|y) = 1√
2piσ2y
exp
(
−(xi−µy)
2
2σ2y
)
(2.40)
2.4.3 Descriminante Linear de Fisher
Segundo Cunningham e Ghahramani (2015) ideia básica do Descriminante Linear de
Fisher foi transformar observações multivariadas X em padrões univariadas Y derivadas
das populações pi1 e pi2 aonde estas apresentem o maior desvio padrão possível. A classi-
ficação de um padrão passa pela equação 2.41{
xi ∈ pi1, se (µ1−µ2)T Ctxi ≥ 12(µ1−µ2)T Ct(µ1+µ2)
xi ∈ pi2, se (µ1−µ2)T Ctxi < 12(µ1−µ2)T Ct(µ1+µ2)
(2.41)
Onde Ct = ∑
n∈pi1
(xn−µ1)(xn−µ1)T + ∑
n∈pi2
(xn−µ2)(xn−µ2)T . Onde µ1 e µ2 são as médias
das populações pi1 e pi2, respectivamente.
2.5 Técnicas de Avaliação de Modelos
Os classificadores são utilizados para generalizar uma regra de classificação sobre uma
base de dados que deve ter representação estatística do problema. Para isso os modelos
gerados devem ser validados, pois muitos desses algoritmos são utilizados em contextos é
primordial o controle total dos resultados. Diversas técnicas foram desenvolvidas e dentre
elas algumas ganharam ampla aplicação devido a sua eficiência e aceitação por parte da
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área acadêmica. Dentre elas a Validação Cruzada [Arlot e Celisse 2009]; Curva ROC
[Majnik e Bosnic 2013] e Matriz Confusão [Powers 2007].
2.5.1 Validação Cruzada
A Validação Cruzada é um método para estimação de erro. Consiste na divisão do
conjunto de dados para treinamento em k blocos e mutuamente exclusivos e de cardina-
lidades idênticas. Sequencialmente será testado um bloco diferente, enquanto o resto dos
outros blocos serão usados para treinar o classificador. No final dos k treinos o modelo
gerado pelo classificador foi testado em todos os dados de treino, sendo a estimativa dada
pelo erro médio calculado ao longo dos k testes, como ilustrado na figura 2.6. Em geral
Figura 2.6: Exemplificação da montagem dos conjuntos de treinamento e de teste pela
Validação Cruzada
o valor de k assume o valor de 10, embora possa variar entre 2 e o número de instâncias
do conjunto de dados. Contudo valores de k muito elevados podem levar a um custo de
processamento desnecessário e k muito pequeno poderá não oferecer padrões suficientes
para que o classificador seja capaz de gerar um modelo satisfatório.
2.5.2 Matriz Confusão
A Matriz Confusão é uma ferramenta de análise visual usada geralmente para verificar
a eficiência de algum método preditivo. Cada linha da matriz representa as instâncias
previstas de uma classe enquanto cada coluna da matriz representa as instâncias reais de
uma classe como pode ser observado na Tabela 2.3. Esta técnica permite comparar, de
maneira gráfica, as previsões da classe observada com as restantes classes. Desta forma,
podemos considerar que a matriz de confusão é uma tabela com duas linhas e duas colunas
que regista o número de Verdadeiro Negativo (VN), Falso Positivo (FP), Falso Negativo
(FN) e Verdadeiro Positivo (VP).
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Instâncias
Previstas
Instâncias Reais
v f total
v′
Verdadeiro
Positivo
Falso
Positivo V
′
f′
Falso
Negativo
Verdadeiro
Negativo F
′
total V F
Tabela 2.3: Exemplificação de uma Matriz Confusão
A partir das informações fornecidas pela matriz confusão é possível calcular indi-
cadores de eficiência como a acurácia, sensibilidade e especificidade que obedecem as
equações 2.43
sensibilidade =
V P
V P+FN
especificidade =
FN
FP+V N
(2.42)
acuracia =
V P+V N
V P+FN+FP+V N
(2.43)
Uma importante métrica estatística que também podemos destacar é o Índice de Kappa,
segundo Viera et al. (2005), consiste em uma medida que compara a precisão de um sis-
tema especializado com um aleatório, o que se torna importante recurso na avaliação de
modelos preditivos. A equação 2.45 determina o índice de kappa de acordo com os resul-
tados da matriz confusão.
kappa =
acuracia− ra
1− ra (2.44)
ra =
(V N+FP)(V N+FN)+(V P+FN)(V P+FP)
(V P+FN+FP+V N)2
No mesmo trabalho, o autor propõem dividir a gama de possíveis valores do índice de
kappa em vários intervalos e atribuir um valor ordinal a cada um deles, como mostrado
na Tabela 2.4.
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Tabela 2.4: Escala de interpretação para o Índice de Kappa
Índice de Kappa Qualidade do sistema
<0 Pobre
0 .. 0.2 Fraco
0.21 .. 0.4 Justo
0.41 .. 0.6 Moderado
0.61 .. 0.8 Substancial
0.81 .. 1 Quase Perfeito
2.5.3 Curva ROC
Segundo Fawcett (2006), curva ROC é a representação gráfica dos pares de sensibili-
dade (ordenadas) e especificidade (abcissas). Como podemos observar na Figura 2.7 um
modelo perfeito corresponderia a uma linha horizontal no topo do gráfico, porém esta difi-
cilmente será alcançada. As curvas consideradas aceitáveis estarão entre a linha diagonal
e a linha perfeita, onde quanto maior a distância da linha diagonal, melhor o modelo. A
linha diagonal indica uma classificação aleatória que serve como padrão quando o classi-
ficador não obteve sucesso na geração de um modelo ótimo. Uma medida padrão para a
comparação de modelos é a área sob a curva ROC, que pode ser obtida por métodos de
integração numérica. Quanto maior a área da curva, melhor o modelo.
Figura 2.7: Exemplo de uma Curva ROC
Capítulo 3
Sistema Proposto
Nos últimos anos, motivado pelo aumento dos números de óbitos por câncer, a radio-
logia tem ganho diversos avanços tecnológicos que tem como objetivo aumentar a eficiên-
cia do diagnóstico precoce. Muitas dessas pesquisas são voltadas ao desenvolvimento de
sistemas [van Ginneken et al. 2011] informatizados que tem como objetivo melhorar o de-
sempenho dos radiologistas, reduzir o tempo necessário para o diagnóstico, ser integrado
com o ambiente de trabalho da equipe médica e possuir baixo custo de implantação e uti-
lização. No presente capítulo iremos descrever um sistema que tem como objetivo atender
a tais requisitos e auxilie os radiologistas na determinação das características estatísticas
dos tumores localizados em tomografias computadorizadas.
Objetivando o melhor entendimento, o capítulo está subdividido nas seguintes seções
e subseções. Na Seção 3.1 detalhamos o processo de determinação de quais os descrito-
res de imagens tem uma melhor relação estatística com cada característica patológica de
tumores Na Seção 3.2 apresentamos o modelo arquitetural do sistema bem como a des-
crição dos módulos que o compõem. Na subseção 3.2.1 descrevemos como o sistema terá
acesso aos exames. Na subseção 3.2.2 descreve como as regiões das imagens que contem
os tumores deverão ser preprocessadas. Na subseção 3.2.3 descreve o algoritmo que foi
implementado para extrair e selecionar os descritores relevantes para cada característica
que servirá para montar o diagnóstico. Na subseção 3.2.4 descreve o processo de como
o classificador determina as características do tumor de acordo com os descritores seleci-
onados para cada característica. Na subseção 3.2.5 descreve o módulo responsável pelo
envio dos resultados aos radiologista.
3.1 Determinação dos Descritores de Imagens para As
Características dos Tumores
No processo de diagnóstico de nódulos pulmonares a partir de TC, conta com o le-
vantamento das características patológicas dos nódulos. Segundo Zinovev et al. (2009),
a interpretação por parte dos radiologistas pode variar muito, quando se trata do levan-
tamento das características patológicas dos tumores detectados em TC. Um exemplo é a
Lung Image Database Consortium (LIDC), descrita em [McNitt-Gray et al. 2007], que
para cada exame oferecido existem laudos de até 4 especialistas diferentes e observando
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914 nódulos cadastrados, apenas 180 tiveram opiniões semelhantes por parte dos radio-
logistas. Com o intuito de desenvolver um método computacional capaz de determinar
fazer um levantamento das características patológicas e assim auxiliando os radiologistas,
foi feito uma análise de quais os descritores de imagens tem maior relação estatística com
as características patológicas mais aceitas na literatura. O algoritmo consiste em um co-
mitê de algoritmos de seleção de características descritos na Seção 2.3. Cada algoritmo
de seleção faz uma avaliação de todos os descritores de imagem para cada característica
patológica e os selecionados ganham uma votação positiva, os não selecionados ganham
uma votação nula. Ao final da execução o algoritmo retorna um vetor com o somatório
dos votos.
Algoritmo 3.1 Método de Seleção de Características
1 from SelectionFeatures
2 import RFE, RFESA , RFEGA , Filter , Boruta
3
4 def getSubSets(features_images , features_tumors):
5 clfs = [RFE(), RFESA(), RFEGA(), Filter(), Boruta()]
6 result = []
7
8 for crc in features_tumors:
9 votingbyclass = []
10 for clf in clfs:
11 clf.fit(features_images ,crc)
12 votingbyclass.append(clf.ranking)
13 result.append(np.sum(votingbyclass ,axis=1))
14 return result
3.2 Descrição do Sistema
O sistema proposto conta com 6 módulos: Aquisição das Tomografias Computado-
rizadas; Seleção das Regiões do Tumor; Extração dos Descritores; Determinação das
informações sobre o tumor e Envio aos Radiologistas. O diagrama da comunicação dos
módulos está representado na Figura 3.1.
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Figura 3.1: Diagrama dos módulos que compõem o sistema
3.2.1 Aquisição das Tomografias Computadorizadas
Segundo Varma (2012) o padrão DICOM devem fornecer serviço de acesso remoto
dos arquivos por isso o módulo responsável pelo mantenimento dos dados possui méto-
dos de acesso aos servidores de tomografias no padrão DICOM. Para que essas funções
fossem implementadas utilizamos a biblioteca pynetdicom 1 como pode ser observado no
Algoritmo 3.2
Algoritmo 3.2 Métodos de Conexão Remota
1 from netdicom import AE
2 from netdicom import *
3 from dicom.dataset import Dataset , FileDataset
4 from netdicom.SOPclass import *
5 import tempfile as tf
6
7 def ReceiveDataBase(host ,aet, port)
8 RemoteAE = dict(Address=host , Port=port , AET=aet)
9 ae = AE(aet, port ,[PatientRootGetSOPClass ,
10 VerificationSOPClass],[RTPlanStorageSOPClass ,
11 CTImageStorageSOPClass ,MRImageStorageSOPClass ,
12 RTImageStorageSOPClass])
13 ae.start()
14 assoc = ae.RequestAssociation(RemoteAE)
15 d = Dataset()
16 d.PatientsName = "Name"
1http://pypi.python.org/pypi/pynetdicom
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17 d.QueryRetrieveLevel = "PATIENT"
18 d.PatientID = "*"
19 st = assoc.PatientRootFindSOPClass.SCU(d, 1)
20 assoc2 = ae.RequestAssociation(RemoteAE)
21 gen = assoc2.PatientRootGetSOPClass.SCU(d, ’PYNETDICOM’, 1)
22 ae.quit()
23 return gen
O método principal é o ReceiveDataBase que recebe como parâmetros a porta(port) de
comunicação com o servidor remoto; um identificador (aet), o endereço (host). Após a
comunicação com o servidor iniciada, será requerido somente o usuário. Ainda no Al-
goritmo 3.2 é possível ver diversos objetos invocados da própria biblioteca, esses objetos
são responsáveis pela conexão seguindo o padrão DICOM.
3.2.2 Seleção das Imagens dos Tumores
A seleção das regiões das imagens que contêm os tumores passa por duas etapas:
a seleção em si por parte do usuário do sistema e a segmentação da região. Uma vez
que a tomografia esteja acessível ao sistema, o usuário poderá ver todas as imagens que
compõem o exame e fazer a localização das regiões dos tumores.A Figura 3.2 apresenta
tela ilustrativa do sistema.
Figura 3.2: Tela Principal do Protótipo do Sistema de Telediagnóstico
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Após a seleção, o sistema internamente segmenta as imagens selecionadas. A seg-
mentação permitirá a extração das descritores de forma de maneira mais eficiente, tendo
em vista que a imagem gerada pela segmentação dá um maior contraste as margens dos
elementos a compõem. Para melhor exemplificar os resultados desse processamento te-
mos a figura 3.3 gerada a partir do algoritmo 3.3. A imagem mais a esquerda consiste
na imagem gerada pela região selecionada pelo usuário, enquanto a imagem a direita é a
imagem resultante da segmentação.
Algoritmo 3.3 Métodos Segmentaçao do Tumor
1 import kmeans
2 import numpy as np
3
4 def getSegMatrix(data ,n_cluster = 3):
5 X = data.reshape((-1, 1))
6 np.random.seed(0)
7 k_means.fit(X)
8 labels = k_means.labels
9 labels = np.unique(k_means.labels)
10 list_ = [np.median(abs(X[k_means.labels_ == i]
11 - np.array([0,0,1])))
12 for i in range(len(labels))]
13 bkg_ = list_.index(min(list_))
14 mask = np.array((k_means.labels_ != bkg)*1))
15 mask = mask.reshape((data.shape[0], data.shape[1]))
16 return mask
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(b) Imagem de um tumor Segmentado com
k = 3
Figura 3.3: Exemplo de Segmentação utilizando o K-Means
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3.2.3 Extração das Características
Após o processo de seleção das regiões por parte do usuário do sistema, cada tumor
será composto por uma sequência de “subimagens” que serão utilizadas para extrair os
descritores de textura e de forma detalhados na seção 3.2.2, para isso utilizamos o Algo-
ritmo 3.4. Inicialmente é feito uma normalização em todas as imagens, pois foi observado
que existem alguns casos que a uma variação sutil nas intensidades dos pixels para repre-
sentar as mesmas estruturas, para isso escolhemos a Equalização pelo Histograma que
segundo Umamaheswari e Radhamani (2012) é uma técnica eficiente para na normaliza-
ção da intensidade de imagens DICOM. Após a equalização os descritores são extraídos
da imagem a partir da classe DescriptoresImage e em seguida é calculado a média de
cada descritor para todas as imagens que compõem o tumor. Ao final desse processa-
mento cada tumor selecionado na tomografia passa a ser caracterizado por um vetor de
descritores de imagem.
Algoritmo 3.4 Métodos Extração de Descritores
1 import numpy as np
2 import pandas as pd
3 from DescriptorsImage import DescriptorsImage as di
4
5 def histogramEqualize(tumors_img):
6 max_pixel = np.max(tumors_img)
7 tumors_normalized = []
8 for img to tumors_img:
9 imhist ,bins = histogram(img.flatten())
10 cdf = imhist.cumsum()
11 cdf = max_pixel * cdf / cdf[-1]
12 img2 = np.interp(im.flatten(),bins[:-1],cdf)
13 tumors_normalized.append(img2)
14 return tumors_normalized
15
16
17 def getDescriptors(tumors_img ,n_cluster = 3):
18 desctr_dict=[]
19 tumors_img = histogramEqualize(tumors_img)
20 for img in tumors_img:
21 descr_dict.append(di(img,n_cluster).getAllValues())
22 return pd.DataFrame(desctr_dict).mean()
3.2.4 Classificação dos Nódulos
Uma vez de posse dos descritores de imagem dos tumores selecionados, o sistema
mostra ao usuário possíveis características tomadas a partir de um classificador já trei-
nado. Para cada uma das características patológicas nodulares (calcification, lobulation,
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malignancy, internal strucure, spiculation, sphericity, margin, subtlety e texture) existe
um classificador especializado, e para o seu treinamento foram utilizados um conjunto
especifico de descritores de imagens determinados a partir da seleção previamente feita
utilizando o Algoritmo 3.1. O classificador escolhido para esta etapa do processamento
foi o SVM que se encontra melhor detalhado na Seção 2.4.1. Optou-se por utilizar o clas-
sificador SVM, pois o mesmo obteve melhores respostas quando comparado com outros
classificadores, conforme irá ser mostrado no Capítulo 4.
O Algoritmo 3.5 mostra a etapa de classificação dos Nódulos. Alguns algoritmos
de classificação necessitam do que chamamos de etapa de treinamento onde o algoritmo
generaliza a regra de classificação. Muitas vezes essa fase é de alto custo computacional e
de tempo o que inviabilizaria, logo é fundamental que o treinamento do classificador não
ocorra ao o usuário requisitar o levantamento das características patológicas no nódulo
selecionado.
Por isso o treinamento é separado da classificação. Quando existe a necessidade de um
novo treinamento, o sistema chama a função trainingClassifier passando o estado atual da
base de dados, e para cada característica patológica é persistido um objeto classificador
já treinado. Para essa persistência utilizamos a biblioteca pickes. Para a classificação de
fato, o sistema executa a função classifierNodule onde ele apenas carrega um classificador
persistido e executa a classificação a partir dos descritores de imagem.
Algoritmo 3.5 Método de Classificação do Tumor
1 try:
2 import cPickle as pickle
3 except:
4 import pickle
5 import from sklearn import svm
6
7 def trainingClassifier(X,Y,subset):
8 for key in Y.columns.tolist():
9 clf = svm.SVC()
10 clf.fit(X[subset].as_matrix(),Y[key].as_matrix())
11 picke.dump(clf, open("clf_+"+key+".p", "wb" ))
12
13 def classifierNodule(v,columns_names ,subset):
14 result = dict()
15 for k in columns_names:
16 clf = picke.load(open("clf_"+k+".p", "wb" ))
17 result.update({k:clf.predict(v[subset])})
18 return result
3.2.5 Envio das Informações
Uma vez as regiões, que compõem o nódulo detectado, foram selecionadas pelo usuá-
rio o sistema poderá sugerir as características patológicas e o usuário por sua vez poderá
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aceitar ou não os valores editando-os na própria tela do sistema e em seguida persistindo-
os para uso futuro, além de poder enviar para uma equipe de especialistas previamente
cadastrada como pode ser observado na Figuras 3.2 e 3.4. O envio é feito pelo sistema
através de email.
Figura 3.4: Tela de seleção dos especialistas que irão receber as informações
O objetivo desse módulo é garantir que as características patológicas sobre os nódulos
detectados estejam de acordo com a opinião dos especialistas apesar de terem sido suge-
ridos pelo sistema e também permitir que todos os membros da equipe possam estar a par
das informação sobre o estado dos pacientes.
Capítulo 4
Resultados e Discussões
Os sistemas CADe e CADx são sistemas de telediagnóstico desenvolvidos para o
auxilio na detecção de anomalias na saúde de um determinado paciente. Por se tratar
muitas vezes de vidas o controle das falhas desses sistemas tem que ser rígido e sempre
priorizar maior eficiência. Segundo Giger et al. (2008) o crescimento da necessidades
de sistemas capazes de diagnosticar anomalias tem promovido cada vez mais versões e
novos sistemas que atendam a esse requisito e a esse crescimento é interessante que eles
sejam cada vez mais robustos e acurados. Para o sistema descrito nesse trabalho, foram
realizados diversos testes que estão descritos no presente capítulo.
Nesse Capítulo, a Seção 4.1 traz a descrição dos materiais que foram utilizados nos
experimentos de testes e validação. Na Seção 4.2 traz os resultados da execução dos três
classificadores diferentes: Máquina de Vetores Suporte; Classificador Bayesiano e Dis-
criminante Linear de Fisher. Na Seção 4.3 é apresentado uma comparação dos resultados
obtidos pelo método com outros métodos existentes na literatura.
4.1 Análise da Base de Dados
A qualidade do modelo gerado por algoritmos de classificação depende diretamente
da expressividade estatística da base de dados utilizada na fase de treinamento. Por isso
existe a necessidade de uma análise estatística de cada atributo (coluna) da base de dados.
A seleção dos 308 foi feita sob essa perspectiva, assim garantindo uma distribuição que
pudesse, de fato, gerar um modelo que possa generalizar o contexto do problema. A
Figura 4.1 traz um BoxPlot gerado a partir da base dados, nele podemos ver a distribuição
de todas as características que compõem a base. Apesar da procura da formação de uma
bom conjunto de treinamento, em todos os exames consultados, não ouve variância para
as características internal structure e calcification o que nos obrigou a não utiliza-las nos
nossos experimentos.
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Figura 4.1: Gráfico BoxPlot das Características Patolóticas da Base de Dados
4.2 Resultados
Para efeitos de comparação e escolha de melhor classificador utilizamos a Discrimi-
nante Linear de Fisher, Classificadores Bayesianos e Máquina de Vetores de Suporte de-
vido a suas amplas aceitações na literatura especializada e para todos os testes utilizamos
a biblioteca sklearn1.
Para a execução dos classificadores foi inicialmente determinados quais os descritores
de características de imagem tem maior relevância para cada característica radiológica
utilizando o algoritmo 3.1. Após a execução foi obtido para cada descritor de imagem um
valor que pode ser entre 0 a 5 que corresponde exatamente o número de votos que o des-
critor recebeu. Todos os valores obtidos se encontram na Tabela A.1. Os descritores que
tiveram de 3 a mais votos foram selecionados para o treinamento, como resultado desse
critério foi obtido os seguintes conjuntos de descritores por característica radiológica:
Margin Circularidade, Área Convexa, Perímetro Convexo, Excentricidade, Alongamento,
Diâmetro Equivalente, Solidez, Autocorrelação, Cluster Prominence, Correlação,
Diferença da Entropia, Dissimilaridade, Entropia, Entropia do Valores Singulares,
Entropia do Gradiente, Inf. Measures of Correlation 1, Diferença Inversa do Mo-
mento, Curtose, Soma da Entropia, Soma da Variância.
Spiculation Circularidade, Área Convexa, Perímetro Convexo, Alongamento, Diâmetro
Equivalente, Cluster Prominence, Contraste, Diferença da Entropia, Dissimilari-
dade, Entropia do Valores Singulares, Homogeneidade, Inf. Measures of Correla-
tion 1, Diferença Inversa do Momento, Curtose, Soma da Entropia.
Texture Perímetro, Circularidade, Área, Área Convexa, Perímetro Convexo, Alonga-
1http://scikit-learn.org/stable/
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mento, Diâmetro Equivalente, Extent, Cluster Prominence, Compacticidade, Cor-
relação, Diferença da Entropia, Energia, Entropia, Entropia do Valores Singulares,
Homogeneidade, Inf. Measures of Correlation 1, Diferença Inversa do Momento,
Curtose, Assimetria, Soma da Entropia, Soma da Variância, Variância.
Malignancy Perímetro, Circularidade, Área, Área Convexa, Perímetro Convexo, Alon-
gamento, Diâmetro Equivalente, Extent, Autocorrelação, Cluster Prominence, Dis-
similaridade, Entropia, Entropia do Valores Singulares, Entropia do Gradiente, Cur-
tose, Assimetria, Soma da Entropia.
Subtlety Perímetro, Circularidade, Área, Área Convexa, Perímetro Convexo, Excentrici-
dade, Alongamento, Diâmetro Equivalente, Cluster Prominence, Compacticidade,
Correlação, Diferença da Entropia, Dissimilaridade, Entropia do Valores Singula-
res, Homogeneidade, Diferença Inversa do Momento, Curtose, Assimetria, Soma
da Entropia, Soma da Variância.
Sphericity Circularidade, Área, Área Convexa, Perímetro Convexo, Excentricidade, Alon-
gamento, Diâmetro Equivalente, Extent, Autocorrelação, Cluster Prominence, Com-
pacticidade, Correlação, Diferença da Entropia, Entropia, Entropia do Valores Sin-
gulares, Entropia do Gradiente, Inf. Measures of Correlation 1, Diferença Inversa
do Momento, Curtose, Soma da Entropia.
Lobulation Perímetro, Circularidade, Área, Área Convexa, Perímetro Convexo, Excen-
tricidade, Alongamento, Diâmetro Equivalente, Autocorrelação, Cluster Prominence,
Compacticidade, Correlação, Diferença da Entropia, Dissimilaridade, Entropia, En-
tropia do Valores Singulares, Entropia do Gradiente, Inf. Measures of Correlation
1, Dif. Inv. do Mom. Normalizado, Curtose, Assimetria, Soma da Variância.
O Discriminante Linear de Fisher, melhor descrito na Seção 2.4.3, consiste em um
classificador estatístico que transforma uma amostra multivariada em uma amostra univa-
riada e linearmente separável. Apesar da sua versão original atender apenas a 2 classes,
a implementação encontrada na biblioteca é baseada no método descrito em [Friedman
et al. 2001] que da múltiplas classes.
Tabela 4.1: Tabela com os valores, gerados pelo LDA, da acurácia média por característica
Características Acurária Indice de Kappa
lobulation 0.81 0.76
malignancy 0.79 0.74
margin 0.80 0.75
sphericity 0.74 0.68
spiculation 0.75 0.69
subtlety 0.80 0.75
texture 0.73 0.67
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Apesar da simplicidade do classificador os resultados obtidos são muito positivos
como pode ser observado na Tabela 4.1, tanto os índices de Kappa, acurácia e área da
curva ROC, que pode ser observada na Figura 4.2. Observando melhor a curva ROC, o
modelo gerado pelo classificador se comportou com eficiência em todo o teste.
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Figura 4.2: Curvas ROC gerada pelo classificador LDA para cada característica patológica
O classificador Bayesiano, Seção 2.4.2, calcula as probabilidades de que uma amostra
escolhida pertença a cada uma das classes estimáveis, predizendo para a amostra, a classe
mais provável. Deste modo esse modelo trata diretamente de probabilidades e não como
outros classificadores que trabalham com interpolação multivariada.
Tabela 4.2: Tabela com os valores, gerados pelo Classificador Bayesiano, da acurácia
média por característica
Características Acurária Indice de Kappa
lobulation 0.81 0.80
malignancy 0.80 0.77
margin 0.80 0.70
sphericity 0.74 0.72
spiculation 0.75 0.58
subtlety 0.80 0.77
texture 0.73 0.56
Apesar de ser considerado um classificador simples, obteve resultados consideráveis,
como podemos ver na Tabela 4.2, com exceção das Características texture e spiculation
que analisados a partir da escala de interpretação do índice de Kappa, ver Tabela 2.4, são
classificados como Moderados. As curvas ROC geradas pelo classificador Bayesiano, 4.3,
também mostra a eficiência nos testes, quando comparado a área de cada curva, contudo
o Discriminante Linear de Fisher se mostrou um pouco melhor.
4.2. RESULTADOS 41
0.0 0.2 0.4 0.6 0.8 1.0
Sensibilidade
0.0
0.2
0.4
0.6
0.8
1.0
Es
pe
ci
fic
id
ad
e
spiculation (area = 0.92)
sphericity (area = 0.96)
subtlety (area = 0.96)
malignancy (area = 0.96)
margin (area = 0.95)
lobulation (area = 0.97)
texture (area = 0.93)
Figura 4.3: Curvas ROC gerada pelo classificador Bayesiano para cada característica pa-
tológica
As máquinas de vetores suporte, melhor detalhado na seção 2.4.1, consiste em um
método computacional baseado na aprendizagem estatística que têm a capacidade de re-
solver problemas de classificação e regressão, adquirindo com o aprendizado na etapa
de treinamento a capacidade de generalização. Apesar desse algoritmo, originalmente,
ter sido desenvolvido para classificação binária, diversas estratégias foram desenvolvidas
para a utilização da SVM para a classificação de classes não binárias. Para os nossos
estudos utilizamos as estratégias One Against All e One Against One, que já se encon-
tram implementadas na biblioteca utilizada. Os resultados obtidos a partir da execução
utilizando as duas estratégias não tiveram uma diferença significativa, por isso os . Nos
testes a execução com A SVM depende de uma configuração inicial(parâmetro regulador
da equação C e função kernel) que para os nossos testes os melhores resultados foram
obtidos utilizando C = 100 e kernel a função de base radial.
Tabela 4.3: Tabela com os valores, gerados pelo SVM, da acurácia média por característica
Características Acurária Indice de Kappa
lobulation 0.90 0.88
malignancy 0.89 0.88
margin 0.85 0.81
sphericity 0.94 0.92
spiculation 0.86 0.81
subtlety 0.85 0.81
texture 0.86 0.82
A Tabela 4.3 mostra os valores de acurácia e índice de kappa obtidos pelo SVM.
Comparando com os resultados dos testes anteriores, a utilização do SVM foi sensivel-
mente melhor em todos os aspectos. De acordo com a escala de interpretação do índice
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de Kappa, todos os resultados obtidos pela generalização neste teste foram classificadas
como “Quase Pereito” e a acurácia.
A Figura 4.4 traz as curvas ROC geradas nos testes com SVM. É possível observar que
os valores das áreas ficaram entre 98% a 99% o que nos dá a confirmação da eficiência
da aplicação do classificador, superando sensivelmente os resultados obtidos nos outros
testes. Por essa razão escolhemos o classificador SVM para a utilização no sistema de
Telediagnóstico. Resultados como matriz de confusão foram também analisados, onde
podem ser encontrados em A.2
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Figura 4.4: Curvas ROC gerada pelo classificador SVM para cada característica patológica
4.3 Discussão
A presente tese propõe um novo sistema de Telediagnóstico, que foi desenvolvido
para atender a quatro requisitos: (a) melhorar o desempenho dos radiologistas, (b) reduzir
o tempo necessário para o diagnóstico, (c) ser perfeitamente integrados com o ambiente
de trabalho da equipe médica, e (d) apresentar custos insignificantes, ou uma redução dos
custos hospitalares que justifiquem a sua implantação.
Para mensurarmos o desempenho do método proposto a ser utilizado na determinação
das características patológicas, foi feito um levantamentos nos periódicos dos métodos
que se propunham a objetivos consoante ao sistema aqui descrito. Essa comparação é
detalhada na Tabela 4.4.
Os métodos descritos em [Zinovev et al. 2011] e [Zinovev et al. 2009] propõem a
utilização 59 características de imagens na classificação de todas as características pato-
lógicas, os autores também se depararam com a inviabilidade de trabalhar com as caracte-
rísticas Calcification e Internal Structure visto que a base de dados utilizada foi a mesma
e portanto as duas características não mostraram relevância estatística. Já o [Horsthemke
et al. 2007] utiliza descritores de imagens diferentes e o classificador proposto consiste
em uma Árvore de Decisão, mais especificamente o algoritmo J48.
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Tabela 4.4: Comparação de desempenho de métodos de classificação de características
patológicas através da acurácia média
Metodo Lobulation Malignancy Margin Sphericity Spiculation Subtlety Texture
[Zinovev et al. 2009] 61% 63% 71% 75% 50% 51% 63%
[Smith et al. 2013] 61% 61% 54% 60% 66% 53% 70%
[Zinovev et al. 2011] 58% 49% 49% 37% 72% 37% 77%
[Horsthemke et al. 2007] 60% N/A 40% 40% 60% N/A N/A
Método Proposto 90% 89% 85% 94% 78% 85% 82%
Comparando os resultados obtidos no método proposto e os resultados encontrados na
literatura, acreditamos que o sistema de telediagnóstico proposto e bem como o método de
classificação de características patológicas se apresenta como um promissor sistema para
o auxilio no processo de diagnóstico e tratamento de pacientes com câncer de pulmão
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Capítulo 5
Conclusões
O câncer de pulmão é a quinta maior causa de morte no mundo e a primeira dentre
as causadas por câncer, apresentando uma taxa de aproximadamente 1,6 milhão de óbitos
por ano. Normalmente, o câncer de pulmão é detectado em estágios avançados. Um dos
motivos é a dificuldade de determinar a malignidade de nódulos diagnosticados em exa-
mes como as tomografias computadorizadas. Sistemas CADe vêm sendo desenvolvidos
visando auxiliarem os radiologistas no processo de diagnóstico dos nódulos pulmonares.
Entretanto, as soluções propostas ainda não são amplamente utilizadas na prática clínica.
O presente trabalho apresenta um estudo bibliográfico visando detectar as limitações das
atuais soluções. Como resultado, foi observado que a maioria dos sistemas CADe não
tem o objetivo de determinar as características patológicas dos nódulos pulmonares, ape-
sar da suma importância de se determinar tais características para a tomada de decisão
quanto ao tratamento do paciente. Além disso, os sistemas CADe tem uma ampla difi-
culdade de atender 4 requisitos fundamentais para o bom funcionamento de tais sistemas:
(a) melhorar o desempenho dos radiologistas, (b)reduzir o tempo necessário para o diag-
nóstico, (c) ser perfeitamente integrado com o ambiente de trabalho da equipe médica,
e (d) apresentarem custos insignificantes ou que justifiquem a sua implantação. A partir
do entendimento do problema, foi modelado e implementado um novo sistema de Tele-
diagnóstico capaz de diagnosticar características patológicas de nódulos pulmonares em
exames de tomografia computadorizada. Este sistema tem como principais deverá ser dis-
ponibilizado as equipes que atendem as unidades básicas de saúde vinculadas ao Sistema
Único de Saúde Brasileiro.
5.1 Limitações
Todos os métodos de predição de características patológicas são baseados em técni-
cas estatísticas e aprendizagem de máquina, o que implica na necessidade do sistema
ser alimentado com dados de expressão estatística sobre uma população em que ele será
utilizado. Caso seja necessário a inserção de novas características não descritas nesse
trabalho, será necessário fazer novos testes específicos para essa nova característica e a
atualização do sistema.
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5.2 Trabalhos Futuros
Os classificadores abordados possuem uma fase de treinamento, onde eles definem
o modelo de generalização da regra requerida. Contudo, as versões dos algoritmos uti-
lizados possuem treinamento offline, ou seja, não permitem uma atualização do modelo
já treinado. Então sugerimos como trabalho futuro a implementação do sistema com
classificadores baseados em aprendizagem incremental, onde podemos citar a versão da
Máquina de Vetores Suporte [Syed et al. 1999] e o Discriminante Linear de Fisher [Kim
et al. 2007]. Um outro possível trabalho que fica como sugestão é um estudo avaliativo do
sistema em situação real, assim permitindo uma adequação a realidade dos radiologistas
no Brasil.
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Apêndice A
Informações Complementares
A.1 Apendice A
A tabela A.1 trás a votação final de cada descritor de imagem. Os valores destacados
em azul sinalizam os descritores com votação maior que a média para cada característica
patológica. Podemos observar que os descritores de forma obtiveram uma maior votação
do que os descritores de textura.
Tabela A.1: Tabela dos descritores de imagem por característica patolótica
Descritores margin spiculation texture malignancy subtlety sphericity lobulation
Perímetro 2 2 4 3 4 2 3
Circularidade 4 3 5 4 3 3 3
Área 2 2 3 4 3 3 3
Área Convexa 4 4 3 3 4 4 5
Perímetro Convexo 3 3 4 3 3 3 3
Excentricidade 3 2 2 2 3 3 3
Alongamento 3 4 4 4 3 3 3
Diâmetro Equivalente 3 3 4 3 3 4 3
Extent 2 2 3 3 2 3 2
Solidez 3 2 2 2 2 2 2
Autocorrelação 4 2 1 3 2 3 3
Cluster Prominence 5 5 5 5 5 5 5
Cluster Shade 2 0 1 1 2 0 1
Compacticidade 2 2 4 2 4 3 3
Contraste 2 3 2 2 2 2 1
Correlação 3 2 4 2 4 4 3
Diferença da Entropia 3 3 3 2 3 3 3
Diferença da Variância 2 1 1 1 2 2 2
Dissimilaridade 4 3 2 4 4 2 3
Energia 2 2 3 2 2 2 1
Entropia 4 2 3 3 2 3 3
Entropia do Valores Singulares 3 3 4 3 3 3 3
Entropia do Gradiente 3 2 2 4 2 4 3
Homogeneidade 2 3 3 2 3 2 2
Inf. Measures of Correlation 1 4 3 3 2 2 3 4
Inf. Measures of Correlation 2 0 0 0 0 0 0 0
Dif. Inv. do Mom. Normalizado 1 2 2 1 2 2 3
Diferença Inversa do Momento 3 3 3 2 3 3 2
Curtose 4 4 4 3 4 3 3
Máxima Probabilidade 1 1 1 0 1 1 1
Assimetria 2 2 3 3 3 2 4
Soma da Média 1 1 2 2 2 2 2
Soma da Entropia 4 3 4 3 3 4 2
Soma da Variância 4 2 4 2 3 2 4
Variância 2 2 3 1 2 1 2
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A.2 Apêndice B
As figuras abaixo trazem as matrizes confusão geradas a partir da execução da SVM,
com o intuito de analisar melhor os resultados do classificador que obteve o melhor de-
sempenho geral.
Tabela A.2: Matrizes Confusão
Lobulation Texture
Malignancy Margin
Spiculation Sphericity
Subtlety
