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The present paper theoretically investigates features of quantum dynamics for localized plasmons
in three-particle or four-particle spaser systems consisting of metal nanoparticles and semiconductor
quantum dots. In the framework of the mean field approximation, the conditions for the observa-
tion of stable stationary regimes for single-particle plasmons in spaser systems are revealed, and
realization of these regimes is discussed. The strong dipole-dipole interaction between adjacent
nanoparticles for the four-particle spaser system is investigated. We show that this interaction can
lead to the decreasing of the autocorrelation function values for plasmons. The generation of en-
tangled plasmons in a three-particle spaser system with nonlinear plasmon-exciton interaction is
predicted. For the first time the use of an external magnetic field is proposed for control of the
cross-correlation between plasmons in the three-particle spaser system.
I. INTRODUCTION
Recent rapid progress in the field of nanotechnology
has led to the practical possibility of the generation
and control of N-photon states using single quantum
emitters [1] and high-quality micro- [2] and nanores-
onators [3]. The creation of the nanolaser is key to the de-
velopment of such devices [4]. The functional features of
the nanolaser require a reformulation of the known rules
of laser generation for subwavelength scales [5]. This
can be done on the basis of the model of the localized
spaser [6]. In simple form, this device consists of a semi-
conductor quantum dot (QD) and a metal nanoparticle
(NP) coupled by near-field interaction. The QD is used
here as a powerful near-field pump source, since the ex-
citonic decay in the QD leads to a strong perturbation
of electronic density in the NP. This perturbation leads
to the generation of the plasmons localized on the NP
surface [7–9]. Reducing the distance between the NP
and QD results in an increase of non-radiative energy ex-
change in the system. If the Rabi frequency of interaction
(for example, a dipole-dipole interaction) between nano-
objects becomes greater than the characteristic times of
decay, then a strong coupling arises in the system [10]. A
realistic model of the spaser can be based on a compound
nanoobject consisting of a metal core and a semiconduc-
tor shell [11] or on a distributed system of nanoparti-
cles with complex geometry [12–16]. Currently, both lo-
calized subwavelength [4] and waveguide [17] spaser-like
systems are implemented.
Chains of near-field coupled NPs and QDs are of signif-
icant interest as a platform for quantum computing [18–
20] with single-photon and single-plasmon states [21].
For example, the appearance of bunching (antibunch-
ing) effects for emitted photons can be observed in self-
assembled QD structures [22] or in the mesoscopic chro-
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mophore ensemble strongly coupled with a plasmonic
cavity [23]. In another approach, a pair of coupled QDs
can be used as a powerful source of entangled photons
due to the correlations between QD excitons in biexci-
tonic states [24]. On the other hand, if QDs are cou-
pled with shared NP [25], direct transmission of quan-
tum correlations from bound excitons to plasmons can
be achieved. One of the main advantages of such cor-
related plasmons is the possibility of simpler external
control and manipulation of their carriers – NPs. In
particular, this addressing can be carried out using the
epifluorescence microscopy technique for single quantum
objects [26]. However, a very important question arises:
whether the nonclassical plasmon states will survive if a
strong dipole-dipole interaction between NPs is realized.
The purpose of this paper is to optimize the chemical
and geometric characteristics of multiparticle dissipative
spaser systems in order to achieve a balance of gains and
losses for plasmons in accordance with the principles of
PT-symmetry [27]. Starting from this paradigm, we con-
sider the possibility of control over the quantum statis-
tical and correlation properties of plasmons generated in
such a spaser system.
This paper is structured as follows. In Section II we
present the model of a 2×2 spaser system as an extension
of the model suggested in [25]. Our model spaser system
consists of two closely located identical NPs with plas-
mon resonance frequency ωp and two two-level QDs with
exciton energy ~ω. All particles in this system are cou-
pled by dipole-dipole interactions. Meanwhile, provided
the nanoobjects are located in the vertices of a square,
the efficiency of dipole-dipole interactions between the
NPs significantly exceeds the efficiency of the interactions
between the QDs and for QD-NP pairs. We found sta-
ble stationary solutions for this system and investigated
the quantum statistics of plasmons localized on the NPs.
We have shown that strong interaction between NPs can
significantly change the statistical properties of localized
plasmons.
In Section III we develop a novel model including a
2configuration of three nanoobjects (NP-QD-NP) coupled
by nonlinear dipole-dipole interactions in the presence of
an external magnetic field. The nonlinear regime of this
ensemble corresponds to the two-quantum processes of
the QD biexciton decay in the case |δ| > Ω1,2, |∆|, where
δ = ω¯−ω and ∆ = ω¯−ωp, ω¯ is the spasing frequency, and
Ω1,2 are the Rabi frequencies of dipole-dipole interactions
between the QD and NPs. As a result of this nonlinear
process, one can expect the appearance of strongly cor-
related plasmon pairs. The best regime will be one in
which each plasmon from such a pair can be localized on
its own NP. We focus on this regime because it is useful
for the generation of a nonclassical N-particle [28] and
entangled plasmon states [29] as in quantum optics [30–
32]. The principal difference of our approach from previ-
ous studies [25] is the presence of an external magnetic
field, which leads to a change in the QD energy levels
and provides a means to control the quantum properties
of generated plasmons.
In the technical framework, the presented spaser sys-
tems can be experimentally implemented on the basis
of nanoparticles assembled on a template patterned in
a thin photoresist film [33, 34]. Such systems can be
integrated in the individual plasmonic waveguides [35]
and plasmonic circuits for quantum information process-
ing [36–38].
II. THE FORMATION OF NON-CLASSICAL
STATES OF PLASMONS IN THE SYSTEM OF
TWO SPASERS COUPLED BY STRONG
DIPOLE-DIPOLE INTERACTIONS
Let us consider the system of two spasers, consisting
of 2 QDs and 2 NPs (so-called spaser 2 × 2), see Fig. 1.
First of all, the efficiency of interaction in the system will
depend on the geometry of the system, where the char-
acteristic lengths are rNP , which is the distance between
adjacent NPs, rQD, which is the distance between adja-
cent QDs, and rQN , which is the distance in a QD-NP
pair. The vector ~n = ~r/r, making the angle θ with axis ~z,
determines the direction between the centers of any two
interacting particles. This spaser system can be consid-
ered a part of a more complex hybrid nanostructure that
supports the possibility of external effective nonradiative
pumping of the system [39]. The assembly of individ-
ual nano-objects in the spaser system can be realized by
atomic force microscopy [40]. We assume that all dipole
moments dˆQD of QD and dˆNP of NP are collinear to each
other and parallel to axis ~z [6]. In this paper we do not
consider higher orders of multipoles, although intermode
interactions for this model can lead to the manifestation
of the well-known Fano resonance effect [41].
The field EˆNPi = −∇AˆNPi at a distance of r from the
i–th NP of spherical shape with radius aNPi can be ex-
pressed through the vector potential operator AˆNPi =∑
n
(
aNPi
r
)n+1
Ynm (θ, ϕ)Enm
(
cˆi + cˆ
+
i
)
~eNPi [8], where
FIG. 1. A four-particle 2× 2 spaser model, consisting of two
NPs and two QDs.
cˆi(cˆ
+
i ) are annihilation (creation) operators of the plas-
mon mode in quasistatic approximation, Ynm (θ, ϕ) =√
2n+1
4pi
(n−m)!
(n+m)!P
m
n (cos θ) e
imϕ are spherical functions ex-
pressed via Legendre polynomials, ~eNP defines the orien-
tation of the NP dipole moment, Enm =
√
~ωnm
2aNPi(2n+1)ε0
is the dimensional factor, where n is the general quantum
and m is the magnetic quantum numbers [9], and aNPi
is the radius of i-th NP.
Next, the near field of a single QD is written as
EˆQDi =
1
4πε0
·
3~n (~n · ~eQDi)− ~eQDi
r3
dˆQDi, (1)
where the dipole moment operator is dˆQDi =
µQDi
(
Sˆi + Sˆ
+
i
)
~eQD expressed via creation operator
Sˆ+i = |e〉i〈g|i and annihilation operator Sˆi = |g〉i〈e|i
of excitons and the dipole moment µQDi correspond-
ing to interband transitions in QD, where |e〉i corre-
sponds to exited and |g〉i ground states of the system.
The presented operators satisfy commutation relation-
ships
[
Sˆ+i , Sˆi
]
= Di and
[
Sˆi, Di
]
= 2Sˆi, where Di =
Sˆ+i Sˆi− SˆiSˆ
+
i is the population imbalance operator; ~eQDi
determines the QD dipole moment orientation.
In conditions λ1,2 ≫ r > aNPi, aQDi where aQDi is
the QD radius, and λ1,2 are the wavelengths of inter-
band transition in the QDs, all pairwise interactions cor-
respond to a dipole-dipole energy exchange. In particu-
lar, a Hamiltonian interaction between NP and QD can
be written in the form V QNi = −Eˆ
‖
NPidˆQDi. The geom-
etry presented in Fig. 1 corresponds to the case θ = 0
and therefore the Legendre polynomials take the form
P 01 (cos θ) = 1, P
m 6=0
1 (cos θ) = 0. Thus, the near-field of
NPi in the position of QDi location has the form
Eˆ
‖
NPi =
√
~ωpia3NPi
2πε0
1
r3
(
cˆi + cˆ
+
i
)
~eNPi, (2)
3where ωpi determine plasmon frequencies of NPi, ε0 is
vacuum permittivity. The interaction Hamiltonian for
adjacent NPs V NN = −Eˆ⊥NP1dˆNP2 is determined by
orientation θ = π/2, for which P 11 (cos θ) = 1 and
Pm 6=11 (cos θ) = 0. In this case, the expression for the
field takes the form
Eˆ⊥NPi =
√
~ωpia3NPi
4πε0
1
r3
(
cˆi + cˆ
+
i
)
~eNPi. (3)
The dipole moment of NPi can be obtained from com-
parison (3) and the expression for the near field of NPi in
analogy with (1). This expression has the form dˆNPi =
µNPi
(
cˆi + cˆ
+
i
)
~eNP , where µNPi =
√
4πε0~ωpia3NPi. Fi-
nally, the interaction Hamiltonian V QQ = −EˆQD1dˆQD2
between two QDs in the spaser system is determined by
the given geometry, for which (~n · ~eQDi) = 0.
Based on the necessity of internal symmetry in the
layer arrangement for QD and NP in case of scaling
the spaser system to a 2D array of spasers, we assume
rNP = rQD = r1, rQN = r. The working regime of 2× 2
spaser significantly depends on the ratio between frequen-
cies ω1,2 of transitions in QDs and plasmon frequencies
ωp1,p2. They are usually [6, 42] considered almost equal
to each other so that there are mostly linear plasmon in-
teractions implemented in the system. Then, in the case
ωi ≈ ωpi, the corresponding Hamiltonian of interaction
takes the form:
H =~ωp1cˆ
+
1 cˆ1 + ~ωp2cˆ
+
2 cˆ2 +
~ω1
2
D1 +
~ω2
2
D2
+ ~Ω1
(
cˆ1Sˆ
+
1 + cˆ
+
1 Sˆ1
)
+ ~Ω2
(
cˆ2Sˆ
+
2 + cˆ
+
2 Sˆ2
)
+ ~ΩQQ
(
Sˆ1Sˆ
+
2 + Sˆ
+
1 Sˆ2
)
+ ~Ωpp
(
cˆ1cˆ
+
2 + cˆ
+
1 cˆ2
)
,
(4)
where the 5th and 6th terms with Ωi =
√
ωpia
3
NPi
2piε0~
µQD
r3
correspond to V QNi , the 7th with ΩQQ =
µ2QD
4piε0~r31
appears
from V QQ and term with Ωpp =
µ2NP
4piε0~r31
is defined by
Hamiltonian V NN . We ignore cross-interaction between
NP and QD placed diagonally. In (4), we will not take
into account the Ferster transfer of energy between QDs,
although in a real situation this must be done.
In this section, we will simulate the dynamics of our
spaser system, using an average of parameters taken from
a body of experimental work in this research area. As a
model, we choose a spaser consisting of a gold NP and
QD based on semiconductor CdSe [40, 43], for which
the chosen states |g〉i and |e〉i correspond to hole level
1S (h) in the valence band and electron level 1S (e) in
the conduction band. QD sizes can be estimated based
on the plasmon mode frequency ωp = ωp1 = ωp2, which
for a spherical gold NP corresponds to a wavelength of
520 nm [44]. To satisfy the exact resonance condition
ωp = ω between the NP and QD, the size of the QD is
approximately determined by the known dependence of
the interband transition between the energy levels 1S (e)
and 1S (h) [45] on its diameter:
Ebb = ~ω = Eg + 2
~
2π2
D2QD
(
1
me
+
1
mh
)
, (5)
where DQD = 2aQD, e is the electron charge, ~ is the
Planck constant, me and mh are the effective masses
of the electron and hole in the bulk of the QD mate-
rial with dielectric permittivity ε and bandgap Eg re-
spectively. For CdSe, the corresponding parameters are
Eg/e = 1.76 eV, me = 0.125m0, mh = 0.43m0 and
ε = 10. Using formula (5), we get DQD = 4.97 nm
for these parameters and λ = 520 nm. The Bohr ra-
dius of exciton Rex for CdSe is 4.55 nm [46], therefore a
strong confinement regime [47] will be observed for the
QD excitons. The energy sublevels of the conductivity
zone will be essentially separated for considered condi-
tions. Therefore, the two-level model will be valid for
QDs.
The dipole moment value of the interband transi-
tion [48] for CdSe is equal to µQD = 0.309 · 10
−28 C ·m
in selected conditions. The dipole moment of the NP
with a radius exactly matching the radius of the QD
(aNP = aQD) is equal to µNP = 4.548 · 10
−28 C ·m. We
suggest that spaser 2 × 2 is a square with characteristic
sizes r1 = r = 5.3 nm, the corresponding Rabi frequen-
cies in (4) take the value Ω1 = Ω2 = Ω = 2.026 ·10
13 s−1,
ΩQQ = 5.49 · 10
11 s−1, Ωpp = 1.19 · 10
14 s−1. We notice
that the efficiency of dipole-dipole interaction between
QDs in the presented geometry is significantly lower for
similar efficiency both between the adjacent NPs and in
an NP-QD pair. Thus, for further consideration, the term
with ΩQQ can be neglected, and we can proceed to the
consideration of the following Heisenberg-Langevin sys-
tem of equations obtained from (4):
˙ˆc1 = i
(
∆1 +
i
τc1
)
cˆ1 − iΩ1Sˆ1 − iΩppcˆ2 + Fˆc1, (6a)
˙ˆc2 = i
(
∆2 +
i
τc2
)
cˆ2 − iΩ2Sˆ2 − iΩppcˆ1 + Fˆc2, (6b)
˙ˆ
S1 = i
(
δ1 +
i
τS1
)
Sˆ1 + iΩ1D1cˆ1 + FˆS1, (6c)
˙ˆ
S2 = i
(
δ2 +
i
τS2
)
Sˆ2 + iΩ2D2cˆ2 + FˆS2, (6d)
D˙1 = −2iΩ1
(
Sˆ+1 cˆ1 − Sˆ1cˆ
+
1
)
−
D1 −D01
τD1
+ FˆD1,(6e)
D˙2 = −2iΩ2
(
Sˆ+2 cˆ2 − Sˆ2cˆ
+
2
)
−
D2 −D02
τD2
+ FˆD2,(6f)
where ∆1 = ω¯ − ωp1, ∆2 = ω¯ − ωp2, δ1 = ω¯ − ω1, δ2 =
ω¯ −ω2, and parameters ω¯ and D01(02) correspond to the
frequency and value of the spaser pumping respectively.
In the deriving system (6) we used the rotating-wave ap-
proximation cˆ = cˆ · exp (−iω¯t) and Sˆ = Sˆ · exp (−iω¯t)
upon passage to the new slow-varying operators cˆ (cˆ+)
and Sˆ
(
Sˆ+
)
. In equations (6) the characteristic parame-
4ters of the decay rate for plasmons 1
τc1(c2)
in NP, the de-
cay rate of excitons 1
τS1(S2)
in excited QDs, and also the
operators of Langevin noises Fˆc1(c2) (FˆS1(S2), FˆD1(D2))
are introduced phenomenologically [49], proceeding from
the conditions of system interaction with the reservoir.
The pump operator and appropriate time are D01(02) =
2τS1(S2)−τp1(p2)
2τS1(S2)+τp1(p2)
Iˆ and τD1(D2) =
(
1
2τS1(S2)
+ 1
τp1(p2)
)−1
[50]
respectively. Here the parameters τp1(p2) are character-
istic pumping times. Furthermore, we assume that both
NPs (and also both QDs) are identical to each other, i.e.
Ω1 = Ω2, τc1 = τc2 = τc, τS1 = τS2 = τS , ∆1 = ∆2 = ∆
(ωp1 = ωp2 = ωp), δ1 = δ2 = δ (ω1 = ω2 = ω). In
addition, we assume that the populations in both QDs
change synchronously, i.e. D1 = D2 = D.
After the material, the size of the nano-objects and
their position in the spaser structure have been defined,
we try to fulfill preliminary optimization of the system
by means of varying the dissipative system parameters.
We use these parameters because the decay rates of ex-
citations have a significant dependence on the chemical
composition [51] and the purity of the nano-objects’ sur-
face [52] and can be varied within a wide range. Further-
more, the experimenter always has the ability to control
the system’s pumping rate. The purpose of our prelim-
inary optimization is to obtain time-independent solu-
tions for the average number of plasmons and excitons
generated in the spaser system.
Moving on to the estimates of relaxation parameters
of the problem, it should be noted that the decay rate of
plasmon mode γp =
1
τc
= 1
τJ
+ 1
τR
is determined by the
characteristic time of radiation τR and Joule τJ losses.
However, under the condition 1
τJ
≈ 30 1
τR
[53] we do not
have to take radiation losses into account and Joule losses
are normally determined by electron collisional frequency
in metal γs, i.e. γp ≈ γs. For gold, we can take the value
γs = 4 · 10
13 s−1.
The parameter 1
τS
= 1
τR
+ 1
τF
represents the total rate
of radiative (with time τR) and nonradiative (with time
τF ) losses in the QD. At the same time, the parameter
1
τF
gives the main contribution, since the processes of nonra-
diative recombination of excitons (with exciting phonon
modes) occur in short times. Note that, annealing tech-
nology [52, 54] and the use of core-shell QDs [40, 43]
allow a significant increase in τF . Additional influence
on the rate of decay is provided by the metallic NP ap-
proaching the QD. Following the article [6], we accept
1
τS
= 4 · 1010 s−1. The characteristic time of the dipole-
dipole interactions between NP and QD is in the order
of 0.5 · 10−4 ns, which is much less than the characteris-
tic rate of exciton decay in the QD and is comparable to
decay rate of plasmons. This situation corresponds to a
strong coupling regime (see [10]).
Then we determine the characteristic spaser generation
frequency (spasing frequency) ω¯, spasing threshold Dth,
and also find the possible stationary regimes of its time
evolution. To achieve this purpose, at the initial stage
we write a system of equations for average values, ana-
logical to an operator system (6), assuming that c = 〈cˆ〉,
c∗ = 〈cˆ+〉 and Langevin noise operators are equal to zero.
Then, assuming c˙1(2) = D˙ = S˙1(2) = 0, we express c2
from an equation (6a) and substitute the obtained ex-
pression in the equations of average values (6b) and (6d).
After this, we express the parameter S2 from (6d) and
substitute it in (6b) and (6c). The resulting new sys-
tem of algebraic equations on the average values will be
written in the form:
ΩDc1 + BS1 = 0, (7a)(
A2
Ωpp
+
AΩ2D
BΩpp
− Ωpp
)
c1
+
(
−
ΩA
Ωpp
−
Ω3D
ΩppB
)
S1 = 0, (7b)
where the new definitions A = AR + iAI = ∆ +
i
τc
and
B = BR + iBI = δ +
i
τS
are introduced. The system (7)
can have non-trivial solutions in the case when the matrix
determinant for the left side of the system of equations
is equal to zero. Thus, we obtain a system of two self-
consistent equations for the real and imaginary parts of
said determinant
Ω4D2 + 2 (ARBR −AIBI)Ω
2D
+
(
B2I −B
2
R
) (
A2I −A
2
R +Ω
2
pp
)
−4AIARBIBR = 0, (8a)
2 (ARBI +AIBR)
(
ARBR −AIBI +Ω
2D
)
−2Ω2ppBIBR = 0. (8b)
The solutions of system (8) determine the spasing fre-
quency ω¯ and the threshold Dth. This system of equa-
tions has two roots
ω¯± =
τSω + τc (ωp ± Ωpp)
τc + τS
, (9a)
Dth,∓ =
1 +
(
τcτS
τc+τS
)2
(ω − ωp ∓ Ωpp)
2
τcτSΩ2
(9b)
one of which (ω¯−, Dth,+) will give an unstable solution
for (6). Therefore, we will assume that Dth = Dth,−.
We note that in the case Ωpp = 0 solutions (9) cor-
respond to the known model of spaser 1 × 1 which con-
sists of one QD and one NP [8]. However, the presence
of a near-field interaction between two NPs significantly
increases the spasing threshold. Note that the solutions
obtained in (9) correspond only to linear energy exchange
between the NP and QD determined by Hamiltonian
(4). Under the selected parameters of interaction, the
threshold values are D1×1th = Dth (Ωpp = 0) = 0.0039 and
D2×2th = Dth
(
Ωpp = 1.19 · 10
14 s−1
)
= 0.0383. In further
simulation, the pumps are chosen according to the con-
ditions D01 = D02 = D0 > max(D
1×1
th , D
2×2
th ). Finally,
we choose the value D0 = 0.1.
Assuming c1 = c2 = c (S1 = S2 = S), we express c
from equation (7b) and substitute it in the result of sum-
ming the equations (6e) and (6f) under condition D˙ = 0.
5FIG. 2. (Color online) The parametric plane (pump value D0,
decay time of excitons in QD τS) with the depicted stability
area of the 2 × 2 spaser and a point A (0.5, 0.25 · 10−10 s).
In the inset: the dependence of average numbers of plasmons
|c¯|2 (thick blue lines) and excitons
∣
∣S¯
∣
∣2 (thin red lines) on
the value of the pumping for 2× 2 spaser with accounting for
Ωpp (solid lines) and for the 1× 1 spaser without accounting
for Ωpp (dashed lines). Parameters of interaction: ωp = ω =
3.625 · 1015 s−1, Ω = 2.026 · 1013 s−1, Ωpp = 1.19 · 10
14 s−1,
τc = 0.25 · 10
−13 s, τD = 2.85 · 10
−15 s.
As a result, steady-state solutions for the amplitudes of
plasmons and excitons take forms which are determined
up to the phase φ:
c¯ = eiφi
√
τc
4τD
(D0 −Dth), (10a)
S¯ =
i+ τcτS
τc+τS
(ω − ωp − Ωpp)
τcΩ
c¯. (10b)
A test on the stability of the obtained solutions was
carried out by analysis of eigenvalues λi of the linearized
system of equations on average values (6) near fixed
points (10), as well as by using a direct numerical sim-
ulation of this system. We found that for the obtained
solutions (10), one of the roots of the characteristic equa-
tion for the linearized system (6) on average values is al-
ways equal to zero, while other eigenvalues are satisfied
to inequality Re (λi) < 0. Thus, the system moves to the
boundary of aperiodic stability in the absence of external
synchronization. From a mathematical point of view, in
this case further analysis of the full nonlinear system (6)
should be carried out. Nevertheless, numerical analysis
of the system (6) demonstrates the stability of obtained
solutions (10).
The parametric plane formed by the combination of the
pump valueD0 and the characteristic time of excitons de-
cay τS with the depicted stability area for the solutions
(10) verified by numerical simulation of the system (6) is
presented in Fig. 2. This area results from optimizing the
parameters of our system. Obviously, the impurities in
0 1 2
0.00
0.05
0.10
0.15
1210  (s)t
D
FIG. 3. (Color online) The time dependence of population im-
balance parameterD for 1×1 spasers (thin red lines) and 2×2
(thick blue lines), calculated by using formulas (9) (dashed
lines) and by using direct numerical simulation (solid lines) of
the system (6). Initial values: c (0) = c¯ · 1.05, S (0) = S¯ · 0.95,
D (0) = 0.1, where steady-state solutions c¯ = 0.7375+0.7375i,
S¯ = −1.4562+1.4562i for 1×1 spaser and c¯ = 0.7115+0.7115i,
S¯ = −5.5792− 2.7696i for 2× 2 spaser with φ (0) = pi/4. The
simulation parameters correspond to point A from Fig. 2.
material of QDs lead to the decreasing of τS . Therefore,
it is necessary to increase the pump value D0 to main-
tain stationary conditions for spasing. At the same time,
increasing D0 leads to the linear growth of the number
of plasmons |c¯|
2
, inset in Fig. 2.
In Fig. 3, performed for the parameter D, the agree-
ment between analytical and numerical results is clearly
observed when choosing the parameters of interaction for
point A from the presented area of stability in Fig. 2. At
the same time, the dynamics of the transition process
to the stationary values for D and |c|
2
has a significant
dependence on Ωpp. In particular, the rapid synchroniza-
tion of energy exchange processes between QD and NP
under the condition Ωpp = 0 (1 × 1 spaser) is replaced
by a longer stabilization process, taking into account the
contribution of Ωpp (2×2 spaser), in Figs. 3, 4. It is due to
a more intensive exchange of energies in the spaser 2× 2.
This can be observed by using the temporal dynamics
of sin (∆φ (t)), where the parameter ∆φ (t) = Arg
(
S(t)
c(t)
)
determines a relative phase between plasmons and ex-
citons (see insets in Fig. 4). Taking into account Ωpp,
the steady-state solution of ∆φst significantly differs from
∆φst = π/2 for the case Ωpp = 0 [8]. At the same time,
the amount ∆φst is independent of the initial values of
c (0) and S (0).
We will now proceed to consider the spasers quantum
statistical properties [55, 56] on the basis of the study the
second-order autocorrelation function G(2) for plasmons
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0.25
0.30
0.35
0.0 0.1 0.2
0.9
1.0
1.1
1210  (s)t
2c
sin
1210  (s)t
1210  (s)t
sin
FIG. 4. (Color online) The time dependence of the average
number of plasmons |c|2 for the 1 × 1 spaser (thin red lines)
and for the 2 × 2 spaser (thick blue lines), calculated using
formulas (10a) (dashed lines) and by using direct numerical
simulation (solid line) of the system (6). Insets: dependence
of the relative phase between plasmon and exciton modes for
the 2× 2 spaser (bottom inset) and for the 1× 1 spaser (top
inset). The initial values and parameters of the simulation
correspond to Fig. 3.
in the form
G
(2)
i (t, τ) =
〈
cˆ+i (t) cˆi (t) cˆ
+
i (t+ τ) cˆi (t+ τ)
〉〈
cˆ+i (t) cˆi (t)
〉 〈
cˆ+i (t+ τ) cˆi (t+ τ)
〉 − 1.
(11)
In our case the parameter G
(2)
i ≡ G
(2)
i (t, 0) indicates
a bunching effect if G
(2)
i > 0 (super-Poisson statistics),
or an antibunching effect if G
(2)
i < 0 (nonclassical states
with sub-Poisson statistics) of plasmons.
Figure 5 presents the results of numerical solution of
the system (A1) for calculation of G
(2)
1 (t) for one plas-
mon mode in the Fock state and choosing the same pa-
rameters of interaction as for point A from Fig. 2.
Initial second-order correlators for plasmons and for
excitons taken within the same mode are replaced by the
product of their average values, i.e.〈
Sˆ+i Sˆi
〉∣∣∣
t=0
= |Si (0)|
2
,〈
SˆiSˆ
+
i
〉∣∣∣
t=0
= |Si (0)|
2 −Di (0) ,〈
Sˆ2i
〉∣∣∣
t=0
= S2i (0) ,
〈(
Sˆ+i
)2〉∣∣∣∣
t=0
= (S∗i (0))
2
;
〈
cˆ+i cˆi
〉∣∣
t=0
= |ci (0)|
2 ,
〈
cˆicˆ
+
i
〉∣∣
t=0
= 1 + |ci (0)|
2 ,〈
cˆ2i
〉∣∣
t=0
= c2i (0) ,
〈(
cˆ+i
)2〉∣∣∣
t=0
= (c∗i (0))
2 ,
where i ∈ {1, 2}. However, initial values for second-order
correlators of plasmons and excitons taken from differ-
ent modes are assumed to equal zero, and the initial
0.0 0.1 0.2 0.3
1.0
1.5
2.0
1210  (s)t
2
1G
FIG. 5. (Color online) The time dependence of the autocor-
relation function G
(2)
1 for the 2 × 2 spaser (solid blue line)
and for the 1× 1 spaser (dashed red line) with parameters of
interaction corresponding to Fig. 3.
population imbalance is D1,2 (0) = 0.1. We expanded
a four-order correlator in (11) by using Wick’s theorem
and found that G
(2)
1 (0) = 2. This situation corresponds
to the initial super-Poisson statistics of plasmons.
During the process of stabilizing the 1 × 1 spaser
(dashed line in Fig. 5), changes in quantum statistics are
minimal. In contrast to this, intensive energy exchange
between a pair of NPs in the 2× 2 spaser leads to a sig-
nificant decrease in the value of G
(2)
1 (t) (see solid line in
Fig. 5). However, even if we choose any arbitrary values
for the control parameters, the values of the autocorrela-
tion function G
(2)
1 (t) never fall below zero, which charac-
terizes coherent plasmon source. Thus, we conclude that
the presence of a strong dipole-dipole interactions be-
tween NPs significantly changes the initial super-Poisson
statistic of localized plasmons in the spaser system. In
addition, the analysis of the cross-correlation function
G
(2)
12 (t) for plasmons demonstrates its purely classical be-
havior due to the absence of nonlinear interaction in the
system.
III. ENTANGLED PLASMON GENERATION IN
THE NONLINEAR REGIME OF A
THREE-PARTICLE SPASER CONTROLLED BY
EXTERNAL MAGNETIC FIELD
In this section we consider nonlinear plasmon-exciton
interactions, and also perform a complete optimization
of the spaser system parameters in order to demonstrate
the formation of nonclassical states of localized plasmons.
Nonlinear regimes of interaction between NP and QD can
be realized, firstly, in the presence of a two-photon pump
in the system [57, 58] and secondly, under the condition
7FIG. 6. (a) A model of a three-particle spaser consisting of two NPs and single QD (NP-QD-NP), in which the generation of
entangled plasmons is realized due to the QD’s biexciton states decay. The mapping of exciton and plasmon energy levels is in
the absence of (b) and in the presence of (c) external magnetic field (∆mXX = 2kB
2
m).
that the coupling energy between two electron-hole pairs
is of the same order of magnitude as the internal coupling
energy of a single pair. In this situation the coupled
states of two electron-hole pairs (biexcitons of QDs) can
appear [57]. The energy of biexciton state XX differs
from the double energy of the exciton X by the biexciton
binding energy ∆2b (see Fig. 6).
The decay of the biexciton state XX of the QD can
occur in various scenarios. The first variant is cascade
processes [59], when the biexciton XX splits into the X
exciton state with the emission of a single photon, and
then the recombination in the X exciton occurs with the
appearance of a second photon [60].
However, for a QD without spatial symmetry, the en-
ergy of the intermediate X state will depend on the spin
state of the electron in the conduction band. This is
a well-known effect of fine structure splitting (FSS). If
the energy EFSS is greater than the width of the emis-
sion line, then the energies of the pair of photons that
are generated during the decay through level X+ signif-
icantly differ from the energy of the photons produced
during the decay of the biexciton through the intermedi-
ate state X−. Such a case is not interesting for quantum
informatics.
If EFSS is much smaller than the line width, then the
photons generated in each of the cascades (XX → X+ →
g and XX → X− → g) are indistinguishable in energy
(see Fig. 6) and there is a so-called witch patch interfer-
ence that results in entanglement between photons [60].
However, it is very difficult to control the quantum statis-
tics and the correlation properties of the photons directly
during the experiment with this approach.
Therefore, we choose another regime in which a cas-
cade process is not realized in the system of QDs, but
a pure two-quantum transition occurs [61]. In the con-
ditions corresponding to scheme in Fig. 6 this regime is
realized due to far-off-resonant interaction in the case
|δ| > Ω1,2. Such a process can lead to the generation of
nonclassical states of plasmons and it is described by the
following Hamiltonian [62]:
H = ~ωp1cˆ
+
1 cˆ1 + ~ωp2cˆ
+
2 cˆ2 +
~ωXX
2
D
+~Ω(2)
(
cˆ1cˆ2Sˆ
+ + cˆ+1 cˆ
+
2 Sˆ
)
, (12)
where the last term in the brackets comprises the an-
nihilation operator Sˆ of the biexciton XX state and
the creation operators cˆ+1 and cˆ
+
2 of a pair of plas-
mons, whose energies differ slightly for the different in-
termediate levels X+ (X−) with frequencies ωX+ (ωX−).
The basis states |g〉1 = |1S (h) , ms = −1/2〉, |g〉2 =
|1S (h) , ms = +1/2〉, |e〉1 = |1S (e) , ms = +1/2〉,
|e〉2 = |1S (e) , ms = −1/2〉 for electrons and holes of
QDs in Fig. 6 differ in the ms values. The parameter
8Ω(2) = Ω1Ω22|δ| is the effective two-quantum Rabi frequency.
Parameters δ = ω¯ − ωX and δ
(2) = 2ω¯− ωXX are the ef-
fective detunings, where ωXX = ωX− + ωX+ − ∆2b is
the biexciton frequency [63]. We neglect the FSS and
in the absence of an external magnetic field we assume
ωX− = ωX+ = ωX . We suppose that both NPs are
identical, i.e. ωp1 = ωp2 = ωp, ∆ = ω¯ − ωp, and the
interaction between distant NPs placed at distance 2r
can be ignored in the problem. The orientation of the
dipole moments of the nano-objects in Fig. 6 corresponds
to the nonradiative regime of the spaser, therefore the
Rabi frequency of interaction between the QD and NP is
Ω1 = Ω2 =
µQD
r3
√
ωpa
3
NP
4pi~ε0
.
We use an approximation of slowly varying amplitudes,
i.e. we assume that cˆ1 = cˆ1e
−iω¯t, cˆ2 = cˆ2e
−iω¯t and
Sˆ = Sˆe−2iω¯t. Then the system of Heisenberg-Langevin
equations corresponding to (12) can be represented in the
following form:
˙ˆc1 = i
(
∆+
i
τc
)
cˆ1 − iΩ
(2)cˆ+2 Sˆ + Fˆc1, (13a)
˙ˆc2 = i
(
∆+
i
τc
)
cˆ2 − iΩ
(2)cˆ+1 Sˆ + Fˆc2, (13b)
˙ˆ
S = i
(
δ(2) +
i
τS
)
Sˆ + iΩ(2)cˆ1cˆ2D + FˆS , (13c)
D˙ = 2iΩ(2)
(
cˆ+1 cˆ
+
2 Sˆ − Sˆ
+cˆ1cˆ2
)
−
D −D0
τD
+ FˆD, (13d)
where the decay rates of different plasmon modes are
assumed to be equal each other, i.e. τc1 = τc2 ≡ τc. We
also assume that the pump D0 has a rate of 1/τD for the
exciton mode.
Now we define the generation conditions for a nonlinear
spaser. For this we replace the operators in the system
(13) with C-numbers and obtain the system of algebraic
equations for the stationary regime:
0 = A1c1 − iΩ
(2)c∗2S, (14a)
0 = A1c2 − iΩ
(2)c∗1S, (14b)
0 = B1S + iΩ
(2)c1c2D, (14c)
0 = 2iΩ(2) (c∗1c
∗
2S − S
∗c1c2)−
D −D0
τD
, (14d)
where we introduce the new parameters A1 = i∆−
1
τc
and
B1 = iδ
(2) − 1
τS
. Equations for plasmon-exciton modes
can be obtained by expressing S from (14c) and substi-
tuting it in (14a) and (14b). Finally, these equations have
the forms:
A1B1 − Ω
(2) 2 |c2|
2
D = 0, (15a)
A1B1 − Ω
(2) 2 |c1|
2
D = 0. (15b)
The spasing frequency can be found from the equa-
tions (15a) and (15b), according to which the expres-
sion A1B1 must always take real values. Since A1B1 =
1
τcτS
−∆δ(2) − i
(
∆
τS
+ δ
(2)
τc
)
, that restriction is satisfied
in the case
∆
τS
= −
δ(2)
τc
, (16)
and along with that, Re (A1B1) > 0. Relationship (16),
in particular, will be satisfied under conditions δ(2) < 0
and ∆ > 0.
To determine the steady-state values c¯i, S¯ and D¯ it is
necessary to perform calculations by analogy with Sec. II,
but they will be applied to the newly defined coupled
plasmon-exciton modes. In particular, from the equa-
tions (14a) and (14b) it is possible to derive the following
expressions
c¯∗2S =
A1c¯1
iΩ(2)
, (17a)
c¯∗1S =
A1c¯2
iΩ(2)
. (17b)
After the substitution of these formulas in equation (14d)
the amplitude of plasmons for a stationary solution takes
a form similar to (10a):
c¯i =
eiφi
2
√
τc
τD
(
D0 − D¯
)
. (18)
These stationary solutions are defined up to the plasmon
phase φi. After substitution of the formulas (18) in equa-
tion (14c) and expression of S¯ from (14c), the amplitude
of exciton mode takes the form
S¯ = −
iΩ(2)τc
4B1τD
D¯
(
D0 − D¯
)
ei(φ1+φ2). (19)
Having substituted (18) in (15) we obtain an equation
for population imbalance in the form:
D¯2 − D¯D0 +
4τD
Ω(2)
2
τc
(
1
τcτS
−∆δ(2)
)
= 0. (20)
The equation (20) has two roots, only one of which is
stable. The corresponding stable solution takes the form:
D¯ =
D0
2
−
1
2
√
D20 +
16τD
Ω(2)
2
τc
(
∆δ(2) −
1
τcτS
)
. (21)
Initializing our system in the absence of a mag-
netic field, we assume ω¯0 = ωXX0/2, where ωXX0 =
ωXX |Bm=0. Then we get δ
(2)
0 = 0 and the required sig-
nificant value of detuning is δ0 = −∆2b/2. From (16)
we also obtain an additional condition ∆ = 0. Then the
frequency of the transition in the QD can be expressed
as ωX0 = ωp +∆2b/2. We again choose λp = 520 nm for
gold and ∆2b = 2.881 · 10
14 s−1 (0.19 eV) for the CdSe
QD [64]. Using the expression (5), we determine the size
of the QD DQD = 4.635 nm to satisfy the conditions of
two-quantum transition in the scheme. The dipole mo-
ment of corresponding transition in the QD will take new
value µQD = 0.303 · 10
−28 C ·m.
9Now we need to optimize the geometry of the spaser
system and the dissipative parameters of the nano-
objects in order to obtain stable stationary solutions.
The simulation parameters correspond to τc = 5 ·10
−12 s,
τS = 4 · 10
−11 s and frequency detuning to δ0 = −1.441 ·
1014 s−1. The distance between the NP and QD equals
r = 5 nm. For a NP radius aNP = DQD/2, the single-
plasmon Rabi frequency is equal to Ω1 = Ω2 = Ω =
1.534 · 1013 s−1, while the two-plasmon Rabi frequency
equals Ω(2) = 1.634 · 1012 s−1. These values of the Rabi
frequencies approximately correspond to the study [65],
where the NP-QD coupling factor is 1.516 · 1012 s−1.
Thus, the condition Ω > Ω(2) is fulfilled. However, we do
not consider the contribution of the terms with Ω in the
biexciton model (12).
It should be noted that we choose small-size QDs, while
the efficiency of the biexciton formation is significantly
enhanced with a larger QD [66]. On the other hand,
the weak confinement regime will be satisfied for such
large-size QDs and the two-level model becomes invalid.
Therefore, we do not consider large QDs in this article.
Action of a magnetic field on the QD leads to a dis-
appearance of the degeneracy of the NP-QD-NP spaser
on frequency, and the possibility to simply control its
frequency characteristics (see Fig. 6c). It is known that
the change in the energy of an exciton in an external
magnetic field depends on the orientation of the mag-
netic induction vector ~Bm relative to the surface of the
sample [67]. In the Faraday geometry we have a nor-
mal field orientation and the magnetic effects are most
clearly manifested. There is a dual action of the mag-
netic field on the exciton. The action of the magnetic
field occurs at the spin moment of the electron and hole,
which leads to a Zeeman splitting of the exciton energy.
Then the frequencies of the excitons X+ (X−) will take
the form ωX− = ωX0 − αBm (ωX+ = ωX0 + αBm),
where α = gFµB/~ [68] and g
F is the Lande g-Factor,
µB = 9.27 · 10
−24 J/T. The parameter gF depends on
the QD radius [69]. For very small QDs, this parameter
almost coincides with gFe = 2 for the free electron and
decreases to gFCdSe = 0.68 [70] for the CdSe bulk semi-
conductor.
However, the resulting biexciton frequency ωXX0 and
the effective detuning δ
(2)
0 do not change due to Zee-
man splitting [68]. This is due to the fact that the
Zeeman shifts for X+ and X− compensate each other.
If, however, the diamagnetic shift in the QD is taken
into account, then the exciton and biexciton energies
take the forms ωX− = ωX0 − αBm + kB
2
m (ωX+ =
ωX0 + αBm + kB
2
m) and ωXX = ωXX0 + 2kB
2
m, where
k =
e2a2ex
4~µ∗ . The parameters µ
∗ =
(
1
me
+ 1
mh
)−1
and
aex =
√
1
2 (r
2
e + r
2
h) are determined by the mass and ra-
dius of the exciton [68], where re and rh are the effective
radiuses of the electron and hole respectively.
Then the corresponding detunings will take the forms
δ1,2 = ω¯−ωX−,X+ and δ
(2) = 2ω¯−ωXX0− 2kB
2
m, where
ω¯ determines the new spaser frequency in the system,
taking into account the magnetic field. Expression for ω¯
can be obtained from the condition (16):
ω¯ =
τcωp + τSωXX
τc + 2τS
. (22)
The last stage of parameter optimization consists of
choosing a specific value of magnetic field magnitude Bm
in order to obtain the maximum entanglement between
plasmons cˆ1 and cˆ2. This optimization results in a mag-
nitude of magnetic field equals Bm = 5 T. Since the
Lande g-factor is gFCdSe = 1.71 for the CdSe QD [70]
with a given size, the diamagnetic shift takes the value
kB2m = 9.22 · 10
10 s−1 and the Zeeman shift takes the
value αBm = ±7.51 · 10
11 s−1. Taking into account
the solution (22), the spaser frequency becomes equal to
the value ω¯ = 3.625 · 1015 s−1 (δ1 = −1.433 · 10
14 s−1
and δ2 = −1.448 · 10
14 s−1, ∆ = 8.678 · 1010 s−1,
δ(2) = −1.085 · 1010 s−1). The frequency detunings δ1
(δ2) satisfy to inequality |δ1,2| > Ω,
1
τc
, 1
τS
for the nonlin-
ear regime in the spaser. Then the corresponding Rabi
frequencies will take the values Ω
(2)
1 = 1.642 · 10
12 s−1,
Ω
(2)
2 = 1.625 · 10
12 s−1.
The key point is that these Rabi frequencies can be
controlled by changing the value Bm of the external mag-
netic field. In particular, the detuning correction ∆δ =
δ1 − δ0 due to the magnetic field is only 7.456 · 10
11 s−1,
which cannot influence the development of linear pro-
cesses in the system with their substantially higher val-
ues of the Rabi frequencies. However, the values of ∆δ
are of the same order with Ω(2) and an influence of mag-
netic effects on the dynamics of nonlinear interactions is
possible. From a technical point of view, localization of
the magnetic field on nanoscales can be achieved with
the help of a magnetic cantilever.
The figures 7 and 8 show a comparison of the analytical
solutions (18) and (21) and the direct numerical simula-
tions of (13). The deviations of initial values of simula-
tion parameters c1,(2) from its steady-state solutions are
20%, but for S and D these deviations are 0.5%. The
simulation parameters were selected as follows: D0 = 0.5
and τD = 6.2 · 10
−13 s. The characteristic pumping rate
1/τD = 10
13 approximately corresponds to the work [65],
where it takes a value of about 7.8 · 1012 s−1.
The direct numerical simulation demonstrates the
achievement of the steady-state solution for population
imbalance D¯ = 0.0022 within the characteristic time of
12 ps in Fig. 7. During the process of spaser parameters
stabilization, the average number of plasmons reaches a
value equalling 1 for each NP, in Fig. 8. The spaser kine-
matic demonstrates the nonlinear damping oscillations
of the relative phase parameter sin (∆φi (t)) between the
plasmon and exciton modes, where ∆φi (t) = Arg
(
S(t)
ci(t)
)
(see insets in Fig. 7).
The gain curves for the plasmon number in Fig. 9
demonstrate a pronounced nonlinear behavior. At the
initial stage, the pumping action leads to a linear in-
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FIG. 7. (Color online) The time dependence of population im-
balance parameterD (black lines), calculated by the using for-
mula (21) (dashed line) and by using direct numerical simula-
tion (solid line) of the system (13). The initial parameters cor-
respond toD (0) = 1.005D¯, S (0) = 1.005S¯ and c1 (0) = 0.8c¯1,
c2 (0) = 1.2c¯2, for stationary values c¯1 = 0.7084 + 0.7084i,
c¯2 = 0.5009 + 0.8676i, S¯ = −0.1327 + 0.0197i, D¯ = 0.0022.
Insets: dependence of the relative phase between the plasmon
and exciton modes. The simulation parameters correspond to
point A from the inset in Fig. 8.
crease of the population imbalance only, while the av-
erage number of plasmons |c¯i|
2
does not change and
is zero. When the pump achieves the threshold value
D0 = Dth = 0.1337 first-order discontinuity appears with
a jump in the population imbalance and the average num-
ber of plasmons. A further increase in the pump value
leads to an increase in the number of plasmons with a
simultaneous decrease in the population imbalance pa-
rameter. This effect cannot be observed in the linear
case shown in Fig. 2, because this feature is due to a fun-
damental dependence of the stationary solution D¯ on the
value of the external pump D0 in (21). In particular, af-
ter reaching the generation threshold in a linear system,
the pump energy is distributed between the generation of
plasmons and excitons in approximately equally amounts
(see [8] and the inset in Fig. 2). Thus, the advantage of
the nonlinear spaser model is the more efficient transfer
of pump energy to the generation of plasmon modes.
Now, we will analyze the dynamics of the parameter
G
(2)
12 (t, τ) =
〈
cˆ+1 (t) cˆ1 (t) cˆ
+
2 (t+ τ) cˆ2 (t+ τ)
〉〈
cˆ+1 (t) cˆ1 (t)
〉 〈
cˆ+2 (t+ τ) cˆ2 (t+ τ)
〉 , (23)
which corresponds to the cross-correlation function and
is a criterion for establishing correlations between plas-
monic modes cˆ1 and cˆ2. In particular, the condition
G
(2)
12 ≡ G
(2)
12 (t, 0) > 1 is associated with the inter-
mode plasmon bunching. Moreover, the violation of the
FIG. 8. (Color online) The dependence of the average number
of plasmons |c¯1|
2 (solid and dashed red lines) and |c¯2|
2 (dot-
ted and dashed blue lines) on time, calculated by using the
formulas (18) and (21) (dashed lines) and by using direct nu-
merical simulation (solid and dotted lines) of the system (13).
Parameters of nonlinear interaction: ωp = 3.625 · 10
15 s−1,
Ω(2) = 1.625 · 1012 s−1, τc = 5 · 10
−12 s and τS = 4 · 10
−11 s.
Top inset: the stability area as a result of optimization of the
nonlinear spaser with point A (0.5, 4 · 10−11 s). Bottom in-
set: time dependence of plasmon average values for c1 (solid
and dashed red lines) and c2 (dotted and dashed blue lines)
calculated by using formulas (18) and (21) (dashed lines) and
by using direct numerical simulation (solid and dotted lines)
of the system (B1).
Cauchy-Schwarz inequality
C ≡
G
(2)
12 (t, 0)
2
g
(2)
1 (t, 0) g
(2)
2 (t, 0)
≤ 1
indicates the nonclassical character of the correlations be-
tween plasmonic modes, where g
(2)
i (t, 0) = G
(2)
i (t, 0)+1,
i = 1, 2. This is the necessary condition for the genera-
tion of entangled plasmons in the spaser system.
In this part of the article we aim to show the formation
of strong nonclassical correlations between two plasmons,
which are generated during the biexciton decay process in
the NP-QD-NP spaser system. In order to demonstrate
this effect, we solve the system of kinematic equations
(B1) for the correlators of plasmon and exciton modes,
which was derived on the basis of system (13). In par-
ticular, the numerical simulation of system (B1) allows
us to obtain the time dependence of the cross-correlation
function G
(2)
12 (see Fig. 10). Fig. 10 shows the result of
such simulation with system parameters as for Figs. 7, 8.
The initial values of intramode correlators were chosen
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FIG. 9. (Color online) The gain curves for numbers of plas-
mons |c¯1|
2 (solid blue lines) and population imbalance D¯
(dashed red lines), versus pumping value D0. The interac-
tion parameters correspond to point A from the top inset in
Fig. 8.
as follows: 〈
Sˆ+Sˆ
〉∣∣∣
t=0
= |S (0)|
2
,〈
SˆSˆ+
〉∣∣∣
t=0
= |S (0)|
2
−D (0) ,〈
Sˆ2
〉∣∣∣
t=0
= S2 (0) ,
〈(
Sˆ+
)2〉∣∣∣∣
t=0
= (S∗ (0))2 ;
〈
cˆ+i cˆi
〉∣∣
t=0
= |ci (0)|
2
,
〈
cˆicˆ
+
i
〉∣∣
t=0
= 1 + |ci (0)|
2
,〈
cˆ2i
〉∣∣
t=0
= c2i (0) ,
〈(
cˆ+i
)2〉∣∣∣
t=0
= (c∗i (0))
2
,
where i ∈ {1, 2}. However, the initial values for inter-
mode plasmonic and plasmon-exciton correlators are as-
sumed to equal zero, i.e.〈
cˆ+i cˆj
〉∣∣
t=0
=
〈
cˆicˆ
+
j
〉∣∣
t=0
=
〈
cˆiSˆ
〉∣∣∣
t=0
=
〈
Sˆcˆi
〉∣∣∣
t=0
=〈
cˆ+i Sˆ
〉∣∣∣
t=0
=
〈
Sˆcˆ+i
〉∣∣∣
t=0
=
〈
cˆiSˆ
+
〉∣∣∣
t=0
=〈
Sˆ+cˆi
〉∣∣∣
t=0
=
〈
cˆ+i Sˆ
+
〉∣∣∣
t=0
=
〈
Sˆ+cˆ+i
〉∣∣∣
t=0
= 0,
where i, j ∈ {1, 2} and i 6= j. During the process of
nonlinear interaction between QD and NPs in the spaser,
the correlators
〈
cˆ+i cˆi
〉
are stabilized at values equal to
1 in full agreement with mean-field theory (see Fig. 8).
At the same time, the dynamics of the establishment of
a stationary regime based on simulation of the system
(B1) (see bottom inset in Fig. 8) differ from the dynamics
based on simulation of the system for average values (13)
(see Fig. 8). In particular, the appearance of the plasmon
correlations during the time evolution of the system (B1)
leads to a more oscillatory establishment of the stationary
regime (see bottom inset in Fig. 8).
The value of parameter G
(2)
12 in such stationary condi-
tions reaches the level 3.15, which demonstrates strong
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FIG. 10. (Color online) The time dependence of cross-
correlation function G
(2)
12 (solid black line) and autocorrelation
functionsG
(2)
1 (dashed red line) andG
(2)
2 (dotted blue line) for
plasmons in nonlinear NP-QD-NP spaser. Inset: time depen-
dence of C parameter (solid red line) and the unity value of
this parameter C = 1 (dashed black line) indicating on the vi-
olation of Cauchy-Schwarz inequality for generated plasmons
in region above it.
intermode bunching between modes cˆ1 and cˆ2. Moreover,
the maximum value of C parameter is Cmax = 15.15 and
the stationary regime value is Cst = 1.2, which demon-
strates the nonclassical character of correlations between
plasmon modes in spaser system, see inset in Fig. 10.
This corresponds to the case when the initial entangle-
ment between plasmons cˆ1 and cˆ2 is completely absent.
We also analyzed the autocorrelation functions G
(2)
1 for
cˆ1 and G
(2)
2 for cˆ2 plasmon fields in accordance with (11).
The values of autocorrelation functions achieve the level
1.87, which corresponds to the super-Poisson statistics
(see Fig. 10).
Thus, the main result of our simulation is a demon-
stration of the development of quantum correlations be-
tween two localized plasmonic modes and the possibil-
ity for formation of an entangled state during the pro-
cess of biexciton state decay in a nonlinear NP-QD-
NP spaser system. We also note that if the nonlinear
biexciton→plasmons energy exchange (12) is replaced by
linear plasmon-exciton interaction of type (4), the for-
mation of quantum correlations in the pair of plasmons
does not occur.
A simple way to influence the quantum properties of
the generated nonclassical plasmons in a spaser is to
change the value of the magnetic field. Thus, by increas-
ing the field induction Bm, the Zeeman splitting and dia-
magnetic shift of the QD levels increase, the parameters
δ1,2, δ
(2) and Ω(2) change, and the correlation functions
in Fig. 10 achieve a new level of values.
It should be noted that the loss of stability of plasmon
generation regimes occurs, in general, due to chemical
12
impurity of the individual components – NPs and QDs,
and also the inaccuracy of their position in the spaser.
In addition, it is necessary to take into account that the
efficiency of the magnetic field’s influence on the quantum
state of the excitons also depends on the shape of the
QD [71].
Another important problem is the temporal stability of
QD parameters during the establishment process of the
stationary regime of the spaser, similar to the problem
of ”blinking” for emitting QDs [72]. One approach to
solving this problem is the use of a composite core-shell
NP [73].
IV. CONCLUSION
We have investigated the dynamics of the average num-
ber of localized plasmons and their quantum statistics in
the double spaser system. The system consists of two
NPs and two QDs located in the vertices of a square and
coupled with each other by means of a near-field interac-
tion. Based on the realistic parameters of gold NPs and
CdSe semiconductor QDs, we have optimized the geomet-
ric and dissipative characteristics of the spaser system for
the observation of steady-state solutions for average num-
bers of plasmons and excitons in the system. We have
studied the features of the quantum statistics of the gen-
erated plasmons in the spaser. In particular, it has been
shown that due to the dipole-dipole interactions between
adjacent metallic NPs in the 2 × 2 spaser, a significant
decrease of the autocorrelation function value G
(2)
1 (t) for
plasmons can be observed. Meanwhile, in the absence of
these dipole-dipole NP interactions in the 1×1 spaser, the
value G
(2)
1 (t) remains at the level of 2 with pronounced
super-Poisson statistics. Using this fact, we assumed that
systems of linear spasers are not suitable for the forma-
tion and control of nonclassical states of plasmons. At
the same time, our result supplements the model in [23],
in which strong NP-NP dipole-dipole interactions for the
spaser-like system have been investigated with respect to
the nonclassicality of photon states.
We have also proposed a novel mechanism for the con-
trol of plasmons’ quantum properties in the spaser, where
a pair of NPs is coupled by nonlinear near-field interac-
tions with a single QD (NP-QD-NP spaser). We have
optimized the size of the QD and the geometry of the
spaser system to increase the efficiency of far-off-resonant
plasmon-exciton interaction between the QD and NPs.
As a result, optimal conditions for two-quantum biexci-
ton decay with the appearance of plasmons, which are lo-
calized on the corresponding NPs, have been formulated.
We have introduced an additional degree of freedom in
the form of an external magnetic field acting in our spaser
system. It has been shown that the influence of an ex-
ternal magnetic field on such a system firstly leads to the
Zeeman splitting and secondly diamagnetic shift of QD
energy sublevels, and changes in the two-plasmon Rabi
frequency and plasmon-exciton detuning in the spaser.
Finally, we have optimized the system parameters pro-
viding the stationary regime of the entangled plasmons
generation. We have proposed to use this regime for the
experimental generation of biplasmons and their further
use in quantum plasmonic circuits. In particular, the in-
tegration of the spaser system into the plasmonic chip
can allow the creation of a source for generating cor-
related states of the electromagnetic field, it could be
important for application in quantum computing at the
nanoscale. Further development of this work may be
aimed on a complex simulation of quantum algorithms
(including soliton-like structures [74]) in a chain of non-
linear spasers, taking into account the nonlinear magnetic
effects [75], multipole resonances [41, 76] and collective
effects as in optics [77].
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Appendix A: System of equations on average values
for bi-linear combinations for calculation of
autocorrelation function G
(2)
i (t)
For analysis of the dynamics of parameter G
(2)
i (t), it
is convenient to use Wick’s theorem for decreasing the
degrees of correlators in (11) and using (6) to reduce the
problem to a system of equations on average values for
bi-linear combinations:
d
dt
〈
(cˆ+1 )
2(cˆ1)
2
〉
= −
4
τc
〈
(cˆ+1 )
2(cˆ1)
2
〉
+ 2iΩ
(〈
cˆ21
〉 〈
cˆ+1 Sˆ
+
1
〉
−
〈
(cˆ+1 )
2
〉 〈
cˆ1Sˆ1
〉
+ 2
〈
cˆ+1 cˆ1
〉 (〈
Sˆ+1 cˆ1
〉
−
〈
cˆ+1 Sˆ1
〉))
+2iΩpp
(〈
cˆ21
〉 〈
cˆ+1 cˆ
+
2
〉
−
〈
(cˆ+1 )
2
〉
〈cˆ1cˆ2〉+ 2
〈
cˆ+1 cˆ1
〉 (〈
cˆ+2 cˆ1
〉
−
〈
cˆ+1 cˆ2
〉))
, (A1a)
d
dt
〈
cˆ21,2
〉
= 2iA
〈
cˆ21,2
〉
− 2iΩ
〈
cˆ1,2Sˆ1,2
〉
− 2iΩpp 〈cˆ1cˆ2〉 , (A1b)
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d
dt
〈
cˆ1,2cˆ
+
1,2
〉
= −
2
τc
〈
cˆ1,2cˆ
+
1,2
〉
− iΩ
(〈
Sˆ1,2cˆ
+
1,2
〉
−
〈
cˆ1,2Sˆ
+
1,2
〉)
−iΩpp
(〈
cˆ2,1cˆ
+
1,2
〉
−
〈
cˆ1,2cˆ
+
2,1
〉)
+
〈
Fˆc1,c2cˆ
+
1,2
〉
+
〈
cˆ1,2Fˆ
+
c1,c2
〉
, (A1c)
d
dt
〈
cˆ+1,2cˆ1,2
〉
= −
2
τc
〈
cˆ+1,2cˆ1,2
〉
+ iΩ
(〈
Sˆ+1,2cˆ1,2
〉
−
〈
cˆ+1,2Sˆ1,2
〉)
+ iΩpp
(〈
cˆ+2,1cˆ1,2
〉
−
〈
cˆ+1,2cˆ2,1
〉)
, (A1d)
d
dt
〈
cˆ1,2Sˆ1,2
〉
= i (A+B)
〈
cˆ1,2Sˆ1,2
〉
+ iΩD1,2
〈
cˆ21,2
〉
− iΩ
〈
Sˆ21,2
〉
, (A1e)
d
dt
〈
Sˆ+1,2cˆ1,2
〉
= i (A−B∗)
〈
Sˆ+1,2cˆ1,2
〉
− iΩ
(〈
Sˆ+1,2Sˆ1,2
〉
+D1,2
〈
cˆ+1,2cˆ1,2
〉)
, (A1f)
d
dt
〈cˆ1cˆ2〉 = 2iA 〈cˆ1cˆ2〉 − iΩpp
(〈
cˆ21
〉
+
〈
cˆ22
〉)
, (A1g)
d
dt
〈
cˆ+2 cˆ1
〉
= −
2
τc
〈
cˆ+2 cˆ1
〉
− iΩpp
(〈
cˆ+2 cˆ2
〉
−
〈
cˆ+1 cˆ1
〉)
, (A1h)
d
dt
〈
Sˆ1,2cˆ
+
1,2
〉
= i (B −A∗)
〈
Sˆ1,2cˆ
+
1,2
〉
+ iΩ
(
D1,2
〈
cˆ1,2cˆ
+
1,2
〉
+
〈
Sˆ1,2Sˆ
+
1,2
〉)
, (A1i)
d
dt
〈
cˆ2cˆ
+
1
〉
= −
2
τc
〈
cˆ2cˆ
+
1
〉
− iΩpp
(〈
cˆ1cˆ
+
1
〉
−
〈
cˆ2cˆ
+
2
〉)
, (A1j)
d
dt
〈
Sˆ21,2
〉
= 2iB
〈
Sˆ21,2
〉
+ 2iΩD1,2
〈
cˆ1,2Sˆ1,2
〉
, (A1k)
d
dt
〈
Sˆ1,2Sˆ
+
1,2
〉
= −
2
τS
〈
Sˆ1,2Sˆ
+
1,2
〉
+ iΩD1,2
(〈
cˆ1,2Sˆ
+
1,2
〉
−
〈
Sˆ1,2cˆ
+
1,2
〉)
+
〈
FˆS1,S2Sˆ
+
1,2
〉
+
〈
Sˆ1,2Fˆ
+
S1,S2
〉
, (A1l)
d
dt
〈
Sˆ+1,2Sˆ1,2
〉
= −
2
τS
〈
Sˆ+1,2Sˆ1,2
〉
− iΩD1,2
(〈
cˆ+1,2Sˆ1,2
〉
−
〈
Sˆ+1,2cˆ1,2
〉)
, (A1m)
d
dt
D1,2 = −2iΩ
(〈
Sˆ+1,2cˆ1,2
〉
−
〈
Sˆ1,2cˆ
+
1,2
〉)
−
D1,2 −D0
τD
, (A1n)
where
A = ∆+
i
τc
, B = δ +
i
τS
, D1,2 ≡ 〈D1,2〉 ,
the average values of noise correlation functions have the
form 〈
Fˆc1,c2cˆ
+
1,2
〉
=
〈
cˆ1,2Fˆ
+
c1,c2
〉
=
Zc1,c2
2
,
〈
FˆS1,S2Sˆ
+
1,2
〉
=
〈
Sˆ1,2Fˆ
+
S1,S2
〉
=
ZS1,S2
2
,
Zc1,c2 =
2
τc
, ZS1,S2 = −
2
τS
D1,2 − D˙1,2
with consideration for commutation relationships for cˆi
and Sˆi [78].
Appendix B: System of equations on average values
for bi-linear combinations for calculation of
cross-correlation function G
(2)
12 (t)
In the conditions of the current nonlinear problem (13)
for the visualization of function (23), it is necessary to
decouple correlators and decrease their degrees with the
help of Wick’s theorem. As a result, the complete self-
consistent system on correlators takes the form:
d
dt
〈cˆ1,2〉 = A1 〈cˆ1,2〉 − iΩ
(2)
〈
cˆ+2,1S
〉
, (B1a)
d
dt
〈
Sˆ
〉
= B1
〈
Sˆ
〉
+ iΩ(2) 〈cˆ1cˆ2〉D, (B1b)
d
dt
〈
cˆ21,2
〉
= 2A1
〈
cˆ21,2
〉
− 2iΩ(2)
(〈
cˆ+2,1cˆ1,2
〉 〈
Sˆ
〉
+
〈
cˆ1,2Sˆ
〉 〈
cˆ+2,1
〉
+
〈
cˆ+2,1Sˆ
〉
〈cˆ1,2〉
)
, (B1c)
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d
dt
〈
Sˆ2
〉
= 2B1
〈
Sˆ2
〉
+ 2iΩ(2)D
(
〈cˆ1cˆ2〉
〈
Sˆ
〉
+
〈
cˆ1Sˆ
〉
〈cˆ2〉+
〈
cˆ2Sˆ
〉
〈cˆ1〉
)
, (B1d)
d
dt
〈
cˆ+1,2cˆ1,2
〉
= −
2
τC
〈
cˆ+1,2cˆ1,2
〉
+ iΩ(2)
(
〈cˆ1cˆ2〉
〈
S+
〉
−
〈
cˆ+1 cˆ
+
2
〉 〈
Sˆ
〉
+
〈
cˆ1Sˆ
+
〉
〈cˆ2〉 −
〈
cˆ+1 Sˆ
〉〈
cˆ+2
〉
+
〈
cˆ2Sˆ
+
〉
〈cˆ1〉 −
〈
cˆ+2 Sˆ
〉 〈
cˆ+1
〉)
, (B1e)
d
dt
〈
cˆ1,2cˆ
+
1,2
〉
= −
2
τC
〈
cˆ1,2cˆ
+
1,2
〉
+ iΩ(2)
(
〈cˆ1cˆ2〉
〈
S+
〉
−
〈
cˆ+1 cˆ
+
2
〉 〈
Sˆ
〉
+
〈
cˆ1Sˆ
+
〉
〈cˆ2〉 −
〈
cˆ+1 Sˆ
〉〈
cˆ+2
〉
+
〈
cˆ2Sˆ
+
〉
〈cˆ1〉 −
〈
cˆ+2 Sˆ
〉〈
cˆ+1
〉)
+
〈
Fˆc1,c2cˆ
+
1,2
〉
+
〈
cˆ1,2Fˆ
+
c1,c2
〉
, (B1f)
d
dt
〈
Sˆ+Sˆ
〉
= −
2
τS
〈
Sˆ+Sˆ
〉
+ iΩ(2)D
(
〈cˆ1cˆ2〉
〈
S+
〉
−
〈
cˆ+1 cˆ
+
2
〉 〈
Sˆ
〉
+
〈
cˆ1Sˆ
+
〉
〈cˆ2〉 −
〈
cˆ+1 Sˆ
〉〈
cˆ+2
〉
+
〈
cˆ2Sˆ
+
〉
〈cˆ1〉 −
〈
cˆ+2 Sˆ
〉 〈
cˆ+1
〉)
, (B1g)
d
dt
〈
SˆSˆ+
〉
= −
2
τS
〈
SˆSˆ+
〉
+ iΩ(2)D
(
〈cˆ1cˆ2〉
〈
S+
〉
−
〈
cˆ+1 cˆ
+
2
〉 〈
Sˆ
〉
+
〈
cˆ1Sˆ
+
〉
〈cˆ2〉 −
〈
cˆ+1 Sˆ
〉〈
cˆ+2
〉
+
〈
cˆ2Sˆ
+
〉
〈cˆ1〉 −
〈
cˆ+2 Sˆ
〉 〈
cˆ+1
〉)
+
〈
FˆS Sˆ
+
〉
+
〈
SˆFˆ+S
〉
, (B1h)
d
dt
〈cˆ1cˆ2〉 = 2A1 〈cˆ1cˆ2〉 − iΩ
(2)
(〈
cˆ1cˆ
+
1
〉 〈
Sˆ
〉
+
〈
cˆ+2 cˆ2
〉 〈
Sˆ
〉
+
〈
cˆ+1 Sˆ
〉
〈cˆ1〉+
〈
cˆ+2 Sˆ
〉
〈cˆ2〉
+
〈
cˆ1Sˆ
〉〈
cˆ+1
〉
+
〈
cˆ2Sˆ
〉〈
cˆ+2
〉)
, (B1i)
d
dt
〈
cˆ+1 cˆ2
〉
= (A1 +A
∗
1)
〈
cˆ+1 cˆ2
〉
+ iΩ(2)
(〈
cˆ22
〉 〈
Sˆ+
〉
+ 2
〈
cˆ2Sˆ
+
〉
〈cˆ2〉 −
〈
cˆ+1
2
〉〈
Sˆ
〉
− 2
〈
cˆ+1 Sˆ
〉〈
cˆ+1
〉)
, (B1j)
d
dt
〈
cˆ1,2Sˆ
〉
= (A1 +B1)
〈
cˆ1,2Sˆ
〉
− iΩ(2)
(
2
〈
cˆ+2,1Sˆ
〉〈
Sˆ
〉
+
〈
Sˆ2
〉〈
cˆ+2,1
〉
−D
(〈
cˆ21,2
〉
〈cˆ2,1〉+ 2 〈cˆ1cˆ2〉 〈cˆ1,2〉
))
, (B1k)
d
dt
〈
cˆ+1,2Sˆ
〉
= (A∗1 +B1)
〈
cˆ+1,2Sˆ
〉
+ iΩ(2)
(〈
cˆ2,1Sˆ
+
〉〈
Sˆ
〉
+
〈
cˆ2,1Sˆ
〉〈
Sˆ+
〉
+
〈
Sˆ+Sˆ
〉
〈cˆ2,1〉
+D
(〈
cˆ+1,2cˆ1,2
〉
〈cˆ2,1〉+
〈
cˆ+1,2cˆ2,1
〉
〈cˆ1,2〉+ 〈cˆ1cˆ2〉
〈
cˆ+1,2
〉))
, (B1l)
d
dt
D = 2iΩ(2)
(〈
cˆ+1 cˆ
+
2
〉 〈
Sˆ
〉
− 〈cˆ1cˆ2〉
〈
S+
〉
+
〈
cˆ+1 Sˆ
〉 〈
cˆ+2
〉
−
〈
cˆ1Sˆ
+
〉
〈cˆ2〉
+
〈
cˆ+2 Sˆ
〉〈
cˆ+1
〉
−
〈
cˆ2Sˆ
+
〉
〈cˆ1〉
)
−
D −D0
τD
, (B1m)
where
A1 = i∆−
1
τc
, B1 = iδ
(2) −
1
τS
, D ≡ 〈D〉 ,
δ(2) = 2ω¯ − ωXX , ∆ = ω¯ − ωp,
ω¯ =
τcωp + τSωXX
τc + 2τS
,
the average values of noise correlation functions have the
form
〈
Fˆc1,c2cˆ
+
1,2
〉
=
〈
cˆ1,2Fˆ
+
c1,c2
〉
=
Zc1,c2
2 ,〈
FˆS Sˆ
+
〉
=
〈
SˆFˆ+S
〉
= ZS2 ,
Zc1,c2 =
2
τc
, ZS = −
2
τS
D − D˙
with consideration for commutation relationships for cˆi
and Sˆ [78].
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