Human action recognition has a very vast application such as security, patient care, etc. Background cluttering, appearance change due to variation in viewpoint and occlusion are the prominent hurdles that can reduce the recognition rate significantly. Methodologies based on Bag-of-visual-words are very popular because they do not require accurate background subtraction. But the main disadvantage with these methods is that they do not retain the geometrical structural information of the clusters that they form. As a result, they show intra-class mismatching. Furthermore, these methods are very sensitive to noise. Addition of noise in the cluster also results in the misclassification of the action. To overcome these problems we proposed a new approach based on modified Bag-of-visual-word. Proposed methodology retains the geometrical structural information of the cluster based on the calculation of contextual distance among the points of the cluster. Normally contextual distance based on Euclidean measure cannot deal with the noise but in the proposed methodology contextual distance is calculated on the basis of a difference between the contributions of cluster points to maintain its geometrical structure. Later directed graphs of all clusters are formed and these directed graphs are described by the Laplacian. Then the feature vectors representing Laplacian are fed to the Radial Basis Function based Support Vector Machine (RBF-SVM) classifier.
I. INTRODUCTION
Human action recognition from a video is the most promising research area of computer vision and pattern analysis. It has vast applications including surveillance, human-computer interaction, video content analysis, patient care, etc. [1, 2] . Background cluttering, noise, variation in viewpoint, variation in illumination, occlusion are the major challenges for human action recognition in a video. The actions are described by the global and local feature descriptors. The global feature descriptor gives shape as well as the motion information of the person who is performing an action. These are not invariant to the appearance change, shape changes, etc. Whereas local descriptor such as spatio-temporal points shows invariance in appearance change, background change, etc. Local features based on Bag-of-visual-words have been very popular among the researchers. The disadvantage of these methods is that they do not retain the structural information of the clusters formed in Bagof Visual words based methodology. The proposed method overcomes the limitation of the Bag-of-visualword methodology. The proposed methodology contributed in the following manner:
1. The contextual distance among the points of a cluster is calculated on the basis of the difference between the contributions of points to maintain the geometrical structure of the cluster, unlike the contextual distance calculated on basis of Euclidean measure among the points in a cluster. 2. The contextual distance among any two points of the contextual set of a cluster, calculated as mentioned above may show asymmetry. So to deal with this asymmetry issue, we used the concept of the directed graph. Thus, a cluster is represented using contextual distance and directed graph together in a robust way.
The rest of the paper is discussed as follows: literature review has been discussed in section 2, section 3 deals with the proposed methodology. Section 4 deals with the experimental results. In this section, the proposed Copyright © 2019 MECS I.J. Image, Graphics and Signal Processing, 2019, 9, 34-43 methodology is applied to challenging public datasets such as KTH, Ballet, and IXMAS. The accuracy of the proposed methodology and its comparison with other state-of-the-art methodologies are also discussed in this section. The conclusion part is discussed in section 5.
II. LITERATURE REVIEW
Many methodologies have been proposed by researchers to describe an action. Global features [3, 4, 5, 6, 7 and 8] require the detection of the human body whose action is to be recognized. Background subtraction or human body tracking is used to represent the human body. These methodologies used two-dimensional template matching. The silhouette of the human body detected from the frames is represented globally. The descriptors like Hu moments, Radon transform, etc. are used to describe these actions. Actions are also represented as spatiotemporal volumes [9, 10, 11 and 12] . The silhouettes are stacked together on a temporal axis to make spatiotemporal volume. The disadvantage of these methodologies is that it requires accurate background subtraction to create a 2-D template and spatiotemporal volume. These global features can only give shape information but fail to provide motion information. Some global features based on the optical flow [13, 14] are used to eliminate this problem but the disadvantage of this method is that they are very sensitive to noise.
Recently, local feature descriptions [15, 16, 17, 18, 19, 20, 21, 22, 23, 24 and 26] are used more often. These methodologies do not require accurate background subtraction. They also show invariance against the viewpoint and appearance of the object. This is represented in local patches formed around spatiotemporal interest points. Local spatiotemporal descriptors are based on the bag-of-words model. HOG/HOF, HOG3D, SURF, and MoSIFT are some major descriptors [27] [28] [29] . The main disadvantage with these methodologies is that it cannot hold the shape information of the clusters. This results in the same description for different actions.
In recent years, deep learning techniques are also getting famous in researchers for human action recognition [30, 31] . These techniques are completely automated. They require large datasets and the efficiency of these methods is based on the design of networks. These networks are made up of a huge number of data and parameters that makes the structure very complex. So it takes more time to train a model. Moreover, less availability of large datasets makes this method less generalized for action recognition. Researchers are working on deep learning techniques to overcome these problems.
Among all these above-discussed methodologies, spatiotemporal features points-based bag-of-word are very popular because they do not require important preprocessing like background subtraction, tracking of an object, etc. This makes it robust to the challenges like background cluttering, variation in viewpoint and illumination change. The major disadvantage of this methodology is that it cannot depict the structural relationship among spatiotemporal feature points. Due to this problem, the spatiotemporal features based on a bagof-word methodology are not able to differentiate the similar type of actions often. Fig.1 . illustrates the problem wherein a person on the left side of the figure is running while a person on the right is jogging. The traditional Bag-of-words based methodology often treats them as the same action which is wrong. To overcome this limitation researchers have used the spatiotemporal contextual information [32, 33, 34] . But the limitation of these methods is that they are still weak in noise tolerance. When the noise is added, the representation of the interest points of action might be recognized as other activities. Moreover, the measures of contextual distance between spatiotemporal points traditionally use Euclidean distances among these points but this distance cannot hold the structural information of clusters. The proposed methodology is capable to overcome these limitations.
III. PROPOSED METHODOLOGY
Local features such as spatiotemporal points are most popularly used to represent an action. Spatiotemporal interest points such as Harris 3D detectors and SIFT detectors [43] are used to detect the interest points. We used the Harris 3D detector to extract the spatio-temporal interest points. These interest points are described locally by the descriptors such as HOG [27] and HOF [28] . The HOG and HOF are used in the proposed method to describe the interest points detected by Harris 3D detector. These local descriptors represent the feature vectors of each frame of the action video. A bag-of-visual-word of spatiotemporal interest points is formed to represent an action efficiently. The codebook is created by performing vector quantization through clustering. The K-means clustering [32] is popularly used. In K-means clustering clusters are placed near to most frequently occurring feature vectors. These most frequently occurring feature vectors are used as the discriminative features of action. But for certain actions, these most frequently occurring features are not capable enough to show the discriminative nature of an action. Further quantization error may also occur due to the assignment of a single cluster to feature vector. To avoid this we used the soft assigning technique [15] where Gaussian kernel is used in which feature vectors and cluster are represented by the normal distribution. Equation (1) where, f t is the feature vector and C i is the i th cluster where i=1, 2, 3… N and θ is the smoothing parameter. We used the cross-validation to find out the size of the Gaussian kernel. In the proposed method we used this soft assigning technique and we get the codebook {C 1 , C 2 …C N } where C i is the i th cluster and the total number of the cluster is N. Fig. 2 . shows the proposed methodology for codebook creation. Let the spatiotemporal feature points be represented in the form of tuple X = (L, r) where L is local descriptor (appearance) of the interest points and r = (x, y, t) is the spatial location of the interest points. The horizontal, vertical and temporal coordinates of interest points are represented by x, y, and t respectively. As discussed above, in the traditional bagof-visual-word based methodology, the geometrical structure of the cluster cannot be maintained because of the introduction of noise. This results in the reduction of the recognition rate. Thus, to maintain the geometrical structure of the clusters, we propose a new methodology where we calculate the contextual distance among the points of the cluster on the basis of the difference between the contributions of points in a cluster to maintain its geometrical structure. The Methodology can be understood by the block diagram in fig. 2 . The spatiotemporal points are detected from the input action video by using Harris 3D corner detector. These points are described by the descriptors HOG and HOF. Using soft assigning technique we created the codebook having N no. of clusters. The traditional bag-of-visualword technique is modified through the proposed methodology. Using the geometrical descriptor, the contextual distance among the points of the cluster is calculated. The directed graph of the cluster points is then created with the help of contextual distance between the points. These directed graphs are described by Laplacian.
A. Geometrical Description of a Cluster
As discussed above, among the N clusters formed, let us select the i th cluster C i . The cluster C i is represented by the set I c . The set I c is represented by (2) where i c is a mean point of the cluster C i having m nearest neighboring points.
We used centroid as the geometrical structure descriptor of set I c denoted by (3) To calculate the contribution of each point in the set I c , we removed one point at a time and recalculated the centroid using (3). Thus we get the contribution of all points in the set I c that forms the geometrical structure of the cluster. The contribution of point i ck can be found out by (4) .
where δ(i ck ) is the contribution of the point i ck in the cluster set I c . M(I c ) is the complete descriptor of I c and M(I c /i ck ) is the description of set I c after removing the point i ck from the set. In a similar manner contribution of all the points in a cluster's set is found out. If the value of δ(i ck ) is very small then the contribution of the point i ck is not significant in maintaining the geometrical structure of the cluster and if the value of δ(i ck ) is high then we can conclude that the point i ck has a significant effect in retaining the geometrical structure of the set I c. Fig. 3 describes the geometrical description of the cluster and the contextual distance among the points of the clusters. Once the contribution of points of a cluster to maintain its geometrical structure has been obtained, the contextual distance among these points is calculated by taking the difference between their contributions. This can be calculated from (5) . where Ψ(i c0 ,i c1 ) is the contextual distance between interest points i c0 to i c1 and δ(i c0 ) and δ(i c1 ) are the contribution of the points i c0 and i c1 . After calculating the contextual distances among the points of the cluster set I c the set I c is represented in the form of their contextual distances. This representation of the cluster set creates asymmetry among the points of the set I c because the contextual distance between i c0 to i c1 may not be equal to the contextual distance between i c1 to i c0 . To deal with this naturally occurred asymmetry in the cluster set I c , the directed graph has been used to make the cluster more informative as it introduced direction also.
B. Contextual Distance Among the Points of a Cluster
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C. Formation of the Directed Graph of a Cluster on the Basis of Contextual Distance
The cluster set I c can be represented by the directed graph where the points of set are treated as the nodes/vertices of the graph as shown in fig. 4 . Let the edge from the points i c0 to i c1 is defined by the weight λ(i c0 ,i c1 ) as given by (6). 
where λ(i c0 ,i c1 ) is the weight of the edge from point i c0 to i c1 , Ψ(i c0 ,i c1 ) is the contextual distance from i c0 to i c1 , µ is a free parameter and i c0 and i c1 are the neighborhood points of the cluster set I c . Thus, in the cluster set I c a point i c is connected to its m neighborhood points through m edges as shown in fig. 4 . Fig.3 . Geometrical description of a cluster and contextual distance among the cluster points
The directed graph of cluster set can be represented through weighted edge matrix W. The weighted edge matrix W carries the geometrical structural information of the cluster set I c . Similarly, directed graphs have been applied on other contextual cluster sets also. The weighted edge matrix is created for a single cluster as shown below:
Further to describe the weighted directed graph Laplacian of the directed graph has been used.
D. Laplacian of the Directed Graph of a Cluster
Suppose G (i cj ,λ), where j =0…m, is the directed graph of the set I c and the directed edge (i c , i d ) is the edge directed from vertex i c to vertex i d . A walk from one vertex to other is represented by the transition probability matrix O. If O(i c , i d ) is the transition probability of moving from point i c to i d , it is obvious that O(i c , i d )>0 only if there is an edge between i c to i d . Further for the weighted directed graph, the transition probability matrix is given by (7) . According to (7) transition probability matrix of the directed graph has a unique left Eigenvectors ε with all positive values and the Laplacian of the transition probability matrix Ф is defined by the (8). 1 1 1 1
where O is the transition probability matrix and ε is the Eigenvector. Equation 
IV. EXPERIMENTAL RESULTS
The proposed method has been implemented in MATLAB R2013a having hardware configuration processor Intel(R) Core (TM) i5-6200U CPU @2.30GHz 2.40 GHz with 12 GB RAM and 64-bit operating system. For evaluation of the performance of proposed methodology two evaluation factors, accuracy and the equal error rate is used. Accuracy gives the correct prediction of the action out of all the predictions. Three standard datasets KTH [35] , IXMAS [36] and Ballet [20] have been used to validate the proposed methodology. IXMAS dataset has been used for parameter settings and the same setting is applied to other datasets. For crossvalidation, leave one actor out strategy has been adopted.
A. Parameter Settings
There are two parameters that can affect the proposed methodology. The First parameter is the size of the codebook using the soft assigning strategy and second is the number of nearest neighbors of a cluster. In most of the bag-of-visual-word based methods, the size of the codebook is around 1000. But in the proposed method cross-validation optimization has been done to find out the size of codebook. Fig. 6 .a shows the codebook size 25, 30, 35 40, 45 and 50. The codebook size of 35 has been opted, because if the size of the cluster is greater than 30 then the accuracy varies only 2-3%. Another parameter is the number of nearest neighbor in the cluster. Different values such as 100, 120, 140, 160, 180, 200 and 220 have 
B. Analysis and Discussion on KTH Dataset
The KTH dataset [35] comprises of six actions such as hand-applauding, waving, boxing, walking, jogging and running shown in fig. 7 .a. Every activity has 100 recordings for four unique situations in various light conditions, indoor and open-air conditions. Fig. 8 shows the confusion matrix where the proposed methodology gets the appreciable result for differentiating different actions. Similar types of actions like jogging and running are also very well classified. Only 5% jogging action is wrongly classified as running and running is only 3% confused with the jogging. The proposed method classifies hand waving action accurately, but it gets 7% confused with the action waving while classifying the boxing action.
The proposed methodology has been compared with the other state-of-the-art methods for KTH dataset in Table 1 . Sadek et.al [10] uses the affine moment invariants of 3D action volume where they get the average accuracy of 93.3%. But to create the 3D volume of action there is a requirement of a sophisticated approach of background subtraction to detect the object. The action is represented with the combination of pose descriptors and negative space descriptor of each frame [16] . They get higher accuracy of 94.4% but still, there is also required to have a very good background subtraction technique. Furthermore, [18] and [19] are getting very high accuracies of 95.8% and 96% respectively wherein [18] proposed a new feature Hanklets which are viewinvariant features and makes the accuracy higher and [19] is traditional deep learning-based methodology for action recognition that is presently used more popularly. The proposed methodology is outperforming these methodologies on KTH dataset as it is robust to view change, illumination change, and noise also. Table 1 shows that 98.2% of action samples are correctly classified which is a very high accuracy as compared to other prominent methods of Table 1 . Table 1 . Comparison among other state-of-the-art methods for KTH dataset
In Table 2 comparison among the similar state-of-theart methods is shown. The methodologies [32, [37] [38] [39] [40] [41] are based on the spatiotemporal features interest points. The disadvantage of these methodologies is that they do not show the relationship between the interest points and also the structural information of the clusters is missing. Although [32] retains the relationship among the spatiotemporal interest point, it is immune to noise. The proposed method shows the superior accuracy of 98.2% because it deals with these issues efficiently as discussed in the previous sections.
C. Analysis and Discussion on Ballet Dataset
The Second dataset that has been used is Ballet dance [20] shown in fig. 7 .b. It is a typical dance dataset where different expressive dance steps. A single artist is performing the dance act. The dataset contains distinctive acts in Ballet dance such as hopping, jumping, standing still, left to right-hand opening, right to left-hand opening, leg swinging and turning right. This dataset has a total of 44 numbers of videos.
Proposed methodology maintains the structural information of the clusters and thus classifies similar actions better than other methods as summarized in Table  3 . Fig. 9 shows the confusion matrix for actions in Ballet dataset. It is clear from the matrix that actions such as standing still, leg swinging and turning right are accurately classified by the proposed method. Whereas hopping is 5% confused with jumping and jumping action is 8% confused with hopping. Similarly, Left to righthand opening is 10% confused with right-hand opening and right to left-hand opening is 12% confused with the left to right-hand opening. Table 3 shows the comparison of the proposed method with some very efficient methods when they tested on Ballet datasets. Vishwakarma et.al [5] uses the silhouettes as the key poses that can express the actions. These silhouettes are represented into grids and cells. A fusion of classifier is used to recognize the actions. They achieved an accuracy of 94.2%. Their only disadvantage is that to represent poses the accurate silhouettes are required. Methods [22] and [32] represented the action with the set of spatiotemporal descriptors. Where [22] uses the dictionary learning approach and [32] uses the contextual constraint linear coding for action recognition. They showed 94.2% and 91.2% accuracy respectively. These methods are not robust to the data tempered by the noise. But as the proposed method is robust to noise that makes its accuracy comparable to these methods. The accuracy and the equal error rate of the proposed methodology are compared with other promising state-of-the-art methodologies in Table 3 . The proposed methodology achieved 96.2% accuracy and 3.8% equal error rate. 
D. Analysis and Discussion on IXMAS dataset
The third dataset that the proposed methodology experimented on is IXMAS. There are five different cameras used for the videos in IXMAS dataset. For IXMAS dataset [36] five camera views are taken. The proposed methodology has been compared with some latest prominent methodologies in Table 4 . In Table 3 the methodologies [23] and [26] achieved the average accuracy of 87.6% and 87.1% on IXMAS dataset. [23] is based on the multi-view human action recognition where several cameras are observing a scene and features from each camera are considered for recognition. It makes the system complex. In [26] a statistical translation framework is used where the cross-view approach is applied. The proposed methodology achieved 90% accuracy for all five camera views. In the proposed method the camera view 3 shows the highest accuracy of 92.4%. The overall accuracy computed by taking an average of all camera views is 90.5%.
Method
Year EER Accuracy [ Turn Around 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00
Walk 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00
Wave 0.00 0.00 0.08 0.00 0.00 0.00 0.92 0.00 0.00 0.00
Punch 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00
Kick 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 Pick Up 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.90 There are different challenges included in this dataset that can reduce the recognition such as appearance change due to change in viewpoint and numbers of similar types of activities. Fig. 10 depicts the overall confusion matrix where the action scratching head is only 5% confused with the action wave. Wave is 8% confused with the action scratching head. Getting up is 7% confused with the action picking up and picking up is 10% confused with the getting up. The confusion percentage is very less for these similar activities shows the dominance of the proposed methodology in the case of interclass similarity. Other actions are clearly classified with 100% classification.
To summarize, the overall performance of the proposed method shows that this is a very effective method for human action recognition. The three action datasets comprise of several challenges for human action recognition. The proposed method achieved 98.2% accuracy for KTH dataset, 96.2% accuracy for Ballet dataset and the average accuracy for all five camera views of the IXMAS datasets is 90.5%.
V. CONCLUSION
In this research paper, a new methodology that is the modified version of the bag-of-visual-word has been proposed. The limitation of the traditional codebook based method where the geometrical structural information of the clusters was missing has been overcome in the proposed methodology. Moreover, a new methodology for calculating the contextual distance among the points of the cluster has been used for action recognition. The proposed methodology has been validated on the challenging public dataset such as KTH, Ballet, and IXMAS where it shows its superiority as compared to other existing methods.
