Free-space optical interconnection is used to fashion a reconfigurable network. Since network reconfiguration is expensive compared to message transmission in such networks, latency hiding techniques can be used to increase the performance of collective communications operations. Berthome and Ferreira have recently proposed a broadcasting algorithm for their loosely-coupled optically reconfigurable parallel computer where they have shown that the total number of nodes, N(S), informed up to step S follows a recurrence relation. We have adapted their algorithm to our reconfigurable optical network, RON (K, N), which has a slightly different modeling. We present a new analysis of this broadcasting algorithm on our network. This paper contributes by providing closed formulations for the N(S) that yield the termination time for both single-port and £-port modeling. The derived closed formulae are easier to compute than the recurrence relations.
Introduction
Message-passing multicomputers are composed of a number of computing modules that communicate with each other by exchanging messages through their interconnection networks. As the communication overhead is one of the most important factors affecting the performance of parallel computers [1] , there has been a growing interest in the design of interconnection networks [2] .
A complete interconnection network is desirable where any computing node can communicate with any other node in a single-hop. However, implementing complete networks using metal-based interconnections is not feasible when the number of computing nodes is very large as there is a fixed physical link between any two nodes.
Optics is ideally suited for implementing interconnection networks because of its superior characteristics over electronics [3, 4] . Free-space reconfigurable optical interconnects have the potential to solve the problems associated with implementing complete networks due to their ability to reconfigure the interconnect. Currently, several research groups in academia and industry are working on different aspects of utilizing optical interconnects in parallel processing systems [5, 6] .
Collective communications are common basic patterns of interprocessor communication that are frequently used as building blocks in a variety of parallel algorithms [7] . For instance, in broadcasting, a node sends its unique message to all other nodes. Broadcasting is used in a variety of linear algebra algorithms, database queries and transitive closure algorithms. Proper implementation of these communication operations is one of the key to the efficient execution of parallel algorithms. The growing interest in collective communications is evident by their inclusion in the Message Passing Interface (MM) [8] .
Numerous works have been reported on collective communications. Excellent surveys on collective communication algorithms can be found in [9, 10] . In the context of optical interconnection networks, Berthome and Ferreira have presented broadcasting and multicasting algorithms for networks using optical passive stars (OPS) [11, 12] . Gravenstxeter and Melhem have presented some communication algorithms in partitioned optical passive stars (POPS) networks [13] .
The authors in [11] have proposed a broadcasting algorithm for their loosely-coupled optically reconfigurahle parallel computer, ORPC (k), where they have shown that the total number of nodes, N(S), informed up to step S follows a recurrence relation. We have adapted their algorithm to our reconfigurahle optical network, RON (K, N), which has a slightly different modeling where only the sender is allowed to reconfigure and hence the delay penalties occur there. However, the receiver is entirely passive. The main contribution of this paper is the analysis of this broadcasting algorithm on our network where it provides closed formulations for N(S) that yield the termination time for both single-port and fc-port modeling. The derived closed formulae are easier to compute than the recurrence relations.
In Section 2 of this paper, we introduce a complete and reconfigurahle optical interconnection network. We discuss its communication modeling in Section 3. In Section 4, we present the analysis of the broadcasting algorithm [11] in our network. Finally, we conclude in Section 5.
A Reconfigurahle Optical Interconnection Network
We introduce an abstract model for a complete interconnection network [14] using freespace reconfigurahle optical interconnects and discuss its characteristics.
Definition.
A reconfigurahle optical network, RON (k, N) , consists of N computing nodes with their own local memory. A node is capable of connecting directly to any other node. A node can establish k simultaneous connections. These connections are established dynamically by reconfiguring the optical interconnect. The links remain established until they are explicitly destroyed.
Messages are sent using circuit-switching. Each node has the ability to simultaneously send and receive k messages on its k links (the k-port model), or exactly one message on one of its links (the single-port model). A simplified block diagram of the network is shown in Figure 1 .
Each node has a fixed number of tunable transmitters and a large number of fixed receivers. We assume an unbounded number of available wavelengths for the system. However, in case of limited number of available wavelengths, one can utilize spreadspectrum techniques where each transmitter sends its information changing the wavelength in a pseudorandom fashion. The receiver can reconstruct the transmitted message if it is aware of the pseudo-random code used for encoding. One can also devise collective algorithms where collision cannot happen at a destination in the network. Fig. 1. RON (k, N) , a multicomputer interconnected by a complete free-space optical interconnection network.
Beam routers
Various implementation technologies exist to embody the above abstract model. Such technologies include vertical-cavity surface-emitting lasers (VCSELs) for photon generation, self-electro-optic effect devices (SEEDs) for modulation, frequency hoping for coding, wavelength tuning for transmitters and receivers, computer generated holograms (CGH), and deformable mirrors (DM) for switching and optical beam routing. However, we are not interested in the technology itself, and implementation concerns are outside the scope of this paper. Instead, we are particularly interested in the abstract model of this network. We shall assume that one or more of the technologies outlined above will be used to implement the proposed interconnect. Under such an implementation, the various overheads associated with the reconfiguration of the network (such as beam steering, setting up the computer-generated holograms, tuning the transmitters, or sending the frequency code in a frequency hoping implementation etc.) are lumped together as the reconfiguration delay d.
Communication Modeling
Hockney's model [15] characterizes the time for a point-to-point communication as T = ts + ImT where ts is the start-up time equal to the time needed to send a zero byte message, lm is the length of message, and T is the per unit transmission time. For the RON (k, N), we amend the model by explicitly including the reconfiguration delay d that is necessary for a node to configure a link that would connect directly to its target node. The transmission time then becomes T = d + ts + ImT. We incorporate both ts and lm% into a single message delay tm = ts + lm% . Therefore, a unit length message transmission takes T = d + tm. For the remaining of the discussion, and without loss of generality, we shall assume that tm = 1 for a message size of fixed length.
Culler and his colleagues have proposed the LogP model [16] which uses another terminology for communication modeling. LogP models sequences of point-to-point communications of short messages. L is the network hardware latency for one-word message transfer. O is the combined overhead in processing the message at the sender (o s ) and receiver (o r ). P is the number of processors. The gap, g, is the minimum time interval between two consecutive message transmission from a processor. Alexandrov message. Bar-Noy and Kipnis have developed the postal model [18] , a special case of LogP model, where g is one. However, they don't consider the parameters O and G.
A node in LogP, LogGP, and postal models can send another message immediately g time after the previous message has been sent without waiting for the previous message to be delivered at the destination. These models are more suitable for the current state-ofthe-art wormhole-routed networks where messages can be pipelined through the network. However, a node in our communication modeling can send another message only after its previous message has been delivered and its link has been reconfigured (if needed). This is because our modeling is a telephone-like model based on the circuit-switching technique which is suitable for reconfigurable optical networks.
The model that we have used is slightly different from the model that is offered in [11, 12, 19] . The difference lies in the fact that in the network , RON (k, N) , only the sender is allowed to reconfigure, and hence the delay penalties occur there. The receiver, in contrast to the models in [12, 19] , and in [11] is entirely passive.
We use the notations B m for broadcasting time. 
Broadcasting
In broadcasting, a node, assuming node n 0 without loss of generality, sends its unique message to all other nodes. We shall concentrate in techniques that could effectively hide the reconfiguration delay d in the network. By reconfiguration latency hiding, we mean the process in which while some nodes are in their reconfiguration phase, other nodes are in their message transmission phase.
k-port
The naive algorithm is to let the broadcasting node n 0 inform k new nodes at a step.
Clearly, it takes (d + l)[(N-l)/k]
time units. In a better algorithm, Bl Fk , node n 0 sends the message to k other nodes and these k nodes, upon receiving the message, send it to k other distinct nodes each. Continuing this way, the algorithm will terminate after
In a more efficient algorithm, B2 Fh node n 0 sends the message to k nodes. At the end of this step, k + 1 nodes possess the message which they now send to k other nodes each. Proceeding this way, the algorithm will terminate after (d +1)| log^+x N|tinie units.
The above algorithms, Bl Fk and B2 Fk , are logarithmic in time, but they suffer because of the large reconfiguration delay, d, that each node incurs. We are interested in having an algorithm that will overcome the existence of the large reconfiguration delays by essentially hiding it. The algorithm Bl Fk can be improved if the configuration of all the links forming the tree proceed in parallel. Hence, in this new algorithm, B3 Fk , the broadcasting time is
The algorithm, B2 Fk , can be improved if the configurations take place concurrent to the message transmissions. We adopt a greedy algorithm, B4 Fk , where a node reconfigures its links to reach k children which lead to a pre-configured tree of an appropriate 0(log k N) depth. As soon as the broadcasting node has finished sending its message, it reconfigures its links to reach another predefined tree. It is understood that while this node is reconfiguring (this takes d steps time units), nodes that have already been configured and are in possession of the message send it to k neighbors each. This process repeats at each node every time it sends the message. This algorithm is optimal since a node after sending/receiving the message immediately reconfigures to send the message to k new nodes. It is similar to the broadcasting algorithm in [11] . Figure 2 depicts the B4 Fk algorithm for a 2-port network with 41 nodes and a reconfiguration delay of 1.
It is clear that either this broadcasting network is a dedicated network, or there exists a global control where nodes understand that a broadcasting is going to take place and hence they reconfigure their links correspondingly. In the latter case, an early reconfiguration delay should be added to the broadcasting time. 
Analysis of the Greedy Algorithm, B4f k
It is worth mentioning that it can be shown that the total number of nodes, N(S), informed up to step S follows the Eq. (1). It can also be shown that the number of nodes, r(S), that receive the message at each step, 5, follows the Eq. (2). These recurrence relations are a kind of generalization of the Fibonacci functions defined in [18] , and are similar to the recurrence relations of the broadcasting algorithm in [11] . These relations and those in [18, 11] cannot be solved for a general d. They should be computed step by step or be given in a table in order to find the termination time of the algorithms. However, as will be shown in the following, our analysis of the broadcasting algorithm includes a closed formulation that yields the termination time.
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We shall approach the analysis constructively, that is, we shall find the number of nodes that will be informed as time progresses, and we shall stop when all nodes N have been informed. Denote by S the termination time (in units of t m ). Then starting from an arbitrary node n 0 , the nodes that will be informed and assuming no reconfiguration, belong to a &-ary tree rooted at node n 0 and of depth S. There are N\ = (k S+1 -1) l{k -1) nodes in this tree, and we shall reference them as belonging to the first generation. Each of the nodes in this tree, once it has broadcast the message to its own children, will reconfigure and will become the root of a new tree over which a new wave of broadcasting will commence and proceed concurrently with the broadcasting in the first generation tree. This can only happen if S>d + 2 ensuring that the first node to be reconfigured (node HQ) will have enough time to reconfigure and broadcast to its k children.
We shall refer to the nodes belonging to the trees rooted at nodes which were included in the first generation tree and reconfigured, as the second generation nodes. Thus, node n 0 can send its message again at time d Denote by N 2 the total number of new nodes in the second generation, and by M t the total number of new nodes in the trees of the second generation rooted at depth i. Therefore, Proceeding the same way as computing iV 2 , me tota l number of the new nodes in the third generation iV 3 , the fourth generation, N^ and the fifth generation, iV 5j will be . Subsequent trees in this generation, have a decreasing (by one) number of levels, but since they were produced by nodes that are at lower levels in the parent generation, their numbers grow with the power of k. Therefore, the number of nodes within all the trees at each level, remains the same and equal to ^S-i(d+i)+l _j c Jy(j c _ty ^e h a ve just accounted for the number of trees produced by a single tree in a parent generation. There are though more than one trees of identical depth in the parent generation, and the multiplicative term number based on the pascal's triangles [20] .
• 'j+i-i> accounts for this Thus, the total number of nodes, N(S), is equal to
Note that Eq. (4) is a closed formula and easier to compute (less computation and memory requirements) than the Eq. (1), and Eq. (2) . Table 1 
Single-port
In this case, a node can only use one of its links. Therefore, instead of &-ary trees, linear arrays are embedded. Hence, using the same concept as in the &-port modeling, the total number of nodes for generations one, two, three, and four are: then the total number of nodes in all generations, N(S), would be: Table 2 provides a comparison of some numerical examples for the broadcasting time of the latency hiding algorithm, B Fh and of the spanning binomial algorithm [21] , (J + l)|log2iV~|for a particuar number of nodes, iV, and reconfiguration delay, d. It is evident that the algorithm, B Fh performs better than the spanning binomial algorithm. 
Grouping schema
The total number of nodes, N(S), informed up to step S is given as Eq. (1). Meanwhile, the number of nodes, r(S), that receive the message at each step S is defined as Eq. (2). The nodes are divided into two groups. The group that has already received the message and the one that has not. The nodes that know the message at any given step can be grouped into those nodes that have already received the message and those that receive at this time step. The nodes that receive at each step, is proportional (k times) to the number of nodes that have received the message at the last step and those that have sent the message d +1 steps ago.
The same grouping schema as in [11] can be used to find the set of nodes that transmit the message at step S, T(S), and the set of the nodes that receive the message at step 5, R(S). These two sets can be found by Eq. (6).
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Conclusion
Free-space optical interconnects provide attractive alternative ways to achieve high speed communications in a multicomputer system. In this paper, we introduced a reconfigurable complete free-space optical interconnection network, RON (k, N). In order to benefit from such interconnects effectively, reconfiguration delay should be hidden. We presented and analyzed a broadcasting algorithm [11] that could effectively hide the reconfiguration delay d in the network , RON (k, N) . In this algorithm, the reconfiguration phase of the nodes is overlapped with the message transmission phase of the other nodes. Our new analysis of the broadcasting algorithm includes closed formulations that yield the termination time.
It is interesting to devise an optimal algorithm for multi-broadcasting such that messages are pipelined in the embedded trees using the latency hiding broadcasting algorithms (B4 Fh or B F1 ). Moreover, although very challenging, efficient algorithms for multicasting, scattering, all-to-all broadcasting, and total exchange should be devised such that they could use latency hiding technique to hide the reconfiguration delay in the network.
