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EXACT REPRESENTATION OF TRUNCATED VARIATION OF BROWNIAN MOTION
PIOTR MIŁOŚ
Abstract. In the recent papers [8, 9, 10] the truncated variation has been introduced, characterized and studied in
various stochastic settings. In this note we uncover an intimate link to the Skorokhod problem. Further, we exploit
it to give an explicit representation of the truncated variation of a Brownian motion. More precisely, we prove that
the inverse of this process is, up to a minor time shift, a Lévy subordinator with the exponent
√
2q tanh(c
√
q/2).
This also gives a representation of a solution of the two-sided Skorokhod problem for a Brownian motion.
1. Representation of the truncated variation
Given f : [a; b] 7→ R, a càdlàg function, its truncated variation on the interval [a; b] is defined by
(1.1) TVc(f, [a; b]) := sup
n
sup
a≤t1<t2<...<tn≤b
n−1∑
i=1
φc (f(ti+1)− f(ti)) , c ≥ 0,
φc (x) = max {|x| − c, 0} (note that TV0(f, [a; b]) is the total variation). Closely related notions of the upward
truncated variation and the downward truncated variation denoted by UTVc, respectively DTVc are defined by
putting φc(x) = max {x− c, 0}, respectively φc(x) = max {−x− c, 0} in (1.1). The truncated variation has two
interesting variational characterizations - [9, (1.2) and (2.2)]. We recall one of them:
(1.2) TVc(f, [a; b]) = inf
{
TV0(g, [a; b]) : g such that ‖g − f‖∞ ≤
1
2
c
}
,
where ‖g‖∞ := sup {|g(x)| : x ∈ [a; b]}. Moreover, the infimum is attained for some function gc, which can be
effectively characterized. We skip the precise description at the moment (instead we refer the reader to [9, Section
2.1] and the proof of Proposition 2 below), yet the basic idea is simple. Following [7, Remark 2.4] we notice
that “gc is the most lazy function, which changes its value only if it is necessary to stay in the tube defined by
‖gc − f‖∞ ≤ c/2”. This can be seen on the following picture:
Figure 1.1. An example of function (in red) and gc (in various colors).
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This observation, explored from a different perspective, will lead us to a new characterization of gc in the language
of the Skorokhod problem. First we recall that
Lemma 1. Let f ∈ C([a; b],R), c > 0. For any x ∈ [f(a) − c/2, f(a) + c/2] there exist unique functions f1, f2 ∈
C([a; b],R) such that
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(1) f1(a) = f2(a) = 0,
(2) h(s) := f(s)− (x+ f1(s)− f2(s)) ∈ [−c/2, c/2] for any s ∈ [a; b],
(3) f1 is increasing, continuous, and the corresponding measure df1 is carried by {t : h(t) = −c/2},
(4) f2 is increasing, continuous, and the corresponding measure df2 is carried by {t : h(t) = c/2}.
The lemma is not a new result. Its roots might be traced back to the seminal works of Skorokhod as defined
in [12, Lemma VI.2.1]. A more general versions of the problem were studied later on, culminating in [2] (see
[2, Theorem 2.6] for the uniqueness and existence result). Now we are ready to link the truncated variation
and the Skorokhod problem. To this end we define τU := inf {s ≥ a : (f(s)− infa≤u≤s f(u)) ≥ c} and τD :=
inf
{
s ≥ a : (supa≤u≤s f(u)− f(s)) ≥ c}. We put
x :=
{
f(τU )− c/2, if τU < τD,
f(τD) + c/2, if τU > τD.
Proposition 2. For this special choice of x the solution of the Skorokhod problem given by Lemma 1 fulfills
gc(t) = x+ f1(s)− f2(s).
Consequently for any t ∈ [a; b] we have
TVc(f, [a; t]) = f1(t) + f2(t).
Moreover, one easily observes that f1(s) = f2(s) = 0 if s ∈ [a; τU ∧ τD].
Remark 3. The choice of x for the starting point might seem little mysterious. Again this is a sign of the “laziness”.
One chooses x such that gc can remain constant as long as it possible (which can be seen on the picture above, in
which case we have τU < τD).
Proof. This proposition is an easy consequence of known results thus we present it in a sketchy way. We are going
to check that f1 is the same as UTVc and f2 is DTVc. By [9, (2.4)], we know that the unique minimizer, gc, in
(1.2) is given by
gc(s) := x+ UTVc(f, [a; s])−DTVc(f, [a; s]) .
By Lemma 1 it is enough to check conditions 1-4. Condition 1 is trivial, condition 2 holds by [9, (2.1)]. Concerning
condition 3, it is easy to check that f1 is continuous and increasing. We now recall [7, Section 2.2], it studies function
f c, which by [7, Theorem 2.1] is the same as our gc. We see this function grows if and only if the running maximum
M ck(s) grows and s ∈ [T cU,k;T cD,k). It is straightforward to check that these are precisely s for which h(s) = −c/2.

2. Truncated variation of Brownian Motion
We will apply the results of the previous section to study the truncated variation of a Brownian motion. Theorem
4 and Theorem 6 are the main results of our paper. Let us recall definitions of τU and τD stated before Proposition
2 and that gc is the unique minimizer in the problem (1.2). These quantities will be used as a functions of Brownian
paths. We define the processes {Xct }t∈R and {Y ct }t∈R by putting Xct = Y ct = 0 for t ≤ 0 and
Xct :=
+∞∑
k=−∞
L2kct −
+∞∑
k=−∞
L
(2k+1)c
t ,
Y ct :=
+∞∑
k=−∞
Lkct ,
where La is the local time of a Brownian motion at the level a ∈ R.
Theorem 4. Let B be a Brownian motion independent of Xc, Y c. Then
(2.1) Bct =
d
{
(BτU − c/2) +Xct−τU , if τU < τD,
(BτD + c/2)−Xct−τD , if τU > τD.
and
(2.2) TVc(B, [0; t]) = TV(Bc)[0, t] =d Y ct−(τU∧τD).
In both cases above =d, the equality in distribution, is understood on the process level.
Remark 5. It is easy to prove that τU ∧ τD has exponentially decaying tails. Further, we note that τU ∧ τD is the
same as θ(c) in [4]. Thus its density is given by [4, (2.3)]. The Laplace transform is also provided therein.
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The process Y c is non-decreasing and can be given a straightforward description in terms of Lévy processes. We
define its generalized inverse {Sct }t≥0 by
Sct := inf {s ≥ 0 : Y cs = t} .
Theorem 6. The process Sc is a Lévy process with the exponent Φc(q) := (− logEe−qSct )/t, given by
(2.3) Φc(q) =
√
2q tanh
(
c
√
q/2
)
, q ≥ 0.
Remark 7. Potentially this result can be used to reprove [9, Theorem 5] in case of X being a Brownian motion.
Indeed, the process
{
c−1Sct
}
t≥0 is inverse of the process c TV
c(X, t). By Theorem 6 it is a Lévy process with the
exponent q 7→ Φc(c−1q).
Remark 8. Without loss of generality we may choose c = 1/2 then the (2.2) can be regarded as the local time of a
Brownian motion on circle at point 1/2. Processes of this kind were studied e.g. in [11, 1].
Remark 9. The theorem gives also a representation for the two-sided Skorokhod problem for Brownian motion, like
the one studied in [5].
Proof. (of Theorem 4). By Proposition 2 for t ≤ τU ∧ τD the process Bc is constant. For the rest of the proof we
assume, without loss of generality, that τU < τD (the other case follow by taking −B). We have x = BτU − c/2 and
we want to identify the law joint low of f1 and f2 (the path-wise analogues of f1 and f2 in Proposition 2). We have
f1(t) = f2(t) = 0 for t ∈ [0, τU ]. At the terminal point of this interval we have
BτU − (x+ f1(τU ) + f2(τU )) = c/2.
By the unicity of solutions of the Skorokhod problem the task boils down to ensuring that [0,+∞) 3 t 7→ f1(τU+t) =:
f˜1(t) and [0,+∞) 3 t 7→ f2(τU + t) =: f˜2(t) fulfills conditions of Lemma 1 with for x = −c/2 and the function
t 7→ Bτu+t − BτU . By the strong Markov property this process is a Brownian motion independent of its evolution
up to time τU .
We are going to find the joint law of f˜1 and f˜2. To this end we consider the function Fc given by
Fc(x) :=
+∞∑
k=−∞
|x− 2kc|1x∈[(2k−1)c,(2k+1)c) − c/2.
One easily calculates its left derivative
∂−Fc(x) =
+∞∑
k=−∞
1x∈(2kc,(2k+1)c] −
+∞∑
k=−∞
1x∈((2k−1)c,2kc].
and the weak second derivative
∂2Fc =
+∞∑
k=−∞
δ2kc − δ(2k+1)c.
Let B be a Brownian motion. Let us consider Fc(B). By the Ito¯-Tanaka formula [12, Theorem VI.1.5] (the formula
as stated applies only to convex functions but it is easy to represent Fc = F 1c − F 2c where both F 1c and F 2c are
piecewise linear and convex) we have
(2.4) Fc(Bt) =
ˆ t
0
∂−Fc(Bs)dBs +
+∞∑
k=−∞
L2kct −
+∞∑
k=−∞
L
(2k+1)c
t .
Let us notice that by the Lévy theorem βt :=
´ t
0
∂−Fc(Bs)dBs defines another Brownian motion. A path-wise ap-
plication of Lemma 1 reveals that x = c/2, h(t) = Fc(Bt), f(t) = βt, f˜1(t) =
∑+∞
k=−∞ L
2kc
t , f˜2(t) =
∑+∞
k=−∞ L
(2k+1)c
t
is the solution of the Skorokhod problem. Putting the pieces together we obtain the representation (2.1). 
Proof. (of Theorem 6) First, we are going to prove that Sc is a Lévy process. We will check conditions of [13,
Definition 1.6]. Points 2 and 5 are straightforward. Let us prove 1 for the case 0 ≤ t0 < t1 (the case of general
n follows by induction). Sct1 is clearly a stopping time with respect to the filtration of the underlying Brownian
motion. We have Sct2 − Sct1 = inf
{
s ≥ 0 : Y cs+Sct1 − Y
c
Sct1
≥ t2 − t1
}
= inf
{
s ≥ 0 : θSct1 ◦ Y cs ≥ t2 − t1
}
, where θ is
the shift operator. By the strong Markov property we conclude that Sct2 − Sct1 is independent of Sct1 concluding the
proof of 1. A very similar argument covers 3. Finally 4, can be proved by the fact that P
(
L0t > 0
)
= 1 for any
t > 0.
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Further, the proof will use many notions of the theory of Brownian motion. As they are standard, instead of
introducing them formally (which would be very lengthy), we refer the reader to [12].
Process Sc is clearly non-decreasing (i.e. it is a subordinator). Our aim is to calculate its Lévy exponent Φc. To
this end let us denote by n the Ito¯ excursion measure (for details we refer to [12, Chapter XII]). Let ζ denote the
length of the excursion and ρ = inf {s ≥ 0 : |ws| = c} (by w we denote the excursion itself); by convention we put
ρ = +∞ if the defining set is empty. By the Ito¯ decomposition, [12, Theorem XII.2.4] for any q ≥ 0 we have
(2.5) Φc(q) =
ˆ
(0,∞)
(1− e−qy) (n(ρ ∈ dy; ρ < +∞) + n(ζ ∈ dy; ρ = +∞)) =: I1 + I2.
Let us now denote the stopping time τa := inf {s ≥ 0 : Bs = a} for a ∈ R and Px the measure under which the
Brownian motion B starts from x. [3, Proposition 2] suggests that for some constant k > 0 we have
(2.6) I1 = lim
x↘0
I1(x), I1(x) := kx
−1
ˆ
(0,∞)
(1− e−qy)Px(τc ∈ dy; τc < τ0),
and
(2.7) I2 = lim
x↘0
I2(x), I2(x) := kx
−1
ˆ
(0,∞)
(1− e−qy)Px(τ0 ∈ dy; τc > τ0).
Proving these relations is surprisingly lengthy so we postpone it until later. Now we are going to show how they
imply our result. By [6, (8.8)] we have
I1 = k lim
x↘0
x−1Ex(1− e−qτc ; τc < τ0) = k lim
x↘0
x−1
(
W (0)(x)
W (0)(c)
− W
(q)(x)
W (q)(c)
)
,
where W (q)(x) =
√
2/q sinh(
√
2qx) and W (0) = 2x (as indicated in [6, Excercise 8.2 p.233]). Simple calculations
reveal that
I1 = k
(
1
c
−
√
2q
sinh(
√
2qc)
)
.
Similarly, by [6, (8.9)], we have
I2 = k lim
x↘0
x−1Ex(1− e−qτ0 ; τ0 < τc) = k lim
x↘0
x−1
(
Z(0)(x)− Z(0)(c)W
(0)(x)
W (0)(c)
− Z(q)(x) + Z(q)(c)W
(q)(x)
W (q)(c)
)
,
where Z(q)(x) = cosh(
√
2qx) and Z(0)(x) = 1. Performing some standard calculations we get
I2 = k
(√
2q coth(
√
2qc)− 1
c
)
.
We thus have I1 + I2 = k
√
2q tanh(c
√
q/2). The constant k have yet to be determined. This, in principle could
be done using [3] but we shall do this by comparing to results of [9, Theorem 1] in the case of a Brownian motion.
As indicated in Remark 7 we are to study a Lévy process with the exponent q 7→ Φc(c−1q). One easily checks that
limc↘0 Φc(c−1q) = kq which describes a drift process with speed 2k. By [9, Theorem 1] we conclude that k = 1. To
avoid unnecessary notation we will omit writing k in the further part of the proof.
The last step of this proof is justifying (2.6) and (2.7). In both the cases we will introduce two additional
quantities Imi and Imi (x), where i ∈ {1, 2}. The parameter m controls some discretisation which is required to
apply [3, Proposition 2]. We will show that for i ∈ {1, 2} we have
(2.8) lim
m→+∞ I
m
i = Ii,
(2.9) lim
m→+∞ supx∈(0,1/2)
|Imi (x)− Ii(x)| = 0,
(2.10) ∀m lim
x↘0
Imi (x) = I
m
i .
This will be enough to show (2.6) and (2.7). Indeed, we know already that limx↘0 Ii(x) exists, it is enough to find a
sequence {xn}n≥0 such that xn → 0 and Ii(xn)→ Ii. To this end we fix  > 0 and choose m such that |Imi − Ii| ≤ 
and supx∈(0,1/2) |Imi (x)− Ii(x)| ≤ , finally we can find x ∈ (0, 1/2) such that |Imi (x)− Imi | ≤ . For this x we have
|Ii − Ii(x)| ≤ 3. Further reasoning is standard.
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Let us start with (2.7). We define {amk }k∈{−∞,...,+∞} where m ∈ N by
(2.11) amk :=
{(
1− km
)−2
for k ≤ 0,
1 + km for k > 0.
One easily verifies that for any m we have amk ≤ amk+1. By the fact that function x 7→ 1− e−qx is increasing we have
Jm :=
+∞∑
k=−∞
(
1− e−qamk−1
)
n(ζ ∈ [amk−1, amk ); ρ = +∞) ≤ I2 ≤
+∞∑
k=−∞
(
1− e−qamk
)
n(ζ ∈ [amk−1, amk ); ρ = +∞) =: Km.
We are going to prove that limm→+∞Km − Jm = 0 and consequently
(2.12) lim
m→+∞K
m = I2.
We have1
0 ≤ Km − Jm ≤
+∞∑
k=−∞
(
e−qa
m
k−1 − e−qamk
)
n(ζ ∈ [amk−1, amk ))(2.13)
.
0∑
k=−∞
(amk − amk−1)n(ζ ∈ [amk−1, amk )) +
1
m
+∞∑
k=1
e−qa
m
k−1n(ζ ∈ [amk−1, amk )),
where we used
(
e−qa
m
k−1 − e−qamk ) . e−qamk−1(amk −amk−1). By the special choice of sequence am and [12, Proposition
XII.2.8] for some C > 0 we have n(ζ ∈ (amk−1, amk ]) ≤ C/m which holds for k ≤ 0. The first sum can be upper-
bounded by
1
m
0∑
k=−∞
(amk − amk−1) =
1
m
am0 → 0.
The second term of (2.13) is bounded from above by the following integral
1
m
ˆ +∞
1
e−qyn(ζ ∈ dy)→ 0.
We have thus proven (2.12). Now we define the aforementioned Im2 , namely we put
Im2 :=
+∞∑
k=−∞
(
1− e−qamk
)
n(ζ ∈ [amk−1, amk ); amk−1 ≤ ρ).
Obviously, we have Km ≤ Im2 and further we can estimate
0 ≤ Im2 −Km ≤
+∞∑
k=−∞
(
1− e−qamk
)
n(ζ ∈ [amk−1, amk ); ρ ∈ [amk−1, amk ])
≤
ˆ (
1− e−qζ(w)
) +∞∑
k=−∞
1ζ(w)∈[amk−1,amk )1ρ(w)∈[amk−1,amk ]n(dw).
In the last expression we integrate over the space of excursions (we refer the reader to [12, Section XII] for details).
By [12, Proposition XII.2.8] one checks that
´ (
1− e−qζ(w))n(dw) < +∞. The expression
+∞∑
k=−∞
1ζ(w)∈(amk−1,amk ]1ρ(w)∈[amk−1,amk ]
is bounded by 1 and converges point-wise to 0 (for any w). Thus by Lebesgue’s dominated convergence we get that
limm→+∞ Im2 −Km. This and (2.12) yields (2.8).
Now we define the aforementioned Im2 (x) by
(2.14) Im2 (x) :=
+∞∑
k=−∞
(
1− e−qamk
) 1
x
Px(τ0 ∈ [amk−1, amk ); amk−1 ≤ τc).
1From now on notation x . y denotes a situation when there exists a constant C > 0 such that x ≤ Cy and C is irrelevant for
calculations.
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We note that by [3, Proposition 2] every summand converge to the corresponding summand of Im2 . Let us consider
terms with k ≥ 1. We have
1
x
Px(τ0 ∈ [amk−1, amk ]; amk−1 ≤ τc) ≤
Px(τ0 ≥ 1)
x
Px(amk−1 ≤ τc; amk−1 ≤ τ0|τ0 ≥ 1)
. exp
(−Camk−1) ,
for some constant C > 0. Indeed, Px(τ0 ≥ 1) = P0(inft∈[0,1]Wt ≥ −x) ≈ (2/pi)1/2x (see [12, Section III.3.7]).
Secondly, by the strong Markov property Px(amk−1 ≤ τc; amk−1 ≤ τ0|τ0 ≥ 1) ≤ Pc/2(∀t∈[0,amk−1−1]Wt ∈ (0, c)) .
exp
(−C(amk−1 − 1)). The last term is clearly summable, thus Lebesgue’s dominated theorem implies that
lim
x↘0
+∞∑
k=1
1
x
Px(τ0 ∈ [amk−1, amk ]; amk−1 ≤ τc) =
+∞∑
k=1
(
1− e−qamk
)
n(ζ ∈ [amk−1, amk ]; amk−1 ≤ ρ).
Next, we treat the case of k ≤ 0. Using [12, Remark 1 after Proposition III.3.8] we estimate(
1− e−qamk
) 1
x
Px(τ0 ∈ [amk−1, amk ]; amk−1 ≤ τc) ≤
(
1− e−qamk
) 1
x
ˆ amk
amk−1
x
(2piy3)1/2
exp
(
−x
2
2y
)
dy(2.15)
≤
(
1− e−qamk
) amk − amk−1
(amk−1)3/2
≤ a
m
k − amk−1
(amk−1)1/2
.
One checks that amk − amk−1 . (1 − k/m)−3, this implies that the last expression is a sequence summable in k.
Analogously as before we have convergence for
∑0
k=−∞ . . . . Put together they give (2.10).
We notice that Im2 (x) defined in (2.14) can be expressed as
(2.16) Im2 (x) =
ˆ
(0,+∞)
(
1− e−qfm(y)
) 1
x
Px(τ0 ∈ dy; gm(y) ≤ τc),
where gm(y) = amk−1 and f
m(y) = amk whenever y ∈ [amk−1, amk ). We recall I2(x) defined in (2.7) and consider
|Im2 (x)− I2(x)| ≤
ˆ
(0,+∞)
(
e−qy − e−qfm(y)
) 1
x
Px(τ0 ∈ dy; gm(y) ≤ τc)
+
ˆ
(0,+∞)
(
1− e−qy) 1
x
Px(τ0 ∈ dy; τc ∈ [gm(y), y]) =: Jm(x) +Km(x).
We estimate
Jm(x) .
ˆ
(0,1)
e−qy − e−qfm(y)
y
y
x
Px(τ0 ∈ dy) +
ˆ
[1,+∞)
(
e−qy − e−qfm(y)
)
Px(τc ≥ gm(y)|τ0 ≥ 1)dy.
We denote lm(y) := e
−qy−e−qfm(y)
y . One checks that ∀y∈(0,1] we have lm(y) ≤ 2 and limm→+∞ lm(y) = 0. For y ≥ 1
we have e−qy − e−qfm(y) . 1/m and Px(τc ≥ gm(y)|τ0 ≥ 1) . e−Cy. We recall also [12, Remark 1 after Proposition
III.3.8] to get
Jm(x) .
ˆ
(0,1)
lm(y)
1
(2piy)1/2
exp
(
−x
2
2y
)
dy +
1
m
ˆ
[1,+∞)
e−Cydy .
ˆ
(0,1)
lm(y)
(2piy)1/2
dy +
1
m
.
We can see that the last expression does not depend on x and converges to 0 when m→ +∞. We proceed to Km.
We recall that Px(τc ≤ τ0) . x and thus
Km(x) . Px(τc ∈ (gm(τ0), τ0)|τc ≤ τ0).
We observe that the strong Markov property yields Px(τc ∈ (gm(τ0), τ0)|τc ≤ τ0) ≤ Pc(τ0 ≤ 1/m) → 0. This is
enough to conclude that supx∈(0,1)Km(x) → 0 when m → +∞. And thus also (2.9). Having checked that (2.8),
(2.9) and (2.10) hold for i = 2 we conclude (2.7).
Now we turn to (2.6). We use {amk }k∈{−∞,...,+∞} given by (2.11) and define
Im1 :=
∑
l
∑
k>l
(
1− e−qaml
)
n(ρ ∈ [aml , aml+1); ζ ∈ [amk , amk+1)).
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Obviously we have Im1 ≤ I1 and further
I1 − Im1 ≤
∑
l
(
e−qa
m
l − e−qaml+1
)
n(ρ ∈ [aml , aml+1); ρ < +∞)
+
∑
k
(
1− e−qamk
)
n(ρ ∈ [amk , amk+1); ζ ∈ [amk , amk+1)) =: Km + Jm.
We consider Km. We have
Km =
ˆ
lm(y)(1− e−qy)n(ρ ∈ dy; ρ < +∞),
where lm(y) :=
(
e−qf
m(y) − e−qgm(y)) /(1− e−qy). We have
(2.17)
ˆ
(0,+∞)
(1− e−qy)n(ρ ∈ dy; ρ < +∞) =
ˆ
(0,+∞)
qe−qyn(ρ ≥ y; ρ < +∞)dy < +∞,
where the last estimate follows by n(ρ ≥ y; ρ < +∞) ≤ n(ζ > y) . y−1/2, which is asserted in [12, Proposition
XII.2.8]. It is also easy to verify that supy>0 lm(y) ≤ C for some C > 0 and that lm → 0 point-wise. Dominated
Lebesgue’s theorem implies Km → 0. To deal with Jm one checks that 1− e−qgm(y) . 1− e−qy
Jm .
ˆ
(0,+∞)
(
1− e−qy)n(ρ ∈ dy; ζ ∈ [gm(y), fm(y))dy
≤
ˆ
(0,)
(
1− e−qy)n(ρ ∈ dy)dy + ˆ
(,+∞)
n(ρ ∈ dy; ζ ∈ [gm(y), fm(y))dy.
The measure n is finite on the set ρ ≥  hence the second term converges by the Lebesgue dominated theorem (as
the conditions converge to 0). Further, by (2.17), the first integral is equal to some C() > 0, which lim→0 C() = 0.
The above facts are enough to conclude that Jm → 0. In this way we have established (2.8).
Now we define the approximation sequence Im1 (x) by
(2.18) Im1 (x) :=
∑
l
∑
k>l
(
1− e−qaml
) 1
x
Px
(
τc ∈ [aml , aml+1); τ0 ∈ [amk , amk+1)
)
.
We are going to show (2.10). To this end we define
Im1 (x;h) =
h∑
l=−h
h∑
k=l+1
(
1− e−qaml
) 1
x
Px
(
τc ∈ [aml , aml+1); τ0 ∈ [amk , amk+1)
)
, h ∈ {2, 3, . . .} .
Each of Im1 (x;h) contains only finite number of terms so by [3, Proposition 2] we have
lim
x↘0
Im1 (x;h) =
h∑
l=−h
h∑
k=l+1
(
1− e−qaml
)
n
(
τc ∈ [aml , aml+1); τ0 ∈ [amk , amk+1)
)
.
To conclude (2.10) we are going to show that for any fixed m we have
(2.19) lim
h→+∞
sup
x
(Im1 (x)− Im1 (x;h)) = 0.
Firstly, we notice that
+∞∑
k=h
∑
l≤k
(
1− e−qaml
) 1
x
Px
(
τc ∈ [aml , aml+1); τ0 ∈ [amk , amk+1)
) ≤ +∞∑
k=h
∑
l≤k
1
x
Px
(
τ0 ∈ [amk , amk+1)
) ≤ Px (τ0 ≥ amh )
x
.
The last term converges to 0 with h→ +∞ uniformly in x. Next, we treat∑
l≤−h
h∑
k=l+1
(
1− e−qaml
) 1
x
Px
(
τc ∈ [aml , aml+1); τ0 ∈ [amk , amk+1)
) ≤ ∑
l≤−h
1
x
Px
(
τc ∈ [aml , aml+1); τ0 ≥ τc
)
≤ 1
x
Px
(
τc ≤ am−h; τ0 ≥ τc
)
.
We are now to analyze the last expression. By the strong Markov property we have
1
x
Px
(
τc ≤ am−h; τ0 ≥ τc
) ≤ 1
x
Px
(
τc ≤ am−h; τ0 ≥ τc/2
)
=
Px(τ0 ≥ τc/2)
x
Px
(
τc ≤ am−h|τ0 ≥ τc/2
)
=
Px(τ0 ≥ τc/2)
x
Pc/2(τc ≤ am−h − τc/2) . Pc/2(τc ≤ am−h)→ 0.
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We notice that the last expression does not involve x, thus we again we have obtained convergence uniform in x
and finish the proof of (2.19) and consequently (2.10).
Our final task is (2.9). We recall (2.6) and we decompose
I1(x) =
∑
l
∑
k>l
ˆ
[aml ,a
m
l+1)
(
1− e−qy) 1
x
Px
(
τc ∈ dy; τ0 ∈ [amk , amk+1)
)
+
∑
k
ˆ
[amk ,a
m
k+1)
(
1− e−qy) 1
x
Px
(
τc ∈ dy; τc ≤ τ0; τ0 ∈ [amk , amk+1)
)
.
We recall (2.18) and consider
|Im1 (x)− I1(x)| .
∑
l
∑
k>l
ˆ
[aml ,a
m
l+1)
(
e−qa
m
l − e−qaml+1
) 1
x
Px
(
τc ∈ dy; τ0 ∈ [amk , amk+1)
)
+
∑
k
(
1− e−qamk+1
) 1
x
Px
(
τc ∈ [amk , amk+1); τc ≤ τ0; τ0 ∈ [amk , amk+1)
)
=: Jm(x) +Km(x).
We deal with the first term as follows
Jm(x) .
∑
l
∑
k>l
ˆ
[aml ,a
m
l+1)
(aml+1 − aml )
1
x
Px
(
τc ∈ dy; τ0 ∈ (amk , amk+1]; τc/2 ≤ τ0
)
.
∑
l
∑
k>l
ˆ
[aml ,a
m
l+1)
(aml+1 − aml )Px
(
τc − τc/2 ∈ dy; τ0 + τc/2 ∈ (amk , amk+1]|τc/2 ≤ τ0
)
. max
l
(aml+1 − aml ).
Obviously the last expression independent of x and convergences to 0. Similarly, one can estimate
Km(x) .
∑
k
Pc/2
(
τc ∈ (amk , amk+1]; τ0 ∈ (amk , amk+1]
)
.
It is easy to see that this converge to 0. In this way we have shown (2.9). This completes the proof. 
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