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We introduce the concept of super universality in quantum Hall liquids and spin liquids. This
concept has emerged from previous studies of the quantum Hall effect and states that all the funda-
mental features of the quantum Hall effect are generically displayed as general topological features
of the θ parameter in nonlinear σ models in two dimensions.
To establish super universality in spin liquids we revisit the mapping by Haldane who argued that
the anti ferromagnetic Heisenberg spin s chain in 1+1 space-time dimensions is effectively described
by the O(3) nonlinear σ model with a θ term. By combining the path integral representation for the
dimerized spin s = 1/2 chain with renormalization group decimation techniques we generalize the
Haldane approach to include a more complicated theory, the fermionic rotor chain, involving four
different renormalization group parameters. We show how the renormalization group calculation
technique can be used to lay the bridge between the fermionic rotor chain and the O(3) nonlinear
σ model with the θ term.
As an integral and fundamental aspect of the mapping we establish the topological significance of
the dangling spin at the edge of the chain. The edge spin in spin liquids is in all respects identical to
themassless chiral edge excitations in quantumHall liquids. We consider various different geometries
of the spin chain such as open and closed chains, chains with an even and odd number of sides. We
show that for each of the different geometries the θ term has a distinctly different physical meaning.
We compare each case with a topologically equivalent quantum Hall liquid.
PACS numbers: 73.43.-f, 75.10.Jm, 11.10.Kk, 64.60.Ak
I. INTRODUCTION
The topological concept of an instanton vacuum in scale invariant theories is one of the outstanding strong coupling
problems in physics that to date has generally not been understood 1. Perhaps the most interesting and profound
application of this concept is found in the theory of the Quantum Hall Effect (QHE)2. The otherwise somewhat
obscure instanton angle θ has a clear physical significance in this case. It represents a physical observable, namely
the Hall conductance.
The advances3,4 made over many years have resulted in a clear physical understanding of the θ dependence in the
Grassmannian U(M +N)/U(M)×U(N) non-linear σ model (NLSM) in terms of quantum Hall physics. In dramatic
contrast to the standard lore which states that in this problem the replica limit (i.e. M,N → 0) is all-important,
one can now say that the fundamental features of the QHE are all displayed as super universal topological features
of the instanton vacuum, independent of the details such as the number of field components (replica’s) M and N
in the theory. The list of super universal topological features includes the existence of gapless excitations at θ = π,
the appearance of massless chiral edge excitations as well as the existence of robust topological quantum numbers
that explain the observability and precision of the QHE. These fundamental strong coupling aspects of the instanton
vacuum should not be confused with the concept of ordinary universality. Ordinary universality applies solely to the
details of the critical behaviour at θ = π which may in principle vary as one varies the number of field components
in the theory. Following the standard phenomenology of critical phenomena one may associate different universality
classes with different values ofM and N . The various different aspects of the Grassmannian U(M+N)/U(M)×U(N)
theory with varying values of M and N are encapsulated in the renormalization group flow diagrams of Fig. I. The
super universal features are represented by the infrared stable fixed points at θ = 2πk, as well as the the unstable
fixed points at θ = π(2k+1) which generally describe gap-less excitations or a divergent correlation length in the bulk
of the system.
It is important to emphasize that the discovery of massless edge excitations has a major impact on our general
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FIG. 1: The renormalization group flow diagram for different values of M and N in the σxx, σxy conductance plane. Here,
σxx = 1/2g and σxy = θ/2π where g denotes the coupling constant and θ the instanton angle. (a) The unstable fixed points
along the lines σxy = n + 1/2 may have a critical value σ
∗
xx = 0 as found in the large N expansion of the CP
N−1 model
or, equivalently, SU(N)/U(N − 1). (b) The value σ∗xx is finite but with a marginally irrelevant direction (σxx > σ
∗
xx) and a
marginally relevant (σxx > σ
∗
xx) direction respectively. This behaviour is expected for M = N = 1 or SU(2)/U(1) ⋍ O(3). (c)
The critical point has a finite σ∗xx and is stable along the entire σxy = n + 1/2 axis. This behaviour is typical for the theory
with a small number of field components 1 & M,N ≧ 0.
understanding of the instanton vacuum at strong coupling 5,6. It has resulted in a fundamental revision3 of commonly
accepted but conflicting ideas and expectations that were all based on extended previous work on an “exactly” solvable
limit of the theory, the large N expansion of the CPN−1 model7. These historical analyzes have set the stage for
the θ dependence in an overwhelming majority of Grassmannian U(M +N)/U(M)× U(N) NLSM’s, presumably all
integers M and N larger than unity, for which the physics at large distances is likely to be the same. Assuming
the historical results and claims to be true, however, then none of the aforementioned super universal features of the
instanton vacuum would actually exist. This dramatic conflict between the historical claims and the physics of the
QHE has spanned the subject of an instanton parameter θ for a very long time. It is just one of the reasons why it
has proven to be so difficult in this field to pursue the right physical ideas as well as the appropriate mathematical
questions.
It so turned out that much of the historical large N analysis is fundamentally incorrect3. For one thing, the
topological subtleties of the “edge” in this problem have been entirely overlooked and, along with that, the most
relevant part of the excitation spectrum, namely the gap-less bulk excitations that generally exist at θ = π. Much of
the dilemma is due to the fact that although the topological phase transition at θ = π may formally be a first order
one, the system can nevertheless exhibit a diverging correlation length and, hence, display all the characteristics of
a continuous, second order transition. In any case, in dramatic contrast to what the historical analyzes were saying
or trying to say, the large N expansion, as it now stands, is one of the very rare and interesting examples where the
super universal strong coupling features of the instanton vacuum concept can be fully explored and demonstrated in
great detail.
In this paper we investigate the super universality concept in a somewhat different physical context, the one
dimensional anti-ferromagnetic Heisenberg spin chain (HSC). In 1983 Haldane8 argued that the HSC, in the limit of
3large spin s, is effectively described by the SU(2)/U(1) ⋍ O(3) NLSM with a θ term. On the basis of this mapping
(in brief Haldane mapping) Haldane predicted that the HSC with s = 1 has a mass gap whereas for s = 1/2 the chain
is known to be gapless. Subsequently, Affleck9 extended the argument to include the dimerized Heisenberg spin chain
(DSC). For the DSC the parameter θ becomes, like in the theory of the QHE, a continuously varying parameter. The
relevant variable in the case is the so-called dimerization parameter κ.
As a general remark we can say that Haldane conjecture for spin chains naturally emerges from the renormalization
group flow diagram as it was obtained from the studies of the QHE (Fig. Ib). In so far as one can trust the Haldane
mapping for more complicated situations such as the DSC for arbitrary s, dimerized SU(N) spin chains etc., one
proceed along similar lines and obtain the global phase diagram of the spin system from the flow diagram of the
corresponding NLSM.
Unfortunately, the Haldane mapping has in general not been understood well enough to facilitate an unambiguous,
one-to-one mapping between the spin chain and continuum field theory, i.e. the NLSM in the presence of the θ term.
While the theory near the θ = π (κ = 1) has been extensively studied in the context of both the DSC10 and the O(3)
NLSM11 nobody has as of yet recognized that both models display all the fundamental strong coupling features of the
QHE. The complications in the Haldane mapping are clearly reflected by the fact that even to date some unresolved
issues have remained such as the difference between spin chains with an even and an odd number of spins. A related
problem is the peculiar role played by the dangling spin at the edge of the chain. In all these cases it is not quite
understood how the Haldane mapping should be carried out, or what the θ term in the O(3) NLSM actually stands
for. In face of the various approximation schemes that are involved such as the large s expansion, the continuum
limit etc. it is not always clear which features of the quantum spin chain are captured by continuum field theory and
which are due to, say, the lattice.
The principal objective of this paper is to revisit the Haldane mapping of the DSC and investigate whether it can
be used, like the large N expansion of the CPN−1 model, as an explicit example for demonstrating the super universal
features of the instanton vacuum. We are interested, in particular, in the specific mechanism that is responsible for
the generation of robust topological quantum numbers, i.e. the QHE itself.
In order to achieve our goals we shall begin in Section II with a review of edge excitations in the Grassmannian
NLSM as well as the simple example of a single Heisenberg spin in a magnetic field B. From the path integral
representation (PIR) we readily establish the fact that the dynamics of the isolated spin is exactly described by the θ
term (solid angle term) that one normally would associate with the O(3) NLSM. The time correlations that we obtain
precisely correspond to those obtained earlier, describing the massless chiral edge modes in quantum Hall systems.
This clearly indicates that the dangling spins at the edge of the chain, just like the edge currents in quantum Hall
systems, are responsible for the low energy dynamics of the instanton vacuum in strong coupling. It is important
to remark, though, that our phrase “edge correlations” is not obviously related to the chiral edge boson approach in
1 + 1 space-time dimensions that one usually associates with the QHE. Although one deals with essentially the same
physical phenomenon, the formal equivalence between the two theories is by no means any obvious and the matter
has been addressed in great detail in Refs 5 and 6.
The results for the single spin motivate us to proceed and investigate the Haldane mapping for spin chains with and
without an edge in Section III. We consider the closed chain, open chains with an even/odd number of spins as well
as the half infinite chain and establish their topological differences. These differences are reflected by the fact that for
each case the θ parameter in the continuum field theory has a distinctly different physical meaning. For specificity
we shall associate topologically distinct quantum Hall systems with each of the geometrically different spin chain in
Section IV.
Armed with these insights we next address the various strong coupling aspects of the Haldane mapping in greater
detail. We focus the attention primarily on the problem of weakly coupled dimers where one naively would expect
that the Haldane mapping can no longer be trusted. To deal with this problem in all its generality we set up in
Section V an exact renormalization group decimation scheme that can be applied directly to the PIR of the DSC.
Here, the phrase exact means that in the limit of completely decoupled dimers the renormalization group equations
can be systematically expanded order by order in the small dimerization parameter κ. The important advantage of
this scheme is that it can be applied to all geometrically different spin chains under consideration (open and closed
spin chains etc.).
Next we specify to the s = 1/2 case and obtain explicit results from the decimation procedure. These reveal several
novel and important aspects of the problem that ultimately lay the bridge between the DSC and continuum field
theory.
1. First of all, the renormalization group takes us away from the pure DSC and the system “flows” into a more
general dimerized chain, termed the fermionic rotor chain (FRC). Unlike the DSC, the FRC involves in total
four different coupling constants κ1, ..κ4 rather than the dimerization parameter κ alone.
2. The renormalization group equations can be solved exactly, the solution indicating that the FRC has a massive
4fixed point as expected. However, the mass gap of the FRC is actually a highly nonperturbative expression in
the coupling constants.
3. The decimation procedure dynamically generates a dangling spin with s = 1/2 at the edge of the chain. The
renormalization group procedure demonstrates explicitly that the spin at the edge becomes completely decoupled
from the bulk only after a sufficiently large number of iterations.
4. Guided by the results of the decimation procedure we next derive in Section VI the NLSM in the presence of
the θ term, describing the low energy dynamics of the FRC. The derivation proceeds analogous to the Haldane
mapping. We make use of the fact that the two rotors on each dimer are almost anti-parallel. The deviation
from being anti-parallel are then the “hard” fields which are integrated out. As the final step we perform the
continuum limit which then leads to explicit expressions of the NLSM parameters (the coupling constant g and
the instanton angle θ) in terms of the FRC parameters κ1, ....κ4.
5. At this stage of the analysis all the results that we have obtained become simultaneously important. First of all
the renormalization group equations of the FRC directly imply that the NLSM parameters g and θ are running
parameters with length scale. Hence, our results explicitly display the important feature of θ renormalization.
Secondly, the effective NLSM action associated with the “massive” fixed points of the FRC precisely describes
the time correlations of the dangling spin at the edge or, equivalently, massless chiral edge excitations in quantum
Hall systems. Thirdly, the general renormalization group scenario that emerges, in the inverse coupling constant
1/g versus θ plane, explicitly demonstrates how the QHE emerges as a super universal strong coupling feature
of the instanton vacuum. We identify the Hall conductance in the system and show that it is robustly quantized
with corrections that are exponentially small in the size of the chain. We end this paper with a conclusion in
Section VII.
II. PHYSICS AT THE EDGE
A. The strong coupling limit
Within the replica field theory approach to localization problems the low energy dynamics of quantum Hall regime
is described by the Grassmannian U(N +M)/U(N)× U(M) NLSM. The effective action is defined as follows2
S[Q] = −1
8
σ0xx
∫
d2xtr(∇Q)2
+
1
8
σ0xy
∫
d2x tr ǫijQ∂iQ∂jQ
+πρ0ω
∫
d2xtrΛQ. (1)
The field variable Q(x) can be represented according to
Q = T−1ΛT, T ∈ U(N +M) (2)
where Λ is a diagonal matrix with N diagonal elements equal to 1 and the other M equal to −1
Λ =
(
1N 0
0 −1M
)
. (3)
The results for the electron gas are obtained by taking the replica limit N,M → 0 at the end of all computations.
As mentioned earlier, the coupling constants σ0xx and σ
0
xy are dimensionless quantities representing the mean field
longitudinal and Hall conductances respectively. The quantity ρ0 is the density of electronic levels and ω is the external
frequency that is normally used to regulate the infrared of the system.
To study the theory in the DC limit (ω = 0) we have to specify the boundary conditions satisfied by the Q fields.
As always, this has to be decided by the physics of the system under consideration. It was shown 3,4,5,6 that “free”
boundary conditions (i.e. no boundary conditions on the matrix field variables Q) implies the existence of massless
chiral edge excitations. In this Section we briefly review these ideas and show that they resolve some of outstanding
strong coupling problems associated with the topological concept of an instanton vacuum.3,4
51. Fractional topological charge and chiral edge excitations
The most important consequence of free boundary conditions is that the topological charge C[Q] of the theory is
not quantized. By writing an arbitrary matrix field Q as follows,
Q = t−1Q0t, (4)
where Q0 has a fixed value at the edge, say Λ, and t represents the fluctuations about these special boundary
conditions. Then in general we can write,
C[Q] ≡ 1
16πi
∫
d2x tr ǫijQ∂iQ∂jQ (5)
= C[Q0] + C[q]. (6)
Here, C[Q0] is by construction integer quantized. The quantity C[q] with q = t−1Λt represents the fractional part and
without loss of generality we can write −1/2 ≤ C[q] < 1/2.
The fundamental significance of the fractional charge C[q] becomes particularly transparent if we consider the special
case where the Fermi energy of the electron gas lies in a Landau gap. Examining this physical situation is important
since it corresponds to the naive strong coupling limit of the theory obtained by putting σ0xx = ρ0 = 0 and σ
0
xy = k
with the integer k denoting the number of completely filled Landau bands. The action becomes simply
S[Q] =
k
8
∫
d2x tr ǫijQ∂iQ∂jQ (7)
which can be written as
S[Q] = 2πik C[Q0] + k
2
∮
d~x · tr(Λt∇t−1) (8)
The significance of the integer valued Hall conductance σ0xy = k is now clear. In particular, since σ
0
xx = 0 the theory
renders completely insensitive to the field configurations Q0 that have an integer quantized topological charge. These
configuration are generally identified as the bulk excitations of the theory. The action solely depends only on the
fluctuating matrix fields t along the one dimensional edge of the system. Hence, one can generally identify the edge
excitations of the system with those matrix field configurations that carry a fractional topological charge.
It turns out that the complete expression for the effective action along the edge is given by3,4
S[t] =
k
2
∮
d~x · tr(Λt∇t−1) + ωρedgetrΛq. (9)
Here, the quantity ρedge indicates that although the density of levels is zero in the bulk there nevertheless exists a
finite density of electronic levels at the edge of the system that can carry the Hall current.
2. Chiral edge fermions and chiral edge bosons
It should be emphasized that the action for the edge (Eq. 9) was originally obtained as a special case of a bulk
theory that does not involve any explicit knowledge on the microscopic details of the edge of the electron gas.2 It can
remarkably be shown, however, that Eq. (9) is completely equivalent to a system of disordered chiral fermions that
are confined at the edge of the system.3 The replicated chiral fermion action SCF is given in terms of k independent
edge modes according to
SCF (V ) =
∫ k∑
jj′=1
trΨ†j
[
−ivd∂x + V jj
′
+ iωΛ
]
Ψj′ . (10)
Here, Ψj and Ψ
†
j represent (N +M)-component vectors of fermion fields which can be written as
[
ψ
(+)
jα (x), ψ
(−)
jβ (x)
]
and
[
ψ¯
(+)
jα (x), ψ¯
(−)
jβ (x)
]†
respectively with α = 1, 2, ...N and β = 1, 2, ...M . The hermitian matrices V jj
′
(x) are
randomly distributed potentials (with a Gaussian weight) that facilitate scattering between the edge channels labeled
by j and j′.
6The equivalence of Eqs (10) and (9) can formally be demonstrated on the basis of the standard techniques using
the Hubbard-Stratonovich transformation. However, an important aspect of chiral electrons is that the quenched
randomness such as V jj
′
can be “gauged away”. This means that the “gauge invariant” correlations of the system
can be computed in a trivial and exact manner simply by putting the random matrices V jj
′
in Eq. (10) equal to zero.
Several important examples are as follows3
〈qpp′αβ (x)〉q = ρ−1edge
k∑
j=1
〈ψ¯pjα(x)ψp
′
jβ(x)〉CF = (Λ)pp
′
αβ . (11)
Here, the expectations < ... >q and < ... >CF are with respect to the theory of Eq. (9) and Eq. (10) with V
jj′ = 0
respectively. Furthermore, we have made use of the following relation between the density of edge levels ρedge and
the drift velocity vd of the chiral electrons
ρedge = m/vd. (12)
Eq. (11) surprisingly shows that the continuous U(N +M)/U(N) × U(M) symmetry is permanently broken at the
edge of the system, independent of the values of N and M . The higher order correlation functions can be computed
along similar lines. The only non-vanishing two point function is given by3
〈q−+αβ (x)q+−αβ (y)〉q
= ρ−2edge
k∑
jj′=1
〈ψ¯(−)jα (x)ψ(+)jβ (x)ψ¯(+)j′α (y)ψ(−)j′β (y)〉CF (13)
= kϑ(x− y)e−2ωρedge(x−y) (14)
for x 6= y and ϑ denoting the Heaviside step function. This result clearly shows that in the limit ω = 0 the theory is
length scale independent and, hence, our one dimensional edge theory is a critical theory.
In summary we can say that the instanton vacuum displays massless chiral edge excitations. This remarkable and
exactly solvable feature is independent of the number of field components (replica’s) N and M in the theory. We have
focused so far on the “naive” strong coupling limit of the theory which in the language of the electron gas corresponds
to the very special case of integer filling fractions ν = k where the system displays an energy gap or Landau gap.
In the next Section we will show, however, that the result of Eq. (9) actually has a much broader range of validity
and quite generally emerges as the critical fixed point action of the quantum Hall state. Although experimentally
well established, the quantum Hall state says something highly non-trivial and remarkably general about the strong
coupling features of the instanton vacuum concept that previously have remained concealed.
3. Quantization of the Hall conductance
To address the theory in all its generality it is necessary to find a way in which the massless edge modes t are
unambiguously separated from the distinctly different bulk matrix field variables Q0. This separation becomes im-
mediately transparent once it is recognized that the mean field quantity σ0xy can generally be expressed as the sum
of an integer quantized “edge” piece k and an unquantized “bulk” piece θbulk. Working for simplicity in the limit of
strong magnetic fields B then σ0xy is identical to the filling fraction
2 ν such that we can write
σ0xy ≡ ν = k(ν) + θbulk(ν)/2π. (15)
where
k(ν) ∈ Z, − π ≤ θbulk(ν) < π (16)
In Fig. 2 we sketch the k(ν) and θbulk(ν) with varying ν. To see how the split in Eq. (15) facilitates a general
discussion of the theory on the strong coupling side we first consider the topological piece of the action which now
can be written as follows
1
8
σ0xy
∫
trǫijQ∂iQ∂jQ = 2πiσ
0
xyC[Q]
= 2πi {k(ν) + θbulk(ν)/2π} {C[Q0] + C[q]}
= 2πik(ν)C[q] + iθbulk(ν)C[Q]. (17)
7FIG. 2: The quantity σ0xy = ν is the sum of a quantized edge part k(ν) and an unquantized bulk part θ(ν) .
In the last step we have left out the term 2πik(ν)C[Q0] since it gives rise to phase factors which are not of interest to
us. On the basis of this result we can split the action S[Q] into an edge piece and a bulk piece as follows
S[Q] = Sedge[q] + Sbulk[Q] (18)
Sedge[q] = 2πik(ν)C[q] = k(ν)
2
∮
trt∂xt
−1Λ (19)
Sbulk[Q] = −1
8
σ0xx(ν)
∫
tr(∇Q)2 + iθbulk(ν)C[Q]. (20)
Notice that in the very special case of an integer valued filling fraction ν the bulk part of the action Sbulk is trivially
equal to zero and we recover the results of the previous Section. On the other hand, to deal with the general situation
of arbitrary ν we must perform the integration over the bulk matrix field variables Q0. Provided the edge matrix field
variables q obey the classical equations of motion in the bulk of the system one can express the results in terms of an
effective action
eS
′
bulk[q] =
∫
∂V
D[Q0]e
Sbulk[t
−1Q0t]. (21)
The subscript ∂V reminds us of the fact that the functional integral has to be performed with a fixed value Q0 = Λ
at the edge. Next, on the basis of very general symmetry considerations 3 one concludes that the effective action
S′bulk[q] has to be of the form
S′bulk[q] = −
1
8
σ′xx
∫
tr(∇q)2 + iθ′bulkC[q]. (22)
The total effective action for the edge field variable q becomes
Seff [q] = S
′
edge[q] + S
′
bulk[q] (23)
= −1
8
σ′xx
∫
tr(∇q)2 + 2πi(k(ν) + θ′bulk/2π)C[q].
(24)
Here, the quantities σ′xx and σ
′
xy = k(ν) + θ
′
bulk/2π are identified as the macroscopic transport coefficients of the
system, i.e. the Kubo formulae for the longitudinal and Hall conductance respectively.2
8In spite of the fact that Eqs (21) and (22) are extremely complicated expressions as they stand, they nevertheless
provide a profound and general framework that is needed for a microscopic understanding of the quantum Hall effect.
For example, since the non-linear σ model is known to be asymptotically free in two dimensions for all non-negative
integer values of N and M , one generally expects the theory to dynamically develop a mass gap in the limit of large
distances. On the other hand, from the definition of σ′xx and θ
′
bulk we clearly see that these quantities play the role of
response parameters that measure the sensitivity of the bulk of the system to an infinitesimal change in the boundary
conditions. These quantities should therefore render exponentially small in the system size L provided the bulk of
the system displays a mass gap or a finite correlation length (localization length) ξ. Putting the various different
statements together we obtain the following general expressions for the quantum Hall effect
σ′xx = O(e−L/ξ) (25)
σ′xy = k(ν) + θ
′
bulk/2π
= k(ν) +O(e−L/ξ). (26)
It now is clear why the critical edge excitations play such a fundamental role in this problem. Following Eq. (24) we
see that the effective action of the quantum Hall state precisely equals the action for massless chiral edge excitations
Sedge. This explains why the quantity k(ν) entering the expression for the Hall conductance (Eq. 26) is length scale
independent and, hence, quantized. This is quite unlike the bulk part of the Hall conductance θ′bulk/2π which probes
the mass gap in the bulk of the system. This quantity therefore determines the corrections to exact quantization
which, as mentioned above, are exponentially small in the system size.
Notice that nothing much of the argument seems to depend on the specific application of the instanton vacuum
that one considers. One therefore expects that the theory generically displays the principal aspects of the quantum
Hall effect, independent of the values of N and M . It is important to emphasize, however, that none of these general
strong coupling features of the theory have previously been recognized, in particular the fundamental significance
of θ renormalization. It is therefore extremely important to have certain explicit examples of an instanton vacuum
where the statements of Eq. (26) can be explored and investigated in detail. The rest of this paper will be devoted to
developing a formalism that enables us to analytically access the strong coupling quantum Hall fixed points.
We end this Section with several remarks. First of all, it should be mentioned that the statement of Eq. (15) has
a quite general significance which is not limited to strong coupling phenomena alone. In fact, both the motivation
and justification of the split in σ0xy is provided by the detailed knowledge obtained from the “observable” parameters
σ′xx and θ
′
bulk in the weak coupling regime. The results can generally be expressed in terms of renormalization group
β functions according to 4
σ′xx = σ
0
xx +
∫ λ′
λ0
dλ
λ
βσ(σxx, θbulk) (27)
θ′bulk = θ
0
bulk +
∫ λ′
λ0
dλ
λ
βθ(σxx, θbulk). (28)
Here, the λ′ and λ0 denote the length scales that are generally associated with the observable theory σ
′
xx, θ
′
bulk and
bare theory σ0xx, θ
0
bulk = θbulk(ν) respectively. By using otherwise very general statements of symmetry one can show
that the β functions can be written in terms of an infinite trigonometric series in discrete topological sectors of the
theory according to
βσ =
dσxx
d lnλ
=
∞∑
n=0
fn(σxx) cosnθbulk (29)
βθ =
dθbulk
d lnλ
=
∞∑
n=1
gn(σxx) sinnθbulk (30)
These results tell us that the lines θbulk = ±π and θbulk = 0 are invariant under the action of the renormalization
group. On the other hand, an explicit computation of the lowest order terms in the series leads to the following
results4
f0(σxx) = −(N +M)− NM +N +M
σxx
+O(σ−2xx ) (31)
f1(σxx) = 2πg1(σxx) = −DN,Mσxxe−2piσxx (32)
where the positive quantity DN,M is determined by the instanton determinant.
4 These results clearly indicate that the
renormalization group flow is toward the strong coupling fixed point σxx = θbulk = 0 which is stable in the infrared.
9Notice that the β functions can also be written in terms of the Hall conductance σxy simply by replacing θbulk/2π
by k(ν)+ θbulk/2π. This leads to the well known statement which says that the renormalization group flow is periodic
in σxy. This statement, however, is equivalent to the following statement which says that
dk((ν)
d lnλ
= 0. (33)
As we have seen earlier, the true justification of this result and, hence, of the aforementioned periodicity statement
in the σxx, σxy conductance plane lies in the critical behavior of the edge of the instanton vacuum. This changes the
meaning of Eq. (33) into that of a critical fixed point.
B. Edge spins
For the rest of this paper, we will focus on the N = M = 1 case. The group, SU(N +M) is then SU(2) and the
Grassmannian is the 2-sphere. Q parameterizes the points on a 2-sphere and we can write it as,
Q = nˆ · ~τ (34)
Where nˆ is a unit vector. The fractional part of the θ term is the solid angle of the curve traced out on the sphere by
nˆ as it goes around the edge. The action (7) can be written as,
S[Q] = is
∫
d2x nˆ · ∂xnˆ× ∂ynˆ+ 2πρedgeωn3 (35)
with s = m2 . This is exactly the action obtained for the problem of a spin-s system
12,13, if the Euclidean time of the
spin system is identified with the coordinate that parameterizes the edge, say x. The other coordinate, y, that goes
into the bulk plays the role of the fictitious dimension that it is necessary to introduce in the spin problem in order
to write down a globally well defined action.
The path integral for spin systems is standardly derived using spin-coherent states12,13. The spin-s system is an
irreducible representation of the angular momentum algebra,[
Ja, Jb
]
= iǫabcJc (36)
JaJa|ψ〉 = s(s+ 1)|ψ〉
The states can be labeled by the eigenvalue of J3,
J3|M〉 =M |M〉, M = −s, ..., s (37)
The spin coherent states are defined as,
|Q〉 = T | − s〉 (38)
Where, T ∈ SU(2). The little group of the state | − s〉 is U(1). So the states are in one-to-one correspondence with
points on the 2-sphere. They are labeled by Q = −Tτ3T−1. If we take the Hamilton to be,
H = 4π
ρedge
2s
J3 (39)
Then the path integral representation for the partition function is,
Z = tre−LH (40)
=
∫
D [Q(x)] e−S[Q(x)] (41)
Where dQ denotes a normalized measure on the two sphere and the action is given by Eq. (35). Hence the edge theory
defined by the action in Eq. (7), is exactly equivalent to a spin-m2 system with the Hamiltonian given by (39). The
correlation functions of the Q fields can be expressed in the operator formalism as,
sn〈Qp1p′1(x1)...Qpnp′n(xn)〉 = tr
(
e−LHTx
(
Jp1p′1(x1)...
...Jpnp′n(xn)
))
, (42)
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where Jpp′ ≡ Jaτapp′ . The (euclidean) equations of motion are easily solved,
J3(x) = J3(0) (43)
J+(x) = J+(0)e
ω
vd
x
(44)
J−(x) = J−(0)e
− ω
vd
x
(45)
The only non-zero two point function at L =∞ is easily computed to be,
〈Q−+(x1)Q+−(x2)〉 = mθ(x1 − x2)e−2
ω
vd
(x1−x2) (46)
which is exactly the result in Eq.(14). Thus we have shown that the critical edge action and correlation functions
obtained in the bare strong coupling limit is exactly the same as that of a single spin-m2 system for N = M = 1.
These results can be generalized for all N and M . We will be presenting the results in a forthcoming publication.
III. DIMERIZED SPIN CHAINS
The results of the previous Section implies that the bare strong coupling limit of the NLSM is exactly equivalent
to the low energy physics of spin-m2 dimerized spin chain (DSC), in the strong dimerization limit. We first consider
the case of semi-infinite DSC’s and will discuss the case of finite chains later. The Hamiltonian is,
HDSC =
∞∑
I=0
J (S2i · S2i+1 + κS2i+1 · S2i+2) . (47)
At κ = 0, the model consists of decoupled dimers and is trivially solved. All dimers being in the singlet state
constitutes the ground state. Any one of the dimers being in the triplet state constitute the lowest energy excitations.
Thus the system has a gap equal to J and there are no excitations at energy scales small compared to J .
At κ = ∞ also, the model decouples. The Hamiltonian can be written in a dual representation where the roles of
the ‘dimers’ and the ‘weak bonds’ get interchanged (see Fig. 3),
H˜DSC =
∞∑
i=0
J˜ (κ˜ S2i · S2i+1 + S2i+1 · S2i+2) . (48)
where we have defined κ˜ ≡ 1κ , J˜ ≡ κJ . Thus κ = ∞ ⇔ κ˜ = 0. The system now decouples into a set of dimers and
a free spin at the edge. The dynamics at energy scales small compared to J will therefore be that of the free spin at
the edge (see Fig. 3b).
Thus, consistent with the Haldane mapping, the low energy physics of the DSC at κ = 0 and κ = ∞ is the same
as that of the NLSM at σxx = 0 = σxy and σxx = 0, σxy = m respectively. In the former case both models have no
low energy dynamics and in the latter case both have low energy dynamics confined to edge with identical correlation
functions.
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A. Haldane mapping with an edge
The above validation of the Haldane mapping in the strong coupling limit is of course somewhat trivial at this
stage. We will later be developing formalism to justify the mapping at non-zero values of κ(κ˜). In this section we
will perform the Haldane mapping, with the standard approximations, of the semi-infinite DSC to the NLSM with an
edge. We point out some features and also discuss the approximations involved.
For κ ≤ 1, it is useful to change the labeling of the spins and denote,
SI,1 ≡ S2I ,
SI,2 ≡ S2I+1. (49)
The Hamiltonian is then written as,
H = J
[
∞∑
I=0
SI,1 · SI,2 + κ
∞∑
I=0
SI,2 · S(I+1),1
]
. (50)
For κ ≥ 1, we denote,
SE ≡ S0,
SI,1 ≡ S2I+1,
SI,2 ≡ S2I+2. (51)
The Hamiltonian in the dual representation is then,
H˜ = J˜
[
SE · S0,1 + κ˜
∞∑
I=0
SI,1 · SI,2 +
∞∑
I=0
SI,2 · SI+1,1
]
. (52)
The Hamiltonians H and H˜ indicate that apart from edge effects the spin system has a dual symmetry
κ → κ−1,
J → κJ. (53)
This symmetry has a different meaning dependent on the value s of the spin. In what follows we shall separately derive
the effective action of the spin system in the completely equivalent representations given by H and H˜ respectively.
To proceed it is helpful to introduce a staggered magnetic field B in H .
H → H +
∞∑
I=0
B · (SI,1 − SI,2). (54)
This term favours an anti-ferromagnetic spin arrangement of the semi-infinite chain (see Fig. Ic). Notice that the
same anti-ferromagnetic order is induced by adding the following terms to H˜ .
H˜ → H˜ +B0 · SE −
∞∑
I=0
B · (SI,1 − SI,2). (55)
Next it is convenient to introduce a slightly different notation for the dimer terms in the theory. Without loss of
generality we may replace the terms SI,1 · SI,2 in H and H˜ by the expression 12 (SI,1 + SI,2)2. Keeping this in mind
we obtain the euclidean action in the coherent state basis as follows.
S = is
∞∑
I=0
Ω[nˆI,1] + Ω[nˆI,2] + s
2J
∫
dt
∞∑
I=0
1
2
(nˆI,1 + nˆI,2)
2 + κnˆI,2 · nˆI+1,1 + s
∫
dt
∞∑
I=0
B · (nˆI,1 − nˆI,2) , (56)
where Ω[nˆ] is the solid-angle subtended by nˆ. This can be written as,
Ω[nˆ] =
∫
dt
∫ 1
0
du nˆ · ∂tn× ∂unˆ. (57)
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Here u is a fictitious dimension such that nˆ(u, t)|u=1 = nˆ(t) and nˆ(u, t)|u=0 = zˆ.
Similarly we obtain in the dual representation,
S˜ = S˜edge + S˜bulk, (58)
where,
S˜edge = isΩ[nˆE ] + s
2J˜
∫
dtκ˜nˆE · nˆ0,1 + s
∫
dtB0 · nˆE , (59)
S˜bulk = is
∞∑
I=0
Ω[nˆI,1] + Ω[nˆI,2] + s
2J˜
∫
dt
∞∑
I=0
1
2
(nˆI,1 + nˆI,2)
2 + κ˜nˆI,2 · nˆI+1,1
−s
∫
dt
∞∑
I=0
B · (nˆI,1 − nˆI,2). (60)
B. Change of variables
Suppressing, for the time being, the index I then the new dimer field variables m and l are defined as follows
m =
(nˆ1 − nˆ2)
2
, (61)
l =
(nˆ1 + nˆ2)
2
. (62)
Here the variable m describes the quantum fluctuations of the anti-ferromagnetic ordering whereas l is associated
with a ferromagnetic ordering of the spin chain. Since one expects the former to control the physics of the problem,
the idea next is to eliminate the l in a standard manner and formulate an effective action in terms of the field variable
m alone. It is easy to see that the effective theory only depends on the vector fields mˆ with unit length. To show
this, notice that,
nˆ
2
1 = m
2 + l2 + 2m.l = 1,
nˆ
2
2 = m
2 + l2 − 2m.l = 1. (63)
Since we also have m · l = 0, it follows that m2 = 1 − l2. Therefore, up to quadratic order in l, the vector fields nˆ1,
nˆ2 can be written as,
nˆ1 =
(
1− l
2
2
)
mˆ+ l, (64)
nˆ2 = −
(
1− l
2
2
)
mˆ+ l. (65)
Using Eqs. (64) and (65) we now rewrite the terms in the action in terms of the new set of variables mˆI and lI . We
proceed by presenting the final answer for Seff , the intermediate steps can be found in Appendix A. This is obtained
by integrating over the Gaussian fluctuations in the l fields (which amounts to a systematic expansion of the theory
in powers of 1/s) and after taking the continuum limit. The result is,
Seff =
∫ ∞
0
dx
∫ β
0
dt L, (66)
where,
L = isκ
(1 + κ)
mˆ · ∂tmˆ× ∂xmˆ+ κJs
2a
2(1 + κ)
∂xmˆ · ∂xmˆ+ 1
2(1 + κ)Ja
∂tmˆ · ∂tmˆ− s
a
B · mˆ. (67)
Here, a/2 is the lattice spacing. It is important to remark that the theory is defined with free boundary conditions
on the vector field variables mˆ. Notice that the presence of the staggered magnetic field (B) term eliminates all the
arbitrariness of the problem, indicating that Seff is the appropriate quantum theory for anti-ferromagnetic ordering.
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Next we compare the results with those obtained in the dual representation. In this case we obtain an extra piece
associated with the edge vector field nˆE . The answer can be written as,
S˜eff = S˜0 +
∫ ∞
0
dx
∫ β
0
dt L˜ (68)
where,
S˜0 = is Ω[mˆ(0, t)], (69)
L˜ = − isκ˜
(1 + κ˜)
mˆ · ∂tmˆ× ∂xmˆ+ κ˜J˜s
2a
2(1 + κ˜)
∂xmˆ · ∂xmˆ+ 1
2(1 + κ˜)J˜a
∂tmˆ · ∂tmˆ− s
a
B · mˆ, (70)
and mˆ(0, t) = nˆE(t).
C. Nonlinear sigma model
By rewriting the edge piece S˜0
S˜0 = isΩ[m(0)] = is
∫
dt
∫
dx mˆ · ∂tmˆ× ∂xmˆ (71)
we conclude that Seff and the dual theory S˜eff are identically the same. Thus we obtain the Lagrangian for the
standard O(3) nonlinear sigma model,
LNLSM = 1
2g
[
c ∂xmˆ · ∂xmˆ+ 1
c
∂tmˆ · ∂tmˆ
]
+ i
θ
4π
mˆ · ∂tmˆ× ∂xmˆ− s
a
B · mˆ. (72)
We have introduced the spin-wave velocity c, the coupling constant g and the instanton angle θ which are expressed
as follows,
c = as
√
κJ = as
√
κ˜J˜ , (73)
g = s−1
(1 + κ)√
κ
= s−1
(1 + κ˜)√
κ˜
, (74)
θ = 4πs
κ
1 + κ
= 4πs
[
1− κ˜
1 + κ˜
]
. (75)
D. Validity of the approximations
There are two standard approximations made in the Haldane mapping. First that l is small and second that m is
a slowly varying field on the length scale of the lattice spacing. The small l approximation (i.e retaining terms up to
l2) is basically a kinematic one that replaces the dimer by a rotor. For a single dimer, it results in an action
S =
∫
dt
1
2J
∂tmˆ · ∂tmˆ. (76)
The Hilbert space of the rotor consists of one representation of each spin-j, j = 0, 1, 2, ....∞ the spectrum being
Ej =
1
2J j(j +1). The spin-s dimer has an identical Hilbert space and spectrum except that it is truncated at j = 2s.
Thus the approximation becomes exact as s → ∞. However, as we will argue, we may also expect it to be good at
energy scales E ≤ J , at small κ(κ˜). At κ(κ˜) = 0, the lowest excitations for both the decoupled rotor and the decoupled
dimer system at all s, consist of one rotor(dimer) being excited to the triplet state. For weak coupling, the low energy
physics of both the systems is that of weakly dispersing, weakly interacting triplets. Therefore even at s = 12 , we may
expect the small l approximation to be good for at small κ(κ˜) for energy scales E ≤ J . The second approximation
consist of taking the “naive” continuum limit of the coupled rotor system which we call the rotor chain (RC). Namely
assuming that the low energy physics is correctly described by slowly varying m fields. This is clearly not valid for
the physics of the triplets, since the m fields are weakly coupled. However, if at energy scales E << J the triplets
are decoupled from the edge spin, then they are irrelevant to the physics at these scales. Thus if the system, under
renormalization, flows to κ = 0, the naive continuum approximation will not affect the physics at energy scales small
compared to the triplet gap.
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FIG. 4: Energy spectrum for a semi-infinite quantum Hall systems versus x and the corresponding dimerized spin chain. In
(a) we sketch the situation of a fully occupied Landau band ν = 1 (i.e. ǫF lies above the lowest Landau states) with massless
excitations at the edge. The corresponding DSC consists of completely decoupled dimers (κ =∞) with an isolated dangling spin
at the edge, SE. In (b) and (c) we sketch the situation where ǫF lies within the band such that 1 > ν > 1/2 (corresponding to
the presence of weakly coupled edge spin) and 0 < ν < 1/2 (corresponding to the absence of a dangling edge spin) respectively.
In situation (d) we have ν = 0 (ǫF lies below the Landau band) and the corresponding DSC has completely decoupled dimers
only (κ = 0).
IV. GEOMETRIES
In this Section we discuss the correspondence between quantum Hall systems of various different geometries and
dimerized s = 12 spin chains. This correspondence is established by comparing the parameters entering the effective
nonlinear σ model action on the basis of which one expects that both systems display the same (super universal)
features. The imaginary time t in the spin system translates into periodic boundary conditions the y direction (or
a cylinder geometry) in the quantum Hall system. Furthermore, by considering a partially occupied lowest Landau
band with a filling fraction 0 ≤ ν ≤ 1 then the correspondence is given by2
σxx ←→ 1/2g =
√
κ
1 + κ
, (77)
σxy = ν ←→ θ
2π
=
κ
1 + κ
. (78)
Here, σxx and σxy are the mean field values of the dimensionless longitudinal and Hall conductance respectively.
Notice that a varying dimerization parameter κ in the DSC has the same meaning as a varying Fermi energy ǫF or
filling fraction ν in the quantum Hall system. In what follows we shall represent the spin chain by an array of spins
along the x axis and compare it with the disordered Landau level system at zero temperature that is depicted in the
plane of energy versus the x axis.
A. Semi-infinite systems
In Fig. 4 we sketch the semi-infinite quantum Hall system with an edge at x = 0 and the corresponding DSC.
The “edge states” in the quantum Hall system are represented by the center of the cyclotron orbits that formally lie
outside the sample (x < 0). When the Fermi level (ǫF ) lies above the lowest landau band (Fig. 4a) then the bulk of
the system is gapped but there are gapless excitations at the edge x = 0. In the effective non-linear σ model action
the bare parameters σxx and σxy = ν are 0 and 1 respectively. According to Eqs. (72)-(75) this corresponds to a
system of completely decoupled dimers with a dangling spin at the edge (SE). Next, in Fig. 4b we consider the case
where ǫF lies within the Landau band such that 1 > ν > 1/2. We now have σxx > 0 and 1/2 < σxy < 1. The
corresponding DSC has a weak bond at the edge (dashed line). Similarly, for 0 < ν < 1/2 (Fig. 4c) we have σxx > 0
and 0 < σxy < 1/2 and the edge bond for the DSC is a strong one (bold line). Finally, in Fig. 4d we show the case
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FIG. 5: Energy spectrum for Finite quantum Hall systems and correspondence with DSC’s with an even number of sites. In
(a) ǫF lies above the lowest Landau band and the DSC consisting of decoupled dimers has isolated spins at both the edges. In
(b) and (c) ǫF is within the band with ν > 1/2 (weakly coupled edge spins at both the edges) and ν < 1/2 (no dangling edge
spin) respectively. In (d) ǫF lies below the Landau band and the corresponding DSC has completely decoupled dimers with no
isolated spins at the edges.
where ǫF lies below the Landau band or ν = 0. In this case we have σxx = σxy = 0 and there are clearly no edge
states. The corresponding DSC consists of completely decoupled dimers without a dangling spin at the edge.
B. Finite systems and DSC with even number of sites
A finite disordered sample has edges at x = 0 and x = L respectively (Fig. 5). It is easy to see that the corresponding
spin chain is finite as well but it must have an even number of sites. This is so because the quantum Hall system with
a completely filled Landau band (ν = 1, Fig. 5a) has massless excitations at both the edges. The corresponding DSC
must therefore have dangling spins at both the edges and this only happens when the total number of sites is even.
For ν = 0 (Fig. 5d) there are no quantum Hall edge states and the corresponding spin chain has dimers at both the
edges (bold lines), i.e. no dangling spins. The intermediate situations 1/2 < ν < 1 and 0 < ν < 1/2 are depicted in
Figs. 5c and 5d respectively.
C. Finite systems and DSC with odd number of sites
Fig. 6 sketches the correspondence between a quantum Hall system and a finite spin chain with an odd number of
sites. In this case the quantum Hall system defined for 0 < x < L is flanked on the right hand side (x > L) by the
trivial vacuum or ν = 0. On the left hand side (x < 0), however, the system is flanked by a semi-infinite quantum
Hall state with a fixed filling fraction ν = 1 such that in this region the Fermi level ǫF is always located above the
Landau band. The effect of the ν = 1 quantum Hall state for x < 0 on the energy of the massless edge excitations at
x = 0 is indicated in Fig. 6. Notice that this system formally describes a semi-infinite quantum Hall system defined
for −∞ < x < L where, say, the value of the external magnetic field for x < 0 is different from that for x > 0. The
Lagrangian for 0 < x < L has parameters σxx and σxy as in Eqs. (77) and (78). However, for x < 0 the action
is not zero but, rather, the parameters σxx and σxy are now fixed and given by 0 and 1 respectively. It is readily
verified that the quantum Hall system with varying values of ǫF or ν in the interval 0 < x < L displays the same
basic features as the DSC with an odd number of sites and with varying values of the parameter κ, see Figs. 6 a-d.
The Lagrangian in this case is defined by
LNLSM = i
2
mˆ · ∂tmˆ× ∂xmˆ (x < 0) (79)
=
1
2g
[
c ∂xmˆ · ∂xmˆ+ 1
c
∂tmˆ · ∂tmˆ
]
+
iθ
4π
mˆ · ∂tmˆ× ∂xmˆ (0 < x < L) (80)
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FIG. 6: Energy spectrum for a semi infinite quantum Hall system with a fixed filling fractions ν = 1 for x < 0 and ν = 0 for
x > L. The corresponding DSC is finite with an odd number of sites in the interval 0 < x < L. In situation (a) the Fermi
energy ǫF lies above the lowest Landau band and the corresponding DSC consists of decoupled dimers with an dangling edge
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below the Landau band. The corresponding DSC has completely decoupled dimers with a dangling spin at the left edge.
V. THE REAL SPACE RENORMALIZATION GROUP SCHEME
We now formulate a real space renormalization group scheme using a combination of Hamiltonian and path integral
techniques. The scheme involves a systematic perturbative expansion in the weak inter-dimer coupling and in time
derivatives. We compute the RG equations to lowest non-trivial order in both the coupling and in derivatives and
discuss the solutions.
A. The decimation scheme
We begin with the path integral representation of the DSC,
Z = tr e−βH =
∫ ∏
Iα
D[nˆIα]e−S[{nˆIα}], (81)
where the action is given in Eq. (67). The decimation scheme consists of integrating out half the dimers (say the odd
ones) in the path integral in Eq. (81) to obtain an effective action for the even dimers,
Seff =
∑
Iα
− i
2
Ω[nˆ2Iα] +
1
4
∫ ∞
−∞
dτ
∑
I
(nˆI1.nˆI2) + S
eff
int , (82)
where Seffint is given by,
e−S
eff
int =
∫ ∏
Iα
D[nˆ(2I+1),α] exp
(
−
∑
Iα
− i
2
Ω[nˆ(2I+1),α]
)
× exp
(
−1
4
∫ ∞
−∞
dτ
∑
I
nˆ(2I+1),1 · nˆ(2I+1),2
)
× exp
(
−1
4
∫ ∞
−∞
dτ
∑
I
κ
[
nˆ(2I,2) · nˆ(2I+1),1 + nˆ(2I+1),2 · nˆ(2I+2),1
])
,
e−S
eff
int =
∏
I
∫
D[nˆ1]D[nˆ2] exp
(
i
2
∑
α
Ω[nˆα]
)
exp
(
−1
4
∫ ∞
−∞
dτ
(
nˆ1.nˆ2 + κ
[
nˆ2.nˆ(2I+2),1 + nˆ1.nˆ2I,2
]))
. (83)
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Therefore, computing Seffint involves computing the partition function of a two-spin system in the presence of time
dependent external fields. This two-spin problem can be expressed in the Hamiltonian formalism as,
e−F [m1,m2] = tr
(
T exp
[
−
∫ ∞
−∞
dτ (h0 + κhint)
])
, (84)
where,
h0 =
1
2
(S1 + S2)
2, (85)
hint = S1.m2(τ) + S2.m1(τ). (86)
Here we have defined,
m1 =
1
2
nˆ(I−1),1, m2 =
1
2
nˆ(I+1),2. (87)
B. The renormalization group equations
F can be expanded systematically in a cumulant expansion in powers of κ. To order ∼ κ2,
F = −κ
2
2!
∫ ∞
−∞
dτ1dτ2〈0|T (hint(τ1)hint(τ2))|0〉. (88)
This is computed to be,
F = −κ
2
4
∫ ∞
−∞
dτ
∫ ∞
0
dte−tma(τ + t/2)ma(τ − t/2), (89)
where m = m1−m2. For fields slowly varying over a time scale of ∼ 1, we can expand ma(τ ± t) about τ and develop
a local derivative expansion for F . For the moment we neglect the derivatives and get,
F = −κ
2
8
∫ ∞
−∞
dτ m1.m2. (90)
Using Eqs. (82,83,87,90) and relabeling the sites 2I → I, we get the effective Hamiltonian,
Heff =
∑
I
(SI1.SI2 + κ
′
SI2.SI+11) . (91)
This is exactly of the initial form in Eq. (47), with the renormalized coupling κ′ = κ2/2. We therefore have the
recursion relation for the coupling constant,
κn+1 =
(κn)2
2
. (92)
The solution to this recurrence relation is,
κn = 2
(
κ0
2
)L
, L ≡ 2n. (93)
Thus, there are two fixed points,
κ∗ = 0 and κ∗ = 2, (94)
and the coupling constant flows from κ∗ = 2 to κ∗ = 0. Note that the Hamiltonian in Eq. (47) with coupling κ = 1,
the s = 1/2 uniform Heisenberg chain, is known to be gap-less. This implies that κ∗ = 1, corresponding to θ = π has
to be a fixed point of the RG equations. As we will see in the next section, this error is due to the neglecting of the
time derivatives.
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C. Time derivatives
The RHS of Eq. (89) can be expanded to second order in the derivatives and the effective action computed. We
obtain,
Seff =
∫ ∞
−∞
dτ
(∑
Iα
− i
2
Amon(nˆIα) · ∂τ nˆIα + κ
′
8
∂τ nˆIα · ∂τ nˆIα +
∑
I
1
8
nˆI1 · nˆI2 + κ
′
4
[
nˆI2 · (1 + ∂2τ )nˆI+12
])
.
The system described by the above action is no longer a spin chain. It now corresponds to a system of charged particles
confined to the surface of a sphere with a unit monopole at the center. If we neglect the derivative terms coupling
neighbouring sites, the Hilbert space at each site has one representation of all half odd integer angular momenta,
J = 1/2, 3/2, 5/2, .... Namely, at every site we have a fermionic rotor. Thus under renormalization, the spin chain
goes over to a fermionic rotor chain (FRC). This can be understood qualitatively as follows. The degree of freedom at
each site in the effective action corresponds to the motion of the original spin at that site and a block of even number
of spins that have been integrated out. Thus we can expect many excitations with higher (half odd integer) angular
momenta.
D. The fermionic rotor chain
We therefore begin with a general FRC described by the action,
S =
∫ ∞
−∞
dτ
[ ∑
Iα
(
− i
2
Amon(ξˆIα) · ∂τ ξˆIα + κ3s
′2
2
∂τ ξˆIα · ∂τ ξˆIα
)
+
∑
I s
′2
(
κ4ξˆI1 · ∂2τ ξˆI2 + κ2ξˆI2 · ∂2τ ξˆ(I+1),1
)
+
∑
I
s′
2
(
ξˆI1 · ξˆI2 + κ1ξˆI2 · ξˆ(I+1),1
)]
. (95)
We have introduced four coupling constants, κ1, κ2, κ3 and κ4. s
′ ≡ 3/2 for reasons that will become clear later. A
model of this type for a uniform chain has been previously considered in reference14. Our dimerized model has the
duality of the DSC. If we make the transformation,
ξˆI1 → ξˆI2, ξˆI2 → ξˆ(I+1),1 and τ →
τ
κ1
, (96)
we get back exactly the same model with κi → κ˜i, where,
κ˜1 =
1
κ1
, κ˜2 = κ4κ1, κ˜3 = κ3κ1 and κ˜4 = κ2κ1. (97)
The action for the dimer problem is now,
S =
∫ ∞
−∞
dτ
[∑
α
(
− i
2
Amon(ξˆα) · ∂τ ξˆα + κ3s
′2
2
∂τ ξˆα · ∂τ ξˆα + s′2 ξˆα.mα
)
+ κ4s
′2ξˆI1 · ∂2τ ξˆI2 + s′2ξˆ1 · ξˆ2
]
, (98)
where,
m1 = (κ1 + κ2 ∂
2
τ ) ξˆ(I−1),2, (99)
m2 = (κ1 + κ2 ∂
2
τ ) ξˆ(I+1),1. (100)
We first put κ4 = 0 and discuss the effects of it being non-zero later. The Hamiltonian corresponding to the action in
Eq. (98) is then,
hd = h0 + hint, (101)
h0 =
1
2κ3s′
2
∑
α
(Jα · Jα − 1
4
), (102)
hint = s
′2ξˆ1.ξˆ2 + s
′
∑
α
ξˆα.mα. (103)
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Jα are the angular momentum operators. The spectrum of h0 is,
h0|(j1,m1), (j2,m2)〉 = Ej1,j2 |(j1,m1), (j2,m2)〉, (104)
Ej1,j2 =
1
2κ3s′
2
∑
α
(
jα(jα + 1)− 1
4
)
,
with jα = 1/2, 3/2... and mα = −jα...jα The ground states are the four j1 = j2 = 1/2 states. When κ3 << 1, the
gap between the (1/2, 1/2) states and the excited states is very large. In this limit, to a very good approximation, we
can project the model into the (j1, j2) = (1/2, 1/2) subspace. The matrix elements of nˆ between the j = 1/2 states
can be explicitly computed using the monopole harmonics and we have,
〈 12 , σ1|na| 12 , σ2〉 =
2
3
Sa =
1
s′
Sa. (105)
Thus to leading order in κ3, we recover the two-spin system as the effective Hamiltonian,
heff = S1.S2 +
∑
α
Sα ·mα.
The previous results can now be used to integrate out the dimer system and get the recursion relations to second
order in the κ’s. They are,
κ
(n+1)
1 =
(
κ
(n)
1
)2
2
, (106)
κ
(n+1)
2 =
(
κ
(n)
1
)2
2
+ κn1κ
n
2 , (107)
κ
(n+1)
3 = κ
n
3 +
(
κ
(n)
1
)2
2
+ κn1κ
n
2 . (108)
E. The strong coupling fixed points
The recursion relations in Eqs. (106), (107) and (108) can be solved explicitly with the initial conditions,
κ
(0)
1 = κ10, κ
(0)
2 = κ20, κ
(0)
3 = κ30. (109)
The solution is,
κ
(n)
1 = 2
(κ10
2
)L
, (110)
κ
(n)
2 = (aL− 1)κ(n)1 , (111)
κ
(n)
3 = κ30 +
n−1∑
m=0
κ
(n)
2 . (112)
Where L ≡ 2n as before and a = (1+ κ10/κ20). These recursion relations have an infrared stable coupling fixed point
which can be written as,
κ1 = 0, κ2 = 0, κ3 = κ
∗
3 6= κ30. (113)
As will be discussed in more detail below, the above fixed point is obtained provided the initial condition κ10 < 2
is satisfied. Notice that when κ10 = 2 we have κ
n
1 = 2 but the value of κ
n
2 diverges for large n and so does κ
(
3n)
as well as κ∗3. Thus while the intermediate coupling fixed point, κ
∗
1 = 2 obtained earlier remains a fixed point of
Eq. (106), the value of the new parameters lie outside the range of validity of the recursion relations, κ∗2 = κ
∗
3 =∞. In
particular, the decimation procedure has been evaluated under the assumption κ3 << 1 which is clearly violated by
the intermediate coupling fixed point with κ∗1 = 2. In what follows we shall study the validity of our renormalization
20
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FIG. 7: Renormalization group flow in the κ1- κ2 plane.
procedure in more detail. More specifically, we are interested in finding a subset of the parameter space (κ1, κ2, κ1)
that satisfies κ
(n)
3 << 1 for all positive integer values of n.
To start we write the recursion relations in differential form. ¿From Eq. (110) and (111) we immediately obtain the
following renormalization group equations,
β1(κ1) =
dκ1
d lnL
= κ1 ln κ1/2, (114)
β2(κ1, κ2) =
dκ2
d lnL
= κ1 + κ2 + κ2 lnκ1/2. (115)
The various different renormalization group trajectories in the (κ1, κ2) plane can be found be solving the differential
equation,
dκ2
dκ1
= β2(κ1, κ2)/β1(κ1). (116)
The various solutions to Eqs. (114) - (116) are sketched in Fig. 7. This clearly indicates that the fixed point (κ1, κ2) =
(0, 0) is a completely stable in the infrared. On the other hand, a finite intermediate fixed point does exist at
(κ1, κ2) = (2,−2) but it is completely unstable.
The main issue next is to obtain an explicit expression for the quantity κ∗3 in Eq. (113). Let (κ
(n)
1 , κ
(n)
2 ) denote a
point close to the strong coupling fixed point (0, 0). It is then possible to find a function F ,
κ
(n)
3 = F (κ
(n)
1 , κ
(n)
2 ), (117)
that is the solution of the recursion relation of Eq. (108). To lowest order in the quantities κ
(n)
1 , κ
(n)
2 we obtain,
F (κ
(n)
1 , κ
(n)
2 ) = κ
∗
3 −
(κ
(n)
1 )
2
2
− κ(n)1 κ(n)2 +O
(
(κ(n))4
)
. (118)
On the basis of this result we obtain the following expressions for κ
(n)
3 with n = 0 and n→∞ respectively,
κ
(0)
3 = κ
∗
3 −
(κ
(0)
1 )
2
2
− κ(0)1 κ(0)2 +O
(
(κ(0))4
)
, (119)
κ
(n)
3 → κ∗3 +O
(
e−2L/ξ
)
. (120)
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The first of these equations expresses κ∗3 in terms of the renormalization points κ
(0).
κ∗3 = κ
(0)
3 +
(κ
(0)
1 )
2
2
+ κ
(0)
1 κ
(0)
2 +O
(
(κ(0))4
)
. (121)
Eq. (120), on the other hand, tells us that the quantity κ∗3 appearing in Eqs. (121) and (113) are indeed identically
the same. The final result of Eq. (121) can be used to identify the set of points
{
κ
(0)
1 , κ
(0)
2
}
in the κ1, κ2 plane for
which the conditions,
0 ≤ κ(0)3 ≪ 1, 0 ≤ κ∗3 ≪ 1, (122)
can be satisfied simultaneously. This set is indicated by the shaded area in Fig. 7.
We will now discuss the effects of turning on κ4. The first point to note is that κ4 does not renormalize. This is
because in the action in Eq. (95) the Ith dimer couples to ξˆI+12 and ξˆI−1,1. Thus, in the absence of next nearest
neighbor couplings, integrating out the Ith dimer cannot produce a coupling between the two ξˆ’s on the same dimer.
The κ4 term breaks the SU(2) × SU(2) of the dimer Hamiltonian h0 in Eq. (102). For small κ4, the low energy
subspace will remain the (j1, j2) = (1/2, 1/2) subspace. Then the two-spin effective Hamiltonian has to be of the
form,
heff = (1 + γ(κ4))S1.S2 +
∑
α
Sα.mα, (123)
where γ(0) = 0. A non-zero γ does not change the RG flow discussed above qualitatively. Its main effect is just to
change the value of the intermediate coupling fixed point. However, as we discussed earlier, our current leading order
calculation is not expected to be accurate in that regime. Thus κ4 does not effect the strong coupling fixed point
significantly and we will not discuss its effect in any more detail at this stage.
VI. HALDANE MAPPING FOR THE FERMIONIC ROTOR CHAIN
We will now examine the FRC in some detail. The low energy physics of the FRC can be mapped on to the NLSM
similar to the Haldane mapping of the DSC to the NLSM. Consider the FRC defined in Eq. (95). As we did previously,
define,
m =
ξˆ1 − ξˆ2
2
and λ =
ξˆ1 + ξˆ2
2
. (124)
They satisfy the following constraints,
m2 + λ2 = 1 and m · λ = 0. (125)
We now express the different terms in the action in terms of the dimer variables m and λ defined in Eqs. (124). Then,
− i
2
∑
α
Amon(ξˆIα) = −iλI · mˆI × ∂τmˆI . (126)
This is an exact expression15. It is not possible to write the sum of the two solid angle terms as a local τ integral
because the coordinate mˆ is singular when ~λ = 0. However these points correspond to the two fermionic rotors in
the dimer being aligned parallel and are hence not important configurations. The rest of the terms are expanded to
quadratic order in |λI |. Then,
S =
∫ ∞
−∞
dτ
(
s′
2
(κ2 + κ3 + κ4)∂τmˆI · ∂τmˆI − κ1s′2mˆI · mˆ(I+1)
)
+ Sλ, (127)
Sλ =
∫ ∞
−∞
dτ
(
λI · AIJλJ + λI · ~BI
)
(128)
AIJ ≡
(
2s′
2 − s′2(κ3 − κ2 − κ4)∂2τ
)
δIJ + κ1s
′2 δ(I+1)J
+
(
κ1s
′2
mˆI · mˆ(I+1) + s′2(κ2 + κ3 + κ4) ∂τmˆI · ∂τmˆI
)
δIJ
(129)
~BI ≡ κ1s′2(mˆ(I+1) − mˆI−1)− imˆI × ∂τmˆI
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A. The continuum limit
We now take the continuum limit as follows. The continuum fields, mˆ(τ, x) and λ(τ, x) are defined as,
mˆ(τ, aI) ≡ mˆI(τ), (130)
λ(τ, aI) ≡ λI(τ), (131)
where a is the lattice spacing. We now assume that the fields mˆ(τ, x) and λ(τ, x) vary slowly over a length scale of a
and a time scale of 1, and hence drop all derivatives of order greater than two. Then we have,
S =
∫ ∞
−∞
dτdx
(
I
2
∂τmˆ · ∂τmˆ+ aκ1s
′2
2
∂xmˆ · ∂xmˆ
)
+ Sλ,
Sλ =
∫ ∞
−∞
dτdx
[
µ
2
∂τλ · ∂τλ− κ1s
′2a
2
∂xλ · ∂xλ
+
(
2s′
2
(1 + κ1)
a
+
I
2
∂τmˆ · ∂τmˆ− κ1s
′2a
2
∂xmˆ · ∂xmˆ
)
λ · λ
+ (2κ1s
′2 ∂xmˆ− i
a
mˆ× ∂τmˆ) · λ
]
, (132)
where I ≡ (2s′2/a)(κ2+κ3+κ4) and µ ≡ (2s′2/a)(κ3−κ2−κ4). We now do the rescaling λ→
√
aλ, and drop terms
of O(a). Then we have,
Sλ =
∫ ∞
−∞
dτdx
[
2s′
2
(1 + κ1) λ · λ+
(
2κ1s
′2 ∂xmˆ− i
a
mˆ× ∂τmˆ
)
· √aλ
]
. (133)
Integrating out λ we obtain the effective NLSM.
SNLSM =
∫
dτdx
(
I˜
2
∂τmˆ · ∂τmˆ+ γ
2
∂xmˆ · ∂xmˆ+ iθ
4π
mˆ · ∂xmˆ× ∂τmˆ
)
, (134)
where the moment of inertia I˜, the stiffness constant γ and the instanton angle θ are given by,
I˜ =
(
I + 1
4s′2a(1 + κ1)
)
, (135)
γ =
aκ1s
′2
(1 + κ1)
, (136)
θ = 2π
κ1
(1 + κ1)
. (137)
The coupling constant g and spin wave velocity c are then,
1
g
=
(
κ1(8s
′4(1 + κ1)(κ2 + κ3 + κ4) + 1)
4(1 + κ1)2
) 1
2
, (138)
c =
(
4a2κ1s
′4
8s′4(1 + κ1)(κ2 + κ3 + κ4) + 1
) 1
2
. (139)
B. The weak coupling regime
In the Haldane mapping of the DSC to the NLSM, the weak coupling regime of the NLSM corresponds to large s
spin chains. Thus for the spin 12 system, we cannot access this regime. In the FRC, however, this regime corresponds
to the κ3 ∼ κ2 ∼ κ4 >> 1 region. As we can see from equations (135) and (138), the moment of inertia becomes very
large and g very small.
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When the moment of inertia is very large, we expect the system to behave semi-classically. To make this explicit,
we can scale the euclidean time in Eq. (95), τ → √κ3τ . The action is then written as,
S = −
∫ ∞
−∞
dτ
[ (∑
Iα
i
2
Amon(ξˆIα) · ∂τ ξˆIα +
√
κ3s
′2
2
∂τ ξˆIα · ∂τ ξˆIα
)
+
∑
I
(
κ4
κ3
ξˆI1 · ∂2τ ξˆI2 +
κ2
κ3
ξˆI2 · ∂2τ ξˆ(I+1),1 + ξˆI1 · ξˆI2 + κ1 ξˆI2 · ξˆ(I+1),1
)]
(140)
The derivation of the NLSM presented in section (VI) can thus be looked upon as the leading order results of a
systematic semi-classical expansion, 1/
√
κ3 being the expansion parameter.
C. Quantization of the Hall conductance
The above mapping of the fermionic rotor chain onto the nonlinear σ model holds at each step of the renormalization
group transformation. Hence, following Eqs. (137) and (138) we can associate a different set of NLSM parameters
g(n), θ(n) with each set of coupling constants κ
(n)
i that is defined by the decimation procedure. However, for each step
(n) in the decimation procedure the vector field variable mˆ is defined for a different lattice constant a(n) = 2n(2a) =
L(2a) or momentum scale λ(n) = pi
a(n)
. To discuss the limit of scaling we must consider L→∞ or, equivalently, large
values of n. Specifying to the case s′ = 1/2 then the quantities 1/g(n) and θ(n) for large values of n approach the
fixed point values 1/g = 0 and θ = 2πm arbitrary closely and are related to one another according to,(
1
g(n)
)2
= (κ∗3 + 1)
∣∣∣∣θ(n)2π −m
∣∣∣∣ ∝ e−2L/ξ. (141)
Here, m = 0, 1 and κ∗3 is given by Eq. (121). Notice that the asymptotic form of Eq. (141) defines a different parabola
in the 1/g, θ coupling constant plane for each different value of κ∗3.
Next, in order to make contact with the quantum Hall effect it is convenient to re-express the results of Eq. (134)
in terms of the Grassmannian field variable Q.
SNLSM =
1
8
∫ ∞
0
dx
∫ ∞
−∞
dτ
[
σ(n)xx tr (∂µQ∂µQ) + σ
(n)
xy tr (ǫµνQ∂µQ∂νQ)
]
, (142)
where,
σ(n)xx =
1
g(n)
= O(e−L/ξ), (143)
σ(n)xy =
θ(n)
2π
= m+O(e−2L/ξ). (144)
Thus at energy scales much less than 1 (note that we are working with J = 1) the low energy effective action is
precisely equal to the one dimensional action for massless chiral edge excitations, Eq. (19), with k now denoting the
quantized Hall conductance σ
(n)
xy =
θ(n)
2pi = m. For the semi-infinite system as considered here this one dimensional
action is defined along the edge located at x = 0.
VII. SUMMARY AND CONCLUSION
We have introduced and investigated the concept of super universality in quantum Hall and quantum spin liquids.
This concept has arisen from earlier studies of the U(N +M)/U(N)× U(M) NLSM’s in the physical context of the
quantum Hall effect.
The observability and the extreme flatness of the quantum Hall plateaus correspond to the existence of infrared
stable fixed points at θ = 2πk as well as the existence of gapless chiral edge excitations at these points. The transitions
between adjacent quantum Hall plateaus are generally described by an unstable fixed point located at θ = π(2k + 1)
which corresponds to a diverging correlation length in the system.
Recent work on the large N CPN−1 models have explicitly demonstrated the above super universal features of the
instanton vacuum3. In particular, the subtle issue of the existence of a diverging correlation length at θ = π despite
the transition being first order was clarified.
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FIG. 8: 2β˜σ(bold curve) and β˜θ (dashed curve), obtained by interpolating between the strong and weak coupling results,
plotted as functions of σxx.
In this work we have focused on the physics of the strong coupling fixed points at θ = 2πk. We first examined
the theory in the “bare” strong coupling limit and demonstrated the existence of gapless chiral edge excitations. The
edge correlations are independent of the ultraviolet cutoff procedure and also independent of M and N .
We then further concentrated on the M = N = 1 case corresponding to the O(3) NLSM. We showed that the edge
correlations map on to the correlations of a free spin at the edge. This motivated us to re-examine the Haldane map of
DSC to the NLSM treating the edges carefully. We showed how to associate the different geometries of the quantum
spin liquid with the quantum Hall liquid with different boundary conditions.
Next we developed a real space renormalization group scheme for the DSC using a combination of path integral and
Hamiltonian methods. The technique exploits the fact that under the Haldane mapping the strong coupling regime
of the NLSM corresponds to a system of weakly coupled dimers. It is then possible to implement the renormalization
group perturbatively in the dimer-dimer coupling. We showed that under renormalization the theory flows away
from the DSC to a more complicated theory with four parameters, the FRC. The renormalization procedure was
then implemented for the FRC. The recursion relations were obtained to leading order. These were solved exactly
demonstrating the existence of the strong coupling fixed points at θ = 0 and 2π. The Haldane map from the FRC to
the NLSM then shows that the fixed point action of the instanton vacuum is precisely given by the action for massless
chiral edge excitations.
In summary we can say that the FRC, like the large N expansion of the CPN−1 model, can be used as an explicit
example for demonstrating the robust quantization of the Hall conductance. The most important results of this
paper are the scaling results of Eqs. (141) and (143) since they describe the strong coupling regime in the σxx, σxy
conductance plane that previously has not been accessible. These results seem to have a much broader range of validity
than considered in this paper. For example, preliminary investigations have shown that the decimation procedure can
be extended to include the general case of an SU(N) quantum spin liquid and the GrassmannianU(2M)/U(M)×U(M)
NLSM, yielding basically the same results. These investigations as well as systematic expansion procedures in powers
of 1/s will be reported in separate papers 17.
To conclude this work we next present the consequences of our results in terms of the global phase diagram for the
FRC or, equivalently, the O(3) NLSM. For this purpose we shall make use of the renormalization group results for
the weak coupling regime g << 1 or σxx >> 1 that has previously been obtained from the instanton calculations
4,16.
We choose to work with the parameters σxx = 1/g and θ. Our scaling results of Eqs. (141) and (143) describing the
strong coupling regime can then be obtained as the solutions of the following differential equations,
β˜θ ≡ d ln |θ − 2πm|d lnL = 2 lnσxx
β˜σ ≡ d lnσxxd lnL = lnσxx

 for σxx ≪ 1. (145)
On the other hand, from the weak coupling instanton calculations of the O(3) model we have for θ ≈ 2πm
β˜θ = −2πD11(2πσxx)4e−2piσxx
β˜σ = −
(
1
πσxx +
1
(πσxx)
2
)
− 2πD11(2πσxx)4e−2piσxx

 for σxx ≫ 1. (146)
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FIG. 9: Renormalization Group flow obtained from the β functions interpolated between the strong and weak coupling results
Here D11 is a numerical constant which equals 0.0294. We next can perform a simple numerical interpolation between
the asymptotic expressions of Eqs. (145) and (146) to obtain the β˜ functions along the entire σxx axis. This leads to
the curves as shown in Fig. 8. Notice that our result for β˜σ, which is otherwise well known from the quantum theory of
metals, is just the standard way of expressing the phenomenon of Anderson localization in two spatial dimensions.18
The β˜θ curve, however, is a generic non-perturbative feature of the instanton vacuum concept and fundamentally
describes the formation of the quantum Hall plateaus. From the interpolated β˜ functions shown in Fig. 8 we can
compute the various different renormalization group flow lines in the σxx, θ coupling constant plane. These different
flow lines which define the domain of attraction of the infrared (quantum Hall) fixed points σxx = 0 and θ = 2πm,
are shown in Fig. 9. Notice that the results of this paper, notably Fig. 9, provide an important justification of the
originally proposed scaling diagram for the O(3) NLSM as shown in Fig. I(b). While the unstable fixed point at
θ = π in Fig. I(b) cannot be accessed at the level of approximation that we have implemented in the decimation
procedure introduced in this paper, its existence is well known and established19. We have thus shown that quantum
spin liquids, like the quantum Hall liquid, display all the super universal strong coupling features of an instanton
vacuum.
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APPENDIX A
Using the change of variables,
nˆI1 =
(
1− l
2
I
2
)
mˆI + lI , (A1)
nˆI2 = −
(
1− l
2
I
2
)
mˆI + lI , (A2)
and expanding to quadratic order in l, the action in Eq. (56) can be written as,
S =
∫
dt
∞∑
I=1
(
2s2(1 + κ)l2I + κs
2
(
mˆ(I+1) − mˆI−1
) · lI + 2is mˆI × ∂tmˆI · lI − κJs2 mˆI · mˆ(I+1)
)
(A3)
In writing the above expression we have made the approximation lI ·l(I+1) ≈ (l2I+l2(I+1))
/
2. This amounts to dropping
terms with more than two derivatives in the eventual effective action for the mˆ field. In the next step we integrate
out the l field to obtain the effective action as,
Seff =
∫
dt
[
κs2
∞∑
I=1
mˆI · mˆ(I+1) −
∞∑
I=1
(
4iκs(mˆ(I+1) − mˆI−1) · mˆI × ∂tmˆI
+ κ2s2
(
(mˆ(I+1) − mˆI−1)2 −
(
mˆI ·
(
mˆ(I+1) − mˆI−1
))2 )− 4∂tmˆI · ∂tmˆI
)(
8(1 + κ)
)−1]
. (A4)
Taking the continuum limit we get,
Seff =
∫
dt dx
[
1
2(1 + κ)Ja
∂tmˆ(x, t) · ∂tmˆ(x, t) + κJs
2a
2(1 + κ)
∂xmˆ(x, t) · ∂xmˆ(x, t)
+
isκ
(1 + κ)
mˆ(x, t) · ∂tmˆ(x, t) × ∂xmˆ(x, t)
]
. (A5)
where a/2 is the lattice spacing.
Dual case
Next we consider the dual case where there is an unpaired spin n˜E at the edge. As before, we first change the
variables to m and l as given by Eqs. (A1) and (A2). The action in Eq. (58) can then be written as,
S˜ =
∫
dt
(
isΩ[n˜E ] + κJs
2
n˜E · m˜1 +
[
κs2 (m˜2 + n˜E) + 2is m˜1 · ∂tm˜1
] · l1 + s2 (2 + κ− κ
2
n˜E · m˜1
)
l21
− κJs2
∞∑
I=1
m˜I · m˜(I+1) +
∞∑
I=2
[
κs2
(
m˜(I+1) − m˜I−1
) · lI + 2is m˜I × ∂tm˜I · lI + 2s2(1 + κ) l2I]
)
(A6)
Integrating out l we obtain the effective action as,
S˜eff = S˜edge + S˜bulk, (A7)
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where,
Sedge = isΩ[n˜E]− κs2
∫
dt
[
n˜E · m˜1 −
(
4iκs (m˜2 + n˜E) · m˜1 × ∂tm˜1
+ κ2s2
[
(m˜2 + n˜E)
2 − (m˜1 · (m˜2 + n˜E))2
]
− 4∂tm˜1 · ∂tm˜1
)
(8 + 4κ− 2κ n˜E · m˜1)−1
]
, (A8)
Sbulk =
∫
dt
[
κs2
∞∑
I=1
m˜I · m˜(I+1) −
∞∑
I=2
(
4iκs(m˜(I+1) − m˜I−1) · m˜I × ∂tm˜I
+ κ2s2
(
(m˜(I+1) − m˜I−1)2 −
(
m˜I ·
(
m˜(I+1) − m˜I−1
))2 )− 4∂tm˜I · ∂tm˜I
)(
8(1 + κ)
)−1]
. (A9)
The real part of Seff is minimized by the choice m˜I(t) = −n˜E , where we are free to choose n˜E . Therefore small
fluctuations about the minimum can be described by the slowly varying continuous field m˜(x, t) with the boundary
condition m˜(0, t) = −n˜E(t). In the continuum limit, m˜(x, t) = −m(x, t). Then we obtain the effective dual-action
as,
S˜eff = S˜edge + is Ω[mˆ(0)] +
∫
dt dx
[
1
2(1 + κ)Ja
∂tmˆ(x, t) · ∂tmˆ(x, t) + κJs
2a
2(1 + κ)
∂xmˆ(x, t) · ∂xmˆ(x, t)
−is κ
(1 + κ)
mˆ(x, t) · ∂tmˆ(x, t)× ∂xmˆ(x, t)
]
. (A10)
where,
S˜edge = (4 + 3κ)
−1
∫
dt
[
2 ∂tmˆ(0, t) · ∂tmˆ(0, t)− 2(κsa)2 ∂xmˆ(0, t) · ∂xmˆ(0, t)
+4isκa mˆ(0, t) · ∂tmˆ(0, t)× ∂xmˆ(0, t)
]
. (A11)
Sedge is a line integral along the boundary of the space-time and therefore can be written as a bulk integral by applying
Stoke’s theorem. But this will only result in higher derivative terms and hence can be dropped altogether.
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