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Abstract
Based on an extension of the holographic principle to superspace, we provide a
strong-coupling description of smooth super Wilson loops in N = 4 super Yang-
Mills theory in terms of minimal surfaces of the AdS5 × S5 superstring. We em-
ploy the classical integrability of the Green-Schwarz superstring on AdS5 × S5
to derive the superconformal and Yangian Y [psu(2, 2|4)] Ward identities for the
super Wilson loop, thus extending the strong coupling results obtained for the
Maldacena-Wilson loop. In the course of the derivation, we determine the min-
imal surface solution up to third order in an expansion close to the conformal
boundary.
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1 Introduction and Summary
The holographic AdS/CFT correspondence [1] has proven to be very successful in studying
quantum field theories as it allows to investigate the strong coupling regime which is inaccessible
to perturbation theory. The most famous and best studied example of this correspondence is the
N = 4 supersymmetric Yang-Mils (SYM) theory in the planar limit which corresponds to type
IIB superstring theory on an AdS5×S5 background. The string theory is known to be classically
integrable [2] and both theories appear to be integrable also at the quantum level.
Integrable structures, which are often related to an infinite dimensional extension of the un-
derlying superconformal symmetry into a Yangian symmetry algebra, have by now been detected
for a wide range of observables. The earliest examples were found while investigating two-point
functions in N = 4 SYM. These could be related to integrable spin chain models and generalized
Bethe ansa¨tze were formulated as a solution to the spectral problem, see [3] for an overview.
Other observables showed hints of integrability in a different form. A duality between certain
scattering amplitudes and null-polygon Wilson loops was first discovered at strong coupling [4]
and later also observed at weak coupling [5]. Subsequently, the duality was extended to relate any
amplitude to polygonal super Wilson loops [6]. On the weak coupling side the duality between
Wilson loops and amplitudes inspired the discovery of a dual superconformal symmetry [7] in
addition to the ordinary superconformal symmetry. This symmetry has been studied thoroughly
since and was shown to combine with the usual superconformal symmetry into a Yangian sym-
metry [8]. It can most naturally be understood as the invariance of the AdS5 × S5 superstring
under a generalized T-duality [9]. Due to infrared divergences, the symmetry of the amplitude
is deformed at loop level [10], but holds for the loop integrand [11]. The symmetries of null-
polygonal Wilson loops suffer from the same divergences as the amplitudes, which due to dual
coordinates appear as UV divergences in the Wilson loop picture [12–14]. A recent construct-
ive application of integrability to cusped Wilson loops at any coupling uses their decomposition
into so-called pentagon transitions which can be fixed from integrability [15]. The attempt to
make the Yangian invariance of amplitudes/Wilson loops manifest led to the investigation of
the positive Grassmanian and its generalization the Amplituhedron [16]. The developments in
this area certainly point towards the existence of rich integrable structures for both amplitudes
and Wilson loops, the uncovering of which is impeded by the breakdown or deformation of the
symmetries due to the appearance of divergences.
In this paper we turn to a class of finite observables: Smooth super Wilson loops, which are
a generalization of the Maldacena-Wilson loop [17, 18] and have already been considered in the
early days of the AdS/CFT correspondence [19]. The Maldacena-Wilson loop is a generalization
of the Wilson loop, which is specific for N = 4 SYM as it also includes the scalar fields ΦI ,
W (C) =
1
N
P exp
(
i
∫
ds
(
Aµx˙
µ + ΦI |x˙|nI
))
. (1.1)
Here, nI describes a point on S5 as n2 = 1 and may also depend on the loop parameter s. The
expectation value of the Maldacena-Wilson loop is finite for smooth contours, which is related
to the local 1/2 BPS symmetry of the loop operator. At strong coupling, the Maldacena-Wilson
3
loop is described by the renormalized area of a minimal surface in anti de Sitter space ending on
the conformal boundary on the loop contour C,
〈W (C)〉 λ1= e−
√
λ
2pi
Aren(C) . (1.2)
The classical integrability of the string action which describes the area can be applied to derive
the invariance of 〈W (C)〉 under the Yangian symmetry Y [so(2, 4)] over the conformal algebra [20],
for which one finds the level-1 generators
J (1)a = f
cb
a
∫
ds1ds2 ε(s1 − s2) ξµb (x1) ξνc (x2)
δ2
δxµ1δx
ν
2
+
λ
2pi2
L∫
0
ds ξµa (x)
(
x˙µ x¨
2 +
...
xµ
)
. (1.3)
Here, ξµa (x) are conformal Killing vectors and f
cb
a denote the dual structure constants of the
conformal algebra. Apart from the typical bi-local part of level-1 Yangian generators J
(1)
a also
involves a coupling dependent local piece, which is for simplicity written in an arc-length para-
metrization, |x˙| = 1.
Of course, the derivation is only valid in the strong coupling regime λ 1 and so it is natural
to ask whether the observed Yangian invariance holds for any value of λ. This question was
addressed in [20] by considering 〈W (C)〉 for small λ in perturbation theory and it was shown
that a Yangian symmetry of the Maldacena Wilson loop is not present at weak coupling. However,
it was shown that a supersymmetric extension W(C) of the Maldacena Wilson loop, in which
the fermionic fields of N = 4 SYM couple to the coordinates of a non-chiral superspace, exhibits
signs of a Yangian symmetry over the superconformal algebra psu(2, 2|4). Specifically it was
demonstrated that – to first order in perturbation theory and to lowest order in an expansion in
the anticommuting superspace coordinates θ and θ¯ – the expectation value 〈W(C)〉 is annihilated
by the level-1 Yangian generator
P (1)µ = f cbPµ
∫
ds1ds2 ε(s1 − s2)jb(s1) jc(s2) + 7λ
96pi2
L∫
0
ds x˙µ x¨2 (1.4)
Here, the ja(s1) form a representation of the superconformal algebra psu(2, 2|4) in terms of dif-
ferential operators and it is understood that the derivatives in jb(s1) do not act on jc(s2). The
super Maldacena Wilson loop on which this generator acts may be viewed as the smooth coun-
terpart of the lightlike polygonal non-chiral super Wilson loops constructed in [14,13], although
providing an explicit relation between them is obstructed by the incomplete knowledge of W(C)
that follows from the order-by-order construction performed in [20]. The field theory description
of smooth super Maldacena-Wilson loops is being worked out in parallel [21, 22], whereas we
focus on the strong coupling description in this paper.
Interestingly, the contour dependence of the local piece in (1.4) agrees with that of the Yangian
generator derived for the bosonic Maldacena Wilson loop at strong coupling and it was suspected
that this structural agreement of weak and strong coupling symmetries would continue to hold
true for the full super Wilson loop and that even the exact λ-dependence could coincide upon
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including fermionic contributions at strong coupling. The latter supposition can be disproved
in this paper, a comparison of the contour dependence of the local term is postponed until the
results of [22] are available.
In this paper we turn to the strong coupling description of the super Maldacena-Wilson loop
W(C), for which we use the natural generalization of (1.2) that is given by
〈W(C)〉 λ1= e−
√
λ
2pi
Aren(C) . (1.5)
Here, the minimal areaAren(C) is computed from the Green-Schwarz superstring action [23] in the
supercoset space PSU(2, 2|4)/(SO(4, 1)× SO(5)). The appropriate boundary conditions follow
from the construction of the superconformal boundary of this space [19], which also provides the
appropriate superspace for the super Maldacena-Wilson loop. This space includes the spherical
coordinates appearing in (1.1), whose inclusion in the superspace was subject to speculation
in [20]. We provide a renormalization procedure for the minimal area, which is given by
Aren(C) = lim
ε→0
{
Amin(C)
∣∣∣
y≥ε
− L(C)
ε
}
, L(C) =
∫
ds |pi(s)| , (1.6)
where piµ = x˙µ + i
( ˙¯λσµλ − λ¯σµλ˙) is the supermomentum of a superparticle moving along the
contour C. This generalizes the construction applied in AdS5. Moreover, we derive the first few
orders of the parametrization of the minimal surface in an expansion away from the boundary,
thereby generalizing the results obtained by Polyakov and Rychkov for minimal surfaces in AdS5
[24]. These insights are then applied to show that the super Maldacena-Wilson loop is Yangian
invariant at strong coupling by explicitly constructing all level zero and level one generators of the
Yangian algebra Y [psu(2, 2|4)], which we provide in equations (4.56) and (4.76). The derivation
relies on the classical integrability [2] of the superstring.
Let us explain briefly how this paper is structured. The simplicity of the construction we apply
to derive the Yangian symmetries of the super Wilson loop is obscured by the technical difficulties
that arise in dealing with the superstring action on the supercoset space PSU(2, 2|4)/(SO(4, 1)×
SO(5)). We therefore reconsider the purely bosonic situation of a minimal surface in AdS5, where
the structure of the derivation is more transparent. In contrast to [20] we provide the derivation
in the language of a coset construction that can be generalized to the full supercoset. This
account forms the most part of section 2, which also contains a discussion of minimal surfaces in
S5, again employing a coset construction that generalizes to the full supercoset.
In section 3 we introduce the strong coupling description of the super Maldacena-Wilson loop
based on a minimal surface in the supercoset space PSU(2, 2|4)/(SO(4, 1)× SO(5)). Following
the review article [25] we introduce the action [23] of the Green-Schwarz superstring in AdS5×S5
and briefly discuss the properties needed in the remainder of this paper. We then go on to
discuss the boundary conditions for the minimal surface which follow from the description of the
conformal boundary of the AdS5 × S5 superspace given by Ooguri et al. [19].
Section 4 comprises the new results obtained in this paper. We relate the first orders of the
parametrization of the minimal surface to the boundary data by iteratively solving the equations
of motion and Virasoro constraints. The coefficients that are not fixed in this way can be related
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to variational derivatives of the minimal area. The evaluation of the conserved charges obtained
from the integrability of the string model then leads to the desired superconformal and Yangian
Ward identities for the super Maldacena Wilson loop.
Wherever possible we try not to burden the exposition with too much technical detail. The
details of certain calculations as well as a collection of our conventions are provided in the
appendices A - E.
2 Minimal surfaces in AdS5 and S
5
2.1 The Maldacena-Wilson Loop at strong Coupling
We rederive the Yangian symmetry of the Maldacena-Wilson loop at strong coupling, which
was discovered in [20]. Here, we employ a coset description of AdS5 ' SO(4, 2)/SO(4, 1) to
prepare ourselves for the discussion of the super Wilson loop, which will also be based on a coset
description.
At strong coupling, the expectation value of the Maldacena-Wilson loop is given by [17]
〈W (C)〉 λ1= exp
(
−
√
λ
2pi
Aren(C)
)
. (2.1)
Here, Aren(C) is the renormalized area of a minimal surface that ends on the curve C on the
conformal boundary of AdS5. Let us point out here, that the use of the renormalized area is a
consequence of the AdS/CFT prescription for computing 〈W (C)〉 at strong coupling, see e.g. [26].
It does not correspond to a renormalization of the Maldacena-Wilson loop, which is finite for
smooth loops.
The minimal surface is most naturally described in Poincare´ coordinates, which may be ob-
tained from coset constructions in different ways. We follow [19] and use a construction which may
be generalized to the super Wilson loop. The description of the coset space SO(4, 2)/SO(4, 1) is
based on the Z2 decomposition of the conformal algebra so(4, 2), which we discuss in appendix C,
so(4, 2) =
(
g(0) ' so(4, 1))⊕ g(2) , [g(k), g(l)] ⊂ g(k+lmod 4) , (2.2)
g(0) = span {Pµ −Kµ,Mµν} , g(2) = span {Pµ +Kµ, D} . (2.3)
The coset representatives are given by
g(X, y) = eX·P yD ⇒ A = −g−1 dg = −dX
µ
y
Pµ − dy
y
D , (2.4)
and we note the projections
A(0) = −dX
µ
2y
(Pµ −Kµ) , A(2) = −dX
µ
2y
(Pµ +Kµ)− dy
y
D . (2.5)
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The metric of the coset space is obtained from the group metric introduced in appendix C and
the Cartan form A as
ds2 =
〈
A(2) , A(2)
〉
=
dy2 + ηµνdXµdXν
y2
, η = diag(−,+,+,+) . (2.6)
showing that the parametrization g(X, y) reproduces the well-known Poincare´ coordinates for
AdS5. Correspondingly, we may describe the area functional in these coordinates by the sigma-
model action
A[X, γ] =
1
2
∫
ds dτ γij
〈
A
(2)
i , A
(2)
j
〉
. (2.7)
Here, γij =
√
hhij denotes the Weyl-invariant combination formed from the world-sheet metric
and its determinant. In [20], the authors considered Euclidean AdS5 where the boundary space
is Euclidean. Here, we restrict ourselves to boundary curves, for which all tangent vectors are
spacelike. Then the world-sheet metric is Euclidean and in conformal gauge we have γij = δij.
The minimal surface is subject to the boundary conditions
y(τ = 0, s) = 0 , Xµ(τ = 0, s) = xµ(s) . (2.8)
Here, xµ(s) denotes a parametrization of the boundary curve C. The minimization of (2.7) leads
to the equations of motion and Virasoro constraints (in conformal gauge)
δij
(
∂iA
(2)
j −
[
A
(0)
i , A
(2)
j
])
= 0 ,
〈
A
(2)
i , A
(2)
j
〉
− 1
2
δij δ
kl
〈
A
(2)
k , A
(2)
l
〉
= 0 . (2.9)
Due to the divergence of the metric on the conformal boundary y = 0, one can fix the first
coefficients in the τ -expansion of X and y from the equations of motion. Introducing the notation
Xµ(τ, s) = Xµ(0)(s) +
∞∑
n=1
Xµ(n)(s)
τn
n
, y(τ, s) = y(0)(s) +
∞∑
n=1
y(n)(s)
τn
n
, (2.10)
one obtains that [24]
y(1) = |x˙|, y(2) = 0 , Xµ(1) = 0 , Xµ(2) = x˙2∂s
(
x˙µ
x˙2
)
. (2.11)
This shows that that the minimal surface moves away from the boundary perpendicularly as one
would expect from the divergence of the metric on the conformal boundary. The divergence of
the minimal area is correspondingly given by
A(C)
∣∣∣
y≥ε
=
L(C)
ε
+O (ε0) , (2.12)
where L(C) denotes the length of the curve. The renormalized area appearing in (2.1) is defined
by
Aren(C) := lim
ε→0
{
A(C)
∣∣∣
y≥ε
− L(C)
ε
}
. (2.13)
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An interpretation of this specific renormalization procedure for the renormalized area has been
discussed in [26].
Computing the variation of Aren(C) with respect to a variation of the boundary data x
µ(s)
one may identify another coefficient in the τ -expansion [24],
Xµ(3)(s) = −x˙2
δAren(C)
δxµ(s)
. (2.14)
In order to derive this result, consider a variation δxµ(s) of the boundary curve. The variation of
the boundary curve induces a variation (δXµ, δy) of the parametrization of the minimal surface.
From the solution (2.11) of the equations of motion we know that δXµ = δxµ + O(τ 2). Let
us then compute the variation of the minimal area, which is regulated by demanding y ≥ ε, or
equivalently τ ≥ τ0(s), where τ0(s) is defined by y(τ0(s), s) = ε. Since we are varying around a
minimal surface solution, we may employ that (Xµ, y) satisfy the equations of motion and hence
the variation is given by a boundary term,
δA
∣∣
y≥ε =
∫
ds
a∫
τ0(s)
dτ ∂i
γij (∂jX
µ δXµ + ∂jy δy)
y2
=
1
ε2
∫
ds {τ ′0(s) ∂sXµδXµ − ∂τXµδXµ} .
Here, we used that δy(τ0(s), s) = 0 due to the definition of τ0. Inserting the results (2.11) one
finds
δA
∣∣
y≥ε =
δL(C)
ε
−
∫
ds
Xµ(3)
x˙2
δxµ ,
from which one can read off the result (2.14). To fix the higher coefficients in the τ -expansion,
it is convenient to restrict the parametrization of the boundary curve to satisfy x˙2 ≡ 1. The
residual reparametrization invariance in conformal gauge is sufficient to do so. We have refrained
from fixing the parametrization until now, since in the derivation of (2.14) one has to be careful
about restricting the parametrization of the boundary curve, since δ|x˙| 6= 0, which one tends to
overlook after setting |x˙| ≡ 1.
For the higher-order coefficients one may derive
y(3) = −x¨2 , Xµ(4) = 12
....
xµ + 4
3
(
x¨µ x¨2 + x˙µ x¨ · ...x) (2.15)
from the Virasoro constraints and equations of motion respectively [20]. Given these findings
one may employ the classical integrability of the bosonic string theory on AdS5 to derive Ward
identities for the Wilson loop (2.1) at strong coupling. The Noether current Ji = gA
(2)
i g
−1 of the
model is both flat and conserved,
∂i J
i = 0 , ∂i Jj − ∂j Ji + 2 [Ji , Jj] = 0 . (2.16)
Using these properties one can construct non-local conserved charges
Q(0) =
∫
ds Jτ , Q(1) = 1
2
∫
ds1 ds2 ε(s1 − s2) [Jτ (s1) , Jτ (s2)]−
∫
ds Js . (2.17)
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Figure 1: As any cycle C on the minimal surface worldsheet is con-
tractible and the charges Q(0) and Q(1) do not change under cycle
deformations, the initial cycle C0 at the boundary may be shrunk to
zero at the tip of the surface. This forces the charges Q(0) and Q(1)
to vanish.
Since any curve on the minimal surface is contractible, these charges are not only conserved,
but also vanishing, Q(0) = Q(1) = 0, see figure 1. The condition of vanishing charges is a global
property of the minimal surface and it provides the necessary global information to derive the
symmetries of the minimal area. Our analysis is otherwise restricted to the local expansion of the
minimal surface around the conformal boundary. Another way to view the condition of vanishing
charges is explained in [27]. The minimal surface is not determined as an initial value problem,
since the coefficients Xµ(3) are not determined by the boundary data. If one provides an arbitrary
function for the coefficient Xµ(3), the solution of the initial value problem develops a singularity
and the conserved charges are non-vanishing. The condition of vanishing charges may thus in
turn be used to determine the coefficients Xµ(3), the higher-order terms can then be fixed from
the equations of motion.
From the vanishing of the charges, we infer that in a Laurent expansion in τ all coefficients of
the charges vanish. For the τ -dependent term this follows trivially from the equations of motion,
the vanishing of the τ 0-coefficients leads to the desired Ward identities for the strongly coupled
Maldacena-Wilson loop. The evaluation of the level-zero charge Q(0) shows that
Q(0) = Q(0)∣∣
τ0
=
1
2
∫
ds ex·P
(
δAren(C)
δxµ(s)
Kµ
)
e−x·P = 0 . (2.18)
Here, we have already calculated the conjugation with yD and extracted the τ 0-term. The
vanishing of Q(0) encodes the conformal invariance of the minimal area, as the conjugation of Kµ
with ex·P gives the conformal Killing vectors ξµa ,
ex·P
(
1
2
Kµ
)
e−x·P = ξµa Tˆ
a = Pˆ µ + xν Mˆ
νµ + xµDˆ +
(
x2δµν − 2xµxν
)
Kˆν , (2.19)
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{ξa, ξb}µ = ξρa ∂ρ ξµb − ξρb ∂ρ ξµa = fabcξµc . (2.20)
Here, Tˆ a = GabTb denotes the dual basis to the basis used in (2.3). We can rewrite (2.18) as the
conformal invariance of the Maldacena-Wilson loop at strong coupling,
J (0)a 〈W (C)〉 =
∫
ds ξµa (x)
δ
δxµ(s)
〈W (C)〉 = 0 . (2.21)
The evaluation of the level-one charge gives
Q(1)∣∣
τ0
= 1
2
f cba Tˆ
a
∫
ds1 ds2 ε(s1 − s2) ξµb (x1) ξνc (x2)
δAren
δxµ1
δAren
δxν2
+
L∫
0
ds
{
eX·P
(
x˙µ
τ 2
Kµ + 1
2
(
x˙µ x¨
2 +
...
xµ
)
Kµ − x˙µ x¨νMµν
)
e−X·P
}
(0)
, (2.22)
where we have abbreviated xi = x(si). The local term also receives contributions from boundary
terms of the bi-local term in (2.17)1. The notation {. . .}(0) denotes the τ 0-coefficient of the term
inside the brackets as in (2.10). Making use of (2.11) one easily shows that{
eX·P
(
x˙µ
τ 2
Kµ − x˙µ x¨νMµν
)
e−X·P
}
(0)
= 0 , (2.23)
and thus, by virtue of (2.19), we have
Q(1)∣∣
τ0
= 1
2
f cba Tˆ
a
∫
ds1 ds2 ε(s1 − s2) ξµb (x1) ξνc (x2)
δAren
δxµ1
δAren
δxν2
+
L∫
0
ds ξµa (x)
(
x˙µ x¨
2 +
...
xµ
)
Tˆ a . (2.24)
The vanishing of Q(1) can thus be written as the invariance of the Maldacena-Wilson loop under
the level-1 Yangian generator2
J (1)a = f
cb
a
∫
ds1ds2 ε(s1 − s2) ξµb (x1) ξνc (x2)
δ2
δxµ1δx
ν
2
+
λ
2pi2
L∫
0
ds ξµa (x)
(
x˙µ x¨
2 +
...
xµ
)
. (2.25)
The bilocal part of this generator shows the typical structure of a level-one Yangian symmetry
generator as it is known from 2d integrable field theories or scattering amplitudes, see e.g. [28], [8].
1More details of the derivation are provided in the discussion around (4.59).
2The second-derivative term appearing upon application of this generator to (2.1) is subleading and can be
neglected for λ 1.
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In [29] it was shown that generators of this form satisfy the commutation relations of the Yangian
algebra, [
J (0)a , J
(1)
b
]
= f cab J
(1)
c , (2.26)
as well as the Serre relations, a generalized Jacobi-like identity. In appendix B, we show that
also the local term obeys the above commutation relation. There is thus strong evidence that the
generators J
(0)
a and J
(1)
a satisfy the commutation relations of the Yangian algebra Y (so(2, 4)).
The level-1 generators J
(1)
a depend on the choice of a starting point along the curve C due to
the path-ordering in the bi-local term. Consider a curve C parametrized by x : [0, L] → R(1,3).
Instead of x(0) we could equally well choose a different starting point x(∆) and obtain a different
level-1 generator J˜
(1)
a . As our above line of arguing does not distinguish a specific starting point,
both of these generators give symmetries of the Maldacena-Wilson loop in the limit of large λ.
One would then expect that the difference between the two generators also gives a symmetry. A
simple calculation shows that it is given by
J (1)a − J˜ (1)a = f cba
(
j∆b J
(0)
c − J (0)b j∆c
)
= f cba
[
j∆b , J
(0)
c
}
= f cba f
d
bc j
∆
d . (2.27)
Here, we defined
j∆a =
∆∫
0
ξµa (x)
δ
δxµ(s)
.
Note however, that acting with this generator on 〈W (C)〉 leads to a term that is of order√
λ〈W (C)〉 and hence subleading in λ compared to the action of the level-1 generators J (1)a
and J˜
(1)
a . We have thus not shown that the difference (2.27) between two level-1 generators
defined with respect to different starting points annihilates the Maldacena-Wilson loop for large
λ. Indeed, this seems to be rather unlikely. For so(2, 4) we have f cba f
d
bc = Nδ
d
a with N a
non-vanishing numerical constant, which can be extracted from computing the Killing form. In
particular, since ∆ is arbitrary, the functional derivative δ/δxµ(s) at any point on the loop would
have to annihilate the result, which can clearly not be the case. We thus see that the Yangian
invariance of the Maldacena-Wilson loop which we showed for asymptotically large λ cannot ex-
tend in an expansion in 1/
√
λ. This matches well with the finding that the Yangian over so(2, 4)
does not provide a symmetry of the Maldacena-Wilson loop at weak coupling [20]. For the
super-Wilson loop the situation is different as the contraction f cba f
d
bc vanishes over psu(2, 2|4).
2.2 A Coset Description of S5
We consider a minimal surface in S5 and show that the area is invariant under SO(6) rotations of
the sphere. This is quite a trivial exercise if one considers the sphere in embedding coordinates.
We will, however, employ a coset construction based on SU(4) matrices to introduce coordinates
on the sphere. This parametrization is also employed to describe the SU(4)-part of the supercoset
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SU(2, 2|4)/ (SO(4, 1)× SO(5)) and the results of this section will be useful in our later discussion.
The main purpose of this section is thus to familiarize ourselves with the coset description of S5
in terms of SU(4) matrices. We note the following Z2 decomposition of su(4):
su(4)(0) = span
{
γab = 1
4
[
γa , γb
]
, γa6 = 1
4
[
γa , γ5
] |a, b ∈ {1 , . . . , 4}} ' so(5) ,
su(4)(2) = span
{
γa5 = i
2
γa , γ56 = − i
2
γ5 |a ∈ {1 , . . . , 4}} . (2.28)
Here, the matrices {γIJ = −γJI , I, J ∈ {1, . . . , 6}} are constructed from the gamma matrices
{γ1, . . . , γ5}, which satisfy the SO(5) Clifford algebra, see appendix C for details. Following [25],
we choose the following coset representatives in SU(4):
u(φ, z) = exp
(
i
2
φγ5
) (
1 + z2
)−1/2(I4 + 4∑
a=1
i zaγa
)
. (2.29)
The Cartan form is given by
a = −u−1du = −i (1− z
2) dφ
2(1 + z2)
γ5 − i dz
a
1 + z2
γa − z
adzb
2(1 + z2)
[
γa , γb
]− zadφ
2(1 + z2)
[
γa , γ5
]
.
Under the Z2 grading of su(4) this decomposes into
a(0) = − z
adzb
2(1 + z2)
[
γa , γb
]− zadφ
2(1 + z2)
[
γa , γ5
]
, a(2) = −i (1− z
2) dφ
2(1 + z2)
γ5 − i dz
a
1 + z2
γa .
The metric of the coset space is thus given by
ds2 =
〈
a(2), a(2)
〉
=
4 dz2
(1 + z2)2
+
(
1− z2
1 + z2
)2
dφ2 = dN I dN I (2.30)
Here, the group metric 〈b, c〉 = − tr (bc) is inherited from the group metric given in appendix C.
The coordinates (φ, zi) are related3 to the embedding coordinates of the sphere by
Na =
2 za
1 + z2
, N5 + iN6 =
1− z2
1 + z2
eiφ . (2.31)
Consider now the following boundary conditions for the minimal surface in S5:
N I(τ = 0, s) = nI(s) ⇒ N I(τ, s) = nI(s) + τN I(1)(s) + . . . . (2.32)
The minimal surface minimizes the area functional
A[N, h] =
1
2
∫
dτds γij
〈
a
(2)
i , a
(2)
j
〉
. (2.33)
3We require z2 ≤ 1 to get a one-to-one map between the coordinates.
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The Noether current of the coset model is given by JS
5
i = uA
(2)
i u
−1 and may be computed to be
JS
5
i = N
I
(
∂iN
J
)
γIJ . (2.34)
The corresponding Noether charge is conserved and due to the possibility to contract the bound-
ary curve to a point we have
Q =
∫
dsJS
5
τ (0) =
∫
ds nINJ(1) γ
IJ = 0 . (2.35)
In order to determine the coefficient N I(1), consider a variation δn
I of the boundary curve. This
induces a variation δN I of the parametrization of the minimal area. Using that the parametriz-
ation of the minimal area satisfies the equations of motion, one only picks up a boundary term
in computing the variation of the area and thence (we use conformal gauge)
δAmin = −
∫
dsN I1 δn
I . (2.36)
Due to the use of embedding coordinates N I we have nIδnI = 0 and we conclude that
δAmin
δnI(s)
= −N I1 (s) + α(s)nI(s) .
The coefficient α(s) is determined from the condition nIN I(1) = 0 and we find
N I(1)(s) = −
δAmin
δnI(s)
+
(
nJ(s)
δAmin
δnJ(s)
)
nI(s) . (2.37)
Equation (2.35) thus encodes the SO(6) invariance of the minimal area,∫
ds
(
nI(s)
δAmin
δnJ(s)
− nJ(s) δAmin
δnI(s)
)
= 0 . (2.38)
3 The super Wilson Loop at strong Coupling
In this section we describe the supersymmetric generalization of the strong coupling description
of the Maldacena-Wilson loop which is given by replacing the renormalized minimal area in
AdS5 by a minimal area in the supercoset space PSU(2, 2|4)/ (SO(4, 1)× SO(5)), which we also
renormalize appropriately. We thus describe the expectation value of the super Maldacena-Wilson
loop at strong coupling by
〈W(C)〉 = e−
√
λ
2pi
Aren(C) , (3.1)
where the area functionalA is based on the superstring action [23], which we review in section 3.1.
The boundary conditions follow from the generalized Poincare´ coordinates introduced in [19],
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which we discuss in section 3.2. In section 4 we show explicitly that the divergence of the
minimal area for these boundary conditions is proportional to the super-length of the curve,
Amin(C)
∣∣∣
y≥ε
=
L(C)
ε
+Aren(C) , L(C) =
∫
ds|pi(s)| . (3.2)
Here piµ = x˙µ + i
( ˙¯λσµλ− λ¯σµλ˙) describes the supermomentum of a superparticle moving along
the respective contour in the boundary superspace and we have regulated the minimal area by
imposing a cut-off ε in the coordinate y of AdS5 [26].
3.1 The Area Functional
Following the review article [25], we discuss those aspects of classical type IIB superstring theory
in AdS5 × S5 that will be needed in the remainder of this paper. The theory can be described
by a sigma model type action with target space
PSU(2, 2|4)
SO(4, 1)× SO(5) .
For a function g(τ, s) ∈ SU(2, 2|4) of the world-sheet coordinates, the Cartan form Ai = −g−1∂ig
provides a flat connection,
ij (2∂iAj − [Ai , Aj]) = 0 , (3.3)
taking values in the Lie superalgebra su(2, 2|4). This algebra may be endowed with a Z4-grading:
su(2, 2|4) = g(0) ⊕ g(2) ⊕ g(1) ⊕ g(3) , [g(k) , g(l)] ⊂ g(k+l) mod4 . (3.4)
Here, g(0)⊕g(2) is the bosonic subalgebra of su(2, 2|4) and g(1)⊕g(3) comprises the fermionic gen-
erators. Based on the projection operators P (k) : su(2, 2|4)→ g(k) onto these graded components,
we introduce the short-hand notation
B(k) = P (k) (B) , B(1)±(3) = B(1) ±B(3) . (3.5)
More details on the Z4 decomposition of su(2, 2|4) can be found in appendix C. There we also
introduce a metric 〈·, ·〉 on the algebra based on the supertrace in the fundamental representation.
This metric is non-degenerate on psu(2, 2|4), which is obtained from su(2, 2|4) by projecting out
the central element C. The area functional4 can then be written as
A = 1
2
∫
dτ ds
{
γij
〈
A
(2)
i , A
(2)
j
〉
+ i κ˜ ij
〈
A
(1)
i , A
(3)
j
〉}
. (3.6)
Here, κ˜ is a numerical constant, γij =
√
det(hij)h
ij is manifestly Weyl-invariant and we fix the
convention τs = 1. Note also, that we work with a Euclidean world-sheet metric – resulting in
4The area functional differs from the superstring action by a factor of
√
λ
2pi which appears explicitly in (3.1)
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the factor of i in front of the fermionic term – since the induced metric on the world-sheet is
Euclidean for the boundary conditions we consider. The variations with respect to g and γ give
the equations of motion5 and the Virasoro constraints,
0 = ∂i Λ
i − [Ai , Λi] , 〈A(2)i , A(2)j 〉− 12γij γkl 〈A(2)k , A(2)l 〉 = 0 ,
Λi = γij A
(2)
j − i2 κ˜ ijA(1)−(3)j .
(3.7)
The equations of motion may be split into purely bosonic or fermionic equations, which are given
by
∂i
(
γijA
(2)
j
)
− γij
[
A
(0)
i , A
(2)
j
]
+ i
2
κ˜ ij
[
A
(1)−(3)
i , A
(1)+(3)
j
]
= 0 , (3.8)
γij
[
A
(2)
i , A
(1)+(3)
j
]
+ i κ˜ ij
[
A
(2)
i , A
(1)−(3)
j
]
= 0 , (3.9)
For κ˜ = ±1, the action (3.6) exhibits kappa symmetry and we will set κ˜ = 1 from now on. The
respective transformations are given by
g 7→ g′ ∼ g · expκ , δκA = −dκ+ [A , κ] + h(0) . (3.10)
The kappa symmetry transformations also include a variation of the world-sheet metric, which
we do not specify as we will fix conformal gauge for the world-sheet metric. The transformations
constitute a local gauge symmetry of the action provided that the supermatrix κ = κ(1)+(3) is
given by
κ(1) = A
(2)
i,−K(1),i+ +K(1),i+ A(2)i,− , κ(3) = A(2)i,+K(3),i− +K(3),i− A(2)i,+ , where (3.11)
V i± = P
ij
± Vj =
1
2
(
γij ± i ij)Vj .
Here K denotes an arbitrary fermionic one form taking values in su(2, 2|4) and K(1), K(3) are its
projections in the algebra. The string model is classically integrable [2] and a Lax connection
can be parametrized [30] as
Li = A
(0)
i +
x2 + 1
x2 − 1 A
(2)
i −
2i x
x2 − 1 γij 
jk A
(2)
k +
√
x + 1√
x− 1 A
(1)
i +
√
x− 1√
x + 1
A
(3)
i . (3.12)
Here, x ∈ C denotes the spectral parameter. The flatness of the Lax connection,
ij (2∂iLj − [Li , Lj]) = 0 , (3.13)
is equivalent to the equations of motion. We consider the gauge transformed Lax connection
li = gLig
−1 + (∂ig) g−1 = g (Li − Ai) g−1
=
(
x2 + 1
x2 − 1 − 1
)
a
(2)
i −
2i x
x2 − 1 γij 
jk a
(2)
k +
(√
x + 1√
x− 1 − 1
)
a
(1)
i +
(√
x− 1√
x + 1
− 1
)
a
(3)
i , (3.14)
5The equations of motion are written over psu(2, 2|4). Over su(2, 2|4) one would have ∂i Λi −
[
Ai , Λ
i
]
= ρC.
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where we defined a
(k)
i = g A
(k)
i g
−1. A tower of multi-local conserved charges can be extracted
from expanding the monodromy matrix [31] associated to the gauge transformed Lax connection
around x =∞. Concretely, in conformal gauge and for z = x−1 we have
ls = 2iz Jτ + 2z
2
(
a(2)s +
1
4
a(1)+(3)s
)
+O(z3) .
Here, Ji = gΛig
−1 is the Noether current corresponding to the global PSU(2, 2|4) symmetry of
the action (3.6). The expansion of T [z] = P exp (∫ ds ls) around z = 0 leads to the conserved
charges
Q(0) =
∮
ds Jτ , (3.15)
Q(1) = 1
2
∫
ds1ds2 ε(s1 − s2) [Jτ (s1) , Jτ (s2)]−
∮
ds
(
a(2)s +
1
4
a(1)+(3)s
)
. (3.16)
Here we have subtracted a term proportional to (Q(0))2 from Q(1) in order to reach a more
convenient form. Note that the local term of the charge Q(1) takes a different form than in
section 2.1, since the Noether current for the full superstring is not flat.
These charges are conserved by construction, but it is still instructive to show their conserva-
tion explicitly. The conservation of the Noether charge Q(0) follows easily from the conservation
of the Noether current and the periodicity of the boundary curve. Moreover, since the curve is
contractible on the minimal surface, it follows that
Q(0) = 0 , (3.17)
which is crucial for the conservation of Q(1):
∂τ Q(1) =
[Q(0) , Js(L) + Js(0)] = 0 . (3.18)
Here, 0 and L are the end-points of the parametrization and we used that
∂τ
(
a(2)s +
1
4
a(1)+(3)s
)
= ∂s
(
a(2)τ +
1
4
a(1)+(3)τ
)− 2 [Jτ , Js] , (3.19)
which one may obtain from the expanding the flatness condition for li around z = 0. Using once
more that the curve can be contracted on the minimal surface, we find that
Q(1) = 0 . (3.20)
This condition as well as the condition (3.17) allow to derive the local and non-local symmetries
of the super Wilson loop.
3.2 The Boundary Conditions
In the case of the Maldacena-Wilson loop the minimal surface is required to end on the respective
curve on the conformal boundary of AdS5. The notion of the conformal boundary is easiest to
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picture in Poincare´ coordinates, where it is simply given by6 the Minkowski space at y = 0. The
boundary conditions for the super Wilson loop follow from a generalization of Poincare´ coordin-
ates to the coset superspace PSU(2, 2|4)/ (SO(4, 1)× SO(5)), which has been introduced in [19].
There are two important aspects that need to be considered in the construction of the conformal
boundary of our superspace. The geometric relation between bulk and boundary space requires
that the super-isometries of the bulk space should reduce to superconformal transformations on
the conformal boundary space when taking the boundary limit. Moreover, we should impose
the right number of boundary conditions on the bulk coordinates in order to determine a min-
imal surface. For the bosonic coordinates, the equations of motion are second order differential
equations and we impose a boundary condition for all bosonic coordinates. For the fermionic
coordinates, the equations of motion are first order differential equations and we will thus only
impose boundary conditions on half of the fermionic coordinates.
Let us first consider the AdS5 part once more. As we have seen in section 2.1, the coset
parametrization
g1(X, y) = e
X·P yD (3.21)
provides Poincare´ coordinates on AdS5 ' SO(4, 2)/SO(4, 1). In this case, we split the algebra
so(4, 2) according to
so(4, 2) =
(
g(0) ' so(4, 1))⊕ g(2) , g(0) = span {Pµ −Kµ,Mµν} , g(2) = span {Pµ +Kµ, D} .
The boundary Minkowski space can be thought of as the coset space SO(4, 2)/H, where H is the
subgroup of SO(4, 2) generated by the subalgebra h = span{Kµ,Mµν , D}. The algebra so(4, 2)
is hence split according to
so(4, 2) = span{Kµ,Mµν , D} ⊕ span{Pµ} ,
and we parametrize the coset space by
g2(x) = e
x·P . (3.22)
An isometry or conformal transformation on the coset spaces is obtained from left-multiplication
with a generic group element t = et,
t · g1(X, y) = g1(X ′, y′) · h(X, y) , t · g2(x) = g2(x′) · h(x) ,
where h = eh are compensating gauge transformations. Infinitesimally, we then have
δg1(X, y) = t · g1 − g1 · h(X, y) = ∂µg1 δtXµ + ∂yg1 δty ,
δg2(x) = t · g2 − g2 · h(x) = ∂µg2 δtxµ .
(3.23)
6Since Poincare´ coordinates do not cover AdS5 completely, the topological properties of the conformal boundary
cannot be inferred from this picture, but this is not our concern here.
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Consider now for example a transformation parametrized by t = εµKµ. One computes easily
that the coordinates of the two coset spaces transform as
δε·KXµ = X2 εµ − 2 (ε ·X)Xµ + y2 εµ , δε·Ky = −2y (ε ·X) ,
δε·Kxµ = x2 εµ − 2 (ε · x)xµ .
(3.24)
We recognize that the transformations indeed agree in the boundary limit y → 0 if we identify
the X coordinates. Before turning to the superspace, we reformulate the criterion, that the
isometries of the bulk space reduce to conformal transformations on the boundary space, for a
more general situation.
Assume we have two cosets C1 = G/H1 and C2 = G/H2 with the same group G but different
stability groups H1 and H2. Correspondingly we have two decompositions of the Lie algebra g,
g = h1 ⊕ f1 , g = h2 ⊕ f2 . (3.25)
Let the coset space C1 represent the bulk space and C2 the boundary space. Then we have
dim(H1) < dim(H2), but not necessarily that H1 is a subset of H2. Furthermore, we assume
that the cosets can be parametrized by g1(x
m, yi) ∈ C1 and g2(xm) ∈ C2 in such a way that they
realize
g1(x, y) = g2(x)h2(x, y) , (3.26)
where h2 ∈ H2. In particular, the Cartan forms for the two parametrizations are related by
A1 = −g−11 dg1 = h2A2h−12 − h−12 dh2 . (3.27)
Under the left action of some group element t = et ∈ G a coset representative transforms as
g(Z) 7→ g(Z ′) = tg(Z)h(Z) , δg(Z) = tg(Z)− g(Z)h(Z) . (3.28)
This transformation can be related to the Cartan form,
δZMAM = −δZMg(Z)−1∂Mg(Z) = −g(Z)−1 (tg(Z)− g(Z)h(Z)) . (3.29)
Splitting the left hand side of this formula into the coordinates on the first coset ZM = (xm, yi)
yields
δ1Z
MA1M = δ1x
mh−12 A
2
mh2 − δ1xmh−12 ∂mh2 − δ1yih−12 ∂ih2 , (3.30)
which can be resolved to
δ1x
mA2m = δ1Z
Mh2A
1
Mh
−1
2 + δ1x
m (∂mh2)h
−1
2 + δ1y
i (∂ih2)h
−1
2 . (3.31)
Plugging in (3.29) leads to
δ1x
mA2m = −h2 g−11 (tg1 − g1h1)h−12 + δ1xm (∂mh2)h−12 + δ1yi (∂ih2)h−12
= −g−12 tg2 + h2h1h−12 + δ1xm (∂mh2)h−12 + δ1yi (∂ih2)h−12 . (3.32)
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Evaluating (3.29) again for the second coset gives
δ2x
mA2m = −g−12 tg2 + h2 (3.33)
and we find the difference between the variations of the coordinates:
∆ (δxm)A2m = (δ1x
m − δ2xm)A2m
= h2h1h
−1
2 − h2 + δ1xm (∂mh2)h−12 + δ1yi (∂ih2)h−12 . (3.34)
The interesting part of the above equation is contained in the projection on the subalgebra f2:
∆ (δxm)A2m
∣∣∣
f2
= ∆ (δxm)E2m
a Ta = h2h1h
−1
2
∣∣∣
f2
(3.35)
Here, Ta denotes a basis of f2 and E
2
m
a are the vielbein components associated to A2, which
form an invertible matrix. We thus conclude that
∆ (δxm)
y→0−−→ 0 ⇔ h2h1h−12
∣∣∣
f2
y→0−−→ 0 . (3.36)
To understand this formulation of the boundary criterion better, let us consider AdS5 once more.
The Cartan form for the bulk is given by
A1 = −g−11 dg1 = −
dXµ
y
Pµ − dy
y
D . (3.37)
Thus evaluating (3.29) for t = ε ·K yields
δε·KXM A1M = −
1
y
(δε·KXµ Pµ + δε·Ky D) = −y−De−X·P (ε ·K) eX·PyD + h1
=
1
y
(
X2 εµ − 2 (ε ·X)Xµ)Pµ − 2 (ε ·X)D − 2 εµxνMµν + y εµKµ + h1 (3.38)
We read off that
h1 = 2 ε
µxνMµν − y εµ (Kµ − Pµ) (3.39)
in order to cancel the contributions proportional to Kµ and Mµν . Noting that in our case
f2 = span{Pµ} we find
h2h1h
−1
2
∣∣∣
f2
= yD (2 εµxνMµν − y εµ (Kµ − Pµ)) y−D
∣∣∣
P
= y2εµPµ , (3.40)
which vanishes for y → 0 as it should be.
We now turn to the discussion of the full supercoset PSU(2, 2|4)/ (SO(4, 1)× SO(5)). The
authors of [19] suggest the following coset parametrization:
g(X,N, y, θ, ϑ) = eX·P eθα
AQA
α+θ¯Aα˙ Q¯
α˙A
eϑA
α SαA+ϑ¯α˙A S¯Aα˙ U(N) yD . (3.41)
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Here (X, y) and N are bosonic coordinates parametrizing the AdS5 and the S
5 part, respectively.
The 32 fermionic degrees of freedom are parametrized by the Grassmann odd coordinates θ, θ¯, ϑ
and ϑ¯. The coset representative for the spherical coordinates is given in the same way as in (2.29)
but written as a (4|4) supermatrix,
U(N) =
(
I4 0
0 u(N)
)
. (3.42)
This specific choice of coset parametrization is not at all arbitrary. A crucial aspect is that
all exponents have definite weight and that they are ordered by these weights. Moreover, the
y-coordinate which vanishes on the conformal boundary is associated to the dilatation generator
and is put to the right of the coset representative. We shall see below, why these are important
aspects in the choice of the coset representative (3.41).
3.2.1 The Cartan Form
The Cartan form for the coset representative (3.41) has been partially derived in [19], as this
provides some insight into the geometry of the space, which is also helpful in the discussion of the
conformal boundary space. Since we will need the complete Cartan form in order to determine
the expansion of the minimal surface into the bulk space, we provide a full derivation. The
calculation is lengthy but straightforward. Abbreviating
Ω := θα
AQA
α + θ¯Aα˙ Q¯
α˙A
, η := ϑA
α Sα
A + ϑ¯α˙A S¯Aα˙ (3.43)
we need to compute
g−1dg = y−D U−1 e−η
(
dX · P + e−ΩdeΩ) eη U yD + y−D U−1 (e−ηdeη)U yD + U−1dU + dy
y
D .
Noting that e−ΩdeΩ = dΩ + i
(
θα
A dθ¯Aα˙ − dθαA θ¯Aα˙
)
P α˙α everything that is left to do are conjug-
ations. Most of them can be done via the formula
eAB e−A =
∞∑
n=0
1
n!
[A ,B](n) , [A ,B](n) =
[
A , [A ,B](n−1)
]
, [A ,B](0) = B .
Here it is crucial that the exponents X · P , Ω and η have a definite non-zero weight. Since the
weights are additive,[
D,A
]
= ∆AA ,
[
D,B
]
= ∆BB ⇒
[
D,
[
A,B
]]
= (∆A + ∆B)
[
A,B
]
the expansion above breaks off after at most four orders, if the generator A has a definite non-zero
weight. In order to do the conjugations with U(N), one can consider the supermatrices explicitly
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using the definitions given in appendix C, e.g.:
U−1
(
θα
AQA
α
)
U =
I2 0 00 I2 0
0 0 u−1
0 0 2 θ0 0 0
0 0 0
I2 0 00 I2 0
0 0 u

=
0 0 2 θu0 0 0
0 0 0
 = (θαBu AB )QAα = (θu)α AQAα (3.44)
Similarly, one finds:
U−1
(
ϑ¯α˙A S¯Aα˙
)
U =
(
ϑ¯u
)α˙A
S¯Aα˙ , U
−1
(
θ¯Aα˙ Q¯
α˙A
)
U =
(
u−1θ¯
)
Aα˙
Q¯
Aα˙
,
U−1
(
ϑA
α Sα
A
)
U =
(
u−1ϑ
)
A
αSα
A , U−1
(
Λ BA R
A
B
)
U =
(
u−1Λu
) B
A
RAB .
(3.45)
The conjugations with yD follow from the weights of the generators,[
D,T∆
]
= ∆T∆ ⇒ y−D T∆ yD = y−∆ T∆ .
These findings allow to do all of the conjugations and we arrive at the following result:
A = −g−1 dg = rαα˙
2y
P α˙α − σ
y
D − 1√
y
(
εα
AQA
α + ε¯Aα˙ Q¯
α˙A
)
− λ βα M αβ − λ¯β˙α˙ M¯ α˙β˙
− Λ BA RAB − γ C −
√
y
(
χA
α Sα
A + χ¯α˙A S¯Aα˙
)
+
y
2
κα˙αKαα˙ − U−1dU (3.46)
Here, we defined:
rαα˙ = dXαα˙ + 2i
(
dθα
A θ¯Aα˙ − θαA dθ¯Aα˙
)
rµ = dXµ − i tr
(
dθ¯σµθ − θ¯σµdθ
)
ζα
A = i rαα˙ ϑ¯
α˙A ζ¯Aα˙ = −i ϑAα rαα˙
εα
A = (dθ + ζ)α
B u(N) AB ε¯Aα˙ = u
−1(N) BA
(
dθ¯ + ζ¯
)
Bα˙
λ βα = −i (2dθ + ζ)α A ϑAβ λ¯β˙α˙ = i ϑ¯β˙A
(
2dθ¯ + ζ¯
)
Aα˙
σ = dy + 2y tr
(
dθ¯ϑ¯+ ϑdθ
)
γ = tr
(
ϑ (2dθ + ζ)− (2dθ¯ + ζ¯) ϑ¯) ,
(3.47)
The remaining terms are given by:
ΛA
B =
[
u−1
(
ϑ
(
dθ + 1
2
ζ
)− (dθ¯ + 1
2
ζ¯
)
ϑ¯
)
u
]
A
B
χA
α =
[
u−1
[(
4ϑ
(
dθ + 1
3
ζ
)− 2 (dθ¯ + 1
3
ζ¯
)
ϑ¯
)
ϑ+ dϑ
]]
A
α
χ¯α˙A =
[[
dϑ¯+ ϑ¯
(
4
(
dθ¯ + 1
3
ζ¯
)
ϑ¯− 2ϑ (dθ + 1
3
ζ
))]
u
]α˙A
κα˙α =
[−8i ϑ¯ [(dθ¯ + 1
4
ζ¯
)
ϑ¯− ϑ (dθ + 1
4
ζ
)]
ϑ− 2i (dϑ¯ ϑ− ϑ¯ dϑ)]α˙α
(3.48)
In the above expression the coordinates are viewed as matrices of different size and the relation
between matrix multiplication and the contraction of indices can be understood from the fixed
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index positions, see also appendix A. For our further calculations we note the Z4-decomposition
of A = −g−1dg:
A(0) =
rαα˙ − y2 καα˙
4y
(
P α˙α −K α˙α)− λ βα M αβ − λ¯β˙α˙ M¯ α˙β˙ − (Λ BA RAB + U−1dU)(0) (3.49)
A(2) =
rαα˙ + y
2 καα˙
4y
(
P α˙α +K α˙α
)− σ
y
D − γ C − (Λ BA RAB + U−1dU)(2) (3.50)
A(1)+(3) = − 1√
y
(
εα
AQA
α + ε¯Aα˙ Q¯
α˙A
+ y
(
χA
α Sα
A + χ¯α˙A S¯Aα˙
))
(3.51)
A(1)−(3) = − i√
y
(
εα
AKAB S
αB − ε¯Aα˙KAB S¯ α˙B + y
(
χA
αKAB QBα − χ¯Aα˙KAB Q¯Bα˙
))
(3.52)
The matrix K =
(
KAB
)
=
(
KAB
)
appears explicitly in the Z4 decomposition introduced in
appendix C and is given by
K =

0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0
 . (3.53)
3.2.2 The Conformal Boundary
We now turn to the conformal boundary space, which is given by the supercoset PSU(2, 2|4)/H2,
where H2 is the subgroup generated by the subalgebra
h2 = span
{
Mµν , D,Kµ, Sα
A, S¯Aα˙
}⊕ so(5) (3.54)
A suitable coset representative [19] is given by
g2(x, θ,N) = e
X·P eθα
AQA
α+θ¯Aα˙ Q¯
α˙A
U(N) . (3.55)
The boundary superspace has only half as many fermionic degrees of freedom as the bulk space,
which is due to the fermionic part of the superstring equations of motion being first order dif-
ferential equations. In section 4, we will see explicitly that the respective boundary conditions
determine the minimal surface in the bulk space.
We now apply the criterion (3.36) to show that the bulk isometries reduce to superconformal
transformations on the boundary space. The discussion follows [19]. The relation between the
coset representatives of bulk and boundary space is given by g = g2h2, where
h2 = U(N)
−1 eϑA
α SαA+ϑ¯α˙A S¯Aα˙ U(N) yD = e(u
−1ϑ)Aα SαA+(ϑ¯u)α˙A S¯Aα˙ yD . (3.56)
Consider now an isometry of the bulk space parametrized by t ∈ psu(2, 2|4). The coset repres-
entative transforms according to (3.28),
g−1 δg = g−1t g − h1 , h1 ∈ h1 =
(
span{Mµν , Pµ −Kµ} ' so(4, 1)
)⊕ so(5) , (3.57)
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and we want to show that h2h1h
−1
2
∣∣∣
f2
y→0−−→ 0. For this purpose it is not necessary to actually
compute h1. Rather, decompose h1 as
h1 = h1
∣∣∣
h2
+ h′1 ⇒ h2 h1 h−12
∣∣∣
f2
= h2 h
′
1 h
−1
2
∣∣∣
f2
. (3.58)
In our case, this means that we only need to find the y-dependence of h′1,
h′1 = y
ωcµPµ ⇒ h2 h′1 h−12 = O
(
yω+1
)
. (3.59)
It is thus sufficient to show that for h1 = y
ωcµ (Pµ −Kµ) + . . . we have ω = 1. In order to see
this, we note that
g = g+ g− , g+ = eX·P eθα
AQA
α+θ¯Aα˙ Q¯
α˙A
, g− = eϑA
α SαA+ϑ¯α˙A S¯Aα˙ U(N) yD , (3.60)
where g+ only contains generators with positive weights, while g− only contains generators with
weights ≤ 0. The group elements g+ can be considered as a set of coset representatives for a
superspace obtained by factoring out the subgroup H+ with Lie algebra
h+ = span
{
Mµν , D,Kµ, Sα
A, S¯Aα˙
}⊕ su(4) . (3.61)
In particular, h+ only contains generators of weights ≤ 0. The Cartan form for this coset
representative can be obtained from (3.46) by setting ϑ = 0, N constant and y = 1. Let us first
consider the transformation g−1+ tg+ = g
−1
+ δg+ + h+, where h+ ∈ h+. We thus have:
−δZM AM = g−1 δg = g−1−
(
g−1+ δg+ + h+
)
g− − h1 (3.62)
In the above formula h1 compensates for those terms of g
−1
−
(
g−1+ δg+ + h+
)
g− which may not be
put into the form δZM AM . In particular, there is no need to compensate a term proportional to
Pµ as these terms are the same in g
−1 δg and g−1−
(
g−1+ δg+
)
g−, which may be seen easily from our
calculation of the Cartan form in section 3.2.1. It is thus clear that the term in h1 proportional
to (Pµ−Kµ) compensates for a term in g−1−
(
g−1+ δg+ + h+
)
g−, which is proportional to Kµ. This
term, however, is of order O(y), since Kµ has weight −1 and we are doing the conjugation with
yD last. We thus see that h1 = y c
µ (Pµ −Kµ) + . . ., as we have claimed above.
This shows that the space parametrized by (3.55) may indeed be viewed as the supercon-
formal boundary of the space PSU(2, 2|4)/ (SO(4, 1)× SO(5)). Correspondingly, we impose the
following set of boundary conditions on the minimal surface that describes the super Wilson loop
at strong coupling:
Xµ(τ = 0, s) = xµ(s) y(0, s) = 0 N I(0, s) = nI(s)
θα
A(0, s) = λα
A(s) θ¯Aα˙(0, s) = λ¯Aα˙(s)
(3.63)
4 Symmetries of the Super Wilson Loop
In this section we derive the superconformal and level-1 Yangian symmetries of the super Wilson
loop at strong coupling. Just like in section 2.1, this can be achieved by evaluating the conserved
charges derived from the classical integrability of the string model. On the way, we determine
how the minimal surface behaves close to the conformal boundary of the superspace.
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4.1 The Bulk Expansion
We determine the coordinates of the minimal surface in an expansion away from the conformal
boundary y = 0. As for the bosonic case discussed in section 2.1 the first few coefficients in
the τ -expansion can be given in terms of the boundary curve and variational derivatives of the
minimal area by iteratively solving the equations of motion and the Virasoro constraints as well as
computing the variation of the renormalized minimal area Aren under a variation of the boundary
curve.
The superstring equations of motion only have a unique solution if one fixes a kappa symmetry
gauge. This is often done by setting half of the coordinates of the coset representative to zero.
In our case it is however more efficient to set half of the coefficients of the fermionic part of
A = −g−1dg to zero. Working to linear order in Graßmann variables, the Cartan form transforms
as follows under a kappa symmetry transformation
A 7→ A′ = A− dκ+ [A , κ] + h(0) . (4.1)
Here, the kappa symmetry parameter κ is given by (3.11),
κ(1) = A
(2)
i,−K(1),i+ +K(1),i+ A(2)i,− , κ(3) = A(2)i,+K(3),i− +K(3),i− A(2)i,+ , where
V i± = P
ij
± Vj =
1
2
(
γij ± i ij)Vj .
We use the kappa symmetry invariance to fix the following gauge on the parameters of the Cartan
form A:
εα
2 = εα
4 = 0 , ε¯2α˙ = ε¯4α˙ = 0 , χ1
α = χ3
α = 0 , χ¯α˙1 = χ¯α˙3 = 0 . (4.2)
Written in terms of a (4|4) supermatrix, this reads as
A(1)+(3) =

0 0 0 0 • 0 • 0
0 0 0 0 • 0 • 0
0 0 0 0 0 • 0 •
0 0 0 0 0 • 0 •
0 0 • • 0 0 0 0
• • 0 0 0 0 0 0
0 0 • • 0 0 0 0
• • 0 0 0 0 0 0

(4.3)
In appendix E, we discuss the possibility of fixing this kappa symmetry gauge for the simplified
situation of a straight-line boundary curve to linear order in Graßmann variables. While it is
possible to fix (4.2), we find that the fermionic coefficients, which are not set zero, no longer obey
the reality constraint (εα
A)∗ = ε¯Aα˙. This is related to working with a Wick rotated superstring
action, which implies the appearance of a factor i in the kappa symmetry variations. This subtlety
does, however, not affect our further calculation, for which the reality constraint is irrelevant.
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4.1.1 Equations of Motion
We now consider the equations of motion (3.8), (3.9) order by order in τ . From the leading order
O(τ−2) in the bosonic equation (3.8) one finds that(
(∂τy) rτ µ (P
µ +Kµ) +
(
(∂τy)
2 − r2τ − r2s
)
D
)
(0)
= 0 , (4.4)
⇒ rµτ (0) = 0 , (y(1))2 =
(
rs (0)
)2
. (4.5)
We identify the leading term of rs with the supermomentum
piµ = rµs (0) = x˙
µ + i tr
( ˙¯λσµλ− λ¯σµλ˙) (4.6)
of a superparticle moving along the boundary curve. As y should be positive and the boundary
curve space-like we note that y(1) =
√
pi2 = |pi|. We now restrict the parametrization of the curve
to satisfy
|pi| = 1 ⇒ pi · p˙i = 0 ⇒ p˙i2 + pi · p¨i = 0 . (4.7)
This is the super analogue of the arc-length condition we employed in section 2.1 and it completely
fixes the residual reparametrization invariance in conformal gauge. Considering the fermionic
equations (3.9) at leading order in τ leads to the following set of equations:
ετ (0)α
A + ipiαα˙ ε¯τ (0)B
α˙KBA = 0 (4.8)
ε¯τ (0)Aα˙ + i ετ (0)
αB piαα˙KBA = 0 (4.9)
i ε¯s (0)Aα˙ pi
α˙α + εs (0)
αBKBA = 0 (4.10)
i piα˙αεs (0)α
A + ε¯s (0)B
α˙KBA = 0 (4.11)
The equations (4.8) and (4.9) as well as (4.10) and (4.11) are equivalent to each other as one
would expect as they stem from the coefficients of Q and Q¯ or S and S¯ in (3.9). Moreover, the
real and imaginary parts of these equations are equivalent. Insert for example (4.8) into (4.9):
⇒ ε¯τ (0)Aα˙ = κ˜2 ε¯τ (0)Cβ˙ piβ˙α piαα˙KCBKBA = κ˜2ε¯τ (0)Aα˙ (4.12)
Here, we have left the parameter κ˜ open for a moment in order to show that the equations are
less constraining for κ˜2 = 1 when one has kappa symmetry. Consider now equation (4.8). Due to
our kappa symmetry gauge (4.2) either ετ (0)α
A or ε¯τ (0)B
α˙KBA are vanishing for any given value
of A. Proceeding in the same way for equation (4.10) we conclude that
ετ (0) = εs (0) = 0 , ε¯τ (0) = ε¯s (0) = 0 . (4.13)
Note in particular that we do not employ reality conditions such as ε¯Aα˙ =
(
εα
A
)∗
as they become
problematic for the Wick rotated superstring action. Given that rτ (0) = 0 and hence ζτ (0) = 0,
we conclude that
θ(1) = 0 , θ¯(1) = 0 , X(1) = 0 . (4.14)
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Setting εs (0) = 0 = ε¯s (0) enforces that
ϑ(0)A
α = i ˙¯λAα˙ pi
α˙α , ϑ¯(0)
α˙A = −i piα˙α λ˙αA . (4.15)
It is thus indeed inconsistent to specify boundary conditions for the ϑ variables.
We now turn to the next-to leading order in the bosonic equation (3.8). Due to our findings
above, we have A(1)±(3) = O(τ 1/2) and we can hence neglect the fermionic contributions also at
the next-to leading order. Moreover we note the following identities for the coefficients of the
Cartan form:
σi = ∂iy +O(τ 2) , λτ = O(τ) , λs αα − λ¯sα˙α˙ = O(τ) . (4.16)
Evaluating (3.8) then leads to the following equations:
0 = γij ((∂iy) (∂jy)− y ∂i∂jy − ri · rj)(1) , (4.17)
0 = γij
(
2 ∂iy rj αα˙ − y ∂i rj αα˙ + 2iy λ βi α rj βα˙ − 2iy rj αβ˙ λ¯ β˙i α˙
)
(1)
. (4.18)
Making use of (4.14) and (4.15) we find that
r2τ = O(τ 2) , r2s = pi2 +O(τ 2) , γij
(
2iy λ βi α rj βα˙ − 2iy rj αβ˙ λ¯ β˙i α˙
)
= O(τ 2) . (4.19)
We can thus conclude that
y(2) = 0 , r
µ
τ (1) = p˙i
µ ⇒ Xµ(2) = p˙iµ + i tr
(
θ¯(2)σ
µλ− λ¯σµθ(2)
)
. (4.20)
Last, we consider the next-to leading order in the fermionic equation (3.9). We find the following
conditions, this time leaving out equivalent conditions:
χ¯τ (0)
Aα˙ − i piα˙αεs (1)αA −
(
ε¯s (1)B
α˙ − i piα˙αχτ (0)Bα
)
KBA = 0 , (4.21)
ε¯τ (1)Aα˙ − i χs (0)Aα piαα˙ −
(
χ¯s (0)α˙
B − i ετ (1)αB piαα˙
)
KBA = 0 . (4.22)
Due to our kappa symmetry gauge (4.2), we can decompose these equations into the conditions
χ¯τ (0)
Aα˙ +KAB ε¯s (1)B
α˙ = 0 , εs (1)α
A +KAB χτ (0)Bα = 0 , (4.23)
ε¯τ (1)Aα˙ +KAB χ¯s (0)α˙
B = 0 , χs (0)A
α +KAB ετ (1)
αB = 0 . (4.24)
The latter conditions allow to solve for θ(2) and θ¯(2):
θ(2)α
A = −p˙iαα˙ piα˙β λ˙βA + K¯ ′AB
(
4
( ˙¯λpiλ˙)
B
C − i δCB ∂s
) (
piαβ˙
˙¯λC
β˙
)
θ¯(2)Aα˙ = − ˙¯λAβ˙ piβ˙α p˙iαα˙ −K ′AB
(
4
( ˙¯λCpiλ˙B)+ i δBC ∂s) (λ˙βC piβα˙) (4.25)
Here, the matrices K¯ ′AB and K ′AB are given by
K ′AB = uA
C uB
DKCD =
(
uKuT
)
AB
, K¯ ′AB =
((
u−1
)T
Ku−1
)AB
(4.26)
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Due to equations (2.29) and (C.5), this can be rewritten as
K ′AB =
(
N5I+N6γ5 + iNaγa
)
A
C KCB , K¯
′AB = KAC
(
N5I−N6γ5 − iNaγa)
C
B . (4.27)
From equation (4.23) we find the following condition for ϑ(1):
ϑ(1)Aα = iK
′
AB piαα˙ ϑ¯(1)
α˙B , ϑ¯(1)
α˙A = −iK ′AB piα˙α ϑ(1)Bα . (4.28)
The results of solving the fermionic equations of motion at next-to leading order may conveniently
be written in the form
A(1)−(3)τ = −i A(1)+(3)s +O(τ 3/2) , A(1)−(3)s = i A(1)+(3)τ +O(τ 3/2) . (4.29)
4.1.2 Virasoro constraints
We now turn to the Virasoro constraint〈
A(2)τ , A
(2)
τ
〉− 〈A(2)s , A(2)s 〉 = 0 . (4.30)
Recall that A(2) is given by (3.50)
A
(2)
i = −
rµi + y
2 κµi
2y
(Pµ +Kµ)− σi
y
D − γiC −
(
Λ BiA R
A
B + U
−1∂iU
)(2)
.
From section 2.2 we know that〈
P (2)
(
U−1∂iU
)
, P (2)
(
U−1∂jU
)〉
= ∂iN
I ∂jN
I .
Noting that Λτ = O(τ) one finds quickly:〈
A(2)τ , A
(2)
τ
〉
=
1
y2
(
r2τ + σ
2
τ
)
+N2(1) +O(τ) . (4.31)
The other term is more involved since Λs (0) does not vanish,
Λ BsA = i
(
u−1 ˙¯λpi λ˙ u
)
A
B +O(τ) =: i(u−1Σsu)AB +O(τ) (4.32)
Making use of the trace identities given in appendix C and the results obtained in section 2.2,
we find:〈
Λ BsA R
A
BΛ
D
sC , P
(2)
(
RCD
)〉
= Λ BsA Λ
D
sC
(
4KDBK
AC − 4δAD δCB + 2δAB δCD
)
= −4 K¯ ′AC K ′DB
( ˙¯λpi λ˙)
A
B
( ˙¯λpi λ˙)
C
D + 4 tr
( ˙¯λpiλ˙ ˙¯λpiλ˙)− 2 tr ( ˙¯λpiλ˙)2
= −4 tr (K¯ ′ΣsK ′ΣTs )+ 4 tr ( ˙¯λpiλ˙ ˙¯λpiλ˙)− 2 tr ( ˙¯λpiλ˙)2 ,〈
Λ BsA R
A
B , P
(2)
(
U−1∂sU
)〉
= 4Λ BsA
(
A
(2)
S5
) A
B
= −4i nI n˙J tr (λ˙γIJ ˙¯λpi) .
(4.33)
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Thus we find 〈
A(2)s , A
(2)
s
〉
=
r2s
y2
+ 2 pi · κs (0) + n˙2 + 4 tr
( ˙¯λpiλ˙ ˙¯λpiλ˙)− 2 tr ( ˙¯λpiλ˙)2
− 4 tr (K¯ ′ΣsK ′ΣTs )− 4i nI n˙J tr (λ˙γIJ ˙¯λpi)+O(τ) . (4.34)
Due to the results obtained in the last section, we can express everything in terms of the boundary
data,
r2s = 1− τ 2
(
p˙i2 − 2i tr (θ¯(2)piλ˙− ˙¯λpiθ(2)))+O(τ 3) , r2τ = τ 2p˙i2 +O(τ 3) ,
σ2τ = 1 + τ
2
(
2y(3) − 4i tr
(
θ¯(2)piλ˙− ˙¯λpiθ(2)
))
+O(τ 3) ,
pi · κs (0) = 6 tr
( ˙¯λpiλ˙ ˙¯λpiλ˙)− i tr ( ˙¯λpiλ¨− ¨¯λpiλ˙)+O(τ) .
(4.35)
Inserting these results into (4.30) allows to solve for y(3):
y(3) = −p˙i2 + 3i tr
(
θ¯(2)piλ˙− ˙¯λpiθ(2)
)
+ 8 tr
( ˙¯λpiλ˙ ˙¯λpiλ˙)− i tr ( ˙¯λpiλ¨− ¨¯λpiλ˙)
− tr ( ˙¯λpiλ˙)2 − 2 tr (K¯ ′ΣsK ′ΣTs )− 2i nI n˙J tr (λ˙γIJ ˙¯λpi)+ 12 (n˙2 −N2(1)) (4.36)
4.1.3 Variational Derivatives of the Minimal Area
The solutions of the first few orders of the equations of motion allow to extract the divergence
of the minimal area. Similarly to the bosonic situation one finds:
Amin(C)y≥ε = L(C)
ε
+ (finite) , L(C) =
∫
ds |pi(s)| . (4.37)
We can thus define a finite functional by
Aren(C) = lim
ε→0
{
Amin(C)y≥ε − L(C)
ε
}
. (4.38)
From the equations of motion we have fixed the expansion of the coordinates X and θ until
second order in the variable τ . As it is the case for the minimal surface in AdS5, the third-order
coefficients are not fixed by the equations of motion but can be related to variational derivatives
of the minimal surface. Consider therefore the variation ofAmin(C)y≥ε. Since the parametrization
of the minimal area satisfies the equations of motion, the variation only contains boundary terms,
δAmin(C)y≥ε = −
b∫
a
ds
c∫
τ0(s)
dτ
{
∂τ
〈
g−1δg, Λτ
〉
+ ∂s
〈
g−1δg, Λs
〉}
, (4.39)
with Λi given by (3.7). The boundary τ0(s) of the integration domain is defined by demanding
y(τ0(s), s) = ε. Since the expression g
−1δg does not contain any derivatives which may be
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restricted by choosing a special parametrization, we can safely demand that the parametrization
satisfy |pi| = 1. Moreover, due to the kappa symmetry invariance of the action, we can restrict
ourselves to the kappa symmetry gauge (4.2). This allows to apply the results of section 4.1.1,
in particular we have τ0(s) = ε+O(ε3). Thus, using the periodicity of the parametrization in s,
we find that
δAmin(C)y≥ε =
L∫
0
ds
{〈
g−1δg, Λτ
〉
(τ0(s), s)
}
+O(ε) . (4.40)
To compute the above result explicitly, we use the expression (3.46) for g−1δg and in particular
that
δX(τ, s) = δx(s) +O(τ 2) , δθ(τ, s) = δλ(s) +O(τ 2) , (4.41)
since the first-order coefficients of X, θ, θ¯ vanish identically. Applying the trace-identities given
in appendix C, we find
δAmin(C)y≥ε = δL(C)
ε
+ (finite) , (4.42)
and the finite term may be computed as:
δAren(C) =
L∫
0
ds
{
δxµ b
µ + δλα
A
(
4ξA
α − i λ¯Aα˙ bα˙α
)
+ δλ¯Aα˙
(
4ξ¯α˙A − i bα˙α λAα
)− δnIN I(1)}
(4.43)
Here, we defined
bµ = −1
2
rµτ (2) − κµτ (0) + 2i tr
((
ϑ¯(0)ϑ(1) − ϑ¯(1)ϑ(0) + 2nINJ(1) ϑ¯(0)γIJϑ(0)
)
σ¯µ
)
, (4.44)
ξA
α = ϑ(1)A
α + nINJ(1)
(
γIJϑ(0)
)
A
α , ξ¯α˙A = −ϑ¯α˙A(1) + nINJ(1)
(
ϑ¯(0)γ
IJ
)α˙A
. (4.45)
We read off the functional derivatives of the regulated minimal area from (4.43):
bµ =
δAren
δxµ(s)
, ξA
α =
1
4
(
δAren
δλαA(s)
+ i λ¯Aα˙ σ
α˙α
µ
δAren
δxµ(s)
)
,
N I(1) = −
δAren
δnI(s)
+
(
nJ(s)
δAren
δnJ(s)
)
nI(s) , ξ¯α˙A =
1
4
(
δAren
δλ¯Aα˙(s)
+ i σα˙αµ λα
A δAren
δxµ(s)
)
.
(4.46)
The relation between the variational derivatives of the minimal area and the coordinates X(3), θ(3)
and ϑ(1) takes a much more complicated form than for the minimal surface in AdS5. The
important point for us is however to identify the above coefficients in the Noether current Ji,
which we do in the next section.
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4.2 The Conserved Charges
4.2.1 Local Charges
In this section we derive the superconformal Ward identities for the super Wilson loop at strong
coupling from the condition
Q(0) =
∫
ds Jτ = 0 , (4.47)
which follows from the fact that the curve can be contracted to a point on the minimal surface.
Due to current conservation, ∂τJτ + ∂sJs = 0, we have
7
Js = Js (−2) τ−2 + Js (0) +O(τ) , Jτ =
(
∂sJs (−2)
)
τ−1 + Jτ (0) −
(
∂sJs (0)
)
τ +O(τ 2) . (4.48)
We are only interested in the τ 0-component Jτ (0), which is given by
Jτ (0) =
{
gΛτg
−1}
(0)
=
{
g
(
A2τ − i2A(1)−(3)s
)
g−1
}
(0)
=
{
g
(
A2τ +
1
2
A(1)+(3)τ
)
g−1
}
(0)
. (4.49)
In the last step, we applied (4.29) and noted that the O(τ 3/2)-term appearing there does not
contribute to the τ 0-order since the conjugation with g lowers the order of a fermionic term at
most by
√
y. Doing all the conjugations similarly to the way explained in section 3.2.1, we arrive
at the following result:
Jτ (0) =
{
1
τ
eX·P+Ω
(−1
2
p˙iµKµ −D − 12
(
ϑ(0)A
α Sα
A + ϑ¯ α˙A(0) S¯Aα˙
))
e−X·P−Ω
}
(0)
+
{
eX·P+Ω
(
1
2
bµKµ − ξAα SαA + ξ¯α˙A S¯Aα˙ + nINJ(1) ΓIJ
)
e−X·P−Ω
}
(0)
(4.50)
The first term vanishes since X = x+O(τ 2) and θ = λ+O(τ 2) and it remains to compute
Jτ (0) = e
x·P+(λQ+λ¯Q¯) (1
2
bµKµ − ξAα SαA + ξ¯α˙A S¯Aα˙ + nINJ(1) ΓIJ
)
e−x·P−(λQ+λ¯Q¯) . (4.51)
The coefficients b, ξ and N(1) defined in (4.44) and (4.45) are exactly those that were identified
with variational derivatives in the last section. We can thus write the resulting expression as
Jτ (0)(s) = ja(s) (Aren) Tˆ a (4.52)
Here, Tˆ a span the dual basis to the generators Ta defined in appendix C,
〈
Tˆ a, Tb
〉
= δab and
ja(s) (Aren) denotes the action of variational derivative operators on the minimal area Aren. We
can read off the action of these operators from the equation
ja(s) (Aren) =
〈
Jτ (0)(s), Ta
〉
. (4.53)
7Note that the order of Ji = gΛig
−1 can at most be O(τ−2). We use the following notation for the coefficients
of the Laurent series: F = F(−2)τ−2 + F(−1)τ−1 + F(0) +
∑∞
n=1 F(n)n
−1τ−n.
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We provide the operator densities ja(s) explicitly in appendix D.1. They satisfy the commutation
relations [
ja(s) , jb(s
′)
}
= f cab jc(s) δ(s− s′) . (4.54)
The structure constants f cab of these generators are related to the structure constants f˜
c
ab of the
generators Ta by
f˜ cab = − (−1)|a||b| f cab = f cba . (4.55)
The vanishing of the level-0 charge Q(0) may be rewritten as the invariance of the super Wilson
loop under the level-0 Yangian generators
J (0)a =
∫
ds ja(s) . (4.56)
4.2.2 Multi-local Charges
In this section we derive higher-level Ward identities from the vanishing of the multi-local charge
Q(1) = 0. Once more, the interesting part of this equation is contained in the τ 0-component of
Q(1), for which we recall the expression
Q(1) = 1
2
∫
ds1ds2 ε(s1 − s2) [Jτ (s1) , Jτ (s2)]−
∮
ds
(
a(2)s +
1
4
a(1)+(3)s
)
. (4.57)
Note that in the above expression, local contributions can also come from the first term due to
the appearance of total derivatives in Jτ . It is worthwhile to separate the local and bi-local terms
before starting the calculation. This may be achieved by inserting
Jτ =
(
∂sJs (−2)
)
τ−1 + Jτ (0) −
(
∂sJs (0)
)
τ +O(τ 2) , (4.58)
which follows easily from current conservation. We find that
Q(1)
∣∣∣
τ0
=
1
2
∫
ds1ds2 ε(s1 − s2)
[
Jτ (0)(s1) , Jτ (0)(s2)
]
−
∮
ds
{
g
(
A(2)s +
1
4
A(1)+(3)s − τ 2
[
Λs , ∂sΛs − [As , Λs]
])
g−1
}
(0)
, (4.59)
where Js = gΛsg
−1 and Λs = A
(2)
s + i2A
(1)−(3)
τ according to section 3.1. Using the results obtained
for Jτ (0) we may easily compute the non-local term to be
Q(1)non−local =
1
2
∫
ds1ds2 ε(s1 − s2)
[
Jτ (0)(s1) , Jτ (0)(s2)
]
=
1
2
f˜ bca
∫
ds1ds2 ε(s1 − s2) jb(s1) jc(s2) Tˆ a
=
1
2
f cba
∫
ds1ds2 ε(s1 − s2) jb(s1) jc(s2) Tˆ a . (4.60)
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To perform the last step we used that
f˜ bca = G˜
bd G˜cef˜ gde G˜ga = (−1)|b|+|c|+|a|GbdGcef ged Gga = (−1)|b|+|c|+|a| f cba = f cba ,
since (|b|+ |c|+ |a|) ∈ {0, 2} for non-vanishing f cba due to the Z2 grading of the Lie super algebra.
It is interesting to note that for the bi-local part of Q(1) to lead to the bi-local structure of a
level-1 Yangian generator, we need exactly the relation (4.55) between the structure constants of
the differential operators and supermatrix generators.
We now turn to the computation of the local term
Q(1)local = −
∮
ds
{
g
(
A(2)s +
1
4
A(1)+(3)s − τ 2
[
Λs , ∂sΛs − [As , Λs]
])
g−1
}
(0)
. (4.61)
While we have pulled out the conjugations with g in order to make use of the cancellations
between the two terms, it turns out to be convenient to already discuss the conjugations with
UyD when considering these terms individually, in particular because after the conjugation with
yD the orders in τ will not get lowered and we may already discard terms that are of order
O(τ). In the expression (3.50) for A(2), the projections are left implicit for the R-symmetry part.
Making use of the explicit form of these projections given in appendix C, we note that
ΛsA
BP (2)
(
RAB
)
= 1
4
(
ΛsA
B −KBCΛsCDKDA
)
RAB (4.62)
and we find8
UyD
(
A(2)s +
1
4
A(1)+(3)s
)
y−DU−1 =
rs αα˙ + y
2κs αα˙
4y2
(
K α˙α + y2P α˙α
)
+ 1
4
ρA
BRAB
− 1
4
(
(uχs)A
αSα
A +
(
χ¯su
−1)α˙A S¯Aα˙)+O(τ) . (4.63)
Here, the coefficient of the R-symmetry part is given by
ρA
B = nI n˙J
(
γIJ
)
A
B − i( ˙¯λpiλ˙)
A
B + iK¯ ′BC
( ˙¯λpiλ˙)
C
DK ′DA +
i
2
δBA tr
( ˙¯λpiλ˙) . (4.64)
We now consider the commutator term in (4.61) and compute
(∗) := [UyD (τ 2Λs) y−DU−1 , UyD (∂sΛs − [As , Λs]) y−DU−1] . (4.65)
In this expression we may replace Λs = A
(2)
s + i2A
(1)−(3)
τ = A
(2)
s + 12A
(1)+(3)
s + O
(
τ 3/2
)
as the
unwanted terms are at least of order τ . Consider then the term on the left-hand side. As we
shall see shortly, the right-hand side of the commutator is of order O(τ−2) and we can hence
neglect all terms that are of order O(τ 3) in the computation of the expression on the left-hand
side. This leads to finding
UyD
(
τ 2Λs
)
y−DU−1 =
τ 2
4y2
(
rs αα˙ + y
2κs αα˙
) (
K α˙α + y2P α˙α
)
+ τ
2
4
ρA
BRAB
− τ
2
2
(
(uχs)A
αSα
A +
(
χ¯su
−1)α˙A S¯Aα˙)+ (negligible) . (4.66)
8The calculation is performed over psu(2, 2|4). If we were doing it over su(2, 2|4), there would be a term
proportional to C. Note however, that this term would not be conserved.
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Note in particular that only the term proportional to K α˙α is of order O(τ 0), while all other terms
are of order O(τ 2). We need thus only compute the right-hand side of the above commutator
up to O(τ−2) for the generators that commute with K and to O(τ 0) for those that don’t. With
these simplifications we have
UyD (∂sΛs − [As , Λs]) y−DU−1 = p˙iαα˙
4τ 2
(
K α˙α + τ 2P α˙α
)− r2s
y2
D + (negligible) . (4.67)
Combining these results we find
(∗) = −τ
2 r2s
4y4
(
rs αα˙ + y
2κs αα˙
) (
K α˙α − y2P α˙α)+ piµp˙iνMµν
+ 1
4
(
(uχs)A
αSα
A +
(
χ¯su
−1)α˙A S¯Aα˙)+O(τ) . (4.68)
Accordingly, we have
UyD
(
A(2)s +
1
4
A(1)+(3)s − τ 2
[
Λs , ∂sΛs − [As , Λs]
])
y−DU−1 =
=
y2 + τ 2r2s
4y4
(
rα˙αs + y
2κα˙αs
)
Kαα˙ +
y2 − τ 2r2s
4y2
rα˙αs Pαα˙ +
1
4
ρA
BRAB + pi
µp˙iνMµν
+ 1
2
(
(uχs)A
αSα
A +
(
χ¯su
−1)α˙A S¯Aα˙)+O(τ)
=
piα˙α
2τ 2
Kαα˙ +
1
4
(
rα˙αs (2) + 2κ
α˙α
s (0) +
(
pi · rs (2) − 2y(3)
)
piα˙α
)
Kαα˙ +
1
4
ρA
BRAB + pi
µp˙iνMµν
+
(
3
2
˙¯λpiλ˙ ˙¯λpi − i
2
∂s
( ˙¯λpi))
A
α Sα
A +
(
3
2
piλ˙ ˙¯λpiλ˙+ i
2
∂s
(
piλ˙
))α˙A
S¯Aα˙ +O(τ) . (4.69)
Rather conveniently, the terms proportional to Pαα˙ have cancelled out, which simplifies the
computation of the conjugations with eη. We find that
eηUyD
(
A(2)s +
1
4
A(1)+(3)s − τ 2
[
Λs , ∂sΛs − [As , Λs]
])
y−DU−1e−η =
= −pi
µ
τ 2
Kµ + pi
µp˙iνMµν − 12N2(1) piµKµ + 12 lµKµ − 14fAα SαA + 14 f¯ α˙A S¯Aα˙ + 14 ρABRAB . (4.70)
Here, the coefficients l, f and f¯ are given by (cf. equations (4.64), (4.35) and (4.25))
lµ = −rµs (2) −
(
pi · rs (2) − 2y(3) −N2(1)
)
piµ + 4i tr
(
ϑ¯(0) ρ ϑ(0) σ¯
µ
)
+ 3i tr
(
λ˙ ˙¯λ
(
p˙iσ¯µpi − piσ¯µp˙i))
= −p¨iµ − (p˙i2 − n˙2) piµ + (2pi · κs (0) − 4i tr ((θ(2) ˙¯λ− λ˙θ¯(2) + λ˙ρ ˙¯λ)pi)) piµ
− 4i tr (λ˙ρ ˙¯λσµ)+ 3i tr (λ˙ ˙¯λ(p˙iσ¯µpi − piσ¯µp˙i)) ,
fA
α =
[− 6 ˙¯λpiλ˙ ˙¯λpi + 2i ¨¯λpi + 4i ˙¯λ p˙i + 4i ρ ˙¯λpi]
A
α ,
f¯ α˙A =
[
6piλ˙ ˙¯λpiλ˙+ 2i piλ¨+ 4i p˙iλ˙− 4i piλ˙ρ]α˙A .
The reader will notice that in (4.70) we have written out terms proportional to Kµ that we could
have absorbed into the definition of lµ. For the term involving N2(1), note that this is the only
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term appearing that involves derivatives of the minimal area, see equation (4.46). We have thus
found the following expression for the local part of Q(1):
Q(1)local = −
∫
ds ex·P+λQ+λ¯Q¯
(
1
2
lµKµ − 14fAαSαA + 14 f¯ α˙A S¯Aα˙ + 14 ρABRAB
)
e−x·P−λQ−λ¯Q¯
+
∫
ds ex·P+λQ+λ¯Q¯
(
1
2
N2(1)pi
µKµ
)
e−x·P−λQ−λ¯Q¯
−
∫
ds
{
eX·P+θQ+θ¯Q¯
(
− pi
µ
τ 2
Kµ + pi
µp˙iνMµν
)
e−X·P−θQ−θ¯Q¯
}
(0)
=:
∫
ds j(1)a (s) Tˆ
a −
∫
ds ex·P+λQ+λ¯Q¯
(
− 1
2
N2(1)pi
µKµ
)
e−x·P−λQ−λ¯Q¯ . (4.71)
The term in the third line evaluated to zero in the bosonic calculation, see (2.23). Here we define
the densities j
(1) ′
a ,
j(1) ′a Tˆ
a =
{
eX·P+θQ+θ¯Q¯
(
− pi
µ
τ 2
Kµ + pi
µp˙iνMµν
)
e−X·P−θQ−θ¯Q¯
}
(0)
, (4.72)
which we provide in appendix D.2. The term in the first line resembles the expression found for
the level-zero generator in equation (4.51),
Jτ (0) = e
x·P+λQ+λ¯Q¯
(
1
2
∂µKµ − 14
(
∂A
α + i λ¯Aα˙ ∂
α˙α
)
Sα
A
+ 1
4
(
∂α˙A + i ∂α˙α λα
A
)
S¯Aα˙ − 14
(
γIJ
)
A
B nI∂J RAB
)
e−x·P−λQ−λ¯Q¯
= ja(s) (A) Tˆ a =
(
jµa ∂µ + jaα
A ∂A
α + jaAα˙ ∂
α˙A + jaA
B
(
γIJ
)
B
A nI∂J
)
Tˆ a . (4.73)
The coefficients of the level-zero densities can be read off the explicit expressions provided in
appendix D.1. We thus have the following expression for the level-1 densities j
(1)
a :
j(1)a = −jµa lµ − jaαA
(
fA
α − i λ¯Aα˙ lα˙α
)− jaAα˙ (f¯ α˙A − i lα˙αλαA)+ jaAB ρBA − j(1) ′a , (4.74)
The combination with the bi-local part of Q(1) then gives the full level-1 charge
Q(1)a =
1
2
f cba
∫
ds1ds2 ε(s1 − s2) jb(s1)(Aren) jc(s2)(Aren) +
∫
ds j(1)a (s)
+
∫
ds
(
jµa piµ − i jaαA λ¯Aα˙ piα˙α − i jaAα˙ piα˙α λαA
) (
nInJ − δIJ) δAren
δnI
δAren
δnJ
. (4.75)
The vanishing of the level-1 charge Q(1) may be rewritten as the invariance of the super Wilson
loop under the level-1 Yangian generators
J (1)a = f
cb
a
∫
ds1ds2 ε(s1 − s2) jb(s1) jc(s2) + λ
2pi2
∫
ds j(1)a (s)
+ 2
∫
ds
(
jµa piµ − i jaαA λ¯Aα˙ piα˙α − i jaAα˙ piα˙α λαA
) (
nInJ − δIJ) δ2
δnIδnJ
. (4.76)
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Note that in the above equation the λ appearing in front of the integral denotes the ’t Hooft coup-
ling, whereas the λ’s appearing under the integrals denote the fermionic piece of the boundary
curve. Concretely, applying the above generator to the super Wilson loop gives
J (1)a 〈W(C)〉 =
(
λQ(1)a +O
(√
λ
))
〈W(C)〉 .
To discuss our result, consider the level-1 momentum generator P (1)µ, which was also studied
in [20],
P (1)µ = f cbPµ
∫
ds1ds2 ε(s1 − s2) jb(s1) jc(s2) + 2
∫
ds piµ
(
nInJ − δIJ) δ2
δnIδnJ
+
λ
2pi2
∫
ds
{
p¨iµ +
(
p˙i2 − n˙2) piµ + 4i tr (λ˙ρ ˙¯λσµ)− 3i tr (λ˙ ˙¯λ(p˙iσ¯µpi − piσ¯µp˙i))
− tr (12 ˙¯λpiλ˙ ˙¯λpiλ˙+ 2i(λ¨ ˙¯λ− λ˙¨¯λ)pi − 4i(θ(2) ˙¯λ− λ˙θ¯(2) + λ˙ρ ˙¯λ)pi)piµ} (4.77)
Compare equations (4.25) and (4.64) for the variables θ(2) and ρ. The bilocal term has the typical
structure of a level-1 Yangian generator and generalizes the bosonic result to the superconformal
algebra psu(2, 2|4). In comparison to the AdS5 result (1.3) we find a structurally new contribution
in the local term involving two functional derivatives acting on the same point of the loop. This
contribution is due to the inclusion of non-trivial boundary curves on S5 and also appears at the
purely bosonic order. We also see that the local term reproduces the AdS5 result if we set the
fermionic coordinates zero and the sphere vector nI constant. This shows in particular that the
inclusion of fermionic degrees of freedom at strong coupling does not affect the λ-dependence of
the local term, which was discussed in [20]. There thus seems to be a non-trivial interpolating
function f(λ) in the level-1 Yangian generator, that encodes the symmetry of the super Wilson
loop for any value of the coupling constant λ,
P (1)µ = f cbPµ
∫
ds1ds2 ε(s1 − s2) jb(s1) jc(s2) + 2
∫
ds piµ
(
nInJ − δIJ) δ2
δnIδnJ
+ f(λ)
∫
ds
{
p¨iµ +
(
p˙i2 − n˙2) piµ + 4i tr (λ˙ρ ˙¯λσµ)− 3i tr (λ˙ ˙¯λ(p˙iσ¯µpi − piσ¯µp˙i))
− tr (12 ˙¯λpiλ˙ ˙¯λpiλ˙+ 2i(λ¨ ˙¯λ− λ˙¨¯λ)pi − 4i(θ(2) ˙¯λ− λ˙θ¯(2) + λ˙ρ ˙¯λ)pi)piµ} . (4.78)
Here, we have assumed that the local term has the same contour dependence for any value of λ
as the weak coupling calculation for the terms that are of Graßmann order zero indicates [20].
Further evidence for this assumption could be obtained from comparing with the weak coupling
result of [22]. The generalization to the other level-1 generators should then be obtained from
equation (4.76).
5 Conclusion and Outlook
In this work we provided a strong coupling description of smooth Wilson loops in N = 4 super-
space in terms of minimal surfaces of the AdS5×S5 superstring and derived the superconformal
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and Yangian Ward identities for these super Wilson loops from the classical integrability of the
string model. In doing this, we have studied minimal surfaces of the AdS5 × S5 superstring and
determined their behaviour close to the conformal boundary.
In [20] the superspace for the super-Wilson loop was adapted to the field content of N =
4 SYM by hand. The construction of the superconformal boundary of the string superspace
[19] provides a natural candidate for this superspace and we have derived the superconformal
symmetry generators that should leave the super Wilson loop invariant. The generators are
listed in appendix D.1. Given the matured understanding of the appropriate superspace and
symmetry generators, it would be interesting to revisit the construction of the super Wilson loop
as performed in [20], which was based only on the requirement of superconformal Ward identities
for the super Wilson loop. This provides a different construction principle than the one used
in [19,21], which is based on dimensional reduction from ten-dimensional N = 1 superspace and
provides the on-shell form of the Wilson loop in N = 4 superspace.
The Yangian symmetry generators we derived show a new structure in the local term, that
has not been observed in the weak coupling analysis carried out in [20]. It will be interesting to
compare them to the Yangian symmetry generators for the super Wilson loop at weak coupling
[22]. As mentioned in the introduction the super Wilson loop we consider may be thought of as
the smooth counterpart of the lightlike polygonal non-chiral super Wilson loops of [14, 13]. As
the cusped Wilson loops stand at the heart of the duality relations to scattering amplitudes or
correlators, it would be very interesting to study the relation between smooth and cusped (super)
Wilson loops in detail and to find out what implications the Yangian symmetry of the smooth
super Wilson loops has for the cusped ones.
The Yangian symmetry certainly constrains the functional form of the expectation value of
the super Wilson loop. In order to make progress towards possible exact results it would be
important to understand the structure of Yangian invariants, which should form the building
blocks of the exact results. In [27,32] it was shown that the renormalized areas corresponding to
a family of boundary curves parametrized by a spectral parameter are the same. The different
contours are not related by conformal transformations and it would be interesting to investigate
the relation to the hidden symmetries presented in this work.
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A Spinor Conventions
The raising and lowering of spinor indices is given by
λα = εαβλβ , λα = λ
βεβα , λ¯α˙ = εα˙β˙λ¯
β˙ , λ¯α˙ = λ¯β˙ε
β˙α˙ (A.1)
The epsilon tensor is defined by
ε12 = ε12 = 1 , ε
1˙2˙ = ε1˙2˙ = −1 ⇒ εαβεγβ = δαγ , εα˙β˙εγ˙β˙ = δα˙γ˙ (A.2)
We introduce the following convention for sigma matrices
(σµ)α˙α = (I2, ~σ)α˙α , (σ¯µ)αα˙ = (I2,−~σ)αα˙
(σµν) βα =
i
2
(σ¯µσν − σ¯νσµ) βα , (σ¯µν)α˙β˙ = i2 (σµσ¯ν − σν σ¯µ)α˙β˙
(A.3)
With the mostly plus metric η = diag(−,+,+,+), these matrices satisfy the following identities:
σ¯µαγ˙ σ
ν γ˙β + σ¯ναγ˙ σ
µ γ˙β = −2 ηµν δβα , σµ α˙α σ¯µββ˙ = −2 δαβ δα˙β˙ ,
σµ α˙γ σ¯ν
γβ˙
+ σν α˙γ σ¯µ
γβ˙
= −2 ηµν δα˙
β˙
, σ¯µαα˙ σ
ν α˙α = −2 ηµν . (A.4)
We also note the following trace-identities:
1
2
Tr(σµ σν σρ σκ) = ηµν ηρκ + ηνρ ηµκ − ηµρ ηνκ − i µνρκ ,
1
2
Tr(σµ σν σρ σκ) = ηµν ηρκ + ηνρ ηµκ − ηµρ ηνκ + i µνρκ . (A.5)
We assign bispinors to four-vectors and two-tensors by
xα˙α = σµ α˙α xµ , xαα˙ = σ¯
µ
αα˙ xµ , x
µ = −1
2
σµ α˙α xαα˙ ,
Bα
β = Bµν (σ
µν) βα , B¯
α˙
β˙
= Bµν (σ¯
µν)α˙β˙ .
(A.6)
For these we have the following identities:
xα˙α xαβ˙ = −x2 δα˙β˙ , xαα˙ xα˙β = −x2δβα, xαα˙ yα˙α = −2xy (A.7)
In our paper the fermionic coordinates and related quantities have canonical index positions,
which are given by:
θα
A , θ¯Aα˙ for variables conjugate to QA
α , Q¯
α˙A
,
ϑA
α , ϑ¯α˙A for variables conjugate to Sα
A , S¯Aα˙ .
Whenever a spinor index is raised or lowered into a different position, we spell out the indices
explicitly. In a matrix product, the indices of bispinors are positioned accordingly. We provide
the following examples for clarity:
tr
(
θ¯ϑ¯+ ϑθ
)
= θ¯Aα˙ϑ¯
α˙A + ϑA
αθα
A ,
[ ˙¯λpiλ˙ ˙¯λpi]
A
α = ˙¯λAβ˙ pi
β˙β λ˙β
B ˙¯λBγ˙ pi
γ˙α .
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B Transformation Behaviour of the Bosonic Local Term
In this appendix we prove that the local term
J
(1)
a, local =
λ
2pi2
L∫
0
ds ξµa (x)
(
x˙µ x¨
2 +
...
xµ
)
(B.1)
of the bosonic Yangian symmetry generators derived in [20] indeed transforms as[
J (0)a , J
(1)
b, local
]
= f cab J
(1)
c, local . (B.2)
Here, ξµa (x) denote conformal Killing vectors which satisfy the identities
ξρa ∂ρ ξ
µ
b − ξρb ∂ρ ξµa = fabcξµc , ∂µ ξνa + ∂ν ξµa = 12 (∂κξκa ) ηµν ,
1
4
(
ηµλ ∂ν + ηνλ ∂µ − ηµν ∂λ) (∂κ ξκa ) = ∂µ∂ν ξλa , ∂µ∂ν∂λ ξκa = 0 . (B.3)
Moreover, in (B.1) the parametrization is fixed to satisfy x˙2 = 1, which implies that x˙ · x¨ = 0.
We indicate the use of an arc-length parametrization by stating the boundaries 0 and L of the
integration domain. In order to derive the transformation behaviour (B.2), we need to rewrite
(B.1) as a reparametrization invariant curve integral, since δ|x˙| 6= 0 also if we have fixed a
parametrization for which |x˙| = 1. One may easily convince oneself that
J
(1)
a, local =
λ
2pi2
∫
ds ξµa (x)
(
x˙µ
(
1
|x˙|∂s
(
x˙µ
|x˙|
))2
+ ∂s
(
1
|x˙|∂s
(
x˙µ
|x˙|
)))
(B.4)
is reparametrization invariant and reproduces (B.1) for an arc-length parametrization. We are
thus able to compute the variation of J
(1)
b, local:
δJ
(1)
b, local =
λ
2pi2
L∫
0
ds
{
(∂ρ ξ
µ
b )
(
x˙µ x¨
2 +
...
xµ
)− ∂s [ξµb (ηµρ x¨2 − 4 x˙µx˙ρ x¨2)]
+ 2∂2s (ξ
µ
b x˙µx˙ρ)− ∂s
[
(∂s ξ
µ
b ) x¨µx˙ρ +
(
∂2s ξ
µ
b
)
(ηµρ − x˙µx˙ρ)
] }
δxρ(s) (B.5)
Note that we have reverted back to an arc-length parametrization after calculating the variation.
Using the above result, one finds:
[
J (0)a , J
(1)
b, local
]
=
L∫
0
ds ξρa(x)
δJ
(1)
b, local
δxρ(s)
=
λ
2pi2
L∫
0
ds
{
ξρa (∂ρ ξ
µ
b )
(
x˙µ x¨
2 +
...
xµ
)
+ (∂s ξ
ρ
a) ξρb x¨
2 +
(
∂3s ξ
ρ
a
)
ξρb
+ (∂s ξ
ρ
a)
[− 4 ξµb x˙µx˙ρ x¨2 − 2 ∂s (ξµb x˙µx˙ρ) + (∂s ξµb ) x¨µx˙ρ − (∂2s ξµb ) x˙µx˙ρ]} (B.6)
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Due to the use of an arc-length parametrization and the identities (B.3) one finds that
∂3s ξ
ρ
a =
(
∂λ ξρa
) ...
xλ + 3∂s
(
∂λ ξρa
)
x¨λ = −
(
∂ρ ξλa
) ...
xλ +
1
2
(∂κ ξ
κ
a )
...
xρ + 3∂s
(
∂λ ξρa
)
x¨λ (B.7)
We can thus rewrite the first line of (B.6) as
L∫
0
ds
{
(ξρa∂ρ ξ
µ
b − ξρb∂ρ ξµa )
(
x˙µ x¨
2 +
...
xµ
)
+ 1
2
ξρb
[
(∂κ ξ
κ
a )
(
x˙ρ x¨
2 +
...
xρ
)
+ 6 ∂s
(
∂λ ξρa
)
x¨λ
]}
. (B.8)
Accordingly, we find [
J (0)a , J
(1)
b, local
]
= f cab J
(1)
c, local +Rab (B.9)
and still need to show that
Rab =
λ
4pi2
L∫
0
ds
{
(∂s ξ
ρ
a)
[− 4 ξµb x˙µx˙ρ x¨2 − 2 ∂s (ξµb x˙µx˙ρ) + (∂s ξµb ) x¨µx˙ρ − (∂2s ξµb ) x˙µx˙ρ]
+ ξρb
[
(∂κ ξ
κ
a )
(
x˙ρ x¨
2 +
...
xρ
)
+ 6 ∂s
(
∂λ ξρa
)
x¨λ
]}
= 0 . (B.10)
This may be achieved by applying the conformal Killing vector identities (B.3). Consider for
example the first term:
L∫
0
ds (∂s ξ
ρ
a)
(−4 ξµb x˙µx˙ρ x¨2) = L∫
0
ds
(
1
2
x˙ρ (∂κ ξ
κ
a )−
(
∂ρ ξλa
)
x˙λ
) (−4 ξµb x˙µx˙ρ x¨2)
= −2
L∫
0
ds (∂κ ξ
κ
a ) ξ
µ
b x˙µ x¨
2 −
L∫
0
ds
(
∂s ξ
λ
a
) (−4 ξµb x˙µx˙λ x¨2)
⇒
L∫
0
ds (∂s ξ
ρ
a)
(−4 ξµb x˙µx˙ρ x¨2) = − L∫
0
ds (∂κ ξ
κ
a ) ξ
µ
b x˙µ x¨
2 (B.11)
Analogously one finds that
L∫
0
ds (∂s ξ
ρ
a)
(− (∂2s ξµb ) x˙µx˙ρ) = −14
L∫
0
ds (∂κ ξ
κ
a )
(
∂2s ξ
µ
b
)
x˙µ ,
L∫
0
ds (∂s ξ
ρ
a) (∂s ξ
µ
b ) x¨µx˙ρ =
1
4
L∫
0
ds (∂κ ξ
κ
a ) (∂s ξ
µ
b ) x¨µ . (B.12)
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Moreover, we have
3
L∫
0
ds ∂s
(
∂λ ξρa
)
ξρb x¨λ =
3
4
L∫
0
ds
(
ηλρ∂µ (∂κ ξ
κ
a ) + η
µρ∂λ (∂κ ξ
κ
a )
)
x˙µx¨λ ξρb
=
3
4
L∫
0
ds
(
∂s (∂κ ξ
κ
a ) ξ
µ
b x¨µ + ∂
λ (∂κ ξ
κ
a ) x¨λξ
µ
b x˙µ
)
=
3
4
L∫
0
ds (∂κ ξ
κ
a )
((
∂2sξ
µ
b
)
x˙µ + (∂sξ
µ
b ) x¨µ
)
, (B.13)
2
L∫
0
ds
(
∂2sξ
ρ
a
)
x¨ρ ξ
µ
b x˙µ =
1
2
L∫
0
ds (∂κ ξ
κ
a )
(
ξµb x˙µx¨
2 − ∂2s (ξµb x˙µ)
)
. (B.14)
Inserting these results into (B.10), one indeed finds Rab = 0 which concludes the proof.
C The fundamental Representation of su(2, 2|4)
In this appendix, we introduce the fundamental representations of su(2, 2|4), which is used
throughout this paper. We begin with the fundamental representation of the R-symmetry part
su(4).
The fundamental Representation of su(4)
Following [25], we fix an explicit representation of Dirac matrices:
γ1 =
(
0 −iσ2
iσ2 0
)
, γ2 =
(
0 iσ1
−iσ1 0
)
, γ3 =
(
0 I2
I2 0
)
,
γ4 =
(
0 −iσ3
iσ3 0
)
, γ5 =
(
I2 0
0 I2
) (C.1)
These matrices satisfy the Clifford algebra for SO(5),{
γa , γb
}
= 2 δab I4 , a, b ∈ {1 , . . . , 5} . (C.2)
Based on these matrices we may construct a set of matrices γIJ = −γJI , which form a basis of
su(4) ' so(6):
γab = 1
4
[
γa , γb
]
, γa5 = i
2
γa , a, b ∈ {1 , . . . , 4}
γa6 = 1
4
[
γa , γ5
]
, γ56 = − i
2
γ5 .
(C.3)
They satisfy the commutation relations[
γIJ , γKL
]
= δIL γJK + δJK γIL − δIK γJL − δJL γIK . (C.4)
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The matrices
{
γab , γa6 |a, b ∈ {1 , . . . , 4}} span the sub-algebra so(5) ⊂ so(6). We also introduce
the matrix
K = − γ2 γ4 =
(−iσ2 0
0 −iσ2
)
, K (γa)T = γaK . (C.5)
This matrix can be used to define a Z2-grading on su(4) according to the definitions
su(4)(0) :=
{
m ∈ su(4) |mt = −KmK−1} , su(4)(2) := {m ∈ su(4) |mt = KmK−1} . (C.6)
Using the relation (γa)t = KγaK−1 , a ∈ {1 , . . . , 5} one finds that
su(4)(0) = span
{
γab , γa6 |a, b ∈ {1 , . . . , 4}} ' so(5) ,
su(4)(2) = span
{
γa5 , γ56 |a ∈ {1 , . . . , 4}} . (C.7)
Thus the grading gives rise to the decomposition so(6) = so(5) ⊕ f, which may be employed to
construct the coset space SO(6)/SO(5) ' S5.
Supermatrix Representation of su(2, 2|4)
The superalgebra su(2, 2|4) can be defined as the set of (4|4) supermatrices satisfying str(B) = 0
and the following reality condition:
B =
(
m θ
η n
)
=
(−Hm†H−1 −H η†
−θ†H−1 −n†
)
= −
(
H 0
0 I4
)
B†
(
H−1 0
0 I4
)
. (C.8)
Here, the matrix H is given by
H =
(
0 I2
I2 0
)
. (C.9)
This choice of the matrix H is better adapted to the choice of generators that are typically used
on the field theory side and it differs from [25]. The different choices for the matrix H are related
by a unitary transformation. To endow su(2, 2|4) with a Z4-grading consider the automorphism
B 7→ Ω(B) = −KBstK−1 , K =
(
K 0
0 K
)
. (C.10)
This automorphism gives a decomposition of the superalgebra sl(4|4), according to the eigenspa-
ces of Ω:
sl(4|4) = sl(4|4)(0) ⊕ sl(4|4)(2) ⊕ sl(4|4)(1) ⊕ sl(4|4)(3) ,
sl(4|4)(k) := {B ∈ sl(4|4) |Ω(B) = ikB} . (C.11)
Any element of sl(4|4) may be projected onto an eigenspace by the prescription
P (k)(B) = B(k) = 1
4
(
B + i3kΩ(B) + i2kΩ2(B) + ikΩ3(B)
)
, Ω(B(k)) = ik B(k) . (C.12)
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While the automorphism Ω may not be restricted to su(2, 2|4), the projectors P (k) can, i.e.
B ∈ su(2, 2|4)⇒ B(k) ∈ su(2, 2|4) . (C.13)
This property does not depend on our particular choice of reality constraint. Thus one may
define a grading on su(2, 2|4) by:
su(2, 2|4) = g(0) ⊕ g(2) ⊕ g(1) ⊕ g(3) , where g(k) := {P (k)(B) |B ∈ su(2, 2|4)} ,[
g(k) , g(l)
] ⊂ g(k+l) mod4 .
Following [8], we choose an explicit basis of the superalgebra su(2, 2|4): 0 Pµ QAαKµ 0 S¯Aα˙
Sα
A Q¯α˙A RAB
 =
 0 iσ¯µ 2EαAiσµ 0 2Eα˙A
−2EAα −2EAα˙ 4EAB − δAB I4
 (C.14)
This equation is to be read as
Pµ =
 0 iσ¯µ 00 0 0
0 0 0
 (C.15)
and similarly for the other generators. The notation EAB denotes a matrix with entry 1 in the
position (A,B) and all other entries vanishing. The remaining generators of su(2, 2|4) are given
by
Mµν = − i
2
 σµν 00 σ¯µν 0
0 0
 , D = 1
2
 I2 00 −I2 0
0 0
 , C = 1
2
I8 . (C.16)
Note that the fermionic generators do not satisfy the reality constraint, but the linear combina-
tions θα
AQA
α + θ¯Aα˙Q¯
α˙A and ϑA
αSα
A + ϑ¯α˙AS¯Aα˙ do, provided that
θ¯Aα˙ =
(
θα
A
)∗
, ϑ¯α˙A = (ϑA
α)∗ , (C.17)
such that they form the components of a ten-dimensional Majorana-Weyl spinor. Also the R-
symmetry generators RAB do not satisfy the reality condition. Instead, the su(4) sub-algebra is
spanned by the matrices
ΓIJ =
(
0 0
0 γIJ
)
, (C.18)
which are related to the RAB by Γ
IJ = 1
4
(
γIJ
)
B
A R
A
B . The generators R
A
B are however more
convenient to write down commutation relations. We have the following for our specific choice
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of basis:[
D , Pµ
]
= +Pµ
[
Pµ , Kν
]
= +2ηµν D − 2Mµν
[
D , Kµ
]
= −Kµ{
QA
α , Q¯α˙B
}
= −2i δBAP α˙α
{
Sα
A , S¯Bα˙
}
= −2i δABKαα˙
[
D , QA
α
]
= +1
2
QA
α[
Kαα˙ , QA
β
]
= −2i δβαS¯Aα˙
[
Kαα˙ , Q¯
β˙A
]
= +2i δβ˙α˙Sα
A
[
D , SAα
]
= −1
2
SAα[
P α˙α , Sβ
A
]
= +2i δαβ Q¯
α˙A
[
P α˙α , S¯Aβ˙
]
= −2i δα˙
β˙
QA
α
(C.19)
The commutators with the generators M and R only depend on the set of indices and their
position: [
M βα , Jγ
]
= 2i δβγJα − iδβαJγ
[
M βα , J
γ
]
= −2i δγαJβ + iδβαJγ[
M α˙
β˙
, J γ˙
]
= 2i δγ˙
β˙
J α˙ − iδα˙
β˙
J γ˙
[
M α˙
β˙
, Jγ˙
]
= −2i δα˙γ˙ Jβ˙ + iδα˙β˙Jγ˙[
RAB , J
C
]
= 4 δCBJ
A − δABJC
[
RAB , JC
]
= −4 δACJB + δABJC
(C.20)
The remaining non-vanishing commutators are given by{
QA
α , Sβ
B
}
= −2i δBA M αβ − δαβ RBA − 2 δBA δαβ (D + C) ,{
Q¯α˙A , S¯Bβ˙
}
= −2i δABM α˙β˙ − δα˙β˙ RAB + 2 δAB δα˙β˙ (D − C) .
(C.21)
We collectively denote the generators defined above by Ta and their structure constants by f˜ab
c,[
Ta , Tb
}
= f˜ab
c Tc . (C.22)
A set of generators of psu(2, 2|4) may be obtained by projecting out the central element C, i.e.
identifying Ta ∼ Ta +αC, which is consistent since C generates an ideal, [C, Ta] = 0. We denote
the structure constants of the corresponding basis of psu(2, 2|4) also by f˜abc as they are the same
with just a different range of indices.
Let us now work out the projections of the supermatrix generators onto the graded compon-
ents. For a general supermatrix
B =
(
m θ
η n
)
(C.23)
these projections can be given explicitly [25],
B(0) =
1
2
(
m−KmtK−1 0
0 n−KntK−1
)
, B(2) =
1
2
(
m+KmtK−1 0
0 n+KntK−1
)
,
B(1) =
1
2
(
0 θ − iKηtK−1
η + iKθtK−1 0
)
, B(3) =
1
2
(
0 θ + iKηtK−1
η − iKθtK−1 0
)
.
43
Making use of these identities we find:
g(0) = span
{
Mµν ,
1
2
(Pµ −Kµ) ,Γij,Γi6
}
, g(2) = span
{
C,D, 1
2
(Pµ +Kµ) ,Γ
i5,Γ56
}
(C.24)
For the fermionic generators we introduce the notation A(1)±(3) = A(1) ± A(3) and note that
(Q,S, Q¯, S¯)(1)+(3) = (Q,S, Q¯, S¯) and
(QαA)
(1)−(3) = iKAB αβ SBβ ,
(
Q¯Aα˙
)(1)−(3)
= −iKAB S¯Bβ˙ β˙α˙ ,(
SAα
)(1)−(3)
= iKAB QβB βα ,
(
S¯Aα˙
)(1)−(3)
= −iKAB α˙β˙ Q¯Bβ˙ .
(C.25)
A metric G˜ab = 〈Ta, Tb〉 = str(TaTb) on the algebra is given by:
〈P α˙α, Kββ˙〉 = −4 δαβ δα˙β˙ 〈D,D〉 = 1 〈M βα ,M γ 〉 = −4 δβγ δα + 2 δβα δγ
〈Q¯α˙A, S¯Bβ˙〉 = 4 δAB δα˙β˙ 〈QAα, SβB〉 = −4 δBA δαβ 〈M¯ α˙β˙ , M¯ γ˙˙ 〉 = −4 δγ˙β˙ δα˙˙ + 2 δα˙β˙ δ
γ˙
˙
〈S¯Bβ˙, Q¯α˙A〉 = −4 δAB δα˙β˙ 〈SβB, QAα〉 = 4 δBA δαβ 〈RAB , RCD〉 = −16 δAD δCB + 4 δAB δCD
(C.26)
All other entries are vanishing. We note moreover that
〈ΓIJ ,ΓKL〉 = 16 (δILδJK − δIKδJL) , 〈RAB ,ΓIJ〉 = −4 (γIJ) AB ,
⇒ ΓIJ = 1
4
(
γIJ
) B
A
RAB ,
〈P (2)RAB , P (2)RCD〉 = 〈RAB , P (2)RCD〉 = −4KBDKAC − 4δADδCB + 2δABδCD .
(C.27)
If we restrict to psu(2, 2|4), the metric G˜ab becomes non-degenerate and we denote its inverse by
G˜ab, G˜abG˜bc = δ
a
c . Note also that G˜ab satisfies the symmetry property G˜ab = (−1)|a| G˜ba, where
|a| = deg(Ta) denotes the Graßmann degree of a (homogeneous) basis element, |a| = 0 (1) for an
even (odd) generator.
D Densities of the Yangian Generators
D.1 Level 0
In this appendix we provide the differential generators ja(s) obtained from
ja(s) (A) =
〈
Jτ (0) , Ta
〉
, (D.1)
which we write out explicitly in the form pµ(s) (A) = 〈Jτ (0)(s) , P µ〉 and similarly for all other
generators. Here, we use the short-hand notation
∂µ =
δ
δxµ(s)
, ∂α˙α = σα˙αµ ∂
µ , ∂αA =
δ
δλAα (s)
, ∂¯Aα˙ =
δ
δλ¯Aα˙(s)
, ∂I =
δ
δnI(s)
. (D.2)
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Then, we have:
pµ = ∂µ d = 1
2
(
λ ∂λ + λ¯ ∂¯λ
)
+ x · ∂x
qαA = −∂αA + iλ¯Aα˙ ∂α˙α q¯Aα˙ = −∂¯Aα˙ + iλAα ∂α˙α
m βα = n
β
α − 12 δβα n γγ m¯α˙β˙ = n¯α˙β˙ − 12δα˙β˙ n¯γ˙γ˙
n βα = −2i λAα ∂βA + i xαα˙ ∂α˙β n¯α˙β˙ = 2i λ¯Aβ˙ ∂¯Aα˙ − i xαβ˙ ∂α˙α
rAB = 4
((
γIJ
)
B
A nI∂J + λ¯Bα˙ ∂¯
Aα˙−λAα ∂αB
)− δAB(λ¯ ∂¯λ − λ ∂λ)
(D.3)
Finally, we note the generators of special superconformal transformations:
sAα = i x
−
αα˙ ∂¯
Aα˙ + x+αα˙ λ
A
β ∂
α˙β − 4λBα λAβ ∂βB + 4λBα
(
γIJ
)
B
A nI∂J
s¯Aα˙ = −i x+αα˙ ∂αA − x−αα˙ λ¯Aβ˙ ∂β˙α − 4 λ¯Aβ˙ λ¯Bα˙∂¯Bβ˙ + 4
(
γIJ
)
A
B λ¯Bα˙ n
I∂J
kαα˙ = i x
+
αβ˙
n¯β˙ α˙ − ix−βα˙ nαβ − x+αβ˙ x−βα˙ ∂β˙β − 8i
(
λ γIJ λ¯
)
αα˙
nI∂J
(D.4)
Here, we introduced the chiral and anti-chiral coordinates
x+αα˙ = xαα˙ + 2i λ
A
α λ¯Aα˙ , x
−
αα˙ = xαα˙ − 2i λAα λ¯Aα˙ . (D.5)
These generators satisfy the following commutation relations:[
d , pµ
]
= −pµ
[
pµ , kν
]
= −2ηµν d+ 2mµν
[
d , kµ
]
= +kµ{
qαA , q¯
Bα˙
}
= −2i δBApα˙α
{
sAα , s¯Bα˙
}
= −2i δABkαα˙
[
d , qαA
]
= −1
2
qαA[
kαα˙ , q
β
A
]
= +2i δβαs¯Aα˙
[
kαα˙ , q¯
Aβ˙
]
= −2i δβ˙α˙sAα
[
d , sAα
]
= +1
2
sAα[
pα˙α , sAβ
]
= −2i δαβ q¯Aα˙
[
pα˙α , s¯Aβ˙
]
= +2i δα˙
β˙
qαA
(D.6)
The commutators with the generators m and r only depend on the set of indices and their
position: [
m βα , Jγ
]
= −2i δβγJα + iδβαJγ
[
m βα , J
γ
]
= +2i δγαJ
β − iδβαJγ[
m α˙
β˙
, J γ˙
]
= −2i δγ˙
β˙
J α˙ + iδα˙
β˙
J γ˙
[
m α˙
β˙
, Jγ˙
]
= +2i δα˙γ˙ Jβ˙ − iδα˙β˙Jγ˙[
rAB , J
C
]
= −4 δCBJA + δABJC
[
rAB , JC
]
= +4 δACJB − δABJC
(D.7)
The remaining non-vanishing commutators are given by{
qαA , s
B
β
}
= −2i δBA m αβ − δαβ rBA − 2 δBA δαβ d{
q¯Aα˙ , s¯Bβ˙
}
= −2i δABm α˙β˙ − δα˙β˙ rAB + 2 δAB δα˙β˙ d
(D.8)
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Note in particular, that the differential operators form a representation of psu(2, 2|4) as the
central charge is vanishing identically, which can be seen from the commutators of q and s given
above. A comparison to the commutation relations of the generators given in appendix C shows
that all except the odd-odd commutators have a different sign,[
Ta , Tb
}
= f˜ cab Tc ,[
ja(s) , jb(s
′)
}
= f cab δ(s− s′) jc(s) , f˜ cab = −(−1)|a||b|f cab = f cba .
(D.9)
In order to see how the metric (C.26) translates to the basis of differential operators we may
consider a representation of the ja in terms of the psu(2, 2|4)-generators we introduced in C. The
assignment is given by
R(ja) = T˜a =
{
−Ta, if ∆a ∈
{
0, 1
2
}
Ta, if ∆a ∈
{−1, −1
2
, 1
} , [T˜a, T˜b} = f cab T˜c (D.10)
where ∆a denotes the weight of Ta,
[
D,Ta
]
= ∆a Ta. A straightforward calculation shows that
the components of G in terms of the generators T˜a are given by〈
T˜a, T˜b
〉
= Gab = (−1)|a| G˜ab = G˜ba , Gab = (−1)|a| G˜ab = G˜ba . (D.11)
D.2 Level 1
In this appendix, we provide the parts of the level-1 densities, which are defined by
j(1) ′a Tˆ
a =
{
eX·P+θQ+θ¯Q¯
(
− pi
µ
τ 2
Kµ + pi
µp˙iνMµν
)
e−X·P−θQ−θ¯Q¯
}
(0)
(D.12)
A direct calculation gives(
p(1) ′
)µ
= 0 d(1) ′ = i tr
(
λ¯piθ(2) − θ¯(2)piλ
)(
q(1) ′
)α
A
= −2i θ¯(2)Aα˙ piα˙α
(
q¯(1) ′
)Aα˙
= −2i piα˙αθ(2)αA
(D.13)
For the remaining generators we have(
m(1) ′
) β
α
= −4(λθ¯(2) pi)αβ + 2 δβα tr (λθ¯(2) pi)(
m¯(1) ′
)α˙
β˙
= 4
(
pi θ(2)λ¯
)α˙
β˙ − 2 δα˙β˙ tr
(
pi θ(2)λ¯
)
(
r(1) ′
)A
B
= 8i
(
λ¯piθ(2) + θ¯(2)piλ
)
B
A − 2i δAB tr
(
λ¯piθ(2) + θ¯(2)piλ
)(
s(1) ′
)
α
A =
(−4 (p˙i − 2i θ(2)λ¯) pi λ− 2x− piθ(2))α A(
s¯(1) ′
)
Aα˙
=
(
4 λ¯ pi
(
p˙i + 2i λθ¯(2)
)
+ 2 θ¯(2) pi x
+
)
Aα˙(
k(1) ′
)
αα˙
= 4i
(
x+ pi θ(2)λ¯− λθ¯(2) pi x−
)
αα˙
(D.14)
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E Kappa symmetry gauge fixing
In order to provide some evidence for the possibility to fix the kappa symmetry gauge (4.2), we
consider the simple case of a straight-line boundary curve. The boundary conditions are given
by
X(0, s) = (0, 0, 0, s) , y(0, s) = 0 , N(0, s) = const. . (E.1)
We do not need specific boundary condition for the θ-variables as we will be working to linear
order in Graßmann variables, such that the θ-variables do not appear. For the same reason, we
are only interested in the parts of the bosonic variables which are of Graßmann order zero. These
are subject to the equations of motion for a bosonic string on AdS5. It is easy to see that they
are solved by (we fix conformal gauge)
X(τ, s) = (0, 0, 0, s) , y(τ, s) = τ . (E.2)
We recall that the kappa symmetry parameter is given by (3.11)
κ(1) = A
(2)
i,−K(1),i+ +K(1),i+ A(2)i,− , κ(3) = A(2)i,+K(3),i− +K(3),i− A(2)i,+ , where
V i± = P
ij
± Vj =
1
2
(
γij ± i ij)Vj .
In conformal gauge we may simplify this to
κ = κ(1)+(3) =
{
A(2)s , K(1)+(3)
}
+ i
{
A(2)s , K(1)−(3)
}
(E.3)
As we are only working to linear order in Graßmann variables, we only need to determine those
parts of A
(2)
i , which are of Graßmann order zero. They follow easily from (E.2) and we have
A(2)s =
X˙αα˙
4y
(
P α˙α +K α˙α
)
, A(2)τ = −
1
y
D . (E.4)
The anti-commutators of supermatrices appearing in (E.3) can be related to commutators due
to the particular form of the supermatrix generators given in appendix C. We have the following
identities for P ∈ {Pµ, Kµ, D}:
{P , Q} = [P , Q] , {P , S¯} = [P , S¯] , {P , S} = − [P , S] , {P , Q¯} = − [P , Q¯] . (E.5)
This allows to compute the variation parameter κ. Parametrizing the arbitrary fermionic matrix
K as
K = aαAQAα − a¯Aα˙Q¯α˙A + bAαSαA − b¯α˙AS¯Aα˙ (E.6)
we obtain
κ =
1
2y
[ (
ix˙αα˙ b¯
α˙A +KAB bBα
)
QA
α +
(−ibAα x˙αα˙ −KAB b¯α˙B) Q¯α˙A
+
(
ia¯Aα˙ x˙
α˙α +KAB a
αB
)
Sα
A +
(−ix˙α˙α aαA −KAB a¯α˙B) S¯Aα˙]
= cα
AQA
α − c¯Aα˙ Q¯α˙A + dAαSαA − d¯ α˙AS¯Aα˙ . (E.7)
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The parameters c, c¯, d, d¯ are related among each other by
c¯Aα˙ = i α˙β˙ x˙
β˙α˙ cα
BKBA , d¯
α˙A = −iKAB dBα x˙αβ˙ β˙α˙ . (E.8)
This means that fixing c1 and c¯1 determines c2 and c¯2, fixing c3 and c¯3 determines c4 and c¯4
and likewise for d, d¯. In particular, we observe that the kappa transformation has half the
degrees of freedom of a generic fermionic element, as it should be. We also see that we cannot
enforce κ ∈ su(2, 2|4) by constraining K. One may e.g. enforce (cα1)∗ = c¯1α˙ but that leads to
(cα
2)∗ = −c¯2α˙. We go on to calculate the kappa variation of the fermionic part of A, which is
given by
A(1)+(3) 7→ A′(1)+(3) = A(1)+(3) − dκ+ [A(0)+(2) , κ] (E.9)
For the terms that are of Graßmann order zero we have
A(0)+(2)τ = −
1
y
D , A(0)+(2)s =
x˙αα˙
2y
Pαα˙ , (E.10)
and we find the following transformations for the parameters ε and χ:
χ′τA
α = χτA
α −
(
∂τ +
1
2y
)
dA
α , χ¯′τ
α˙A = χ¯τ
α˙A −
(
∂τ +
1
2y
)
d¯ α˙A ,
χ′sA
α = χsA
α − ∂s dAα , χ¯′sα˙A = χ¯sα˙A − ∂s d¯ α˙A ,
ε′τ α
A = ετ α
A −
(
∂τ − 12y
)
cα
A , ε¯′τAα˙ = ε¯τAα˙ −
(
∂τ − 12y
)
c¯Aα˙ ,
ε′sα
A = εsα
A − ∂s cαA − i2y x˙αα˙ d¯ α˙A , ε¯′sAα˙ = ε¯sAα˙ − ∂s c¯Aα˙ + i2y dAα x˙αα˙ ,
(E.11)
Due to the form of the relations between the parameters c, c¯, d, d¯ explained above, it is thus clear
that we can indeed reach the kappa symmetry gauge
εα
2 = εα
4 = 0 , ε¯2α˙ = ε¯4α˙ = 0 , χ
α
1 = χ
α
3 = 0 , χ¯
1α˙ = χ¯3α˙ = 0 . (E.12)
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