For the detection of outliers (observations which are seemingly different from the others) the method of testing hypotheses is most often used. This approach, however, depends on the level of significance adopted by the investigator. Moreover, it can lead to the undesirable effect of "masking" of the outliers. This paper presents an alternative method of outlier detection based on the Akaike information criterion. The theory presented is applied to analysis of the results of beet leaf mass determination.
Introduction
In experiments carried out in the technical sciences, natural sciences and humanities, we often deal with a sample where the numerical values of certain observations differ significantly from the others. The presence of such an observation in a sample (i.e. an outlier) may be due to various types of measurement errors, equipment failures, etc. In other words these observations should be regarded as undesirable, derived from a different population and ultimately excluded from statistical analysis.
However, outliers with apparently large or small values can be accepted by the probability distribution of the characteristic, which would mean that in the experiment we simply have a feature of less common value. Thus it should be saved for the further statistical analysis, thereby increasing the efficiency of that analysis.
For the detection and final evaluation (inclusion or exclusion from further analysis) of an outlying observation, appropriate statistical tests can be used.
The problem of the rejection of one outlying observation for a sample taken from a population with normal distribution has been investigated by numerous researchers, e.g. Breuning et al. (2000) , Ferguson (1961) , Galpin and Hawkins (1981) , Grubbs (1950) , Grubbs (1969) , Joshi (1972) , Rosseuw and Leroy (2000) , Sakamoto et al. (1986) , Stefansky (1972) , Tietjen and Moore (1972) .
In a multivariate normal model, rejection of outliers has been considered for example by Ferguson (1961) , Karlin and Traux (1960) , Pan and Fang (1995) , Ramaswamy et al. (2000) , Schwager and Margolin (1982) , Srivastava and Von Rosen (1998), and Wilks (1963) .
It should be noted that the detection of outliers using a test makes the statistical inference dependent on the level of significance of test, which in practice may mean obtaining different conclusions for different levels of significance. Moreover, statistical conclusions drawn from the performed test often depend on the number of observations considered as outliers, and the effect of masking of outliers may appear. This means that the same "suspicious" observations may be recognized as outliers in one subset of measurements, while in another they may not.
The purpose of this paper is to present an alternative method for detecting outliers, based on the general criterion of Akaike (AIC). This criterion, derived from information theory, was applied to select the best statistical model that describes (in terms of maximum entropy) real experimental data. The following discussion is based on the results of Akaike, (Akaike, 1973 (Akaike, , 1977 Sakamoto et al., 1986) allowing the selection, from the models describing real data, of such a model that maximizes entropy using the function:
where W denotes the likelihood calculated for the maximum likelihood estimators of the parameters, and K is the number of parameters.
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As suggested by Sakamoto (Sakamoto et al.) it would be best to choose the model for which the value of the AIC is the lowest.
The proposed method is an objective decision procedure. It is independent of the choice of significance level, the number of outliers and whether the outliers are highest or lowest values.
Camouflage of outlying observations
We will now quote an example of camouflage of outlying observations, given by Grubbs (1969) . Before doing that, we recall some classical tests for detecting one or more outliers (Grubbs, 1969; Tietjen and Moore, 1972 ).
a) Tests for a single outlying observation:
where s is the sample standard deviation of the form:
b) Dixon tests:
where:
c) Grubbs tests:
. 1 
e) Tests for multiple outliers (double-sided case):
where i z is the value i x of the ith smallest distance from the mean x and
Critical values for these statistics for certain significance levels are given in Grubbs (1969) and Tietjen and Moore (1972) . Grubbs (1969) 
Model of outlying observations
Let us consider a sample of n observations, arranged in increasing order of 
and (see David, 1979) { } (14) where:
denotes the beta function. It is known that:
for natural p and q. Moreover, Γ denotes the Γ function of the form:
The model describing data with possible outliers after taking account of (12)- (16) (18)
The model described by (18) The model without outliers is certainly given by:
If for experimental data, the AIC value for model (18) is less than for model
(1), we state that observations
Otherwise none of these observations are outliers. 
and Table 1 .
The data in Table 1 show that there are no outliers, because it is for such a configuration that the Akaike information criterion value is the lowest (marked with an asterisk). This conclusion is confirmed by the tests described in section 3. In the present example, we have: 
Conclusions
This paper considers the problem of experimental results that are "strikingly" different from others -so-called outliers. Classical statistical methods for detecting and rejecting outliers are based on testing of hypotheses. These methods, however, depend on the adopted level of significance, and in some cases may lead to the effect of masking of outlying observations. In this paper it is proposed to use an alternative outlier detection method based on the Akaike information criterion. This is an objective procedure without the abovementioned drawbacks of inference based on hypothesis testing.
