Introduction
The understanding of magnetization dynamics in magnetic nanostructures has profound practical implications. Most of our information is stored magnetically. The ongoing quest for increasing magnetic storage density requires the use of ever decreasing volume elements for the storage of a single bit. Since the energy barrier preventing the magnetization from reversal is at best proportional to the particle volume, thermal decay puts the ultimate limit on the maximally attainable storage density.
The successful use of magnetic storage near this "super-paramagnetic limit" therefore requires a detailed understanding of the reversal mechanism in magnetic nanostructures. The first leap in our understanding of superparamagnetism has been made by Néel 1 and Brown 2 who computed the switching probability if the magnetization in a small particle is subject of thermal noise. Their prediction was based on the assumption that the magnetization remains uniform throughout the reversal process.
It is only during the past few years that these predictions could be tested experimentally. At the same time it has been realized that the approach to the super-paramagnetic limit does not only depend on the particle volume but also depends in a delicate way on the particle geometry. As is discussed in Wernsdorfer's contribution to these proceedings, recent experiments have confirmed that for sufficiently small particles, the Arrhenius exponent scales indeed with their volume, a strong indication that the magnetization dynamics is indeed uniform and that the Néel-Brown mechanism is operative. On the other hand, experiments on a single nanowire 3 revealed an energy barrier that is a factor of 200 below the Néel-Brown value, clearly challenging the hypothesis of uniform magnetization reversal. Similar conclusions have also be reached from observations on arrays of nanoparticles. 4 Most theoretical attempts to generalize the Néel-Brown theory for elongated samples focussed on the linear stability of the metastable state. For cylindrical samples, linear instability modes have been found such as curl-ing or buckling. While this approach 5 is suited to describe an instability at zero temperature, it cannot give information about the reversal mechanism at finite temperature. Moreover, this method is not able to capture possible topological defects that obstruct a particular reversal path.
The understanding of stochastic dynamics in nanostructures thus requires an intrinsically nonlinear approach that is capable of dealing with the nucleation problem at finite temperatures. Given the complexity of the problem, i.e. equations of motion for the magnetization that are nonlinear, nonlocal and stochastic, it is not too surprising to see that a general solution for realistic particle sizes is beyond reach -even for numerical simulations at present.
It is thus of particular importance to develop and study simplified models with the goal of capturing the essential physics of a nanoparticle. A rather significant role is taken by numerical simulations which can extend analytical results, test the validity of approximations and provide the crucial link between simplified models and the often rather complex aspects of even the cleanest experiments. An important step in this direction has been made by Hinzke, Nowak and Usadel described in their contribution to this volume.
6
They consider an anisotropic spin chain, a system that has been proposed as a model for a nanowire with transverse dimensions smaller than the exchange length. Using Monte-Carlo and Langevin simulations they find agreement with analytical expressions for the nucleation rate.
7
In the light of this recent development, I present in the following a selfcontained review of analytical results for the nucleation rate. Analogies are stressed between the simple case of uniform reversal and the more involved situation of nonuniform nucleation. Finally, barrier energies are given for the cross-over regime between Néel-Brown and soliton-antisoliton nucleation.
The exciting new developments in experimental techniques 3,4,8 and numerical approaches 6 give us hope that a thorough understanding of the magnetization dynamics in nanostructures lies within reach.
Energy of nanoparticles
We are interested in magnetic phenomena on a length scale considerably larger than the lattice spacing. In this case the total energy of a ferromagnetic sample of volume V is given by
where M(r) is the magnetization of constant magnitude M 0 . The first term describes the exchange interaction with exchange constant A. The remaining terms are crystalline anisotropies of easy-axis and hard-axis (easy-plane) type with anisotropy constants K e,h,cryst > 0, and the last term is a Zeeman term due to an external field. The dipolar or magnetostatic energy is nonlocal and can be expressed as
where the integrations extend over the sample volume. The magnetization obeys the dynamics of the Landau-Lifshitz equation
with the effective field H eff = −δE/δM and gyromagnetic ratio γ > 0. The last term describes a Gilbert damping term with damping constant α > 0. The Landau-Lifshitz equation
is not yet consistent with the fluctuation dissipation theorem as it only includes damping but no random forces. The latter can be included via a random field term, i.e. by replacing
where ζ is a random magnetic field with correlations
, and g ij the metric tensor associated with the particular choice of coordinates. The resulting equations of motion with the energy (1) are nonlocal, nonlinear and stochastic -an impossible task to treat in full generality. We are here mainly concerned with nanoparticles where one or more dimensions are comparable or smaller to a domain wall width. This allows us to consider low dimensional realizations of the above equations, since the formations of domains is suppressed on sufficiently short length scales: A twist of the magnetization by an angle π over a length scale L costs an exchange en-
On the other hand, the potential gain in magnetostatic energy density is at most of the order πM 2 0 . The creation of domain walls or nonuniform structures is therefore no longer favorable for sample dimensions such that
We shall now discuss two limiting cases, so called single-domain particles and nanowires where the magnetization can vary along the wire. In the latter case braun: submitted to World Scientific on October 8, 2001 we shall see that a uniform remanent state does not imply that the magnetization dynamics is uniform. Indeed, we shall find nucleus configurations that are localized , either at the sample end or in the interior of the particle.
Thermal fluctuations in single domain particles, Néel-Brown theory
We first discuss the situation where all dimensions of the particle satisfy the inequality (5), and the particle is in a "single-domain" state with a magnetization that is uniform at all times. The energy of such a single-domain particle of ellipsoidal shape then takes the following form
where m = M/M 0 is the magnetization unit vector and V the particle volume. The effective anisotropy constants contain now both demagnetizing and crystalline anisotropies
with demagnetizing factors defined as
For simplicity we have assumed that the crystalline anisotropies are aligned with the sample axes. Note, however, that with an appropriate redefinition of the N 's, the energy retains the form (23) for non-ellipsoidal samples if they have mirror symmetric cross-section. An important consequence of the energy (23) with (7) is the fact that the orientation of the remanent magnetization is not necessarily determined by magnetostatic shape effects as is commonly believed. If the crystalline anisotropies exceed 2πM 2 0 , the remanent state can be dominated by the crystalline anisotropy. This has recently been demonstrated in ultra-thin nanostructures 8 where a remanent magnetization has been observed that is oriented perpendicular to the shape induced anisotropy along the nanowire.
The magnetization obeys the dynamics of the Landau-Lifshitz equation with the spatially uniform effective field H eff = −∂E/∂m. It is convenient to pass to spherical coordinates in which the Landau-Lifshitz equations can be expressed as follows (cf. appendix)
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with the energy
Here we have used the following abbreviations
.
(11) The Gaussian random noise fields have zero mean and obey the correlation
where D 0 = 2αk B T /γM 0 controls the magnitude of the fluctuating field.
We are now interested in the switching probability of a magnetization prepared in the metastable state antiparallel to an external field as shown in Fig. 1 . The magnetization will have to pass over a saddle point which is the extremum of the energy (23). For non-vanishing hard-axis anisotropy the saddle point can be obtained from ∂E/∂φ = 0 within the easy plane θ = π/2. The saddle point lies at cos φ s = −h and has energy
In order to compute the transition rate within the framework of the KramersLanger theory 12 we need the quadratic expansion of the energy around the saddle point and metastable state, respectively.
with polar fluctuations defined via φ = φ s + ϕ and out of easy-plane fluctuations θ = π/2 − p. The coefficients are given by
The negative h sϕ is associated with the unstable mode near the saddle point. Using this expansion, the stochastic Landau-Lifshitz equations of motion take in the vicinity of the saddle point the following form This can also be written
The (linearized) noise terms are defined in the same way as the magnetization components angles, hence η p −η θ . They obey the same correlations as in (12) .
In order to compute the switching rate, it is now convenient to pass from the above Langevin equation to a Fokker-Planck equation, as discussed in the appendix. The latter describes the dynamics of the probability density ({ψ}) = n δ(ψ n − ψ n (t) where ψ n (t) are stochastic trajectories which solve the above Langevin equations, and .. denotes the average with respect to the noise distribution exp{−(V/2D 0 ) dt n η 2 n }. The "Fokker-Planck" equation has the form of a continuity equation
with the probability current
The rate is obtained by integrating this probability current near a surface a Note that the metric in the easy plane θ = π/2 is Euclidean and thus we do not have to distinguish between upper and lower indices of ψ i .
through the saddle point. For the somewhat technical details of the integration procedure we refer to Ref. 10, 7 . The probability per unit time for a magnetization prepared in the metastable state to switch into the stable state is given by
where β = 1/k B T . This formula is valid in the moderate to strongly damped regime. The frequency λ + measures how fast the magnetization is dynamically driven away from the saddle point. More precisely, it is obtained by inserting (ϕ + (t), p + (t)) = e λ+t (ϕ + , p + ) into the non-stochastic part of eqn (15), i.e.
The rate Γ consists of the familiar Arrhenius factor and a prefactor that is associated with the fluctuations around metastable state and saddle point. It has the form of renormalized partition function Z(S)/Z(M ) in Gaussian approximation with the unstable direction turned into a stable one.
Inserting all definitions, we obtain for the nucleation rate in the moderately damped regime
with the escape frequency
where
. Note that the damping constant α exclusively enters the escape frequency. The result (20) includes a factor of 2 due to the existence of the two equivalent saddle points, ±φ s .
This result is only valid as long as the fluctuations around the saddle point are small. It fails if one of the directions at the saddle point becomes "flat", i.e. if one of the h si 's becomes zero. This is the case for vanishing hard-axis anisotropy K h since the resulting energy has full rotational invariance around the z-axis. If one integrates the probability current across a surface near the saddle point, the corresponding Gaussian integrations diverge and have to be replaced by the finite integrations over the azimuthal angle ω (see, e.g. Ref. 10 ). In the limit h sp → 0 we must cure the potentially divergent Gaussian integration as follows 2π βE 0 h sp → dp = The escape frequency becomes now simply λ + = αΩ 0 |h sϕ |, and h mp = h mϕ . Inserting all this into (37) we obtain for the switching rate for an axially symmetric situation
This is the celebrated result by Néel and Brown. 1,2 One should notice that in contrast to the biaxial case, the prefactor now carries a temperature dependence as a result of the continuous symmetry. We shall encounter a similar connection between zero modes and temperature dependence for spin chains below.
Nucleation in nanowires
In order to see whether (local) nucleation is possible in such nanowires, we have to consider a model which takes into account the magnetization variation along the sample. There will of course be nonlocal contributions to the energy due to magnetostatic interactions. However, if the particle diameter is smaller than the domain wall width, one can describe the resulting energy with anisotropies that are renormalized by magnetostatic interactions. The neglected nonlocal terms are small in the squared ratio of wire diameter vs. wall width. 11 We describe the nanowire by the following energy
with effective anisotropy constants that contain local magnetostatic interactions as in (7) . The external field is pointing within the easy-plane θ = π/2, i.e., H = H(cos ψ, sin ψ, 0). Within the easy-plane, the energy can be rewritten as follows
with the local potential energy felt by a single spin
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The integrated Euler-Lagrange equations in the easy-plane read as follows:
where c is an integration constant. Being separable, this equation can easily be formally integrated
with δ 0 = A/K e is the domain wall width.
We now consider the case of a field applied along the easy-axis, i.e. ψ = 0. The desired nucleus configuration should merge asymptotically smoothly into the metastable state φ = π. This fixes c = −h. The above integral may then be performed and we obtain the nucleus as a soliton-antisoliton pair
The intrinsic (dimensionless) width, δ = cothR, depends on the field h = sech 2 R, and ξ = x/δ 0 . The second representation shows that the nucleus consists of two solitons φ K (w) = 2 arctan e w located at ξ = ±Rδ. The corresponding saddle point energy per area is given by
It tends towards the energy of two isolated domain walls for h → 0 and decreases with decreasing separation of the soliton-antisoliton pair. In order to compute the rate, we have to expand the energy near the saddle point and the metastable state, similar to the single-domain case above. However, the coefficients in the expansion of the energy around the saddle point,
are no longer constants but Schrödinger-type operators
with the potentials Correspondingly, fluctuations near the metastable state are described by the "free" operators
Note that far away from the nucleus, the two sets of operators are identical. Fluctuations around the saddle point reflects two essential properties of the saddle point. Translational symmetry implies that φ ss is energetically degenerate with φ ss (x − x 0 ). This degeneracy must show up as a zero mode in the excitation spectrum , i.e., φ ss is eigenfunction of H sϕ with eigenvalue zero. Due to the opposite winding sense of the two solitons forming the ss-pair, this zero mode has one node. From this we infer the existence of a "ground state" with negative energy and the nucleus is indeed unstable. Fluctuations in azimuthal direction always have a positive eigenvalue except for K h = 0. In this latter case there is a continuous symmetry around the easy-axis.
Similarly to the case of a single domain particle, one has to study the stochastic dynamics near the saddle point
with the following noise correlation
The corresponding Fokker-Planck equation is derived in the appendix. The rate is obtained by integrating the probability flux near the saddle point
where we have included a factor of 2 due to the existence of two equivalent nucleus configurations ±φ s . The determinant stands for the product of all eigenvalues, the prime denoting omission of the eigenvalue zero. λ + is the escape frequency as before, now satisfying the coupled Schrödinger equation 
The origin of the unusual, L-dependent term in Eqn (37) can be understood as follows: Taking the naive, unprimed product of all eigenvalues, |detH sϕ | would lead to a divergence of the prefactor since translational invariance causes one eigenvalue to be zero. It is helpful to recall that the determinant originates from an integration over the probability flux resulting in a Gaussian integration over the energy (31). We thus can replace the potentially dangerous Gaussian integration by a direct integration over the center of mass coordinate of the nucleus. More precisely, infinitesimal translations are described by 
where the sqrt-term plays the role of the Jacobian of the transformation. Note that the rhs equals (E s /2
The result of the defective Gaussian integration thus has to be replaced as follows
Some of the remaining terms also can be further evaluated: The exact result
The p-determinants can be evaluated in some limiting cases. 7 Here we use the fact that for large Q −1 δ 2 the p-fluctuations are irrelevant, i.e., det H mp /det H sp = 1. Combining all results, we find that for large Q −1 δ 2 or equivalently Q(1−h) small, the switching rate is given by, 
The first equation has a α −1 dependence, a characteristic of rates in the overdamped limit. The second expression represents the essentially damping independent rate in the moderately damped regime. Both results are in accordance with general rate theory. For small fields we can use E 0 = −8e −2R = −2h and the switching probability per unit time is
and Q small. In the overdamped limit, the slow decay of the nucleus leads to a √ h-suppression of the prefactor. In the moderately damped limit, the faster decay frequency leads to a field-independent prefactor. We shall encounter the same situation below for complete rotational invariance around the easy-axis.
Rates in the case of rotational degeneracy
We now discuss the case of vanishing hard-axis anisotropy, i.e. K h = 0. We make now use of the fact that the ground state of H sp , χ sp 0 , corresponds to a rotation of the nucleus,
where ω denotes the rotation angle around the x-axis. Thus
. Correspondingly, the Gaussian integration has to be replaced by
with
, and the ratio of the determinants can be computed exactly:
where the prime denotes omission of the zero mode. In the case of rotational degeneracy we thus obtain for the switching rate (37)
where V = LA is the particle volume. Here we have used that for vanishing hard-axis anisotropy the unstable mode is exactly given by (ϕ + , p + ) = (χ sϕ 0 , χ sp 0 ) and hence λ + = αΩ 0 |E sϕ 0 |. In particular, we obtain from (39)
There are two remarkable points regarding this result: First, the rotational symmetry around the x-axis has now led to a factor √ β in addition to the already existing √ β factor of the zero mode. Its origin is quite analogous to the rotationally invariant case (23) of the Néel-Brown theory. Secondly, the α dependence now interpolates continuously between the high damping braun: submitted to World Scientific on October 8, 2001 limit and the low damping limit where Γ ∝ α vanishes linearly. This is remarkable since this is a characteristic of underdamped theories, while the present derivation relies on moderate damping. A possible reason for this coincidence could be the following: In the absence of a hard-axis anisotropy, the dynamics is entirely governed in the variable φ which measures essentially the easy-axis energy. A Fokker-Planck equation in φ is therefore closely related to one in energy whose integration yields the rate in the underdamped limit.
We thus reach an important conclusion from this result: Each continuous symmetry that is broken by the saddle point contributes a factor 1/ √ T to the prefactor . Comparing the corresponding expression from uniform reversal and nonuniform nucleation we also conclude that the exponent in the prefactor (1 − h) becomes larger with increasing number of continuous symmetries.
As an example, we may conclude from these observations that owing to the lack of broken symmetries, nucleation at the sample end leads to a temperature independent prefactor for K h = 0. In the absence of a hard-axis anisotropy the broken rotational invariance will lead to a 1/ √ T dependence of the prefactor. Note, however, that this complete symmetry is only present for fields pointing along the easy-axis. 
where dn is a Jacobian elliptic function. Here, the elliptic modulus k is related to the sample length as follows:
The elliptic modulus k controls the nonlinearity of the problem. 
More precisely, both k and the intrinsic width δ are a function of external field and integration constant c,
The plus-sign refers to w We can now compute the energy of this configuration relative to the metastable state φ = π. Using the Euler-Lagrange equations we have
This leads to the following result for the energy barrier
where we defined
, and E, K, Π are elliptic integrals. In order to obtain the barrier energy as a function of the sample length L one has to express both L and E by the parameter c. Examples are shown in Fig. 3 As expected, this barrier energy reduces to the Néel-Brown and solitonantisoliton values: For c → −h one reaches the soliton-antisoliton limit. This implies w 1 − h) . In this case, we have K = E = Π = π/2, the entire curly bracket in (11) reduces to zero, and we are left with
which is just the Néel-Brown barrier for uniform nucleation.
For L < L crit , there are no longer nonuniform solutions since the minimal value that satisfies Eqn (54) is
For L < L crit only the Néel-Brown solution exists. We conclude that the cross-over occurs in a narrow range of sample lengths and has almost the character of a first order phase transition, cf. Fig. 3 . The sharpness of this transition region justifies our rough estimate of the criterion (5). Remarkably, this criterion is even exact if we use the value K h = πM 2 0 , the appropriate value for a cylindrical sample: For nucleation from sample end the critical sample length is half the value of (60) which agrees with (5) for vanishing field.
Outlook and conclusions
Let us conclude with a few remarks on experiments and nucleation from the sample end. In the limit of particle diameters that are small compared to the wall width, the demagnetizing induced hard-axis is small and we may use all of above results simply multiplying all energy barriers by a factor 1/2 and replacing L by 2L in (54). We then obtain an energy barrier for nucleation at the sample end E = (8/3)A end √ AK e [1 − h] 3/2 for h → 1. This is within a factor of three from the observed value. 3, 11 Note that the prefactors are affected in a more subtle way since the translational zero mode does of course no longer exist. In fact only even parity wave-functions contribute to the determinants.
At the moment there are not sufficient experimental data to decide whether the above theory is a good description of the phenomena in nanowires, or whether further modifications are needed. On the other hand, the recent progress in numerical simulations of the stochastic Landau-Lifshitz equations together with experimental progress give us hope that after decades of research, we are about to understand the secrets of nanomagnets.
We did not at all touch here any aspects of quantum effects. For two recent reviews emphasizing the close similarities to the topics discussed here I refer to Ref.
13 .
and ijk = 1/ ijk = ± det g ij for cyclic and anticyclic permutations, respectively. The Landau-Lifshitz equations of motion (61) In order to evaluate the nucleation rate we need the dynamics of the magnetization field near the saddle point. We now specify to the case where the magnetization only depends on one coordinate. Near the saddle point with θ = π/2, the stochastic Landau Lifshitz equation has the form of a Langevin equation 
it is thus immaterial whether stochastic fields are included in the LandauLifshitz equation in both damping and precessional terms or only in the precessional term.
