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THE SPACE ω∗ AND THE RECONSTRUCTION OF
NORMALITY
MAX F. PITZ
Abstract. The topological reconstruction problem asks how much informa-
tion about a topological space can be recovered from its point-complement
subspaces. If the whole space can be recovered in this way, it is called recon-
structible.
Our main result states that it is independent of the axioms of set theory
(ZFC) whether the Stone-Cˇech remainder of the integers ω∗ is reconstructible.
Our second result is about the reconstruction of normality. We show that
assuming the Continuum Hypothesis, the compact Hausdorff space ω∗ has
a non-normal reconstruction, namely the space ω∗ \ {p} for a P -point p of
ω∗. More generally, we show that the existence of an uncountable cardinal κ
satisfying κ = κ<κ implies that there is a normal space with a non-normal
reconstruction.
These results demonstrate that consistently, the property of being a normal
space is not reconstructible. Whether normality is non-reconstructible in ZFC
remains an open question.
1. The topological reconstruction problem
In 1941, Ulam and Kelly proposed the reconstruction conjecture in graph the-
ory. This conjecture asks whether every finite graph with at least three vertices is
uniquely determined by its unlabelled subgraphs obtained by deleting a single ver-
tex and all incident edges. To this day, the reconstruction conjecture has remained
open, and is considered one of the most challenging problems in graph theory. For
a survey about the reconstruction conjecture see for example [1].
The present paper is concerned with the topological version of the reconstruction
conjecture, introduced in [21]. A topological space Y is called a card of another
space X if Y is homeomorphic to X \ {x} for some x in X . The deck D(X) of a
space X is a transversal for the non-homeomorphic cards of X , i.e. a set recording
the topologically distinct subspaces one can obtain by deleting singletons from
X . For example, if Y is a card of the real line, then Y is homeomorphic to two
copies of the real line. We write this as D(R) = {R⊕ R}. For n-dimensional
Euclidean spaces we have D(Rn) = {Rn \ {0}}. For the unit interval I we have
D(I) = {[0, 1), [0, 1)⊕ [0, 1)}. The Cantor set has the deck D(C) = {C \ {0}} and
the rationals Q and irrationals P have decks D(Q) = {Q} and D(P ) = {P}.
Two topological spaces are said to be reconstructions of each other if their decks
are indistinguishable. A spaceX is said to be reconstructible if all its reconstructions
are homeomorphic to X . In the same spirit, we say that a property of topological
spaces is reconstructible if it is preserved under reconstruction. Formally, a spaceX
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is reconstructible if D(X) = D(Z) implies X ∼= Z, and a property P of topological
spaces is reconstructible if D(X) = D(Z) implies “X has P if and only if Z has P”.
It is shown in [21] that all the aforementioned examples are reconstructible, with
the exception of the Cantor set where we have D(C) = D(C \ {0}). This example
also shows that compactness is a non-reconstructible property. These observations
give rise to the question what underlying principles make a topological space or a
topological property reconstructible.
The Topological Reconstruction Problem. Determine which topological spaces
and properties are reconstructible and which ones fail to be reconstructible.
The purpose of this paper is to describe two surprising results about topological
reconstruction. Our first result shows that it is undecidable in ZFC whether ω∗,
the Stone-Cˇech remainder of the integers, is reconstructible. Our second result is
concerned with the question whether normality, one of the fundamental topologi-
cal separation properties, is reconstructible. We show that ω∗ provides a natural
example establishing that the answer is consistently negative.
The result about reconstruction of normality is somewhat curious, especially so
because all other topological separation axioms are easily seen to be reconstructible
for spaces containing at least three points [21, Thm. 3.1]. In particular, the property
of being a T1, a Hausdorff or a Tychonoff space is reconstructible. But for normality,
the best we could do in [21] was to show that normality of a space is reconstructible
provided the space has at least one normal card. On the positive side, this result
applies to every normal space containing a Gδ-point, since normality is hereditary
with respect to Fσ subspaces [7, 2.1.E]. In particular, normality is reconstructible
in the realm of first-countable spaces. However, for an uncountable cardinal κ, the
Cantor cube 2κ provides an example of a compact Hausdorff space where all cards
are non-normal. And given that the Cantor set C ∼= 2ω is non-reconstructible, one
might suspect that these large Cantor cubes are examples witnessing that normality
is non-reconstructible. However, 2κ is reconstructible if κ is uncountable [21, 2.1].
This is where the Stone-Cˇech remainder of the integers ω∗ enters the stage.
It is a well-known open problem whether all cards of ω∗ are non-normal (cf. [13,
Q13] and [27]). Under the Continuum Hypothesis (CH), however, it is a classical
theorem independently due to Rajagopalan [23] and Warren [30] that the answer is
yes. Thus, under CH, the space ω∗ is a further candidate to witness that normality
might be non-reconstructible.
And indeed, we show below that ω∗ provides a consistent example that normality
is non-reconstructible. In our main result we prove that assuming CH, the space ω∗\
{p} for a P -point p of ω∗ (under CH, this is a point p with a nested neighbourhood
base) is a non-normal reconstruction of the normal space ω∗. Thus, CH implies
that normality is non-reconstructible. We also show that CH (which is equivalent
to ω1 = ω
<ω1
1 ) can be weakened to the assumption that there is an uncountable
cardinal κ with κ = κ<κ. We will see that under this cardinal assumption, the
spaces Sκ defined by Negrepontis in [18] provide further examples that normality is
non-reconstructible. This ties in well with the previous non-reconstruction results,
as the spaces Sκ can be thought of simultaneously generalising the behaviour of the
Cantor set C and of ω∗ under CH.
This paper is organised as follows. In Section 2, we recall the relevant definitions
and facts about the spaces ω∗ and Sκ. In Section 3 we briefly describe the deck of
ω∗, and then turn to a closer investigation of cards of ω∗ and Sκ in Section 4. Our
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main technical result states that under CH, all finite compactifications of ω∗ \ {x}
are homeomorphic to ω∗ and, moreover, that all but at most one point added at
infinity will be P -points.
In Section 5, we recall why cards of ω∗ fail to be normal under CH. We then prove
that for uncountable κ with κ = κ<κ, all cards of Sκ are non-normal. In Section 6,
we prove the announced reconstruction results. We show that under CH, the space
ω∗ is non-reconstructible, and more generally that under κ = κ<κ, the space Sκ is
non-reconstructible. We also show that it follows from a theorem by van Douwen,
Kunen and van Mill that it is consistent with MA+¬CH that ω∗ is reconstructible.
Finally, in Section 7 we combine our results from the earlier sections to show that
the existence of an uncountable cardinal κ with κ = κ<κ implies that normality is
non-reconstructible. We conclude the paper in Section 8 with some questions.
I would like to thank my advisor Rolf Suabedissen for inspiring discussions about
the topological reconstruction problem.
2. What we need to know about ω∗ and Sκ
In this section we recall crucial properties of the spaces ω∗ and Sκ which we use
in the course of this paper. All this and more can be found in [3, 11, 15].
A subset Y of a space X is C∗-embedded if every bounded real-valued continuous
function on Y can be extended to a continuous function on all of X . For a Tychonoff
space X , we write βX for its Stone-Cˇech compactification, the unique compact
Hausdorff space in which X is densely C∗-embedded, and we write X∗ = βX \X
for the remainder of X . A space is zero-dimensional if it has a base of clopen
(closed-and-open) sets.
A subset of a Tychonoff space of the form f−1(0) for some real-valued continuous
function f is called a zero-set. A cozero-set is the complement of a zero-set. A
Tychonoff space X is an F -space if each cozero-set is C∗-embedded in X . A Gδ
subset of X is a subset which can be expressed as a countable intersection of open
sets, and an Fσ subset is a complement of a Gδ, namely a set which can be expressed
as a countable union of closed subsets. We shall need the following facts about F -
spaces [11, Ch. 14].
(1) A normal space is an F -space if and only if disjoint open Fσ-sets have
disjoint closures.
(2) Closed subspaces of normal F -spaces are again F -spaces.
(3) Infinite closed subspaces of compact F -spaces contain a copy of βω. There-
fore, compact F -spaces do not contain convergent sequences.
The space ω∗ is a compact zero-dimensional Hausdorff space of weight c = 2ℵ0
without isolated points with the following extra properties: it is an F -space in which
each non-empty Gδ-set has non-empty interior. A space with these properties is
also called Parovicˇenko space.
Theorem 2.1 (Parovicˇenko [20], van Douwen and van Mill [5]). CH is equivalent
to the assertion that every Parovicˇenko space is homeomorphic to ω∗.
A P -point is a point p such that any countable intersection of neighbourhoods of
p contains again a neighbourhood of p. In other words, p is a P -point if p is in the
interior of every Gδ containing p. The existence of P -points in ω
∗ was first proved
as a consequence of the Continuum Hypothesis in [24]. The existence of P -points
can also be shown underMA+¬CH [15, 2.5.5]. On the other hand, it is consistent
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that P -points in ω∗ do not exist [15, 2.7]. We list some facts about P -points in ω∗
under CH.
(4) Assuming [CH], a point p ∈ ω∗ is a P -point if and only if p has a nested
neighbourhood base if and only if p is not contained in the boundary of any
open Fσ-set.
(5) Assuming [CH], for every pair of P -points in ω∗ there exists an autohome-
omorphism of ω∗ mapping one P -point to the other [24].
We now describe the spaces Sκ, which generalise the behaviour of ω
∗ under CH
to higher cardinals κ. Note that in compact zero-dimensional spaces, cozero-sets
are countable unions of clopen sets. This motivates the following definition from
[3, Ch. 14]. In a zero-dimensional space X , the (X-)type of an open subset U of X
is the least cardinal number τ = τ(U) such that U can be written as a union of
τ -many clopen subsets of X . A zero-dimensional space where open subsets of type
less than κ are C∗-embedded is called an Fκ-space. In zero-dimensional compact
spaces the notions of F - and Fω1 -space coincide.
(1′) A normal space is an Fκ-space if and only if disjoint open sets of types less
than κ have disjoint closures [3, 6.5].
Following [6, 1.2], we call a space a κ-Parovicˇenko space if it is a compact zero-
dimensional Fκ-space of weight κ
<κ without isolated points such that non-empty
intersections of fewer than κ many open sets have non-empty interior. The space
ω∗ is an (ω1-)Parovicˇenko space.
Theorem 2.2 (Negrepontis [18], Dow [6]). The assumption κ = κ<κ is equivalent
to the assertion that all κ-Parovicˇenko spaces are homeomorphic.
If the condition κ = κ<κ is satisfied then the unique κ-Parovicˇenko space exists
and is denoted by Sκ [3, 6.12]. The space Sω is homeomorphic to the Cantor space,
and whenever the space Sω1 exists, it is homeomorphic to ω
∗. The existence of
uncountable cardinals satisfying the equality κ = κ<κ is independent of ZFC but
an assumption like κ+ = 2κ implies the equality for κ+.
A Pκ-point p is a point such that the intersection of less than κ-many neigh-
bourhoods of p contains again an open neighbourhood of p. Thus, a Pω1 -point is a
P -point. For a proof that Sκ contains Pκ-points see [3, 6.17] or [22, 4.6].
(4′) Assume κ = κ<κ. In Sκ, a point p is a Pκ-point if and only if p has a nested
neighbourhood base if and only if p is not contained in the boundary of any
open set of type less than κ.
(5′) Assume κ = κ<κ. For every pair of Pκ-points in Sκ there exists an auto-
homeomorphism of Sκ mapping one Pκ-point to the other [3, 6.21].
3. The deck of ω∗
We briefly describe the cards of ω∗. Recall that the cards of a space correspond
to the non-homeomorphic subspaces one can obtain by deleting singletons. It turns
out that cards of compact Hausdorff spaces, and in particular cards of ω∗ correspond
to the different orbits under the action of its autohomeomorphism group.
A space X is homogeneous if for every pair of points x and y of X there exists a
homeomorphism of X carrying x to y. In general, we say x and y lie in the same
orbit of X if x can be mapped to y by a homeomorphism of X . The orbits form
equivalence classes and the collection of orbits is denoted by X/∼.
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If x and y lie in the same orbit of X then deleting either x or y gives the same
card. For example, fact (4) from the previous section yields that under CH, all
cards of ω∗ obtained by deleting a P -point are homeomorphic. Also, the deck of a
homogeneous space consists of only one card, and |D(X)| ≤ |X/∼| is true for any
space X . We now show that for compact Hausdorff spaces, we have equality in the
previous line.
Theorem 3.1. Let X be a compact Hausdorff space. Then |D(X)| = |X/∼| and
the different cards correspond bijectively to the orbits of X.
Proof. As |D(X)| ≤ |X/∼| by the remark preceding the theorem, it is enough to
prove that |D(X)| ≥ |X/∼|. If X is homogeneous, the result is clear. If X is not
homogeneous, find x and y contained in different orbits. Suppose for a contradiction
that the two cards obtained by deleting x and y are homeomorphic, i.e. that there
exists a homeomorphism f : X \ {x} → X \ {y}. If x is isolated, then both X \ {x}
and X \ {y} are compact and hence y must be isolated, too. But then, both points
x and y lie in the same orbit, a contradiction.
Thus, we may assume that both x and y are non-isolated. Then X is a one-point
compactification of both X \{x} and X \{y}. But since all one-point compactifica-
tions of a locally compact space are homeomorphic by a map carrying remainders
onto remainders [7, 3.5.11], the map f ∪ {〈x, y〉} is a homeomorphism of X . Thus,
x and y are contained in the same orbit, a contradiction. 
Z. Frol´ık proved (in ZFC) that every orbit in ω∗ is of size c, and therefore that
ω∗ has 2c-many orbits [9]. It follows that |D(ω∗)| = 2c = |ω∗|, i.e. the space ω∗ has
the maximal possible number of different cards.
4. Finite compactifications of cards of ω∗ and Sκ
This section contains the technical groundwork for our non-reconstruction re-
sults. The main result is a characterisation of finite compactifications of cards of
ω∗ and Sκ.
We call a point x of a Hausdorff spaceX a strong butterfly point if its complement
X \ {x} can be partitioned into open sets A and B such that A ∩ B = {x}. The
sets A and B are called wings of the butterfly point x. In the following we recall a
theorem by Fine and Gillman [8, 10] stating that under [CH], every point in ω∗ is
a strong butterfly point.
The result plays a crucial role in our proofs of Theorem 4.5 on the classification
of finite compactifications of cards of ω∗ and in our proof of Theorem 5.2, where
we show that cards of ω∗ are non-normal under CH.
Theorem 4.1 (Butterfly Lemma, Fine and Gillman). [CH]. Every point in ω∗ is
a strong butterfly point. 
Corollary 4.2. [CH]. Every card of ω∗ has a two-point compactification. In par-
ticular, no card ω∗ \ {x} is C∗-embedded in ω∗.
Proof. It follows from the Butterfly Lemma that for every point x in ω∗, we have
ω∗ \{x} = A⊕B where A and B are non-compact open subsets of ω∗. Considering
their respective one-point compactifications αA and αB, we see that αA⊕αB is a
two-point compactification of ω∗ \ {x}.
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It follows immediately that the Stone-Cˇech compactification of ω∗ \ {x} can-
not coincide with its one-point compactification. Therefore, ω∗ \ {x} is not C∗-
embedded in ω∗. 
Analogues of these results for Sκ were observed by Negrepontis [3, 14.2].
Theorem 4.3. Assume κ = κ<κ. Every point in Sκ is a strong butterfly point. 
Corollary 4.4. Assume κ = κ<κ. Every card of Sκ has a two-point compactifica-
tion. In particular, no card Sκ \ {x} is C∗-embedded in Sκ. 
We have established that cards of ω∗ under CH, and cards of Sκ under κ = κ
<κ
have non-trivial finite compactifications. We now give a precise characterisation
how finite compactifications of cards of these spaces look like. Our aim is to prove
the following pair of theorems.
Theorem 4.5. [CH]. For every x ∈ ω∗ we have that
(a) ω∗ \ {x} has arbitrarily large finite compactifications,
(b) every finite compactification of ω∗ \ {x} is homeomorphic to ω∗, and
(c) for every finite compactification, all but at most one point at infinity are P -
points.
The case for Sκ looks exactly the same.
Theorem 4.6. Assume κ = κ<κ. For every x ∈ Sκ we have that
(a) Sκ \ {x} has arbitrarily large finite compactifications,
(b) every finite compactification of Sκ \ {x} is homeomorphic to Sκ, and
(c) for every finite compactification, all but at most one point at infinity are Pκ-
points.
To prove these theorems, we begin with a sufficient condition for zero-dimensional
locally compact Hausdorff spaces to have only one homeomorphism type amongst
their finite compactifications.
Lemma 4.7. Let X be a zero-dimensional compact Hausdorff space such that X⊕X
is homeomorphic to X and
(⋆) for every point x of X, the one-point compactification of any clopen non-
compact subset of X \ {x} is homeomorphic to X.
Then, for all x, all finite compactifications of X \ {x} are homeomorphic to X.
Proof. Let Z be a finite compactification of X \ {x} with remainder consisting of
points ∞1, . . . ,∞n. By [31, 2.3], every finite compactification of a locally compact
zero-dimensional space is zero-dimensional. Hence, there is a partition of Z into n
disjoint clopen sets Ai such that ∞i ∈ Ai.
The set Ai \ {∞i} is a clopen non-compact subspace of X \ {x}. Therefore, by
property (⋆) and uniqueness of the one-point compactification, it follows that Ai is
homeomorphic to X . This proves, after applying X ⊕X ∼= X iteratively, that Z is
homeomorphic to X . 
This lemma lies at the heart of our proofs for Theorems 4.5 and 4.6. Let us see
that it applies to both ω∗ under CH, and to Sκ assuming κ = κ
<κ.
Lemma 4.8 ([22, 3.4]). [CH]. The space ω∗ has property (⋆), i.e. for every x the
one-point compactification of a clopen non-compact subset of ω∗ \ {x} is homeo-
morphic to ω∗.
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Proof. Let A be a clopen non-compact subset of ω∗ \ {x}. Taking A∪{x}, a closed
subset of ω∗, as representative of its one-point compactification, we use fact (2)
from Section 2 to see that it is a zero-dimensional compact F -space of weight c
without isolated points.
Suppose that U ⊂ A ∪ {x} is a non-empty Gδ-set. If U has empty intersection
with A, then the singleton U = {x} is aGδ-point, and hence has countable character
in the compact Hausdorff space A ∪ {x} [7, 3.3.4]. It follows that there is a non-
trivial sequence in ω∗ converging to x, contradicting fact (3) from Section 2. Thus,
U intersects the open set A and their intersection is a non-empty Gδ-set of ω
∗ with
non-empty interior.
Applying Parovicˇenko’s Theorem 2.1 completes the proof. 
For a proof of the result in case of the space Sκ, we refer the reader to our earlier
paper [22].
Lemma 4.9 ([22, 4.4]). Assume κ = κ<κ. The space Sκ has property (⋆), i.e. for
every x the one-point compactification of a clopen non-compact subset of Sκ \ {x}
is homeomorphic to Sκ. 
Thus, we have verified that Lemma 4.7 does apply to our spaces ω∗ and Sκ.
Surprisingly, despite its strong assumptions, the lemma itself applies to a variety
of interesting spaces.
Spaces which only have λ different homeomorphism types amongst their open
subspaces (for some cardinal λ) are said to be of diversity λ [19]. One checks that
Lemma 4.7 applies to all compact Hausdorff spaces of diversity two, which are
known to be zero-dimensional [17]. In particular, Lemma 4.7 applies to the Cantor
space C, which can be characterised as the unique compact metrizable space of
diversity two [26]. It also applies to the Alexandroff Double Arrow space D and to
the product D × C. Incidentally, these examples are also non-reconstructible [21,
2.5].
In a compact Hausdorff space X of diversity two, any subspace X \ {x} is ho-
meomorphic to X \ {x1, . . . , xn} and therefore has arbitrarily large finite compact-
ifications. This is when Lemma 4.7 is most valuable. Our next lemma shows that
not much is needed for this scenario to occur. The proof is a simple induction.
Lemma 4.10. Let X be a topological space such that for all x, all finite compacti-
fications of X \ {x} are homeomorphic to X. If all spaces X \ {x} have two-point
compactifications, they have arbitrarily large finite compactifications. 
The following example of the Cantor cube 2κ for uncountable κ shows that the
assumptions in Lemma 4.10 cannot be considerably weakened. Since β(2κ \ {x}) =
2κ [12, Thm. 2], these spaces have a unique compactification. The cube 2κ is a
zero-dimensional compact Hausdorff space with 2κ ∼= 2κ ⊕ 2κ. For property (⋆),
let A ⊂ 2κ \ {x} be a clopen non-compact subset. Since 2κ \ {x} does not have
a 2-point compactification, A ∪ {x} must be clopen in 2κ. But every clopen set
of 2κ can be written as a disjoint union of finitely many product-basic open sets,
which are homeomorphic to 2κ. Hence A∪{x} ∼= 2κ. We conclude that Lemma 4.7
applies, but restricts to the obvious assertion that the one-point compactification
of 2κ \ {x} is homeomorphic to 2κ.
Now finally, with these lemmas established, it is not difficult to give proofs of
the main theorems in this section.
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Proof of Theorem 4.5. Assertion (b) is an immediate consequence of Lemmas 4.7
and 4.8. For (a), note that Corollary 4.2 implies that every card of ω∗ has a two-
point compactification, which is homeomorphic to ω∗ by (b). Therefore, (a) now
follows from Lemma 4.10.
For assertion (c), suppose there is a finite compactification Z of ω∗\{x} contain-
ing two non-P -points ∞1 and ∞2 at infinity. Then there are disjoint open Fσ-sets
F1 and F2 in Z with Fi ⊂ ω∗\{x} containing∞1 and∞2 in their respective bound-
aries. However, in ω∗ the disjoint non-compact open Fσ-sets F1 and F2 both limit
onto x. This contradicts the F -space property of ω∗. 
In ZFC, the above argument still shows that every finite compactification of
ω∗ \ {x} is a Parovicˇenko space of weight c such that at most one point at infinity
is not a P -point. However, one cannot decide in ZFC alone whether there are finite
compactifications of ω∗ \ {x} other than the one-point compactification [4].
Proof of Theorem 4.6. Assertions (a) and (b) follow as in the previous proof.
The proof of (c) uses the same idea as in the case of ω∗. Suppose there is a
finite compactification Z of Sκ \ {x} containing two non-Pκ-points ∞1 and ∞2 at
infinity. Then there are disjoint open subsets F1 and F2 in Z of type less than κ with
Fi ⊂ Sκ \ {x} that contain ∞1 and ∞2 in their respective boundaries. However,
in Sκ the disjoint non-compact open sets F1 and F2 of type less than κ both limit
onto x, contradicting the Fκ-space property. 
5. Non-normality of cards of ω∗ and Sκ
This section contains proofs that under CH, every card of ω∗ is non-normal, and
that for uncountable κ with κ = κ<κ, every card of Sκ is non-normal.
In case of ω∗, this result is originally due to Rajagopalan and Warren. Proofs
can be found in [16, 23, 30]. An account of [23] is contained in [29, 7.2-7.4]. In the
first part of this section, we advertise a different, very elegant proof of this classical
theorem. The proof builds on ideas from [14, 25, 28], and is mentioned, without
details, in [28, Rmk. 3]. The result that also cards of Sκ are non-normal is new.
Our proof generalises the approach of [30] for ω∗.
To begin, we note that normality of cards of the spaces βω and ω∗ are in fact
equivalent problems, in the sense that when deleting a point of the remainder of
βω, the card of βω is normal if and only if the corresponding card of ω∗ is normal.
This result is folklore, but as no proof is available in the standard literature we give
one in the next lemma.
Lemma 5.1. Let x ∈ ω∗. Then βω\{x} is normal if and only if ω∗\{x} is normal.
Proof. If βω \ {x} is a normal space then its closed subspace ω∗ \ {x} inherits
normality.
For the converse implication, assume that ω∗ \ {x} is normal and let C1 and C2
be disjoint closed subsets of βω \ {x}. Let C′i = Ci ∩ ω
∗ be the part of each closed
set lying in the remainder of ω∗. Since ω∗ \ {x} is normal, there are open subsets
W1 and W2 of ω
∗ \ {x} with disjoint closures such that C′i ⊂ Wi. Note that all
open sets V1 and V2 in βω \ {x} with Wi = Vi ∩ ω∗ can only intersect in a finite
subset of ω ⊂ βω. Hence U1 = V1 \ V2 and U2 = V2 \ V1 are disjoint open subsets
of βω \ {x} containing C′1 and C
′
2 respectively.
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But now, as any subset of ω is open in βω, the sets
(U1 \ C2) ∪ (C1 ∩ ω) and (U2 \ C1) ∪ (C2 ∩ ω)
are disjoint open subsets of βω \ {x} containing C1 and C2 respectively. This
completes the proof that βω \ {x} is normal. 
Theorem 5.2. [CH]. Every card ω∗ \ {x} of ω∗ is non-normal.
Proof. Let x ∈ ω∗. By Lemma 5.1 it suffices to show that βω \ {x} is non-normal.
Assume for a contradiction that βω \{x} is normal. By Tietze’s Theorem [7, 2.1.8],
the closed subset ω∗\{x} is C∗-embedded in βω\{x}, which in turn is C∗-embedded
in βω [7, 3.6.9].
Thus, ω∗ \ {x} is C∗-embedded in ω∗, contradicting Corollary 4.2. 
We now come to the result that cards of Sκ are non-normal. We will see that
Lemma 4.9 implies that without loss of generality we may focus our attention on
cards obtained by deleting a Pκ-point of Sκ. From there on, we adapt Warren’s
result [30, I.1] that under CH, cards of ω∗ obtained by deleting P -points are non-
normal.
Theorem 5.3. Assume κ = κ<κ. If κ is uncountable then every card Sκ \ {x} of
Sκ is non-normal.
Proof. It suffices to prove the theorem for cards that have been obtained by deleting
a Pκ-point of Sκ. To see this, we use that by Theorem 4.3, every point x ∈ Sκ is a
butterfly point of Sκ with wings A and B. Using Theorem 4.6(c), we may assume
that x is a Pκ-point with respect to A ∪ {x}, which in turn is homeomorphic to
Sκ by Lemma 4.9. Thus, if Sκ removed a Pκ-point is non-normal, then Sκ \ {x}
contains the closed, non-normal subspace A, and hence is itself non-normal.
So let p be a Pκ-point in Sκ. We show that Sκ \{p} is non-normal. Fix a strictly
decreasing neighbourhood base {Uα : α < κ} of p consisting of clopen sets. Pick
Pκ-points pα inside the non-empty sets Vα = Uα \ Uα+1, which is possible as Vα is
homeomorphic to Sκ. Again, for each pα ∈ Vα we fix a nested neighbourhood base
{Vα,β : β < κ} of clopen sets, such that Vα,0 = Vα.
We now describe two closed disjoint sets A and B of Sκ \ {p} that cannot be
separated by open sets, showing that this space is non-normal. Define, for each
limit ordinal λ < κ, the sets
Bλ =
⋃
α<λ
(Vα \ Vα,λ) ∩
⋂
α<λ
Uα.
The closures are of course taken in Sκ \ {p}. Then put
A = {pα : α < κ} and B =
⋃
λ<κ
Bλ.
Let us see why A and B are disjoint. Consider the disjoint sets
⋃
α<λ Vα,λ and⋃
α<λ Vα \Vα,λ, the first of which being a superset of {pα : α < λ}. Both sets are of
Sκ-type less than κ and hence have disjoint closures in Sκ by fact (1
′) from Section
2. It follows that A and B are disjoint, since if q ∈ A ∩ B then q /∈ Uλ for some
limit ordinal λ, and we obtain a contradiction from
q ∈ A ∩B ∩ (Sκ \ Uλ) ⊂
⋃
α<λ
Vα,λ ∩
⋃
α<λ
Vα \ Vα,λ = ∅.
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We now show that B is closed. Suppose that q lies in B. Since Vα ∩ B = ∅ for
all α < κ it follows that q ∈
⋂
α<µ Uα \ Uµ for some limit ordinal µ < κ. Note that
B =
⋃
λ<µ
Bλ ∪Bµ ∪
⋃
µ<λ<κ
Bλ.
Since the last factor is a subset of the closed set Uµ, the point q is contained in
the closure of the first two factors. However, it follows from the construction that⋃
λ<µBλ ∩
⋂
α<µ Uα \ Uµ ⊂ Bµ. So q lies in Bµ = Bµ. Hence q ∈ B, and we have
shown that B is closed.
To complete the proof it remains to show that A and B cannot be separated by
open sets. So let U and V be open sets of Sκ \{p} containing A and B respectively.
For every ordinal α < κ there exists βα > α such that Vα,βα ⊂ U . Since κ = κ
<κ
implies that κ is regular [3, 1.27], the increasing sequence defined by α0 = 0 and
αn = βαn−1 has a supremum γ < κ. Consider the set
W =
⋃
n∈ω
(Vαn,βαn \ Vαn,γ).
It follows from our construction that
W ⊂ U and W ⊂
⋃
n∈ω
(Vαn \ Vαn,γ).
Let us see thatW ∩
⋂
α<γ Uα is a non-empty subset of Bγ . For this, we only have to
show that W intersects
⋂
α<γ Uα =
⋂
n∈ω Uαn . But this holds, since otherwise the
collection {Sκ \ Uαn : n ∈ ω} forms an open cover of the compact set W , yielding a
contradiction.
It follows that V is a neighbourhood of every point inW∩
⋂
α<γ Uα, and therefore
that V ∩W 6= ∅. Since V ∩ U ⊇ V ∩W we see that U and V cannot be disjoint,
completing the proof. 
6. Reconstruction results for ω∗ and Sκ
This section contains our reconstruction results for the spaces ω∗ and Sκ. We
will see that it is independent of ZFC whether the space ω∗ is reconstructible. For
example, ω∗ is reconstructible in models where ω∗ is the Stone-Cˇech compactifica-
tion of one of its cards, and is not reconstructible in models where the Continuum
Hypothesis holds.
Generalising the behaviour of ω∗ under CH, we show further below that assuming
κ = κ<κ, the spaces Sκ are always non-reconstructible.
Theorem 6.1. [CH]. The space ω∗ is non-reconstructible. For a P -point p, the
space ω∗ \ {p} is a non-homeomorphic reconstruction of ω∗.
For the proof we need three lemmas describing the behaviour of quotients of
Parovicˇenko spaces X when identifying a subset A with a single point. Write X/A
for the quotient space induced by the partition {A} ∪ {{x} : x ∈ X \A}.
Lemma 6.2. Let X be a compact Hausdorff space and A ⊂ X a closed, non-open
subset of X. Then X/A is a one-point compactification of X \ A. Moreover, if X
is zero-dimensional, then so is X/A.
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Proof. First, a quotient space of a compact space is compact. Further, X/A is
Hausdorff as X is regular and A is closed. Since A is not open, the map X \A →֒
X/A, sending x 7→ {x} is a dense embedding with a one-point remainder.
For zero-dimensionality, we show that A ⊂ X has a neighbourhood base of
clopen sets. So let U be an open neighbourhood of A. Assuming that X is zero-
dimensional, for every x ∈ A there is a clopen set such that x ∈ C(x) ⊆ U . The
clopen cover {C(x) : x ∈ A} of the compact set A has a finite subcover. Its union
is a clopen set between A and U . 
The next lemma shows in which cases quotients preserve the Gδ-property of
Parovicˇenko spaces. A similar lemma appears without proof in [15, 1.4.2]. Note
that if X is compact Hausdorff and A ⊂ X is closed, the quotient map π : X → X/A
is a continuous map from a compact space to a Hausdorff space, and therefore
closed.
Lemma 6.3. Suppose X has the property that non-empty Gδ-sets have non-empty
interior. Let A ⊂ X be a closed, nowhere dense subset of X. Then X/A also has
the property that non-empty Gδ-sets have non-empty interior.
Proof. Let U be a non-empty Gδ of X/A. We have to show that it has non-empty
interior. Since π is continuous and surjective, π−1(U) is a non-empty Gδ-set of X .
By assumption, it has non-empty interior. Since A is closed and nowhere dense,
the set π−1(U)\A also has non-empty interior. Observing that π(int
(
π−1(U) \A
)
)
is an open subset of U completes the proof. 
Our last lemma tells us under which conditions collapsing a subset to a single
point leaves the F -space property intact. The result is a slight generalisation of
[15, 1.4.1].
Lemma 6.4. Let X be a compact F -space and A ⊂ X a closed subset containing
at most one non-P -point of X. Then X/A is an F -space.
Proof. By Lemma 6.2, the space X/A is normal. To establish the F -space property,
it therefore suffices, using fact (1) from Section 2, to verify that disjoint open Fσ-sets
have disjoint closures.
So let U and V be disjoint open Fσ-sets of X/A. Since π
−1(U) and π−1(V ) are
disjoint open Fσ-sets of X , they have disjoint closures in X .
Suppose that {A} ∈ U ∪ V . Without loss of generality, we have A ⊂ π−1(U)
and hence π(π−1(U))∩π(π−1(V )) = ∅. Since π is a closed surjective map, we have
U ⊆ π(π−1(U)) and hence U ∩ V = ∅.
Now suppose that {A} /∈ U ∪ V . Then A does not intersect π−1(U) ∪ π−1(V ).
Note that for all P -points p ∈ A it follows from fact (4) in Section 2 that
p /∈ π−1(U) ∪ π−1(V ).
Finally, since π−1(U) and π−1(V ) have disjoint closures in X , the single non-P -
point of A cannot be contained in both of them. Thus, we may assume without
loss of generality that {A} /∈ π(π−1(U)). Therefore, π(π−1(U)) ∩ π(π−1(V )) = ∅,
implying, as before, that U and V have disjoint closures in X/A. 
Proof of Theorem 6.1. We prove that for a P -point p of ω∗, the space ω∗ \ {p} is a
non-homeomorphic reconstruction of ω∗. Let us first show D(ω∗ \ {p}) ⊆ D(ω∗).
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For this inclusion, pick any card ω∗ \ {p, x} in D(ω∗ \ {p}). We claim that its
one-point compactification X = {∞} ∪ (ω∗ \ {p, x}) is a Parovicˇenko space. Then,
by Theorem 2.1, there is a homeomorphism f : X → ω∗. It follows
ω∗ \ {p, x} ∼= X \ {∞} ∼= ω∗ \ {f(∞)},
establishing that ω∗ \ {p, x} ∈ D(ω∗).
To see that X is a Parovicˇenko space note that X is a compact space of weight
c without isolated points. By Lemma 6.2, we may take ω∗/A with A = {p, x} as a
representative for X , showing that X is zero-dimensional. Further, by Lemmas 6.3
and 6.4, the space ω∗/A is an F -space with the property that non-empty Gδ-sets
have non-empty interior. Thus, X is Parovicˇenko, completing the proof of the first
inclusion.
We now establish the reverse inclusionD(ω∗ \ {p}) ⊇ D(ω∗). For this, let ω∗\{x}
be any card in D(ω∗). It follows from Theorem 4.5 that there exist points ∞1 and
∞2 of ω∗, of which ∞1 is a P -point, such that
ω∗ \ {x} ∼= ω∗ \ {∞1,∞2}.
By fact (5) from Section 2, there exists a homeomorphism f of ω∗ carrying∞1 to p.
Then ω∗ \ {x} ∼= ω∗ \ {p, f(∞2)}, and hence ω
∗ \ {x} is a card in D(ω∗ \ {p}). 
The proof that Sκ is non-reconstructible is very similar. The following two
lemmas are straightforward adaptions of Lemma 6.3 and 6.4 respectively.
Lemma 6.5. Suppose X has the property that every non-empty intersection of
fewer than κ many open sets has non-empty interior. Let A ⊂ X be a closed,
nowhere dense subset of X. Then X/A also has the property that every non-empty
intersection of fewer than κ many open sets has non-empty interior. 
Lemma 6.6. Let X be a compact Fκ-space and A ⊂ X a closed subset containing
at most one non-Pκ-point of X. Then X/A is an Fκ-space. 
Theorem 6.7. Assume κ = κ<κ. The space Sκ is non-reconstructible. Indeed, for
a Pκ-point p, the space Sκ \ {p} is a non-homeomorphic reconstruction of Sκ.
Proof. To prove the inclusion D(Sκ \ {p}) ⊆ D(Sκ), pick any card Sκ \ {p, x} in
D(Sκ \ {p}). Using Lemmas 6.5 and 6.6 we see that its one-point compactification
X = {∞} ∪ (Sκ \ {p, x}) is a κ-Parovicˇenko space. By Theorem 2.2 there is a
homeomorphism f : X → Sκ. It follows
Sκ \ {p, x} ∼= X \ {∞} ∼= Sκ \ {f(∞)},
establishing that Sκ \ {p, x} ∈ D(Sκ).
For the reverse inclusion, let Sκ\{x} be a card in D(Sκ). It follows from Theorem
4.6 that there are points ∞1 and ∞2 of Sκ, with ∞1 being a Pκ-point, such that
Sκ \ {x} ∼= Sκ \ {∞1,∞2}.
By fact (5′) from Section 2, there exists a homeomorphism f of Sκ carrying ∞1 to
p. Then Sκ\{x} ∼= Sκ\{p, f(∞2)}, and hence Sκ\{x} is a card in D(Sκ \ {p}). 
We conclude this section with the result that ω∗ is consistently reconstructible.
In particular, together with the results above we see that the question whether ω∗
is reconstructible is independent of the axioms of set theory ZFC. Note also that
for showing that ω∗ is non-reconstructible, the assumption CH cannot be weakened
to Martin’s axiom (MA).
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Theorem 6.8 ([4]). It is consistent with MA+ c = ω2 that for all x ∈ ω∗ we have
β(ω∗ \ {x}) = ω∗. 
Theorem 6.9. It is consistent with MA+ c = ω2 that ω
∗ is reconstructible.
Proof. It is shown in [21, 5.4] that every compact Hausdorff space arising as a non-
trivial Stone-Cˇech compactification is reconstructible. Hence, the reconstruction
result follows from the previous theorem. 
7. Normality is consistently non-reconstructible
Theorem 6.1 established that under CH, the spaces ω∗ and ω∗ \ {p} for a P -
point p are non-homeomorphic reconstructions of each other. Since under CH, the
space ω∗ \ {p} is non-normal by Theorem 5.2, this gives the desired result that
normality is consistently non-reconstructible. Also, in presence of Hausdorffness,
compactness implies paracompactness, which in turn implies normality [7, 5.1.1 &
5.1.18]. Hence, it is also consistent that paracompactness is non-reconstructible.
More generally, we have the following theorem.
Theorem 7.1. The existence of an uncountable cardinal κ with the property κ =
κ<κ implies that normality and paracompactness are not reconstructible.
Proof. The space Sκ is compact Hausdorff, hence paracompact and normal. By
Theorem 5.3, the space Sκ\{p} for a Pκ-point p is non-normal and non-paracompact.
However, by Theorem 6.7, both spaces are reconstructions of each other. Therefore,
the properties of being normal or paracompact are not reconstructible. 
8. Questions
In the previous section we have shown that normality and paracompactness are
consistently non-reconstructible. Are these results true in ZFC?
Question 1. Are normality or paracompactness non-reconstructible properties?
Next, we have shown that it is consistent with the negation of CH that ω∗ is
reconstructible. Is this always the case? Note that our present proof of the fact
that ω∗ is non-reconstructible under CH uses, on several occasions, the full power
of Parovicˇenko’s theorem—which itself is equivalent to CH.
Question 2. Is CH equivalent to the assertion that ω∗ is non-reconstructible?
Our last question asks whether in Theorem 6.1, we can tell which point precisely
one has to delete from ω∗ \ {p} in order to obtain a given card of ω∗. For example,
it is easy to see that under CH, if q is a further P -point then ω∗ \ {p, q} ∼= ω∗ \ {q}.
Does this behaviour occur for all points of ω∗?
Question 3. [CH]. Let p be a P -point of ω∗. Is it true that for all x we have
ω∗ \ {p, x} ∼= ω∗ \ {x}?
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