The contribution of this paper is twofold. First, we introduce a generalized myriad filter, which is a method to compute the joint maximum likelihood estimator of the location and the scale parameter of the Cauchy distribution. Estimating only the location parameter is known as myriad filter. We propose an efficient algorithm to compute the generalized myriad filter and prove its convergence. Special cases of this algorithm result in the classical myriad filtering and an algorithm for estimating only the scale parameter. Based on an asymptotic analysis, we develop a second, even faster generalized myriad filtering technique. Second, we use our new approaches within a nonlocal, fully unsupervised method to denoise images corrupted by Cauchy noise. Special attention is paid to the determination of similar patches in noisy images. Numerical examples demonstrate the excellent performance of our algorithms which have moreover the advantage to be robust with respect to the parameter choice.
Introduction
Myriad filters (MF) as introduced in [21] form a large class of nonlinear filters for robust non-Gaussian signal processing. Analogously as mean and median filters can be derived from Gaussian and Laplacian distributions, respectively, the myriad filter arises from the Cauchy distribution, a special kind of α-stable distributions, which is due to its heavy tails often used to model an impulsive behavior. Examples of such data can be found in low-frequency atmospheric signals [49] , underwater acoustic signals [2] , radar clutter [32] and multiple-access interference in wireless communication systems [40] , to mention only a few. MFs have been successfully employed in robust signal and image processing [1] . Applications in image processing include myriad filtering to denoise images corrupted by Gaussian plus α-stable noise [58] , whereas in [24] , convex combinations of local mean and median filters or local mean and myriad filters have been used to denoise images corrupted by salt-and-pepper and mixed Gaussian-Laplacian noise.
The class of MFs can be derived from the sample myriad, which is the maximum likelihood (ML) estimator of the location parameter of the Cauchy distribution. More general, the MF belongs to the class of so-called M-estimators, which are estimators obtained as minima of sums of functions of given data, that meanŝ
Here, the function ρ is the cost function of the M-estimator and choosing, e.g., ρ(x; θ) = − log f (x|θ) for a probability density function (pdf) corresponds to classical ML estimator. Taking the density functions of the Gaussian and Laplacian distribution yields the cost functions ρ(x) = x 2 for the sample mean and ρ(x) = |x| for the sample median, and the sample myriad is obtained using the density of the Cauchy distribution, resulting in the cost function ρ(x) = log(x 2 + γ 2 ), where the so-called scale parameter γ > 0 controls the robustness of the estimator.
In general, estimating the parameter(s) of the Cauchy distribution is a difficult task, since they are not related to any moments of the distribution or transformations thereof; in fact, the Cauchy distribution has no finite moments. Besides ML estimators [23] , there exist several other approaches in the literature, for instance order statistics [3, 5, 45] , sample quantiles [8] , window estimates [25] , empirical characteristic function [4, 30, 38] , Bayesian estimators [26] , L-estimators [57] , Pitman estimator [17] or linear rank estimators [6] . As always in statistical estimation, one has to find the tradeoff between the ease of computation and the efficiency, robustness and consistency of the estimator. ML estimation possesses a number of desirable limiting properties such as consistency, asymptotic normality and efficiency. A requirement for this is a sufficiently large sample size, which is usually the case in image processing applications. For the Cauchy distribution, MFs have shown to be optimal in [22] . However, the MFs do not admit a closed-form expression, which makes its computation a nontrivial task. Different computation methods have been proposed, ranging from fixed-point algorithms [27] over branch-and-bound search [41] to polynomial and trimming approaches [42, 43] .
In this paper, we propose to combine MFs with nonlocal methods in image processing. Nonlocal, patch-based methods have shown to provide state-of-the-art results in many image restoration tasks, and the concept of nonlocality is in particular central to most of the recent denoising techniques. These include the nonlocal means algorithm [7] and its generalizations [20, 46, 55, 56] , BM3D [12] and BM3D-SAPCA [13] , patch-ordering-based wavelet methods [44] and the nonlocal Bayes algorithm [34, 35] . For a recent review of the denoising problem and the different denoising principles, we refer to [36] and for a generalization to manifold-valued images to [33] . The standard noise model is that of additive Gaussian white noise, and the quality of the denoised images has become excellent for moderate noise levels, as summarized, for example, in [10, 37] .
However, in many situations the image acquisition process suggests other noise models. Recently, the Cauchy distribution attracted attention in image processing. In [39, 48] , the authors proposed a variational method for removing Cauchy noise. Their model can also be used in the context of inverse problems, for example, for deblurring. Following a Bayesian approach, the model consists of the data term D(u; f ) := Ω log((u − f ) 2 + γ 2 ) dx which resembles the noise statistics and a total variation regularization term. The first model of Sciacchitano, Dong and Zeng [48] contains additionally a quadratic term u − u 0 2 relating the image u to the median-filtered version u 0 of the noisy image f and making the whole model convex. In [39] , the artificial quadratic term is skipped and the nonconvex minimization problem is solved by a nonconvex ADMM version of Wang, Yin and Zeng [53] . This model shows a better performance than the convexified one. For both methods, the scale parameter γ of the Cauchy distribution has to be known.
In this paper, we propose a generalized myriad filter (GMF) for estimating both the location and the scale parameters of the Cauchy distribution. The classical MF for estimating only the location parameter a as well as an algorithm for estimating only the scale parameter γ can be obtained as special cases of our algorithm. Additionally, we analyze the asymptotic behavior of the algorithms if the sample size approaches infinity. To this end, we use the interesting fact that applying the functions appearing in the gradient of the log-likelihood function to a Cauchy distributed random variable results in a random variable which possesses firstand second-order moments. Our considerations result in a further, even faster GMF algorithm. For all our algorithms, we provide convergence results.
In a second step, we apply our GMF algorithm to design a nonlocal myriad filter, called nonlocal generalized myriad filter (N-GMF). At this point, it is interesting to notice that our generalized nonlocal myriad filter which estimates both the location and the scale parameter does not only perform better than a local myriad filter, which is to be expected, but also better than a nonlocal myriad filter. Further, an important issue in our nonlocal approach is the selection of similar patches, which will serve as samples in the myriad filter. Here, the adaptation of the similarity measure to the noise distribution is essential for a robust similarity evaluation, see [15] . We propose a similarity measure based on a likelihood ratio statistical test under the hypothesis of Cauchy noise corruption. Figure 1 indicates the very good performance of our new N-GMF in comparison with the method in [39] .
Outline of the paper In Sect. 2, we briefly introduce the Cauchy distribution. Section 3 deals with the ML approach to estimate the parameters of a Cauchy distribution, and, in particular, with properties of the (log-)likelihood function. Some of these properties are known; however, we incorporated the section for the following reasons: Besides we wish to make the paper self-contained; most of the results are needed in the following sections, and further, there are some gaps in proofs in the literature. In Sect. 4, we propose a new algorithm (GMF) for maximizing the log-likelihood function in both the location and scale parameter. Based on this algorithm, we additionally derive two algorithms for singleparameter estimation. We provide convergence proofs for the various algorithms. Moreover, we set our results for maximizing the log-likelihood function in the location parameter in relation to an algorithm from [27] . In addition to [27] , we take also saddle points of the objective function into consideration and show that we have indeed convergence to a local maximum with probability one. Section 5 provides an asymptotic analysis of the proposed algorithm if the sample size approaches infinity. Based on this analysis, we develop an improved GMF algorithm. Next, in Sect. 6 we apply the developed parameter estimation algorithms within a nonlocal Fig. 1 Results of our proposed nonlocal generalized myriad filtering in comparison with the variational method [39] for different noise levels γ = 5 (top) and γ = 10 (bottom). From left to right: Original image, noisy image, result of [39] , our result denoising method. In particular, we explain how to estimate the noise level and how to find similar patches in images corrupted by Cauchy noise. Several numerical examples and a comparison with the variational method from [39] are given in Sect. 7. Finally, Sect. 8 contains conclusions and an outline for future work. The proofs of the results of Sects. 3-6 can be found in Appendices A-D, respectively.
Cauchy Distribution
The Cauchy distribution C(a, γ ) belongs to the class of α-stable distributions. Recall that for α ∈ (0, 2], a random variable X is said to have an α-stable distribution, if for all n ∈ N and i.i.d. random variables X 1 , . . . , X n , X it holds X 1 + · · · + X n ∼ n 1 α X . In general, there is no analytic solution for the density of the resulting distribution. However, in three special cases the resulting distribution can be further specified, namely α = 2 results in the normal distribution, α = 1 in the Cauchy distribution and α = The Cauchy distribution depends on two parameters, the location parameter a ∈ R and the scale parameter γ > 0. Its probability density function (pdf) and cumulative density function (cdf) are given by
The parameter a is at the same time median and mode of the distribution, whereas γ specifies the half-width at halfmaximum (HWHM), alternatively 2γ is full-width at halfmaximum (FWHM), see Fig. 2 . In contrast to the normal distribution, no moments of the Cauchy distribution exist; in particular, its mean and variance are undefined. Because of the fact that the parameters of the Cauchy distribution are not related to any moment, attempting to estimate the parameters of the Cauchy distribution using sample mean, sample variance or any transformation thereof does not work. The fact that the Cauchy distribution has no finite π ≈ 10.0925. The parameters b and γ are chosen in such a way that the densities of the two distributions coincide in zero. Due to the heavy tails, the probability of outliers is, in case of the Cauchy distribution, much higher than the Gaussian and also different from the Laplace distribution, see also noisy images in Fig. 1 .
In analogy to the normal distribution, the distribution C(0, 1) is called standard Cauchy distribution, and using, for example, characteristic functions one easily verifies the following result.
Sampling of the Cauchy distribution is straightforward and can be done, for instance, using the inversion method. Indeed, from (1) one sees that if U ∼ U(0, 1) is uniformly distributed on [0, 1], then
Alternatively, one might use the fact that
in order to sample from C(0, 1) and then use Proposition 1 to obtain samples from C(a, γ ).
Properties of the ML Function
In this section, we (re)consider properties of the (log-) likelihood function of the Cauchy distribution. We start with the analysis of the joint likelihood function. It is known that in this case, the maximizer is unique, and most authors refer to the paper of Copas [11] for this result. However, as already pointed out by Gabrielsen [18] , the proof of Copas is incomplete since he only showed that all critical points are maxima. Here, a further step is required to conclude that this leads to the desired uniqueness result. Gabrielsen mentioned that Morse theory can be used to show a slightly more general result and that another "proof can be obtained from the author on request." In [47] , an argument is given for Gabrielsen's result using properties of the solutions of ordinary differential equations. We apply in the second part of the proof of Theorem 1 the fact that simple roots of polynomials vary smoothly with the coefficients of the polynomial to show the final result. Then, we provide in Lemmata 1 to 3 properties of the likelihood function if one of the parameters is fixed. In particular, Lemma 2 deals with the occurrence of saddle points of the likelihood function for fixed scale parameter. It makes use of the resolvent of polynomials and plays an important role for the analysis of the classical myriad filter. The proofs of this section can be found in Appendix A.
Let x 1 , . . . , x n be i.i.d. realizations of a Cauchy random variable X ∼ C (a, γ ) . In what follows we aim at estimating the parameter θ = (a, γ ) using the ML approach. For the Cauchy distribution, the likelihood function reads
and the log-likelihood function is given by
Maximizing log L it is equivalent to minimizing − log L, on which we focus in the following. Here and in the following, the notation L(a, γ |x 1 , . . . , x n ) does not refer to conditional probabilities, but emphasizes that L depends on the samples
More generally, we might also allow for different weighting of the summands, that is, we introduce positive weights w 1 , . . . , w n , w i > 0, n i=1 w i = 1, and consider the function
Note that by doing so we might assume
since multiple samples can be handled by updating the weight accordingly. We skip the dependence of L on the samples x 1 , . . . , x n since it will always be clear from the context.
and the Hessian
Then, (â,γ ) is a critical point of L if and only if it solves the system of equations
These equations are in general not solvable in closed form, except n ≤ 4. For n = 3, 4, closed-form solutions are given in [16] . For later usage, we introduce the notation
The next theorem recalls that the likelihood function of the Cauchy distribution has a unique maximizer. We add the proof for two reasons: The first part of the proof following the arguments of Copas [11] is given to make the paper selfcontained. The second part contains a new proof that the conclusions from the first part indeed yield the desired result. In dependence on the samples x i , i = 1, . . . , n, we can further characterize the critical points of L(·, γ ).
Lemma 2 For fixed
where λ n denotes the n-dimensional Lebesgue measure.
Finally, we consider the likelihood function L(a, ·) for a fixed location parameter a. Here, we have the following result:
Algorithms for Parameter Estimation
In this section, we propose a new algorithm for minimizing L(·, ·). Then, fixing the parameter γ , resp. a in this algorithm, provides efficient algorithms for computing a minimizer of L(·, γ ) and the minimizer of L(a, ·). The first algorithm coincides with those suggested by Kalluri and Arce in [27] . Unfortunately, the convergence proof in [27] is incomplete. We provide a simpler proof, that takes in particular saddle points of L(·, γ ) into account. The proofs of this section can be found in Appendix B.
Minimization of L(·, ·)
We start with the joint minimization of L(·, ·). Reformulating (4) yields
which gives rise to the semi-implicit iteration
Similarly, we obtain by (5)
It turns out that the above balancing of S 0 (a r , γ r ) and 1 − S 0 (a r , γ r ) leads to a fast convergence. More precisely, the convergence is monotone, which is stated in Theorem 5. Combining (9) and (10) results in Algorithm 1. It would also be possible to use the new a r +1 in the update of γ r , that means, to replace the update rule for γ by
However, in our numerical experiments, this iteration scheme was slower than Algorithm 1.
Algorithm 1 Minimization of L(·, ·) (Generalized Myriad Filter, GMF)
Input:
The following theorem establishes the convergence of the proposed algorithm. 
Minimization of L(·, )
For a given γ > 0, Algorithm 1 can be replaced by Algorithm 2 to obtain a minimizer of L(·, γ ). It turns out that in this situation our algorithm coincides with the one proposed in [27] .
Algorithm 2 Minimization of L(·, γ ) (Myriad Filter, MF)
The next theorem guarantees the convergence of Algorithm 2. Slightly weaker results can be found in [27] , where, however, the proof is much more complicated. Further, in [27] among others the treatment of saddle points is missing.
We define the following function
and associate with Algorithm 2 the operator T 1 given by a r +1 := T 1 (a r ). With these definitions, we have the following result:
Theorem 3 Let n ≥ 2. Then, for every starting point a 0 ∈ (x 1 , x n ), the sequence {a r } r ∈N generated by Algorithm 2 converges to a critical point of Q.
Theorem 3 establishes the convergence to a critical point of Q, that is, a fixed point of T 1 . However, according to Lemma 1 there might exist up to 2n − 1 fixed points, and consequently, the starting point a 0 determines the computed fixed point. Further, it is a priori not guaranteed that we end up in a (local) minimum. That this is a.s. the case is stated in the next theorem. Note that in [27] the treatment of saddle points is missing.
Theorem 4
Let n ≥ 2 and a 0 ∈ (x 1 , x n ) be an arbitrary starting point. Then, λ-a.s. the sequence {a r } r ∈N generated by Algorithm 2 converges to a local minimum of Q, i.e.,
is not a local minimum of Q}) = 0.
Minimization of L(a, ·)
Next, we consider the minimization of L(a, ·) for fixed a ∈ R. In this case, Algorithm 1 simplifies to Algorithm 3.
Algorithm 3 Minimization of L(a, ·)
Here, we have the following convergence result.
Theorem 5 Let n ≥ 3 and w
i < 1 2 , i = 1, . . . , n. Then, for any starting point γ 0 ∈ (0, x n − x 1 ), the sequence {γ r } r ∈N generated
by Algorithm 3 converges to the minimizerγ of L(a, ·). Furthermore, we have monotone convergence in the sense that one of the following relations is fulfilled for all
where γ r = γ r +1 if and only if γ r =γ .
Remark 1 (Initialization of the Algorithms)
Initialization is not an issue when estimating the scale parameter γ or both parameters, as we have global convergence in these cases. It is, however, crucial in the case of estimating only the location parameter a in Algorithm 2, since the result depends on the starting point of the iterative scheme. Further, a good initialization improves of course the speed of convergence, see also the simulation study in Sect. 5.3. One strategy is to initialize the algorithms with estimates that can be easily computed, for instance the sample median for a and the Hodge-Lehman estimator [31] for γ . In our experiments, both perform very well. Concerning the initialization of Algorithm 2, we further observed that generally the global minimum is located near the mode of the samples x 1 , . . . , x n , and in particular one of them is usually very close to it. Thus, to initialize our algorithm, we choose the value x i for which the objective function becomes minimal, that is
Although this does not guarantee the convergence to the global minimum, it turned out that in all our numerical experiments, Algorithm 2 initialized with (12) converges to the global minimum.
Asymptotic Analysis and Speed of Convergence
The fact that the Cauchy distribution has no finite moments makes it hard to estimate the parameters a and γ compared to for instance the parameters of a normal distribution. Furthermore, asymptotic results such that the Law of Large Numbers or the Central Limit Theorem are not applicable. This is however different when considering transformed Cauchy random variables as they appear in myriad objective function, and in the following, we aim at analyzing the distribution of these transformed random variables in more details. In particular, we prove an asymptotic convergence result including details on the speed of convergence, which might serve as an explanation of the good performance of our generalized myriad filter. Finally, the analysis leads to new algorithm whose convergence is even faster than the convergence of the previous algorithms. The proofs of this section can be found in Appendix C.
Expectation of Transformed Cauchy Random Variables
To this aim, let X 1 , . . . , X n be i.i.d. random variables, X i ∼ C(a, γ ). In order to simplify notation we define X ir = X i −a r γ r and consider as before
that is, we use the same notation as in (5) and (6) 
for a = 0, (13) and
As a direct consequence of Lemma 4 we obtain the following corollary.
, and it holds 2 and
Corollary 1 can be used to compute the expectation of S i (a r , γ r ), i = 0, 1. Indeed, since the random variables X i are i.i.d. and
Asymptotic Analysis
To emphasize the dependence of S 0 , S 1 on the sample size n, we write S
1 in the following. According to the Strong Law of Large Numbers, see, e.g., [9] , it holds
as n → ∞ and since m 0 (a r , γ r ) > 0 by the Continuous Mapping Theorem further
as n → ∞. As a consequence, for each r ∈ N we have (15) =ã r +γ rγ
and
Below we collect some properties of the generated sequences.
Theorem 6
Letã 0 ∈ R andγ 0 > 0 be arbitrary. Then the sequences {(ã r ,γ r )} r ∈N generated by (15) and (17) have the following properties:
with rate q = max
Solving "right-hand side of (15)=(16)" and "right-hand side of (17)=(18)" for a and γ , yields
In practice, the quantities m 0r and m 1r are unknown. However, for n large enough they might be accurately approximated by S 0r and S 1r , and substituting them we obtain Algorithm 4.
Algorithm 4 Minimization of L(·, ·) (Fast Generalized Myriad Filter, fast GMF)
Interestingly, this algorithm converges without any further assumption on the sample size n, as the following theorem shows.
Theorem 7 Let n ≥ 3 and w
Remark 2 (i) If m 0r and m 1r were known, Algorithm 4 would converge in one step. In practice, we observed that the algorithm converges very fast, in particular for large sample sizes for which the approximation of m 0r and m 1r by S 0r and S 1r is good. Also that we have equality Υ = 1 in the proof of Theorem 7 indicates that the algorithm exhausts the possible step size in each iteration. (ii) Of course, also for Algorithm 4 one might consider the cases when one of the parameters is known and fix it in the iterations, and our experiments revealed that the resulting algorithms are faster than their counterparts Algorithm 2 and Algorithm 3. However, convergence cannot be guaranteed in these cases; in fact, for small sample sizes it is possible that the algorithm for a (γ fixed) starts cycling, while γ (a fixed) might converge to zero. This might be explained by the coupling between a r and γ r introduced in the update step.
Comparison of the GMFs in Algorithms 1 and 4
In order to evaluate the numerical performance, in particular the speed of convergence, of the two proposed algorithms we did the following Monte Carlo simulation: an i.i.d. sample of size n from a C(a, γ ) distribution is drawn, and Algorithms 1 and 4 are run to compute the joint ML estimate (â,γ ). Both algorithms are initialized with the median of the samples for a and the Hodge-Lehmann estimator [31] for γ and we used tolerance
< 10 −6 as stopping criterion. This experiment is repeated N = 10, 000 times, and afterwards, we calculated the average number of iterations iter 1 and iter 4 needed to reach the tolerance criterion together with their standard deviations, the averagesā N andγ N of the valuesâ andγ and their standard deviations σ (ā N ) and σ (γ N ), i.e.,
whereθ k denotes the obtained estimate in the k-th experiment. Further, we computed the mean squared error
The results are given in Table 1 , where we chose n ∈ {10, 50, 100}, a = 0 and γ ∈ {0.1, 1, 5, 10}. First, we notice that the average number of iterations is approximately three times higher for Algorithm 1, and further, it does merely not depend on (a, γ ), but rather only on the number of samples n. Here, larger sample sizes result in less iterations. As to be expected, the estimated parametersâ andγ become more and more accurate for increasing sample size n, and their standard deviations are of the same order. The standard deviations and also the MSE become higher for larger values of γ , which is reasonable since the samples inherit a greater variability in this case. The results are qualitatively similar in case of estimating only one parameter while the other one is known and fixed.
Remark 3 Note that we chose a very strong convergence criterion. In most applications, already a tolerance of 10 −3 yields satisfying results, which is achieved after 8-10 iterations of Algorithm 1, and 3-4 iterations of Algorithm 4.
Myriad Filtering and Image Denoising
In this section, we describe how the developed MF algorithms can be used to denoise images corrupted by additive Cauchy noise. To this aim, let f : G → R be a noisy image, where G = {1, . . . , n 1 } × {1, . . . , n 2 } denotes the image domain. We assume that each pixel i = (i 1 , i 2 ) ∈ G is affected by the noise in an independent and identical way, so that we can model the image as
where u is the noise-free image we wish to reconstruct and the scale parameter γ > 0 determines the noise level. Together Table 1 Comparison of Algorithms 1 and 4 with the properties of the Cauchy distribution, see Proposition 1, this results in independent realizations f i of C(u i , γ ) random variables, i ∈ G. Now, for each i ∈ G we wish to estimate the underlying u i using a myriad filtering approach.
Local and Nonlocal Filtering
The estimation of the noise-free image requires to select for each i ∈ G a set of indices of samples S(i) that are interpreted as i.i.d. realizations of C(u i , γ ). The strategies used to determine the set S(i) can roughly be divided into two different approaches, namely local and nonlocal ones. The local approach assumes that the image does not significantly change in a small neighborhood of a pixel i ∈ G and thus takes the indices of this local neighborhood as set of samples.
In case of a squared r × r neighborhood around i ∈ G, this results in
Here and in all subsequent cases, we extend the image at the boundary using mirror boundary conditions. The parameter r ∈ N determining the size of the neighborhood has to maintain the following trade-off: On the one hand, it has to be sufficiently large to guarantee an appropriate sample size, while on the other hand, for a too large neighborhood the local similarity assumption is unlikely to be fulfilled. The nonlocal approach is based on an image self-similarity assumption, stating that small patches of an image can be found several times in the image. Then, the set S(i) is constituted of the indices of the centers of patches that are similar to the patch centered at i ∈ G. This approach requires the selection of the patch size and an appropriate similarity measure. As we detail later on, both need to be adapted to the noise statistic and the noise level. Based on the similarity measure, one possibility is to take as the set S(i) the indices of the centers of the K most similar patches. In order to avoid a computational overload one typically restricts the search zone for similar patches to a w × w search window around i ∈ G.
From a statistical point of view, the nonlocal approach is more reasonable than the local one. Although the selection of similar patches still introduces a bias, the resulting samples are closer to the i.i.d. assumption than in the local case, in particular in image regions with high contrast and sharp edges.
Having defined for each i ∈ G a set of indices of samples S(i), the noise-free image can be estimated aŝ
At this point, one might either assume that the noise level γ is known and constant, i.e., γ i ≡ γ , i ∈ G, or that it is unknown and also needs to be estimated. As we will see later on, even if γ is known, it is preferable to estimate γ i individually for each i ∈ G. This might be explained by the fact that the selection of the samples used in the myriad filter introduces a bias in the estimation. Indeed, in nearly constant or smooth areas, where the image does not vary significantly, both the local and the nonlocal approach will yield very similar samples. However, in regions with sharp edges or complex patterns, the variability of the samples will be much higher, and thus, estimating not onlyû i but also the local noise levelγ i might compensate these effects. Further, from a theoretical point of view, it makes the minimizer unique, see Theorem 1. In both cases, the resulting minimization problem can be solved pixelwise, either using one of the GMF Algorithms 1 or 4, or the classical MF Algorithm 2. We call the resulting methods nonlocal (generalized) myriad filtering N-(G)MF and local (generalized) myriad filtering L-(G)MF.
Remark 4 (Robustness of Parameters in N-GMF)
In both the local and the nonlocal approach the algorithm depends on several parameters, namely on the one hand the size of the local neighborhood and on the other hand, in the nonlocal approach one has to choose the patch width s, the size of the search window w, and the number of similar patches n. In the local approach, in all our experiments a rather small local neighborhood of size 3 × 3 gave the best results. Concerning the nonlocal method, an extensive grid search revealed that for all experiments, nearly the same parameters were optimal (w.r.t. PSNR), so we set them as follows: the sample size is n = 40, the patch width is s = 3 for γ = 5 and s = 5 for γ = 10 and the search window size is w = 31. Further, we used uniform weights w i = 1 n , i = 1, . . . , n. Additionally, we examined choosing weights based on the similarity of patches; more details can be found in our last numerical experiment.
Estimation of the Noise Level
If the overall noise level determined by the scale parameter γ > 0 is unknown and should not be estimated locally during the myriad filtering, it can be estimated in constant areas of an image where the signal-to-noise ratio is weak and differences between pixel values are solely caused by the noise.
In order to detect constant regions, we proceed as follows: First, the image grid G is partitioned into K small, nonoverlapping regions G = K k=1 R k , and for each region we consider the hypothesis testing problem
To decide whether to reject H 0 or not, we observe the following: Consider a fixed region R k and let I , J ⊆ R k be two disjoint subsets of R k with the same cardinality. Denote with u I and u J the vectors containing the values of u at the positions indexed by I and J . Then, under H 0 , the vectors u I and u J are uncorrelated (in fact even independent) for all choices of I , J ⊆ R k with I ∩ J = ∅ and |I | = |J |. As a consequence, the rejection of H 0 can be reformulated as the question whether we can find I , J such that u I and u J are significantly correlated, since in this case there has to be some structure in the image region R k and it cannot be constant. Now, a naive idea would be to use some test statistics based on empirical correlations between pixel values. However, this is not meaningful in case of the Cauchy distribution: Since the distribution does not have any finite moments, the variance of such an estimator will increase with increasing sample size, which is clearly undesirable. As a remedy, we adopt an idea presented in [51] and make use of Kendall's τ -coefficient, which is a measure of rank correlation, and the associated zscore, see [28, 29] . The key idea is to focus on the rank (i.e., on the relative order) of the values rather than on the values themselves. In this vein, a block is considered homogeneous if the ranking of the pixel values is uniformly distributed, regardless of the spatial arrangement of the pixels. For convenience, we briefly recall the main definitions and results. In the following, we assume that we have extracted two disjoint subsequences x = u I and y = u J from a region R k with I and J as above. Let (x i , y i ) and (x j , y j ) be two pairs of observations. Then, the pairs are said to be Next, let x, y ∈ R n be two sequences without tied pairs and let n c and n d be the number of concordant and discordant pairs, respectively. Then, Kendall's τ coefficient [28] is defined as τ :
From this definition, we see that if the agreement between the two rankings is perfect, i.e., the two rankings are the same, then the coefficient attains its maximal value 1. On the other extreme, if the disagreement between the two rankings is perfect, that is, one ranking is the reverse of the other, then the coefficient has value −1. If the sequences x and y are uncorrelated, we expect the coefficient to be approximately zero. Denoting with X and Y the underlying random variables that generated the sequences x and y we have the following result, whose proof can be found in [28] .
Theorem 8 Let X and Y be two arbitrary sequences under H 0 without tied pairs. Then, the random variable τ (X , Y )
has an expected value of 0 and a variance of 2(2n+5) 9n(n−1) . Moreover, for n → ∞, the associated z-score z :
is asymptotically standard normal distributed,
With slight adaption, Kendall's τ coefficient can be generalized to sequences with tied pairs, see [29] . As a consequence of Theorem 8, for a given significance level α ∈ (0, 1), we can use the quantiles of the standard normal distribution to decide whether to reject H 0 or not. In practice, we cannot test any kind of region and any kind of disjoint sequences. As in [51] , we restrict our attention to quadratic regions and pairwise comparisons of neighboring pixels. We use four kinds of neighboring relations (horizontal, vertical and two diagonal neighbors), thus performing in total four tests. We reject the hypothesis H 0 that the region is constant as soon as one of the four tests rejects it. Note that by doing so, the final significance level is smaller than the initially chosen one. We start with blocks of size 16 × 16 whose side length is incrementally decreased until enough constant areas are found. Then, in each constant region we use Algorithms 1 or 4 to estimate the parameters of the associated Cauchy distribution. The estimated location parameters a of the found regions are discarded, while the estimated scale parameters γ are averaged to obtain the final estimate of the global noise level. Figure 3 illustrates this procedure by means of the cameraman image. As reference, the original image is shown in the left, while the detected constant areas in the noisy image are depicted in the middle. On the right we give a histogram of the estimated values for γ . The final estimate for this example iŝ γ = 5.5283, while the true parameter used to generate the noisy image was γ = 5.
Finally, we would like to point out that our motivation for using this rather complicated way to determine the correlation differs from those of the authors of [51] : In their work, the authors aim at determining the noise characteristics, which is assumed to be unknown, so that they need an nonparametric test statistic that is independent of the underlying noise distribution. Therefore, simpler methods such as for instance empirical correlation functions cannot be applied. In our situation, however, the noise statistic is known. Nevertheless, we cannot directly estimate the correlation, since any approach involving the empirical correlation of the data is no meaningful in case of the Cauchy distribution.
Selection of Similar Patches in Cauchy Noise Corrupted Images
The selection of similar patches constitutes a fundamental step in our nonlocal denoising approach. At this point, the question arises how to compare noisy patches and numerical examples show that an adaptation of the similarity measure to the noise distribution is essential for a robust similarity evaluation. In [15] , the authors formulated the similarity between patches as a statistical hypothesis testing problem. Further, they collected and discussed several similarity measures, among others see [14] , for multiplicative noise [50, 52] and the references therein. While they only considered Gaussian, Poisson and Gamma noise, we extend some of their results to Cauchy noise. Modeling noisy images in a stochastic way allows to formulate the question whether two patches p and q are similar as a hypothesis test. Two noisy patches p, q are considered to be similar if they are realizations of independent random variables X ∼ p θ 1 and Y ∼ p θ 2 that follow the same parametric distribution p θ , θ ∈ Θ with a common parameter θ (corresponding to the underlying noise-free patch), i.e., θ 1 = θ 2 ≡ θ . Therewith, the evaluation of the similarity between noisy patches can be formulated as the following hypothesis test:
vs.
In this context, a similarity measure S maps a pair of noisy patches p, q to a real value c ∈ R. The larger this value c is, the more the patches are considered to be similar. In the following, we describe how a similarity measure S can be obtained based on a suitable test statistic for the hypothesis testing problem. In general, according to the Neyman-Pearson Theorem, see, e.g., [9] , the optimal test statistic (i.e., the one that maximizes the power for any given size α) for single-valued hypotheses of the form
is given by a likelihood ratio test. Note that single-valued testing problems correspond to a disjoint partition of the parameter space of the form Θ = Θ 0∪ Θ 1 , where
Despite being a very strong theoretical result, the practical relevance of the Neyman-Pearson Theorem is limited due to the fact that Θ 0 and Θ 1 are in most applications not singlevalued. Instead, the testing problem is a so-called composite testing problem, meaning that Θ 0 and/or Θ 1 contain more than one element. It can be shown that for composite testing problems there does not exist a uniformly most powerful test. Now, the idea to generalize the Neyman-Pearson test to composite testing problems is to obtain first two candidates (or representatives)θ 0 andθ 1 of Θ 0 and Θ 1 , respectively, e.g., by maximum likelihood estimation, and then to perform a Neyman-Pearson test using the computed candidatesθ 0 and θ 1 in the definition of the test statistic. In case that an ML estimation is used to determineθ 0 andθ 1 , the resulting test is called likelihood ratio test (LR test). Although there are in general no theoretical guarantees concerning the power of LR tests, they usually perform very well in practice if the sample size used to estimateθ 0 andθ 1 is large enough. This is due to the fact that ML estimators are asymptotically efficient. Several classical tests, e.g., one-and two-sided t-tests, are either direct LR tests or equivalent to them.
In the sequel, we show how the above framework can be applied to our testing problem (19) . First, let x 1 and y 1 be two single pixels for which we want to test whether they are realizations of the same distribution with unknown common parameter. The LR statistic reads as
where in our situation L(θ |x 1 , y 1 ) denotes the likelihood function with respect to a while γ is assumed to be known, and the notation θ ∈ H 0 means that the supremum is taken over those parameters θ fulfilling H 0 . We use this statistic as similarity measure, i.e., S(x 1 , y 1 ) := λ(x 1 , y 1 ). More generally, since we assume the noise to affect each pixel in an independent and identical way, the similarity of two patches p = (x 1 , . . . , x t ) and q = (y 1 , . . . , y t ) is obtained as the product of the similarity of its pixels
S(x i , y i ).
Lemma 5 For the Cauchy distribution, the LR statistics is given by
The proof of Lemma 5 can be found in Appendix D. Observe that this similarity measure requires the knowledge of the overall noise level γ , which is either assumed to be known or alternatively can be estimated in advance using the method described in the previous paragraph. Using Lemma 5 , we obtain the similarity measure between two patches p, q
In practice, we take the logarithm of S in order to avoid numerical instabilities.
Numerical Results
Next, we provide numerical examples to illustrate the different denoising strategies presented in the previous section. All our methods are implemented in C and imported into MATLAB using mex-interfaces. As test images we used the images shown in Fig. 4 , which are standard test images representing the different types and structures one encounters in real-world applications: On the one hand, images with sharp edges as well as smooth transitions and constant areas, such as the test image or the cameraman, and on the other hand images with fine structures and textures of different scale, such as the images leopard, peppers or baboon (and of course, combinations thereof).
As quality measures, we used the peak signal-to-noise ratio (PSNR) PSNR(û, u) = 10 log 10 255 2
as well as the structural similarity index (SSIM) [54] .
Local versus Nonlocal Generalized Myriad Filtering
In a first experiment, we compare the performance of the local versus the nonlocal GMF. The left image in Fig. 5 gives the result of the L-GMF for a 3 × 3 local neighborhood, while the right image depicts the result obtained using the N-GMF for the boat image and a noise level of γ = 5. As to be expected, the nonlocal approach yields better results, not only in terms of PSNR and SSIM (27.5307 and 0.7898 vs. 28.9941 and 0.8350), but also the visual impression is better as the image is sharper and provides more details. We show here only the results of the generalized versions of the algorithms since they perform in general better than the classical ones, see also our second example.
Generalized versus Classical Myriad Filtering
Our second experiment illustrates the difference between the generalized and the classical myriad filtering in case of the parrot image. We show the results only for the nonlocal approach; the observations are similar in the local case. Figure 6 left depicts the difference between the obtained images, while the right image contains in each pixel the locally estimated γ i (the global noise level was γ = 5).
While the differences in the images are only slightly visible at edges, there are significant differences at edges for the locally estimated γ . The difference between the locally estimated and the global value of the scale parameter γ can be explained as follows: Simple patches without much structure, for instance in homogeneous or smoothly varying areas, usually frequently occur in natural images, so that the selection of similar patches results in a set of samples that is highly clustered around the pixel value to be estimated. This naturally decreases the estimated value for γ . However, for more complicated and structured patches, in particular at sharp edges, it is much more difficult to find similar patches, and the resulting set of samples is very likely to possess a large variability, causing a higher value of γ . This might be circumvented by allowing a varying number of patches instead of a fixed one, i.e., only those whose similarity is larger than a certain threshold. However, by doing so it can happen that one ends up with far too few samples in case of structured patches, leading to wrong results in the estimation procedure. Therefore, the use of the GMF is the better alternative to cope with the bias introduced by the selection of similar patches as samples. Our numerical experiments indeed indicate that one gains on average between 0.5dB and 2dB in terms of PSNR compared to using the MF with fixed scale parameter γ . This observation is independent of taking the true value of γ in the classical myriad filter or not; in fact, a wrong γ may lead to significantly worse results. [39] In our third example, we compare our N-GMF to the variational denoising method for Cauchy noise proposed in [39] . Motivated by a maximum a posteriori approach with a total variation prior the authors propose a continuous model of the form
Comparison with the Variational Method
where the data term reads as
and the regularization term is given by
The model incorporates a linear operator K , which is the identity in the denoising case. In [51] , an additional quadratic penalty term α K u − u 0 2 2 , where u 0 is a median-filtered version of f , was added to the data term in order to make the functional convex. Then, the alternating method of multipliers (ADMM) from convex optimization can be used to compute a (local) minimizer of the functional. However, it turned out that the nonconvex model performs better than the convexified one, so that we compare our method only to the nonconvex model. For a fair comparison, we used the implementation, the noisy data and the image-wise hand-tuned model-and algorithm-parameters provided by the authors of [39] . At this point, it is worth mentioning that their results highly depend on the initialization, the parameters and the exact value of γ , which is not the case in our approach, see Remark 4. Table 2 summarizes the comparison in terms of PSNR and SSIM for two different noise levels γ = 5 and γ = 10. Note that the authors of [39] used a slightly different definition of PSNR as PSNR(û, u) = 10 log 10
, which explains the difference compared to the values stated in [39] . Table 2 shows that for some images our method yields slightly worse results, while in most cases it performs significantly better in terms of PSNR and SSIM.
However, in our opinion, in all except maybe one cases (the test image), the visual impression of our restored images is better as they are sharper and provide more details, in particular for a strong noise level γ = 10. This is illustrated in Figs. 7, 8, 9 and 10, which show in the left column examples of original images, in the middle the results of [39] and in the right the results of our N-GMF. For the test image, the results Bold values highlight the best obtained result and should simplify the comparison of the different methods of [39] still contain some corrupted pixels, while our result looks less smooth and slightly grained. Also in other cases, the method of [39] does not remove all the outliers, which is in particular visible in constant areas such as the background of the plane image or the sky in the house image. In general, our method restores fine structures and textures much better, which can, for example, be seen in the whiskers of the baboon image, the roof of the house or the bushes in the bridge image. Furthermore, especially for γ = 10 the contrast is better preserved with our N-GMF, and the results are less blurry, see, for instance, the leopard, baboon or bridge image.
Weighted Generalized Myriad Filtering Finally, we give some results when using weights in the myriad objective function based on similarity between patches. Consider a fixed patch p and denote with q 1 , . . . , q n the patches that are closest to p with respect to the similarity measure λ. Then, one possibility for choosing weight in the myriad filtering procedure is to use weights of the form
followed by normalization such that
. We chose the latter one, where the parameter h was separately optimized (w.r.t. PSNR) for the different noise levels. While the difference compared to uniform weights is not visible in the resulting images, PSNR and SSIM values can be further improved, see Table 3 .
Conclusions
In this work, we introduced a generalized myriad filtering that can be used to compute the joint ML estimate of the Cauchy distribution. As by-products of our approach, we further obtained two algorithms for the estimation of only one parameter if the other one is fixed. Additionally, based on asymptotic estimates we developed a very fast minimization Algorithm 4. Based on our algorithms, we proposed a nonlocal generalized myriad filter for denoising images corrupted Fig. 7 Denoising of an image (left) for γ = 5 using the method proposed in [39] (middle) and our N-GMF (right) Fig. 8 Denoising of an image (left) for γ = 5 using the method proposed in [39] (middle) and our N-GMF (right) Fig. 10 Denoising of an image (left) for γ = 10 using the method proposed in [39] (middle) and our N-GMF (right) by Cauchy noise. It shows an excellent numerical performance, in particular for highly textured images. There are several directions for future work: On the one hand, in order to handle whole patches and not only single pixels and thereby respecting dependencies between neighboring pixels it might be advantageous to generalize the myriad filter to a multivariate setting. This is also interesting from a theoretical point of view, since the analysis is in this case much more advanced.
Concerning our denoising approach, fine-tuning steps as discussed in [36] such as aggregations of patches, the use of an oracle image or a variable patch size to cope better with textured and homogeneous image regions may further improve the denoising results. Another question is how to incorporate linear operators (blur, missing pixels) into the image restoration. Finally, it would be interesting if other types of impulsive noise can be handled with our filter, for instance impulse noise, Indeed, the myriad filter approaches the mean for γ → ∞ and thus MFs constitute a robust generalization of classical linear mean filters. The other extreme, i.e., as γ → 0, it converges to the mode myriad, see [22] . Further it would be interesting to handle a spatially varying noise level in our nonlocal method. While our L-GMF can already cope with spatially varying noise, in our N-GMF we would have to adapt the selection of similar patches and the similarity measure, which is a nontrivial task.
definite at all critical points. To simplify the notation, we set a i :
We split the sum in (2) as follows:
and similarly, since in this case the summands are negative,
Since n ≥ 3 at least one of these sums exists. Thus, for γ we have
where the last equation follows by (5) .
With (5) we rewrite the first term as
With the help of (5), we can simplify the second term as
and the third one using (4) by
Therewith we obtain
Note that we have indeed strict inequality, since otherwise there must exist λ ∈ R such thatâ i = λ(â 2 i −γ 2 ) for all i = 1, . . . , n, which is not possible since n ≥ 3. 2. Next, we show that the first step implies that there is only one critical point. For any fixed a ∈ (x 1 , x n ), let x(a) :=γ (a) 2 denote the solution of (5) which is unique due to monotonicity, see Lemma 3. Bringing the summands in (5) to the same nominator, we see thatx(a) is the unique real zero of a polynomial P(·, a) of degree n whose coefficients are again polynomials in a, say
We show that the zerox(a) of P(·, a) is differentiable in a. To this end, we consider the smooth function F : R n × R → R given by
For an arbitrary fixed a * ∈ (x 1 , x n ), we define 
By construction ofγ , we have
is critical point of L which is not a strict minimizer. This yields a contradiction, and thus, we have indeed only one critical point. 3. Finally, to see the existence of a critical point, it remains to show that there exists an a such that S 1 (a,γ (a)) = 0. By part 2 of the proof S 1 (a,γ (a)) is a continuous function in a. By the proof of the next Lemma 1, we know that S 1 (a,γ (a)) > 0 for a ≤ x 1 and S 1 (a,γ (a)) < 0 for a ≥ x n , so that the function has indeed a zero.
Proof of Lemma 1:
Proof By (4), a critical point of L(·, γ ) has to fulfill s 1 (a) = 0, where
γ . All summands in s 1 (a) become positive if a < x 1 and negative if a > x n . Since n ≥ 2 this implies s 1 (a) > 0 for a ≤ x 1 and s 1 (a) < 0 for a ≥ x n . Hence, the zeros of s 1 lie in (x 1 , x n ) and there exists at least one zero by continuity of s 1 . Further,
so that the zeros of s 1 are the real roots of the nontrivial polynomial P 1 of degree 2n − 1, which are at most 2n − 1.
Proof of Lemma 2:
Proof From the previous proof, we know that the zeros of ∂ L ∂a (·, γ ) coincide with those of P 1 . By (2), we have
so that the zeros of γ ) are those of the polynomial P 2 . The coefficients of the polynomials P i , i = 1, 2 are polynomials in x 1 , . . . , x n . Now, (7) states that P 1 and P 2 have a common root, which implies that the resultant Res(P 1 , P 2 ) of P 1 and P 2 equals zero, see, e.g., [19] . The resultant is defined as the determinant of the associated Sylvester matrix, so it is a polynomial expression in the coefficients of P 1 and P 2 as well, i.e., a polynomial in x 1 , . . . , x n . Since the set of roots of an n-variate polynomial is a set of measure zero in R n , this finishes the proof. has a unique solutionγ 2 . Moreover, in (3), we obtain
Proof of Lemma 3:
so thatγ is a minimizer. 2. Concerning the range of γ , it follows from (5) thatγ 2 2 which gives together with the fact a ∈ (x 1 , x n ) the upper bound forγ . To see the lower bound, assume thatγ 2 ≤ d 2 2 and distinguish two cases:
(i) First, let a be one of the sample points, say a = x i . Then, since s 0 is strictly increasing and
which is in contradiction to (5). (ii) Next, let a ∈ (x i , x i+1 ). Similarly we obtain in this case
If the weights are not equal, say w i > w i+1 , then the right-hand side becomes largest for a = x i and we are in the previous case i). For w i = w i+1 = w, we get
and by replacing d by x i+1 − x i and denoting by z ∈ 0, 1 2 the distance of a to the midpoint of the normalized interval, 
Setting the derivative to zero results in the positive
, which is the global minimum on 
B Appendix
This appendix contains the proofs of Sect. 4.
Proof of Theorem 2:
Proof 1. We show that the objective function L(a r , γ r ) decreases for increasing r . By concavity of the logarithm, we have
so that it suffices to show that Υ ≤ 1. Setting S 0r := S 0 (a r , γ r ) and S 1r := S 1 (a r , γ r ), we obtain with Algorithm 1
The function
attains its global maximum in z = 1 2 , where f ( (â,γ ) . By the continuity of L and T , we obtain
However, this implies (â,γ ) = T (â,γ ) so that (â,γ ) is a fixed point of T and consequently the minimizer. Since the minimizer is unique, the whole sequence {(a r , γ r )} r ∈N converges to (â,γ ) and we are done.
Proof of Theorem 3:
Proof We follow the lines of the proof of Theorem 2.
Recall that
1. First, we show that the objective function Q(a r ) decreases for increasing r . By concavity of the logarithm, we have
and it suffices to show that Υ ≤ 1. Setting S 0r := S 0 (a r , γ ) and S 1r := S 1 (a r , γ ) (note that γ is fixed here) we obtain with Algorithm 2
with equality if and only if S 1r = 0, i.e., a r +1 = a r , in which caseâ := a r is a critical point of Q. 2. If a r +1 = a r for all r ∈ N 0 , the sequence Q r := Q(a r )
is strictly decreasing and bounded below by log(γ 2 ), so that Q r →Q as r → ∞. Further, since Q is continuous and coercive, the sequence {a r } r ∈N is bounded. Consequently, it contains a convergent subsequence {a r j } j∈N which converges to someâ and by continuity of Q we have Q(â) =Q. Since by the second part of the proof lim r →∞ Q(a r ) − Q(a r +1 ) = 0, we also have lim r →∞ |a r − a r +1 | = 0. 4. Assume now that there exists a subsequence {a r l } l∈N which converges to some a * =â. Since the set of critical points is finite, there exists ε > 0 such that |â − a * | ≥ ε.
On the other hand, we have by the third part of the proof for l, j large enough that ε > |a r l − a r j |. For l, j → ∞, this leads to a contradiction.
Proof of Theorem 4:
Proof By Theorem 3, we know thatâ = lim r →∞ a r exists andâ = T (â) is a stationary points of Q fulfilling Q (â) = 0. We distinguish the following cases:
Case I : ∃ r 0 ∈ N : a r 0 +1 = a r 0 , Case II: ∀ r ∈ N : a r +1 = a r .
We show that Case I occurs with probability zero and that in Case II, the probability ofâ being a local minimum is one. where p 1 and p 2 are polynomials. This polynomial equation in a r has only finitely many solutions (up to 2(n − 1)).
Recursively, backtracking each of the possible values for a r in a similar way, we end up with at most 2 r +1 (n − 1) r +1 starting points a 0 ∈ (x 1 , x n ) that can lead to the point a r +1 after exactly r + 1 iterations. Case I As seen above, there are only finitely many starting points a 0 for which the sequence {a r } r ∈N reaches a fixed point after exactly r 0 steps. Since the set of natural numbers N is countable and countable unions of finite sets are countable, the set of starting points leading to Case I is countable and has consequently Lebesgue measure zero.
Case II Since Q is smooth, there might occur the following cases for the critical pointâ: a) Q (â) < 0 (local maximum), b) Q (â) = 0 (saddle point), c) Q (â) > 0 (local minimum). Indeed, case a) cannot happen since we have seen in the proof of Theorem 3 that {Q r } r ∈N is decreasing. Addressing case b), according to Lemma 2 the function Q has with probability one only minima and maxima, but no saddle points. Since cases a) and b) occur each with probability zero, case c) occurs with probability one. This finishes the proof.
Proof of Theorem 5:
Proof 1. First, we show property (11) . 
Proof of Theorem 7:
Proof By strict concavity of the logarithm function and since 
D Appendix
This appendix contains the proof of Sect. 6.
Proof of Lemma 5:
Proof Under H 0 (i.e., n = 2), the ML estimate is not unique, but one easily verifies using (4) that Note that although the ML estimateθ is not unique, the value of the log-likelihood function does not change when using another solution. Under H 1 (i.e., n = 1), the ML estimate simply reads aŝ .
