Abstract-Simple Temporal Networks (STNs) are used in many applications, as they provide a powerful and general tool for representing conjunctions of maximum delay constraints over ordered pairs of temporal variables. We introduce Hyper Temporal Networks (HyTNs), a strict generalization of STNs, to overcome the limitation of considering only conjunctions of constraints. In a Hyper Temporal Network a single temporal constraint may be defined as a set of two or more maximum delay constraints which is satisfied when at least one of these delay constraints is satisfied. As in STNs, a HyTN is consistent when a real value can be assigned to each temporal variable satisfying all the constraints. We show the computational complexity for this generalization and propose effective reduction algorithms for checking consistency of HyTNs unveiling the link with the field of Mean Payoff Games. HyTNs are meant as a light generalization of STNs offering an interesting compromise. On one side, as we show, there exist practical pseudo-polynomial time algorithms for checking consistency and computing feasible schedules for HyTNs. On the other side, HyTNs allow to express natural constraints that cannot be expressed by STNs like "trigger off an event exactly δ min after the occurrence of the last event in a set".
I. INTRODUCTION
In many areas of Artificial Intelligence (AI), including knowledge representation and planning & scheduling, the representation and management of quantitative temporal aspects is of crucial importance. Examples of possible quantitative temporal aspects are: constraints on the earliest start time and latest end time of activities, constraints over the minimum and maximum temporal distance between activities, etc. In many cases, these constraints can be represented as an instance of a Simple Temporal Network (STN) [1] , a directed weighted graph where a node represents a time point variable (timepoint), usually corresponding to the beginning/end of activities, and an arc represents a lower and an upper bound constraint on the distance between its endpoints, i.e., arc label is a range. Each STN is associated with a distance graph, derived from the upper and lower bound constraints, where the temporal range [u, v] → x, that stands for y ≥ x + u. An STN is said to be consistent if it is possible to assign a real value to each timepoint so that all temporal constraints are satisfied. The consistency property can be verified by searching for negative cycles in the graph and it is well known that the consistency check and the determination of the earliest/latest value for each timepoint can be done in polynomial time [1] .
However, STNs do not allow to express a constraint like "trigger off an event exactly δ min after the last occurrence of its predecessors", which is a quite natural constraint to represent a milestone event in a business project plan. This is because in STNs, and in some of their natural extensions, (1) it is not possible to represent a single constraint involving more than two timepoints and (2) all constraints have to be satisfied in order to have the network consistent. On the contrary, the above constraint can be represented as a set of distance constraints, each involving a different pair of timepoints; the set of constraints is considered satisfied when at least one of its component is satisfied. In order to represent and analyze disjunctive constraints like the above one, it is then necessary to consider models like Disjunctive Temporal Problem (DTP) [2] where a constraint is a set of disjunctive difference constraints between the timepoints of the problem.
The drawback of such model is that the consistency check problem is NP-complete [2] .
In this paper we propose to generalize STN to Hyper Temporal Network (HyTN), which allows also the expression of constraints like the introduced one regarding milestone event, but where the consistency check is amenable of effective solution algorithms as long as the magnitudes of the numeric values involved in the constraints can be limited.
Moreover, we show an interesting link between the consistency check of HyTNs and the resolution in Mean Payoff Games (MPG). Briefly, MPGs are a family of perfect information games played on graphs by two opponents. These games were introduced in [3] and a pseudo-polynomial algorithm for determining the game value was given in [4] .
The remainder of the paper is organized as follows. In Section II, we present a motivating example from the domain of the workflow-based process management to bring out HyTNs. In Section III, we introduce some definitions and well-known results for STNs and we introduce some definitions about hypergraphs. In Section IV, we generalize STNs to HyTNs and define the consistency problem for HyTNs. In Section V, we recall main results about Mean Payoff Games and propose an improved variant of Zwick and Paterson's algorithm [4] to determine a winning strategy. In Section VI, we investigate the link between the HyTN consistency problem and Mean Payoff Games deriving practically efficient pseudo-polynomial algorithms for checking the consistency of HyTNs and computing feasible schedules whenever they exist. In Section VII, we report some empirical assessments of the proposed algorithms. Finally, Section VIII concludes the paper.
II. MOTIVATING EXAMPLE
In the introduction we have briefly recalled a kind of constraint that cannot be expressed within STNs. In this section, we describe in more detail an example of temporal constraint that cannot fully described in an STN in order to introduce the new expressive capability of our model.
Let us consider an example in the domain of the workflowbased process management, a domain concerned with the coordination and control of business processes using information technology. A workflow is a representation of a business process as the coordinated execution of activities by human or automatic executors (agents). A Workflow management system (WfMS) is a software system that supports the automatic execution of workflows [5] . In a WfMS, the management of temporal aspects is a critical component and in the literature there are many proposals on how to extend a workflow in order to represent and manage temporal constraints of a business process [6] - [8] . In this paper we consider an excerpt of the conceptual model proposed by Combi et al. [9] , where the specification of a workflow is given by a workflow schema, a directed graph (also called workflow graph) where nodes correspond to activities and arcs represent control flows that define activity dependencies on the order of execution. There are two different types of activity: task and connector. Tasks represent elementary work units that will be executed by external agents. Each task is graphically represented by a box containing a name and a temporal range that specifies the allowed temporal span for its execution. Connectors represent internal activities executed by the WfMS to achieve a correct and coordinated execution of tasks. They are graphically represented by diamonds and, as in tasks, each of them has a temporal range that gives the temporal span allowed to the WfMS for executing it. Every arc has a temporal property that gives the allowed times that can be spent by the WfMS for possibly delaying the consideration of the destination activity after the end of the previous one. There are different kinds of connector that allow one to modify a control flow. Split connectors are nodes with one incoming arc and two or more outgoing arcs: after the execution of the predecessor, (possibly) several successors have to be considered for the execution. The set of nodes that can start their execution is given by the kind of split connector. A split connector can be: Parallel, Alternative or Conditional. Join connectors are nodes with two or more incoming arcs and one outgoing arc only. Fig. 1 shows a simple workflow schema where the Parallel connector 1 splits the flow into three parallel flows of execution (one for the sequence of tasks T 1 and T 2 , one for task T 3 , and one for task T 4 ) that have to be joined (synchronized) by the AND join connector 2 before continuing the execution; all temporal ranges are in minutes.
Let us consider the connector 2 ; according to the recommendations from the Workflow Management Coalition (WfMC) [5] , the execution of this connector requires to wait all incoming flows and, after the last incoming flow, to wait a time according to the connector temporal range before following the outgoing arc. In other words, the incoming flows can arrive at different instants but only when the last one arrives, the connector has to be activated in order to continue with the execution.
Combi et al. [9] proposed a method to translate workflow schemata to STNs/STNUs [10] in order to analyze and validate all temporal aspects in a rigorous way. As already noted in [11] and [12] , such translation cannot rightly represent the behavior of an AND join connector, because the kind of constraints in an STN/STNU is limited. Therefore, in [12] , authors proposed an adjustment of the translation of an AND join connector introducing for each incoming arc of the connector a buffer node connected with some determined new arcs and assuming a reasonable but fixed execution algorithm for the STN. In more detail, let us consider Fig. 2 that depicts the representation of workflow of Fig. 1 by means of an STN following partially the method described in [12] (without loss of generality, here we convert task constraints as STN arcs instead of STNU contingent ones because we are interested only in the AND join conversion). Each activity of the workflow is represented by two STN nodes, one to represent the begin timepoint, B i , one for the end one, E i , and temporal ranges in the workflow are represented by STN arc labels. Regarding the translation of the AND join node 2 , nodes representing the task endings on parallel flows, E T2 , E T3 , and E T4 , are connected to buffer nodes w 2 , w 3 , and w 4 that allow the parallel flows to complete their execution following only their temporal constraints. Then, w 2 , w 3 , and w 4 [12] . In [12] , authors showed that the right value is always the lower bound of such extended range and, therefore, it is sufficient to adopt an early execution strategy in order to choose the right value for timepoint B 2 .
To rightly represent the behavior of an AND join connector with respect to its predecessor time points without auxiliary conditions or analysis, it is necessary to introduce a new kind of constraint based on hyperarcs, as shown in Fig. 3 , where we report only an excerpt of Fig. 2 and we replace the arcs from w i (i = 2, 3, 4) to B 2 by the hyperarc h 1 , defined as a set of three dashed arcs. In more details, a hyperarc is defined as a set of distance constraints (components) between some time points and a common end point. A hyperarc is satisfied if at least one of its components is satisfied. In Fig. 3 dashed arcs define the hyperarc h 1 that is satisfied if B 
III. BACKGROUND AND NOTATION
In this section, we introduce our basic terminology, some definitions and well-know results about conservative graphs; moreover, we restate the consistency property of STNs considering the conservative property.
Our graphs are directed and weighted on the arcs. Thus, if (V, A) is a graph, then every arc a ∈ A is a triple (u, v, w a ) where u = t(a) ∈ V is the tail of a, v = h(a) ∈ V is the head of a, and w a = w(a) ∈ R is the weight of a. Considered the applications we have in mind, our graphs do not need to have either loops (unary constraints would play no role) or parallel arcs (two parallel constraints represent two different distance constraints between the same pair of node: only the most restrictive is significant). In the following sections, we can also use the notation h a for h(a), t a for t(a) and w(u, v) = w a when it helps.
When F ⊆ A is an arc set, w(F ) stands for
. Therefore, the existence of a feasible potential implies conservativity as
The Bellman-Ford algorithm [13] can be used to produce in O(nm) time:
• either a proof that G is conservative in the form of a feasible potential function; • or a proof that G is not conservative in the form of a negative circuit C in G. The Bellman-Ford algorithm provides the proof of the following theorem.
Theorem 1 ([13]-[15]). A graph G admits a feasible potential if and only if it is conservative.
An STN can be viewed as a weighted graph whose nodes are timepoints that must be placed on the real line and whose arcs express mutual constraints on the allocations of their end points. An STN G = (V, A) is called consistent if it admits a feasible scheduling, i.e., a scheduling s : V → R such that
(1)
, [13] , [14] ). An STN G is consistent if and only if G is conservative.
Proof. A feasible scheduling is just a feasible potential. Therefore, this theorem is just a restatement of Theorem 1.
In this paper, we deal also with directed weighted hypergraphs. A hypergraph H is a pair (V, A), where V is the set of nodes, and A is the set of hyperarcs. Each hyperarc A ∈ A has a distinguished node h A , called the head of A, and a nonempty weighted set (T A , w), where T A ⊆ V \ {h A } contains the tails of A, and each tail v ∈ T A is associated with a weight w(A, v) ∈ R. The size of a hypergraph H = (V, A) is defined as m A∈A |A|, where |A| = |T A ∪{h A }|, and it is used as a measure for the encoding length of H. Note that, when |A| = 2, the hyperarc A = ({u}, h A , w) is a common weighted directed arc (u, h A , w).
IV. PROBLEM FORMULATION
We introduce in this section Hyper Temporal Networks (HyTNs), a strict generalization of STNs to overcome the limitation of considering only conjunctions of constraints.
A HyTN is a directed weighted hypergraph H = (V, A) where a node represents a time point variable (timepoint) and a hyperarch represents a set of temporal distance constraints between the head and the tails of the hyperarc; e.g., hyperarc
Only one of these constraints associated to A is required to hold.
In the HyTN framework the consistency problem is defined as the following decision problem.
Definition 1 (HYTN-CONSISTENCY). Given a HyTN H = (V, A), decide whether there exists a scheduling s : V → R such that:
When (2) is satisfied, the scheduling is called feasible.
Notice that this notion of consistency for HyTNs generalizes that for STNs. This generalization is strict. In general, the feasible schedules of an STN are the solutions of a linear system and, therefore, they form a convex polytope. Since an STN may be viewed as a HyTN, the space of feasible schedules of an STN can always be described as the space of feasible schedules of a HyTN. The converse is not true because feasible schedules for a HyTN do not form a convex polytope. Let us consider, for example, a HyTN of just three nodes x 1 , x 2 , x 3 and one single hyperarc with tail {x 1 , x 2 } and head x 3 expressing the constraint x 3 ≤ max{x 1 , x 2 }; (0, 2, 2) and (2, 0, 2) are both admissible schedules, but
is not an admissible scheduling. In the rest of this section, we extend the characterization of STN consistency recalled in Section III to HyTNs.
With reference to a potential function p : V → R, we define, for every arc A ∈ A and every v ∈ T A , the reduced slack value
A potential p is said to be feasible if and only if w p (A) ≥ 0 for every A ∈ A.
In order to better characterize feasible schedules, we introduce a notion of negative cycle. A cycle is a pair (S, C) with S ⊆ V and C ⊆ A such that: Proof. By contraposition. Let H be a consistent HyTN and let p be a feasible potential for H. Also, let (S, C) be any cycle of H; we will show that (S, C) is not negative. For every A ∈ C, let t A be the tail of A with maximum reduced slack value:
Let us consider the infinite path in (S, C) built choosing, at each node v t , t a(vt) as the following node. As already seen, such a path contains at least one finite cyclic se-
The sum of weights of the finite cyclic sequence is
) for every potential p; since p is feasible, all terms of the last sum are non-negative. It follows that (S, C) is not negative.
At first sight, it may appear that checking whether (S, C) is a negative cycle might take exponential time since one is required to hold control on a possibly exponential number of cyclic sequences. The next lemma shows that this is not the case, whence negative cycles could well play their role in certifying inconsistency.
Lemma 2. Checking whether (S, C) is a negative cycle can be done in polynomial time.
Proof. Consider the weighted graph G = (S, ∪ v∈S A v ), where
Checking whether (S, C) is negative amounts to check whether all cycles in G = G(w) are negative. This last check is equivalent to verify whether G(−w) is conservative, that can be done in polynomial time and can also be effectively certified by means of a classical potential function.
A hypergraph H is called conservative when it contains no negative cycle. In the next sections we will provide a pseudopolynomial time algorithm that always returns either a feasible scheduling or a negative cycle, thus extending the validity of the classical good-characterization of STN consistency to general HyTN consistency. Here, we anticipate the statement of the main result in order to complete this general introduction of HyTNs.
Theorem 3. A HyTN H is consistent if and only if it is conservative.
Proof. If H is consistent, then it is conservative by Lemma 1. If H is not consistent, then there is a negative cycle as shown in Theorem 7-(3).
V. MEAN PAYOFF GAMES
In this section, we propose an introduction to Mean Payoff Games (MPGs) tailored to the needs of the present work. An MPG is a weighted directed graph G = (V 0 ∪ V 1 , E) whose node set V is partitioned into two disjoint sets V 0 and V 1 , where, for p = 0, 1, the nodes in V p are those under control of Player p. It is also assumed that every node has at least one outgoing arc. Notice that, in general, (V 0
that, given all the previous visited nodes and the current node, returns which node has to be visited in the next move; a strategy is said to be positional (or memoryless) if it depends only on the current position v t and does not take into account all the previous history. If s ∈ V 0 ∪ V 1 and Player p has a strategy leading him to win any possible play starting at v 0 = s, then we say that s is a winning start position for Player p. We denote by W p the set of winning start positions for Player p. A winning strategy for Player p leads Player p to win every play started from any node in W p . Since these finite games are zero-sum, i.e., what won by a player is what lost by the other one, then they admit a game value ν: for each start position s ∈ V of the game, there exists a ν s ∈ R such that Player 0 has a strategy ensuring payoff at most ν s , while Player 1 has a strategy ensuring payoff at least ν s .
It is worthwhile to consider an infinite variant of the model, in which the game does not stop, and continues for an infinite number of steps. In this model, Player 1 wants to maximize the limit inferior of the average weight lim inf n→∞ 1 n n t=1 w(v t−1 , v t ). Symmetrically, Player 0 wants to minimize the limit superior of the same average weight lim sup n→∞
In their Determinacy Theorem, Ehrenfeucht and Mycielski [3] proved that any infinite game admits a value ν ∞ , and that this value equals the one of the finite counterpart game on every start position, i.e., ν ∞ s = ν s for every s ∈ V 0 ∪ V 1 . Moreover, they proved the existence of positional strategies which are optimal for both variants of the model: when Player p limits himself to an optimal strategy π p , i.e., when, for every v ∈ V p , he disregards all arcs with tail in v except (v, π p (v)), then he will secure himself the optimal payoff ν in every play, finite or infinite, however the adversary plays. The graph G πp obtained from G by dropping all arcs with tail in In order to compute positional optimal strategies as in Item 3), a procedure performing binary search on the arc set was introduced. By employing the same technique, we now observe that if we limit ourselves to search positional winningstrategies (not necessarily optimal), then the time complexity can be reduced by a factor |V |. 
Theorem 4 ([4]). Let G = (V, E) be a mean payoff game. Assume all weights are integers and let
Theorem 5. Let G = (V 0 ∪ V 1 ,∈ V p ∩ W p . Let N out (v) {z ∈ V | (v, z) ∈ E} and d out (v) |N out (v)|.G) = Wp since v ∈ Wp. set πp(v) := z; foreach v ∈ Vp ∩ Wp do while |N out (v)| > 1 do choose a Z ⊂ N out (v) such that |Z| = |N out (v)|/2 ; G := G \ {(v, z) ∈ A | z ∈ Z}; W p := Wp(G ); if v ∈ W p then G := G ; else G := G \ {(v, z) ∈ A | z / ∈ Z}; //
Repeating this process for every node v in V p takes a number of tests which is at most O(
Zwick and Paterson [4] also showed how to reduce mean payoff games to other important families of games on graphs, like discounted payoff games and simple stochastic games. They also observed that MPG-DECISION is the basic decision problem for MPGs in the sense that several natural questions for MPGs, like evaluating the value ν s for every node s or constructing the optimal positional strategies, can all be Turingreduced to it. They also pointed out that the existential results of Ehrenfeucht and Mycielski [3] already implies that MPG-DECISION ∈ NP ∩ co-NP and asked whether there might exist a strongly polynomial time decision procedure. Proving the existence of such an algorithm is an open problem [16] . The complexity status of MPG-DECISION was made even more interesting by proving that it lays in UP ∩ co-UP [17] .
VI. THE REDUCTIONS
In this section, we point out the direct connection and strong computational equivalence between MPG-THRESHOLD and HYTN-CONSISTENCY. The equivalence is formally proven by offering one reduction in either direction.
The reduction of HYTN-CONSISTENCY to MPG-THRESHOLD will enable us to apply the procedures of Paterson and Zwick, also in their improved version of Section V, to efficiently solve instances of HYTN-CONSISTENCY and compute feasible schedules. The practicality of this two phases approach will be confirmed in Section VII, where the effectiveness of the resulting algorithm is experimentally evaluated.
Vice versa, by reducing MPG-DECISION to HYTN-CONSISTENCY, we give evidence that HYTN-CONSISTENCY is indeed more difficult and deeper than it appeared as a generalization of STN-Consistency. Moreover, it might offer new perspectives and motivations for the study of the families of games on graphs introduced by Ehrenfeucht and Mycielski [3] .
Let us start considering the first reduction.
Theorem 6.
There exists a log-space 1 , linear-time, localreplacement 2 reduction from HYTN-CONSISTENCY to MPG-THRESHOLD.
Since this reduction plays a main role in the algorithmic solutions proposed in this paper, we firstly describe how it works and, secondly, we prove its correctness by means of two lemmas, Lemma 3 and Lemma 4.
The reduction goes as follows. Let H = (V, A) be a HyTN. We assume that every v ∈ V is the head of some arc A ∈ A since H is consistent if and only if so is H v , obtained from H by removing the source node v and every hyperarc having v as one tail. Indeed, any feasible scheduling t : V → R for H, once projected onto V \ {v}, gives a feasible scheduling for H v since every constraint involving v has been dropped, and, conversely, any feasible scheduling t for H v can be easily extended, since v is a source node, to a feasible scheduling t for H by setting
We construct a corresponding mean payoff game G H = (V 0 ∪ V 1 , E) with V 0 = V and V 1 = A: V 0 consists of all original nodes in V while V 1 contains a new node for each hyperarc A ∈ A. The nodes in V 0 are colored black, and those in V 1 are colored white. Next, for each each A ∈ A we introduce also the following weighted arcs in E: Fig. 5 depicts how a hyperarc is transformed and a pseudocode for the whole construction process is in Fig. 6 . G has |V | + |A| nodes and O(m) arcs, and can be constructed in linear time. Moreover, G is a bipartite graph with bipartition (V 0 , V 1 ) and it has been obtained from H by a simple local replacement rule: replace every hyperarc A ∈ A by a claw subgraph as depicted in Fig. 5 . For each single object, it is necessary only to manage a constant number of indexes (that count a polynomial number of objects), whence the reduction is log-space. Fig. 7 depicts an MPG 1 A strong and basic-form of reduction introduced by Papadimitriou in [18] . 2 A restricted kind of Karp reduction introduced in Chapter 3 of [19] . The conversion of a hyperarc into a white MPG node and its incident arcs. obtained applying the reduction to the motivating example HyTN depicted in Fig. 3 ; Proof. Since H is consistent, there exists a feasible scheduling t : V → Z such that, for each hyperarc A ∈ A, the reduced slack weight is non-negative w t (A) ≥ 0. Consider the following positional strategy π 1 for Player 1: for each A ∈ V 1 , let π 1 (A) = arg max u∈TA w G (A, u) + t(u). We claim that π 1 ensures the victory of Player 1, wherever node the game starts from and however Player 0 moves. In order to show this, we will prove that G π1 is conservative exhibiting a feasible potential p.
Now, let (u, v) be any arc of G π1 :
Hence G π1 is conservative, so any node of G is a winning start position for Player 1.
Lemma 4. If every node of G H is a winning start position for Player 1 then H is a consistent HyTN.
Proof. If every node is a winning start for Player 1, then there exists a positional strategy π 1 which is everywhere winning for Player 1. Notice that G π1 must be conservative since Player 0 can clearly win any play starting from a node located on a negative cycle. Let p : V 0 ∪ V 1 → Z be a feasible potential for G π1 . We claim that t −p is a feasible scheduling for H. Indeed, for any hyperarc
Hence, t is feasible, and, thus, H is consistent. 2) In case W 1 = V , we compute a feasible scheduling as follows. First, we compute a positional winning strategy π 1 for Player 1 as in Theorem 5. Next, we construct the graph G π1 which is conservative since π 1 is a positional winning strategy for Player 1. At this point, we introduce in G π1 a new node s and add a new arc e v = (s, v, 0) for each node v ∈ V 0 . Let G π1 = (V 0 ∪ V 1 ∪ {s}, E ) the graph thus obtained. Observe that every node of G π1 is reachable from s. Indeed, for every node A ∈ V 1 = A, the arc (h A , A, 0) belongs to G H , whence to G π1 (and G π1 ) since h A ∈ V 0 . Since the added node s is a source, then G π1 is conservative too, and the BellmanFord algorithm applied to G π1 with source s yields a feasible potential p :
At this point, t = −p is a feasible potential for H as argued in the proof of Lemma 4.
The time complexity of the whole procedure is bounded above by the time it takes to compute the positional winning strategy π 1 for Player 1, which follows from Theorem 5.
3) In case W 0 = ∅, we compute a negative cycle as follows. Let G[W 0 ] be the subgraph of G induced by W 0 , i.e., the graph obtained from G by removing all nodes not in W 0 and all the arcs incident into them. Notice that every node v ∈ W 0 is a winning start position for Player 0 in game
. This is because v is a winning start position for Player 0 in game G, and no winning strategy for Player 0 in G can prescribe a move from a node in W 0 to a node in W 1 ; therefore, that same winning strategy remains valid on G[W 0 ]. This implies that, for every u ∈ W 0 , there exists at least one arc (u, v) with v ∈ W 0 . In particular, since G is bipartite, then Proof. Given a mean payoff game G = (V 0 ∪ V 1 , E), we construct a corresponding HyTN H = (V, A) .
This construction requires a log-space and linear-time computation.
We first prove that if H is consistent then every node of G is a winning start position for Player 1. Indeed, let t : V 0 ∪ V 1 → Z be a feasible scheduling for H. Thus w t (A) ≥ 0 for every hyperarc A ∈ A. We define next a positional strategy π 1 for Player 1. Notice first that, for each v ∈ V 1 , there exists a unique hyperarc in A, say A v , with head h Av = v. Moreover, it holds that
Thus, G π1 is conservative and each node of G is a winning start for Player 1.
On the other way, we assume that every node of G is a winning start position for Player 1 and prove that H is then consistent. Let π 1 be a positional winning strategy for Player 1. It follows that G π1 is conservative and, therefore, admits a feasible potential p : V 0 ∪ V 1 → Z. Consider the scheduling t = −p and observe that its feasibility follows from the construction of H, π 1 , G π1 and the feasibility of p.
VII. COMPUTATIONAL EXPERIMENTS
In this section we report an empirical evaluation of the proposed algorithms. In order to evaluate practical performances, we implemented the algorithms of Theorem 7 in C/C++ languages and we executed the benchmark tests on a Linux machine running on a PC with a 2.0 GHz Intel Core i7-2635QM CPU and 3.8GiB of RAM 3 . Powerful strategy improvement algorithms for solving MPGs have been proposed in the last decade, such as [20] , [21] . Even if the preliminary experimental evaluations of these approaches are promising [20] , we decided to build on the original approach in [4] for two main reasons: (1) its implementation is straight, i.e., it does not require difficult choices among several possible alternatives. So, the results obtained by a reasonable implementation offer a solid benchmark for comparisons. (2) it exhibits a pseudo-polynomial worst-case execution time. So, it is well suitable for our purposes since the weight in our instances have natural range of two orders of magnitude.
Briefly, our implementation is composed by three classes:
• class HyperTemporalNetwork to represent HyTNs;
• class MeanPayoffGame to represent MPGs and to implement the decision procedure of Theorem 4-(1); • class Reductions to implement reductions of Theorem 6 and 8; and by the module solver.cc that implements the algorithms of Theorem 7 and Theorem 5.
The main goal of our empirical evaluation was to evaluate the average computational time of the proposed checking algorithms for HyTNs. Therefore, we evaluated the average computational time for different randomly-generated HyTN data sets with respect to the dimension of the HyTN or the maximum size of hyperarc weights.
In order to randomly generate HyTN instances, we adopted the following method. We used the procedure randomgame of pgsolver suite [22] to generate a random directed graph G = (V 0 ∪V 1 , E), where V 0 and V 1 are two disjoint sets, using the following parameters:
• number of nodes |V |;
• maximum weight value W ;
• minimum out-degree, which we fix at δ := 3;
• maximum out-degree, also fixed at Δ := 3. Then, we translated G into an MPG by weighting each arc of G by an integer chosen randomly from the interval [−W, W ]. As a final generation step, we translated each MPG to a HyTN H by the reduction algorithm of Theorem 8. In order to build a reasonable data set, we tuned up the generation procedure to obtain HyTNs having 90% of hyperarcs of unitary tail cardinality.
We built different HyTN data sets, each containing 30 randomly generated HyTNs having the same graph order, for different values of the order |V |.
In Test 1, we considered only consistent HyTNs data sets and computed feasible schedules for them by using the procedure compute_feasible_sched, implementing the algorithm of Theorem 7-(2). To ensure that all HyTNs were feasible, we considered only non-negative integer weights, chosen uniformly in the range [0, 100]. We varied the number of nodes |V | in the range [10, 20, 30, . . . , 100] . In Test 1 , we computed feasible schedules as in Test 1 but using the procedure binary_search_optimal_arc, that implements the original algorithm of Theorem 4-(3), instead of the proposed procedure binary_search_winning_arc explained in Theorem 5. the practical performances of the algorithms closely match the behavior predicted by the asymptotic bounds given in Theorem 5 and Theorem 4-(3). Moreover, it is evident that our algorithm determining the winning positional strategy scales better that the original one. In Test 2, we still considered consistent HyTN data sets, but we kept the number of nodes fixed at 50 and varied the maximum weight W in the range [100, 500, 1000, 2500, 5000, 7500, 10000]. Test 2 has been conducted as Test 2, provided that we executed the procedure binary_search_optimal_arc of Theorem 4-(3) instead of binary_search_winning_arc of Theorem 5. Figure 10 depicts the results of Test 2 and Test 2 , i.e., execution mean times μ = μ(W ) with respect to the maximum weights. The two interpolation functions show that the time complexity linearly increases as a function of the maximum weight W , in accordance with what predicted by the asymptotic analysis of the algorithms.
In Test 3, we generated HyTNs of unknown consistency state and we tested them by the procedure is_consistent implementing the algorithm of Theorem 7-(1). We kept W fixed at 100, but for this test, we generated HyTN data sets considering negative weights as well, i.e., w e ∈ [−100, 100] ∩ Z for every e ∈ E. As in the previous tests, for each value of |V | in the range [50, 100, 150, . . . , 500], we generated and solved 30 distinct HyTN instances, then we calculated the mean μ and standard deviation σ of the computation times. Figure 11 depicts execution mean times μ = μ(|V |) with respect to the graph order |V |. The graphics shows that the interpolated function is best fit by a cubic polynomial curve, which is in accordance with the result of Theorem 7-(1).
VIII. CONCLUSIONS In the literature, there are different frameworks and approaches aimed to extend the STN model allowing the representation of disjunctive temporal constraints [1] , [2] , but at cost of an exponential-time consistency check procedure. In this paper, we proposed a novel extension, called Hyper Temporal Network (HyTN), where it is possible to represent a new kind of disjunctive constraint, hyper constraint, and to check the consistency of a network in a pseudo-polynomial time. A hyper constraint is a set of STN distance constraints between a common destination timepoint and different source timepoints, and it is satisfied if at least one distance constraint is satisfied.
The consistency check algorithm has been determined showing that the consistency check of a HyTN can be reduced, in a very efficient way, to the search of a winning strategy in an equivalent Mean Payoff Game (MPG), and exploiting an improvement of well-known winning-strategy search algorithms for MPGs.
Moreover, we presented an empirical analysis of the efficiency of the determined consistency check algorithm (actually, in two variants) and of the algorithm for the computation of a feasible scheduling. The empirical analysis shows that the proposed algorithms can be effectively used in real cases and confirms the general robustness of our approach.
As for future work, we aim to evaluate a possible optimization of the proposed checking algorithm exploiting some promising combinatorial properties.
