INTRODUCTION
Recent developments in integrated low-power sensing devices with wireless communication interfaces have opened a wide range of new applications. Two major key improvements are the miniaturization in size and the reduction in costs. The reduced costs enable applications with a large number of devices. Applications involve thousands of sensors, distributed in an area in order to measure parameters such as temperature, vibration, sound, humidity or magnetic fields, are emerging for monitoring and controlling events.
In many of these applications the knowledge about the location of the sensors is essential [1] . In small scale and wired networks the system can be supplied with the locations manually, while in large scale and mobile scenarios it is impossible. The network itself must have the capability to localize each node. In static networks, where the sensor locations are fixed, the localization takes place only once at the initialization phase. On the other hand, in dynamic networks, such as tracking of mobile objects, the localization is repeated a number of times depending on the system requirement.
Simultaneous Localization and Map Building (SLAM) is an efficient way to build map consistently and use this map to 0-7803-9399-6/05/$20.00 2005 IEEE obtain the estimates of the system [2] , the result of which can be seen in [3] - [9] . Conventional approach of SLAM requires a navigation system to build a map of the environment containing features using wide range of sensor types and use it simultaneously to localize itself for long periods of time in unknown environments, [4] - [10] . The and a low-cost sensor can capture arrival times easily. Related work described by Calamari [15] , Cricket [16] , Active Bat [19] and AHLoS [17] is as follows.
The principles of the Calamari and Cricket systems are the same. Several beacons with known positions are placed in the environment. They [23] use ultrasonic waves to measure the TDoA from signals of nearby sensors. Together with the known velocity of ultrasonic waves, the distances to these sensors are calculated. This network of sensors is then split into "robust" clusters, where the cluster itself calculates the relative coordinates of the sensors within the cluster. Finally, the clusters are merged by combining the graphs of overlapping sensors. The efficiency of this approach is low due to limitations of ultrasound waves. These include range limitations, vulnerability to noise, high costs and special hardware requirement. In the RADAR system explained in [22] , pre-installed beacons with known locations transmit signals periodically. The distance is calculated from the strength of received RF signals. It is similar to GPS system, but it uses received signal strength indicator(RSSI) instead of TDoA. Several other localization algorithms using RSSI exists [24] [25] . But multifading and reflection can affect the RSSI significantly.
All techniques described above use distances between sensors or beacons for the localization. Also localization can be achieved using angle of arrival (AoA) measurements explained in [30] [26] . The position of sensors or beacons can be calculated from the angle to them. But special and expensive hardware is required to realize the AoA measurement which makes it impractical for large scale sensor networks.
NETWORK STRUCTURE A. Overview
We propose a novel technique for localization in an environment which does not require any special hardware. The network environment consists of a powerful computing device SNAP (sensor network access point) and wireless sensors. SNAP enables the localization process by sending required commands to the sensors. The sensors collect RSSI of radio signals from their neighboring sensors and send this data to the SNAP. The SNAP converts the RSSI to distances and uses a least squares estimation (LSE) to calculate the coordinates of the sensors.
Since the calculations of the LSE are very complex and low-cost sensor devices are not powerful, the calculations are performed by the SNAP. In an application where the end user is connected to the sensor network via the internet or a satellite connection, the data from the sensors is too large to send it to the user. Therefore, SNAP processes queries from user to retrieve the specific information from the sensors. Only the required data is send back to the user. In our approach, SNAP carries out the calculations for localization. There are three freedoms for localization results obtained in above methods. These are translation, rotation and reflection. Because the network has no anchors it is difficult to align the coordinates. The calculated locations can be shifted, rotated and mirrored. The locations of atleast three sensors must be known to transform the obtained results to absolute results. However in our approach, it is easy to obtain the locations of the sensors since the SNAP is installed close to the sensor network. The SNAP manages the sensors to gather the required data for localization. It also is responsible for estimating the locations of the sensors. Figure 2 shows the proposed architecture which has two important components-sensors and SNAP. In terms of the localization, the sensors have two different modes which are active and passive. In the network, there should be one active sensor and the rest should be in passive mode. The active sensor polls the passive sensors multiple times. The passive sensor which was polled sends back a message to the active sensor. The active sensor measures the RSSI from the received signal and forwards the RSSI to the SNAP via the relay which forwards received data from active sensor to the SNAP and vice versa. One of the sensors in the network can act as a relay. The SNAP then sets the active sensor in passive mode and one of the passive sensors in active mode. This is done until every sensor goes through active mode. In Mica2 Motes sensor networks, ten commands between the sensors and the SNAP have been implemented. (1) where si is the signal strength, di is known distance and a, b, c are the parameters. It was our goal not to orientate on any physical model for the wave propagation. Instead we parameterize a function which fits the gathered data.
B. Sensors and SNAP
In some scenarios calibration is not possible. For example, if the network is in a remote site, it is difficult to measure the true distances between the sensors. For those scenarios, the sensors use a conversion function which is specific to the environment with similar characteristics. For example, if it is known that the network will be deployed in an open countryside, the sensors will use a function which was obtained from a calibration in an open countryside with the same structure.
B. Trilateration
Another key issue to make the localization accurate is to have sufficient initial conditions for the least squares estimation. Without good initial conditions a lot more sensor readings are required to get satisfactory results. This problem is solved by using the trilateration technique. The averages of the first five readings for each sensor are considered. With these values the locations are roughly estimated by using the trilateration described in [31] . The results of trileration need not be accurate. Figure 3 displays an example for trilateration. First the coordinates of sensor 1 are set to (0,0). Then the measured distance to sensor 2, d12, is used to set the location of sensor 2 to (d12,0). For sensor 3, the distances to sensor 1, d13, and sensor 2, d23, are taken and the coordinates are found using the following relation The coordinates for the other sensors are found using (2) and (3). However the y coordinate is uncertain at this stage. To remove the uncertainty, the distance to sensor 3 is calculated and compared to the measured distance. The coordinates, where the calculated distance is in acceptable range of the measured distance, is set to be the location of sensor.
h(s) is the nonlinear relation between the measurements and estimate values:
V 'JI xl, and yn, are the coordinates of the n -th sensor. A firstorder expansion is used to express the measurement residual, Az, in terms of the error in the state estimate, At Az = HAs+v (6) where H is the matrix derived from A according to the following differential equation H = a8hj| Oh- (7) The difference between the actual measurements and the expected measurements given the current state estimate is as follows 
C. Least Squares Estimation
The localization uses a least squares estimation algorithm [28] . In an iterative process, the algorithm updates its estimates using multiple measurements. Firstly, we will explain the general non-linear least squares estimation, which leads to the recursive least squares estimation. The relation between the measured distances and coordinates is given by: and For each step, the non linear least square estimation requires all the measurements acquired. This causes high computational power for large scale applications. The recursive least square estimation is a modification to reduce the effort. The state estimates are formed after each scan and stored, rather than storing all observation. Then the state estimates are updated sequentially after each scan as new observations are received.
As derived in [13] , the updated state estimate becomes (11) where the gain matrix K(k + 1) is defined by
It can be noted that even though the distance between any two sensors are same, the measurements from one sensor to another sensor and vice versa are treated separately since 84 As = (H'R-1H)-'H'R-1Az (10) the sensors produce different data due to the different noise characteristic of each sensor. In the experiment, it was also tested how the localization algorithm behaves when the data is averaged or both the measurements are considered for estimation. This is explained in detail in section 5. The sensors forward the data to the laptop via one of the sensors, where the Java application is collecting the data and storing them on the hard drive. The files can be processed by this computer or any other.
Two experiments were conducted in two separate locations within the university campus. In the first case, the area covered by the network was 6x7 meters and in the second case, the area was 7x14 meters. In Figure 4 (b) the parameterized function is not optimal. For one sensor the RSSI is higher than expected. Therefore the calibration function does not fit completely.
D. Results of Experiment I
It is important how to handle the readings from sensor A to B and B to A. In theory they should be equal. But due to different noise and distraction they may be affected by varying noise. Three methods were used to handle that problem. The first is to take the average value of the two observations and combine them into one measured distance. The second is to treat them as two measurements which were merged later. So if 50 samples between each sensor were taken, it will be 100 in the calculations. The last method does not merge them and instead are considered separately. The above three mentioned methods to handle the bidirectional measurements produced very similar results. For the first experiment the merged values were the best. Figure 5 displays Figure 6 illustrates results for x coordinate of sensor 2. Although the initialization from the trilateration was incorrect by half a meter, the estimates of its location converged to the true value. 
E. Results of Experiment 2
In the second experiment the different methods for handling the bidirectional measurements were nearly the same: Without fusing the results were slightly better than the others. Figure  7 displays the results. Again the estimation of sensor positions was, in most cases, correct within one meter. Sensor 5 was estimated completely wrong in this experiment also. The results of both experiments were encouraging and proved the validity of the proposed technique. The localization error was usually less than one meter which is within the acceptable range.
Only sensor 5 showed large deviation due to incorrect output level of this sensor. This incorrect output level was caused by the bias of some internal radio setting. This had the effect on the signal strength which led to incorrect distance mapping. Except from sensor 5 it was only sensor 3 which was incorrectly estimated by more than a meter. The y coordinate converged to the true value while x coordinate did not. This was caused by reflection or distraction of the radio signals. 
