We propose an approach which allows to localize anatomical landmarks in radiological datasets given only a single manual annotation and set of un-annotated example images. Using top-down image patch regression to obtain potential landmark candidates in the set of training images, a model of the anatomical structure is incrementally enlarged, starting from the single, annotated image, until it encompasses the entire training set. The obtained model then allows to perform highly accurate anatomical structure localization on test data. We report preliminary results on a set of 2D radio-graphs, with a median / mean localization residual of 0.92 mm / 1.30 mm.
INTRODUCTION
As a first step in computer aided diagnosis systems or as an analysis step by itself, anatomical structure localization is a crucial aspect of medical image analysis. It is expected to yield accurate estimates of the spatial positions of anatomical landmarks or entire structures in a short run-time. Key to existing state of the art methods is the availability of annotated training data, where the actual images are manually labeled with landmark positions or bounding boxes. As these annotations are very time-consuming to obtain, especially for 3D or large-scale data sets, the development of semi-supervised or one-shot learning approaches to reduce the number of required annotations is of utmost importance for the practical applicability of these localization methods.
In the present work we propose a system to construct a landmark-based model of an anatomical structure, requiring only a single annotated example and a set of additional training images. In an incremental fashion, exploiting all landmark information available at each iteration, we build an intermediate localization model, perform localization on all training images, and select the best landmark matches from these hypotheses to refine the model. This process is repeated until all training data has been included in the model, i. e. an automatic annotation of all training images has been obtained.
Given these automatically generated annotations, the important question is: How accurate are these annotations in comparison to a manual annotation, and how accurate are the localization results when compared to results obtained using fully-annotated training data?
State of the art
Localizing anatomical landmarks using the positions of selected interest points has been the objective of [1, 2] . The methods learn interest point detectors on training data, estimate positions of landmark candidates in the target volume and finally disambiguate these candidates by matching a geometric model. Both methods rely on the classification of the entire volume. Reducing the complexity by working on axial slices, [3] parse whole body CT data in a hierarchical fashion, but are concerned with finding larger organs. While substantially speeding up the localization this only works for objects which are rather large in respect to the overall volume size, since the objects have to be visible in at least one of the three central orthogonal slices. Using Random Forests for the localization of organs in thorax CTs through bounding boxes has been been proposed in [4] . An extension using Hough ferns was presented in [5] to predict the bounding boxes of multiple organs at once in full-body MR data. [6] presents a different approach which employs ensembles of top-down image patch dictionaries, which allows to localize anatomical landmarks two to four orders of magnitude faster than approaches based on pixel/voxel classification. Due to its fast runtime and high accuracy, this method is employed in this paper to obtain the intermediate landmark hypotheses on the training data as well as for the final landmark localization evaluation on test data.
In parallel to the above developments, the automatic or semi-supervised annotation of training data with landmarks has been investigated. [7] automatically construct a model of an anatomical structure for the initialization of a subsequent dense registration in an un-supervised fashion by a popula-tion based optimization. They use candidate locations generated either from a grid-based search for similar patches or from interest points. While reporting very good results the selection of points used for the model is driven by the interest point detection, not necessarily anatomical relevance -i. e. the locations the method incorporates into the model can not be chosen. This yields results which represent parts of the image in more detail than others, and the location of anatomical landmarks has to be inferred from the landmarks chosen by the approach through interpolation. [8] employ incremental model building similar to our work, but again the underlying method is restricted to landmarks obtained through standard interest point detectors, such as Harris corners, instead of anatomical landmarks. Such interest points pose a delicate sensitivity / number of landmarks trade-off, resulting in inaccurate or very slow model matching / hypothesis generation, especially on 3D data.
Contribution We present a simple, fast method for the global, accurate localization of anatomical structures, relying on a set of example images and only a single manual annotation.
Paper structure
The paper is structured as follows: Sec. 2.1 details the construction and application of top-down image patch regression for landmark localization and Sec. 2.2. describes the one-shot learning approach for building a localization model from a single annotation. Sec. 3 introduces the experiments, with the results presented in Sec. 3.2. A conclusion and an outlook can be found in Sec. 4.
METHODS
Throughout this paper, we will employ the following terminology: manual annotations m 
Image Patch Regression
Top-down image patch regression [6] allows for the very fast localization of anatomical structures in 2D and 3D image data, while exhibiting high accuracy in the resulting localizations. Summarizing the design of the approach, it is strictly divided into a training and a localization phase:
Image patch dictionary learning (A)
For each annotated landmark m j * and each of several downsampling scales s ∈ 1 . . . S and all training images N , a dictionary is learned, resulting in L × S dictionaries. Each entry in these dictionaries contains both an image patch around m 
Top-down localization (B)
During localization on a target image, the scale-pyramid is traversed top-down, with two actions at each scale s: ensemble landmark prediction and shape model regularization. Starting with all landmark positions initialized in center of the target image, the landmark predictions are obtained by looking up the most similar image patch around each of the L landmarks in the corresponding dictionary for scale s. This yields the prediction of the relative landmark-positions, with which the current landmark position estimates are updated and PCA shape model regularization is applied. Descending through the scales the landmark positions thus get more and more refined, yielding the final landmark localization r(m) k j for the target image.
One-shot learning of localization models
To be able to construct a localization model from a single annotation, we try to exploit all available information to incrementally estimate the so-called generated annotations g i j for the training images without manual annotations. At every iteration, all annotations (manual or generated) can be used to construct a localization model, which is again applied to the training images to generate further annotations until all training images are annotated.
Initial model enlargement
We first construct a set A of annotated images from the single annotated training image i * by including spatial transformations of it. We include variants with the aspect ratio changed by ±10% in both x-and y-directions. This results in a set of 5 images together with the corresponding (transformed) manual annotations. Additionally, to enlarge the flexibility of the PCA shape model of the landmarks we include variants of the landmark configuration where the individual landmarks are perturbed by up to 10% of the typical distance to their neighbors.
Model matching and candidate selection
We thus have two sets of images: the set A of images with annotations and the set T of un-annotated training images. By performing the learning step (A) from above we can construct a landmark localization model (i. e. the learned dictionaries and the PCA shape model) from A. Applying the localization step (B) then allows to obtain landmark candidatesĉ This concludes one iteration of the learning scheme. Hence, during each iteration, the set of images with (partial) annotations (manual or generated) A becomes larger, while the set T becomes smaller -until annotations have been generated for all training images and the set T is empty.
Anatomical structure localization with learned model
The actual localization of the anatomical structure in a test image is then performed identically to the case when only manual annotations are used: All training images (which are entirely annotated with manual or generated annotations) are used in (A) and allow to perform localization on the test image using (B), resulting in r(g) Table 1 : Residual distances of the localization result to the manual ground truth annotation, for using (a) fully manually annotated training data and for (b) annotations generated using one-shot learning from a single manual annotation.
interphalangeal (PIP), metacarpophalangeal (MCP) and carpometacarpal (CMC) joints for each finger. The experiments were run in a four-fold cross validation framework, learning the localization model (the dictionaries and the PCA shape model) on 15 images, and performing the localization on the remaining 5 images. For the comparison between manual and generated landmarks from one-shot learning we used a) manual annotations for all 15 training images, b) manual annotations for one randomly chosen image of the 15 training images and automatically generated annotations for the remaining 14 training images.
Results
The results of the two approaches are presented in Tab. 1 and Fig. 1 (a,b) . We see that both methods exhibit a very high accuracy at localizing the anatomical structure in question. When using a fully annotated training set the resulting localizations yield a median / mean / std residual of 0.72 mm / 0.90 mm / 0.71 mm, while using only a single manual annotation together with the automatically generated annotations yields a residual of 0.92 mm / 1.30 mm / 1.27 mm.
For the majority of landmarks, as shown in Fig. 1 (c,d) , the automatic annotation and subsequent localization yields results that compare favorably with the fully manual approach, and the localization performs consistently across the entire data set. Only in the area of the carpometacarpal joints our method incurs a larger error, due to the considerably more difficult image structure which results from the overlapping bones.
The runtime for the generation of the localization model amounts to about 20min in a purely Matlab-based implementation. The localization itself is performed in about 0.6sec on a single core of a standard PC.
CONCLUSION
We have demonstrated that the incremental building of models for anatomical structure localization from a single manual annotation is feasible and that the accuracy of the localizations on test data using such a model show very promising results. Consequently, the time required for the manual annotation of training data is considerably reduced, as only a single annotated training image needs to be provided. Future work will expand on these initial results by pursuing the extension of the method to 3D data sets and by performing an in-depth evaluation on large-scale data sets.
