As economics modeling moves from super rational decision makers to considering boundedly rational agents, some economic problems deserve a second look. This paper studies the effects of learning on the efficiency of search. Once learning is taken into account, the structure of information flow becomes important. In particular, I highlight the truncated information structure in the search problem. Agents stop searching once a sufficiently attractive price is found. Therefore, they observe the performance of shorter searches, but do not directly observe the performance of longer searches. I design and conduct an experiment to test the hypothesis that this asymmetric flow of information leads agents to search too little. I find strong evidence in its favor. This suggests that in the presence of learning, the provision of a more symmetric information structure will make search more efficient.
Nowadays it is widely agreed that learning and other behavioral regularities are important in many economic settings. The importance of learning raises a full set of new questions related to the speed at which learning takes place. In a repeated interaction, if learning is fast, equilibrium analysis is of great importance. If learning is slow, however, many real world observations may be of off-equilibrium actions, and hence our prediction and analysis should take a different path. 1 As economics modeling moves from super rational decision makers to considering boundedly rational agents, some economic problems deserve a second look. This paper studies the effects of learning on the efficiency of search. The solution to the search problem is straightforward for super rational decision makers, who compute the optimal reservation price and search accordingly. 2 Boundedly rational agents, however, cannot compute the optimal reservation price in advance, and hence adjust their search strategy over time and learn from experience.
Once learning is taken into account, the structure of information flow becomes important. I suggest that strategies used by agents are more likely to be reevaluated once it was actually observed that a different strategy could have done better. A more frequent reevaluation leads, in turn, to faster learning. Hence, learning is likely to be faster when it is possible to observe hypothetical earnings from strategies that were not actually played. Whether or not agents observe these hypothetical earnings depends on the specific information flow.
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This paper highlights the truncated information structure in the search problem. When agents search for the highest price, the search ends once a sufficiently high price is found. The typical cutoff stopping rule makes agents observe only part of the price distribution, truncated from above by the final transaction price. Such information does not allow agents to symmetrically assess and evaluate their strategies, and hence slows their learning process. Therefore, as agents search, they obtain information about the performance of shorter searches, but not about the performance of longer searches. Consequently, agents who search too much will observe the benefits of shorter searches; they will be able to adjust their behavior and to search less in subsequent searches. In contrast, agents who search too little do not get the same opportunity to observe their errors, and will not be as likely to correct it and search more in subsequent searches. The hypothesis suggests that a more symmetric information flow will significantly increase the speed of learning and therefore improve the efficiency of search. This idea is consistent with directional learning theory, as suggested by Selten and Buchta (1994) .
I test this hypothesis and its implications in an experimental setup. As discussed in more detail in Section 1, there is one common phenomenon that stands out from the vast majority of experimental papers about search behavior: subjects in experiments search too little when compared to the optimal search strategy.
3 Section 1 discusses three potential reasons for this result. The first is risk aversion, which provides an incentive to avoid risky search and stop "too early." The second is an asymmetric cost structure around the optimal search strategy: searching too much would typically be much more costly than searching too little. The third potential reason for the too little search result is a direct implication of the hypothesis discussed above, which is the focus of the paper. It suggests that the truncated information structure of the search problem may be a driving force behind the robust "too little search" result.
Section 2 describes the experimental design that tests this possible explanation. The control group uses the standard search environment, in which subjects do not get any further feedback once they stop searching. 4 In contrast, subjects in the other experimental treatment face a more symmetric information structure by observing post-purchase information. While post-purchase information is useless for subjects who search optimally, it may be used as a learning device for boundedly rational agents. In particular, if an asymmetric information flow is important, post-purchase information may provide a more symmetric feedback, thereby generating longer searches.
The results are described in Section 3. They show that subjects who face a more symmetric information flow search significantly more, although still less than the optimal level. In addition, I document the important effects of information flow on learning and on strategy adjustments. I find strong evidence for the learning mechanism described above: subjects are significantly more likely to adjust their strategies in the direction of the information they actually observe. In particular, after subjects observe that a shorter (longer) search would have done better, they are more likely to shorten (lengthen) their search in a subsequent search. This result is robust, statistically and economically significant, and is present in both experimental treatments. This is precisely the mechanism which makes post-purchase information so effective: subjects in the control group cannot observe such information and therefore can never actually observe the performance of longer searches. In contrast, subjects in the experimental treatment, who face a more symmetric information structure, will sometime observe that longer search would have done better. Thus, they are more likely to revise their search strategy towards longer searches.
As discussed in Section 4, these results have important implications regarding the efficiency of search. They suggest that once these behavioral regularities are taken into account, search rules should be revised to adjust for the truncation of information flow. These implications may be more important for search markets in which post-purchase information is less common, i.e. in which it is uncommon for participants to observe prices when they are not actively searching. For example, it implies that post-purchase, supposedly irrelevant information may be actually valuable in improving search strategies in subsequent purchases; by making mistakes more salient, economic agents are more likely to reconsider their search strategy and search more efficiently in the future.
Motivation and background
The literature on consumers' search and its implication on market equilibrium dates back to seminal paper "The Economics of Information." Most of the literature deals with homogeneous good markets, in which there exists price dispersion. The general setting is that consumers have information only about the distribution of prices and they search for the lowest price. Since search is costly (fixed cost per search) and consumers cannot afford to search as much as they would like, higher prices survive in equilibrium.
In this paper I focus on the simple sequential search problem, in which an agent sequentially obtains prices from a known price distribution. The agent searches for the highest price at which to sell a good, and has to decide when to stop; this is the prominent setup in the literature. In such a case, we can think of the agent as a seller (or a job seeker), who searches for the highest bid (wage) for her product (services).
I first outline the theoretical predictions for the simple search model. If the agent perfectly knows the (stationary) distribution from which prices are sampled, then her optimal search employs a strategy of a reservation price. The risk-neutral agent continues to search as long as the expected value of an additional bid is higher than the cost of obtaining this bid, i.e. the reservation price R is the solution to
where c is the search cost, p is the sampled price, and F(·) is the cumulative distribution function of prices, which is known to the agent.
5
Throughout I do not allow the possibility of recall, i.e. whether the agent can change her mind and accept previously rejected offers. While the possibility of recall is favorable to the agent, note that in this standard setting-stationary price distribution and identical cost per search-reservation price strategy is optimal, so a rational agent would never recall. In addition, by construction, there is no recall when using any other, sub optimal, reservation price, so recall is not an issue for the present study, as will become clear later on.
Experimenters in economics started studying individual search behavior in the early 1980's. The main question they tried to answer is how individuals search, and how close they are to optimal behavior. As already mentioned, the vast majority of the experiments share a common result: subjects tend to search too little compared to the optimal rule. 6 This result is the main motivation for this paper.
There are different competing explanations for the "too little search" result. The first, which is often discussed in the literature, is risk aversion. Once a subject is faced with the decision whether to stop or to continue, the choice is equivalent to choosing a lottery. The higher the level of risk aversion, the less likely the subject will accept the "lottery" and continue searching. There are reasons to believe, however, that risk aversion is not enough to explain the "too little search" result. First, all experiments offer very low monetary prizes, over which one may assume that subjects are locally risk neutral (Rabin, 2000) . In addition, in a repeated search problem (which is the case of most experiments) subjects are diversified over time and bear lower risk. 7 The risk aversion problem is further reduced once subjects are restricted to use predefined search strategies. Indeed, shows that risk aversion can be a possible explanation for only twenty percent of his subjects who search too little. 8 The second possible explanation, which is suggested by , is that stopping rules that give rise to too little search perform rather well in most cases. On the other hand, stopping rules that give rise to too much search perform quite poorly. Hence, subjects who search too much are more likely to revise their rules downwards, so on average subjects will search too little. In Einav (2002) I test for this explanation, and show that, indeed, it partially explains the too little search result.
The third explanation, which has not been tested in the literature, arises from the structure of information flow in the search problem, and the notion of observational regret as a learning device. Subjects can experience regret in this setting when they observe a previously rejected price that could have made them better off. 9 When the stopping rule is of a reservation price, then only prices that are lower than the reservation price can be a source for regret. A price higher than the reservation price cannot be a source for regret, because the only such price observed will be the transaction price, which is the last in the sequence of offers (after which search ends). Consequently, if observational regret enhances learning and affects subjects when they revise their stopping rules, then we should observe more revisions downward, so subjects will end up searching too little. It is important to note that the mechanism described is not based on anticipated regret that enters into the individual's utility function, but on observational regret that serves as a learning device that "reminds" the individual to reevaluate her strategy. 10 This explanation is the focus of the experiment described below.
Experimental design
The experimental design has two different experimental conditions, a control group and a treatment group. Subjects in the control group face the experimental design of , while subjects in the treatment group face a slightly different information structure. Differences between the groups will allow me to test my central hypothesis.
The setup uses a repeated search for the highest price (bid), in which subjects are restricted to use reservation price strategies. The reservation price can be revised from period to period, but not between bids within the same period. Subjects have full information about the price distribution, and they pay a fixed amount at the beginning of each period.
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There are several reasons why this setting is attractive. First, the distribution is known to the subjects, so there is no room for prior beliefs that subjects might form, for which the experimenter cannot control. Complete information about the distribution also controls for heterogeneity among subjects in information-gathering techniques, and provides a unique optimal strategy that can serve as a benchmark for comparison. If information is not complete, such optimal strategy depends on the prior, which may vary across subjects.
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Second, the search problem is repeated, so search is observed for consecutive periods and learning can take place. As has been widely shown in the experimental literature, 13 learning is key in many experiments, and many subjects need experience in order to better understand the setup and the environment.
Third, while making the problem somewhat less realistic, the use of predefined strategies allows the experimenter to avoid dealing with dynamically inconsistent behavior by subjects, which is likely to occur in a search problem. Finally, strategies are simple, and consist only of a reservation price. This allows for a simple and convenient quantitative prediction and analysis, without losing too much generality.
The price distribution is uniform over a discrete support, which includes integers between 1 and 100 (cents), so each of these integers has a probability of one percent. The search cost is 2 cents for each new bid. The fixed cost per period is 50 cents. The optimal reservation price in such a setting is 81 cents. replicates the too little search result in such a setting, so it is reasonable to explore this result even with these restrictions on search strategies. 14 Let us define the concept of (observational) regret: subjects observe regret if their profits could have been higher by stopping earlier.
15 Using this definition, Sonnemans' results show that although regret is not very frequent, it has a very important role: subjects are twice as likely to revise their reservation price after experiencing regret, and when they do, the absolute magnitude of change is much higher. Similar results are replicated in this paper and provide the motivation for a deeper look at the role of observational regret as a learning-enhancing device.
As mentioned earlier, this basic setup results in an asymmetric information structure, which leads to a one-sided regret. For that, I distinguish between two types of regret. The first, upward regret, is a case in which a subject observes that she could have done better by setting a higher reservation price and continuing to search. The second, downward regret, is the original case of regret in which a subject could have done better by setting a lower reservation price and stopping the search earlier. In the control group, by construction, subjects can only experience downward regret, because they do not observe bids after they stop searching. Therefore, the second experimental treatment allows for a more symmetric information flow by making subjects observe post-purchase bids. This allows for experiencing regret in both directions. In particular, I let subjects in the second experimental treatment observe three additional bids that they would have gotten had they continued searching (by setting higher reservation price). Other than that, subjects follow exactly the same procedure as subjects in the control group. In such a setup, a downward regret is still possible, as in the control group, but now there is also the possibility of an upward regret. This may be the case if one of the three additional bids is sufficiently high.
The three additional bids are, on average, about 60% more bids than typically observed, as the average number of bids around the optimal strategy is about five. It allows for sufficiently high probability (about 45% at the optimal strategy) of observing upward regret, without making it too tedious for the experimental subjects. Given the results described below, which suggest that these additional bids affect learning and efficiency, it may be interesting to investigate how learning changes when the number of additional bids varies. I leave this for future research.
Implementation and results
After a small-scale pilot run that led to a few technical changes in the experimental design, I ran five identical sessions of the experiment. The subjects were chosen (on a first-comefirst-served basis) from the subject pool of the Computer Lab of Experimental Research (CLER) at the Harvard Business School. The majority (but not all) of the subjects in this pool are undergraduate students from Harvard University and Boston University.
16 Each of the runs was performed in a single session that included subjects from both treatments. All sessions were held at the CLER and lasted about 90 minutes each. The random draws from the distribution were drawn in advance, and were identical for all subjects. Subjects were not aware that they all faced identical draws. 17 The number of subjects was 35 for the control group and 40 for the experimental treatment.
In what follows I describe the experimental results. First I report the means and medians of earnings and reservation prices over time and across experimental treatments. These results give a general idea of the behavior of subjects, and are most easily compared to results of previous experiments. Next, I continue by looking at other dimensions of the experimental results, focusing on observational regret.
Using regression analysis, I obtain strong evidence in support of the hypothesis that observational regret serves as a learning-enhancing device (Tables 3 and 4 ). The results show that an observed downward regret makes subjects significantly more likely to decrease their reservation price, and that an observed upward regret makes subjects significantly more likely to increase their reservation price. Probabilistic regret, which is not actually observed, has no significant effect. In the end of this section I summarize my findings. Table 1 presents the minimum, maximum, and average earnings for each treatment. As can be seen, subjects earned on average a little less than $30, with earnings varying between $20 and about $31, except for few subjects who earned very little. The earning distributions for the two groups are very similar.
Descriptive statistics
At the end of each session, after subjects had received their earnings, they were asked to describe in writing the way they approached the problem. Despite the big effort to make Note that subjects were guaranteed $20 (so the few subjects who obtained less than that received $20 in the end of the experiment).
subjects understand the setup, it seems from the answers that some of them had a very weak idea of what they were supposed to do during the experiment. For comparing the means and medians of reservation prices across the two experimental conditions (and only for that), these subjects introduce biases and increase the variance, so I chose to drop them from the sample for this specific analysis. 18 The reason is that a random draw from the distribution has a mean of about 50, while the majority of the observed reservation prices are in the range of 70 to 85. It turned out that subjects in the experimental treatment were more likely to get confused and to think that they do not understand the instructions. This is due to the additional observed draws, which had no practical effect on the outcome (beyond their effect through learning). Therefore, comparing means with these "random" subjects in the sample is likely to bias the results downward in this treatment, when compared to the control group, and hence create problems in the interpretation of the simple comparison of means across groups. In all other statistical analyses, such "random" subjects can be treated as a "white noise," so I keep them in the sample, and they have little effect on the results. Table 2 and Figure 1 show the average and median reservation price for each group, as it evolved over the 100 periods of the experiment. As in previous experiments, which are discussed in Section 1, it is shown that, on average, subjects search too little. For both groups in all periods the average reservation price is below the optimal reservation price of 81, making subjects stop searching too early. The results confirm the hypothesis that subjects who may experience symmetric regret by observing higher prices after they have stopped searching end up searching longer and setting higher reservation prices, closer to the optimal one. Once the "random" subjects are dropped, there is much less noise in the averages, so I am able to obtain statistically significant differences between the two groups.
There are a few additional interesting results that should be mentioned. First, even subjects in the experimental treatment, who search more, still search too little by setting average reservation prices that are significantly lower than the optimal one, 81. This can be explained All figures in all tables are significantly (at 5%) different from 81, the optimal reservation price. The criteria for defining a subject as "random" is given and motivated in endnote 18. This table and the corresponding Figure 1 are the only place in the paper where such selection is applied. All other analysis of the paper is based on the full sample.
by the other factors that affect search strategy (see Section 1), such as the cost asymmetry (see also Einav, 2002) . Second, it is quite clear that the results are not driven by initial conditions. The first period is completely identical for both group, 19 and subjects indeed start from almost the same average reservation price, as shown in the first row of Table 2 . Finally, it is important to note that even after one hundred repetitions subjects continue to adjust their reservation prices, albeit they do so less frequently.
Observational regret as a learning-enhancing device
In this section I focus on the effects of observational regret, which is the main focus of the paper. In analyzing observational regret, it is useful to make comparisons with an artificial experimental group, the "Pseudo control group." This comparison looks at the behavior of subjects in the control group as if they were observing the three additional prices just as the subjects in the experimental treatment. 20 This allows me to better control for the results associated with the experimental treatment. That is, I control for the possibility that observational regret itself has no impact, but is simply correlated with some other relevant variables. For example, it is natural to assume that subjects will be more likely to adjust their reservation price downwards (upwards) after setting a relatively high (low) reservation price. Downward (upward) regret is also more likely to be observed after setting a high (low) reservation price. Hence, an adjustment upward may be positively correlated with upward regret only because of statistical reasons, without any causal effect of observational regret. By using the pseudo control group, and comparing it to the experimental treatment, I am able to obtain the perfect control, so that the only difference among subjects in the two groups is the actual observation of regret.
While simple empirical probabilities may provide an idea of the effect of observational regret on subjects' behavior, the cleanest test can be done using a more rigorous statistical analysis. In what follows, I use regression and multinomial logit analysis to test the idea of directional learning through observational regret.
21 Tables 3 and 4 analyze the effects of observed regret on the subsequent adjustment of reservation prices. In particular, for each subject i in period t(t > 1) I regress the change in reservation price from period t − 1 to period t (i.e. r p t − r p t−1 ) as a function of observed regret in period t −1 and other controls. The control variables, which include the reservation price at period t − 1, the number of bids in period t − 1, and the dollar earnings (in cents) in period t − 1 are all trying to make sure that the estimated effect of observed regret is indeed causal and driven by learning, and it is not due to some other statistical regularity, such as the one mentioned above. All regressions are run separately for each group, and cluster by subject, to correct for the likely correlation in each individual's behavior over time. The most convincing result, in my view, is the comparison between the effect of upward regret in the pseudo control group and the treatment group. The significant difference in its effect across the two groups can only be attributed to the actual observation of upward regret. Table 3 reports a linear regression in which the dependent variable is a logistic transformation of the change in reservation price (so that the results are not driven by few extreme changes, from 1 to 100 and vice versa). In all groups the effect of a downward regret is negative and statistically significant: ceteris paribus, when a subject observes a downward regret, she is more likely to subsequently choose a lower reservation price. The effect of an upward regret works at the other direction: everything else equal, subjects in the treatment group who observe an upward regret are more likely to subsequently choose a higher reservation price. While this effect loses some of its statistical significance once more control variables are added (column 6; its p-value is about 12%), it is in sharp contrast to the absence of this effect (in terms of magnitude and significance) in the pseudo control regressions. Subjects in the control group are not affected by upward regret. This suggests that it is the actual observation of upward regret, rather than some hypothetical regret, that makes subjects adjust their strategies. Often, this adjustment would be in the right direction, towards the optimal reservation price, as most subjects use too low reservation prices. This is the primary factor for the efficiency differences between the groups shown in Figure 1 . t-stats below coefficients, clustered by subject. * * , * implies significance at the 1 and 5% confidence level, respectively. The regressions are run for each experimental treatment separately. The control group and the pseudo control group use the same data. The only difference is that in the pseudo control an upward regret regressor is computed, as if subjects could observe post-purchase information. The coefficient on Downward regret suggests the existence of observational learning. The most important observation, however, is the difference in the magnitude and significance in the coefficient on Upward regret in the pseudo control group and the treatment group regressions. Its significance only in the treatment group regression implies that it is only the actual experience of regret that affects behavior. The rest of the regressors are controls. They all obtain the predicted signs. The regressions include all subjects.
To gain some intuition for the magnitude of the effect, a subject who would otherwise not change her reservation price will decrease (increase) it by about 0.7 (0.15) after experiencing downward (upward) regret. 22 This magnitude is quite large considering the fact that, on average, each subject increases her reservation price by about 0.08 per period. Loosely speaking, a downward regret offsets about nine periods without regret, while an upward regret is equivalent to three periods without regret.
The control variables all have the predicted signs. Higher reservation prices make it more likely to adjust downwards, and higher number of bids have similar effect. Earnings do not seem to have a significant effect on the strategy adjustment. These coefficients on the control variables illustrate why it is important to use them. Downward regret is more likely after a high reservation price and high number of bids. Thus, if we did not control for these variables in the regression, we would obtain stronger estimated effect of downward regret, which would only be driven by statistical properties of regret. After using these variables Estimates are reported as odds ratios. z-stats are reported in parentheses, clustered by subject. * * , * implies significance at the 1% and 5% confidence level, respectively. In all regressions, the base category is no change in the reservation price. The regressions reported below are similar to those reported in Table 3 . Rather than using the magnitude of the change in reservation price, these regressions replicate the same pattern of Table 3 , when the dependent variable is the discrete choice of whether to change the reservation price, and if so in which direction. The top panel runs the regressions with no controls, while the bottom panel adds several controls. The results are qualitatively similar. The specification is of a multinomial logit, where the reported figures are of odds ratios. As in Table 3 , the Downward regret works as predicted: it increases the probability of changing the reservation price downwards, but has no significant effect on a change upwards. As before, the most interesting contrast is between the effect of Upward regret in the pseudo control group, where it is not significant, vis-à-vis its significant effect in the treatment group. Again, this implies that it is only the actual experience of regret that affects behavior.
as controls, it seems much more likely that the remaining effect of regret is indeed due to learning. Table 4 repeats the exercise, using multinomial logit regression. Rather than using the dependent variable as a continuous measure, Table 4 only analyzes the direction of strategy adjustment, to focus on the directional learning idea. Thus, the dependent variable is discrete: upward adjustment of the reservation price (r p t − r p t−1 > 0), no adjustment (r p t − r p t−1 = 0), or a downward adjustment (r p t − r p t−1 < 0). The results are similar to those presented in Table 3 . In all groups, observing a downward regret makes it more likely that subjects adjust their reservation price downwards, while observing an upward regret makes it more likely that subjects in the treatment group adjust their reservation prices upwards. In sharp contrast, (hypothetical) upward regret has no significant effect in the pseudo control group, suggesting that it is only the actual observation of regret that affects behavior.
Again, the magnitude of the effect is quite substantial. On average, each subject adjusts her reservation price downwards about 28 percent of the times. The odds ratio of 4.34 in the top panel of Table 4 implies that after experiencing a downward regret, this probability is much higher, and is about 64 percent. Similarly, the odds ratio of 1.42 for upward regret (the last column of Table 4) implies that the probability of adjusting the reservation price upwards become about 40 percent, compared to an average probability of 32 percent.
Summary
The results replicate well previous results that found that subjects search too little. In this setup it is shown that subjects in both groups set on average a reservation price which is significantly lower than the optimal reservation price of 81. In addition, I show that subjects who are able to obtain more symmetric information structure tend to search better, closer to optimal, albeit still too little. Finally, the results document quite strongly the effect of actual observation of regret, in both directions, upward as well as downward. The analysis suggests that observing regret can be thought of as a feedback to the subjects, which enhance their learning. Once the feedback is objective, symmetric in both directions, subjects react accordingly and better converge towards the optimal reservation price.
Conclusions and further research
Previous experimental search papers have consistently found that subjects in experiments search too little. In this paper I test for a possible explanation for this robust result, and find evidence in its support. Subjects, who can evaluate their strategies more symmetrically by observing post-purchase information, search more intensively.
In addition, the results show the importance of observational learning in the form of observational regret as a learning-enhancing device. Using the individual search problem it is shown that actual observation of regret leads to a directed adjustment of played strategies, while probabilistic regret has no statistically significant effect. It is evident that subjects who are able to actually observe regret end up searching in a more efficient way by setting reservation prices that are closer to the optimal one.
We can try to extend these results to strategic interactions. For example, one could look at a sequential two-player game, using both the action method and the strategy method.
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In the strategy method subjects are informed about the full strategy of their opponents, so they can calculate their unrealized payoffs. In this sense, the strategy method is similar to the experimental treatment and allows for observational regret, while the action method is similar to the control group, in which subjects may only speculate what could have been their earnings had they chosen a different action. The results from this paper suggest that learning and convergence to equilibrium would be faster when the strategy method is used.
The observation of post-purchase information is not only a "mechanical device" to test the explanation for too little search. It may also be a closer description of certain markets in the real world. It is quite often that a consumer buys a certain good and later observes the same good being sold at a lower price. This new information can be obtained from a friend who bought the same good, from advertisement, or from visiting the same retail store for another reason. Moreover, it seems plausible that consumers who bought a certain product recently are more likely to internalize new information about it. Consequently, the results obtained in this paper suggest an important empirical implication: search is going to be closer to optimal in markets in which consumers are more likely to obtain post-purchase information. This prediction may be testable. This can be done by comparing search behavior in markets for similar products that differ in their information structure. 24 In markets where search is repeated but post-purchase information is not frequently available, a more efficient search can be achieved by designing search strategies that will make information flow in a more symmetric manner, making post-purchase information more readily available.
Appendix A: Experiment instructions
You are participating in an experiment about individual decision making. Hence, nothing that you do can affect the other participants, and nothing they do will affect you. In addition, the setup is not completely identical for all of you (and a lot of it is random), so trying to learn from others' choices does not make much sense.
The experiment consists of 100 identical periods. At the start of each period you will get an artificial object for 50 cents. You will have to sell this object to the computer. Each period, before the computer makes bids for the object, you will have to announce the minimum price at which you are willing to sell the object. Then, the computer will make bids for the object, until there is a bid greater than or equal to the minimum price you have announced.
The selling price will be this last computer bid.
You can think of this setup as a search for a new job. In this analogy, each computer bid is a wage offer for the same job, and your search criterion defines a minimum wage at which you are willing to take the job.
There are three things that are very important to know:
1. Every bid costs 2 tokens. Using the wage analogy, these costs can stand for the time you spend looking for a job. Hence, your costs in a period are two tokens times the number of bids in that period, plus the 50 tokens that you had to pay to get the object.
2. Your earnings in a period are the price at which you make the sale (the first bid that is greater than or equal to the minimum price announced at the beginning of that period), minus the costs in the same period (i.e. Earning = Sale Price − 2 × Number of Bids − 50). Note that it is possible to have negative earnings in a period. If that happens, the loss will be deducted from the earnings in other periods. 3. All bids are integers between 1 to 100 tokens (1 and 100 included). Each bid is independent of previous bids and of the minimum price you announced. The bids have already been generated randomly, prior to the experiment, so any decision that you make during the experiment is not going to affect the bids you will get later on. In page 4 of the instructions you can take a look at a histogram of 100,000 bids that were generated by the same process that generated the bids you will get during the experiment. The height of each bar is the probability of getting the corresponding bid.
At the beginning of each period you will start by having a sample of computer bids (arranged in a circle shape) which were generated by the same process as the real ones. These sample bids are independent of the real ones, and are provided only in order to give you a better understanding of the distribution of bids. There are no tricks-if you feel that you understand the distribution from which the bids are generated, it is totally sensible to ignore these sample bids. The sample bids are provided only in order to give you a better "feel" of the distribution of bids. After you have looked at the sample bids, you can choose your minimum selling price for that period and bidding will take place.
At the end of each period, some of you will get the opportunity to observe the next three computer bids (you get it the same way you received the previous bids). These additional bids cannot be used for sale. They are provided in order to let you see how more bids would have looked like in case the minimum selling price you had set would not have made you stop where you stopped, so bidding would have continued.
The above will go on for 100 periods. Your total earnings will be the sum of the earnings in each period.
Note that by choosing your minimum selling price you choose both the expected price you will receive and the expected number of bids you will pay for. Therefore, by choosing your minimum selling price thoughtfully, you can increase your earnings. Now bidding will take place, as can be seen in the screen below. You can get new bids by clicking the "Next Bid" button (left bottom corner) for each new bid. When bids take place, they appear on the left side of your screen. There are three columns-the bid number, the bid, and the amount you would have earned if the bid was the last one for the period (calculated by: bid − 2 × bid number − 50). On the right side of your screen, your performance in past periods is recorded-the period, the minimum price you announced for that period, the number of bids you got, the sale price and the total earnings you had for the period. At the top of the screen, you can see also your subject number, what period it is, the minimum price you announced for the period, and your total and average earnings so far. Once a period ends, click the "Next Period" to go on.
After you are done, the last screen will pop up. Fill in your name and social security number and click the "Print and Quit" button. We will collect the printouts from the printer, prepare your payment and call you to pick it up. The receipt is the only place in which your name and social security number are recorded. Other than that, only the random number assigned to you is recorded.
If there are no further questions, you are ready to start. The instructors will approach your desk and activate the program.
Enjoy! up learning and convergence. Pilot studies without fixed cost have indeed shown that the fixed cost is quite useful for this purpose. 12. Even with full information, one may wonder how well subjects understand the information they are given. In the experiment described below I try to help subjects understand what the distribution is by showing them a random sample from it. 13. See, for example, Roth and Erev (1995) and the references they cite. 14. had 19 subjects who played for 45 periods. They started (period 1) with an average reservation price of 67.5 and ended (period 45) with an average reservation price of 77.9, which is still below the optimal reservation price of 81. 15. As emphasized in the previous section, it is important to distinguish between the concept of observational regret, which is defined above, and the more common use of (anticipated) regret, which enters into the utility function. Throughout the paper, regret plays a role in enhancing learning, but not through any direct effect on utility. 16. The complete instructions can be found in Appendix A. Appendix B provides a description of the computer program, which was also given to the subjects before the beginning of the experiment. These, and a short pre-experiment exercise, were read aloud to subjects prior to the experiment. 17. The identical draws eliminate some of the noise that can arise from the random differences in the draws among subjects. It is also true, however, that identical draws may cause some bias in the results (if, for example, the very first rounds are crucial for learning). With a relatively small sample, the trade off is best resolved by having identical draws. With large enough sample, however, it would be definitely better to allow different draws for each individual. 18. The criterion for dropping subjects was very conservative. I drop any subject who chose reservation price lower than 50, for at least 5 times during the last 40 (out of 100) periods. In general, a reservation price lower than 50 seems somewhat unreasonable given the fixed cost of 50. I look only at the last 40 periods because it makes sense that subjects may not realize immediately that less than 50 is a bad strategy, but only later on. It goes without saying that the criterion was chosen without looking at its affect on the results. This criterion led to dropping as many as 15 subjects (5 (out of 35) from the control group and 10 (out of 40) from the treatment group). As could be predicted, more subjects got confused (and were dropped) in the somewhat "more confusing" condition, namely the treatment group, in which they get to observe post-purchase bids, which have no effect on the outcome. 19. At the very first period subjects from either group do not know which condition they are in. Only in the end of the first period, once they observe or do not observe post-purchase prices, they realize to which one of the groups they were randomly assigned. 20. These three additional prices are known to us, because the sequences of bids were previously generated. In fact, for our purposes we could also generate new i.i.d draws from the same distribution, and think of them as the three potential future bids. 21. Simpler descriptive statistics also lead to similar conclusions, and are reported in Einav (2002) . The qualitative results are not sensitive to the particular specification or to whether the "random" subjects are included or not. Tables 3 and 4 provide results with all subjects included. 22. This is calculated by inverting the logistic transformation. For an estimated coefficient of a, its effect on the dependent variable, which would otherwise be zero, is given by log(0.5 + a) − log(0.5 − a). 23. Take the ultimatum game for example, in the action method the responder would only accept or reject the offer he actually received, while in the strategy method the responder would have to specify a fully contingent strategy of whether he would have accepted or rejected any potential offer. 24. For example, we can think of two markets for the same product, a regular one and an online one. Alternatively, one can think of two U.S. states that differ in the law regarding advertisement of tobacco products. Postpurchase information is likely to be better in states that allow for such advertisements. It must be noted, however, that a clean test of the prediction would require the two markets to differ in the post-purchase information, but to be similar in the pre-purchase information, as well as in the mix of consumers who participate in them. Such examples may be hard to find in real world, which is one of the reasons that make experiments so useful.
