We prove the non integrability of the colinear 3 and 4 body problem, for any masses positive masses. To deal with resistant cases, we present strong integrability criterions for 3 dimensional homogeneous potentials of degree −1, and prove that such cases cannot appear in the 4 body problem. Following the same strategy, we present a simple proof of non integrability for the planar n body problem. Eventually, we present some integrable cases of the n body problem restricted to some invariant vector spaces.
Introduction
In this article, we will consider the n body problem whose Hamiltonian is given by
The quadratic form T correspond to kinetic energy, V is the potential, which is a homogeneous function of degree −1 in q. The coordinates q 1 , . . . , q n correspond respectively to the coordinates of the bodies m 1 , . . . , m n . Already since Poincare and Bruns [1, 2] , it is known that the n-body problem is for n ≥ 3 not integrable in general. Bruns in [1] proved the non-existence of additional algebraic first integrals, later generalized by Julliard-Tosel [3] , and more recent work like [4, 5, 6] prove the meromorphic non-integrability or non existence of meromorphic first integrals in some cases. All these proofs strongly suggest that the n-body problem is never integrable for n ≥ 3, even in particular cases (as proven for example for the isosceles 3-body problem in [7] ). The colinear problem (in dimension 1) is a priori more difficult than the non-integrability proof of the n body problem in the plane and higher dimension, because it needs fewer additional first integrals to be integrable. Remind that as the energy and the impulsion of the center of mass are first integrals, in dimension 1 we only need n − 2 additional first integrals for integrability. We will see that even if the problem is not so easy as the planar case, it can be completely studied in the case n = 3, 4 through the bounding of eigenvalues of the Hessian of V at central configurations (see Definition 1) . A similar trick allows to obtain a simple proof of the non integrability of the planar case with positive masses. In the opposite direction, the n-body problem also possesses explicit algebraic orbits, linked to central configurations [8] . Restricting the n-body problem to a vector space associated to a central configuration leads in particular to an integrable problem, although very simple. Still, as we will see, there are also not so trivial invariant vector spaces of the n-body problem on which the potential is integrable.
In the integrability analysis of the n body problem, and in the more general case of homogeneous potential, the notion of central configuration/Darboux point plays a key role Definition 1. We consider the potential V n,d of the n body problem. We will say that c ∈ C nd is a central configuration if there exists g ∈ C d , α ∈ C such that ∂ ∂q i V (c 1 − g, . . . , c n − g) = α(c 1 − g, . . . , c n − g) i = 1 . . . n
The scalar α is called the multiplier. We say that the central configuration is proper if α = 0 (else called an absolute equilibrium). In the more general setting of V a homogeneous potential of degree −1, we call c a Darboux point if moreover g = 0.
We add this constant g in our Definition for the n body problem as the potential is in this case invariant by translation, and thus we do not (always) want to require that the center of mass be at 0. Our non-integrability proofs will be based on variational equations of the corresponding differential system near these central configurations. The main theorem behind these non-integrability proofs is the following Theorem 1. (Morales, Ramis, Simo [9] ) Let V be a meromorphic homogeneous potential of degree −1 and c a Darboux point. If V is meromorphically integrable, then the identity component of the Galois group of the variational equation near the homothetic orbit associated to c is abelian at any order. Moreover, the identity component of the Galois group of the first order variational equation is abelian if and only if
Remark also that in dimension 1, V n,1 is a rational potential (thus univaluated on C n ), but is not in higher dimension. In the complex domain, the potential V n,d , d ≥ 2 is properly defined on an algebraic variety S. An extension of Theorem 1 has been done in [10] , and proves that in the n body problem, the necessary condition for integrability on the Galois group of variational equations still holds.
Such a Theorem can be either used for each central configuration separately, or simultaneously using some algebraic properties. In the case of the n body problem, a direct computation of central configurations is often too difficult. The colinear case with n = 3, 4 is still tractable, and we prove moreover that a complete computation of central configurations is not necessary, only majorations on eigenvalues of the Hessian matrix of V n,1 at Darboux points is necessary.
Using a real algebraic geometry software RAGlib [11] , we prove such a majoration for n = 3, 4 and we conjecture that a similar majoration always hold for any n. We then prove very strong non-integrability Theorem that rules out any potential which satisfies these bounds. In the planar case, we also prove a similar majoration, which holds moreover for any n. This allows to prove the non-integrability of the planar n-body problem. The main theorems of this article are the following Theorem 2. For any (m 1 , m 2 , m 3 ) ∈ R * + 3 , the potential V 3,1 is not meromorphically integrable. Moreover, if m 1 + m 2 + m 3 = 1, the variational equations near the unique real central configuration have an Abelian Galois group (over the base field C(t)) up to an order
• greater than 1 if and only if it exists ρ ∈ R * + and k ∈ {5, 9, 14} such that m 1 = (ρ + 1)(−8ρ 5 + kρ 5 − 12ρ 4 + 3kρ 4 − 8ρ 3 + 3kρ 3 + 3kρ 2 + 3kρ + k) k(1 + 2ρ 3 + ρ 4 + 2ρ + ρ 2 ) 2
• equal to 2 if and only if moreover
is not integrable. Moreover, near the unique real central configuration, there are at most 14 one dimensional irreductible algebraic curves in the space of masses for which the variational equations have virtually Abelian Galois groups at least up to order 1. At least one of them, and at most 10 of them correspond to masses for which the second order variational equations have a virtually Abelian Galois group. None of them have variational equation whose Galois group is virtually Abelian at order 5.
Theorem 4. For any n-uplet of positive masses, the planar n body problem is not meromorphically integrable.
Theorem 5. The planar 5 body problem with masses m = (−1/4, 1, 1, 1, 1) restricted to the vector space
is integrable in the Liouville sense. The spatial n + 3 body problem with masses m = (m 1 , . . . , m n , −α, 4α, 4α) restricted to the vector space
where c is a central configuration of n bodies with masses (m 1 , . . . , m n ) in the plane on the unit circle with center of mass at 0, R θ being a rotation in this plane and α chosen such that the configuration c with the central mass −α is an absolute equilibrium is integrable in the Liouville sense.
The Theorem 2 implies the non integrability of the colinear 3 body problem, which was already done in [12] using the systematic approach using all central configurations and a relation between the eigenvalues of Hessian matrices. This approach is hard to apply to more complicated systems as its cost is exponential in the number of central configurations. This is due to the fact that all central configurations are analyzed, even if only a few of them would be probably enough to conclude to non integrability. Also, the physical assumption that the masses are real positive is not used. In the next section, we thus make a more precise analysis of variational equations near the unique real central configuration, whose existence and uniqueness is a result of Moulton [13] :
Theorem 6. (Moulton [13] ) For any fixed positive masses m 1 , . . . , m n with a fixed order of the masses, the colinear n body problem admits exactly one real central configuration.
Remark that also in the not trivially integrable example we found, central configurations seem to play a key role. In particular, they all contain continuums of central configurations (the first case contains the famous 5 body central configuration of Roberts [14] ). According to a conjecture of Smale, proved for n = 4, 5 in [15, 8] , such continuums are not possible with positive masses. 
In the colinear 3 body problem, we can always translate a central configuration because the potential is invariant by translation. Moreover, due to this definition, the set of central configurations is also invariant by dilatation, so for any central configuration q ∈ C 3 , after translation and dilatation, we can always write it q = (−1, 0, ρ) with ρ ∈ C \ {0, −1}. The biggest problem that authors about the subject (see [4] ) seem to have encountered is the fact that we have a polynomial of degree 5, and so not very easy to use. We will see that the complexity of central configuration equations is not a problem at all if we consider the problem differently.
The Theorem 6 of Moulton suggests that we should work in an opposite way. We fix ρ > 0 and we search the masses such that c = (−1, 0, ρ) is a central configuration. We are then sure that if we consider all possible ρ we will then consider all positive masses (because for each triplet of masses, there is at least one ρ that is convenient). More precisely, we have 
is a central configuration, is an affine subspace of dimension 1 parametrized by
Conversely, for each triplet of masses (m 1 , m 2 , m 3 ) ∈ R * + 3 , m 1 + m 2 + m 3 = 1, there exists a central configuration of the form (−1, 0, ρ) with condition (2) and ρ ∈ R * + . Eventually, for ρ ∈ R, ρ ≥ 1, the m 1 , m 2 , m 3 are positive if and only if
Proof. Using equation of Proposition 1, we get the following equations
This is an affine equation and so the space of solutions is an affine subspace. Taking ρ ∈ C \ {ρ, ρ(1 + 2ρ + ρ 2 + 2ρ 3 + ρ 4 )}, the matrix has always maximal rank, and so the space of solution is of dimension 1, which we parametrize by s. Conversely, the Euler equation (1), thanks to Moulton result for n = 3, has always exactly one real positive solution.
Eventually, let us look at the case ρ ∈ R, ρ ≥ 1. We want the masses to be positive, and according to our parametrization, the masses are affine functions in s. An affine function changes of sign at most once. Solving m i = 0, we get Let us remark that the constraint ρ ≥ 1 is not a constraint in fact, because using dilatation and the symmetry consisting to reverse the order of all the masses, we exchange ρ by 1/ρ. After this first proposition, we can study the integrability of the colinear 3 body problem for real positive masses.
In the following, we will note W (c) ∈ M 3 (C) the 3 × 3 matrix such that
where V 3 is the potential of the colinear 3 body problem and c ∈ C 3 .
Non-integrability
In this subsection, we will prove Theorem 2.
Lemma 7. For any ρ ∈ R, ρ ≥ 1, there exists among the masses (m 1 , m 2 , m 3 ) ∈ R * + 3 such that m 1 + m 2 + m 3 = 1 and c = (−1, 0, ρ) is a central configuration for the triplet of masses (m 1 , m 2 , m 3 ) at most 3 triplet of masses for which the Galois group of first order variational equation has a Galois group whose identity component is abelian.
Proof. The matrix W for the central configuration of the form c = (−γ + g, g, ργ + g) is given by
We need to choose γ, g such that the multiplier of the central configuration is −1 and the center of mass at 0 (because we want an orbit of the form c.φ(t)). We first compute the spectrum of W which gives 0, 4(2ρ
where the masses m 1 , m 2 , m 3 are parametrized by s according to the formula (3). The constraint that the multiplier of c should be equal to −1 gives
and so we get
Let us note G(s, ρ) this last eigenvalue, which is a fractional linear function in s. The singularity in s of G is at
This value of s correspond to the case where the central configuration is in fact an absolute equilibrium. Indeed, we then have the multiplier of the central configuration equal to zero. This special case produce the following set of masses (m 1 , m 2 , m 3 ) = (ρ + 1)
The mass m 2 is always non-positive, and so this case is impossible. Now in the general case, we solve the equation
and we obtain the following solutions
These solutions are not valid for k = 0, but we have that if G(s, ρ) = 0 then (1 + ρ)(2ρ 2 + 3ρ + 2) = 0 which is excluded because ρ ∈ R * + . Let us look now what happen if we restrict ourselves to positive masses. We take ρ ≥ 1 and we look at the sign of the masses given by the curves (E k ). We already know according to Proposition 2 that the interval I(ρ) to consider for s is the following
and noting that (1 + 2ρ + ρ 2 ) > (1 + 3ρ + 3ρ 2 )/(1 + ρ) for ρ ≥ 1, the singularity of G(s, ρ) is never in I(ρ), and so for ρ ≥ 1, G(., ρ) growing on I(ρ).
Then G(., ρ) is a bijection of I(ρ) on
Studying these functions, we prove that the interval G(I(ρ), ρ) is decreasing when ρ ≥ 1 grows. Knowing that G(I(1), 1) =]2, 16[, the only possible eigenvalues corresponding to a Galois group with an abelian identity component are 5, 9, 14.
Let us now remark that the potential V 3,1 of the colinear 3 body problem can be reduced. Indeed, this potential is invariant by translation, and by making the symplectic variable change Proof. We proved that only the eigenvalues 5, 9, 14 are possible for integrability of the colinear 3-body problem. In [16] , all potentials having these eigenvalues have been classified and there are not meromorphically integrable.
Remark that in the limit case when two masses tend to 0, the potential V 3,1 after reduction is not singular and converges to a potential of the form α/q 1 + α/q 2 , which has the eigenvalue 2 and is integrable.
Higher variational equations
Let us now compute exactly at which order the variational equations near the unique real Darboux point have a Galois group whose identity component is not Abelian. Indeed, using [16] , we now that on the curves E 5 , E 14 , the potentials are integrable at most up to order 4, and on E 9 at most to order 6 (which reduces to 4 in our case, because the potential V 3 is real and integrable cases to order 5, 6 are complex).
At order 2
To study the Galois group of second order variational equations, we apply Theorem 2 of [17] . We have however to take into account that the kinetic energy is p
. This standard form of kinetic energy can be obtained by a symplectic change of variable. The Hessian matrix ∇ 2 V (c) after this variable change is simply the matrix W defined in (4). Proof. We compute the third order derivatives of V at c. Noting X 2 the eigenvector of eigenvalue 2 and X 3 the eigenvector of eigenvalue k, we have
According to [17] , the condition for integrability of the second order variational equations are that some of these third order derivative should vanish. Using the table of [17] , the three first third order derivatives never lead to an integrability condition, but the last one does. In particular, for k = 5, 14, the integrability condition is D 3 V (X 3 , X 3 , X 3 ) = 0, and there are none for k = 9.
The only real positive solution of equation (ρ − 1)P (ρ) = 0 for k = 5, 14 is ρ = 1. Putting this in the parametrization of (E 5 ), (E 14 ), we obtain that the set of possible masses is given by Let us now look at order 3. We will prove that V 3 is never integrable at order 3 near its unique real central configuration.
Lemma 9. The potential V 3 is never integrable at order 3 at its unique real central configuration.
Proof. We will directly use the main Theorem of [18] . After the convenient variable change which send the potential V 3 to a planar homogeneous potential with standard kinetic energy, and a rotation dilatation to put the central configuration at c = (1, 0), we find that the third order integrability condition can be written
where the constants a, b, c are
where F is a rational fraction in ρ, k and for k = 5, 14 respectively. For k = 9, the third order integrability constraint is This polynomial has no real positive root, and so the constraint is never satisfied.
Remark 1.
One could compute the third order integrability condition for any curve (E k ), and even test if this condition could be satisfied thanks to the holonomic approach of third order variational equations in [18] . Here the restriction (m 1 , m 2 , m 3 ) ∈ R * + 3 is only for physical reasons, but a more complete study is possible. Still remark that this constraint has allowed us to easily bound the eigenvalues, and then to study integrability near the unique real central configuration. If one would allow negative masses, or even complex masses, some results are no longer valid. Especially, there are complex masses which possess a non degenerate central configuration which is integrable at order 3.
The 4 body problem
The previous approach for non integrability proofs can be extented for more complicated systems, as the 4-body problem, for which a direct approach would be impossible due to the high number of central configurations. The difficulty of the problem of finding these central configurations is famous [8] , thus we will try to need the fewest possible informations on them. The most important quantity are the set of possible eigenvalues of Hessian matrices at the unique real central configuration. In particular, if this set is finite, then the classification approach of [16] is possible.
Eigenvalue bounding
Following the method presented in [16] , we will first try to prove a bound on eigenvalues of the Hessian matrices at Darboux points of V 4,1 . As in [16] , the potential were planar, we need to operate a little differently. Instead of trying to bound directly these eigevalues (whose expression could be domplicated as they appear as roots of the characteristic polynomial), we simply bound the trace of the Hessian matrix. Indeed, the eigevalues of the Hessian matric are of the form {0, 2, λ 1 , λ 2 }, and so bounding the trace gives a bound on λ 1 + λ 2 . Moreover, thanks to Theorem 1, we already know that for integrability we must have λ 1 , λ 2 ≥ −1, and thus we get also a bound on λ 1 , λ 2 .
Theorem 10. We consider the colinear 4 body problem with positive masses, whose potential is given by V 4,1 . Let c be the real central configuration (exitence and unicity up to translation due to 6) with multiplier −1. Let W ∈ M 4 (C) be the matrix
This value is not the optimal one which has a complicated algebraic expression. Still considering a better bound than this one is not useful as it will not allow us to reduce the number of exceptional cases we will have to deal with.
Proof. We first remark that after translation, dilatation and changing the order of all the masses, a central configuration of V 4 can always be written under the form c = (−ρ 1 , −1, 1, ρ 2 ) with ρ 1 ≥ ρ 2 > 1. Moreover, thanks to Moulton Theorem 6, we also now that for any fixed positive masses, there always exists a unique central configuration. So we will first fix our central configuration c = (−ρ 1 , −1, 1, ρ 2 ), and then compute the masses for which c is a central configuration. Moreover, we will assume that m 1 +m 2 +m 3 +m 4 = 1 because multiplying all the masses by a constant does not change the trace of the matrix W .
The equation of central configurations is a linear system in the masses, with 3 equations for 4 unknowns. The solution is of the form
where J i are rational in ρ 1 , ρ 2 and affine in m 3 (and J 3 (ρ 1 , ρ 2 , m 3 ) = m 3 ). Now we compute the trace of matrix W , and we obtain that tr(W ) is also rational in ρ 1 , ρ 2 and affine in m 3 .
Lemma 11. The functions J i have no singularities for ρ 1 ≥ ρ 2 > 1, and their coefficient in m 3 does not vanish for ρ 1 ≥ ρ 2 > 1.
Proof. We simply build a polynomial whose factors are the denominators of the functions J i and numerators of the coefficient in m 3 of the functions J i . This polynomial has no real solutions for ρ 1 ≥ ρ 2 > 1.
So we can handle safely these J i , and solve equations of the form J i = 0 in m 3 without dealing with singular cases. We need to prove
Let us now remark that for fixed ρ 1 ≥ ρ 2 > 1, the function tr(W ) in m 3 on the set
has its maximum on the boundary of S ρ 1 ,ρ 2 (because tr(W ) is affine in m 3 ). So for fixed ρ 1 ≥ ρ 2 > 1, the maximum on the possible m 3 has 4 possible values
Let us now prove the following Lemma
Lemma 12. The following bounds hold
Proof. These inequalities are automatically proved using RAGlib.
Proof. We set ρ 1 ≥ 5 with ρ 1 ≥ ρ 2 > 1. Assume now that S ρ 1 ,ρ 2 = ∅ and M 1 (ρ 1 , ρ 2 ) is the maximum of tr(W ) on S ρ 1 ,ρ 2 . Then the corresponding masses (m 1 , m 2 , m 3 , m 4 ) should be all non-negative (recall that the maximum could be reached at the boundary of the domain of positive masses, so for non-negative masses). Solving equation J 1 (ρ 1 , ρ 2 , m 3 ) = 0 in m 3 , we get a rational fraction D in ρ 1 , ρ 2 . We now prove using RAGlib that
So the only possibility left for having all non-negative masses is that ρ 2 ) and so the Lemma follows.
Using Lemma 13, we know that if
. These are bounded by 69.9 thanks to Lemma 12. For 5 ≥ ρ 1 ≥ ρ 2 > 1, the maximum of tr(W ) can be any of the M i , but due to Lemma 12, all of these are then bounded by 69.9. So max
tr(W ) < 70 . This is why we proved that the curve M 1 has only to be considered for ρ 1 ≤ 5, allowing to bound the function. 
Symmetric central configurations
This already allows to reduce somewhat the possible set of eigenvalues. We will now check if some curves (in the space of masses) corresponding to a couple of eigenvalues λ 1 , λ 2 are non-empty for real positive masses. Proof. Using Pacella Theorem, we obtain a better minoration λ 1 , λ 2 > 2. Knowing that 2 + λ 1 + λ 2 < 70, we get the following possibilities
We first compute the characteristic polynomial of matrix W . Using the same notations as before, the characteristic polynomial has rational coefficients in ρ 1 , ρ 2 , m 3 . Factoring it, we put apart the z(z − 2) factor (corresponding to eigenvalues 0, 2) and we then get a degree 2 polynomial P in z. The coefficient in z correspond to the trace of W , and so is affine in m 3 . We now put ρ 1 = ρ 2 in the expression of the characteristic polynomial. The coefficient corresponding to the trace only depends on ρ 2 . The equation P (z) = (z − λ 1 )(z − λ 2 ) in ρ 2 , m 3 give rise to two equations in ρ 2 , m 3 , and we have moreover the constraint of positivity of the masses m i which can be written in function of ρ 2 , m 3 with the functions J i . This polynomial system of equations and inequations has real solutions only for λ 1 , λ 2 given by the Lemma.
Reduction of exceptional curves
In this part, we will always assume that the real central configuration (−ρ 1 , −1, 1, ρ 2 ) is such that ρ 1 > ρ 2 .
Lemma
Proof. Using Pacella Theorem, we obtain a better minoration λ 1 , λ 2 > 2. Knowing that 2 + λ 1 + λ 2 < 70, we get the possibilities (5). So we only need to eliminate the cases
We first compute the characteristic polynomial of matrix W . Using the same notations as before, the characteristic polynomial has rational coefficients in ρ 1 , ρ 2 , m 3 . Factoring it, we put apart the z(z − 2) factor (corresponding to eigenvalues 0, 2) and we then get a degree 2 polynomial P in z. The coefficient in z correspond to the trace of W , and so is affine in m 3 . We then solve the equation tr(W )(ρ 1 , ρ 2 , m 3 ) = 2 + λ 1 + λ 2 in m 3 (using Lemma 14, this always produces exactly one solution) and put this solution in P . So the only equation we have to study is of the form
Using RAGlib, we prove that for λ 1 , λ 2 in the upper 12 cases, this equation has no solutions. This proves the Lemma.
Remark 2.
Remark that all the remaining curves are non-empty for ρ 1 ≥ ρ 2 > 1, but this does not imply they are non empty for positive masses (in contrary to the previous part where we have taken into account the positivity of the masses). Numerical evidence suggest that for positive masses, the only possible eigenvalues {λ 1 , λ 2 } are
but taking into account this additional constraint seems too complicated.
Second order variational equations
Using integrability table of [17] , integrability at second order requires that some of third order derivatives of the potential vanish. Considering only the eigenvalues λ 1 , λ 2 (the other ones do not lead to any additional integrability condition) we obtain the following number of conditions (i.e. the number of third order derivatives that should vanish) {5, 5}, {5, 14}, {5, 27}, {14, 44} 4 conditions {5, 44}, {5, 20}, {5, 35}, {5, 54} 3 conditions {5, 9}, {9, 27}, {9, 44} 2 conditions {9, 35}, {9, 54} 1 condition {9, 20} 0 condition
The main drawback is that we need a priori to compute the eigenvalues of the Hessian matrix, and due to the parameters, this is quite difficult in our problem. In particular, testing the constraint implies to solve 2-variables polynomials of degree 172 and this seems too large to rule out real solutions (if there are none at all). Still in some cases, we can avoid this computation Proposition 3. Let V be a meromorphic homogeneous potential of degree −1 in dimension n, c a Darboux point of V with multiplier −1, and E a stable subspace of ∇ 2 V (c). Assume that ∇ 2 V (c) is diagonalizable and
If the second order variational equation near the homothetic orbit associated to c has a Galois group whose identity component is Abelian then
Proof. Using integrability table of [17] , we see that the condition on eigenvalues (7) implies that the table A for such eigenvalues will only have zeros. So noting X 1 , . . . , X p the eigenvectors associated to eigenvalues λ i i = 1 . . . p of ∇ 2 V (c), we obtain the integrability condition
These p eigenvectors span the invariant subspace E, and so by multilinearity, this gives the Proposition.
We try to avoid to compute the eigenvectors associated to eigenvalues {λ 1 , λ 2 } for the Hessian matrix a the real central configuartion of V 4 . In the cases {λ 1 , λ 2 } ∈ {{5, 5}, {5, 14}, {5, 27}, {14, 44}}, the hypotheses of Proposition 3 are satisfied using for E the stable subspace generated by the eigenvectors associated to λ 1 , λ 2 . And it appears that this subspace is much more easy to compute. Remark also that when the two eigenvalues are equal, then finding the eigenvectors is not necessary as any vector in the corresponding eigenspace is an eigenvector.
Lemma 18. We consider V 4 the potential of the colinear 4 body problem with positive masses, c the real central configuration with multiplier −1, and W ∈ M 4 (C) the matrix such that
If Sp(W ) = {0, 2, 5, 5}, {0, 2, 5, 14}, {0, 2, 5, 27}, {0, 2, 14, 44}, then the potential V 4 is not meromorphically integrable.
Proof. We want to consider the sable subspace E of W corresponding to eigenvalues λ 1 , λ 2 . We already know an eigenvector of eigenvalue 0, v = (1, 1, 1, 1), and an eigenvector of eigenvalue 2, the vector c = (−ρ 1 , −1, 1, ρ 2 ). As the matrix is symmetric, the eigenspaces are orthogonal, and thus we have E = Span(v, c) ⊥ . We obtain
noting w 1 , w 2 these two basis vectors of E. Let us first consider the non-symmetric case. As Lemma 14 applies, we can consider the polynomial Z 0 ∈ R[ρ 1 , ρ 2 ] given by equation (6), and
We obtain a system of 5 equations in two variables (the polynomials Z i being of degree 58), and we prove that this system has no solutions for ρ 1 > ρ 2 > 1. Thus the second order variational equation has not a Galois group with an Abelian identity component. The symmetric case. Only the cases Sp(W ) = {0, 2, 5, 14}, {0, 2, 14, 44} are possible. We have ρ 1 = ρ 2 , and then the condition to have these eigenvalues are of the form of two polynomials in ρ 2 , m 3 . The polynomials Z i above are still defined, and are polynomials in ρ 2 , m 3 . This system of 6 equations has no real solutions for ρ 2 > 1, m 3 > 0, and thus the second order variational equation has not a Galois group with an Abelian identity component.
Thus the potential V 4 is not meromorphically integrable in these cases.
Higher variational equations
Proof of Theorem 3. The still open cases are
The case {9, 20} is particularly interesting (and difficult) as there are no integrability conditions at order 2, and numerical evidence suggest that this case is really possible for positive masses. So this curve gives masses for which all integrability conditions near the unique (up to translation) real Darboux point up to order 2 are satisfied.
In the same manner as in [16] , we will compute for these remaining sets of eigenvalues higher variational equations. We only need to study real 3 dimensional homogeneous potentials of degree −1. Asuming there exists a real Darboux point c, after rotation we can assume that c = (1, 0, 0) (and the potential is still real). Then the series expansion of V at c will be of the form
As in [16] , the main part of the algorithm consist of finding solutions in C(t) arctanh 1 t of a large system of linear differential equations, which are the k-th variational equation. This k-th variational equations is put under block triangular form to make computation faster. Only the last equation is solved through the variation of parameters technique and then its monodromy analyzed through commutativity condition of monodromy in [17] . Instead of computing a basis of solutions, we only compute several solutions, that through empirical evidence, will lead to the strongest integrability conditions. The output of the algorithm is a set of polynomial conditions on higher order derivatives of the potential V at the Darboux point c, so here polynomial conditions on the u i,j . As presented in [16] , if a non degeneracy type condition is satisfied (see [16] Definition 4.1), we will be able to express higher order derivative in function of lower order ones. In our cases, this will always be the case for variational equations of order ≥ 3 (but we are lucky, because it seems that if eigenvalues are spaced enough, degeneracy at any order is possible). This allows us in particular to express all derivatives of order ≥ 4 in function of u 3,0 , u 3,1 , u 3,2 , u 3,3 . The possible series expansions are written in Appendix A. Variational equations up to order 4 have been analyzed. Still, at order 4, some combinations of eigenvalues are still possible, and thus looking at order 5 is necessary. However, a speed-up is possible in certain cases:
4.1. An invariant subspace of the 5-th order variational equation Lemma 19 . Let V be a real meromorphic homogeneous potential of degree −1 in dimension 3. Assume that V has a series expansion of the form
with u 3,1 = u 4,1 = u 5,1 = 0 and λ 1 ∈ {5, 9, 14, 20}. Then V is not meromorphically integrable.
Proof. The dynamical system associated to V is of the formq = ∇V (q). Let us compute
Thus we get that the series expansion of ∂ q 3 V at order 5 for q 3 = 0 is
As we see, there is only one term left, and it is of order 5. Let us now look at the 5-th order variational equation. This variational equation will have an invariant subspace W corresponding to the 5-th order variational equation ofṼ , the restriction of V to the plane q 3 = 0. Let us now look the variational equation on W. The potentialṼ is a 2-dimensional homogeneous potential of degree −1, and it has a Darboux point at (1, 0). The eigenvalues of the Hessian matrix ofṼ at this point are {2, λ 1 }. Now using [16] , we know that for any choice of realṼ with λ 1 ∈ {5, 9, 14, 20}, the 5-th order variational equation has not a virtually Abelian Galois group. Thus the 5-th order variational equation of V has not a virtually Abelian Galois group, and thus V is not meromorphically integrable.
Remark 3.
Remark that physically, the condition u 3,1 = u 4,1 = u 5,1 = 0 implies that the plane q 3 = 0 is invariant at order 4. At order 5, it is no more invariant, still the derivatives in time of q 1 , q 2 do not depend on q 3 .
We now use Lemma 19. Looking at the series expansions in Appendix A we have computed, we see that for all of them except the last one, we have either u 3,1 = u 4,1 = u 5,1 = 0 or u 3,2 = u 4,3 = u 5,4 = 0 (or both). In the first case we can apply directly Lemma 19. In the second case, we just have to exchange q 2 , q 3 , and the hypotheses of Lemma 19 are satisfied. So except for the case (λ 1 , λ 2 ) = (9, 20), the hypotheses are satisfied and thus no real meromorphic homogeneous potential of degree −1 in dimension 3 with c = (1, 0, 0) as a Darboux point of V with multiplier −1 and these pairs of eigenvalues are meromorphically integrable.
The case {9, 20}
In the last subsection, we tried to avoid to compute the Galois group of the 5-th order variational equation as it is computationally expensive. At order 4, the ideal I 4 is zerodimensional, but still has real solutions (given in Appendix A). As we can see in Appendix A, the previous Lemma does not apply for these eigenvalues. Thus it is necessary to compute completely the 5-th order variational equation. The coefficients of the series expansion at order 4 are polynomials in u 3,0 , u 3,1 , u 3,2 , u 3,3 modulo the ideal I 4 . As the algorithm never needs to inverse an element of this ring (which contains zero divisors), it also works at order 5. The output (after one week of computation) is the ideal I 5 , which happen to be improper. Thus I 5 =< 1 >. We deduce then Lemma 20. Let V be a real meromorphic homogeneous potential of degree −1 in dimension 3. Assume that c = (1, 0, 0) is a Darboux point of V with multiplier −1 and Sp(∇ 2 V (c)) = {2, 9, 20}. Then V is not meromorphically integrable.
The planar n-body problem
Let us prove in this section Theorem 4. The main tool will be the following Theorem Theorem 21. (Pacella [19] Theorem 3.1) We consider the colinear n body problem with positive masses and c a configuartion with multiplier −1, given by potential V n,2 . Noting W ∈ M n (C) with
the spectrum of W is of the form Sp(W ) = {0, 2, λ 1 , . . . , λ n−2 } with λ i > 2, i = 1 . . . n − 2.
Proof. For the n body problem in the plane, the Hessian matrix to compute is of the form W ∈ M 2n (C)
with the notation m i+n = m i . Computing this matrix at a colinear central configuration, we obtain a matrix of the form
Due to Pacella Theorem, we have moreover that Sp(A) = {0, 2, λ 1 , . . . , λ n−2 } with λ i > 2, i = 1 . . . n − 2. Then the spectrum of W is of the form
According to integrability condition of the Morales-Ramis Theorem 1, all allowed eigenvalues for integrability are greater or equal to −1. These conditions cannot be satisfied as − 1 2 λ i < −1, i = 1 . . . n − 2. Thus the planar n body problem with positive masses is not meromorphically integrable.
Integrable n-body problems
In this section, we will progress in the opposite way. Instead of trying to prove non integrability, we come from already known integrable cases, and we try to know if after some transformations, they correspond to particular cases of the n body problem.
with 0 = j 1 < j 2 < · · · < j p+1 ≤ n, a l ∈ C is integrable in the Liouville sense. For any complex orthogonal matrix R ∈ O n (C), the potential V (Rq) is integrable in the Liouville sense.
Here the kinetic part is assumed to be T (p) = p 2 /2 and so the potential V is associated to a Hamiltonian system with H(p, q) = T (p) + V (q).
Proof. The potential V of equation (10) is a decoupled linear combination
These potentials are invariant by the rotation group O j l+1 −j l (C) and so are integrable. Thus the potential V is integrable. As integrability is preserved by any orthogonal transformation, the potential V (Rq) will also be integrable in the Liouville sense.
Although these potentials seem to have a quite simple expression, the orthogonal transformation R can mix the variables (the decomposition of V is not necessarily conserved). However, the potential can always be written
with Q i quadratic forms. And as an orthogonal transformation conserves the rank of these quadratic forms, we have moreover p l=1 rank Q l ≤ n. The Hamiltonian of the n body problem in dimension d can be written
The kinetic part of H n,d is not p 2 /2 (as in Proposition 4). To transform the kinetic part to the standard one, we only have to make the variable change
This expression is similar to equation (11), but there could be too many quadratic forms. After reduction by translation, the potential becomes a (n−1)d-dimensional potential. There are n(n−1)/2 independent quadratic forms, and to be of the form (11), we need n(n−1)d/2 ≤ (n − 1)d, which implies n ≤ 2. So in general, the potentialṼ n,d is not of the form (10), but it could be for some restricted cases.
Definition 2. We say that a vector space W ⊂ R nd is an invariant vector space if
This definition generalizes central configurations, which correspond to the case dim W = 1. Needless to say, as it is more difficult to find the invariant vector spaces than finding central configurations, we will not try to be exhaustive in this search. Let us remark that we already know some invariant vector spaces as the isosceles 3-body problem, the collinear 3-body problem (which is an invariant vector space of the planar 3 body problem). Several others can be found using symmetries.
Let us now establish some rules to find vector spaces W and masses m such that V | W is of the form (10) up to an orthogonal transformation. A necessary condition is that it can be written under the form (11) . So in the expression of V | W we should try to have the lowest possible number of independent quadratic forms (corresponding to mutual distances) with the lowest possible rank.
Remark that if we allow negative masses, some terms in the sum in V n,d could cancel each other, thus reducing greatly the number of quadratic forms. So it seems that finding examples will be easier when negative masses are allowed. And indeed, all interesting examples we will find require a negative mass. Let us now prove Theorem 5.
An integrable 5 body problem
Proof. The vector space W is of dimension 10 − 6 = 4. The mass −1/4 is at the origin which is the center of mass of the system. On the vector space W , the 2-nd and the 4-th body are symmetric in respect to the origin, as well as the 3-th and 5-th bodies. Due to these symmetries, the vector space W is invariant. We can thus restrict our potential to W . Now computing the potential V on W we find
There are only two quadratic forms with rank two for each. As 2 + 2 = 4 = dim W , we are under the form (11) . We can now try to put this potential under the form (10). This is done by the following orthogonal transformation
On W , the bodies are always on the edges of a parallelogram whose center is the origin (where lies the mass −1). Looking at the forces acting on the bodies, we see that they are not attracted by the center at all (because the repulsion of the central mass −1/4 exactly compensates the attraction of the opposite masses 1 at twice the distance). The masses are then only attracted by their neighbours. Looking at the expression of the potential (12), we see that the force acting on the center of vertices of the parallelogram (which are (±q 2,1 ± q 3,1 , ±q 2,2 ± q 3,2 )) is toward the center. Thus the motion of these centers are conics with focus at the origin.
The configuration of the 5 bodies and examples of motions of a body of mass 1 with ellipses with rational period ratio.
So the motion of a body of mass 1 is the composition of to conic motions. The body has a conic motion whose focus is the center of mass of two bodies of mass 1, and this center of mass has a conic motion with focus at the origin. If the two conics are ellipses with rational period ratio, this leads to (algebraic) choreographies of the two bodies.
6.2. An integrable n + 3 body problem Proof. The space W is of dimension 3. The forces between the n cocyclic masses and the central mass exactly compensate. The forces between the 3 last masses also compensate (as this is also an absolute equilibrium). So the only forces between the bodies are between the last two masses and the cocyclic masses. But due to symmetry and the fact that the masses are cocyclic, this force only involves one distance. Thus the potential is of the form
This potential corresponds to a central force, and thus is integrable.
Let us look at an example. The most known cyclic central configuration is the regular polygon. We have m 1 = · · · = m n = 1. The central mass (chosen to produce an absolute equilibrium) and the potential are then
The motion is the following: the n bodies describe conics in the plane, and the two symmetrical last bodies move along the vertical line. Remark that the motion of the bodies on the vertical line is not determined by the motion of the bodies in the plane (this is not a rigid motion as in the case of central configurations). This vertical motion depends on the "inclination" of the conic orbit chosen for the above potential.
A configuration of the n + 3 bodies with a regular polygon and an example of motion of the bodies with an ellipse with non-zero inclination.
Appendix A. Integrable series expansions at order 4
The results are written in the following way. We give a series expansion of the form (9) of V , such that the k-th order variational equation of V near c has a virtually Abelian Galois group if and only if (u 3,0 , u 3,1 , u 3,2 , u 3,3 ) ∈ I −1 k (0). The sequence of ideals I k is growing, and we compute these conditions up to order 4. For the eigenvalues in (8) , thay are geven below. Remark that the Hilbert dimension of the ideals I 4 greatly depend on eigenvalues, and that sometimes exceptional possible solutions appear in the 4-th order variational equation. In particular, the restriction of these series expansions to the planes in (q 1 , q 2 ) and (q 1 , q 3 ) does not always lead to integrable series expansion at order 4 on these planes. 
