Abstract
Introduction
Network coding is a coding conception which is first proposed in [1] . It is a highly efficient transmission technique which has fundamentally changed the way ho w data packets are delivered in communication networks. Unlike traditional store-and-forward packet delivery technique, network coding implements store, code, and forward approach, where each node stores incoming data packets in its buffer, combines information in different data packets when coding condition appears, then sends coded packets. It is proved in the literature that network coding allows the communication to achieve higher throughput.
Prior works in network coding can be classified into three categories such as theoretical approaches [1] [2] [3] , testbed approaches [4] [5] [6] , and simulation approaches [7] [8] [9] [10] [11] . The theoretical approaches extend information theory in wired networks for wireless networks to calculate bound values of network throughput and end -to-end delay. Testbed approaches use implementations and experiments with specific hardware devices to demonstrate the throughput gain in practice. The simulation approached design and evaluate network coding protocols or network coding based routing protocols. This paper belongs to the third category.
The rests of this paper are organized as follows. In Section 2, we present previous network coding based routing protocols in mobile ad hoc wireless networks . In Section
Background and Motivations

The Benefit of Network Coding in Multicasting
Network coding helps to reduce the number of data transmissions (i.e. network congestion) in multicasting, especially in vulnerable network topologies such as mobile ad-hoc wireless networks. First, let us illustrate how network coding can reduce network congestion during packet transmission by using Figure 1(a) .
Source node S wants to multicast two data packets P 1 and P 2 to destination node D 1 and D 2 . Without using linear network coding, a total of 10 transmissions are needed as in Figure 1 (a). By using linear network coding, source node S can also multicast the same two data packets to D 1 and D 2 as follows. Firstly, source node S sends two linearly combined packets. Then, if each forwarding node receives two different incoming packets it will recombine those packets with different coding coefficients. Otherwise, it simply forwards the previously received code packet. Destination node can retrieve data packets P1 and P2 if they receive two coded packets with linear independent coefficients. In summary, with network coding, a total of 6 transmissions are needed compared with 10 transmissions in the case of without linear network coding. Second, we will illustrate how network coding can reduce network congestion during packet retransmission by using Figure 1(b) . Source node S wants to multicast four packets P 1 , P 2 , P 3 , and P 4 to three destination nodes D 1 , D 2 , D 3 . Due to link quality problem caused by node mobility and network congestion, destination nodes cannot receive all four packets. For example, source node can only deliver data packets to each destination nodes with delivery probability of 50%. Since packet reception at e ach destination node is independent, each destination node receives different packet as in Figure 1 (b). Without network coding, source node S has to sequentially send all four packets again (i.e. P 1 for D 2 and D 3 , P 2 for D 3 , P 3 for D 1 , and P 4 for D 1 ) so that all destination nodes can receive all four packets. However, if network coding is used, source node S just needs to transmit two linear combinations, e.g. P 1 ' = P 1 + P 2 + P 3 + P 4 and P 2 ' = P 1 + 2P 2 +3P 3 + 4P 4 . After receiving those two coded packets, destination nodes can retrieve missing packets, saving the source nodes two transmissions.
The Challenge of Network Coding: Decoding Failure
We observe an important fact that in dynamic networks like mobile ad -hoc networks network coding may not increase network throughput or may degrade network performance if multicast destination nodes may not receive enough coded packets to retrieve original packets. Let us illustrate that issue by using Figure 2 .
Due to node mobility, the wireless link FG 3 -D 2 is broken. Thus, destination node D 2 cannot receive two linearly independent coded packets to recover data packets P 1 and P 2 . This issue can be solved with local route repairing mechanism in our proposed network coding based reliable multicast routing. 
The Proposed Network Coding based Reliable Multicast Routing
In this section, we present in detail the architecture of our proposed network coding based reliable multicast routing, called CRMP, which includes the format of data packet and step-by-step routing and coding algorithm.
Packet Format
Our proposed network coding based reliable multicast routing protocol inserts coding header in each coded data packet as in Figure 3 . Code vector has vector size equal to the value in Batch Size. All elements in code vector are random integer values from 1 to 9. Src ID is the ID of source node in multicast group. Sender ID is the ID of node sending the data packet. The list of multicast receivers' IDs is also specified in code header. 
Network Coding based Reliable Multicast Routing Protocol
Our proposed network coding based reliable multicast routing protocol establishes mesh structure as in ODMRP [12] to exploit spatial diversity of forwarding nodes in mesh, which helps to improve coding and decoding opportunities. We also apply our previous work [13] to provide stable mesh structure for better network coding performance. Moreover, a local route repairing mechanism is used to prevent d ecoding failure at multicast destination nodes. Figure 4(a) illustrates the basic concept of our proposed CRMP while Figure 4 (b) presents the algorithm to prevent decoding failure at multicast destination nodes. As we can see in Figure 4 (b), CRMP can repair local route breaks by using Route Expore (RtE) packet and Route Construct (RtC) packet to prevent decoding failure at destination node. RtE and RtC have the same format as RREQ and RREP, respectively, except that their TTLs are set to two hops to prevent them from flooding throughout the network. The following flow charts in Figure 5 show in detail how network coding operates at source node, intermediate nodes, and multicast destination nodes in our proposed network coding based multicast routing protocol.
Next, we will present step-by-step routing and coding algorithm of CRMP with decoding failure awareness as follows:
 Step 1: Initially, source node sends Join Request (JREQ) packets with its mobility information throughout the networks. Upon receiving JREQ from source node, intermediate nodes will extract mobility information of source node to calculate link lifetime of the wireless link between it and source node. The detailed algorithm and mathematical expression for link's lifetime calculation is presented in detail in [13] . Step 3: When multicast destination nodes receive JREQ, they will send Join Reply (JREP) to source node via the most stable paths among available paths. The forwarding nodes on stable paths form robust mesh structure to deliver data packets from source node to multicast destination nodes.  Step 4: When source node receives JREP packet, it sets route refresh interval based on weakest link information and splits original data packet stream into batches with M packets in each batch. After sending M packets in a batch, source node increases Batch ID of the next batch. All data packets in a batch will be multiplied with random integer coefficients called elements of code vector to create a coded data packet.  Step 5: Every time forwarder receives coded data packet, it will check Batch ID in that packet to check whether it is from new bath. If yes, it flushes all packets belonging to old batch in its buffer. Otherwise, it checks if that packet is innovative packet or not. If an innovative packet (i.e., a coded packet having the same Batch ID but linearly independent coding coefficients with previous coded packets) is received, it will be stored in forwarder's buffer to be coded with other packets. If not, it will be discarded. After a specific time, forwarding node will combine coded packets together with random coding coefficients.  Step 6: When multicast destination nodes receive coded packet, it performs the same steps as forwarder nodes. However, if the number of received coded packets with the same batch size equals to the number written in Batch Size field of data packet, destination node will decode those coded packets to retrieve original packets and put them to upper layer. If destination node cannot decode the packet due to lack of coded packets, a process of sending RtE and RtC is triggered to create additional path for delivering coded packets to multicast destination nodes.
Performance Evaluation
To evaluate the performance of CRMP, we implement CRMP by using OPNET with the following settings: there is one multicast group with one source node and varying number of multicast destination nodes; members join the multicast group at the beginning of simulation and remains as members during the simulation; source node begins to send coded data packets right after it receives the first JREP packet and continues the sending of coded data packets throughout the simulation; variable number of mobile nodes randomly placed in 1000m×1000m network area; simulation time is 300 s; transmission range is 250 m; 802.11 MAC; data packet size is 512 bytes; data packets are transmitted with constant-based-rate of 20 packets/s; mobile nodes move with Random Waypoint mobility; pause time is randomly selected from 0~10 s; varying maximum speed (5, 10, 20, 40, 60 km/h). Each scenario is simulated 5 times with different node mobility and number of multicast member nodes. The average values are plotted in the graphs. Figure 6 shows the packet delivery ratio (PDR), i.e. the ratio of the number of packet received by multicast destination nodes to those generated by source node, as a function of node mobility. Number of multicast member nodes are 3. As we can see in Figure 6 , the proposed CRMP has higher PDR than CodeCast and ODMRP, especially when node mobility is high because of enhanced stability of mesh structure and an algorithm to fix decoding failures as mentioned above. Figure 7 shows the PDR as a function of the number of multicast member nodes in networks which also refer as the scalability of multicast routing protocols. Node mobility is 40km/h. As we can see in Figure 7 , CRMP has significantly higher scalability than CodeCast and ODMRP as the number of multicast member nodes increases. The reason is that CRMP uses linear network coding together with optimal route refresh interval to reduce network congestion. CRMP also has a mechanism to prevent decoding failures for all multicast destination nodes. Figure 8 shows the normalized number of control overheads as a function of node mobility. The number of multicast member nodes is 3. The normalized number of control overhead is defined as the ratio of the total number of control overheads, i.e. JREQ, JREP, RtE, RtC, to the number of data packets received at multicast receivers. As we can see in Figure 8 , since source nodes in ODMRP and CodeCast flood JREQ periodically (every 5s in our simulation) to update mesh structure, the normalized number of control overheads is independent of node mobility. Therefore, it may waste network resource when mesh structure is stable when node mobility is low. However, source node in our proposed routing protocol adaptively selects routing update interval to remarkably reduce the number of control overheads, especially JREQs in the network. Although our proposed multicast routing uses additional control overheads, i.e. RtE and RtC, to deal with decoding failure at multicast destination nodes, the normalized value of control overhead is still lower than those of ODMRP and CodeCast. Figure 9 shows the normalized number of control overheads as a function the number of multicast member nodes. Node mobility is 40km/h. As we can see in Figure 9 , normalized number of control overheads decreases when the number of multicast member nodes increase because there are more multicast destination nodes in the network. In our proposed multicast routing, additional control overheads, i.e. RtE and RtC, are used to solve decoding failure as multicast destination nodes. Thus, the decreasing rate of the normalized number of control overheads is not as high as those of ODMRP and CodeCast. However, normalized number of control overheads is still lower than those of ODMRP and CodeCast due to the remarkable reduction of the number of JREQs flooding in the network. Figure 10 shows the drawback of CRMP, the average end-to-end delay. As we can see in Figure 10 , the end-to-end delay of multicast routing protocols with network coding such as CRMP and CodeCast is higher than multicast routing protocol without network coding such as ODMRP. In CRMP, the increase of average end-to-send delay, which also happens in CodeCast, is unavoidable because at each forwarding node it takes time to collect enough appropriate packets to be coded together. However, the gain from the numbers of original packets in coded packet will compensate this drawback as the number of original combined in coded packet increases. Figure 11 shows the number of duplicate data packet as a function of the number of multicast member nodes with node mobility of 20km/h. As we can see in Figure 11 , CRMP generates significantly lower number of data packet transmissions than ODMRP. As the number of multicast member nodes increases, the gap in the number of duplicate data packet of our proposed CRMP and ODMRP is larger. CRMP has moderately lower number of data transmissions because it can reduce the number of forwarding node by using optimal route refresh interval calculated from the information of node mobility in the network.
Figure 6. Packet Delivery Ratio (PDR) as a Function of Node Mobility
Figure 9. Normalized Number of Control Overheads as a Function of the Number of Multicast Member Nodes
Conclusion
In this paper, we propose a robust Network Coding based Multicast Routing, named CRMP, in mobile ad-hoc wireless networks. Firstly, a stable mesh topology is established to provide reliable packet delivery from source node to multicast destination nodes in dynamic network topologies as mobile ad-hoc wireless networks. Secondly, we apply linear network coding to forwarders in mesh. By applying linear network coding only to forwarders in mesh topology, we exploit spatial diversity to improve coding and decoding opportunities. Third, each forwarder checks coding and decoding opportunity carefully instead of blindly code packet together. Finally, a local route repairing mechanism is used to prevent multicast destination nodes from decoding failure. The simulation results show that the performance of our proposed network coding based multicast routing protocol outperforms those of CodeCast and ODMRP.
