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Humans are allergic to change. They love to say “We’ve
always done it this way”. I try to fight that. That’s why
I have a clock on my wall that runs counter-clockwise.
Grace Hopper

Introduzione
Una delle proprietà maggiormente rilevanti delle funzioni analitiche è
quella che riguarda l’unicità del loro prolungamento (unique continuation).
Visto che le funzioni armoniche nello spazio euclideo sono analitiche, anch’es-
se godono di tale proprietà. Poiché le soluzioni di più generali EDP ellittiche
condividono diverse caratteristiche con le funzioni armoniche è dunque na-
turale studiare la proprietà di unique continuation anche in contesti più ge-
nerali. In questa direzione si inquadrarono (nella prima metà del Novecento)
gli studi di Carleman, che per primo fornì delle stime integrali a priori per
l’operatore di tipo Schrödinger ∆ + U in R2 (con ∆ il laplaciano su R2 e U
un potenziale limitato), influenzando con la sua tecnica tutta la ricerca su
questo argomento.
Nel nostro elaborato saremo interessati ad un concetto più forte della
unique continuation che chiameremo Principio Forte di Continuazione Unica
e la cui definizione verrà fornita nel Capitolo 2. Orbene, non solo è nota in
letteratura la validità di tale principio per gli operatori ellittici del secondo
ordine (a coefficienti reali e regolari) in forma di divergenza, ma è anche
noto che perturbando tali operatori mediante un potenziale C∞ la proprietà
resta valida anche per gli operatori ottenuti. Ci preme evidenziare che in
questo contesto l’articolo di Garofalo e Lin del 1987, [6], fornisce un approccio
geometrico che non fa uso di stime di tipo Carleman.
È dunque naturale chiedersi se succeda lo stesso fenomeno per operatori
ellittico–degeneri. In un articolo del 1990, [5], Garofalo e Lanconelli non solo
mostrano che ciò non accade in generale, ma dimostrano altresì il Principio
i
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Forte di Continuazione Unica per opportune soluzioni dell’equazione ∆Hu =
V u dove ∆H è il sub-Laplaciano canonico del gruppo di Heisenberg e V è
un opportuno potenziale. Lo scopo di questa Tesi è fornire l’estensione dei
risultati di tale articolo ai gruppi di Heisenberg generalizzati (o gruppi di
tipo H).
Nel primo Capitolo esporremo risultati già noti in letteratura riguardo
a tali gruppi: partendo dalla definizione data da Kaplan, [7], forniremo
un’utile caratterizzazione dei gruppi di tipo H in termini “elementari” che
ci permetterà in seguito di esplicitare la soluzione fondamentale dei relativi
sub-Laplaciani canonici in funzione di una opportuna distanza d.
Nel secondo Capitolo, seguendo l’approccio del succitato articolo di Ga-
rofalo e Lanconelli, dimostreremo i seguenti risultati:
1. una formula di rappresentazione per funzioni lisce su H come integrali
sulle d-sfere e sulle d-palle;
2. una forma forte del cosiddetto Principio di Indeterminazione per i
gruppi di tipo H;
3. una formula per la variazione prima dell’integrale di Dirichlet associato
a ∆Hu = V u, dove ∆H è il sub-Laplaciano canonico di un gruppo di
tipo H e V un opportuno potenziale.
Nel terzo Capitolo mostreremo l’esistenza di una funzione di frequenza
su H e studieremo le sue proprietà di crescita attraverso quanto si è visto in
precedenza: riusciremo infine ad ottenere il Principio Forte di Continuazione
Unica per l’operatore −∆H + V , secondo cui l’unica soluzione di ∆Hu = V u
dotata di zeri di ordine infinito è la funzione nulla.
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Capitolo 1
I gruppi di tipo Heisenberg
In questo Capitolo affrontiamo un’introduzione ai gruppi di Heisenberg
generalizzati (noti anche come gruppi di tipo H), importanti oggetti di inte-
resse sia in geometria subriemanniana sia, per le loro applicazioni, in fisica
quantistica e nello studio delle algebre di Clifford.
A tal fine, ci occuperemo in primis dei gruppi di Lie su RN omogenei, una
struttura geometrica in cui la legge di gruppo è necessariamente polinomiale,
provvedendo poi a fornire il legame tra questi oggetti di studio ed i gruppi
di Carnot.
Forniremo in seguito esempi di gruppi di Carnot omogenei, soffermandoci
su quelli di passo 2, per poi fornire generalizzazioni del gruppo di Heisenberg–
Weyl: i succitati gruppi di tipo H. Concluderemo la relazione fornendo la
soluzione fondamentale per particolari operatori differenziali su gruppi di
tipo H.
La quasi totalità dei risultati di cui discuteremo sono dimostrati in [2]
e [7], mantenendo tuttavia un approccio differente per quanto riguarda la
presentazione dei risultati.
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1.1 Gruppi di Lie Omogenei e loro proprietà
Definizione 1.1 (Gruppo di Lie su RN omogeneo). Sia ◦ una legge di gruppo
su RN tale per cui valgano simultaneamente le seguenti proprietà:
(H.1) l’applicazione (x, y) 7→ y−1 ◦ x è C∞(RN × RN ,RN);
(H2) esiste una N-upla di numeri reali (σ1, . . . , σN) per cui si ha
1 ≤ σ1 ≤ . . . ≤ σN ,
e, posto
δλ : RN → RN , δλ(x1, . . . , xN) := (λσ1x1, . . . , λσNxN), (1.1)
la famiglia {δλ}λ>0 forma un gruppo di automorfismi di (RN , ◦).
Allora la terna (RN , ◦, δλ) si dice gruppo di Lie su RN omogeneo.1
Nonostante sia evidente che la definizione di gruppo di Lie su RN omo-
geneo dipende dalla coordinate scelte (per cui non possiamo tradurre age-
volmente questa struttura in termini di varietà differenziabili), proseguiamo
nello studio di tali oggetti, introducendo definizioni che chiariranno la natura
della legge di composizione di un gruppo di Lie omogeneo.
Data {δλ}λ>0 una famiglia di “dilatazioni” come in (1.1), una funzione
reale a è detta δλ-omogenea di grado m ∈ R se non è identicamente nulla e
se si ha, per ogni x ∈ RN e per ogni λ > 0
a(δλ(x)) = λ
ma(x).
Nel caso di un gruppo di Lie omogeneo, possiamo definire la lunghezza
omogenea di un multi-indice α ∈ (N ∪ {0})N come
|α|σ =
N∑
i=1
αiσi.
1Osserviamo che, a causa di (H.2), l’elemento neutro del gruppo è necessariamente 0.
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Da questa definizione possiamo definire il grado omogeneo di una funzione
polinomiale p : G→ R (la somma qui sotto si intende finita)
p(x) =
∑
α
cαx
α, cα 6= 0,
come
degσ(p) := max{|α|σ : cα 6= 0}.
Con poca fatica, si può dimostrare la seguente proposizione:
Proposizione 1.2. Supponiamo che a ∈ C∞(RN ,R). Allora a è δλ-omoge-
nea di grado m ∈ R se e solo se è una funzione polinomiale della forma
a(x) =
∑
|α|σ=m
aαx
α
con almeno un aα non nullo.
Questa proposizione, oltre ad avere un suo interesse in sé, si rivela fonda-
mentale per dimostrare quanto segue.
Teorema 1.3 (Legge di composizione di un gruppo di Lie su RN omoge-
neo). Sia (RN , ◦, δλ) un gruppo di Lie su RN omogeneo. Allora per ogni
x = (x1, . . . , xN) e per ogni y = (y1, . . . , yN) si ha
x ◦ y =
(
(x ◦ y)1 , (x ◦ y)2 , . . . , (x ◦ y)N
)
,
ove
(x ◦ y)1 = x1 + y1;
(x ◦ y)j = xj + yj +Qj(x, y), 2 ≤ j ≤ N,
in cui, per ogni 2 ≤ j ≤ N , i Qj sono funzioni polinomiali che dipendono da
x1, . . . , xj−1, y1, . . . , yj−1 e per cui vale
Q(δλ(x), δλ(y)) = λ
σjQ(x, y) ∀ x, y ∈ RN , j = 1, . . . , N. (1.2)
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Consideriamo ora i campi vettoriali sui gruppi di Lie su RN omogenei.
Data una N -upla di funzioni a1, . . . , aN ,
aj : RN → R, j ∈ {1, . . . , N},
l’operatore differenziale lineare del primo ordine
X =
N∑
j=1
aj∂xj (1.3)
si dirà campo vettoriale su RN di componenti a1, . . . , aN . X si dirà liscio se
le funzioni aj sono lisce per ogni j = 1, . . . , N . Ci serviremo inoltre della
seguente notazione: se X è il campo vettoriale in (1.3) allora
XI(x) :=

a1(x)
...
aN(x)

sarà il vettore colonna delle componenti di X.
Ad un campo vettoriale su RN possiamo associare il problema di Cauchyγ̇ = XI(γ)γ(0) = x0,
ove x0 ∈ RN è fissato. Un campo vettoriale si dirà completo se il dominio
massimale della soluzione di tale problema di Cauchy è R.
Dato un gruppo di Lie omogeneo G e dato α ∈ G, denotiamo con
τα(x) := α ◦ x la traslazione sinistra di ampiezza α su G. Un campo vet-
toriale liscio su RN dice invariante a sinistra su G se
X(ϕ ◦ τα) = (Xϕ) ◦ τα,
per ogni α in G e per ogni funzione liscia ϕ : RN → R.
Chiameremo algebra di Lie di G l’insieme dei campi vettoriali invarianti
a sinistra su G e la indicheremo con Lie (G). È immediato notare che tale
insieme è una sottoalgebra di Lie dell’algebra dei campi vettoriali su RN e si
può dimostrare che la dimensione di tale sottoalgebra è N .
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Una base per l’algebra di Lie di G è data dagli N campi vettoriali nella
seguente proposizione: essa verrà chiamata base Jacobiana.
Proposizione 1.4. Sia G un gruppo di Lie su RN omogeneo. Per ogni
j ∈ {1, . . . , N} esiste un unico campo vettoriale Zj, invariante a sinistra su
G, tale da verificare le seguenti condizioni equivalenti:
• ZjI(x) è il j-esimo vettore colonna della matrice Jacobiana della tra-
slazione sinistra di ampiezza x valutata nell’elemento neutro;
• (Zjϕ)(0) =
∂ϕ
∂xj
(0) per ogni ϕ ∈ C∞(RN ,R);
• per ogni ϕ ∈ C∞(RN ,R) si ha (Zjϕ)(x) =
∂
∂yj
∣∣∣∣
y=0
(
ϕ(x ◦ y)
)
per ogni
x ∈ G;
• ZjI(0) = ej, ove ej indica il j-esimo vettore della base canonica di RN ;
• per ogni x ∈ G si ha (Zjϕ)(x) =
d
dt
∣∣∣∣
t=0
ϕ(x ◦ (tej)) per ogni
ϕ ∈ C∞(RN ,R).
Osservando che, dato G un gruppo di Lie omogeneo su RN , esso induce
una famiglia di automorfismi su Lie (G) (che verranno chiamate anch’esse
δλ-dilatazioni), siamo portati a dare una definizione di δλ-omogeneità anche
per campi vettoriali.
Un operatore differenziale lineare non identicamente nullo X si dice
δλ-omogeneo di grado α ∈ R se si ha, per ogni x ∈ RN e per ogni λ > 0
X(ϕ(δλ(x))) = λ
α(Xϕ)(δλ(x)).
È praticamente immediato osservare che, conservando la notazione prece-
dente, data una funzione a liscia e omogenea di grado m, Xa è una funzione
δλ-omogenea di grado m − α. Grazie a questo fatto, si giunge quindi a
dimostrare la seguente proposizione:
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Teorema 1.5. Sia {δλ}λ>0 una famiglia di dilatazioni e sia X un campo vet-
toriale liscio non identicamente nullo come in (1.3). Allora X è δλ-omogeneo
di grado α ∈ R se e solo se ogni aj è una funzione polinomiale δλ-omogenea
di grado σj − α (oppure aj ≡ 0).
Ciò comporta che ogni campo vettoriale non nullo non può avere grado di
omogeneità superiore a σN . Se osserviamo inoltre che il commutatore di due
campi vettoriali δλ-omogenei è ancora un campo vettoriale δλ-omogeneo (il
cui grado di omogeneità è la somma dei gradi di omogeneità dei campi vet-
toriali di partenza) e che ogni elemento della base Jacobiana è δλ-omogeneo
di grado σj, si ha:
Proposizione 1.6. Sia G gruppo di Lie su RN omogeneo e sia g la sua
algebra di Lie. Allora g è nilpotente.
È inoltre di gran rilievo il fatto che i campi vettoriali invarianti a sini-
stra su G = (RN , ◦, δλ) siano completi: possiamo quindi definire la mappa
esponenziale
Exp : g→ G, Exp (X) = γ(1),
ove g è l’algebra di Lie di G e γ è la soluzione del seguente problema di
Cauchy associato a X:  ˙γ(t) = XI(γ(t))γ(0) = 0.
Dalla Proposizione 1.4 e dal Teorema 1.3 si deduce che i campi vettoriali
della cosiddetta base Jacobiana sono del tipo
Zj =

∂xj +
N∑
i=j+1
a
(j)
i (x1, . . . , xi−1) ∂xi se j = 1, . . . , N − 1,
∂xN se j = N,
ove gli a(j)i sono funzioni polinomiali per ogni i, j ∈ {1, . . . , N} definite
ogniqualvolta i > j.
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La mappa esponenziale sarà dunque, nelle notazioni precedenti, della
forma
Exp (ξ1Z1 + . . . ξNZN) =

ξ1
ξ2 +B2(ξ1)
...
ξN +BN(ξ1, . . . , ξN−1)
 ,
ove B2, . . . , BN sono funzioni polinomiali.
Da ciò si ricava che l’inversa della mappa esponenziale (detta mappa loga-
ritmica) esiste ed è anch’essa un diffeomorfismo definito globalmente avente
funzioni polinomiali come componenti2. In particolare si vede che
Log (x) = x1Z1 +
(
ξ2 + C2(ξ1)
)
Z2 + · · ·+
(
ξN + CN(ξ1, . . . , ξN−1)
)
ZN ,
ove C2, . . . , CN sono funzioni polinomiali.
Viste le proprietà di Exp e Log possiamo definire
 : g× g→ g, X  Y = Log (Exp (X) ◦ Exp (Y )). (1.4)
Si verifica facilmente che  induce una struttura di gruppo di Lie omogeneo
su g e che tale gruppo è isomorfo a G.
Si può dimostrare che una espressione esplicita di  è data dalla seguente
formula “universale”, nota come formula di Baker–Campbell–Hausdorff3 (per
una dimostrazione si veda [9, p. 42])
X  Y =
∑
k
(−1)k+1
k
×
∑
(i1,j1),...,(ik,jk)6=(0,0)
(adX)i1(adY )j1 · · · (adX)ik(adY )jk−1(Y )
(i1 + j1 + · · ·+ ik + jk) · i1!j1! · · · ik!jk!
(1.5)
essendo l’espressione di destra ben definita a causa della nilpotenza di g (è
una somma finita).
2Abbiamo identificato g con RN grazie alla mappa X 7→ XI(0).
3Ci serviamo della notazione (adA)B = [A,B]. Di più se jk = 0 il termine nella
sommatoria sarà, per convenzione, · · · (adX)ik−1(adY )jk−1(adX)ik−1X.
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Per vedere come questo risultato giustifichi il nostro studio sui gruppi
di Lie omogenei su RN , introduciamo ora la nozione di gruppo di Carnot
omogeneo e di gruppo di Lie stratificato.
1.2 Gruppi di Carnot omogenei e sub-Laplacia-
ni
Definizione 1.7 (Gruppo di Carnot omogeneo). Sia G = (RN , ◦, δλ) un
gruppo di Lie su RN omogeneo in cui la famiglia di dilatazioni δλ è della
forma
δλ(x
(1), x(2), . . . , x(r)) := (λx(1), λ2x(2), . . . , λrx(r)),
dove x(i) ∈ RNi e N1 + · · ·+Nr = N . Per i = 1, . . . , N1, sia Zi l’unico campo
vettoriale della base Jacobiana associata a Lie (G). Se vale la seguente ipotesi
(C.1) l’algebra di Lie generata da Z1, . . . , ZN1 è Lie (G),
allora la terna (RN , ◦, δλ) si dice gruppo di Carnot omogeneo.
Definizione 1.8 (Gruppo di Lie stratificato). Un gruppo di Lie stratificato
(o gruppo di Carnot) F è un gruppo di Lie connesso e semplicemente connesso
tale per cui la sua algebra di Lie è stratificata, i.e. ha una decomposizione in
somma diretta
Lie (F) = V1 ⊕ V2 ⊕ . . .⊕ Vr con
[V1, Vi−1] = Vi se 2 ≤ i ≤ r,[V1, Vr] = {0}.
Il risultato fondamentale che motiva lo studio dei gruppi di Lie omogenei
su RN è il seguente teorema (per la cui dimostrazione, che non riporteremo,
si fa largo uso della formula (1.5)):
Teorema 1.9. Un gruppo di Lie è stratificato se e solo se è isomorfo ad un
gruppo di Carnot omogeneo.
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Definizione 1.10. Sia G = (RN , ◦, δλ) un gruppo di Carnot omogeneo e
siano Z1, . . . , ZN1 come nella Definizione 1.7. Data una base Y1, . . . , YN1 di
span{Z1, . . . , ZN1} si dice sub-Laplaciano l’operatore differenziale del secondo
ordine della forma
L =
N1∑
j=1
Y 2j ,
mentre (Y1, . . . , YN1) sarà detto L-gradiente orizzontale.
Se Y1 = Z1, . . . , YN1 = ZN1 allora parleremo rispettivamente di sub-Lapla-
ciano canonico e di G-gradiente canonico.
Riportiamo ora alcune proprietà dei sub-Laplaciani su un gruppo di Car-
not omogeneo.
Proposizione 1.11. Sia G un gruppo di Carnot omogeneo e consideriamo
un suo sub-Laplaciano L =
∑N1
j=1 Y
2
j , come nella Definizione 1.10. Allora:
• L è un operatore differenziale del secondo ordine in forma di divergenza
con coefficienti polinomiali: si ha infatti
L = div (A(x)∇),
dove div denota l’operatore di divergenza in RN , ∇ = (∂1, . . . , ∂N)T , A
è la matrice simmetrica N ×N simmetrica e
A(x) = σ(x)σ(x)T , (1.6)
ove σ(x) è la matrice N ×N1 le cui colonne sono Y1(x), . . . , YN1(x);
• L è ipoellittico, invariante rispetto alle traslazioni sinistre su G e
δλ-omogeneo di grado 2;
• La forma caratteristica di L è semidefinita positiva. Se il passo di
nilpotenza di G è 1 allora L è un operatore ellittico con coefficienti
costanti, mentre se è maggiore di 1 allora L non è ellittico in alcun
punto di G.
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Ci concentreremo ora sui gruppi di Carnot di passo 2.
Siano m,n ∈ N. Poniamo RN := Rm × Rn e denotiamo i punti come
z = (x, t), con x ∈ Rm e t ∈ Rn. Data una n-upla di matrici B(1), . . . , B(n)
con coefficienti reali, poniamo
(x, t) ◦ (ξ, τ) =
(
x+ ξ, t+ τ +
1
2
〈Bx, ξ〉
)
, (1.7)
ove 〈Bx, ξ〉 denota la n-upla
(
〈B(1)x, ξ〉, . . . , 〈B(n)x, ξ〉
)
.
Si può facilmente verificare che la famiglia di dilatazioni {δλ}λ>0, ove
δλ : RN → RN , δλ(x, t) = (λx, λ2t),
munisce il gruppo (RN , ◦) della struttura di gruppo di Lie omogeneo su RN .
Di più, se poniamo
Bi,j :=

b
(1)
i,j
...
b
(n)
i,j
 ,
ove, per ogni i, j = 1, . . . ,m e per ogni k = 1, . . . , n, b(k)i,j è il coefficiente della
matrice B(k) di posto (i, j), allora grazie ai risultati che abbiamo esposto in
precedenza, la mappa esponenziale e la mappa logaritmica hanno la forma:
Exp ((ξ, τ) · Z) =
(
ξ, τ +
1
4
m∑
i,j=1
Bi,jξiξj
)
, (1.8)
Log (x, t) =
(
x, t− 1
4
m∑
i,j=1
Bi,jxixj
)
· Z, (1.9)
ove Z = (Z1, . . . , ZN) e Z1, . . . , ZN sono i vettori della base Jacobiana del-
l’algebra di Lie del gruppo in esame.
Osserviamo esplicitamente che, in virtù dei risultati citati in precedenza,
trovandoci di fronte a gruppi di Lie su RN omogenei di passo 2, la legge di
composizione deve essere necessariamente come in (1.7).
È a questo punto naturale chiedersi quando tale gruppo omogeneo sia un
gruppo di Carnot omogeneo. Orbene si ha il seguente risultato:
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Teorema 1.12 (Caratterizzazione dei gruppi di Carnot omogenei di passo
2). Sia G = (Rm+n, ◦, δλ) un gruppo di Lie su RN omogeneo rispetto alle
dilatazioni
δλ : Rm+n → Rm+n, δλ(x, t) = (λx, λ2t).
e in cui la legge di composizione è del tipo
(x, t) ◦ (ξ, τ) =
(
x+ ξ, t1 + τ1 +
1
2
〈B(1)x, ξ〉, . . . , tn + τn +
1
2
〈B(n)x, ξ〉
)
,
ove B(1), . . . , B(n) sono matrici m × m a coefficienti reali. Allora G è un
gruppo di Carnot omogeneo se e solo se le matrici
1
2
(
B(i) − (B(i))T
)
i = 1, . . . , n
sono linearmente indipendenti.
Forniamo ora un esempio importante di gruppi di Carnot di passo 2. Sia
n := m(m − 1)/2 e siano i, j ∈ {1, . . . ,m}. Definiamo come S(i,j) con i > j
le n matrici antisimmetriche i cui coefficienti sono −1 in posizione (i, j), +1
in posizione (j, i) e 0 altrove. Rm+n, munito della legge di gruppo definita
come in (1.7) dalle n matrici descritte pocanzi, sarà detto gruppo libero di
Carnot di passo 2 ed m generatori.
1.3 Generalizzazioni del gruppo di Heisenberg–
Weyl
Prima di iniziare la descrizione dei gruppi di tipo H, richiamiamo la de-
finizione del gruppo di Heisenberg–Weyl su R2n+1. Esso non è altro che
Hn := (R2n+1, ◦, δλ) in cui la legge di gruppo è definita come in (1.7), dove
B = B(1) = 4
(
0 Ik
−Ik 0
)
,
per cui la base Jacobiana sarà formata da X1, . . . , Xn, Y1, . . . , Yn, T , dove
Xj = ∂xj + 2yj∂t, Yj = ∂yj − 2xj∂t, j = 1, . . . , n, T = ∂t.
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Notiamo infine che, essendo B(1) antisimmetrica, grazie a (1.8) si avrà che la
mappa esponenziale agisce come l’identità (una volta identificata Lie (Hn) con
R2n+1 grazie a X 7→ XI(0)). Ricordiamo infine che il Laplaciano canonico
sul gruppo di Heisenberg–Weyl, ∆Hn =
∑n
j=1
(
X2j +Y
2
j
)
, è noto in letteratura
come Laplaciano di Kohn.
Definizione 1.13 (Algebra di tipo H, gruppo di tipo H). Un’algebra di tipo
Heisenberg (o di tipo H, per brevità) è un algebra di Lie finito dimensionale
che può essere munita di un prodotto interno 〈 , 〉 tale per cui
[z⊥, z⊥] = z,
dove z è il centro di g e, di più, per ogni z ∈ z la mappa Jz : z⊥ → z⊥,
definita da
〈Jz(v), w〉 = 〈z, [v, w]〉 ∀w ∈ z⊥, (1.10)
è ortogonale ogniqualvolta 〈z, z〉 = 1.
Un gruppo di Lie di tipo Heisenberg (di tipo H, brevemente) è un gruppo
di Lie connesso, semplicemente connesso la cui algebra di Lie è di tipo H.
Come è naturale aspettarsi, si può mostare che il gruppo di Heisenberg–
Weyl è un gruppo di tipo H.
È poi facile vedere che, mantenendo le notazioni come nella definizione
precedente, valgono numerose identità, tra cui:
〈Jz(v), v〉 = 0, (1.11a)
〈Jz(v), v′〉 = −〈v, Jz(v′)〉, (1.11b)
|Jz(v)| = |z| · |v|, (1.11c)
〈Jz(v), Jz′(v)〉 = 〈z, z′〉 · |v|2, (1.11d)
[v, Jz(v)] = |v|2 · z (1.11e)
per ogni z, z′ ∈ z e per ogni v, v′ ∈ z⊥.
Si osserva facilmente che un’algebra di tipo H è un’algebra di Lie nilpo-
tente di passo 2; di più, un gruppo di Lie di tipo H è un gruppo di Carnot di
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passo 2. Notiamo infine che la proprietà di essere un’algebra di Lie (rispet-
tivamente, un gruppo di Lie) di tipo H si conserva attraverso isomorfismi di
algebre di Lie (rispettivamente, di gruppi di Lie).
Quest’ultimo fatto ci permette di passare da una definizione piuttosto
astratta ad una più concreta. Introduciamo perciò la seguente definizione:
Definizione 1.14 (Prototipo di gruppo di tipo H). Consideriamo il gruppo
di Lie omogeneo
H = (Rm+n, ◦, δλ)
con legge di composizione come in (1.7). Assumiamo inoltre che le matrici
B(1), . . . , B(n) abbiano le seguenti proprietà:
1. B(j) è una matrice m×m antisimmetrica ed ortogonale per ogni j ≤ n;
2. B(i)B(j) +B(j)B(i) = 0 per ogni i, j ∈ {1, . . . , n} ove i 6= j.
Se tutte queste condizioni sono soddisfatte, H sarà detto prototipo di un
gruppo di tipo H.
Possiamo quindi dimostrare quanto segue:
Proposizione 1.15 (Caratterizzazione dei gruppi di tipo H). G è un gruppo
di tipo H se e solo se è isomorfo ad un prototipo di gruppo di tipo H, come
nella Definizione 1.14.
Dimostrazione. Proviamo anzitutto la necessità. Sia G un gruppo di tipo H
la cui algebra di Lie è g e il cui centro è z. Siano P1, . . . , Pm e Z1, . . . , Zn,
rispettivamente, basi ortonormali per z⊥ e z. L’ipotesi [z⊥, z⊥] = z assicura
che esistono scalari B(s)i,j tali che
[Pi, Pj] =
n∑
s=1
B
(s)
i,j Zs, ∀ i, j ∈ {1, . . . ,m}. (1.12)
Con la notazione in (1.12), definiamo le seguenti matrici quadrate
B(s) :=
(
B
(s)
i,j
)
i,j≤m, s = 1 . . . , n. (1.13)
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Ricordiamo ora che il gruppo (G, ◦) è canonicamente isomorfo a (Lie (G), ).
Come conseguenza, per mezzo della base data da su g, possiamo identificare
G con g = Rm+n con la legge di gruppo (1.7) dove le matrici B(j) sono come in
(1.13). Fissiamo v =
∑m
i=1 viPi e z =
∑n
i=1 ziZi. Cerchiamo x1, . . . , xm ∈ R
tali che Jz(v) =
∑m
i=1 xiPi soddisfi la condizione (1.10) della Definizone 1.13
per ogni w =
∑m
i=1wiPi. Nello specifico,
m∑
j=1
xjwj =
〈
m∑
i=1
xiPi,
m∑
i=1
wiPi
〉
= 〈Jz(v), w〉 = 〈z, [v, w]〉
=
〈
n∑
r=1
zrZr,
[ m∑
i=1
viPi,
m∑
i=1
wiPi
]〉
=
〈
n∑
r=1
zrZr,
m∑
i,j=1
viwj[Pi, Pj]
〉
=
〈
n∑
r=1
ziZi,
m∑
i,j=1
viwj
n∑
s=1
B
(s)
i,j Zs
〉
=
m∑
j=1
wj
(
n∑
r,s=1
m∑
i=1
viB
(s)
i,j zr〈Zr, Zs〉
)
=
m∑
j=1
wj
(
n∑
s=1
m∑
i=1
viB
(s)
i,j zs
)
.
(1.14)
Per l’arbitrarietà di w, si ha
xj =
n∑
s=1
m∑
i=1
viB
(s)
i,j zs,
da cui segue
Jz : z
⊥ → z⊥,
m∑
j=1
vjPj 7→
m∑
j=1
(
n∑
s=1
m∑
i=1
viB
(s)
i,j zs
)
Pj.
Di conseguenza, rispetto alla base ortonormale P1, . . . , Pn di z⊥, la matrice
di rappresentazione dell’endomorfismo Jz è
n∑
s=1
zs

B
(s)
1,1 . . . B
(s)
m,1
... . . .
...
B
(s)
1,m . . . B
(s)
m,m
 = n∑
s=1
zs(B
(s))T .
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Essendo g di tipo H, questa matrice è necessariamente ortogonale ogniqual-
volta
∑n
s=1(zs)
2 = 1 (è infatti evidente che una matrice è ortogonale se e solo
se lo è la sua trasposta). In particolare, ciò implica che ogni B(s) è ortogo-
nale (per cui la proprieà (1) dell’enunciato è provata). Denotando con Im la
matrice identità di ordine m, abbiamo
−B(s)B(s) = Im per ogni s = 1, . . . , n.
Di più, se
∑n
s=1(zs)
2 = 1, la matrice
∑n
s=1 zsB
(s) è ortogonale se e solo se
Im =
(
n∑
s=1
zsB
(s)
)
·
(
n∑
s=1
zsB
(s)
)T
= −
∑
r,s≤n
zrzsB
(r)B(s)
= −
∑
r≤n
z2rB
(r)B(r) −
∑
r,s≤n, r 6=s
zrzsB
(r)B(s)
= Im −
∑
r,s≤n, r 6=s
zrzsB
(r)B(s).
Infatti, essendo le matrici B(1), . . . , B(n) antisimmetriche e ortogonali, si ha
−
(
B(s)
)2
= B(s) ·
(
−B(s)
)
= B(s)
(
B(s)
)T
= Im. (1.15)
Di conseguenza, ne viene
∑
r,s≤n, r 6=s
zrzsB
(r)B(s) = 0 ∀ z1, . . . , zn :
n∑
s=1
z2s = 1. (1.16)
Se in (1.16) si prende z = (0, . . . , 1/
√
2, . . . , 1/
√
2, . . . , 0), ottieniamo
B(i)B(j) +B(j)B(i) = 0 per ogni i, j ∈ {1, . . . , n} con i 6= j.
In conclusione, le proprietà (1) e (2) della Definizione 1.14 sono dimostrate.
Dimostriamo ora la sufficienza. Siano B(1), . . . , B(n) le matrici che godono
delle proprietà (1) e (2) della Definizione 1.14. Supponiamo che Rm+n sia mu-
nito della legge di composizione (1.7). È immediato verificare che ◦ definisce
un gruppo di Lie su RN omogeneo rispetto alle dilatazioni δλ(x, t) = (λx, λ2t),
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nilpotente di passo 2, in cui l’inverso di (x, t) è (−x,−t), a causa dell’anti-
simmetria di B(1), . . . , B(n). Di più è un gruppo di Carnot: per il Teorema
1.12, dati i campi vettoriali
Xj = (∂/∂xj) +
1
2
n∑
s=1
(
m∑
i=1
B
(s)
j,i xi
)
(∂/∂ts), j = 1, . . . ,m, (1.17)
si ha che
span{X1, . . . , Xm, } = g, (1.18)
poiché B(1), . . . , B(n) sono linearmente indipendenti, come si desume imme-
diatamente dal fatto che, per ogni α1, . . . , αn ∈ R, si ha(
n∑
i=1
αiB
(i)
)
·
(
n∑
j=1
αjB
(j)
)T
(1)
= −
n∑
i=1
α2i
(
B(i)
)2
−
n∑
i,j=1
αiαjB
(i)B(j)
= −
n∑
i=1
α2i Im −
∑
r,s≤n, r>s
αiαjB
(i)B(j)
−
∑
r,s≤n, r<s
αiαjB
(i)B(j)
(2)
= −
∑
i
α2i Im.
Da (1.17) e dall’antisimmetria di B(1), . . . , B(n), otteniamo
[Xi, Xj] =
n∑
s=1
B
(s)
j,i (∂/∂ts),
per ogni i, j ∈ {1, . . . ,m}. Posto Zs = ∂/∂ts, per ogni s = 1, . . . , n, mo-
striamo che z, il centro di g, è generato da Z1, . . . , Zn. Infatti, supponendo
per assurdo che esistano α1, . . . , αn non tutti nulli tali che
∑m
i=1 αiXi ∈ z, ne
conseguirebbe
0 =
[
m∑
i=1
αiXi, Xj
]
=
n∑
s=1
m∑
i=1
αiB
(s)
j,i Zs per ogni j ∈ {1, . . . ,m}.
Poiché Z1, . . . , Zn sono linearmente indipendenti, ciò comporta che
m∑
i=1
αiB
(s)
j,i = 0.
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per ogni j ≤ m e per ogni s ≤ n. In particolare, le colonne della matrice
B(1) sono linearmente dipendenti, contro l’ipotesi che che B(1) sia invertibile.
Infine, ponendo 〈 , 〉 il prodotto standard su g rispetto alla base
X1, . . . , Xm, Z1, . . . , Zn.
Per quanto provato pocanzi, si ha z⊥ = span{X1, . . . , Xm} e[
z⊥, z⊥
]
= span {Z1, . . . , Zn} = z.
Non resta altro che studiare Jz, definita come in (1.10) (osserviamo che stiamo
facendo perlopiù una verifica analoga a quanto si è visto in (1.14)). Infatti,
per un fissato z =
∑n
j=1 zjZj, ponendo
v :=
m∑
i=1
viXi, w :=
m∑
i=1
wiXi,
risulta
〈z, [v, w]〉 =
〈
n∑
r=1
zrZr,
[
m∑
i=1
viXi,
m∑
j=1
wjXj
]〉
=
〈
n∑
r=1
zrZr,
m∑
i,j=1
viwj[Xi, Xj]
〉
=
〈
n∑
r=1
zrZr,
m∑
i,j=1
viwj
n∑
s=1
B
(s)
j,i Zs
〉
=
m∑
j=1
wj
(
n∑
r,s=1
m∑
i=1
viB
(s)
j,i zr〈Zr, Zs〉
)
=
m∑
j=1
wj
(
n∑
r,s=1
m∑
i=1
viB
(s)
j,i zr
)
.
Di conseguenza, secondo la definizione di 〈 , 〉, ponendo
Jz(v) :=
m∑
j=1
xjXj
con
xj =
n∑
r=1
m∑
i=1
viB
(r)
j,i zr,
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si ha
〈Jz(v), w〉 = 〈z, [v, w]〉,
per ogni w =
∑m
i=1 wiXi. Sulla falsariga dei conti fatti in precedenza, si vede
che se B(1), . . . , B(n) sono matrici ortogonali che soddisfano
B(i)B(j) +B(j)B(i) = 0,
per ogni r, s ∈ {1, . . . , n} con r 6= s, cosicché la mappa
m∑
j=1
vjXj 7→ Jz(v)
definisce un endomorfismo ortogonale su span{X1, . . . , Xm} per ogni scelta
di z =
∑n
j=1 zjZj tale per cui
∑n
s=1(zs)
2 = 1. Ciò completa la prova.
Sull’esistenza dei gruppi di tipo H al variare della dimensione dell’algebra
del gruppo e del suo centro, si ha il seguente risultato:
Proposizione 1.16. Siano m,n ∈ N r {0}. Allora esiste un gruppo di tipo
H di dimensione m+ n il cui centro ha dimensione n se e solo se n < ρ(m),
dove ρ è la funzione di Radon–Hurwitz4.
Ciò implica, in particolare, che non esistono agebre di tipo H il cui centro
abbia codimensione dispari.
Tornando momentaneamente allo studio dei gruppi di Carnot omogenei
di passo 2 e mantenendo le notazioni del Teorema 1.12, notiamo che, da un
calcolo diretto, il sub-Laplaciano canonico di un gruppo di Carnot omogeneo
4Ricordiamo che la funzione di Radon-Hurwitz di un numero naturale m, in algebra
lineare, indica la dimensione massima di un sottospazio lineare delle matrici m ×m, per
cui ogni matrice non nulla è il prodotto di una matrice ortogonale ed una matrice scalare:
essa si può definire come
ρ : N→ N, ρ(m) := 8p+ q dove m = (numero dispari) · 24p+q, 0 ≤ q ≤ 3.
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di passo 2 è
∆G =∆x +
1
4
n∑
h,k=1
〈B(h)x,B(k)x〉∂thtk
+
n∑
k=1
〈B(k)x,∇x〉∂tk +
1
2
n∑
k=1
tr
(
B(k)
)
∂tk .
Di conseguenza, nel caso di un prototipo di un gruppo di tipo H:
∆G = ∆x +
1
4
|x|2∆t +
n∑
k=1
〈B(k)x,∇x〉∂tk .
Ci apprestiamo ora ad enunciare e a dimostrare un notevole risultato dovuto
a Kaplan (si veda [7]), avviandoci verso la conclusione del nostro elaborato.
Teorema 1.17. Sia G un gruppo di tipo H come nella Definizione 1.13. Sia
X1, . . . , XN1 una base ortogonale di z⊥, sia Z1, . . . , ZN2 una base ortonormale
di z e sia L il sub-Laplaciano
L =
N1∑
j=1
X2j .
Introdotte su G le funzioni
v : G→ z⊥, v(x) : =
N1∑
j=1
〈Log (x), Xj〉Xj
z : G→ z, z(x) : =
N2∑
j=1
〈Log (x), Zj〉Zj,
allora v e z godono della seguente proprietà:
∀x ∈ G, x = Exp (v(x) + z(x)), v(x) ∈ z⊥, z(x) ∈ z. (1.19)
Di più, esiste una costante positiva c tale per cui la funzione
Γ(x) := c ·
{
|v(x)|4 + 16|z(x)|2
}(2−Q)/4
è la soluzione fondamentale per L (con polo nell’origine).
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Dimostrazione. È immediato verificare la validità dell’identità (1.19) serven-
dosi della definizione di v e z e del fatto cheX1, . . . , XN1 , Z1, . . . , ZN2 formano
una base ortonormale di z⊥. Dati ε > 0 e x ∈ G, poniamo
Γε(x) = c
{
(|v(x)|2 + ε2)2 + 16|z(x)|2
}(2−Q)/4
,
dove c è una costante che verrà determinata in seguito. Osservando che Exp
e Log funzioni analitiche5, si ha che Γε è anch’essa una funzione analitica
e che Γ è analitica su G r {0}. Dalla definizione di mappa esponenziale,
abbiamo6
L(Γε)(x) =
N1∑
j=1
X2j (Γε)(x) =
N1∑
j=1
(
d
dt
)2∣∣∣∣
t=0
Γε(x ◦ Exp (tXj)).
Fissiamo ε > 0 e x ∈ G. Per esplicitare L(Γε)(x) dobbiamo quindi calcolare
le prime due derivate della funzione
φj(t) =
(
|v(x ◦Exp (tXj))|2 + ε2
)2
+ 16|z(x ◦Exp (tXj))|2, j = 1, . . . , N1.
Dopo aver osservato che
φj(0) =
(
|v(x)|2 + ε2
)2
+ 16|z(x)|2
non dipende da j, poniamo φ(0) := φj(0). Ponendo k := (Q− 2)/4, si ha
L(Γε)(x) =
N1∑
j=1
(
d
dt
)2∣∣∣∣
t=0
c(φj(t))
−k = c
N1∑
j=1
d
dt
∣∣∣∣
t=0
(−kφj(t)−k−1φ′j(t))
= c k(k + 1)
N1∑
j=1
φj(0)
−k−2(φ′j(0))
2 − c k
N1∑
j=1
φj(0)
−k−1φ′′j (0)
= c k φ(0)−k−2
(
(k + 1)
N1∑
j=1
(φ′j(0))
2 − φ(0)
N1∑
j=1
φ′′j (0)
)
.
5Identifichiamo g con RN tramite X 7→ XI(0)
6Non è difficile mostrare infatti, se f ∈ C∞(RN ,R) che
dk
dtk
f(Exp (tX)) = Xkf(Exp (tX)),
per ogni k ∈ N ∪ {0}.
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Fissiamo ora j = 1, . . . , N1 e t ∈ R. Servendoci della formula di Campbell–
Baker–Hausdorff
Exp (A) ◦Exp (B) = Exp
(
A+B +
1
2
[A,B]
)
∀A,B ∈ Lie (G), (1.20)
valida per il gruppo G di passo 2, cerchiamo espressioni più semplici per
v(x ◦ Exp (tXj)) e per z(x ◦ Exp (tXj)).
Abbiamo infatti
Exp
(
v(x ◦ Exp (tXj)) + z(x ◦ Exp (tXj))
)
(1.19)
= x ◦ Exp (tXj)
= Exp (Log (x)) ◦ Exp (tXj)
(1.20)
= Exp
(
Log (x) + tXj +
t
2
[Log (x), Xj]
)
(1.19)
= Exp
(
v(x) + tXj + z(x) +
t
2
[v(x), Xj]
)
.
Comparando il primo termine di questa catena di uguaglianze all’ultimo ed
osservando che
v(x) + tXj ∈ z⊥, z(x) +
t
2
[v(x), Xj] ∈ z,
da (1.19) si vede che
v(x ◦ Exp (tXj)) = v(x) + tXj,
z(x ◦ Exp (tXj)) = z(x) +
t
2
[v(x), Xj].
Quindi abbiamo
φj(t) =
(
|v(x) + tXj|2 + ε2
)2
+ 16|z(x) + t
2
[v(x), Xj]|2
=
(
|v(x)|2 + t2 + 2t〈v(x), Xj〉+ ε2
)2
+ 16
(
|z(x)|2 + t
2
4
|[v(x), Xj]|2 + t〈z(x), [v(x), Xj]〉
)
.
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Ciò comporta che
φ′j(t) = 2
(
|v(x)|2 + t2 + 2t〈v(x), Xj〉+ ε2
)
(2t+ 2〈v(x), Xj〉)
+ 16
(
t
2
|[v(x), Xj]|2 + 〈z(x), [v(x), Xj]〉
)
;
φ′′j (0) = 8〈v(x), Xj〉2 + 4(|v(x)|2 + ε2) + 8|[v(x), Xj]|2;
φ′j(0) = 4
(
|v(x)|2 + ε2
)
〈v(x), Xj〉+ 16〈z(x), [v(x), Xj]〉
= 4
(
|v(x)|2 + ε2
)
〈v(x), Xj〉+ 16〈Jz(x)(v(x)), Xj〉
= 4〈(|v(x)|2 + ε2 · v(x) + 4Jz(x)(v(x)), Xj〉.
In particolare, si ottiene
N1∑
j=1
(φ′j(0))
2 = 16
N1∑
j=1
〈(|v(x)|2 + ε2 · v(x) + 4Jz(x)(v(x)), Xj〉2
= 16|(|v(x)|2 + ε2 · v(x) + 4Jz(x)(v(x))|2
(1.11a)
= 16(|v(x)|2 + ε2)2 · |v(x)|2 + 162|Jz(x)(v(x))|2
(1.11c)
= 16|v(x)|2{(|v(x)|2 + ε2)2 + 16|z(x)|2}
= 16|v(x)|2φ(0);
N1∑
j=1
(φ′j(0))
2 = 8
N1∑
j=1
〈v(x), Xj〉2 + 4N1(|v(x)|2 + ε2) + 8
N1∑
j=1
|[v(x), Xj]|2
= 8
N1∑
j=1
|v(x)|2 + 4N1(|v(x)|2 + ε2) + 8
N1∑
j=1
|[v(x), Xj]|2.
Ora [v(x), Xj] ∈ [z⊥, z⊥] = z e quindi si ha
N1∑
j=1
|[v(x), Xj]|2 =
N1∑
j=1
N2∑
i=1
〈Zi, [v(x), Xj]〉2 =
N1∑
j=1
N2∑
i=1
〈JZi(v(x)), Xj〉2
=
N2∑
i=1
N1∑
j=1
〈JZi(v(x)), Xj〉2
(1.11c)
=
N2∑
i=1
|Zi|2|v(x)|2 = N2|v(x)|2.
Di conseguenza
N1∑
j=1
φ′′j (0) = 8|v(x)|2 + 4N1(|v(x)|2 + ε2) + 8N2|v(x)|2
= 16(k + 1)|v(x)|2 + 4N1ε2,
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e quindi
L(Γε)(x) = c k φ(0)−k−2
(
16(k + 1)|v(x)|2φ(0)
− 16(k + 1)|v(x)|2φ(0)− 4N1ε2φ(0)
)
= −4N1 c k ε2φ(0)−k−1
= −4N1 c k ε2
(
(|v(x)|2 + ε2)2 + 16|z(x)|
)(−2−Q)/4
.
(1.21)
Per ε = 0 abbiamo chiaramente
LΓ(x) = 0 ∀x 6= 0.
Di più, dal fatto che Γ = c d2−Q si desume immediatamente che
Γ ∈ L1loc(G).
Per provare l’asserto, non resta che dimostrare che LΓ = Dir0 (Dir0 indica
la misura di Dirac nell’origine) nel senso delle distribuzioni. Osservando
anzitutto che v e z sono δλ-omogenee rispettivamente di grado 1 e 2, si
ottiene
L(Γε)(δε(x)) = ε−QL(Γ1)(x). (1.22)
Osserviamo dunque che
L(Γ1)(x) = −c(Q− 2)N1
(
(|v(x)|2 + 1
)2
+ 16|z(x)|
)(−2−Q)/4
è una funzione C∞ su G la cui norma è limitata, in un intorno dell’infinito,
da una funzione δλ-omogenea di grado −2−Q. Quindi L(Γ1)(x) è sommabile
su G e possiamo scegliere c > 0 tale che∫
G
L(Γ1)(x)dx = −1. (1.23)
Fissiamo ora f ∈ C∞0 (G). Vogliamo provare che∫
G
Γ(x)Lf(x)dx = −f(0). (1.24)
Dal teorema di convergenza dominata, poiché |Γε| ≤ Γ ∈ L1loc, si ha
lim
ε→0+
∫
G
Γε(x)Lf(x)dx =
∫
G
Γ(x)Lf(x)dx.
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D’altro canto, poiché Γε ∈ C∞(G), f ha supporto compatto ed inoltre L è
autoaggiunto, si ha∫
G
Γε(x)Lf(x)dx =
∫
G
f(x)LΓε(x)dx
(da (1.22) tramite il cambiamento di variabile x = δε(z))
=
∫
G
f(δεz)LΓ1(z)dz
ε→0+−−−→
∫
G
f(0)LΓ1(z)dz
(1.23)
= −f(0).
Ciò prova (1.24) e dunque l’asserto.
Ci preme sottolineare che, durante la dimostrazione del precedente teo-
rema, ci si imbatte in un risultato di interesse indipendente: si è visto infatti
in (1.21) che la funzione
x 7→
{
(|v(x)|2 + ε2)2 + 16|z(x)|2
}(2−Q)/4
è, a meno di una costante moltiplicativa, una soluzione della equazione
differenziare semilineare
−Lu = u(Q+2)/(Q−2).
Concludiamo infine l’elaborato con la seguente proposizione:
Proposizione 1.18. Nelle notazioni del teorema precedente, dato G un pro-
totipo di gruppo di tipo H, si ha che la soluzione fondamentale Γ del sub-
Laplaciano canonico ∆G è data da
Γ(x) := c ·
(
|x|4 + 16|t|2
)(2−Q)/4
(1.25)
dove c è una opportuna costante positiva.
Dimostrazione. Siano X1, . . . , Xm definiti come in (1.17), in modo tale che
∆G =
∑m
j=1X
2
j , e siano Zi = ∂ti , i = 1, . . . , n. Allora, come si è visto nella
dimostrazione della Proposizione 1.15, {X1, . . . , Xm, Z1, . . . , Zn} è una base
ortonormale di g come nelle ipotesi del Teorema 1.17, grazie al quale, per
provare l’asserto, resta solo da vedere che
|v(x, t)| = |x|, |z(x, t)| = |x|. (1.26)
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A tal fine, necessitiamo di conoscere la mappa esponeziale Exp : LieG→ G.
Fissato (a, b) ∈ Rm+n, si ha
Exp
(
m∑
j=1
ajXj +
n∑
i=1
biZi
)
= γ(1),
dove γ è la soluzione del problema di Cauchyγ′(s) =
∑m
j=1 ajXjI(γ(s)) +
∑n
i=1 biZiI(γ(s)),
γ(0) = 0.
Ponendo γ(s) = (x(s), t(s)) otteniamo
x′j(s) = aj,
t′i(s) = bi +
1
2
〈B(i)x(s), a〉
x(0) = 0, t(0) = 0,
ove j = 1, . . . ,m e i = 1, . . . , n. Dunque xj(s) = s aj per ogni j = 1, . . . ,m e
t′i(s) = bi +
s
2
〈B(i)x(s), a〉 = bi per ogni i = 1, . . . , n,
a causa dell’antisimmetria di B(1), . . . , B(n). Di conseguenza ti(s) = s bi per
ogni i = 1, . . . , n e otteniamo
Exp
(
m∑
j=1
ajXj +
n∑
i=1
biZi
)
= γ(1) = (x(1), t(1)) = (a, b).
Ne consegue che
Log : G→ LieG, (x, t) 7→
m∑
j=1
xjXj +
n∑
i=1
tiZi,
e quindi valgono
v(x, t) =
m∑
j=1
xjXj, z(x, t) =
n∑
i=1
tiZi.
Ciò implica (1.26) e dunque si è provato l’asserto.

Capitolo 2
Disuguaglianza di Hardy e
Principio di Indeterminazione
Per tutto il presente Capitolo, H sarà un gruppo di tipo H su RN co-
me nella Definizione 1.14 e ∆H il sub-Laplaciano canonico associato a tale
gruppo. L’obiettivo dei prossimi Capitoli è dimostrare il Principio Forte di
Continuazione Unica delle soluzioni dell’equazione di “tipo Schrödinger”
−∆Hu+ V u = 0, (2.1)
dove il “potenziale” V gode di opportune proprietà che verranno specificate
nella prossima sezione.
Seguendo l’approccio di Garofalo e Lanconelli, [5], sarà nostro obietti-
vo mostrare una formula di rappresentazionie per funzioni lisce su H come
integrali sulle sfere e sulle palle di tipo H: questo risultato, di interesse in-
dipendente, ci porterà ad ottenere una formulazione forte del Principio di
Indeterminazione di Heisenberg relativo ad H.
2.1 Alcuni risultati estesi ai gruppi di tipo H
Abbiamo già mostrato nel Capitolo 1 il fatto che, a meno di un cambia-
mento di variabile lineare possiamo ricondurci ad un prototipo di gruppo di
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tipo H, in cui sappiamo che la base Jacobiana
Z1, . . . , Zm, ∂t1 , . . . , ∂tn
è formata dai campi vettoriali i cui coefficienti sono i vettori colonna di
Jτ(x,t)(0, 0) =
(
Im 0m×n
1
2
B(x) In
)
,
dove B(x) è la matrice n×m della forma
B(x) =

∑m
j=1 b
(1)
1,jxj . . .
∑m
j=1 b
(1)
m,jxj
... . . .
...∑m
j=1 b
(n)
1,j xj . . .
∑m
j=1 b
(n)
m,jxj
 , (2.2)
con b(k)i,j opportune costanti definite dalla legge di gruppo di H (per ogni
i, j ∈ {1, . . . ,m} e k = 1, . . . , n). Con queste notazioni si ha
Zi = ∂xi +
1
2
n∑
k=1
(
m∑
j=1
b
(k)
i,j xj
)
∂tk , (i = 1, . . . ,m). (2.3)
Si ha dunque che il sub-Laplaciano canonico ∆H =
∑m
i=1 Z
2
i è un operatore
in forma di divergenza
∆H = div (A(x)∇), (2.4)
dove
A =
(
Im 12B(x)
T
1
2
B(x) 1
4
B(x)B(x)T
)
,
e B(x) è come in (2.2). Mostriamo ora che B(x)B(x)T = |x|2In, infatti
(B(x)B(x)T )i,k =
m∑
t=1
((
m∑
j=1
b
(i)
t,jxj
)(
m∑
l=1
b
(k)
l,j xl
))
=
m∑
j,l=1
(
m∑
t=1
b
(i)
t,jb
(k)
t,l
)
xjxl
= −
m∑
j,l=1
(
m∑
t=1
b
(i)
j,tb
(k)
t,l
)
xjxl
= −
m∑
j,l=1
(
B(i)B(k)
)
j,l
xjxl
(2.5)
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Ora se i 6= k, i, k ∈ {1, . . . , n}, a causa dell’antisimmetria di B(i)B(k),
si ha (B(x)B(x)T )i,k = 0, se invece i = 1, . . . , n si ha, grazie a (1.15),
(B(x)B(x)T )i,i = |x|2. Riassumendo, la matrice A(x) in (2.4) è della forma
A =
(
Im 12B(x)
T
1
2
B(x) |x|
2
4
In
)
, (2.6)
con B(x) come in (2.2).
Abbiamo inoltre visto che, nella ricerca della soluzione fondamentale Γ
per il Laplaciano canonico di gruppi prototipo di tipo H, svolge un ruolo
essenziale la funzione distanza
d(x, t) =
(
|x|4 + 16|t|2
) 1
4
. (2.7)
Infatti, chiamiamo Q = 2m+n la dimensione omogenea di H e consideriamo
gli insiemi
Ωr = {(x, t) ∈ H | d(x, t) < r}, ∂Ωr = {(x, t) ∈ H | d(x, t) = r}, (2.8)
che verranno chiamati rispettivamente palla e sfera di tipo H (oppure d-palla
e d-sfera) di centro l’origine e raggio r. Definiamo inoltre, visto il rilievo che
avrà in seguito, la funzione
ψ(x, t) := |∇Hd(x, t)|2 su Hr {(0, 0)}, (2.9)
dove ∇H è il gradiente canonico, ossia ∇Hu = (Z1u, . . . , Zmu). Si osserva
facilmente, dalla definizione di A(x), che in generale vale
〈∇Hu,∇Hv〉 = 〈A∇u,∇v〉, (2.10)
per ogni u, v ∈ C1(H). Inoltre, sul gruppo H si ha
|∇Hu|2 = |∇xu|2 +
1
4
|x|2|∇tu|2 +
n∑
k=1
( m∑
i,j=1
∂xju b
(k)
j,i xi
)
∂tku. (2.11)
Ricordiamo che il Laplaciano canonico di gruppo prototipo di tipo H è della
forma
∆H = ∆x +
1
4
|x|2∆t +
n∑
k=1
T (k)∂tk , (2.12)
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dove T (k) denota il campo vettoriale
T (k) = 〈B(k)x,∇x〉. (2.13)
Nel seguente teorema si introduce una ipotesi sul potenziale V che ci
garantisce la validità di una stima integrale per le soluzioni di
−∆Hu+ V u = 0, (2.14)
su una d-palla ΩR0 (sotto ulteriori ipotesi di crescita di u).
Nel resto del capitolo considereremo R0 > 0. Dato che non ci concen-
treremo su questioni di regolarità delle soluzioni di (2.14), in prima istanza
consideriamo solo soluzioni classiche,1 ossia di classe u ∈ C2(ΩR0).
Teorema 2.1 (Stima Integrale Doubling). Sia R0 > 0 e sia u una
soluzione (classica) di (2.14) in ΩR0 che verifica le ipotesi
u, Zju, T
(i)u, ∆Hu ∈ L2(ΩR0) (2.15)
per ogni j = 1, . . . ,m e per ogni i = 1, . . . , n. Supponiamo che esista una
costante C1 > 0 e una funzione monotona crescente f : (0, R0)→ R+ con∫ R0
0
f(r)
r
dr <∞, (2.16)
e che valga l’ipotesi sul potenziale V seguente:
|V (x, t)| ≤ C1
f(d(x, t))
d(x, t)2
· ψ(x, t) per q.o. (x, t) ∈ ΩR0 . (2.17)
Supponiamo infine che u verifichi quanto segue: esiste una costante C2 > 0
e una funzione monotona crescente g : (0, R0)→ R+ con∫ R0
0
g(r)
r
dr <∞, (2.18)
1La regolarità potrebbe essere abbassata supponendo in senso debole
u ∈ C(ΩR0),
u, Zju, T
(i)u, ∆Hu ∈ L2(ΩR0) per ogni j = 1, . . . ,m e per ogni i = 1, . . . , n.
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tali che, per quasi ogni (x, t) ∈ ΩR0,
|〈t, Tu(x, t)〉| ≤ C2 g(d(x, t)) · |x|2 · |u(x, t)|, (2.19)
dove T è l’operatore (differenziale a valori in Rn) definito da
T = (T (1), . . . , T (n)), (2.20)
e T (1), . . . , T (n) sono i campi vettoriali in (2.13).
Sotto queste ipotesi esistono delle costanti r0 > 0 e χ(u) > 0 (dipendenti
anche da Q,C1, C2, f(r0), g(r0)) tali che, per ogni r ∈ (0, r0/2) per cui valga
che u 6≡ 0 in Ωr, allora si ha∫
Ω2r
u2ψ dHN ≤ χ(u)
∫
Ωr
u2ψ dHN . (2.21)
Con la seguente definizione (Definizione 2.2), si potrà facilmente ottenere
un corollario (Teorema 2.3) del teorema precedente:
Definizione 2.2. Sia u tale che ψ
1
2u ∈ L2(ΩR0). Diciamo che u si annulla
con ordine infinito nell’origine se per r → 0+∫
Ωr
u2ψ dHN = O(rn) per ogni n ∈ N.
Più precisamente, con ciò intendiamo che, per ogni n ∈ N, esiste una costante
Cn > 0 e un rn > 0 tali che∫
Ωr
u2ψ dHN ≤ Cn rn ∀ r ∈ (0, rn). (2.22)
Si ha allora il seguente:
Teorema 2.3 (Principio Forte di Continuazione Unica). Nelle ipotesi
su V e u del Teorema 2.1, se u si annulla con ordine infinito nell’origine,
allora deve essere u ≡ 0 in Ωr0, dove r0 è come nel Teorema 2.1.
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2.2 Formule di valor medio ed una disugua-
glianza di tipo Hardy
Cominciamo stabilendo delle formule di rappresentazione per funzioni
(lisce) su H, che generalizzano le classiche formule di media di Gauss-Green.
Teorema 2.4 (Formule di media per il gruppo H). Sia Γ la soluzione fon-
damentale di ∆H e sia r > 0. Supponiamo poi che v sia di classe C2 su un
aperto contenente Ωr.
Allora si ha la formula di media di superficie (relativa a Ωr)
(Q− 2)βd
rQ−1
∫
∂Ωr
v(x, t)
ψ(x, t)
|∇d(x, t)|
dHN−1 = v(0, 0)
+
∫
Ωr
∆Hv(x, t)
(
Γ(x, t)− βd
rQ−2
)
dx dt,
(2.23)
ove
βd :=
(
(Q− 2)
∫
∂Ω1
ψ
|∇d|
dHN−1
)−1
.
Inoltre, si ha la formula di media di volume (relativa alla d-palla Ωr)
Q(Q− 2)βd
rQ
∫
Ωr
v(x, t)ψ(x, t) dx dt = v(0, 0)
+
Q
rQ
∫ r
0
ρQ−1
{∫
Ωρ
∆Hv(x, t)
(
Γ(x, t)− βd
ρQ−2
)
dx dt
}
dρ.
(2.24)
Da ciò segue che, quando v è ∆H-armonica, si ha
v(0, 0) =
∫
∂Ω1
v(x, t)
ψ(x, t)
|∇d(x, t)|
dHN−1∫
∂Ω1
ψ(x, t)
|∇d(x, t)|
dHN−1
.
Forniamo ora un noto risultato, di cui faremo ampio uso nel capitolo:
Proposizione 2.5 (Formula di Coarea di Federer). Sia f ∈ L1(RN) e
g ∈ Lip (RN). Allora∫
RN
f(x) dx =
∫ +∞
−∞
ds
(∫
{g=s}
f(x)
|∇g(x)|
dHN−1
)
. (2.25)
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Per una dimostrazione si veda, ad esempio, [4].
Dimostrazione (del Teorema 2.4). Proviamo una versione (che si rivelerà)
equivalente di (2.23): dimostreremo che
(Q− 2)βd
rQ−1
∫
∂Ωr
v(x, t)
ψ(x, t)
|∇d(x, t)|
dHN−1 = v(0, 0)
+ βd
∫
Ωr
∆Hv(x, t)
(
d(x, t)2−Q − r2−Q
)
dx dt.
(2.26)
In seguito, quando avremo dimostrato che la funzione (x, t) 7→ βdd(x, t)2−Q
è la soluzione fondamentale di ∆H, da (2.26) seguirà naturalmente (2.23).
Ricordiamo che ∆H è un operatore in forma di divergenza (si veda (2.4))
∆H = div (A(x)∇). (2.27)
Se D ⊂ H è un aperto limitato (e regolare nel senso usuale del teorema della
divergenza), per ogni scelta di u, v ∈ C∞(D) si ha (grazie appunto al teorema
della divergenza)∫
D
(u∆Hv − v∆Hu) dHN =
∫
∂D
(u〈A∇v, ~nD〉 − v〈A∇u, ~nD〉) dHN−1, (2.28)
dove abbiamo denotato con ~nD il vettore normale esterno a ∂D. Ponendo
u ≡ 1 in (2.28) otteniamo∫
D
∆Hv dHN =
∫
∂D
〈A∇v, ~nD〉 dHN−1. (2.29)
Fissiamo ora ε tale che 0 < ε < r e consideriamo l’aperto limitato con
bordo liscio D := Ωr r Ωε. Applicando (2.28) alle funzioni v ed u = d2−Q
(ricordando che, come mostrato nel capitolo precedente, d2−Q è ∆H-armonica
fuori dall’origine) si ottiene, poiché d è costante sulle d-sfere,∫
Ωr\Ωε
d2−Q∆Hv dHN
=
1
rQ−2
∫
∂Ωr
〈A∇v, ~nD〉 dHN−1 +
1
εQ−2
∫
∂Ωε
〈A∇v, ~nD〉 dHN−1+
−
∫
∂Ωr
v〈A∇(d2−Q), ~nD〉 dHN−1 −
∫
∂Ωε
v〈A∇(d2−Q), ~nD〉 dHN−1.
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Sapendo che ~nD =
∇d
|∇d|
= ~nΩr su ∂Ωr, mentre ~nD = −
∇d
|∇d|
= −~nΩε su ∂Ωε,
tramite (2.29) si ottiene∫
Ωr\Ωε
d2−Q∆Hv dHN =
1
rQ−2
∫
Ωr
∆Hv dHN
− 1
εQ−2
∫
Ωε
∆Hv dHN
−
∫
∂Ωr
v
〈A∇(d2−Q),∇d〉
|∇d|
dHN−1
+
∫
∂Ωε
v
〈A∇(d2−Q),∇d〉
|∇d|
dHN−1.
Ora, un calcolo diretto mostra che
∇(d2−Q) = −(Q− 2)d1−Q∇d.
Per il quarto addendo si ha dunque∫
∂Ωε
v
〈A∇(d2−Q),∇d〉
|∇d|
dHN−1
(2.10)
= −(Q− 2)
εQ−1
∫
∂Ωε
v
|∇Hd|2
|∇d|
dHN−1
(2.9)
= −(Q− 2)
εQ−1
∫
∂Ωε
v
ψ
|∇d|
dHN−1.
Possiamo analogamente dedurre, per il terzo addendo, che
−
∫
∂Ωr
v
〈A∇(d2−Q),∇d〉
|∇d|
dHN−1 =
(Q− 2)
rQ−1
∫
∂Ωr
v
ψ
|∇d|
dHN−1.
Dalle osservazioni precedenti si ha∫
Ωr\Ωε
d2−Q∆Hv dHN =
1
rQ−2
∫
Ωr
∆Hv dHN
− 1
εQ−2
∫
Ωε
∆Hv dHN
+
(Q− 2)
rQ−1
∫
∂Ωr
v
ψ
|∇d|
dHN−1
− (Q− 2)
εQ−1
∫
∂Ωε
v
ψ
|∇d|
dHN−1.
(2.30)
Il secondo addendo tende a 0 per ε→ 0+: questo si vede facilmente usando
il fatto che la misura di Lebesgue di Ωε è uguale a εQ moltiplicato per una
costante dimensionale.
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Vogliamo ora stimare il quarto addendo di (2.30). Non è restrittivo sup-
porre ε < 1. Osservando che ogni d-palla è un aperto stellato rispetto
all’origine, si ha
|v(x, t)− v(0, 0)| ≤ |(x, t)| sup
(x,t)∈Ω1
|∇v(x, t)| ≤ d(x, t) sup
(x,t)∈Ω1
|∇v(x, t)|,
dove nella prima disuguaglianza ci siamo serviti del teorema del valor medio,
mentre nella seconda abbiamo osservato che nella d-palla unitaria la norma
euclidea è maggiorata dalla distanza d. Da quanto abbiamo osservato segue
immediatamente che, per ε→ 0,∫
∂Ωε
v
ψ
|∇d|
dHN−1 = (v(0, 0) + oε→0(1))
(∫
∂Ωε
ψ
|∇d|
dHN−1
)
.
Notiamo quindi che, ponendo v = 1 in (2.30), il termine
(Q− 2)
εQ−1
∫
∂Ωε
ψ
|∇d|
dHN−1
è indipendente da ε, ed è dunque una costante (è lecito quindi scegliere ε = 1
in tale termine). Posto dunque
βd :=
(
(Q− 2)
∫
∂Ω1
ψ
|∇d|
dHN−1
)−1
, (2.31)
per il quarto addendo al membro destro di (2.30) si ha, per ε→ 0,
−(Q− 2)
εQ−1
∫
∂Ωε
v
ψ
|∇d|
dHN−1 = (v(0, 0) + oε→0(1))
(
− βd
)−1
.
Osservando da (1.24) che Γ ∈ L1(Ωr), con un passaggio al limite in (2.30)
per ε→ 0+, otteniamo∫
Ωr
d2−Q∆Hv dHN =
∫
Ωr
r2−Q∆Hv dHN
+
(Q− 2)
rQ−1
∫
∂Ωr
v
ψ
|∇d|
dHN−1 − β−1d v(0, 0).
Moltiplicando ambo i membri per βd segue (2.26).
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Dimostriamo ora che βdd2−Q uguaglia Γ. Si consideri ora una funzione
ϕ ∈ C∞0 (H) tale che ϕ(0, 0) 6= 0 e tale che supp(ϕ) ⊂ Ωr. Da (2.26) otteniamo
ϕ(0, 0) = −βd
∫
Ωr
∆Hϕ
(
d2−Q − r2−Q
)
dHN .
Dato che da (2.29), ponendo v = ϕ, si ha∫
Ωr
∆Hϕ dHN = 0,
deduciamo che
−ϕ(0, 0) = βd
∫
Ωr
∆Hϕ d
2−Q dHN .
Essendo ϕ(0, 0) 6= 0, βd coincide con la costante c nella Proposizione 1.18.
Abbiamo dunque dimostrato che, per ogni ρ > 0, vale
(Q− 2)βd
∫
∂Ωρ
v
ψ
|∇d|
dHN−1 =ρ
Q−1v(0, 0)
+ ρQ−1
∫
Ωρ
∆Hv
(
Γ− βd
ρQ−2
)
dHN .
Integrando in ρ tra 0 ed r e servendosi della Formula di Coarea (2.25) al
membro sinistro, possiamo concludere che vale la formula di media di volume,
come volevasi dimostrare.
Vogliamo ora dimostrare, grazie alle formule di media precedenti, la se-
guente forma forte del Principio di Indeterminazione di Heisenberg per i
gruppi di tipo H:
Teorema 2.6. Per ogni u ∈ C∞0 (Hr {(0, 0)}) e per ogni r > 0 vale∫
Ωr
u2
d2
ψ dHN ≤
(
2
Q− 2
)2{∫
Ωr
|∇Hu|2 dHN
+
(
Q− 2
2
)
1
r
∫
∂Ωr
u2ψ
dHN−1
|∇d|
}
.
(2.32)
Osserviamo che dal teorema precedente si ottiene:2
2Basta fissare u come nell’asserto, prendere r  1 tale che suppu ⊂ Ωr ed usare (2.32).
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Corollario 2.7 (Disuguaglianza di tipo Hardy). Se u ∈ C∞0 (H r {(0, 0)}),
allora si ha ∫
H
u2
d2
ψ dHN ≤
(
2
Q− 2
)2 ∫
H
|∇Hu|2 dHN . (2.33)
Da quest’ultimo risultato si ha inoltre il seguente notevole corollario:
Corollario 2.8 (Principio di Indeterminazione). Se u ∈ C∞0 (H r {(0, 0)}),
allora vale(∫
H
d2u2ψ dHN
) 1
2
·
(∫
H
|∇Hu|2 dHN
) 1
2
≥
(
Q− 2
2
)∫
H
u2ψ dHN . (2.34)
Dimostrazione. Sia u come nell’asserto. Grazie alla disuguaglianza di Cau-
chy-Schwarz, si ha
∫
H
u2ψ dHN ≤
(∫
H
d2u2ψ dHN
) 1
2
(∫
H
d2u2ψ dHN
) 1
2
(2.33)
≤
(
2
Q− 2
)(∫
H
d2u2ψ dHN
) 1
2
·
(∫
H
|∇Hu|2 dHN
) 1
2
.
Ciò chiaramente dimostra quanto si voleva.
Dimostrazione (del Teorema 2.6). Dalla Formula di Coarea, si ha∫
Ωr
u2
d2
ψ dHN =
∫ r
0
(∫
∂Ωρ
u2ψ
d2|∇d|
dHN−1
)
dρ
=
∫ r
0
d
dρ
(
− 1
ρ
)(∫
∂Ωρ
u2ψ
dHN−1
|∇d|
)
dρ
(integrando per parti rispetto a ρ su [ε, r] con ε > 0 per cui
si ha suppu ( (ε,∞)...)
= −1
r
∫
∂Ωr
u2ψ
dHN−1
|∇d|
+
∫ r
0
1
ρ
d
dρ
(∫
∂Ωρ
u2ψ
dHN−1
|∇d|
)
dρ =: (?).
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Applicando nel secondo membro di (?) la formula di rappresentazione di
superficie (2.23) alla funzione v = u2 si ottiene
∫ r
0
1
ρ
d
dρ
(∫
∂Ωρ
u2ψ
dHN−1
|∇d|
)
dρ
=
∫ r
0
1
ρ
d
dρ
(
ρQ−1
(Q− 2)βd
{
u(0, 0)2+
+
∫
Ωr
∆H(u
2)
(
Γ− βd
ρQ−2
)
dHN
})
dρ
(derivando il prodotto e, sul primo addendo, usando ancora (2.23))
= (Q− 1)
∫ r
0
1
ρ2
∫
∂Ωρ
u2ψ
dHN−1
|∇d|
+
+
1
(Q− 2)βd
∫ r
0
ρQ−2
d
dρ
{∫
Ωρ
∆H(u
2)
(
Γ− βd
ρQ−2
)
dHN
}
dρ
(2.25)
= (Q− 1)
∫
Ωρ
u2
ρ2
ψ dHN+
+
1
(Q− 2)βd
∫ r
0
ρQ−2
d
dρ
{∫
Ωρ
∆H(u
2)
(
Γ− βd
ρQ−2
)
dHN
}
dρ.
Osserviamo che dalla Formula di Coarea e dal fatto che la soluzione fonda-
mentale Γ uguaglia
βd
ρQ−2
su ∂Ωρ, si ha
d
dρ
{∫
Ωρ
∆H(u
2) Γ dHN
}
=
d
dρ
{∫ ρ
0
ds
∫
∂Ωs
∆H(u
2) Γ
dHN−1
|∇d|
}
=
d
dρ
{∫ ρ
0
ds
βd
sQ−2
∫
∂Ωs
∆H(u
2)
dHN−1
|∇d|
}
=
βd
ρQ−2
∫
∂Ωρ
∆H(u
2)
dHN−1
|∇d|
.
(2.35)
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Ragionando analogamente si ottiene
d
dρ
{∫
Ωρ
∆H(u
2)
βd
ρQ−2
dHN
}
=
d
dρ
{
βd
ρQ−2
∫
Ωρ
∆H(u
2) dHN
}
(per la regola di Leibnitz e per la Formula di Coarea)
=
(Q− 2)βd
ρQ−1
∫
Ωρ
∆H(u
2) dHN
+
βd
ρQ−2
d
dρ
{∫ ρ
0
ds
∫
∂Ωs
∆H(u
2)
dHN−1
|∇d|
}
=
(Q− 2)βd
ρQ−1
∫
Ωρ
∆H(u
2) dHN +
βd
ρQ−2
∫
∂Ωρ
∆H(u
2)
dHN−1
|∇d|
.
(2.36)
Da quanto si è osservato in precedenza, si desume che
d
dρ
{∫
Ωρ
∆H(u
2)
(
Γ− βd
ρQ−2
)
dHN
}
=
(Q− 2)βd
ρQ−1
∫
Ωρ
∆H(u
2) dHN
=
(Q− 2)βd
ρQ−1
∫
∂Ωρ
〈
A∇(u2), ∇d
|∇d|
〉
dHN−1
=
(Q− 2)βd
ρQ−2
∫
∂Ωρ
1
d
〈
A(2u∇u), ∇d
|∇d|
〉
dHN−1
=
(Q− 2)βd
ρQ−2
∫
∂Ωρ
〈
A(2u∇u), ∇d
d|∇d|
〉
dHN−1
=
2(Q− 2)βd
ρQ−2
∫
∂Ωρ
〈A∇u,∇d〉
d|∇d|
dHN−1,
Riassumendo, per la quantità (?) abbiamo ottenuto l’uguaglianza:∫
Ωr
u2
d2
ψ dHN = −
1
r
∫
∂Ωr
u2ψ
dHN−1
|∇d|
+ (Q− 1)
∫
Ωr
u2
d2
ψ dHN
+ 2
∫ r
0
∫
∂Ωρ
u〈A∇u,∇d〉
d|∇d|
dHN−1 dρ
(2.25)
= −1
r
∫
∂Ωr
u2ψ
dHN−1
|∇d|
+ (Q− 1)
∫
Ωr
u2
d2
ψ dHN
+ 2
∫
Ωr
u〈A∇u,∇d〉
d
dHN−1 dρ.
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Riordinando i termini e servendosi di (2.10), si ha
(Q− 2)
∫
Ωr
u2
d2
ψ dHN =
1
r
∫
∂Ωr
u2ψ
dHN−1
|∇d|
− 2
∫
Ωr
u
d
〈∇Hu,∇Hd〉 dHN .
Dalla disuguaglianza di Cauchy-Schwarz si ottiene
(Q− 2)
∫
Ωr
u2
d2
ψ dHN ≤
1
r
∫
∂Ωr
u2ψ
dHN−1
|∇d|
+ 2
(∫
Ωr
u2
d2
|∇Hd|2 dHN
) 1
2
(∫
Ωr
|∇Hu|2 dHN
) 1
2
≤ 1
r
∫
∂Ωr
u2ψ
dHN−1
|∇d|
+ ε
∫
Ωr
u2
d2
|∇Hd|2 dHN +
1
ε
∫
Ωr
|∇Hu|2 dHN
(2.9)
=
1
r
∫
∂Ωr
u2ψ
dHN−1
|∇d|
+ ε
∫
Ωr
u2
d2
ψ dHN +
1
ε
∫
Ωr
|∇Hu|2 dHN ,
per ogni ε > 0. Scegliendo ε =
Q− 2
2
, si ha
Q− 2
2
∫
Ωr
u2
d2
ψ dHN ≤
1
r
∫
∂Ωr
u2ψ
dHN−1
|∇d|
+
2
Q− 2
∫
Ωr
|∇Hu|2 dHN .
Moltiplicando ambo i membri per
2
Q− 2
si desume (2.32). Da ciò segue
l’asserto.
Corollario 2.9. Per ogni u ∈ C∞(H) e per ogni r > 0 vale∫
Ωr
u2
d2
ψ dHN ≤
(
2
Q− 2
)2{∫
Ωr
|∇Hu|2 dHN
+
(
Q− 2
2
)
1
r
∫
∂Ωr
u2ψ
dHN−1
|∇d|
}
.
(2.37)
Dimostrazione. Chiaramente basterà dimostrare l’asserto per funzioni u ∈
C∞0 (H). Sia χ : R → R una funzione C∞, monotona crescente tale per cui
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χ(t) = 0 per t < 1
2
e χ(t) = 1 per t > 1. Consideriamo le la famiglia di
funzioni
χN : H→ R, z 7→ χ(Nd(z)),
al variare di N in N. Per ogni N abbiamo, grazie al Teorema 2.6∫
Ωr
(uχN)
2
d2
ψ dHN ≤
(
2
Q− 2
)2{∫
Ωr
|∇H(uχN)|2 dHN
+
(
Q− 2
2
)
1
r
∫
∂Ωr
(uχN)
2 ψ
dHN−1
|∇d|
}
.
Essendo χN ≤ 1 i termini
∫
Ωr
(uχN)
2
d2
ψ dHN e
∫
∂Ωr
(uχN)
2 ψ
dHN−1
|∇d|
mag-
giorati rispettivamente da
∫
Ωr
u2
d2
ψ dHN e
∫
∂Ωr
u2 ψ
dHN−1
|∇d|
, per cui pos-
siamo applicare, per N che tende a infinito, il Teorema della Convergenza
Dominata. Si ha ora∫
Ωr
|∇H(uχN)|2 dHN =
∫
ΩrrΩ 1
N
|∇H(uχN)|2 dHN +
∫
Ω 1
N
|∇H(uχN)|2 dHN
=
∫
ΩrrΩ 1
N
|∇Hu|2 dHN +
∫
Ω 1
N
|∇H(uχN)|2 dHN
≤
∫
ΩrrΩ 1
N
|∇Hu|2 dHN +N max
Ω1
|∇H(uχ)|2
∫
Ω 1
N
dHN .
Dal fatto che
+N
∫
Ω 1
N
dHN = N
(
1
N
)Q ∫
Ω1
dHN
e poiché Q > 1 è evidente come la disuguaglianza cercata valga anche per
funzioni u ∈ C∞0 , come volevasi dimostrare.

Capitolo 3
Funzioni di frequenza sui gruppi
di tipo H
Nel presente Capitolo, ereditiamo le notazioni introdotte nel Capitolo 2.
Sempre seguendo l’approcio di Garofalo e Lanconelli, [5], sarà nostro obiet-
tivo mostrare una formula per la variazione prima dell’integrale di Dirichlet
associato all’equazione
−∆Hu+ V u = 0, (3.1)
descritta nel Capitolo precedente (ricordiamo che le variazioni prime giocano
un ruolo di rilievo nel Calcolo delle Variazioni e nella Teoria Geometrica della
Misura).
Introdurremo in seguito una funzione di frequenza su H: uno studio sulle
sue proprietà di crescita attraverso i risultati ottenuti in precedenza ci per-
metterà di dimostrare il principio di continuazione-unica delle soluzioni di
(3.1).
3.1 Formula di variazione prima sub-ellittica
In questa sezione daremo una formula per la variazione prima dell’inte-
grale di Dirichlet associato ad una qualunque funzione u: tale risultato ci
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permetterà di dimostrare le tanto agognate stime integrali per le soluzioni
dell’equazione (3.1).
Prima di enunciare il risultato principale di questa sezione necessitiamo
di alcuni risultati preliminari. Un calcolo diretto mostra che
∇d(x, t) = 1
d(x, t)3
(
x|x|2
8t
)
.
Inoltre, si ha, per A(x) è come in (2.4),
A(x)∇d(x, t)(2.6)= 1
d(x, t)3
(
Im 12B(x)
T
1
2
B(x) |x|
2
4
In
)(
x|x|2
8t
)
=
1
d(x, t)3
(
x|x|2 + 4B(x)T t
1
2
B(x)x|x|2 + 2t|x|2
)
.
(3.2)
Osserviamo poi che B(x)x = 0, infatti
m∑
j,t=1
b
(i)
t,jxjxt =
∑
j,t≤m, j>t
b
(i)
t,jxjxt +
∑
j,t≤m, j<t
b
(i)
t,jxjxt
=
∑
j,t≤m, j>t
b
(i)
t,jxjxt +
∑
j,t≤m, j<t
(−b(i)j,t)xjxt
=
∑
j,t≤m, j>t
b
(i)
t,jxjxt +
∑
j′,t′≤m, j′>t′
(−b(i)t′,j′)xj′xt′ = 0,
per i = 1, . . . , n. Si può inoltre osservare che
B(x)T =
(
T (1)I(x), . . . , T (n)I(x)
)
.
Di conseguenza, ponendo TI(x) =
(
T (1)I(x), . . . , T (n)I(x)
)
, (3.2) diventa
A(x)∇d(x, t) = 1
d(x, t)
{
|x|2
d(x, t)2
(
x
2t
)
+ 4
n∑
k=1
tk
d(x, t)2
T (k)I(x)
}
. (3.3)
Poniamo dunque
X =
m∑
j=1
xj∂xj + 2
n∑
j=1
tj∂tj , (3.4)
ϕ(x, t) =
t
d(x, t)2
, (3.5)
45
Dai calcoli precedenti, possiamo osservare inoltre che
Xd = 〈XI,∇d〉 = d in Hr {(0, 0)}. (3.6)
Vale inoltre, per l’ortogonalità e l’antisimmetria di B(k), la seguente notevole
identità
T (k)d = 〈B(k)x, x|x|2〉 ≡ 0 in Hr {(0, 0)}, (3.7)
cioè ogni campo vettoriale T (k) definito come in (2.13) è tangente alla
d-sfera ∂Ωr (per ogni r > 0). Quanto osservato permette di dire che per
il gruppo H si ha
ψ(x, t)
(2.9)
= |∇Hd(x, t)|2
(2.10)
= 〈A(x)∇d(x, t),∇d(x, t)〉
(3.3)
=
1
d(x, t)
〈
|x|2
d(x, t)2
(
x
2t
)
+ 4
n∑
k=1
tk
d(x, t)2
T (k)I(x),∇d(x, t)
〉
= (per (3.6) e (3.7)) =
1
d(x, t)
|x|2
d(x, t)2
d(x, t) =
|x|2
d(x, t)2
.
Di conseguenza si ottiene la formula esplicita
ψ(x, t) =
|x|2
d(x, t)2
in Hr {(0, 0)}. (3.8)
Si osservi che ψ è minore o uguale a 1 ove definita.
Infine, con una notazione più compatta, possiamo scrivere (3.3) come
A∇d = 1
d
(ψXI + 4〈ϕ, TI〉). (3.9)
Enunciamo ora il risultato principale di questa sezione:
Teorema 3.1 (Variazione Prima dell’Integrale di Dirichlet). Siano T ,
X e ϕ definiti, rispettivamente, in (2.20), (3.4) e (3.5). Sia u ∈ C2(H,R).
46
Allora, per ogni r > 0, abbiamo
d
dr
∫
Ωr
|∇Hu|2 dHN =
∫
∂Ωr
|∇Hu|2
dHN−1
|∇d|
=
Q− 2
r
∫
Ωr
|∇Hu|2 dHN
+
2
r2
∫
∂Ωr
(Xu)2 ψ
dHN−1
|∇d|
+
8
r2
∫
∂Ωr
Xu 〈Tu, ϕ〉 dHN−1
|∇d|
− 2
r
∫
Ωr
Xu∆Hu dHN .
(3.10)
Osserviamo che, come nel caso del gruppo di Heisenberg, il terzo termine
al membro destro di (3.10) potrebbe non essere nullo.
Dimostrazione. Per semplicità di notazione, porremo ξi = xi per i = 1, . . . ,m
e ξi+m = ti per i = 1, . . . , n. Indicheremo con Xi l’i-esima funzione compo-
nente del campo vettoriale X e con ai,j l’elemento di posto (i, j) dela matrice
A(x), definita in (2.4). Denoteremo inoltre con (A∇u)i l’i-esima componente
del vettore A∇u.
Un calcolo diretto mostra che, per A(x) come in (2.4), si ha:
(∂xkai,j(x))i,j≤N =
1
2

0 · · · 0 b(1)1,k · · · b
(n)
m,k
...
...
...
...
0 · · · 0 b(1)m,k · · · b
(n)
m,k
b
(1)
1,k · · · b
(1)
m,k
...
... xkIn
b
(n)
1,k · · · b
(n)
m,k

, (3.11)
per k = 1, . . . ,m.
Osserviamo che la prima uguaglianza di (3.10) segue facilmente dalla
Formula di Coarea. Dunque nel resto della dimostrazione ci occupiamo di
provare la seconda uguaglianza in (3.10).
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Si hanno le seguenti uguaglianze:
∫
∂Ωr
|∇Hu|2
dHN−1
|∇d|
(3.6)
=
1
r
∫
∂Ωr
|∇Hu|2
Xd
|∇d|
dHN−1
=
1
r
∫
∂Ωr
|∇Hu|2
〈XI,∇d〉
|∇d|
dHN−1 =
1
r
∫
∂Ωr
〈
|∇Hu|2XI,
∇d
|∇d|
〉
dHN−1
(per il teorema della divergenza)
=
1
r
∫
Ωr
div (|∇Hu|2XI) dHN
=
1
r
∫
Ωr
|∇Hu|2(divXI) dHN +
1
r
∫
Ωr
〈
XI,∇(|∇Hu|2)
〉
dHN =: (?).
Giacché divXI = Q, segue
(?) =
Q
r
∫
Ωr
|∇Hu|2 dHN +
1
r
∫
Ωr
X(|∇Hu|2) dHN
=
Q
r
∫
Ωr
|∇Hu|2 dHN +
N∑
i,j,k=1
1
r
∫
Ωr
Xi∂ξi
(
aj,k ∂ξku ∂ξju
)
dHN
=
Q
r
∫
Ωr
|∇Hu|2 dHN +
N∑
i,j,k=1
1
r
∫
Ωr
Xi∂ξi(ajk∂ξku)∂ξju dHN
+
N∑
i,j,k=1
1
r
∫
Ωr
Xi∂ξi(∂ξju) · (ajk∂ξku) dHN = (2?).
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Utilizzando il Teorma di Schwarz (qui ∂ξi∂ξju = ∂ξj∂ξiu) segue
(2?) =
Q
r
∫
Ωr
|∇Hu|2 dHN +
N∑
i,j,k=1
1
r
∫
Ωr
Xi∂ξi(ajk∂ξku)∂ξju dHN
+
N∑
i,j,k=1
1
r
∫
Ωr
Xi∂ξj(∂ξiu) · (ajk∂ξku) dHN
=
Q
r
∫
Ωr
|∇Hu|2 dHN +
N∑
i,j,k=1
1
r
∫
Ωr
Xi∂ξi(ajk∂ξku)∂ξju dHN
+
N∑
i,j,k=1
1
r
∫
Ωr
Xi∂ξj
(
∂ξiu ajk∂ξku
)
dHN
−
N∑
i,j,k=1
1
r
∫
Ωr
(∂ξiu)Xi∂ξj(ajk∂ξku) dHN
=
Q
r
∫
Ωr
|∇Hu|2 dHN +
N∑
i,j,k=1
1
r
∫
Ωr
Xi∂ξi(ajk∂ξku)∂ξju dHN
+
N∑
i,j=1
1
r
∫
Ωr
Xi∂ξj((A∇u)j∂ξiu) dHN
−
N∑
i,j=1
1
r
∫
Ωr
Xi∂ξiu ∂ξj(A∇u)j dHN .
Denotiamo momentaneamente l’ultimo membro di queste catene di ugua-
glianze con
(2?) =
Q
r
∫
Ωr
|∇Hu|2 dHN + I + II− III.
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Integrando per parti su II, otteniamo
II =
N∑
i,j=1
1
r
∫
Ωr
Xi∂ξj((A∇u)j∂ξiu) dHN
=
N∑
i,j=1
1
r
∫
∂Ωr
Xi∂ξiu(A∇u)j · nj dHN−1
−
N∑
i,j=1
1
r
∫
Ωr
(∂ξjXi) (A∇u)j∂ξiu dHN
=
1
r
∫
∂Ωr
(Xu)〈A∇u , ~n〉 dHN−1 −
N∑
i,j=1
1
r
∫
Ωr
(∂ξjXi) (A∇u)j∂ξiu dHN .
In modo analogo, per I (utilizzando momentaneamente la nota convenzione
di sommatoria su indici ripetuti) si ha
I =
1
r
∫
Ωr
Xi∂ξi(aj,k∂ξku)∂ξju dHN
=
1
r
∫
Ωr
Xi∂ξkξiu aj,k∂ξju dHN +
1
r
∫
Ωr
Xi∂ξiaj,k∂ξku∂ξju dHN
=
1
r
∫
Ωr
Xi∂ξkξiu(A∇u)k dHN +
1
r
∫
Ωr
Xi∂ξiaj,k∂ξku∂ξju dHN
=
1
r
∫
Ωr
Xi∂ξk((A∇u)k∂ξiu) dHN −
1
r
∫
Ωr
Xi∂ξiu∂ξk(A∇u)k dHN
+
1
r
∫
Ωr
Xi∂ξiaj,k∂ξku∂ξju dHN
(per il teorema della divergenza sul primo addendo)
=
1
r
∫
∂Ωr
Xi∂ξiu(A∇u)k · nk dHN−1 −
1
r
∫
Ωr
(∂ξkXi)(A∇u)k∂ξiu dHN
− 1
r
∫
Ωr
Xi∂ξiu∂ξk(A∇u)k dHN +
1
r
∫
Ωr
Xi∂ξiaj,k∂ξku∂ξju dHN .
Concentrandoci sul secondo sottraendo di cui sopra (che non è altro che III),
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si ha
N∑
i,k=1
1
r
∫
Ωr
Xi∂ξiu∂ξk(A∇u)k dHN
=
1
r
∫
Ωr
Xu div (A∇u) dHN
(2.4)
=
1
r
∫
Ωr
Xu∆Hu dHN .
Riassumendo quanto si è trovato finora, otteniamo
∫
∂Ωr
|∇Hu|2
dHN−1
|∇d|
=
Q
r
∫
Ωr
|∇Hu|2 dHN
− 2
r
N∑
i,j=1
∫
Ωr
∂ξjXi(A∇u)j∂ξiu dHN
+
1
r
N∑
i,j,k=1
∫
Ωr
Xi∂ξiaj,k∂ξku∂ξju dHN
+
2
r
∫
∂Ωr
Xu 〈A∇u , ~n〉 dHN−1
− 2
r
∫
Ωr
Xu ∆Hu dHN .
(3.12)
Servendosi del fatto che
∂ξjXi =

1 se 1 ≤ i = j ≤ m
2 se m+ 1 ≤ i = j ≤ N
0 altrimenti,
e che inoltre vale
A(x)∇u(x, t) =
(
∇xu(x, t) + 12B(x)
T∇tu(x, t)
1
2
B(x)∇xu(x, t) + 14 |x|
2∇tu(x, t)
)
,
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ove A(x) è la matrice in (2.4), si ottiene
N∑
i,j=1
∂ξjXi(A∇u)j∂ξiu =
m∑
i=1
(A∇u)i∂ξiu
+ 2
N∑
i=m+1
(A∇u)i∂ξiu
=
N∑
i=1
(A∇u)i∂ξiu+
N∑
i=m+1
(A∇u)i∂ξiu
= |∇Hu|2 +
N∑
i=m+1
(A∇u)i∂ξiu
= |∇Hu|2 +
1
2
n∑
k=1
〈B(k)(x),∇xu〉 ∂tku
+
n∑
k=1
|x|
4
2
(∂tku)
2
= |∇Hu|2 +
1
2
n∑
k=1
T (k)u ∂tku+
|x|
4
2
|∇tu|2.
(3.13)
Non resta che calcolare il terzo addendo al membro destro di (3.12): si ha
N∑
i,j,k=1
Xi∂ξiaj,k∂ξku∂ξju = (poiché ∂ξiaj,k = 0 se i > m)
=
m∑
i=1
xi
∑
j,k=1,...,N, j 6=k
∂ξiaj,k∂ξku∂ξju
+
m∑
i=1
xi
∑
j=1,...,N
∂ξiaj,j(∂ξju)
2 =: IV + V.
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Conoscendo la struttura della matrice A(x), si ha
IV =
m∑
i=1
xi
∑
j,k=1,...,N, j 6=k
∂ξiaj,k∂ξku∂ξju
= (per la simmetria di A(x))
=
m∑
i=1
xi 2
∑
j,k=1,...,N, j>k
∂ξiaj,k∂ξku∂ξju
= (poiché, per j > k, vale ∂ξiaj,k = 0 se j ≤ m o se k ≥ m)
(3.11)
=
m∑
i=1
xi 2
∑
j,k=1,...,N, j>k,m
1
2
b
(j−m)
k,i ∂ξju∂ξku
=
m∑
i=1
∑
j,k=1,...,N, j>k,m
∂ξkub
(j−m)
k,i xi∂ξju
=
n∑
p=1
T (p)u ∂tp .
Per quanto concerne V, si ha
V =
m∑
i=1
xi
∑
j=1,...,N
∂ξiaj,j(∂ξju)
2
(3.11)
=
m∑
i=1
ξ2i
2
∑
j=m+1,...,N
(∂ξju)
2 =
|x|
2
2
|∇tu|2.
Riassumendo, possiamo dire che
N∑
i,j,k=1
Xi∂ξiaj,k∂ξju∂ξku =
n∑
p=1
T (p)u ∂tp +
|x|
2
2
|∇tu|2. (3.14)
Grazie a (3.13) e a (3.14), si è quindi ottenuta la relazione
−2
N∑
i,j=1
Xi(A∇u)j∂ξiu+
N∑
i,j,k=1
Xi∂ξiaj,k∂ξku∂ξju = −2|∇Hu|2.
Di conseguenza, (3.12) diventa∫
∂Ωr
|∇Hu|2
dHN−1
|∇d|
=
Q− 2
r
∫
Ωr
|∇Hu|2 dHN
+
2
r
∫
∂Ωr
Xu 〈A∇u, ~n〉 dHN−1 −
2
r
∫
Ωr
Xu ∆Hu dHN .
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Per la simmetria di A(x), si ha infine
〈A∇u, ~n〉 = 〈∇u,A∇d〉
|∇d|
(3.9)
=
1
d
(Xu)ψ + 4〈Tu, ϕ〉
|∇d|
.
Da questa ossevazione si ottiene∫
∂Ωr
|∇Hu|2
dHN−1
|∇d|
=
Q− 2
r
∫
Ωr
|∇Hu|2 dHN
+
2
r
∫
∂Ωr
(Xu)
1
r
(Xu)ψ + 4〈Tu, ϕ〉
|∇d|
dHN−1
− 2
r
∫
Ωr
Xu ∆Hu dHN
=
Q− 2
r
∫
Ωr
|∇Hu|2 dHN
+
2
r2
∫
∂Ωr
(Xu)2 ψ
dHN−1
|∇d|
+
8
r2
∫
∂Ωr
Xu 〈Tu, ϕ〉 dHN−1
|∇d|
− 2
r
∫
Ωr
Xu∆Hu dHN .
Come volevasi dimostrare.
3.2 Funzioni di Frequenza
In questa sezione spianiamo la strada per la prova dei Teoremi 2.1 e
2.3 (che saranno dimostrati nella sezione seguente). Nel resto del capitolo
considereremo R0 > 0. Da ora in poi supporremo che V sia continua su
Hr{0} e che esistano una costante C1 > 0 e una funzione monotona crescente
f : (0, R0)→ R+ con ∫ R0
0
f(r)
r
dr <∞, (3.15)
per cui vale
|V (x, t)| ≤ C1
f(d(x, t))
d(x, t)2
· ψ(x, t) per q.o. (x, t) ∈ ΩR0 . (3.16)
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Supporremo infine che u verifichi quanto segue: esiste una costante C2 > 0 e
una funzione monotona crescente g : (0, R0)→ R+ con∫ R0
0
g(r)
r
dr <∞, (3.17)
tali che, per quasi ogni (x, t) ∈ ΩR0 ,
|〈t, Tu(x, t)〉| ≤ C2 g(d(x, t)) · |x|2 · |u(x, t)|, (3.18)
dove T è l’operatore (differenziale a valori in Rn) definito nel Capitolo 2.
Per dimostrare quanto ci siamo prefissati, introduciamo ora le seguenti
definizioni:
Definizione 3.2. Sia ΩR0 una d-palla centrata nell’origine e sia u soluzione
(classica) di −∆Hu+ V u = 0 in ΩR0.
Si chiamerà altezza di u in Ωr (con 0 < r < R0) la funzione
H : (0, R0)→ R, H(r) =
∫
∂Ωr
u2ψ
dHN−1
|∇d|
. (3.19)
Chiameremo inoltre integrale di Dirichlet ed energia totale di u in Ωr rispet-
tivamente i valori delle funzioni D e I così definite:
D : (0, R0)→ R, D(r) =
∫
Ωr
|∇Hu|2 dHN ,
I : (0, R0)→ R, I(r) =
∫
Ωr
(|∇Hu|2 + V u2) dHN .
(3.20)
Enunciamo ora un lemma la cui dimostrazione è banale e non la riportia-
mo:
Lemma 3.3. Sia v ∈ C(ΩR0 r {0}). Allora la funzione
F : (0, R0)→ R, F (r) =
∫
∂Ωr
v dHN−1 (3.21)
è continua su (0, R0).
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Grazie a tale risultato si ha che r 7→ H(r) è integrabile su ogni compatto di
(0, R0) (in quanto continua); inoltre si può mostrare facilmente che r 7→ I(r)
è di classe C1 su (0, R0) in quanto ha derivata continua: per la Formula di
Coarea, infatti, si ha
d
dρ
I(ρ) =
d
dρ
{∫ ρ
0
ds
∫
∂Ωs
|∇Hu|2 + V u2
|∇d|
dHN−1
}
=
(per il Lemma 3.3 e per il Teorema Fondamentale del Calcolo)
=
∫
∂Ωρ
|∇Hu|2 + V u2
|∇d|
dHN−1.
Notiamo al membro destro una funzione continua rispetto a r (sempre per il
Lemma 3.3).
Osserviamo ora che per u ∈ C2(O) vale
∆H(u
2) = 2u∆H(u) + 2|∇Hu|2. (3.22)
Infatti da un calcolo diretto si ottiene
∆H(u
2) = ∆H(u · u) =
m∑
j=1
X2j (u · u) = 2
m∑
j=1
Xj(uXju)
= 2
m∑
j=1
((Xju)
2 + uX2j u) = 2|∇Hu|2 + 2u∆Hu.
Ne segue che se u risolve −∆Hu+ V u = 0 (e quindi ∆Hu = V u), allora
∆H(u
2) = 2|∇Hu|2 + 2u∆Hu = 2(|∇Hu|2 + V u2).
Ne segue che
−∆Hu+ V u = 0 =⇒ I(r) =
1
2
∫
Ωr
∆H(u
2) dHN . (3.23)
Enunciamo ora un risultato che permette di sottolineare il legame tra le
funzioni H ed I e che sarà particolarmente utile in seguito:
Lemma 3.4. Sia u una soluzione di −∆Hu+ V u = 0 in ΩR0. Allora vale
H ′(r) =
Q− 1
r
H(r) + 2I(r), (3.24)
per ogni r ∈ (0, R0).
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Dimostrazione. Sia u ∈ C2(ΩR0) come nell’enunciato. Grazie al Teorema
2.4, vale
H(r) =
rQ−1
(Q− 2)βd
{
u(0)2 +
∫
Ωr
∆H(u
2)
(
Γ− βd
rQ−2
)
dHN
}
. (3.25)
Derivando rispetto a r e servendosi nuovamente di (3.25), otteniamo
H ′(r) =
d
d r
(
rQ−1
(Q− 2)βd
{
u(0)2 +
∫
Ωr
∆H(u
2)
(
Γ− βd
rQ−2
)
dHN
})
=
Q− 1
r
H(r) +
rQ−1
(Q− 2)βd
d
d r
∫
Ωr
∆H(u
2)
(
Γ− βd
rQ−2
)
dHN .
Ricordando (2.35) e (2.36) si ottiene
H ′(r) =
Q− 1
r
H(r) +
∫
Ωr
∆H(u
2) dHN .
Ora, tenendo presente (3.23), si ottiene l’asserto.
Mostreremo ora un’espressione alternativa di I, che ci sarà utile. A tal
fine necessiteremo della seguente osservazione (in cui supporremo v ∈ C1(H)
e k fissato in {1, . . . , n}):
0
(3.7)
=
∫
∂Ωr
v
T (k)d
|∇d|
dHN−1
=
∫
∂Ωr
v
〈T (k)I,∇d〉
|∇d|
dHN−1 =
∫
∂Ωr
〈
v T (k)I,
∇d
|∇d|
〉
dHN−1
(per il teorema della divergenza)
=
∫
Ωr
div (v T (k)I) dHN
=
∫
Ωr
v (div T (k)I) dHN +
∫
Ωr
〈
T (k)I,∇v
〉
dHN
=
∫
Ωr
v (div T (k)I) dHN +
∫
Ωr
T (k)v dHN .
Si ha, inoltre, div T (k)I = 0 per k = 1, . . . , n, infatti vale
div T (k)I =
m∑
i=1
∂xi
m∑
j=1
b
(k)
i,j xj =
m∑
i=1
b
(k)
i,i = 0.
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Di conseguenza, per ogni k = 1, . . . , n e per ogni v ∈ C1(H) vale∫
Ωr
T (k)v dHN = 0.
Per la Formula di Coarea si ha dunque∫
∂Ωr
T (k)v
dHN
|∇d|
= 0.
Se v(x, t) = s(x, t)tk, poichè T (k)tk = 0, non è difficile vedere che si ha∫
∂Ωr
tk T
(k)s(x, t)
dHN
|∇d|
= 0,
e dunque, sommando in k = 1, . . . , n, ed essendo d costante su Ωr, vale
0 =
1
r2
n∑
k=1
∫
∂Ωr
T (k)s tk
dHN
|∇d|
(3.5)
=
∫
∂Ωr
〈
Ts, ϕ
〉 dHN
|∇d|
.
Ne segue:
0 =
∫
∂Ωr
〈
Ts, ϕ
〉 dHN
|∇d|
per ogni s ∈ C1(H). (3.26)
Forniamo un’espressione alternativa di I(r). Si ha:
I(r)
(3.23)
=
1
2
∫
Ωr
∆H(u
2) dHN
(2.4)
=
1
2
∫
Ωr
div (A∇(u2)) dHN
(per il teorema della divergenza)
=
1
2
∫
∂Ωr
〈
A∇(u2), ~n
〉
dHN−1 =
1
2
∫
∂Ωr
〈A∇(u2),∇d〉
|∇d|
dHN−1
(per la simmetria della matrice A)
=
1
2
∫
∂Ωr
〈∇(u2), A∇d〉
|∇d|
dHN−1 =
1
2
∫
∂Ωr
〈∇(u2), A∇d〉 dHN−1
|∇d|
(3.9)
=
1
2
∫
∂Ωr
X(u2)ψ + 4〈T (u2), ϕ〉
r
dHN−1
|∇d|
=
1
2r
∫
∂Ωr
X(u2)ψ
dHN−1
|∇d|
+
2
r
∫
∂Ωr
〈T (u2), ϕ〉 dHN−1
|∇d|
.
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Come conseguena di (3.26), si ha dunque
I(r) =
1
2r
∫
∂Ωr
X(u2)ψ
dHN−1
|∇d|
=
1
r
∫
∂Ωr
uψXu
dHN−1
|∇d|
. (3.27)
Lemma 3.5 (di Alternativa). Sia u una soluzione di −∆Hu + V u = 0 su
ΩR0. Esiste r0, positivo, che dipende solo da Q, C1 e f , in modo tale che
vale una e solo una delle seguenti condizioni:
• u ≡ 0 in Ωr0;
• H(r) 6= 0 per ogni r ∈ (0, r0).
Dimostrazione. Sia u soluzione di −∆Hu+ V u = 0 non identicamente nulla
in un intorno dell’origine. Supponiamo, per assurdo, che valga il seguente
fatto: esiste una successione {rk}k∈N monotona decrescente e tendente a zero,
tale per cui H(rk) = 0 per ogni k ∈ N. Vogliamo dimostrare che questo porta
ad un assurdo (dimostreremo infatti che questo implica l’annullarsi di u in
un intorno dell’origine, contro l’ipotesi fatta su u).
Grazie alla disuguaglianza di Cauchy-Schwarz si ha
|I(rk)|
(3.27)
=
∣∣∣∣∣ 1rk
∫
∂Ωrk
uψXu
dHN−1
|∇d|
∣∣∣∣∣
≤ 1
rk
(∫
∂Ωrk
(Xu)2ψ
dHN−1
|∇d|
) 1
2
(∫
∂Ωrk
u2ψ
dHN−1
|∇d|
) 1
2
≤ 1
rk
(∫
∂Ωrk
(Xu)2ψ
dHN−1
|∇d|
) 1
2
(H(rk))
1
2 = 0.
Ne segue I(rk) = 0. Di conseguenza, si ottiene
D(rk) = I(rk)−
∫
Ωrk
V u2 dHN = −
∫
Ωrk
V u2 dHN
≤
∫
Ωrk
|V u2| dHN .
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Otteniamo inoltre∫
Ωrk
|V u2| dHN
(3.16)
≤ Cf(rk)
∫
Ωrk
u2
d2
ψ dHN
(per il Corollario 2.9)
≤ C1 f(rk)
(
2
Q− 2
)2{
D(rk) +
Q− 2
2
H(rk)
rk
}
.
(3.28)
Poiché H(rk) = 0 per ogni k ∈ N si ha
D(rk) = C1
(
2
Q− 2
)2
f(rk)D(rk)
Ne segue
D(rk) ≤ C1
(
2
Q− 2
)2
f(rk)D(rk), ∀ k ∈ N.
Poiché dalle ipotesi su f sappiamo che1 limr→0+ f(r) = 0, otteniamo un
assurdo dalla stima precedente a meno che D(rk) = 0 definitivamente in k.
Se peró fosse D(rk) = 0 definitivamente in k, si avrebbe (almeno su una d-
palla centrata nell’origine) ∇Hu ≡ 0 e dunque u è costante su un opportuno
intorno di 0. Poiché deve essere H(rk) = 0, necessariamente si ha u = 0 su
tale intorno. Abbiamo dunque ottenuto un assurdo.
In virtù del lemma appena dimostrato possiamo ora introdurre una im-
portante definizione:
Definizione 3.6. Sia u una soluzione di −∆Hu + V u = 0 in ΩR0 e sia r0
come nel Lemma 3.5. Supponiamo inoltre che u non sia identicamente nulla
in Ωr0. La quantità (ben posta in forza del lemma citato)
N(r) :=
rI(r)
H(r)
, r ∈ (0, r0) (3.29)
è detta frequenza di u in Ωr.
1Poichè f è monotona esiste limx→0+ f(x) =: m. Se tale limite fosse positivo si avrebbe∫
f(r)
r
dr ≥
∫
m
r
dr
e poiché il secondo integrale diverge, anche il primo avrebbe lo stesso comportamento,
contro l’ipotesi su f .
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Da quanto sappiamo e dal Lemma 3.5 si avrà, da un semplice calcolo
diretto:
Lemma 3.7. La funzione r 7→ N(r) è una funzione di classe C1 sull’inter-
vallo (0, r0) e si ha
N ′(r) =
I(r)
H(r)
+
rI ′(r)
H(r)
− rI(r)H
′(r)
H(r)2
Possiamo ora introdurre l’insieme
Λr0 =
{
r ∈ (0, r0)
∣∣∣N(r) > 1}.
Osserviamo che dalla definizione di Λr0 si ha
H(r)
r
< I(r) ∀ r ∈ Λr0 . (3.30)
In particolare I(r) è non nulla su Λr0 . Da questa osservazione e dal Lemma
3.5 si ha
N ′(r)
N(r)
=
I ′(r)
I(r)
+
1
r
− H
′(r)
H(r)
∀ r ∈ Λr0 .
Dal Lemma 3.4 possiamo dunque concludere che
N ′(r)
N(r)
=
I ′(r)
I(r)
− Q− 2
r
− 2 I(r)
H(r)
∀ r ∈ Λr0 . (3.31)
Iniziamo ora a dimostrare alcuni lemmi propedeutici a fornire la stima prin-
cipale di questa sezione:
Lemma 3.8. Per ogni r ∈ Λr0 vale
I ′(r)
I(r)
=
Q− 2
r
+
+
1
I(r)
·
{
2
r2
∫
∂Ωr
(Xu)2ψ
dHN−1
|∇d|
+
2
r2
∫
∂Ωr
(Xu)〈Tu, ϕ〉 dHN−1
|∇d|
+
∫
∂Ωr
V u2
dHN−1
|∇d|
− Q− 2
r
∫
Ωr
V u2 dHN −
2
r
∫
Ωr
(Xu)V u dHN
}
.
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Dimostrazione. Sia u una soluzione di −∆Hu+ V u = 0. Osserviamo che dal
Teorema 3.1 abbiamo la seguente espressione di D′(r):
D′(r) =
Q− 2
r
D(r) +
2
r2
∫
∂Ωr
(Xu)2 ψ
dHN−1
|∇d|
+
8
r2
∫
∂Ωr
Xu 〈Tu, ϕ〉 dHN−1
|∇d|
− 2
r
∫
Ωr
Xu∆Hu dHN
=
Q− 2
r
D(r) +
2
r2
∫
∂Ωr
(Xu)2 ψ
dHN−1
|∇d|
+
8
r2
∫
∂Ωr
Xu 〈Tu, ϕ〉 dHN−1
|∇d|
− 2
r
∫
Ωr
XuV u dHN−1.
Aggiungendo ad ambo i membri il termine
∫
∂Ωr
V u2
dHN−1
|∇d|
otteniamo
D′(r) +
∫
∂Ωr
V u2
dHN−1
|∇d|
=
Q− 2
r
D(r) +
2
r2
∫
∂Ωr
(Xu)2ψ
dHN−1
|∇d|
+
2
r2
∫
∂Ωr
(Xu)〈Tu, ϕ〉 dHN−1
|∇d|
+
∫
∂Ωr
V u2
dHN−1
|∇d|
− 2
r
∫
Ωr
(Xu)V u dHN .
Inoltre, dalla Formula di Coarea si vede immediatamente che
I ′(r) = D′(r) +
∫
∂Ωr
V u2
dHN−1
|∇d|
.
Banalmente, si ha
D(r) = I(r)−
∫
Ωr
V u2 dHN .
Riassumendo, abbiamo ottenuto
I ′(r) =
Q− 2
r
I(r) +
2
r2
∫
∂Ωr
(Xu)2ψ
dHN−1
|∇d|
+
2
r2
∫
∂Ωr
(Xu)〈Tu, ϕ〉 dHN−1
|∇d|
+
∫
∂Ωr
V u2
dHN−1
|∇d|
− Q− 2
r
∫
Ωr
V u2 dHN −
2
r
∫
Ωr
(Xu)V u dHN .
Dividendo per I(r) (ciò è lecito perché r ∈ Λr0) otteniamo l’asserto.
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Dal lemma precedente e da (3.31) si ottiene immediatamente il seguente
risultato:
Lemma 3.9. Per ogni r ∈ Λr0 vale
N ′(r)
N(r)
=
2
r2
∫
∂Ωr
(Xu)2ψ
dHN−1
|∇d|
I(r)
− 2 I(r)
H(r)
+
8
r2
∫
∂Ωr
(Xu)〈Tu, ϕ〉 dHN−1
|∇d|
I(r)
+
∫
∂Ωr
V u2
dHN−1
|∇d|
I(r)
− Q− 2
r
∫
Ωr
V u2 dHN
I(r)
− 2
r
∫
Ωr
(Xu)V u dHN
I(r)
.
(3.32)
Abbiamo infine un ulteriore lemma che risulterà molto utile:
Lemma 3.10. Esiste una costante K = K(Q,C1, f(r0)) > 0 tale che
D(r) ≤ KI(r) per ogni r ∈ Λr0 . (3.33)
Dimostrazione. Sia r ∈ Λr0 . Allora vale
D(r) = I −
∫
Ωr
V u2 dHN
(3.16)
≤ I(r) +
∫
Ωr
C1
f(d)
d2
ψ u2 dHN
(per la monotonia di f)
≤ I(r) + C1f(r)
∫
Ωr
u2
d2
ψ dHN
(per il Corollario 2.9)
≤I(r) +
(
2
Q− 2
)2
C1f(r)
{
Q− 2
2
· H(r)
r
+D(r)
}
(3.30)
≤
{
1 +
(
2
Q− 2
)
C1f(r)
}
I(r) +
(
2
Q− 2
)2
C1f(r)D(r).
Dalla disuguaglianza trovata pocanzi, ponendo AQ =
2
Q− 2
, si ha, per la
monotonia di f ,
D(r) ≤ (1 + AQC1f(r))I(r) + A2QC1f(r)D(r)
≤ (1 + AQC1f(r0))I(r) + A2QC1f(r0)D(r),
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da cui
(1− A2QC1f(r0)) ·D(r) ≤ (1 + AQC1f(r0))I(r).
A meno di restringere r0, possiamo supporre che valga
A2QC1 f(r0) < 1.
Abbiamo dunque ottenuto l’asserto con K :=
1 + AQC1f(r0)
1− A2QC1f(r0)
.
3.3 Principio Forte di Continuazione Unica
Siamo ora pronti a dimostrare il risultato principale che ci permetterà
di dimostrare i teoremi di unique continuation per il nostro operatore. Lo
strumento fondamentale è dato dal seguente:
Teorema 3.11. Supponiamo che u sia una soluzione di −∆Hu + V u = 0
e che u e V soddisfino le ipotesi del Teorema 2.1 per qualche C1, C2, f e g.
Allora esiste una costante M = M(Q,C1, C2, f(r0), g(r0)) > 0 tale che per
quasi ogni r ∈ Λr0 abbiamo
N ′(r)
N(r)
≥ −M
(
f(r) + g(r)
r
)
. (3.34)
Dimostrazione. Il punto di partenza è l’identità stabilita nel Lemma 3.9.
Inizieremo provando che gli ultimi tre addendi (diciamo I, II, III) del secondo
membro di (3.32) sono maggiorati, in valore assoluto, da L
f(r)
r
, ove L è una
costante opportuna. Consideriamo r ∈ Λr0 . Da un calcolo diretto si ha∣∣∣∣ ∫
∂Ωr
V u2
dHN−1
|∇d|
∣∣∣∣ ≤ ∫
∂Ωr
|V |u2 dHN−1
|∇d|
(3.16)
≤
∫
∂Ωr
C1f(d)ψ
d2
u2
dHN−1
|∇d|
≤ C1f(r)
r2
∫
∂Ωr
u2 ψ
dHN−1
|∇d|
=
C1f(r)
r
· H(r)
r
(3.30)
<
C1f(r)
r
I(r).
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Ne segue
|I| ≤M1
f(r)
r
, con M1 = C1.
Poniamo, come già fatto in precedenza, AQ =
2
Q− 2
. Analogamente a
quanto già visto nella stima contenuta in (3.28) a pagina 59, si ha
∣∣∣∣Q− 2r
∫
Ωr
V u2 dHN
∣∣∣∣ ≤ Q− 2r C1 f(r)A2Q
{
D(r) + A−1Q
H(r)
r
}
(per (3.30) ed (3.33))
≤ (Q− 2)f(r)
r
A2QC1(K + A
−1
Q )I(r).
Ne segue
|II| ≤M2
f(r)
r
, con M2 = (Q− 2)A2QC1(K + A−1Q ).
Vogliamo ora ottenere una stima di III. Da un calcolo diretto si ha
∣∣∣∣2r
∫
Ωr
XuV u dHN
∣∣∣∣ ≤ 2r
∫
Ωr
|XuV u| dHN
(3.16)
≤ 2
r
∫
Ωr
|Xu|C1f(d)ψ
d2
|u| dHN
≤ 2C1f(r)
r
∫
Ωr
|Xu| |u|ψ
d2
dHN
=
2C1f(r)
r
∫
Ωr
∣∣∣∣1dψXu
∣∣∣∣ |u|d dHN
(3.9)
=
2C1f(r)
r
∫
Ωr
∣∣∣∣〈A∇d,∇u〉 − 4〈ϕ, Tu〉d
∣∣∣∣ · |u|d dHN
≤ 2C1f(r)
r
∫
Ωr
|〈A∇d,∇u〉| |u|
d
dHN
+
8C1f(r)
r
∫
Ωr
|〈ϕ, Tu〉u|
d2
dHN .
65
Si ha inoltre∫
Ωr
|〈A∇d,∇u〉| |u|
d
dHN
(2.10)
=
∫
Ωr
|〈∇Hd,∇Hu〉|
|u|
d
dHN
≤
∫
Ωr
|∇Hd| |∇Hu|
|u|
d
dHN
(per la disuguaglianza di Cauchy-Schwarz)
≤
(∫
Ωr
u2
d2
|∇Hd|2 dHN
) 1
2
(∫
Ωr
|∇Hu|2 dHN
) 1
2
(2.9)
=
(∫
Ωr
u2
d2
ψ dHN
) 1
2
(∫
Ωr
|∇Hu|2 dHN
) 1
2
(2.37)
≤ AQ
[
A−1Q
H(r)
r
+D(r)
] 1
2
D(r)
1
2
(servendoci di (3.30) e (3.33))
≤ AQ
(
(A−1Q +K)K
) 1
2 I(r).
Si osserva inoltre che (utilizzando ancora (2.37), (3.30) e (3.33))∫
Ωr
|〈ϕ, Tu〉u|
d2
dHN
(3.18)
≤ C2 g(r0)
∫
Ωr
u2
d2
ψ dHN ≤ C2 g(r0)A2Q(A−1Q +K)I(r).
Riassumendo quanto appena trovato, abbiamo∣∣∣∣2r
∫
Ωr
XuV u dHN
∣∣∣∣ ≤ 2C1f(r)r AQ((A−1Q +K)K) 12 I(r)
+
8C1f(r)
r
C2 g(r0)A
2
Q(A
−1
Q +K)I(r).
Di conseguenza
|III| ≤M3
f(r)
r
,
dove M3 = 2C1AQ
(
(A−1Q +K)K
) 1
2 + 8C1C2 g(r0)A
2
Q(A
−1
Q +K).
Grazie al Lemma 3.9 e alle stime precedenti possiamo dire che, per ogni
r ∈ Λr0 , vale
N ′(r)
N(r)
=
2
r2
∫
∂Ωr
(Xu)2ψ
dHN−1
|∇d|
I(r)
− 2 I(r)
H(r)
+
8
r2
∫
∂Ωr
(Xu)〈ϕ, Tu〉 dHN−1
|∇d|
I(r)
+O
(
f(r)
r
)
,
(3.35)
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dove O
(
f(r)
r
)
è una funzione il cui valore assoluto è limitato da M ′
f(r)
r
,
con M ′ = M1 +M2 +M3. Di conseguenza vale
N ′(r)
N(r)
≥ 2
r2
∫
∂Ωr
(Xu)2ψ
dHN−1
|∇d|
I(r)
− 2 I(r)
H(r)
+
8
r2
∫
∂Ωr
(Xu)〈ϕ, Tu〉 dHN−1
|∇d|
I(r)
−M ′f(r)
r
(3.36)
Passiamo a considerare il terzo addendo del secondo membro di (3.36). Da
un calcolo diretto si ha∣∣∣∣ ∫
∂Ωr
(Xu)〈ϕ, Tu〉 dHN−1
|∇d|
∣∣∣∣ ≤ (∫
∂Ωr
(Xu)2ψ
dHN−1
|∇d|
) 1
2
×
(∫
∂Ωr
|〈ϕ, Tu〉|2
ψ
dHN−1
|∇d|
) 1
2
(3.18)
≤
(∫
∂Ωr
(Xu)2ψ
dHN−1
|∇d|
) 1
2
× C2 g(r)
(∫
∂Ωr
u2ψ
dHN−1
|∇d|
) 1
2
= C2g(r)
(
H(r)
∫
∂Ωr
(Xu)2ψ
dHN−1
|∇d|
) 1
2
.
Poniamo ora
H(r)
∫
∂Ωr
(Xu)2ψ
dHN−1
|∇d|
=: (?).
Distinguiamo ora due casi:
(a) (?) ≤ 2(rI(r))2;
(b) (?) > 2(rI(r))2.
Nel caso in cui si verifichi (a) possiamo dedurre da quanto appena visto che∣∣∣∣ ∫
∂Ωr
(Xu)〈ϕ, Tu〉 dHN−1
|∇d|
∣∣∣∣ ≤ √2C2 g(r) r I(r),
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e che quindi
N ′(r)
N(r)
=
2
r2
∫
∂Ωr
(Xu)2ψ
dHN−1
|∇d|
I(r)
− 2 I(r)
H(r)
+O
(
f(r) + g(r)
r
)
(3.37)
dove ∣∣∣∣O(f(r) + g(r)r
)∣∣∣∣ ≤M4(f(r) + g(r)r
)
,
con M4 = M4(Q,C1, C2, f(r0), g(r0)) > 0. Notiamo che la somma dei primi
due addendi del secondo membro di (3.37) può essere riscritta come
2
H(r)
∫
∂Ωr
(Xu)2ψ
dHN−1
|∇d|
− (r I(r))2
r2 I(r)H(r)
.
Per dimostrare il teorema nel caso (a), essendo H(r) > 0 e I(r) > 0 su Λ(r0),
basterà dunque provare che il numeratore dell’ultima espressione è ≥ 0, ossia
(rI(r))2 ≤ H(r)
∫
∂Ωr
(Xu)2ψ
dHN−1
|∇d|
per ogni r ∈ (0, r0).
Ciò è evidente in virtù della disuguaglianza di Cauchy-Schwarz, infatti
|rI(r)| (3.27)=
∣∣∣∣ ∫
∂Ωr
uψXu
dHN−1
|∇d|
∣∣∣∣
≤
(∫
∂Ωr
u2 ψ
dHN−1
|∇d|
) 1
2
(∫
∂Ωr
ψ (Xu)2
dHN−1
|∇d|
) 1
2
= (H(r))
1
2
(∫
∂Ωr
(Xu)2 ψ
dHN−1
|∇d|
) 1
2
.
Supponiamo ora di trovarci nel caso (b). Da quanto già ottenuto in
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precedenza e da un calcolo diretto si ha
∣∣∣∣ 1r2
∫
∂Ωr
(Xu)〈Tu, ϕ〉 dHN−1
|∇d|
∣∣∣∣ ≤ 1r2
∫
∂Ωr
|Xu| · |〈Tu, ϕ〉| dHN−1
|∇d|
≤ C2g(r)
r2
∫
∂Ωr
|Xu| · |u|ψ dHN−1
|∇d|
(per la disuguaglianza in R |A| · |B| ≤ (A2 +B2)/2)
≤ C2g(r)
r2
∫
∂Ωr
(Xu)2ψ
2
dHN−1
|∇d|
+
C2 g(r)
r2
∫
∂Ωr
u2ψ
2
dHN−1
|∇d|
≤ C2g(r)
2r2
∫
∂Ωr
(Xu)2ψ
dHN−1
|∇d|
+
C2 g(r)
2r
H(r)
r
(3.30)
<
C2 g(r)
2r2
∫
∂Ωr
(Xu)2 ψ
dHN−1
|∇d|
+
C2 g(r)
2r
I(r).
Ne segue
1
r2
∫
∂Ωr
(Xu)〈Tu, ϕ〉 dHN−1
|∇d|
> −C2 g(r)
2r2
∫
∂Ωr
(Xu)2 ψ
dHN−1
|∇d|
− C2 g(r)
2r
I(r).
A patto di restringere, se necessario, l’intervallo (0, r0) possiamo supporre
che per r0 valga
2− 4C2 g(r0) > 1. (3.38)
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Sostituendo quanto ottenuto in (3.36) si ottiene
N ′(r)
N(r)
(3.36)
≥ 2
r2
∫
∂Ωr
(Xu)2ψ
dHN−1
|∇d|
I(r)
− 2 I(r)
H(r)
+
8
r2
∫
∂Ωr
(Xu)〈ϕ, Tu〉 dHN−1
|∇d|
I(r)
−M ′f(r)
r
≥ 2
r2
∫
∂Ωr
(Xu)2ψ
dHN−1
|∇d|
I(r)
− 2 I(r)
H(r)
−M ′f(r)
r
+
8
I(r)
(
− C2 g(r)
2r2
∫
∂Ωr
(Xu)2 ψ
dHN−1
|∇d|
− C2 g(r)
2r
I(r)
)
=
∫
∂Ωr
(Xu)2 ψ
dHN−1
|∇d|
I(r)
·
(
2
r2
− 4C2g(r)
r2
)
+
− 2 I(r)
H(r)
−M ′f(r)
r
− 4C2g(r)
r
(per la monotonia di g)
≥
∫
∂Ωr
(Xu)2 ψ
dHN−1
|∇d|
I(r)
·
(
2− 4C2g(r0)
r2
)
+
− 2 I(r)
H(r)
−M ′f(r)
r
− 4C2g(r)
r
(3.38)
>
∫
∂Ωr
(Xu)2 ψ
dHN−1
|∇d|
I(r)
· 1
r2
− 2 I(r)
H(r)
−M ′f(r)
r
− 4C2g(r)
r
=
H(r)
∫
∂Ωr
(Xu)2 ψ
dHN−1
|∇d|
− 2(rI(2))2
r2I(r)H(r)
−M ′f(r)
r
− 4C2g(r)
r
(b)
> −M ′f(r)
r
− 4C2g(r)
r
≥M5
(
f(r) + g(r)
r
)
,
per una costante positiva M5 = M5(Q,C1, C2, f(r0), g(r0)) > 0. Abbiamo
quindi dimostrato l’asserto anche nel caso (b).
Possiamo ora dimostrare i Teoremi 2.1 e 2.3.
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Dimostrazione (del Teorema 2.1). Osserviamo anzitutto che da (3.24) si ri-
cava (dopo semplici calcoli)
d
dt
{
log
H(t)
tQ−1
}
= 2
N(t)
t
, per ogni t ∈ (0, r0).
Integriamo ora tra r e 2r dove 2r < r0. Al primo membro si ottiene[
log
H(t)
tQ−1
]t=2r
t=r
= log
H(2r)
(2r)Q−1
− log H(r)
rQ−1
= log
H(2r)
2Q−1H(r)
.
Di conseguenza, per ogni r ∈
(
0,
r0
2
)
si ha
log
H(2r)
2Q−1H(r)
= 2
∫ 2r
r
N(t)
dt
t
. (3.39)
È nostra intenzione mostrare che N(t) è una funzione superiormente limi-
tata su (0, r0). Poniamo quindi Γr0 := Λr0 ∩ {t ∈ (0, r0) |N(t) > N(r0)}.
Ovviamente Γr0 ⊆ Λr0 e dalla definizione di Λr0 si ha subito
Γr0 =
{
t ∈ (0, r0)
∣∣∣N(t) > max{1, N(r0)}}.
Chiaramente se r ∈ (0, r0) r Γr0 , allora N(r) ≤ max{1, N(r0)} (e avremmo
provato la citata limitatezza). Supponiamo dunque r ∈ Γr0 . Osserviamo che,
per la continuità di N , Γr0 è un aperto di R, dunque della forma
Γr0 =
∞⋃
j=1
(aj, bj), aj, bj /∈ Γr0 .
Da un calcolo diretto si osserva che, per ogni j e per ogni r ∈ (aj, bj), vale
log
N(bj)
N(r)
=
∫ bj
r
N ′(t)
N(t)
dt
(3.34)
≥ −M
∫ r0
0
(
f(t) + g(t)
)dt
t
,
da cui segue
log
N(r)
N(bj)
≤ M
∫ r0
0
(
f(t) + g(t)
)dt
t
.
La monotonia della funzione esponenziale comporta
N(r)
N(bj)
≤ exp
{
M
∫ r0
0
(
f(t) + g(t)
)dt
t
}
∀ r ∈ (aj, bj).
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Da questa disuguaglianza, osservando che, per la continuità di N , per ogni bj
della decomposizione precedente vale N(bj) = max{1, N(r0)} > 0, possiamo
dedurre che
N(r) ≤ exp
{
M
∫ r0
0
(
f(t) + g(t)
)dt
t
}
max{1, N(r0)}
per ogni r ∈ Γr0 e che quindi N è superiormente limitata su (0, r0). Riassu-
mendo, abbiamo ottenuto (per 0 < r < r0/2)
log
H(2r)
2Q−1H(r)
(3.39)
= 2
∫ 2r
r
N(t)
dt
t
≤ 2 sup
(0,r0)
N
∫ 2r
r
dt
t
= 2 sup
(0,r0)
N log 2.
Da ciò segue
H(2r) ≤ 2Q−1 exp
{
2 sup
(0,r0)
N log 2
}
H(r) per ogni r ∈
(
0,
r0
2
)
.
Ponendo χ = χ(u) := 2Q−1 exp
{
2 sup
(0,r0)
N log 2
}
e integrando rispetto ad r
la precedente disuguaglianza, otteniamo (per 0 < r′ < r0/2)∫ r′
0
∫
∂Ω2r
u2ψ
dHN−1
|∇d|
dr ≤ χ
∫ r′
0
∫
∂Ωr
u2ψ
dHN−1
|∇d|
dr.
Servendosi quindi della Formula di Coarea, si ha∫
Ω2r′
u2ψ dHN ≤ χ
∫
Ωr′
u2ψ dHN per ogni r′ ∈
(
0,
r0
2
)
.
Si è dunque dimostrato l’asserto.
Dimostrazione (del Teorema 2.3). Sia u una soluzione di −∆Hu + V u = 0
che si annulla con ordine infinito nell’origine, sia r0 come nel Teorema 2.1
e sia r := r0/2. Si può mostrare, induttivamente, che dopo k iterazioni di
(2.21) si ha ∫
Ωr
u2ψ dHN ≤ χk
∫
Ωr/2k
u2ψ dHN .
Osserviamo ora che vale
|Ωρ| = αQ ρQ, per ogni ρ ∈ R,
72
ove |Ωρ| indica la misura di Lebesgue della ρ-palla e αQ è una costante di-
mensionale opportuna. Scegliamo ora β = β(u) tale per cui χ = 2βQ. Un
calcolo diretto mostra che
χk|Ωr/2k |β = αβQr
βQ
(
χ
2βQ
)k
= αβQr
βQ = |Ωr|β.
Ora, indicando con [βQ] la parte intera di βQ, si osserva facilmente che vale
quanto segue: per tutti i k sufficientemente grandi (dipendentemente da u)2
χk
∫
Ωr/2k
u2ψ dHN =
χk|Ωr/2k |β
|Ωr/2k |β
∫
Ωr/2k
u2ψ dHN
=
|Ωr|β
|Ωr/2k |β
∫
Ωr/2k
u2ψ dHN
=
|Ωr|β
αβQ
(
r
2k
)βQ ∫
Ωr/2k
u2ψ dHN
(poiché u si annulla con ordine infinito nell’origine)
(2.22)
≤ |Ωr|
β
αβQ
(
r
2k
)βQC[βQ]+2( r2k
)[βQ]+2
(poiché [βQ]− βQ ≥ −1)
≤
C[βQ]+2|Ωr|β
αβQ
r
2k
.
Riassumendo, si è visto che vale (per k  1)
0 ≤
∫
Ωr
u2ψ dHN ≤
C[βQ]+2|Ωr|β
αβQ
r
2k
.
Per k → ∞ il membro destro dell’ultima disuguaglianza tende a zero. Con-
cludiamo dunque che deve essere u ≡ 0 in Ωr0 r {(x, t) : |x| 6= 0} e dunque,
per la continuità di u, u ≡ 0 su tutto Ωr0 .
2Con le notazioni in (2.22), basta scegliere k  1 in modo che r/2k < r[βQ]+2.
Conclusioni
Nel presente elaborato si è affrontato lo studio del Principio Forte di
Continuazione Unica per opportune soluzioni dell’equazione ∆Hu = V u dove
∆H è il sub-Laplaciano canonico di un gruppo di tipo H e V è un opportuno
potenziale. Fondamentali sono stati sia l’utilizzo delle formule di media, sia
lo studio di un Principio di Indeterminazione per i gruppi di tipo H.
Abbiamo inoltre fornito il nostro contributo nel trovare una formula per la
variazione prima dell’integrale di Dirichlet associato a ∆Hu = V u. Tutto ciò
è stato necessario per studiare le proprietà di crescita di funzioni di frequenza
su H, utili a dimostrare le agognate stime integrali che implicano in modo
piuttosto immediato la unique continuation, principale oggetto del nostro
studio.
Seguendo lo stesso spirito con cui è nato questo lavoro, è attualmente
oggetto di ricerca l’estensione al caso di tutti i gruppi di Carnot.3
3Comunicazione personale di A. Bonfiglioli e S. Biagi.
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