We present a new single-chip texture classifier based on the cellular neural network (CNN) architecture. Exploiting the dynamics of a locally interconnected 2D cell array of CNNs we have developed a theoretically new method for texture classification and segmentation. This technique differs from other convolution-based feature extraction methods since we utilize feedback convolution, and we use a genetic learning algorithm to determine the optimal kernel matrices of the network. The CNN operators we have found for texture recognition may combine different early vision effects. We show how the kernel matrices can be derived from the state equations of the network for convolution/deconvolution and nonlinear effects. The whole process includes histogram equalization of the textured images, filtering with the trained kernel matrices, and decision-making based on average gray-scale or texture energy of the filtered images. We present experimental results using digital CNN simulation with sensitivity analysis for noise, rotation, and scale. We also report a tested application performed on a programmable 22 × 20 CNN chip with optical inputs and an execution time of a few microseconds. We have found that this CNN chip with a simple 3 × 3 CNN kernel can reliably classify four textures. Using more templates for decision-making, we believe that more textures can be separated and adequate texture segmentation (<1% error) can be achieved.
INTRODUCTION
In this paper we present a new single-chip texture classifier system based on the cellular neural (also called cellular nonlinear) network (CNN) architecture [1, 2] . CNNs are 2D cell arrays with local cell interconnections which can be used as an effective tool in many image processing tasks [3] . Their main strength is that they can be implemented on parallel VLSI along with programmable cell interconnections and optical inputs [4, 5] . Using CNN for texture recognition is theoretically new because CNNs * A short part of this paper has been published in the Proceedings of the 12th ICPR, Jerusalem, 1994. perform continuous time feedforward and feedback convolutions and nonlinear dynamics. The kernel matrices, or templates, containing the interconnection weights are determined through genetic learning. Textured images are first equalized; then we expect that with the learned weights the network transient will settle into a stable state where different textures can be classified according to the gray-scale average or texture energy of the output.
In Section 2 we give a brief overview of how CNN is related to other texture classification methods and lay the foundation for the expectation that CNN can be used for this task. In Section 3 we motivate the use of genetic algorithms in CNN template optimization problems. We also present some test results on a few enhancements we made to improve genetic learning. Several types of natural textures are examined in Section 4 to test our method, using digital network simulations. Experimental results are shown for 4, 8, and 16 texture classes. Sensitivity analysis for noise, rotation, and scale is included. As some of the first programmable CNN chips are being tested in our laboratory, we report the results of on-chip experiments. The chip we use has optical inputs, but pixel values are black and white. Using the same learning algorithm, we are able to find templates for classification of natural textures projected onto the optical input array of the chip. The main results are summarized in Section 5. In the Conclusions we compare our results to standard feedforward convolution methods.
CELLULAR NEURAL NETWORKS AND THEIR USE IN TEXTURE RECOGNITION
Cellular neural networks were introduced by Chua and Yang in 1988 [1, 2] . CNNs are 2D cell arrays with local, shift-invariant cell interconnections and analog, nonlinear cell dynamics. CNNs can be implemented as VLSI chips with optical inputs and programmable cell interconnections, providing an effective tool for real-time image processing. A CNN's normalized differential state-equation can be described by matrix-convolution operators [1, 2] . Typically, transients settle within a few µs in a VLSI CNN [4, 5] . Figure 1 shows the architecture of a CNN, which is based on convolutions performed by A and B.
The CNN Universal Machine (CNN-UM [4] ) is a high-level parallel machine. It contains several analog template memories ("analog programs") and image memories to save and compare images. It can execute a series of simple CNN templates and arithmetical and logical operations. Using the CNN-UM, we can perform multi-template experiments, and we can apply simple functions to the different outputs.
Texture segmentation methods can be grouped into four main classes [6] :
(1) Statistical methods (2) Model-based methods (3) Structural methods (4) Methods using spatial-frequency information.
In the following, we give a short overview of methods which are closely related to CNNs. This will lay the foundation for our arguments that the system can be used for texture classification and segmentation.
1. Statistical methods are based on stochastic measures computed over some neighborhood of each pixel [7] . Among others, autocorrelation and operator-based methods fall into this class. By using an asymmetric feedback template, a CNN can perform pattern shifting and some forms of autocorrelations. Operatorbased methods, such as convolution with Laws' matrices [8] , are easily implemented on a CNN, and-in addition-through its feedback a CNN can ameliorate the drawbacks of other techniques which deal only with high spatial-frequency textures.
2. Model-based methods: A class of reaction-diffusion and anisotropic diffusion equations [9] fit the CNN structure if we allow two cooperating cell layers [3] . The Markov random field (MRF) model can be used for the segmentation of textured images [10] , and we recently succeeded in implementing a special MRF model in the CNN architecture [11] .
3. Structural methods generally assume that textures consist of definite repeating texture elements (e.g., periodic textures) [12] . Although this assumption is not valid for many textures, this method is interesting because the classification of such textures can be performed by deconvolutions which can be implemented on a CNN [3] . 4 . In Section 2.1 we prove that using linear output functions, f (.), a CNN template can represent spatial filters. The effect of such filters can be measured by the change in the frequency spectrum of the image or (by Parseval's theorem [13] ) by the change of the power spectrum, i.e., the "energy" of the image. The latter is the average of the squared intensity values (effective value of the output signal). When used in texture recognition this measure is called texture energy (TE) [8] .
We propose the following procedures for CNN-based texture segmentation:
1. Histogram normalization of the textured image (if needed) 2. Filtering of the image with one or more suitable templates which are designed through the use of genetic learning 3. Classification of either the gray-scale average or the TE of the filtered output.
We note that the recognition of texture images which have identical mean brightness cannot be done by purely linear transformations. Thus, if we use CNN in its linear domain in step (2) , then in step (3) we have to use a nonlinear measure for estimation, e.g., TE. If, however, we utilize nonlinear effects when filtering, and the network settles outside the linear slope of its output characteristics (we get mostly black and white output), then the ratio of black pixels (ROB) or the gray-scale average can be a measure for the classification in step (3). As can be seen, we have nonlinear transformation in both cases, just at different levels of the computation. TE (or higher order measures) result in finer resolution in a classification or segmentation step, but only if the filtered image (output of step (2)) is gray-scale. However, recent analog VLSI chips [27] perform well with half-toned (HT) binary outputs, which results in reliable classifications. In this case, filtering and half-toning effects can be combined in a single template, as we demonstrate in Section 2.2. In Section 4 we give examples of both the HT and the TE cases.
CNN as a Convolution/Deconvolution Filter in the Linear Domain
The CNN contains convolutions in both its feedforward and feedback operators. They can represent spatial filters when the state-variable of each cell remains inside the linear domain.
In real-life environments the shift-invariant part of image degradations can be caused by feedforward convolutions (e.g., blur) and feedback convolutions (e.g., reflection spread). The general steady state model of a relatively complex natural image filter can be described as
where V, W are the M × N input and output images, H, K are the feedforward and feedback convolution kernels, and L is the bias. Since Eq. (2) is the canonical form of any linear shift-invariant filter, it covers imaging effects such as smoothing, reflections in a lens system, first-order optical errors, and volume distortion of microscopic targets. Using the symbolic convolution-based formulation
where K − is a convolution matrix which is the negative of K with 1.0 added to the central element of −K . V and W can be given via a convolution/deconvolution process, i.e.,
If the output of this linear filter is applied to the input of the CNN system in Fig. 1 (W = U ), there is a template ( A, B) which transforms the input into the original unfiltered image in the least squared error sense, i.e., Y(t = ∞) =V. This can be proved using the well-known gradient iteration method [14] .
If
is the residual error-matrix of the estimation, and R is its square norm, it can be shown that the gradient of this squared residual depending on the estimated elements of the Y matrix is
Here the H c convolution-matrix comes from a 180
• rotation of the convolution-matrix H.
Remaining in the linear domain of the CNN, where Y ≡ X, this gradient can be used in an infinite iteration process in calculating X (IIR convolution filter). This time-dependent approximation process is given by the next state-equation,
where η is the step size. It follows from the stability theory of linear algebra [15] that H c * H in the feedback is always stable if the system block-matrix given by the convolution-matrix H is nonsingular.
Putting Eq. (1) and Eq. (5) together, there is a one-to-one correspondence between the parameters:
There is another solution for this inverse template:
This is a good approximation of Eq. (6) for weak blurring effects; however, its linear stability is doubtful. From Eqs. (6) and (7) it can be seen that the CNN can perform any transformation requiring simultaneous convolution/deconvolution. Filtering in the Fourier domain can be performed by designing the zeros (convolution) and the poles (deconvolution). The same task can be performed by the CNN templates. Since local filtering in the Fourier domain is an effective method for texture and edge detection [6] , the present CNN-domain linear filtering method (emphasizing the analog feedback) can execute a similar task. Moreover, it does not need transformation and division by small values (as Fourier deconvolution does [16] ), and it is parallel and very fast.
The effect of the above filters can be measured by the change of the spectral power in a given image-segment, which from Parseval's theorem equals the change in the average of the square of the output on the image segment. Measuring the power of the outgoing pixel value (simple effective value), this texture energy gives a good measure of the texture quality. However, we still have to address the problem, namely, several types of CNN VLSI chips provide only binary output [5] . In the following section it will be shown that by slightly modifying the central element in the kernel representing an arbitrary linear filter, we get a nonlinear filter which provides half-toned output. In this case the outgoing ratio of black to white pixels gives the measure of similarity.
Some Nonlinear Effects
Let us consider a convolution/deconvolution pair (C, D) in the CNN, for which the CNN is stable and remains in the linear domain:
If we change the template by adding a small > 0 to the selffeedback (A * = 1 + − D * ), the steady state is broken, and the system begins to behave as if it had only one nonzero feedback element, the self-feedback with the value of . This causes the output values (elements of Y) to saturate in the nonlinear domain.
If A satisfies the criteria of [1, Theorem 5] with self-feedback >1.0 and symmetry of A, the output is always binary and stable. However, there are several other cases when the CNN output is binary and (nearly) stable. If the filter convolutions have smoothing effects, then the binary output is a half-toned version of the input. This is examined in detail in [17, 18] .
In the case of an asymmetrical opposite-sign template, pattern shifting [19] can be combined with filtering and the result is stable in the nonlinear domain of the sigmoid. However, owing to the shifted image-content, there may be some cross-correlation effects between input and output.
This complex behavior of a single CNN template, combining filtering, half-toning, and pattern-shifting, is the crucial feature of our CNN texture analysis system. However, the parameters in the template are difficult to design since heuristics are difficult to apply. Furthermore, the processing of the combined functions is not easy to handle by analytical methods. It is important to note that the nonlinear behavior of the CNN can result in interesting effects that are difficult to foresee.
LEARNING CNN TEMPLATES WITH GENETIC ALGORITHMS FOR MULTIPATTERN TASKS
Owing to their novelty, applicable learning algorithms for the CNN structure do not have a broad literature. The interesting results of [20] initiated the use of genetic algorithms (GA) for CNN optimization, and we show here how GAs perform on this task.
There are three main reasons for using GAs for our purposes:
• In previous applications [21] , the GA performs well if there are relatively few free parameters (here, template element values) and a large number of dependent variables (here, the output pixel values).
• There are no methods which allow for an analytical description of textures nor the incorporation of their recognition into the CNN structure.
• The complexity of the transient trajectories of a CNN makes it hard to trace how a slight change in the template values will influence the output. Thus, we cannot say explicitly how to modify template elements according to the difference of the desired and the computed output. However, the probabilistic operators used in GAs can overcome this difficulty.
Each template element is coded using a simple 4-8 bit binary code in the [−5; 5] range that corresponds to the expected VLSI technological limits. Template design methods usually consider some specific template structure [e.g., 17, 19, 22] . Here we make no restrictions on templates generated during optimization. Stability conditions are stated for some classes of the CNN templates [19, 23] , but using them here would unreasonably restrict the parameter space. In our case absolute stability (stable convergence) is not necessary. We need only a well-defined timeinterval during which the output does not change, or changes very slightly, so that the output can be read after a predefined transient time. However, we have found in our experiments that our templates are usually stable in the long-term sense as well.
We described in Section 2 that, after normalizing the textured images, we classify them according to the gray-scale average or texture energy of the output of a CNN transform. Thus, the GA fitness function should be formed in such a way that the gray-scale average or texture energy of the output generated by an optimum template will differentiate different textures but has only small variation inside a single texture. In the fitness function the variance of local average gray-levelsĝ i, j is related to the gray-level differences between the images of different textureclasses (Ĝ k −Ĝ k−1 ). Here G k indicates the average gray-scale of the kth texture in the output, numbered in ascending order of gray-level. We have found the following form to be useful:
Error
Here Q k is the area of the kth texture. Creating the next generation, fitness = 1 − cost(A, B, J ) is used as the measure of survival probability. To avoid results which do not differentiate the different textures, fitness is corrected by the minimum contrast; e.g.,
It should be noted that we use the same thresholding-based discrimination function (Eq. (9)) during both testing and training. In the case of up to 8 texture classes (see Section 4.2) thê g i, j|k values of the different textures have separable statistics. We have found that the perfect classification using the Bayesian decision [14] results in a small difference of the estimation error. The perfect Bayesian decision may require forming a table of additional statistical information, which can be done (if necessary) by using additional digital hardware connected to the CNN structure, as is shown for a recognition task in [24] .
We have incorporated techniques to improve the speed of our algorithm. These are as follows:
• The first population of chromosomes is initialized partly from a template library. In this library we store templates found for other texture recognition tasks by our algorithm and standard CNN templates which realize typical image transformations, e.g., edge detection. This initialization makes it more likely that we will quickly arrive at suitable templates, but admittedly may bias the search.
• A single CNN template contains 19 elements when using 3 × 3 convolution kernels. The number of elements increases with kernel size quadratically. As mentioned earlier, GA performance decreases when searching in higher-dimension parameter spaces. For this reason, only a few (3-10) of the template elements are iterated at a time. The parameters are reselected after every 10 iterations according to their significance estimated from previous runs. We have found that using more than about 8-10 parameters simultaneously in the optimization process leads to lack of convergence. While our restriction to searches over a limited number of elements may be suboptimal, we have empirically found that our results are quite satisfactory.
• If we apply a fixed, relatively high mutation rate (5-10%), the search process has a greater parameter space, but may not converge; on the other hand, application of a fixed, low mutation rate (0.2-1.0%) may cause low convergence speed and suboptimal results. During our experiments, we have found that periodically interchanging (say, with periods of 10 generations) a higher and a lower mutation rate results in faster convergence than a fixed, medium (2-3%) mutation rate.
• In every generation, we create three extra templates besides those created by standard GA operations. These are the inverse template, average template, and time-interpolated template. The inverse template is the linear inverse (see Eq. (7)) of the worst template in the current generation. The average template is the sum of all the templates in a population weighted by the normalized fitness for each template. Parameter values in the best template are multiplied by a convergence speed factor (see Eqs. (6) and (7)) to create the time-interpolated template. The speed factor is computed from the gradient of the cost function at the time we stop the network simulation. Although the considerations that led us to include these templates are based on linear effects, they appear to be very useful. The inverse template usually has low fitness, but has a similar effect to the mutation operator, by creating a new template far from its parent in the parameter space. The average template and the time-interpolated template are combinations of the better templates, and they quite often have superior fitness in their population.
Training speed is highly dependent on the task and the initial population. If the initial population contains templates performing similar tasks, a good solution can be found after not more than 10 generations (with a population of 20 to 50 templates). We have found that for more difficult recognition tasks our algorithm typically generates an acceptable solution within 100-200 generations. For cases in which there are no usable initial templates, the convergence time also depends on the parameter accuracy (number of bits) [18] . We observe that a satisfactory convergence speed can be achieved using a parameter accuracy of about 4-5 bits [18] .
Testing a 128 × 128 image, 100 generations with population sizes of 100 were generated and fully tested within 4 h using a 100 MHz Pentium PC and a CNN simulator board [25] containing 4 TMS320C25 DSPs.
As described in Section 5, using a CNN VLSI chip for the same task, it takes only a few minutes to obtain satisfactory templates.
EXPERIMENTS
Since the CNN structures implemented in VLSI chips [5, 26, 27] process only a limited number of pixels (up to 32 × 32), more extensive experiments can be done on a CNN digital hardware simulator system [25] . In these simulations we show the effects and limits of the method itself, without consideration of the VLSI consequences. CNN chip results are described in Section 5.
In our demonstrations four or eight different textures are trained together in the learning process. They are normalized to have the same average gray-level and similar equalized graylevel histograms to ensure the generality of the experimental test. Histogram equalization can be done by a 2-layer (2 memories/cell) CNN model [28] . Some of the CNN VLSI chips contain an automatic gain control [5, 27] , resulting in normalized input images.
We used the natural Brodatz textures [29] in our experiments. (The serial numbers of textures are noted in brackets after the texture names.) Scanning resolution is between 100 and 25 dpi, depending on the periodicity of the given texture, since the detection-area of the CNN array (smoothing window at the output) should contain several periods, and the scanning resolution of the images should be sufficient for discrimination [30] . In our examples the template size is 3 × 3 or 5 × 5, and the (quasi)period of the textures is between 5 and 30 pixels.
The main steps of texture segmentation are as follows:
1. Local filtering of input textures to get uniform average gray-levels and contrast.
2. CNN texture-filtering processing of the image using one or more templates.
3. Squaring the outgoing pixel values (in the case of texture energy output only).
4. Gray-scale averaging by smoothing convolutions or heatdiffusion [9] .
5. Gray-scale thresholding as a final decision by a nonlinear output function.
Each process can be executed by a one-layer CNN-UM [4] . When the lighting conditions are stable or the CNN chip has a normalized optical input, then step 1 can be omitted. When the task is the classification of the texture class of an image, the two last steps are not necessary and the outgoing pixel values can be evaluated as the ratio of black pixels (ROB for black/white output, computed by wired summation on the chip) or as the effective value of the outgoing pixel voltage (squared output, TE). These measurements can be implemented in VLSI by simple wiring changes in the hardware architecture. Figure 2 shows the above process when four Brodatz textures (Fig. 2a) are segmented using a 3 × 3 filter-template and squared output (Fig. 2b) , smoothing and final thresholding (Fig. 2c) .
Testing the classification, after the CNN process (and squaring the analog output in the case of TE) every output pixel is replaced by the smoothed average of the surrounding W × W detection window. The error of misclassification is computed from this smoothed image. The measure of classification error is the ratio of pixels with false classification.
Training and testing image sets are disjoint. Textures are usually represented by a ≈128 × 128 image in training and by ≈256 × 256 in test sets. When the width of the detection window is W = 21, there are 36 independent detection windows in training and 144 in the test, but many of the overlapping positions (about 10 4 ) are also considered. The detection window scans the output as the optical input array of a CNN chip can scan the surface at different positions. Using only one detection template, the segmentation error (border offset) can be estimated as the radius of the appropriate detection window, W/2.
Using the output of these W × W averaging windows for detection statistics is similar to the recognition from undersampled patterns [31] . We could get better classification results if, for a given pixel position, the gray-level histogram of the scanning decision window were considered instead of one average level. However, this makes the process more time-consuming, and calculation of statistics using a CNN chip in the learning process is not easily accomplished.
It is important to note that in our simulations the training and the test of classification or segmentation are executed on a mixture of different textures (multiple textures/one image), and not on separate texture images (one texture/one image). This makes our method independent of the size of the image and robust against the effect of interclass pattern stain.
Classification of Four Textures
We have found that a 3 × 3 CNN template may contain enough information to separate four different textures. Figure 3 shows the classification test of herringbone weave (17), straw clothes (52 and 53), and lizard skin (36) . The CNN transforms the input into a half-toned output. This texture set is not a trivial task because of the changing period and contrast, and we found that successful linear inverse templates were very important in the GA learning process. Considering texture energy (TE) at the output, the J offset value is usually zero. For the texture set in Fig. 2 
Classification of Eight Textures
When the number of possible texture classes is higher, larger texture-segments are needed for adequate classification. Since the CNN results in a halftone-like output with different average gray levels for each texture, this restricts the space of the filter parameters. Using the squared output (TE) for classification, this problem can be avoided, and we can achieve reliable classification results with good regional consistency for most of the classes. Figure 4 shows the 200 × 400 training image containing eight textures. Using a 5 × 5 template and TE gives good segmentation. Although the misclassification error for the training set is lower than 1.0% using 25 × 25 detection-windows, misclassification error becomes 5.4% using the same detection-window size, and it is 0.3% with 51 × 51 detection-windows on the 512 × 1024 test image. Figure 5 shows the histograms of the detection windows scanning the output of the different textures. Contrast (divergence of theĜ k values) among the different output areas is 93% (100% means the possible maximum equal differences between the consecutiveĜ k values). To achieve lower misclassification error with a smaller detection window for a relatively large number of textures we would need to use more templates, or texture-specific templates.
Segmentation of 1 of 16 Textures
It is much easier to train the parameters when only one texture is extracted from many others, with a goal of obtaining a satisfactory segmentation border. Usually, this can be done with 3 × 3 templates. Training for single-texture segmentation is similar to that for multitexture classification except that the extracted texture should become more black-colored than the remaining textures.
In the following cases training was done on 4 textures, while the test was done on a set of 16 randomly chosen textures. The members of the training set are chosen to enhance the characteristic features of the examined texture during training, which results in a template which is associated with the given texture class. Figure 6a shows 16 textures, and the half-toned results for the aluminum wire and straw cloth textures can be found in Figs. 6b and 6c (half-toned results are scaled by 2). The ROB results for detecting the 4 different textures are summarized in Table 2 . 
Fine Multitemplate Segmentation
In the previous classification examples we have found that there may be a misclassified stripe between two textures when we want to segment several (e.g., four) textures. This results from the fact that between two average gray-levels of two neighboring textures there may be one or more other feature gray-levels of other textures. Figure 2c shows this result. We have chosen a small detection window (W = 11) to minimize the false stripe, but this results in a moderate misclassification error inside the texture.
We have developed a Markov random field image segmentation method for the CNN architecture, using simulated annealing and a modified Metropolis algorithm [11] . This process requires eight memories/cell and some very simple hardware functions. Figure 2d shows the segmentation result corresponding to that of Fig. 2c . This result is much better, but the MRF cannot remove the misclassified stripe of Fig. 2c CNN structure is a more complex architecture and requires considerably more processing.
We can avoid this problem with our method if we use more templates for the same texture set. The structure of the CNN-UM Note. Segment positions refer to Fig. 6a , white = 0, fully black = 1000. [4, 5] , containing template memories and cell memories, supports this solution. We run more templates for the same image containing multitexture patterns, and using the Bayesian decision (or a good estimate of it) the classification of every pixel is done in the statistically optimum sense. The most important is that the order of average gray-levels (Ĝ k ) of the texture outputs should be different when using different templates. The multitemplate process is as follows:
• First, each detection template is run on the training image, followed by a smoothing (running the heat-diffusion process), and histograms are calculated for every texture area. In the case of 4 textures and 5 detection templates we have 20 histograms.
• In the test process, the different templates followed by the diffusion run consecutively on the test image, saving the resulting smoothed output image each time.
• Finally, a Bayesian decision is made considering the different outputs and the histograms. This process can be embedded in a hardware system containing CNN VLSI chips and some logical/arithmetic units, as for character recognition in [24] . Since the histogram functions can be replaced by simple thresholding effects (as in Eq. (9)) with a marginal increase in the misclassification error, the above process could be embedded in an enhanced version of a CNN-UM VLSI chip. is based on the half-toned output of different 3 × 3 templates. Five detection templates are used in this demonstration: four of these are texture-specific for one of the four textures and one is a four-texture classifier. The last yields good results (see Row 1 in Table 1 ) using a 25 × 25 detection area in the classification, but this window is relatively large for segmentation. Figure 7b shows the output of this template. The texture-specific templates are similar to those given for Fig. 6 and Table 2 . Figure 7c shows the results of segmentation. False stripes are removed and the misclassification error inside the texture areas is zero. However, using only three templates results in moderate misclassification error.
In the above example five different templates must be trained, and this process requires more computation. However, we now show that acceptable segmentation results can be achieved without specific training. Considering the eight-texture classification test (Figs. 4 and 5) , the trained template is used to segment four textures: aluminum wire (6), pellets (66), and straw cloths (52, 53). Figure 8a shows the input image of four textures and Fig. 8b shows the squared result using this template. As we have shown previously, this template is not well suited for fine segmentation; it is primarily sensitive to the main features of eight textures. We have chosen other templates which are sensitive to other texture sets. These templates have poor classification results for this set, but using them together with the one usable template, segmentation is quite good, as Fig. 8c shows.
Using the above multitemplate method for the classification test of eight textures, the misclassification error can be lowered significantly.
Inhomogeneity, Orientation, and Scale Independence
In the previous examples the orientation and periodicity of the textures change slightly (e.g., see Fig. 3, lizard skin) . Our results show that this system is insensitive to small amounts of scaling and rotation. This conclusion is also supported by the chip experiments (see Section 5), when the illuminated patterns are slightly rotated and lifted above the chip window in the measurement. However, the trained CNN can not only classify the textures appropriately, but also detect inhomogeneities inside the textures. Figure 7d shows that texture-sensitive templates are invariant to a small rotation (5 • in the example) of the image. The CNN can be trained to classify a group of textures into one class and another group of different textures into another class, etc. Different rotations and scaled versions of the same texture can form such a texture group. First, simple scaling-and 90
• -rotation-independent texture detection is tested, using four groups of textures. Each group contains a given texture at 1 : 1 and 1 : 2 scaling with original and 90
• rotated images. The four textures are raffia (84), aluminum wire (14) , French canvas (21), and lizard skin (36) . The detector template detects the rotated and scaled versions together, so this template is rotation-and scalinginvariant in this sense. Using a 35 × 35 detection window, the classification error is 2.7% on the half-toned output image.
In the next experiment, different rotations are checked for the previous texture set. From every texture a quadruple image is generated. Each quadruple contains the same texture at 0
• , 25
• , 50
• , and 75
• rotations. We used a 5 × 5 template and squared output. Classification error is 12% using a 35 × 35 detection window and is 0.0% using 55 × 55 detection windows scanning the test image. The detector template detects the rotated versions together, so this template is a rotation-invariant classifier. Average gray-levels in % for the four quadruples in the output of the test image are (63, 65, 66, 66), (55, 56, 57, 59), (71, 71, 73, 76),  (77, 78, 79, 80) . In this experiment a relatively large detection-window and a large template (5 × 5) are required in order to obtain good classification results. When only one type of textures is detected from the others, the classification of rotated textures can also be performed on the basis of half-toned outputs. In this case one texture class is classified from the set of four classes by different templates for each texture-class. In Table 3 we present the results of the rotation-independent texture classification.
Robustness and Noise Sensitivity of the CNN Texture Detector
In [18] it has been shown that different tasks, such as 2D or 3D deconvolution [22] and texture segmentation, can be solved in a VLSI CNN environment without significant loss of efficiency and accuracy when the low precision (about 6-8 bits) and random variability of the VLSI parameters are considered. CNN turns out to be very robust against template noise, image noise, imperfect estimation of templates, and parameter accuracy.
Parameters of a template are tuned using GA learning at different parameter accuracies (represented by bitlength of parameter). These optimized parameters depend on the precision of the architecture. It was found that about 6-8 bits of precision was sufficient for a complicated multilayer deconvolution, and only 4 bits of precision was sufficient for texture classification in the presence of noise and parameter variances in the case of binary (half-toned) output. Tolerance sensitivity of template parameters is considered for VLSI implementation. Figure 9a shows the robustness-accuracy plot for the textures of Figs. 3 and 7 when the parameters are represented for different bitlength accuracies. Figure 9b shows the effect of parameter fluctuations for different parameter accuracies. Figures 9a and 9b together demonstrate the robustness of the CNN texture detector versus VLSI parameter inaccuracies. It was found that the misclassification error changes only slightly in the case of image noise (Fig. 9c) . These results show that the CNN process for texture detection is very robust, although the process is dynamic and the VLSI parameters may be inaccurate. This can be understood by considering the effect of the feedback [18] : In each case of local filtering the CNN executes an error propagation process (as in half-toning [17] ), which optimizes the output depending on the template characteristics and the input. This process does not accumulate the computation error, since the feedback controls the direction of the process. This means that noise and structural uncertainty do not affect the results when the CNN process itself is stable. In texture analysis, the template executes a kind of convolution/deconvolution in addition to moving effects. However, this moving (and the correlation) depends rather on the signs of the template elements than on the exact template values.
Unsupervised Training
In the previous examples of supervised learning the first question is whether the task is solvable in the given system. This can be answered using unsupervised learning, in which we search for a template which results in the most diverse output values (graylevels of smoothed output image). In this case, the fitness should be computed in a way which maximizes the entropy (≤1.0) of the histogram of gray-levels in the whole smoothed output image. Therefore, we are looking for a CNN template which extracts the most diverse information from the input image with uniform mid-gray when it is smoothed. From the resulting output image of the template with the maximum entropy we can find the distinguishable and indistinguishable patterns in the given case. We achieved results similar to those previously reported for the supervised training (as in Fig. 4) . However, this unsupervised training results in the detection of common features of the different textures rather than the textures themselves, but many of the textures can be well segmented.
EXPERIMENTS WITH AN ANALOG 22 × 20 VLSI CNN CHIP
The previous experiments and other robustness results [18] show that even a simple, noisy, inaccurate CNN chip with a very limited number of cells may achieve good performance in texture classification.
We tested one of the latest types of CNN-UM chips. This chip [5, 27] has a simplified structure, since its input and output are binary. It has four analog memories per cell. Logical functions and analog 3 × 3 templates can be run on the chip. Template parameters are transmitted to the chip via eight-bit DA converters. The chip has optical inputs with 1 sensor/1 pixel scanning. This optical input array is adaptive to achieve the ratio of black pixels (ROB) of around 50% in the scanned input.
In this experiment we used different Brodatz textures printed onto a transparent sheet. This transparency is mounted onto the window of the chip and is illuminated with a simple table lamp. The image samples are captured at different positions, but at a good resolution (0.2 mm/pixel). This configuration ensures random sampling at changing illumination and noise. It is important to note that in these chip experiments the illuminated patterns are slightly rotated and lifted during the measurement. The measurements show that this method has at least modest robustness against scaling, blurring and rotation.
Since the sigmoid function of the state and the binary input/output differ from the conventional CNN model [1, 2, 4] and the chip array is not uniform, we implemented our GA using the chip itself in a real-time learning process. Training and test images are real-time scanned by the on-chip sensors. The training period for 3-5 textures is only a few minutes.
The ROB is about 0.49 for the input images, with some small variation which is independent of the texture class. Figure 10 shows four examples of the original, the scannedthresholded input, and the output images using a simple template. The texture set consists of French canvas (21), straw cloths (52 and 53), and straw matting (55). As a result, the ROB at the output is significantly different for the four texture classes. The distributions of ROB for the different classes are plotted in Fig. 11a . Each curve is measured over 4000 test samples. As shown, the histograms of the different texture classes can be well separated. Here the histogram is the measured probability density (PD) function of the output ROB values for a given texture. Measuring the contrast by the average difference of the neighboring histogram peaks of the different texture classes, this contrast is better than 5% for four textures, while the in-class consistency (the curve width around a peak) is good.
These measurements take only a few seconds. Further, only a small portion of the processing time is devoted to the chipprocess, with a greater amount of time necessary for the computer interface and the evaluation. When a smart-sensor architecture contains the CNN chip and a few on-board hardware components, this processing time can be reduced to be less than 10 µs/test. Figure 11b shows a robustness experiment for the textures canvas and matting. These textures are scaled (lifting up) and rotated in random positions. The histogram changes slightly, but the results of the imperfect texture images remain separable. Using another chip of the same type, the histograms are nearly identical, meaning that the VLSI parameters are independent of the identity of a chip.
In these experiments the Bayes misclassification error is about 4-5% for four textures, 2-4% for three textures, and 0-4% for two textures. We have also tested other texture sets with similar results.
In another experiment, we trained the chip to detect different rotations of textures containing nearly straight sections. The template was trained for one texture, but it can detect any other if the periods are in similar range.
In the above experiments only one template is used. Exploiting the template and image storing capabilities of the chip, more precise recognition can be achieved in a multitemplate process. Using three templates to classify the textures of Fig. 10 , the misclassification error is only 0.15%. Rotating and tilting the image-sheet result in a small increasing of the error (0.7%). We tested a different texture set using four different templates. Misclassification error is 0.8% and it is only 1.2% in the case of texture-rotation and sheet-tilt in a wide range.
CONCLUSIONS
We have demonstrated a CNN-based method for texture classification and fine segmentation. Our method is robust against noise and template variance which can arise from VLSI inaccuracies. Classification works well using simple and small VLSI CNN chips as well. Segmentation failed only if the features changed significantly within a single texture. The CNN can also detect the inhomogeneity (e.g., error) or orientation within a given texture.
The CNN can be trained to perform orientation and scaling independent detection as well. However, if we want to classify many textures with different orientations and scaling using only one CNN template, the window-size for classification has to be larger. If we use more templates (e.g., different templates to extract different textures), segmentation will be more accurate.
The CNN has superior detection performance when the different texture classes have similar periodicity and they differ only in small structural features.
The templates are determined by GA learning. Developing a template library for a class of problems, it is easy and relatively fast to generate the most appropriate template for a given task. The results presented in Tables 1, 2 , and 3 and in Figs. 6, 7, and 8 demonstrate that the performance of this CNN-based texture detection is (at least) similar to that of the other methods (e.g., [ [32] [33] [34] [35] [36] ), at a superior speed. However, while these methods use relatively large detection windows (128×128 in [34] , 64×64 in [7, 32] , or 32 × 32 in [35] ), our method makes it possible to use smaller windows, and it results in better segmentation properties. This is due to a deconvolution effect: the filtered output image of a quasiperiodic texture is also a fine structured image.
To be more specific, we compared our method to the simple feedforward convolution-based methods (as in [8, 32, 35] ). We tested them in our environment, using the same GA optimization method to determine the convolution kernels. The results of this test are listed in Table 4 for two texture sets with eight textures in each. These results show that the CNN structure, containing both feedforward and feedback convolutions, can achieve better contrast and smaller misclassification error (the factor is about 1.5-2 for both parameters) than the simple convolution methods.
Since the CNN can result in stable half-toned output in the case of texture classification, this system is very stable in the presence of noise and inaccuracies arising from VLSI analog chips. Moreover, as our chip-tests show, using a CNN VLSI chip yields dramatic improvements in processing speed. The whole texture-classifier system can be incorporated in a small smart sensor containing only minimal hardware elements and the CNN chip.
