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Имеем систему автоматического управления (САУ), находящуюся 
под воздействием случайных помех. Предположим, что изменение вы­
ходной координаты системы во времени, характеризующей ее работо­
способность, является стационарным процессом с корреляционной 
функцией R rt (T) =  CT2ехр {— а | т | } . Здесь а 2 — дисперсия, т — время кор­
реляции.
Требуется определить количественную оценку способности САУ 
поддерживать свой выходной параметр в пределах (а, в), заданных 
техническими требованиями, при случайных условиях.
Адекватным математическим аппаратом, описывающим САУ, нахо­
дящуюся под воздействием случайных помех и имеющую случайные на­
чальные условия, является аппарат уравнений Колмогорова-Планка. 
Интегралом этих уравнений является плотность вероятности интересу­
ющего нас процесса. Ho, к сожалению, методы точного решения ур ав ­
нений Колмогорова-П ланка для стационарных процессов пока не полу­
чены. Приближенные ж е методы очень громоздкие в смысле производи­
мой вычислительной работы.
Ho в целом ряде встречающихся практических случаев достаточно 
знать не плотность вероятности случайного процесса, а его моменты 
распределения, скажем, математическое ожидание. Н иже показывает­
ся, как сравнительно просто сведением уравнения Колмогорова-П лан­
ка к обыкновенному дифференциальному уравнению и применением к 
последнему метода Бубнова-Галеркина можно получить аналитическое 
выражение для математического ожидания процесса.
Итак, следуя методике, изложенной в [I], рассмотрим стационар­
ный непрерывный процесс R(Z), который в начальный момент времени 
Z=O принимает значение, равное х. Тогда плотность вероятности 
w(y,T/x) перехода процессом U(t) из состояния х в состояние у за вре­
мя T будет удовлетворять следующему уравнению Колмогорова-Планка:
dw(y, TJx) = d\xw(y, Tjx)] Г /х)
дТдх 2
при краевых условиях:
™ (У, 0/х) = 8  (у— х),(2)
w(a, T j x ) (Ь,7+):--0, (3)
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где 6(у— х)—дельта-функция Дирака, a<Jx<Jb.
Функция
\ Q(Tfx) =  j  w (у, Т/х) dy(4)
а
представляет собой вероятность того, что значения рассматриваемого 
случайного процесса на интервале времени длительностью T будут н а­
ходиться внутри отрезка действительной оси (а, в), если в начальный 
момент его значение принадлежало указанному отрезку. Эта вероят­
ность удовлетворяет очевидным условиям:
Q(OIx) = I, Q(cxolx)=0. (5)
Вероятность того, что первое достижение границ произойдет на ин­
тервале времени, длительность которого не превосходит Ty равна 
! — Q(TIx). Плотность вероятности q(T/x) момента первого достиже­
ния границы получается диффенцированием указанной величины по T, 
т. е.:
dQ(Tj x)
q (TfX) = -L r  • (6) 
dl
Используя (6), находим среднее время достижения границ:
тт(х)= {  Tq(Tfx) dT = - {  T dL L b d T .  (7)
о о
Имея в виду (5) и интегрируя по частям, получим выражение для сред- 
него времени достижения границ:
OO
т т( х ) = J  Q( Tj x ) dT.  (8)
о
Проинтегрируем обе части уравнения (1) по у в пределах от а до в, 
а затем по T в пределах от нуля до бесконечности с учетом (4) — (8). 
Получаем обыкновенное дифференциальное уравнение с переменными 
коэффициентами:
+ J j +l N ) +  m r W = _ b  (9)
LLXf LLX
при граничных условиях:
m T(a) = mn (b)=0. (10)
Данное уравнение можно свести к уравнению с начальными условиями 
и решить через преобразование Л апласа. Ho это сравнительно долгий 
путь, приводящий к громоздким выражениям. Гораздо проще и быст­
рее можно решить его, если решать методом Бубнова-Галеркина.
Итак, решаем уравнение (9) методом Бубнова-Галеркина. 
Предварительно для простоты расчетов примем: | а |  =  | 6 | = 1 .  
Пусть неизвестная функция Е(х),  согласно [2], удовлетворяет в не­
которой области Q неоднородному дифференциальному уравнению
LE(x) = f(x),  (11)
где L — оператор, порождающий дифференциальное уравнение и удовлет­
воряющий некоторым однородным краевым условиям. Выбирается бес­
конечная последовательность координатных функций cpt(x)f (і=1,п),  ко-
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торые достаточное число раз (в соответствии с данными задачи) непре­
рывно дифференцируемы в замкнутой области ß=£2 +  S и которые удов­
летворяют всем краевым условиям нашей задачи (через S обозначена 
граница области Q). Будем считать, что как уравнение (11), так и со­
ответствующие ему краевые условия—линейные. Тогда функция Еп(х) =
п
~  fj^ak¥k(x )i где ak—произвольно выбранные постоянные, удовлетворя-
k=\
ет всем краевым условиям задачи. По методу Бубнова-Галеркина ко­
эффициенты ak определяются из требования, чтобы левая часть урав­
нения (11) стала после подстановки в нее Un (x) вместо Е(х) ортого­
нальной к функциям <Рі(х)9 (і= 1, n).
Метод Бубнова-Галеркина тем самым приводит к следующей сис­
теме линейных алгебраических уравнений:
X  M N * ,  Tm) =Jfm) (12)
k=l
(здесь круглые скобки означают скалярное произведение).
Д ля  нашей задачи в качестве координатных функций можно взять:
9^ ( x ) = c o s - W ,  где к—2п+1, п ~ 0, 1, 2, ...
Предложенные функции y k (x) удовлетворяют поставленным краевым 
условиям (10). Ограничимся числом членов, для которых /с+З. П о­
ложим
/ \ rIZX Зтсх /IQVтт(х) = а1сos —  + a 3cos . (13)
Построим систему алгебраических уравнений, связывающих коэф­
фициенты ak по формуле (12):
ï л тс2 \  3  4ах 1  г  — аг гг~ —-------
11 4  /  2тс тс
3  9тс2\  4I 1 / 3 т




/T1 =  0,86; а 3=0 ,1 .
m r ( x ) = 0 ,8 6 c o s - ~  + 0 , 1  cos 
■ 2 2
В ы в о д ы .  Замерив значение выходного параметра системы авто­
матического управления в произвольный момент времени, можно срав­
нительно просто определить среднее время достижения параметром з а ­
данных границ, т. е. определить, другими словами, среднее время на­
дежной работы системы.
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