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Abstract 
MATLAB is a power tool in mathematical filed, and has been widely applied in education engineering. In the present 
paper, MATLAB is used to describe algorithms for the generation of pseudorandom numbers with both uniform and 
normal distributions. Different methods of approximation are compared by their characteristic in orthogonal 
polynomial approximation, moments of distribution functions, legendre orthogonal polynomial approximation (LPA) 
method. The results can give some guidance for the further study. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
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1. Main text  
A random variable, usually written X, is a variable whose possible values are numerical outcomes of a 
random phenomenon. Probability is that part of mathematics which gives a precise meaning to the idea of 
uncertainty, of not fully knowing the occurrence of some event. In order to study the characteristic of 
random theory, the MATLAB is used. MATLAB is a power tool in mathematical filed, and has been 
widely applied in education engineering [1-3].  
In the present paper, MATLAB is used to describe algorithms for the generation of pseudorandom 
numbers with both uniform and normal distributions. Different methods of approximation are compared 
in orthogonal polynomial approximation, moments of distribution functions, legendre orthogonal 
polynomial approximation (LPA) method.  
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2. Mathematical tool MATLAB 
The name MATLAB stands for Matrix Laboratory. MATLAB was written originally to provide easy 
access to matrix software developed by the LINPACK (linear system package) and EISPACK (Eigen 
system package) projects. MATLAB [1] is a high-performance language for technical computing. It 
integrates computation, visualization, and programming environment. Furthermore, MATLAB is a 
modern programming language environment: it has sophisticated data structures, contains built-in editing 
and debugging tools, and supports object-oriented programming. These factors make MATLAB an 
excellent tool for teaching and research. MATLAB has many advantages compared to conventional 
computer languages (e.g., C, FORTRAN) for solving technical problems. MATLAB is an interactive 
system whose basic data element is an array that does not require dimensioning. The software package 
has been commercially available since 1984 and is now considered as a standard tool at most universities 
and industries worldwide. It has powerful built-in routines that enable a very wide variety of 
computations. It also has easy to use graphics commands that make the visualization of results 
immediately available. There are toolboxes for signal processing, symbolic computation, control theory, 
simulation,  optimization, and several other fields of applied science and engineering. 
3. Comparison of different approximation method 
3.1. Method of orthogonal polynomial approximation  
Define ],[ baC  denote a space composed by all functions that are continuous on real set R .
Suppose a family of orthogonal polynomial function )}({ xiϕ ∈ ],[ baC  and )(xω is the weight 
function on ],[ ba . The interior product of )}({ xiϕ  is
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where nH  is a constant or a specific function of zero or natural number n ),...,1,0( ∞=n .
Suppose a function )(xf ∈ ],[ baC  and has a specific expression, which can be represented or 
expanded by the approximating function as,
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The coefficients iα  can be obtained as follows  
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The interior product of )(xf  with )(xiϕ  is 
∫= ba ii xdxfxf )()(),( ϕϕ                          (4) 
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With Eq.(1), Eq.(2) and Eq.(4), Eq.(3) can be written in the following matrix form 
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Thus, the coefficients iα  can be obtained from Eq.(5) as follows.  
i
i
i H
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3.2.  Method of moments of distribution functions 
  Suppose random variable X )( bXa ≤≤  contains n  observations: nxxx ,,, 21 ⋅⋅⋅ and )(xf  is 
the PDF of X . Obviously, )(xf  is unknown and need to be concluded. Define the k th order moment 
of function )(xf  as kM . Clearly 0M  is unity as we have chosen to normalize the moment 
by ∫ba xdxf )( . This has the practical advantage of making the units of kM  the same as the units and magnitude of an average of kx  in the occasional situation where )(xf is not a normalized probability 
density function, then the moments can be written as 
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  In Eq.(7), the continuous moments of the random variable X  is represented by a probability 
density function )(xf . However, if the probability of ix  is defined as )( ixp , then the k th sample 
moment of random variable X  is discrete and can be written as 
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  Clearly the probability of obtaining the random variable is uniform, and Eq.(8) can be written as  
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  Much of analysis is concerned with deciding when the discrete moment can be taken to represent 
the continuous moment, 
kk MX =                                                         (10) 
3.3. Method of legendre orthogonal polynomial approximation (LPA)  
  In numerical analysis theory, there are many orthogonal polynomials including Legendre 
orthogonal polynomial, Chebyshev orthogonal polynomial of first kind, Chebyshev orthogonal 
polynomial of second kind, Laguerre orthogonal polynomial and Hermite orthogonal polynomial.To
determine the PDF )(xf  with sample moments from experimental or field data of rock 
variables ),,,( 21 mxxxX ⋅⋅⋅= ]),[( maxmin xxX ∈ , a kind of compatible polynomial should been 
selected from these different classical orthogonal polynomials. However, the random variable in nature 
and engineering is denumerable and defined in a finite domain, then a transform of domain should been 
done. Firstly, considering the definition domains of Laguerre orthogonal polynomial and Hermite 
orthogonal polynomial (shown in Table 1), it maybe unrealistic and wrong if a finite 
domain ],[ maxmin xx of denumerable variable data are changed to an infinite domain [0, ∞] or [-∞,
+∞]. Secondly, for Chebyshev orthogonal polynomial of first kind and Chebyshev orthogonal 
polynomial of second kind, their weight functions )(xω  are 21/1 x−  and 21 x−
respectively. Although we can change the finite domain ],[ maxmin xx of denumerable variable data 
to a finite domain[-1, +1] , it can be seen that the value of f(x) will trend to be 0 or ∞ when the value 
of x trend to -1or +1 from the Eqn (2). However, these problems above have been solved by using 
Legendre orthogonal polynomial, which definition domain is [-1, +1] and weight function )(xω is 1. 
Suppose  
]2/)([ BAxCy ii +−=                                      (11) 
in which )/(2 ABC −= , ( minxA = , maxxB = ).        
   And then ),,,( 21 myyyY ⋅⋅⋅= ])1,1[( −∈Y and the PDF of Y will be )(yg accordingly. 
 Eq.(7), Eq.(9) and Eq.(10) can be written as follows  
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∑
=
=
m
i
k
ik ym
Y
1
1
                                                   (13) 
kk MY =                                                          (14) 
where kM is the k th origin moment of a function )(yg , kY  is the k th sample moment of 
random variable Y .
  The following Legendre orthogonal polynomials about random variable y  are introduced for 
further analysis.
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where weight function )(yω  is 1.  
   With Eq.(15), several expressions of )(yiϕ  are shown as follows  
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 Eq.(4) and Eq.(5) can be written as follows 
∫−= 11 )()(),( ydygyg kk ϕϕ nk ,,2,1 L=                              (18) 
With Eq. (12), (13), (14) and (21), Eq.(18) can be written as 
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  Because the relation between variable X  and Y  (or ix  and iy ) is linear, the probability of )(yg in 
[-1，+1] is equal to the probability of )(xf  in ],[ BA . ]2/)([ BAxCy +−=  is substituted in 
Eq.(24), the PDF )(xf  of X  in ],[ BA  can be obtained as follows 
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4. Conclusions 
MATLAB is used to describe algorithms for the generation of pseudorandom numbers with both 
uniform and normal distributions. Different methods of approximation are compared in orthogonal 
polynomial approximation, moments of distribution functions, legendre orthogonal polynomial 
approximation (LPA) method. The results can give some guidance for the further study.  
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