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ABSTRACT

Active galactic nuclei (AGN) are among the most luminous objects in the universe and are
known to be powered by accretion onto supermassive black holes in the centers of galaxies. AGN
clouds are prominent components of successful models that attempt to unify the diversity of AGN.
These clouds are often hypothesized to be the source of the broad and narrow line emission features
seen in AGN spectra. Moreover, the high column densities of gas needed to account for broad
absorption lines has been attributed to the same population of clouds, while the motion of AGN
clouds has been invoked to explain the spectral variability observed in both broad absorption lines
and warm absorbers.
Despite the importance of AGN clouds for explaining phenomena associated with AGN, we
still lack a comprehensive understanding of the origin, dynamics, lifetime, and properties of these
clouds. This thesis is an attempt to lay the groundwork for such a comprehensive model. After
summarizing the known physics of AGN clouds and our modeling framework (i.e. the equations
of hydrodynamics), we review the linear theory of the thermal instability (TI), which provides a
natural mechanism to form clouds. We then extend this theory of cloud formation to account for
the role of cloud acceleration, which must accompany the nonlinear regime of TI. After presenting
hydrodynamical simulations that demonstrate how cloud formation and acceleration are intertwined
processes, we explore how the efficiency of cloud acceleration is affected by the inclusion of flux
variability. We find that the acceleration can more than double when the period of flux oscillations
is longer than the thermal timescale of the gas. Next we calculate synthetic absorption line profiles
to determine how clouds evolving along the line of sight would appear to a distant observer. We
identify a spectral signature for cloud acceleration in the case of absorption line doublets. Finally,
we show how global hydrodynamical simulations can be used to make predictions for the observables
obtainable from reverberation mapping campaigns. We conclude with a summary of our findings
and the next steps needed to further develop a comprehensive model of AGN clouds.
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Chapter 1
INTRODUCTION
Active galactic nuclei (AGN) are, as the name suggests, the central regions of active galaxies, with
the qualifier ‘active’ serving to denote an abnormally large luminosity compared to the nuclei of
typical galaxies. Astronomers have already detected on the order of 1 million high luminosity AGN
(e.g., Richards et al. 2009). This seems like an enormous number for a seemingly rare phenomenon,
until one realizes that there are about 200 billion galaxies that are currently observable in the
universe, a figure which represents roughly 2% of the inferred total number (i.e. ∼ 10 trillion;
Conselice et al. 2016). An estimate based on the current surface density of observed AGN on
the sky indicates that there are ∼ 1 billion active galaxies (e.g., Padovani et al. 2017), thereby
making the ratio of active to typical galaxies about 1%. The above high luminosity AGN tally, i.e.
∼ 1 million in the SDSS catalog, therefore represents only 0.1% of the full population that can in
principle be detected with current technology.
Nearby AGN1 are considered those with redshift z . 0.1. For context, the closest galaxy to
earth hosting an AGN is NGC 5128 and is about 4 megaparsecs (Mpc) away, with a redshift of
z ≈ 0.002. This is located in the Centaurus A galaxy group, one of the closest groups of galaxies
outside of our local group. In other words, there are no AGN in our own local group, which is
composed of mainly many small satellite galaxies to our own galaxy and its massive companion,
Andromeda (a.k.a. M31), as well as many dwarf galaxies. To put these distances into perspective,
Figure 1 shows a map of the Virgo Supercluster, of which our local group is a member. One of the
most massive galaxies in our local universe is M87, a famous AGN 16.4 Mpc away in the center of
the Virgo cluster that features a prominent relativistic jet extending 1.5 kpc beyond its nucleus. It
is at a redshift of z ≈ 0.004, while the brightest galaxy in the Fornax cluster, located 19 Mpc away,
has a redshift much smaller than this due to its local motion toward us. Thus, we can roughly
think of local AGN as those with z . 0.01, whereas ‘nearby’ AGN with 0.01 . z . 0.1 are already
in active galaxies at cosmological distances beyond our local supercluster of galaxies, where the
concept of redshift becomes a useful distance indicator.
1

While the term ‘AGN’ refers specifically to the nuclei of galaxies, it is common to refer the entire galaxy as simply
an AGN rather than an ‘active galaxy’, a practice that makes sense in cases where the host galaxy is unresolved.

1

Figure 1.1: A visualization of the Virgo Supercluster, showing two famous active galaxies in relation
to The Local Group. The nearest luminous AGN is NGC 5128, and M87 (a.k.a. NGC 4486) is the
largest AGN (by volume) in the local universe. The image of NGC 5128 is a composite showing
infrared data obtained from the Large APEX Bolometer Camera (LABOCA) in orange (APEX is
an acronym for the Atacama Pathfinder Experiment), X-ray emission in blue (from the Chandra
X-ray Observatory), and the rest is optical data in near true colors (from the ESO 2.2 m telescope
in Chile). The image of M87 is an HST photograph. Image credits: Virgo Supercluster rendering
from Wikimedia Commons user Andrew Z. Colvin; inset images taken from Wikipedia.
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1.1

AGN classification and unification

The literature on AGN typically divides them into two main classes, either Seyfert galaxies or
quasars. This division is based on both luminosity and distance, as almost all Seyfert galaxies are
nearby AGN and have a low luminosity compared to quasars. While the name ‘quasar’ derives from
the acronym QSO (for quasi stellar object), the term quasar is often used to denote an AGN that
appears optically as a point source with no visible extended emission from the galaxy disk. ‘QSO’
is typically reserved to describe quasars that are radio faint, while the highly used designations of
radio loud (RL) and radio quiet (RQ) apply to both quasars and Seyferts.
The other main division of AGN is based not on distance and luminosity but rather on spectral
properties and luminosity. AGN are classified as either Type I or Type II based on an examination
of the line widths of their emission lines, a comparison of the widths of forbidden lines to permitted
lines, and the overall strength of various lines, as measured by the line equivalent width (EW).
Type I AGN generally show very broad emission lines with FWHM at least 1, 500 km s−1 and up
to about 10, 000 km s−1 , while their forbidden lines are considerably more narrow, and they have
relatively small EWs because these lines are seen against a strong background continuum. That is,
compared to Type II AGN, Type I AGN are generally much more luminous, so the strength of the
continuum is a factor in making this division. The spectra of Type II AGN generically lack broad
emission lines and their forbidden and permitted lines have similar widths. Their EWs are larger
than Type I AGN because, due to their overall lower luminosities, their emission lines stand out
more against the background continuum.
The development orientation-based unification models (e.g., Antonucci, 1993; Urry & Padovani,
1995) represented a breakthrough in our understanding of AGN, as this provided a geometrical
interpretation of the Type I/II division. Type I AGN present an unobscured view of the nucleus,
i.e. are viewed nearly face on, while Type II AGN are viewed closer to edge on. These models also
informed other classification schemes, as the RQ and RL designations only apply to Type I AGN,
the interpretation being that the radio emission is associated with the base of a relativistic jet that
is obscured in Type II AGN. Due to this physical association with the jet, Padovani (2017) has
recently made a convincing plea to abandon the RL and RQ labels, replacing them with ‘jetted’
and ’non-jetted’. The argument is that RL and RQ objects are intrinsically different, with RL AGN
emitting a much larger fraction of energy as non-thermal emission arising from with the jet, whereas
RQ AGN feature mostly thermal emission associated with the accretion disk.
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There are many subclassifications used to group individual AGN appropriately, which is important for statistical studies of their properties. We will not describe the terminology used any
further, referring instead to the many textbooks (e.g., Krolik 1999, Peterson 2000, Osterbrock &
Ferland 2005, Beckmann & Shrader 2012, Netzer 2013) and reviews (e.g., Sulentic et al. 2000,
Ho 2008, Netzer 2015, Padovani et al. 2017). It should be mentioned, however, that orientationbased unification models have evolved into weak/evolution-based unification models (e.g., Netzer
2015). Orientation-based unification relies on only two parameters to understand the observed
classes of AGN: orientation and luminosity (i.e. accretion rate). In addition to these parameters, weak/evolution-based unification models attempt to supplement our physical understanding of
AGN phenomena by incorporating new information from studies focusing on the absorption properties (i.e. the covering fraction is an important parameter), the merger history (i.e. redshift is an
important parameter), and the time variability of AGN.

1.2

The supermassive black hole paradigm

While AGN are defined and classified based on observational criteria, there is a perfectly good
physical definition: any galaxy containing an actively accreting supermassive black hole (SMBH)
qualifies as an AGN (Netzer 2013). The modern paradigm is that all massive galaxies host central
SMBHs, and moreover that most small galaxies — perhaps all of those that have bulges — also
contain central SMBHs. There is even strong evidence that these galaxies and their black holes coevolved, this conclusion accompanying the realization that the masses of SMBHs and the properties
of their host galaxies are intimately related (e.g., Magorrian et al. 1998; Ferrarese & Merritt 2000;
Gebhardt et al. 2000). The profound implication is that ∼ 99% of typical galaxies, or whatever
large percentage of them host a SMBH, do not accrete enough gas to become classified as ‘active’
galaxies. However, they in fact do accrete gas — one case in point is our own galactic center —
but they do so in a decisively unspectacular fashion by appearing exceptionally dim. Such low
luminosity AGN (LLAGN) likely constitute a rather large percentage of the galaxy population.

1.2.1

Accretion power

The dimness of LLAGN are counter to expectations based on classical thin disk accretion theory
and this constitutes a luminosity deficit problem as noted by Fabian & Canizares (1988). To quote
Ho (2008), “when quasars were first discovered, the challenge then was to explain their tremendous
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luminosities. Ironically, more than four decades later, the problem has been reversed: the challenge
now is to explain how dead quasars can remain so dormant.” This ‘luminosity paradox’ arises due
to the enormous efficiency of the accretion process in converting gravitational potential energy into
luminosity. Some fraction of the gravitational binding energy of gas accreting at a rate Ṁ onto a
SMBH will be radiated away. If Ṁ can be inferred, a direct estimate of the AGN luminosity is
LAGN = η Ṁ c2 ,

(1.1)

where η is the radiative efficiency, which is typically assumed to be about 10% but can be as high
as 42% for maximally spinning black holes that convert all of their binding energy into radiation.
Proposed resolutions to this paradox necessarily focus on how either η or Ṁ can be exceptionally
small in LLAGN (see Ho 2008 for a summary).
This thesis is focused on phenomena associated with luminous AGN, in which it is assumed
that η does not vary dramatically from source to source, the diversity of AGN instead being mainly
attributable to Ṁ , orientation effects, and the other parameters discussed above. The physical
basis for this assumption is that high luminosities imply high accretion rates, which according to the
standard model of thin disks results in matter forming a geometrically thin, optically thick accretion
disk that then has time to liberate its gravitational binding energy. To extract more and more
binding energy from an annulus of disk matter, that annulus must continuously accrete inward. The
mechanism by which this occurs is thought to be magnetohydrodynamical (MHD) turbulence, which
provides an effective viscosity strong enough to account for the observed luminosity. The origin of
the MHD turbulence, in turn, is thought to be the nonlinear saturation of the magnetorotational
instability (MRI; Balbus & Hawley 1990, 1998).

1.2.2

Broad and narrow line regions

Luminous AGN are host to phenomena not detectable in LLAGN, in particular the broad and narrow
emission line regions — BLRs and NLRs, respectively. While some NLRs extend to kiloparsec scale
distances that can be spatially resolved in nearby AGN, the BLRs are within about 0.1-1 parsec of
the central engine. Information about the BLR can thus only be obtained by analyzing spectra. In
addition to emission, each of these regions also give rise to absorption lines. Explaining the physical
origins and dynamics of the BLR and NLR is one of the primary focuses of decades of AGN research.
A summary of our understanding of this aspect of AGN physics was succinctly stated in Krolik’s
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1999 textbook:
What we know for certain about the history and dynamics of AGN emission line matter
is very limited: it exists; it moves with a range of line-of-sight velocities generally a few
times 103 km s−1 in the broad line region, and a factor of ten smaller in the narrow
line region; and in a few cases reverberation mapping studies provide constraints on the
kinematics of the broad line region. All else is speculation.
Since then, great strides have been made on the observational front, as we now live in the age of
multi-wavelength astronomy with dedicated reverberation mapping campaigns and massive all-sky
surveys providing a wealth of data on AGN. The difficulty on the theory side is that it is not possible
to simultaneously simulate the dynamics of the mass reservoir beyond the sphere of influence of the
SMBH and the gas dynamics in the vicinity of the central engine, as the Schwarzschild radius is rs ≈
10−5 (MSM BH /108 M ) pc whereas the Bondi radius is rB ≈ 150 (MSM BH /108 M )(T∞ /105 K) pc.
Nevertheless, significant progress has been made on the theoretical front as well, with many studies
showing that multi-phase structures appear in both accretion flows and outflows (e.g., Barai et al.
2012; Nayakshin & Zubovas 2012; Mościbrodzka & Proga 2013; Gaspari et al. 2013; Nayakshin
2014). It seems likely that multi-phase structures such as those found numerically will ultimately
account for the existence of the BLR and the NLR.

1.2.3

The mass budget

The dominant process responsible for ionizing the BLR and NLR gas is thought to be photoionization. A central parameter in AGN physics is therefore the ‘photoionization parameter’, and there
are several definitions for this quantity. One of the most commonly used is

ξ=

Lion
,
nH r 2

(1.2)

where Lion denotes the ionizing luminosity (> 13.6eV), nH is the number density of hydrogen atoms,
and r is the distance from the central engine. Clearly, this can also be expressed as ξ = 4πFion /nH ,
where Fion is the ionizing flux, which is an observable quantity. Various line diagnostics can be used
to determine nH . Thus, ξ is known and is typically inferred to occupy values between 0.1 and 1000.
One use of ξ is as a proxy for the distance to the line-emitting gas. If we knew the volume filling
factor of this gas, f , then an estimate for how much mass of material is required to account for the
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total line emission is Mgas ∼ f mH nH r3 , where mH is the mass of a hydrogen atom. Estimating
the filling factor of the gas requires knowledge of the gas emissivity and the total line luminosity.
Rather than determining those, we can approximate f nH as CNH /r, where C is the global covering
fraction and NH is the gas column density, another observable quantity. Thus Mgas ∼ CmH NH r2 =
CmH NH Lion /(ξ nH ), or plugging in fiducial values for the BLR,

Mgas,BLR = 0.2



C
0.1



NH
1022



Lion
1045



ξ
20

−1

n−1
H,9 M .

(1.3)

Similarly, fiducial values for the NLR gives
Mgas,NLR = 1.6 × 103



C
0.1



NH
1021



Lion
1045



ξ
20

−1

n−1
H,4 M .

(1.4)

−1
10 and 104 cm−3 , respectively. This
Here n−1
H,10 and nH,4 denotes number density in units of 10

estimate of the amount of line emitting gas does not depend on the line luminosity because it is
simply the mass associated with a given column density and ionization parameter. We conclude
that the mass budget is rather modest and hence the origin of this gas can be explained in a number
of ways. As discussed in more detail below, there are two dominant and competing physical pictures
of the AGN environment: discrete BLR/NLR clouds versus an accretion disk wind. In the former
scenario, the small covering fraction is attributable to there being a population of clouds that only
partially cover the central engine, while in the disk wind picture, the small covering fraction can be
explained as the small solid angle subtended by the outflow (Murray et al. 1995).

1.3

The debated origins of AGN line emission/absorption

In some sense, the idea of discrete clouds in AGN was the natural outpouring of models that astrophysicists had already developed to understand the nebular physics of HII regions. The notion of a
‘cloud’ as the basic line-emitting entity accompanies the very tool first used to model line emission
processes in AGN, namely photoionization modeling (e.g., Davidson 1972). As in calculations still
routinely performed today, those first calculations adopted a spherically symmetric gas distribution
surrounding a point source of radiation. For example, Bachall & Kozlovsky (1969) introduce their
photoionization method with the description “Our models . . . presume a small central object that
emits a strong continuum flux and a large gas cloud that surrounds the central source.” Moreover,
discrete clouds were hypothesized as the most likely of several explanations for the broad emission
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lines by Bachall a few years earlier; here is an excerpt from §4 of Bachall (1966):
If one assumes that the emission lines of a QSS originate in a collection of turbulently
moving elements (gas clumps or filaments), then the predicted widths are in agreement
with observation if the average turbulent speeds are of the order of a few thousand
kilometers per second.
Here, ‘QSS’ stands for quasi-stellar source (as quasars had only been discovered a few years prior),
and we should note that similar models invoking ‘microturbulence’ are still being used (e.g., Horne
1995; Bottorff et al. 2000; Bottorff & Ferland 2002; Baldwin et al. 2004; Kraemer et al. 2007),
although it is unclear how such supersonic motions can arise and persist (e.g., Kraemer et al. 2012).

1.3.1

Problems with pressure confined clouds

The discrete cloud idea was first given physical credibility in early papers exploring their kinematics
and interaction with their local environment (e.g., Mathews 1974; McKee & Tarter 1975; Blumenthal
& Mathews 1975; Weynman 1976). In particular, the need for clouds to be pressure confined in order
to be long lived and accelerated was pointed out. Even earlier papers had shown that AGN radiation
fields supplied enough radiation pressure to accelerate clouds to velocities that could explain the
observed blueshifted absorption and the enormous velocities inferred from the widths of emission
lines (Mushotzky et al. 1972; Tarter & McKee 1973). However, there was an immediate concern
about the stability of radiation pressure accelerated clouds (Williams 1972). A number of authors
further explored the issue of stability as it pertains to radiatively accelerated clouds (e.g., Tarter
& McKee 1973; Mathews 1974; McKee & Tarter 1975; Krolik 1979; Mathews & Blumenthal 1977;
Blumenthal & Mathews 1979). These works unveiled some serious short comings in attributing the
observed emission and absorption to discrete clouds, even if the right conditions for confinement can
be established (see Osterbrock & Mathews 1986 for an early review). Radiation forces generically
tend to disrupt clouds on short timescales, by heating and dispersing them or by compressing them,
for example, and it was unclear if a mechanism to continuously form new clouds existed.
In this thesis, we confirm that clouds are indeed unstable to radiation forces. This need not
preclude their viability as the source of line emission and absorption in AGN, however, for we also
find that the natural mechanism invoked to form clouds, namely the thermally instability (TI), can
also continually regenerate clouds. This is because cloud acceleration leads to a turbulent medium
that then supplies perturbations to the flow that can retrigger TI, leading to an endless cycle of
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cloud formation and disruption.

1.3.2

The inadequacy of accretion disks

The cloud idea has persisted, despite the obvious shortcomings related to concerns over their stability, due in part to the inability of accretion disks to explain the broad line emission. The standard
model of thin accretion disks predicts a definite radial temperature profile along the disk, with each
annulus emitting continuum radiation at a different temperature, thereby forming a multi-blackbody
SED. If it is supposed that the broad line profiles are formed in the optically thin atmospheres of
these disks, then there will a definite testable prediction for the widths and shapes of different lines.
Lower ionization lines are formed at lower temperatures and thus at larger radii, and they should
therefore always be substantially less broad than higher ionization lines since they presumably share
the local Keplerian velocity of the optically thick gas in the disk. Typical line widths in the BLR,
however, show differences of only a factor of about 2 for low and high-ionization lines, in violation
of the predictions for thin accretion disks.
A way around this dilemma is to presume a highly flared outer disk that can intercept ionizing
radiation from the inner disk and thus become ionized enough to host emission lines. However,
this scenario faces difficulty accounting for the observed widths of emission lines due to the small
velocities are large radii. Moreover, it fails to account for the observed absorption lines if the flared
region is still optically tick.
The shapes of emission line profiles are equally problematic, as disks are predicted to give rise
to double peaked line profiles with very little emission at line center (e.g., Horne & Marsh 1986).
This is only observed in a small fraction of AGN (e.g., Eracleous & Halpern 1994).
Finally, accretion disks fail to account for the narrow line emission. This is because in the basic
unification scheme, the accretion disk and its atmosphere is entirely obscured by the dusty torus
in Type II AGN, yet by definition these objects mainly show emission from a narrow line region.
Thus, narrow line regions are often envisioned to host a distinct cloud population of their own.

1.3.3

The plausibility of accretion disk winds

The cloud picture can be almost be done away with entirely by attributing the line emission to
large scale outflows driven off of the accretion disk by some source of energy that is still hotly
debated. The accretion energy can only be converted into thermal, radiative, and/or magnetic
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energy sources, hence the three candidate wind launching mechanisms: thermal heating, radiation
pressure on resonance lines, and magnetocentrifugal wind launching.
We say ‘almost’ because disk winds are popularly envisioned to be continuous flows, a consequence of analytic studies of winds necessarily being confined to finding steady, smooth flow
solutions. Such solutions face an obvious difficulty: radiation can penetrate the entire wind and
over-ionize the gas, leaving few lines capable of reproducing the observed line emission. A possible
solution this over-ionization problem was put forth by Murray et al. (1995), who postulated the
existence of a layer of self-shielding gas that could filter the ionizing radiation from reaching large
parts of the wind. Such a layer showed up naturally in the time-dependent numerical solutions of
line-driven winds found by Proga, Stone, & Kallman (2000) and Proga & Kallman (2004). Several
followup studies focused on computing synthetic spectra for these solutions have confirmed that
this remains a viable model for explaining the origin of the line emission in AGN (e.g., Schurch et
al. 2009; Sim et al. 2010).

1.3.4

Persistent notions of discrete clouds

Further developments of the discrete cloud picture proceeded almost in parallel with models of
AGN winds and have been met with more success in explaining observations. This is due in large
part to the rise of sophisticated photoionization modeling codes such as cloudy and xstar that
are designed to enable modelers to perform spectral fits with observational data. The now widely
used locally optimally emitting cloud (LOC; Baldwin et al. 1995) model offers a remarkably good
reproduction of observed line strengths. LOC-type models utilize a large grid of photoionization
calculations sampling several orders of magnitude in column density and temperature. The accompanying physical picture is that of many clouds with a correspondingly large range of physical
properties coexisting in the same region of space. These clouds are also typically envisioned to
orbit the central engine at near-Keplerian velocities. This picture overcomes the above mentioned
inadequacy of accretion disks atmospheres, as at every velocity, there is now matter with the right
physical properties needed to produce line emission from ions with vastly different ionization and
excitation energies.
More physically based scenarios invoking discrete clouds to explain the physical nature of the
BLR are still considered in the literature. Prominent among these are the bloated star models, in
which a population of evolved stars, possibly born within the AGN accretion disk at large radii
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where the disk becomes self-gravitating, serve as a vast reservoir of matter capable of forming the
BLR. Recent work envisions the clouds to be ultimately produced by thermal instability, the source
of the hot gas being the outer layers of the stars that are irradiated by the central engine and thereby
lifted off (e.g., Wang et al. 2015). Perhaps more plausible is the ‘failed radiatively accelerated dusty
outfow’ (FRADO) model developed by B. Czerny and collaborators (e.g., Czerny & Hryniewicz
2011; Czerny et al. 2015; Czerny et al. 2017). In this scenario, the dust sublimation radius serves
as the inner radius of the BLR, and gas at this radius can easily be driven off the accretion disk due
to the sudden appearance of dust opacity. At small heights above the disk, these dusty clouds can
be too cool to host any ions, but as they get pushed to higher altitudes and become exposed to the
radiation field of the AGN, they become sufficiently ionized. Lacking their original dust opacity,
they then fall back down. For this model to work, this process would need to happen continuously,
and this may indeed be possible judging by recent radiation hydrodynamical simulations that use
the most advanced algorithms that accurately treat the radiative transfer problem (e.g., Zhang &
Davis 2017). The main weakness of both the bloated star and FRADO models is that the radius of
the BLR must be far outside the fiducial radius of 100 − 1000 light days measured by reverberation
mapping studies. These models are therefore more appealing to explain phenomena associated with
the dusty torus and NLR.

1.3.5

Clouds + winds = clumpy winds

Some of the most recent observational findings have been interpreted as supporting a ‘clumpy wind’
scenario, which rather ironically, is a unification of the competing continuous wind and discrete
cloud pictures. Clumpy winds naturally explain observations showing absorption line variability.
Broad, blueshifted absorption lines provide the clearest evidence of AGN winds, and because they
are seen in UV and X-ray spectra, there is a clear association with the nuclear region (e.g., Reeves
et al. 2009; Kaastra et al. 2014). Strong variability in these lines is unexpected if the winds are
smooth, so this is often taken to be evidence in support of the self-shielding gas at the base of the
radiatively driven outflows discussed above (e.g., Ebrero et al. 2015; Mehdipour et al. 2017). The
warm absorber phenomenon indicates that the self-shielding layer is not the full story, as warm
absorbers are seen at parsec scales (e.g. Kaastra et al. 2012), suggesting that outflows are not just
clumpy near their launching radii. There is some evidence in support of the hypothesis of discrete
clumps embedded in the wind at both small and large distances (e.g., Mizumoto & Ebisawa 2017).
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1.4

AGN clouds: theoretical background

We move on now to discussing the known physics of AGN clouds. Unlike giant molecular clouds
found in the interstellar medium, self-gravity is not important for BLR and NLR clouds (for they
would then be too heavy to be radiatively accelerated; Mathews 1974), implying that their internal
structure is very simple, trivial compared to that of stars and planets. However, self-gravity and
the near-vacuum environments surrounding stars and planets typically allows them to be modeled
globally as point sources evolving under the laws of classical mechanics. The dynamics of AGN
clouds, however, is governed by the equations of hydrodynamics both on small and large scales, and
this makes it much more challenging to predict how a population of such clouds evolves globally.
Setting aside that problem, it is first important to understand how AGN clouds form, i.e. how
relatively cool condensations can arise within a hot gas bathed in high energy photons, and this
much we understand in the context of thermal instability. Regardless of the formation pathway,
once a two-phase medium is created, we also know the physics governing the interaction of the cloud
with its local surroundings. Here we summarize this known physics, which serves as the theoretical
foundation on which our work is based.

1.4.1

Thermal instability criteria

Eugene Parker, a leading pioneer in solar physics and space science who discovered the solar wind
by solving the equations of gas dynamics, appears to be the first person to conceive of a condensation process occurring via thermal instability (TI; Parker 1953). Parker considered temperature
perturbations, δT , in a diffuse gas whose thermal equilibrium state is set by a balance between T independent energy gains and T -dependent radiative losses, L(ρ, T ). He reasoned that in a parcel
of gas with fixed density, instability results if radiative losses increase (δL > 0) as the gas cools
(δT < 0). Runaway cooling results, and today we recognize this as the isochoric criterion for TI,


∂L
∂T



< 0.

(1.5)

ρ

It was George Field who in 1965 first rigorously developed the linear theory of thermal instability, pointing out that Parker’s isochoric criterion is much more difficult to trigger for common
astrophysical cooling functions, since a perturbed gas parcel has a strong tendency to maintain its
pressure (through the mediation of sound waves) not its density (Zanstra 1955). The theory of
12

cloud formation discussed in this thesis is based on Field’s isobaric criterion for TI,


1.4.2

∂L
∂T



< 0.

(1.6)

p

Understanding cloud formation

Once it was appreciated that TI is a robust linear instability, it became clear that the saturation of
this instability would lead to a multi-phase medium (e.g., Zanstra 1955; Field et al. 1969). Phase
diagrams were introduced in the early two-phase models applied to clouds in the interstellar medium
(e.g., Shu et al. 1972). Two-phase models appear to have first been applied to AGN by Arny (1970)
and Wolfe (1974), while the ‘standard two-phase model’ for AGN came out of the work of Krolik
et al. (1981), who introduced a specific variety of phase diagram commonly called the S-curve. It
was made clear from these works and others (e.g., Lepp et al 1985; Kallman & Mushotzky 1985)
that the heating and cooling processes expected in an AGN radiation field generically satisfy the
conditions necessary for TI. Moreover, the S-curve proved to be a useful visual tool for gauging
whether or not a given net cooling function L features a thermally unstable zone.
Figure 1.2 is fig. 6 from Krolik et al. (1981) showing a schematic of an S-curve, so-called because
typical radiative equilibrium curves, defined as the L = 0 contour, have this ‘S’ shape when plotted
in log(T ) − log(Ξ) space. The ‘pressure’ photoionization parameter Ξ = (FX /c)/p is essentially
the ratio of the energy density of photons, FX /c, to the energy density of the gas. As asserted in
the figure caption, stability results when d(ln T )/d(ln Ξ) > 0, meaning that an alternative isobaric
criterion for TI is
d(ln T )
< 0.
d(ln Ξ)

(1.7)

This has the simple geometric interpretation that portions of the S-curve with a negative slope are
thermally unstable regions of parameter space. Gas in a single phase will occupy only 1 point on
this phase diagram, but if this point ever reaches one of the two vertical slope regions (marked by
asterisks in Figure 1.2), TI will occur and the gas will trace one of the two dashed lines on this phase
diagram. Since Ξ ∝ p−1 , isobaric processes follow vertical trajectories on this phase diagram — the
deviations from constant pressure shown are likely exaggerated. In any case, a two-phase medium
results; the dashed line on the left is the pathway typically associated with cloud formation, where
the nonlinear saturation of TI produces a relatively cool cloud appearing within a hot intercloud
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medium.

Figure 1.2: Figure from Krolik et al. (1981) summarizing the formation mechanism of clouds via
the nonlinear saturation of the thermal instability.
To see that (1.7) is equivalent to Field’s isobaric criterion for TI requires a bit of effort, starting
with this calculus identity,



∂y
∂x

 
z

∂z
∂y

 
x

∂x
∂z



y

= −1.

(1.8)

Applying this identity to relate the cooling function L to the pressure p and temperature T gives
−



∂T
∂p



(∂L/∂p)T
.
(∂L/∂T )p

=

L

(1.9)

Exchanging p in favor of Ξ on the l.h.s and using some algebra to introduce logarithms gives


∂ ln T
∂ ln Ξ



L

=

p (∂L/∂p)T
.
T (∂L/∂T )p

(1.10)

The l.h.s is our alternative criterion, while Field’s criterion shows up in the denominator of the r.h.s.
Therefore, these criteria are indeed equivalent provided that (∂L/∂p)T > 0. For an ideal gas law,
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p = (ρ/m)kT , we can exchange p for ρ since T is held constant,


∂L
∂p



T

=



∂L ∂ρ
∂ρ ∂p



T

m
=
kT



∂L
∂ρ



.

(1.11)

T

Now it happens that (∂L/∂ρ)T ≥ 0 for all cooling functions relevant in AGN because cooling rates
vary as ρ2 , whereas heating rates are weakly dependent on density (see also the appendix of Balbus
& Soker 1989). Thus, in practice, the equivalence of these instability criteria holds true.

Figure 1.3: Schematic of both a large and small AGN cloud, depicting the physics taking place in
cloud interfaces (yellow layer). Clouds are held in pressure equilibrium by the surrounding intercloud
medium and a conductive interface bridges these two regions. Large clouds radiate away enough
line photons to balance heat diffusion through the interface. Small clouds evaporate when their
characteristic dimension approaches the width of the interface, the Field length, λF .

1.4.3

Equilibria and evaporation of static AGN clouds

The multi-phase picture just described offers little insight into the dynamics and stability of newly
formed clouds. Moreover, one can imagine other cloud formation pathways, such as blobs uplifted
for the surface of an accretion disk or condensations forming as the result of shocks. Regardless of
how a cloud forms, how does it then evolve?
Implicit in the two-phase model is confinement by a hot intercloud medium, as the hot and cold
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phases are in a near-perfect pressure balance. This is the first basic requirement for an equilibrium
to be reached, for if the clouds were over (under) pressurized, they would expand (be squeezed) on
a sound crossing timescale until pressure forces do balance. These isobaric conditions should apply
to all clouds, independent of how they formed.
Once warmer gas is in thermal contact with cooler gas, conduction will act to smooth out any
temperature gradients. This is why the internal structure of a static cloud is exceedingly simple:
electrons will diffuse about until the entire core of the cloud has the same temperature. Likewise,
heat diffusion will drive the intercloud medium into thermal equilibrium at a lower temperature
than before the cloud existed. How about at the cloud’s interface — will conduction always act
to eliminate this temperature gradient? The process of gradually heating the cloud through its
interface is known as evaporation and was first explored by Cowie & McKee (1977). However, this
question was not definitively addressed for a couple decades until the work of Begelman & McKee
(1990).
The essential logic handed down by Begelman & McKee (1990) is the following. If clouds are
ultimately the source of line emission in AGN, it means that line cooling is an important process
in determining their overall thermal equilibria. Yet, the two-phase model leads us to believe that
heating and cooling are in balance both in the cloud core and in the intercloud gas, since each phase
occupies a point on the contour L = 0. If the cloud interfaces were also in radiative equilibrium, then
thermal conduction would proceed unimpeded, always acting to heat up the cloud. We conclude,
therefore, that an equilibrium state is possible if evaporative heating can be offset by increased line
emission in the cloud interfaces. Indeed, Figure 1.2 shows that for the left dashed line relevant
for condensation, the region between the points on the S-curve has L > 0. Evidently, the cloud
interfaces occupy this range of parameter space, bridging the two phases, a numerical finding made
by Proga & Waters (2015).
Begelman & McKee (1990) further showed that striking a balance between line cooling and
conductive heating is not possible for small clouds. Specifically, they identified the critical length
scale below which clouds will always undergo evaporation. They termed this the Field length,
defined as2
λF = 2π

s

κT
,
ρΛ

(1.12)

In particular, notice that λF is a local property of the radiative environment and therefore does not
p
Begelman & McKee (1990) defined the Field length as λF =
κT /ρΛ. We present a physical argument in
Chapter 4 for why it is important to include the 2π, and this is also supported by numerical findings.
2
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depend on the size of the cloud (here, Λ is the total cooling rate, related to L through L = Λ − Γ,
with Γ the total heating rate). We can now arrive at the physical picture illustrated in Figure 1.3.
1/3

Clouds can be assigned a characteristic dimension Rc = Vc

, where Vc is the volume of the cloud,

whereas λF determines the width of their interfaces. When Rc  λF , clouds are long lived, at least
from an energetics standpoint, in part because their surface areas are large and they can easily offset
conductive heat fluxes through their interfaces by radiatively cooling. When Rc . λF , on the other
hand, clouds undergo classical evaporation in the manner identified by Cowie & McKee (1977).

Figure 1.4: Figure 1 from Proga et al. 2014. Their figure caption describes what run is shown
in each column, and their naming convention uses ‘S’ to denote pure scattering opacity and ‘A’
to denote pure absorption opacity. The number after this label is the optical depth of the initial
cloud. Thus, clouds in the first and third column are mildly optically thick, and we see that such a
cloud dominated by scattering opacity can accelerate uniformly, while one dominated by absorption
opacity will be quickly heated and dispersed. Optically thick clouds will be destroyed by both types
of opacity on similar timescales but in characteristically different ways.

1.4.4

Destruction of accelerated AGN clouds

The physics represented in Figure 1.3 merely demonstrates that large clouds can be long lived from
a consideration of their thermodynamics. When the forces acting on AGN clouds are examined
instead, it is readily shown the radiation field is powerful enough to accelerate clouds to velocities
that would explain the widths of broad emission lines (e.g., Mathews 1974). However, the ability
of clouds to undergo a prolonged period of acceleration hinges on their stability when subjected to
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these radiation forces. Pioneering efforts to understand the possibility of cloud destruction from
radiation forces identified Rayleigh-Taylor type instabilities, the details of which depend on the
opacity. Mathews & Blumenthal (1977, 1979) investigated the role of continuum opacity and found
relatively small growth rates for optically thin clouds, and an overstability for optically thick clouds.
Krolik (1979) identified a Rayleigh-Taylor instability driven by radiation pressure from line photons,
mainly Ly α photons in optically thin clouds and possibly Mg II photons in more opaque clouds.
McKee (1975) suggested that there is a strong tendency for initially optically thick clouds to become
optically thin due to various destruction mechanisms that would break up the clouds into smaller
clumps. Radiation forces, the Kelvin-Helmholtz instability, cloud-cloud collisions, and issues with
confinement could all conceivably contribute to this.
Owing to advances in algorithms to solve the equations of radiation hydrodynamics (RHD),
it has recently become possible to explore cloud destruction numerically. Proga et al. (2014)
presented RHD simulations revealing how AGN clouds of differing optical depths evolve when their
opacity is due either to pure scattering or pure absorption processes. Figure 1.4 is a plot from their
paper illustrating various cases. Mildly optically thick clouds dominated by absorption opacity
tend to rapidly and uniformly heat, causing them to expand almost like a balloon before they
can significantly accelerate. Optically thick clouds dominated by scattering opacity, on the other
hand, permits rapid acceleration but also leads to rapid destruction. This study concluded that
a promising approach that could lead to more efficient acceleration may be found by first letting
clouds form via thermal instability. This idea constitutes the basis for the work presented here.

1.5

Thesis summary

The goal of this thesis is to add several important contributions to the above basic understanding of
cloud dynamics. Namely, we will present a comprehensive theory of cloud formation and acceleration
including an exploration of the effects of flux variability, as well as methods to calculate both
synthetic absorption and emission lines from numerical simulation data — a technique that will
hopefully allow detailed comparisons with observations in the future. As for the origin of line
emission in AGN, i.e. whether it originates in discrete clouds, continuous self-shielded winds, or
clumpy winds, we prefer to remain open-minded, although there seems a clear path forward in how
to ultimately address this question. We touch on this in the introduction to the next chapter, and
present a few ideas for making the first steps toward this goal in our conclusions.
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This thesis is organized as follows. In Chapter 2, we derive the equations of gas dynamics,
which will be referred to throughout, and we further apply these equations to simple examples
of clouds in order to motivate subsequent chapters. In Chapter 3, we derive the radiation source
terms appearing in the hydrodynamic equations using radiative transfer theory. In Chapter 4, we
linearize the equations of gas dynamics, which allows us to derive the instability criteria for TI stated
above, as well as to arrive at initial conditions for our cloud simulations. In Chapter 5, we present
results of the first simulations that considered the dynamics of cloud formation and acceleration
simultaneously and self-consistently, work that was published by Proga & Waters (2015). In Chapter
6, we present the work of Waters & Proga (2016), which further considered the role of flux variability
on the cloud formation and acceleration process. In Chapter 7, we present the work of Waters et
al. (2017), where self-consistent calculations of synthetic absorption line profiles of the simulations
were presented. In Chapter 8, we review the basic principles of reverberation mapping as it relates
to AGN clouds, summarizing the related work of Waters et al. (2016). Finally, in Chapter 9 we
conclude by summarizing our results as well as our approach for generalizing the methods presented
herein to further explore cloud dynamics using models tailored for Type I and Type II AGN SEDs.
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Chapter 2
THE EQUATIONS OF GAS DYNAMICS
In this chapter we discuss the simplest equations governing the dynamics of gas in AGN, namely
the basic equations of hydrodynamics. By ‘simplest’ equations, we mean that it is likely the case
that a much more complicated set of equations, namely that of multi-group radiation magnetohydrodynamics coupled with the non-LTE statistical rate equations, eventually needs to be solved to
obtain a complete model of the AGN environment. Let us briefly consider why this may be.
Gas in AGN is observed to be partially ionized—the spectra show prominent emission and
absorption lines, ionization edges, etc. Partially ionized gas is prone to being magnetized, as currents
can easily be supported by the existence of free electrons. Magnetic fields can arise locally via a
dynamo process or be advected inward from plasma originating in the interstellar medium of the
galaxy. In the presence of magnetic fields, electrons cannot flow freely across magnetic field lines.
In general, therefore, the equations of magnetohydrodynamics with anisotropic conduction must be
solved. Moreover, since AGN are by definition copious emitters of continuum radiation, the forces
due to radiation can be dominant over all others. If the gas responsible for the observed line emission
in AGN is truly in the form of optically thick clumps, than the dynamics of these clumps is governed
by the equations of radiation hydrodynamics. Solving these entails accounting for how the gas is
coupled to the radiation field, i.e. identifying opacities and solving the radiative transfer problem.
Realistic opacities can be sensitive functions of frequency, so in general a multi-group approach is
needed to include different opacities for different parts of the spectral energy distribution (SED).
For a detailed exposition of these techniques see Mihalas & Mihalas (1984).
Now, unless the number densities are high enough that collisional processes dominate the radiative ones for populating and depopulating excited states, the gas will not be in local thermodynamic
equilibrium (LTE) and the ionization structure of the gas can only be determined by solving kinetic
rate equations. The non-LTE problem is both difficult, requiring extensive atomic databases, and
computationally expensive, involving iteration on very large matrices. Hence, modeling efforts tend
to make very simplifying assumptions, such as neglecting the gas dynamics altogether by assuming
static slabs of gas, as well as invoking the optically thin assumption to make the radiative transfer
problem tractable. This is the approach taken by most photoionization codes, e.g. cloudy and
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xstar.
The situation can become even more complex than this if the ionizing radiation field is sufficiently shielded or diluted in some regions, as ‘dust’ (that is, grains of solid material) can form.
This dust need not be strongly coupled with the gas, especially in low density environments such as
the narrow line region, thereby invalidating the single fluid approximation. In this circumstance, a
multi-fluid approach would need to be taken and the non-LTE rate equations would need to account
for the various dust formation and destruction pathways.
Finally, to model gas dynamics down to the smallest scales, say within 100 GM/c2 of the
SMBH, the above modeling approach must be applied in a fully general relativistic framework.
In particular, the accretion disk that gives rise to the immense ionizing continuum radiation field
should ultimately be modeled by solving all these complicated equations. Doing so may be the
only way to properly address fundamental problems in accretion theory such as the overall lifetime,
structure, evolutionary state, and stability of the disk, as well as the relative importance of MRI
turbulence in the presence of powerful radiation fields and strong gravity. The development of these
models should be guided by the need to explain phenomena that show up in X-ray observations,
such as strong flux variability and ultra fast outflows.
Alas, it should be clear from this discussion that a modeling approach based on solutions to the
Newtonian equations of hydrodynamics represents a significant simplification to what may one day
be achievable. Nevertheless, the basic Newtonian hydrodynamics framework is very powerful in that
by solving these equations, we are likely modeling the true dynamics to a good first approximation.
In this sense, these models for clouds can be considered ‘realistic’, as they do represent self-consistent
solutions of essentially Newton’s second law and the first law of thermodynamics applied to the flow.
In other words, we consider a parcel of gas, try to identify the most important forces acting on it
and the dominant means by which it can exchange heat with the environment, and then we identify
how this parcel evolves in time as a result. The only way that solving the full complicated set
of equations described above is going to qualitatively alter this ‘0th’ order solution is if we are
totally missing or misrepresenting an important force or thermodynamic process. We avoid this by
explicitly limiting our attention to optically thin, unmagnetized clouds, in which case we are able
to properly include the relevant radiation forces. To paraphrase a famous quote by Albert Einstein,
“make things as simple as possible, but not simpler.” That has been the guiding philosophy here.
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2.1

Newtonian equations of hydrodynamics

There are many excellent texts that rigorously derive the equations of hydrodynamics. Our favorite
presentations are those of Shu (1992), Castor (2004), Mihalas & Mihalas (1984), Zel’dovich &
Raizer (1966), Rezzola & Zannotti (2013), and Poisson & Will (2014). Here we take as a starting
point the simplest notion of mass conservation as well as Newton’s second law and the first law of
thermodynamics, and from these derive the equations of hydrodynamics in conservative form, as
it is in this form that we will solve these equations numerically. Along the way we will attempt
to point out several conceptual subtleties, referring the interested reader to specific sections of the
above texts for further details.
A note on terminology: below we refer repeatedly to the comoving frame and the fixed frame.
The latter is the same as the Eulerian frame, while the former denotes a Lagrangian perspective
and may also be referred to as the fluid element’s rest frame.

2.1.1

Mass conservation

Mass conservation is most simply and intuitively represented in the comoving frame of a fluid
R
element that has mass density ρ = ρ(x, t), bounding volume V, and total mass M = V ρdV :
DM
= 0.
Dt

(2.1)

The advective derivative operator, D/Dt, defined as
Df
∂f
≡
+ v · ∇f
Dt
∂t

(2.2)

for any function f , where v = v(x, t) is the fluid element’s velocity, translates between the comoving
frame and the Eulerian frame. The subtlety here is how to rigorously go from the intuitive statement
DM/Dt = 0 to the conservative form of the mass continuity equation,
∂ρ
+ ∇ · (ρv) = 0.
∂t

(2.3)

Simply expanding the divergence term in (2.3) and using (2.2), followed by multiplying by dV and
integrating gives

Z 
V


Dρ
+ ρ∇ · v dV = 0.
Dt
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(2.4)

Incidentally, this equation provides two equivalent notions of incompressibility, i.e. constant density
in the comoving frame, Dρ/Dt = 0, implies ∇ · v = 0 and vice versa. How, though, do we recognize
that the full left hand side equals DM/Dt, as it must? The rigorous result that makes the connection
is known as the Reynolds transport theorem (for a derivation, see e.g., §18 of Mihalas & Mihalas
1984) and takes several forms:
Z 


Df
+ f ∇ · v dV ;
Dt
V

Z 
∂f
=
+ ∇ · f v dV ;
∂t
ZV
Z
∂f
=
dV +
f v · dS.
V ∂t
S

DF
=
Dt

(2.5)

Here, S is the surface bounding the volume V and the two functions F and f are related as
R
F(t) = V f (x, t) dV . It is to be emphasized that f (x, t) can represent a scalar, vector, or tensor field.
The first form with f (x, t) =ρ(x, t) answers the question just posed, while the second establishes

the desired conservative equation, (2.3). The third form of this theorem directly links the comoving
and fixed frame notions of mass conservation.

2.1.2

Momentum conservation

A statement for momentum conservation follows indirectly from applying Newton’s second law to
the fluid element,
ρ

X
Dv
= −∇p + ρ
fi .
Dt

(2.6)

i

This equation applies to the rest frame of the fluid element (hence the a of ma =

P

i Fi

is appro-

priately Dv/Dt) and the forces consist of that due to the pressure as well as any body forces fi ,
each representing a force per unit mass. Plugging in the definition of the advective derivative gives
Euler’s equation,

X
∂v
1
+ v · ∇v = − ∇p +
fi .
∂t
ρ

(2.7)

i

The only subtlety is recognizing that while this a vector equation, its conservation form requires
working with tensors. There is really hidden microphysics at play here: in identifying the specific
pressure force as −∇p/ρ, we have implicitly assumed an isotropic pressure field. That is, we take
the stress tensor of the flow field to be
T = pI,
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(2.8)

where I is just the unit tensor, which in component form is just δik . Note also that we have confined
our attention to inviscid fluids, meaning that the viscous stress tensor that would make (2.7) the
Navier-Stokes equation is absent.
We have introduced the stress tensor because it is clear from the second relation in (2.5) that
a conservation law in which f represents the momentum, ρv,1 will involve the divergence of a
tensor quantity, namely the momentum flux density, ρvv. In component form this is ρvi vk and is
understood as the flux of the i-th component of the momentum in the k-th direction. Its divergence
satisfies ∂i ρvi vk = vk ∂i ρvi + ρvi ∂i vk , where repeated indices imply summation over all components,
or in vector notation,
∇ · (ρvv) = v[∇ · (ρv)] + (ρv · ∇)v.

(2.9)

Now, if we multiply (2.7) by ρ and then add it to (2.3) multiplied by v, we immediately obtain both
terms on the right hand side of (2.9). This allows us to almost arrive at a conservation form of the
momentum equation, as we have
X
∂ρv
+ ∇ · (ρvv) = −∇p +
fi .
∂t

(2.10)

X
∂ρv
+ ∇ · (ρvv + p I) =
fi ,
∂t

(2.11)

∇p = ∇ · T.

(2.12)

i

The actual conservation form,

i

results by recognizing that

It is easiest to see this in component form, as ∂i Tik = ∂i pδik = p∂i δik + δik ∂i p, but ∂i δik = 0 and
δik ∂i p = ∂k p, which in vector notation is indeed ∇p.
That (2.10) and (2.11) both embody statements of momentum conservation is seen with the
help of the Reynolds Transport Theorem. A Lagrangian viewpoint is implied by (2.10) upon looking
to the second relation in (2.5) with f = ρv. We have
D
Dt

Z

V

#
Z "
X
fi dV.
ρvdV =
−∇p +
V

(2.13)

i

In words, the change of a fluid element’s total momentum with time, when measured in that
1

More precisely, ρv is mass flux density or equivalently, momentum density.
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element’s rest frame, is found by determining the net force acting on the element. If instead we
prefer to track momentum conservation in the Eulerian frame, we look to (2.11) and imagine a
surface S bounding a fixed region of space, such as a single zone in a finite volume simulation. The
flux of momentum in and out of S is ρvv + p I and if there were no body forces, the net change in
momentum within the volume V bound by that surface per unit time would be entirely due to this
flux. The quantity ρvv is the advection of the momentum through S due to the bulk flow (both
from within and outside V), while p measures the momentum change due to the force arising from
the pressure field.

2.1.3

Energy conservation

The 1st law of thermodynamics states that when an amount of heat, δQ, is added to a fluid element,
some of it will be used for expansion by performing p dV work and the remainder will increase its
internal energy, dE, i.e.
δQ = dE + p dV.

(2.14)

Here, each term has units of energy per unit mass. The heat differential δQ can be quantified
by identifying all heating/cooling rates, which are ultimately due to either internal processes (e.g.,
absorption or emission) or external heat fluxes (e.g., conduction). That is, heat can either be
deposited or lost locally at some rate q̇ (the net energy gain per unit mass per unit time) or
transported in/out of the fluid element from/to neighboring elements at some rate that can be
quantified as the divergence of a heat flux vector H (the energy per unit area per unit time; see,
for example, §1.4 of Poisson & Will 2014 for a derivation):
δQ = V (ρq̇ dt − ∇ · H dt) .

(2.15)

In a gas dynamics context, the first law applies in the comoving frame as the flow evolves in time.
Therefore, we should write (2.14) as
p DV
δ Q̇
1 DE
+
=
,
V Dt
V Dt
V

(2.16)

where δ Q̇/V = ρq̇ − ∇ · H from (2.15). Noting that for p dV to have units of energy per unit mass,
V must be the specific volume of the fluid element (volume per unit mass), which means V = 1/ρ.
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Manipulating the pressure work term gives
p DV
Dρ−1
p Dρ
= ρp
=−
= p∇ · v,
V Dt
Dt
ρ Dt

(2.17)

where in the last equality we used the continuity equation in the form Dρ/Dt = −ρ∇ · v. Also,
since we will later attribute q̇ solely to radiative processes (see Chapter 3), in which context the
convention is to define a net cooling function L, we will exchange q̇ in favor of −L. We can finally
cast the 1st law as it is commonly written for hydrodynamics,

ρ

DE
= −p∇ · v − ρL − ∇ · H.
Dt

(2.18)

Arriving at the conservation form of the Eulerian energy equation first requires realizing that
the body forces fi appearing in (2.11) will each do work on the gas according to fi · v. The conserved
energy is therefore the total energy, which is the sum of (2.18) and the mechanical energy, given by
the force equation dotted with v. It is simplest to dot v with (2.6), as we readily see that ρv ·Dv/Dt
can be rewritten in terms of the kinetic energy density, ρv 2 /2, because
ρ Dv · v v 2 Dρ
Dv ρv 2
D ρv 2
=
+
= ρv ·
−
∇ · v,
Dt 2
2 Dt
2 Dt
Dt
2

(2.19)

where in the second equality we have again employed the continuity equation in the form Dρ/Dt =
−ρ∇ · v. Writing out D(ρv 2 /2)/Dt using (2.2), we find the mechanical energy equation,
X
ρv 2 ρv 2
∂ ρv 2
+v·∇
+
∇ · v = −v · ∇p +
fi · v.
∂t 2
2
2

(2.20)

i

Recognizing a product rule of a divergence term on the l.h.s brings us closer to conservation form,
∂ ρv 2
+∇·
∂t 2



ρv 2
v
2



= −v · ∇p +

X
i

fi · v.

(2.21)

We further recognize a piece of a product rule from the divergence term ∇ · pv on the r.h.s. The
other piece comes from the first term on the r.h.s of (2.18); before adding these equations, we
must address the remaining Lagrangian term, ρDE/Dt. This is aided by the following identity that
applies to any function f ,
ρ

Df
∂ρf
=
+ ∇ · ρvf ;
Dt
∂t
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(2.22)

it is easily proved by expanding out the divergence and using (2.3). Employing this identity leaves
only partial time derivative and divergence terms upon finally adding together (2.21) and (2.18).
We have therefore arrived at the total energy equation in conservation form,
∂
∂t




 
X
ρv 2
ρv 2
ρE +
+ ∇ · ρE +
+ p v = −ρL − ∇ · H +
fi · v.
2
2

(2.23)

i

We emphasize again that −ρL denotes a generic volumetric source term that besides radiative
heating and cooling, can include both heating gains and losses due to magnetic dissipation, shock
heating, cosmic ray heating, etc.

2.1.4

Equation of state

The above derivations provide five equations (1 for mass, 1 for total energy, and 3 for each component
of the momentum) for seven unknowns — five primitive variables (ρ, v, p), the specific internal
energy, E, and the temperature T , as L and H are both functions of T . We therefore need to look
to kinetic theory for an equation of state relating T , E, and p and therefore providing a closure
condition for this set of equations. With the exception of environments involving degenerate matter
(e.g. the interiors of neutron stars and white dwarfs or their ejecta upon merger), astrophysical fluids
almost always behave as an ideal gas with equation of state p = nkT . The individual particles in
a fluid element, while highly collisional to justify a fluid treatment, are nevetheless non-interacting
(namely, their kinetic energies are large compared to their interaction energy) unlike the particles
in degenerate matter. This includes fluids in non-relativistic, relativistic, and ultra-relativistic (e.g.,
neutrino or photon fluids) regimes (see Ch. 2 in Rezzolla & Zanotti 2013).
At this point, we should take care to draw the distinction between perfect fluids and ideal fluids,
as they mean totally different things, and yet not all authors adhere to the same definitions. When
both viscosity and thermal conduction are absent, the fluid is labeled perfect. Since we account for
the latter but neglect the former, we are considering a non-perfect, albeit inviscid fluid. An ideal
fluid is often taken to be defined as any fluid with an equation of state satisfying

ρE =

p
.
γ−1

(2.24)

This terminology seems to be the more intuitive but is precisely opposite to that used by Mihalas
& Mihalas (1984)!
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Here we collect some results for fully ionized gases, where each species making up the plasma
— free electrons and various ions — behaves as a classical monatomic ideal gas.
• The partial pressures pi = ni kT due to each species simply add to yield the total hydrodynamic
P
pressure p = nkT , with n =
i ni . The ideal gas law can be expressed in terms of the
hydrodynamic mass density ρ as

p=
where m̄ = n−1

P

i mi ni

ρ
kT,
m̄

(2.25)

is the mean particle mass of all plasma species, each species having

a number density ni and mass mi .
• The enthalpy is given by
h=

γ kT
γ p
=
= cp T.
γ−1ρ
γ − 1 m̄

(2.26)

The first equality follows from the thermodynamic definition of enthalpy, h ≡ E + p/ρ, and
the ideal fluid equation of state, (2.24), the second equality from the previous bullet, and the
third equality from the next bullet.
• The adiabatic index, γ, is the ratio of specific heats, cp and cv , which are both constant. That
cv is constant follows from its thermodynamic definition, cv ≡ (∂E/∂T )V , since as a result
of the first bullet and (2.24), E = (kT /m̄)/(γ − 1), giving cv = (∂E/∂T )V = (k/m̄)/(γ − 1).
Similarly, cp is constant because from (2.26) and its thermodynamic definition, cp ≡ (∂h/∂T )p ,
we have cp = [γ/(γ − 1)]k/m̄. Their ratio is therefore cp /cv = γ.
• While this follows from the previous bullet, it is worth pointing out separately that since
cv = (∂E/∂T )V is constant,
E = cv T.

(2.27)

• Monatomic gases have γ = 5/3. From statistical physics we know that each degree of freedom
has kT /2 units of energy, so every particle in the fluid element has internal energy per unit
mass E = (3/2)kT /m̄. Equating cv = (3/2)k/m̄ with the relation found in the third bullet,
cv = (k/m̄)/(γ − 1), we obtain γ = 5/3.
The partially ionized gases considered in this work will be modeled assuming these relations for
a fully ionized gas hold. We therefore briefly comment on what this assumption entails. First, in the
presence of multiple transient species (created as the result of photoionizations and recombinations,
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for example), the 1st law of thermodynamics is really

δQ = dE + p dV +

X

αi dNi ,

(2.28)

i

where αi is the chemical potential and Ni the number of particles of each species in the fluid element.
There are two justifications for neglecting the contribution of αi dNi to the energy balance: (i) since
AGN gas is mostly hydrogen, this contribution for each newly excited/ionized species of metal ion
will be small owing to their small abundance; (ii) because photoionization equilibrium likely holds
to a good approximation, the Ni of the dominant species (i.e. hydrogen nuclei and free electrons)
should be nearly constant owing to a detailed balance argument and thus dNi ≈ 0.
Second, referring to the last bulleted property for a monatomic gas, a partially ionized gas will
have γ < 5/3. This is because the internal energy per unit mass is greater than (3/2)kT /m̄ due
to the internal degrees of freedom associated with excitation and ionization. For this reason, we
will retain γ in all of our expressions, although our numerical results have been calculated assuming
γ = 5/3. Since it is possible to show that partially ionized gases obey γ > 4/3, there is only a small
range of parameter space to explore and our results will not qualitatively change in this range.

2.1.5

Entropy generation

Notice that the energy equation was derived without reference to entropy, which enters from the
2nd law of thermodynamics, δQ = T ds, where s is the entropy per unit mass of the fluid element.
We can write two equations for entropy, and they have entirely different meanings. From the 1st
law of thermodynamics, (2.14), we have

T ds = dE + p d(1/ρ).

(2.29)

ρ T ds = (ρq̇ − ∇ · H) dt.

(2.30)

From (2.15), meanwhile,

The second equation is an evolution equation for entropy, and ds/dt should be associated with the
comoving frame derivative. Using again q̇ = −L, we have
ρT

Ds
= −ρL − ∇ · H.
Dt
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(2.31)

Clearly, the flow can evolve adiabatically only if ρL = −∇ · H everywhere, and in an idealized
steady state case this can occur for clouds, as discussed below in §2.2.1. In general, however, the
r.h.s heating terms act as sources of entropy.
The first equation relates entropy to our hydrodynamic variables. Using the results derived
above in §2.1.4, we can arrive at s = cv ln (p/ργ ) + s0 (with s0 a constant) as follows:
dT
p dρ
−
T
ρT ρ
k
= cv d ln T − d ln ρ
m̄

ds = cv

= cv (d ln p − d ln ρ) − cv (γ − 1)d ln ρ

(2.32)

= cv [d ln p − d ln ργ ]
⇒ s = cv ln (p/ργ ) + s0 .
This relationship, combined with the above found relation for cv , allows (2.30) to be expressed
instead as,
P D
ln
γ − 1 Dt



P
ργ



= −ρL − ∇ · H,

(2.33)

a form of the energy equation that commonly appears in analytic investigations in the literature.
Solving for pressure in terms of entropy gives

p = exp




s − s0 γ
ρ = K(s)ργ .
cv

(2.34)

Incidentally, the second equality shows that for adiabatic flow, an ideal equation of state has the form
of a polytropic equation of state, p = Kργ . We report this equation because it allows us to evaluate
the adiabatic sound speed in an ideal gas, whose thermodynamic definition is c2s ≡ (∂p/∂ρ)s . Thus,
cs =

r

γp
.
ρ

(2.35)

We will return to discussing entropy in Chapter 4 when we examine Balbus’ criterion for thermal
instability.

2.1.6

Vorticity generation

No chapter discussing multi-dimensional gas dynamics would be complete without some discussion
of vorticity, which is just the curl of the velocity field, ω = ∇ × v. That this quantity is so basic
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to fluid dynamics becomes apparent upon recognizing that the nonlinear term in Euler’s equation,
v · ∇v, can be decomposed into a ‘potential flow’ term and a term involving vorticity:
v · ∇v = ∇

v2
+ (∇ × v) × v.
2

(2.36)

Most analytic investigations have not probed deeply enough into the nonlinear regime for vorticity
to play a central role in how clouds evolve, but our numerical results will reveal that vorticity governs
cloud dynamics. An evolution equation for ω is found by taking the curl of (2.7) after substituting
in (2.36):
∂ω
+ ∇ × (ω × v) = −∇ ×
∂t
=



∇p
ρ



+

X
i

∇ × fi

∇ρ × ∇p X
+
∇ × fi .
ρ2

(2.37)

i

The terms on the r.h.s are sources of vorticity, since we know by Kelvin’s circulation theorem
that the vortex lines threading a fluid element are conserved with time when the r.h.s is 0. For
compressible flow subject to body forces, therefore, the only way to not generate vorticity with time
is if all body forces are derivable from a potential (fi = ∇φi ) and either one of the following two
special conditions holds: (i) the flow is barotropic with p = p(ρ) only, in which case ∇p is parallel
to ∇ρ; (ii) the r.h.s of (2.31) is zero, so the flow is isentropic with Ds/Dt = 0, which implies
∇h = ρ−1 ∇p and hence that ∇ × (ρ−1 ∇p) = 0 in the first equality above. That isentropic flows
obey ∇h = ρ−1 ∇p can be shown by noting that dh = dE + dp/ρ − (p/ρ2 )dρ by its definition (see
the third bullet above), which means dh = T ds + dp/ρ by (2.29).
In general, the heating terms will not balance to make the flow isentropic and (2.18) shows that
E 6= E(ρ) only and hence p 6= p(ρ) by (2.24). Moreover, radiation forces cannot be expressed as
the gradient of a potential. The inescapable conclusion is that vorticity generation will lead to a
turbulent flow regime as clouds evolve under the influence of a realistic AGN radiation field.

2.1.7

Eulerian equations summarized

To summarize, we began with a Lagrangian viewpoint, writing down the governing equations in the
comoving frame of a fluid element, and then derived the Eulerian equations of hydrodynamics in
conservation form:
∂ρ
+ ∇ · (ρv) = 0
∂t
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(2.38)

X
∂ρv
+ ∇ · (ρvv + p I) =
fi
∂t

(2.39)

i

∂
∂t




 
X
ρv 2
ρv 2
ρE +
+ ∇ · ρE +
+ p v = −ρL − ∇ · H +
fi · v.
2
2

(2.40)

i

The presence of the conduction term means that we are considering a non-perfect fluid, the absence
of viscosity signifies an inviscid fluid, and the equation of state p = ρE(γ − 1) is that for an ideal
fluid. We will solve these equations assuming a monatomic ideal gas, which has p = nkT , E = cv T ,
and γ = 5/3.

2.2

Gas dynamics of clouds: simple examples

To illustrate that the subject of AGN clouds offers a fascinating glimpse into the physics emerging
from the equations of gas dynamics, consider the fact that the three most famous partial differential
equations (PDEs) of mathematical physics (i.e. parabolic, hyperbolic, and elliptic PDEs) all readily
appear when studying clouds in various simplified contexts.

2.2.1

A Parabolic PDE: cloud equilibria

Recall from §1.4.3 Begelman & McKee’s (1990) basic result that large clouds, those with a characteristic size RC  λF , are not subject to evaporation. The cold gas can reach a thermal equilibrium
state with its surrounding warmer environment when radiative losses balance the diffusive flow of
heat through the cloud interfaces. Assuming a perfectly static cloud, the approach to equilibrium
is governed only by (2.40), which is reduced to
∂E
= −ρL − ∇ · H.
∂t

(2.41)

Using E = cv T and Fourier’s law for the heat flux, H = −κ(T )∇T , (2.41) becomes the inhomogenous heat equation,
∂T
1
ρL
− ∇ · [κ(T )∇T ] = − .
∂t
cv
cv

(2.42)

This is a nonlinear parabolic PDE in general due to the dependence of κ on temperature. Deep in
the core of the cloud, the net radiative losses can be negligible (L ≈ 0), as cooling is strong only in
the cloud interfaces. The approach to equilibrium is then solely done through heat diffusion, and in
the steady state (∂T /∂t = 0) the cloud core will reach a constant temperature. Out in the intercloud
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medium, however, radiative heating typically still takes place, and in the steady state ∇ · H = −ρL
instead. This balance stands in contrast to the assumption made in the standard two-phase model
that radiative equilibrium (L = 0) is reached by the hot phase (recall §1.4.2). It therefore has
implications for the temperature of any confining medium in AGN, as radiative equilibrium leads
to Compton temperatures being reached, but lower temperatures result from ∇ · H = −ρL.

2.2.2

A Hyperbolic PDE: cloud formation

This next example is borrowed from problem set 3 in Shu’s text on gas dynamics (Shu 1991). Linearizing equations (2.38)-(2.40) (as carried out in Chapter 4) followed by some further manipulations
outlined in the problem set brings one to
∂
∂t



∂ 2 ρ1
− c2s,0 ∇2 ρ1
∂t2

where ρ1 is the density perturbation, cs,0 =
and we have denoted
1
Np ≡
cp



∂L
∂T





∂ 2 ρ1
,
∂t2

= Np c2s,0 ∇2 ρ1 − Nv

(2.43)

p
γp0 /ρ0 is the sound speed in the unperturbed flow,
1
Nv ≡
cv

,
p



∂L
∂T



.

(2.44)

ρ

Equation (2.43) is a 3rd order homogenous PDE and constitutes a generalized wave equation governing the behavior of waves in a perfect fluid (we are neglecting the conduction term here) subject
to bulk heating and cooling. This PDE is nonlinear since realistic cooling functions make Np and Nv
nonlinear functions of T and ρ, but we recover the classic 2nd order, linear wave equation describing
adiabatic sound waves when the r.h.s is zero. In reality sound waves do not remain adiabatic; they
lose energy and damp out somewhat as they propagate, and this is captured by (2.43). The N ’s are
inverse cooling timescales. The larger these timescales are, the longer it takes the waves to dissipate.
Thus far we have not made the connection to thermal instability and therefore cloud formation.
Notice that there are two instances in which the sound speed drops out of (2.43), leaving only nonpropagating disturbances: (i) when ∇ρ1 is very small, corresponding to spatially large disturbances
over which density changes gradually and (ii) the opposite case with very large ∇ρ1 , meaning small
scale disturbances. In case (i), sound waves will not be able to propagate across the disturbance
to maintain pressure equilibrium and we are left with an equation involving the cooling time at
constant volume, 1/Nv ,
∂ρ1
+ Nv ρ1 = 0.
∂t
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(2.45)

The solution to this equation, ρ1 = exp (−Nv t), shows that the perturbation grows exponentially
with time when Nv < 0, i.e. when (∂L/∂T )ρ < 0. This is the isochoric version of thermal instability
first identified by Parker (recall the discussion in Chapter 1).
In case (ii), sound waves can maintain pressure equilibrium across the disturbance and the
equation this time,
∂ρ1
+ Np ρ1 = 0,
∂t

(2.46)

has a solution that again grows exponentially, ρ1 = exp (−Np t), but now corresponds to Field’s
criterion for isobaric thermal instability, (∂L/∂T )p < 0. In either case the disturbances will become
clouds once their amplitudes become nonlinear, at which point (the linearized equation) (2.43) no
longer applies to determine their evolution. Chapter 5 is dedicated to understanding the outcome
of this case.
It has recently been shown that the nonlinear evolution of case (i) is also quite interesting, as
this one very large disturbance that is out of pressure equilibrium may, after becoming a large cloud,
‘shatter’ into a ‘mist’ of very small clouds (McCourt et al. 2016). Each one would have a size on the
order of cs /Nv (with cs being the sound speed inside the cloud), so that pressure equilibrium can now
be maintained. The subsequent evolution of the individual clouds resulting from this fragmentation
process should then suffer the same general fate as the case (i) clouds discussed in Chapter 5.

2.2.3

An Elliptic PDE: cloud evaporation

The final example is taken from Balbus (1985). We seek a global steady state solution consisting
of hot gas in pressure equilibrium with a possibly large number of small embedded cool clouds of
arbitrary shape. As discussed in Chapter 1, for clouds smaller than the Field length, the conduction
term will dominate the cooling term on the r.h.s of (2.40). Then the Eulerian equations reduce to
∇ · (ρ v) = 0,
v · ∇v = 0,



1 2
∇ · E + ρv + p v + H = 0.
2
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(2.47)

For an ideal fluid equation of state with γ = 5/3 and a realistic conductivity, κ = χ T 5/2 , with χ a
constant, we can write the energy equation as

∇·





5
1 2
5/2
p + ρv v − χ T ∇T = 0.
2
2

(2.48)

The ratio of the two terms in parenthesis is v 2 /(5p/ρ) = M 2 /3, where M = v/cs is the Mach
number. If we therefore restrict our attention to highly subsonic flow, then this equation is a
statement of balance between thermal expansion (i.e. adiabatic cooling) and conductive heating.
Since we assumed p = constant, we can write


2χ 5/2
∇· v−
T ∇T = 0.
5p

(2.49)

We have therefore found a global solution to the velocity field in terms of the temperature,
2χ 5/2
T ∇T + ∇ × α
5p
4 χ
=
T ∇T 5/2 + ∇ × α,
25 p

v=

(2.50)

where in general, this velocity field can have vorticity ω = ∇×α and still satisfy (2.49). Considering
only irrotational flow, we notice by the second equality above that multiplying v by ρ cancels the
factor of T , giving the mass flux,
ρv =

4 m̄
χ ∇T 5/2 .
25 k

(2.51)

The continuity equation then reveals that the temperature distribution satisfies a Laplace equation,
∇2 T 5/2 = 0.

(2.52)

Thus, T 5/2 behaves like a potential, Φ. Exploiting the analogy with electrostatics, we see that
ρv ∝ ∇T 5/2 plays the role of an electric field, E = −∇Φ. Hence, Gauss’ law can be used to
determine the mass flux, i.e. the evaporation rate, from this arbitrary cloud distribution. Specific
examples and further analogies with electrostatics are presented by Balbus & Potter (2016).
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2.2.4

Summary

These simple examples serve to make several points. First, well designed thought experiments can
probe individual aspects of the gas dynamics of clouds. Historically, this is how our understanding
has developed. Second, the dynamics of real AGN clouds is necessarily complicated, as one can
easily imagine a scenario in which clouds form, equilibrate, and evaporate in an evolving, timedependent fashion. Indeed, the solutions we find in Chapter 5 and 6 demonstrating the role of
cloud acceleration is a realization of such a scenario. Our third point is simply to assert that a
complete theory of the gas dynamics in AGN, despite being complicated, is encapsulated by the
equations of hydrodynamics. These are, of course, coupled sets of nonlinear PDEs of mixed type,
and the complexity of their solutions automatically suggests that AGN clouds are highly dynamical
entities. As we mentioned at the beginning of this chapter, a truly comprehensive model of AGN
gas dynamics may possibly require solving a much more complicated set of equations. Even so, the
solutions presented in this thesis represent the groundwork and are necessary stepping stones to
finding and understanding such advanced solutions.
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Chapter 3
RADIATION SOURCE TERMS
In the previous chapter we derived the conservation form of the Eulerian equations of hydrodynamics
including energy and momentum source terms. Specifically, we allowed for an arbitrary number of
body forces in the momentum equation (and their contribution to the energy equation), a conductive
heat flux, and a generic volumetric energy deposition (or loss) function, q̇ = −L, in the energy
equation. The conduction term is needed to account for the flow of heat (mediated by free electrons)
from the hot intercloud medium through the interfaces of the cloud. In this chapter we derive the
radiative source terms — the body force and the individual contributions to L — associated with
the matter interactions with the radiation field.

3.1

Derivation using radiative transfer theory

We picture a parcel of gas located very far from the central engine so that we can consider the
background source of radiation to be plane parallel. In the absence of matter, the radiation field
due to the AGN is therefore highly anisotropic. In the presence of matter, the radiation field is
unknown but can be determined by solving the radiation transport equation. Both the frequencydependent absorptivity of the gas, kν (with units cm−1 ), and the emissivity of the gas, jν (with
units erg cm−3 s−1 rad−1 Hz−1 ), must be given. The resulting radiation field, characterized by its
specific intensity, Iν (with units erg cm−2 s−1 rad−1 Hz−1 ), then gives rise to both a body force
and volumetric heating and cooling rates.
A formal development of these source terms proceeds not by accounting for the energy gains
and losses to the parcel of gas but rather to the radiation field itself. Namely, the absorptivity and
the emissivity serve to track the intensity removed from or added to a beam of radiation that would
otherwise maintain its specific intensity in passing through the matter. This is the essence of the
radiation transport equation,
1 ∂Iν
+ n · ∇Iν = jν − kν Iν .
c ∂t

(3.1)

The factor of 1/c in this equation appears because, if it were possible to boost into the comoving
frame of the radiation (a purely non-relativistic notion), (3.1) could be written DIν /Dt = 0 when
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jν = kν = 0 since D/Dt = ∂/∂t + c n · ∇ for radiation.
The specific intensity is defined in terms of the energy ∆E of a small parcel of radiation (i.e. a
bundle of photons) within the entire radiation field,

∆E = Iν A∆Ω∆t∆ν,

(3.2)

where A is the cross-sectional area of the parcel. This is equivalent to
∆E
Iν
= ∆Ω∆ν,
V
c

(3.3)

where V = A(c ∆t) is the volume of the parcel, so that Iν /c measures radiation energy density
per unit solid angle, per unit frequency. The specific intensity is thus a seven-dimensional quantity,
depending on three position coordinates for the location in question, two angular coordinates for the
direction of propagation, time, and frequency. An eighth coordinate is needed to track polarization.
Solving the full equations of radiation hydrodynamics (RHD) requires keeping track of at least 6 of
these coordinates. That is, in the gray approximation, the frequency dependence is integrated out
entirely, while in multi-group methods, only finite ‘groups’ of spectral bands, ∆ν, are considered.
In coupling this equation with the Eulerian equations, however, the solid angle dependence can also
be integrated out, for we can ignore the directions from which heat was deposited or flows out of
our fluid elements when solving for the gas dynamics. The radiation source terms therefore arise
by integrating (3.1) over solid angle, a procedure analogous to taking moments over the velocity
distribution of particles to derive the fluid equations from kinetic theory.

3.1.1

Radiation moment equations

The subtleties involved in taking moments are well described in Castor’s text, which we follow here.
We first make reference to a Cartesian coordinate system, in which the direction of propagation,
n, not only points in a fixed direction, but is also constant with respect to the coordinates. This
allows us to invoke a product rule to exchange the dot product in (3.1) with a divergence term,
1 ∂Iν
+ ∇ · (nIν ) = jν − kν Iν .
c ∂t
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(3.4)

The frequency-integrated zero-order moment of Iν is found by first integrating this equation over
the solid angle, Ω, and then over frequency:
∂E
+∇·F =
∂t
where E =

R

Z

dν (4π jν − kν c Eν ),

(3.5)

R
R
R
dν (Iν /c) dΩ and F = dν nIν dΩ are the total radiation energy density and the

vector flux of radiation, respectively.1 Here we have assumed that the emissivity and absorptivity
are both isotropic. This explains the factor of 4π in front of jν , whereas there is no such factor for
R
kν because Eν = dΩ(Iν /c) contains the solid angle integral. For a non-magnetized gas, there is no

preferred orientation of the atoms, so the isotropy assumption for kν is easily justified for absorption
by the continuum. The emissivity contribution from scattered radiation will be anisotropic if Iν is

anisotropic, and since line driving is a scattering process, the radiation force term derived below
cannot describe the line force. We will therefore treat it separately in §3.2.3. Furthermore, note
that Doppler shifts will also make the non-scattering (e.g., thermal emission) contributions to jν
anisotropic in general. Since our results reveal that AGN clouds accelerate very slowly and move
subsonically with respect to their surroundings, this anisotropy is likely negligible. In any case, the
line profile calculations carried out in Chapter 7 account for Doppler shifts a posteriori.
The frequency-integrated first-order moment of Iν follows by multiplying (3.4) by n before
integrating over solid angle and frequency. Noting that n can be brought into the divergence term
due to our implicit use of Cartesian coordinates, we have
1 ∂F
+ c∇ · P = −
c ∂t

dν kν Fν ,

(3.6)

R
nn (Iν /c) dΩ is the radiation pressure tensor and Fν = nIν dΩ. There is no
R
R
term for jν on the r.h.s because jν n dΩ = jν n dΩ = 0, a result that again depends on jν

where P =

R

Z

dν

R

being isotropic. In deriving the RHD equations, this moment equation gets added to the Eulerian
momentum equation, but it does not yet have units of momentum density. Since F/c has units of
energy density, we must divide by another factor of c.
First, we need to formally manipulate the r.h.s to arrive at something that looks like a traditional
radiation force. The standard approach is to define some type of mean opacity that contains the

R
R
Note that E is related to the mean intensity, J = (4π)−1 dν Iν dΩ, as E = 4πJ/c, and that the flux is often
written as a scalar
R
Rby measuring Rit with
R respect to the direction normal to the surface of the parcel of radiation, k.
That is, F = dν k · nIν dΩ = dν Iν cos θ dΩ, where θ is the direction between k and n.
1
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integral over frequency, but this offers many possibilities because the flux is also frequency-dependent
in general. Our approach is to split the radiation field into N groups such that in any group i,
Fν,i = F i /∆νi is a constant, allowing us to write
Z


Z
N
X
1
dνkν .
Fi
dν kν Fν =
∆νi
i

(3.7)

i=1

By defining the mean opacity in each group as
1
κi =
ρ∆νi

Z

kν dν



,

(3.8)

i

where ρ is the mass density of the fluid, we obtain the radiation force in the form

frad =

N
X
κi ρ F i
i=1

c

.

(3.9)

With these definitions, our second moment equation becomes
∂ F
+ ∇ · P = −frad .
∂t c2

(3.10)

At this point, it is no longer necessary to implicitly consider Cartesian coordinates since the two
moment equations (3.5) and (3.10) appear in coordinate-free form.

3.1.2

The body force due to radiation

Equation (3.9) provides our sought after body force. The negative sign in (3.10) arises because
photons that are lost in imparting momentum to the gas constitute a sink for the radiation momentum density, F/c2 . Now, it was mentioned that the RHD momentum equation is derived by adding
together (3.10) and (2.39), which would mean that the body force frad on the r.h.s of (2.39) cancels
with the r.h.s of (3.10), leaving
∂
∂t



F
ρv + 2 + ∇ · (ρvv + p I + P) = 0.
c

(3.11)

This is in fact the correct RHD momentum conservation equation. We therefore see what must be
true if we are to recover the Eulerian momentum equation from (3.11): the radiation field must be
time-independent (i.e. ∂F/∂t = 0), such that we can move ∇ · P to the r.h.s and then use the fact
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that −∇ · P = frad according to (3.10).
Note again that the expression for frad involves only absorption opacity, whereas there will also
be a force contribution due to scattering opacity. While a more complicated derivation can account
for scattering processes, we opted for the conventional treatment in which this force is calculated
separately (see §3.2.3).

3.1.3

Heating and cooling term

The emissivity, which quantifies the rate at which gas radiatively cools, represents a source term
for the radiation energy density according to the zero-order moment equation, (3.5), whereas the
absorptivity (times the flux) determines the heating rate of the gas and is a sink term for the
radiation field. We therefore recognize that the r.h.s of (3.5) represents a net cooling volumetric
source term,
ρL =

Z

(3.12)

dν (4π jν − kν c Eν ).

In the next section we will need the heating contribution to ρL, which we denote as ρ Γ =
R
dν kν c Eν . To be consistent with (3.7), we can break this heating rate up into that coming
from many frequency groups:

Γ=

N
X

−1

Γi = ρ

c

i=1

N
X
i=1

E i ∆ν

Z

dν kν



i

=c

N
X
i=1

Ei κi = 4π

N
X

Ji κi ,

(3.13)

i=1

where κi is the mean opacity defined in (3.8) and Ji = Ei c/4π is the mean intensity (recall the
footnote above). Note that Γ has units of erg g−1 s−1 .
As before, (3.5) gets coupled to the Eulerian energy equation by first identifying ρL in (3.12)
as being the same as the ‘ρL’ in (2.40) (which recall represented a generic volumetic source term)
and then adding together these equations. The source term is again cancelled out, giving the RHD
energy equation in conservative form (including conduction) as
∂
∂t



ρv 2
ρE +
+E
2






ρv 2
+ ∇ · ρE +
+ p v + F = −∇ · H + frad · v.
2

Notice that we are left with the work term due to the radiation force, frad ·v =

P

i κi ρ(F i ·v)/c,

(3.14)
on the

r.h.s. To actually see this term arise from the moment equations (as here it came from the Eulerian
equations) requires a more formal development of the RHD equations using the comoving frame
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picture (see Ch. 6 of Castor’s text, for example). When the radiation field is time-independent,
this term is negligible in subsonic flow under most circumstances, which is why it was not included
in Proga & Waters (2015) — see Chapter 5. However, in Waters & Proga (2016) we considered a
time-dependent radiation field and this work term was found to be non-negligible — see Chapter 6.
In a similar fashion to before, we formally recover the Eulerian energy equation by taking ∇ · F
to the r.h.s in (3.14) and letting the radiation field be time-independent (∂E/∂t = 0). Then from
(3.5), we identify −∇ · F = −ρL, as required.

3.2

Sources of opacity

The radiation force in (3.9) applies to both free-free and bound-free opacities, whereas we have
emphasized that line scattering (a bound-bound process) is highly anisotropic and so we would need
to return to (3.4) and drop the assumption of isotropy in jν to derive the force due to bound-bound
opacity from first principles. We would find that the scattering contribution to jν is flux-dependent
and can be grouped with kν , but being anisotropic it cannot be pulled outside the solid angle integral.
This makes determining the line force very difficult in general, as the bound-bound opacity must
be retained in all integrals over sources of continuum emission (for an example of computing the
line force due to an accretion disk, see the appendix of Proga, Stone, & Drew 1998). Moreover,
both the bound-free and bound-bound opacities themselves are difficult to obtain, as they depend
on the level populations of the atoms or ions and on the individual ionization potentials/oscillator
strengths of each of those levels. To estimate these opacities, the approach typically taken is to
run separate photoionization calculations that provide all of the atomic data. Here we assume such
data is given and proceed to identify these individual opacities.

3.2.1

Free-free

For the simple case of electron scattering involving non-relativistic electrons (i.e. for temperatures
satisfying kT << me c2 ), the only atomic data we need are the elemental abundances, as the cross
section is given by the classical formula,

σe =

8π 2
r ,
3 e
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(3.15)

where re = e2 /me c2 is the classical electron radius. The electron scattering opacity is related to σe
as κe = σe /m̄, where m̄ = µmp is the mean particle mass, which can easily be determined from the
abundances.

3.2.2

Bound-free

The source of line emission in the broad and narrow line regions of AGN is photoionized gas. For
a given temperature, photon flux, and number density, photoionization codes such as cloudy and
xstar calculate the heating rate due to photoionization. This heating rate is typically output in
the same units as the Γ we defined above (erg g−1 s−1 ) or in units of erg cm3 s−1 , in which case
we label the rate as G. Equation (3.13) allows us to derive the opacity from this heating rate. If
frequency dependent output can be extracted, then N can be chosen large enough so that the sum
accurately captures the shape of the ionizing portion of the input SED. The bound-free opacity in
each frequency group will then be given by

κi =

Γi
n Gi
=
,
4π Ji
m̄ 4π Ji

(3.16)

where n is the gas number density.
It should be remarked that this is not a fully self-consistent way to determine the bound-free
opacity. The background radiation field is an input to cloudy or xstar and the local radiation field
an output. The radiation transfer problem solved by these codes is decoupled from the hydrodynamics and therefore the level populations and heating rates are only approximations. Nevertheless,
this approach allows us to proceed in investigating the gas dynamics.

3.2.3

Bound-bound

Line opacity is by far the most important source of opacity for temperatures permitting a few
strong UV lines to exist (e.g., Gayley 1995). Resonance line opacity calculations, following the
standard approach developed first by Castor, Abbot, & Klein (1975; CAK hereafter), are handled
somewhat differently than standard continuum opacity calculations, but at the end of the day one
is still left with an effective opacity when summing over all lines. This effective scattering opacity
is encapsulated in the so-called force multiplier. We follow a modified CAK method to determine
this force multiplier, as detailed in Chapter 5.
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Chapter 4
LINEAR THEORY
In this chapter we present a local stability analyses of the equations of hydrodynamics, showing how
thermal instability (TI) arises. A brief introduction to Lagrangian perturbations is provided, which
we will use to understand the essence of TI and derive Balbus’ generalization of Field’s criterion.
Using Eulerian perturbations, we uncover the dispersion relation for TI, generalizing the analysis
of Field (1965) to allow for a background flow that is out of equilibrium or uniformly moving. We
show how the resulting instability criterion reduces to that found by Balbus (1986).

Figure 4.1: Analytic plane-wave solutions of the linearized equations of gas dynamics. Shown are
profiles of the perturbations to a thermally unstable uniform background flow, which depend only
on the amplitude of the density perturbation, Aρ , and the ratio of the frequency (growth rate) and
0
wavenumber, σ/k. Here n/k ≡ (σ/k)/cs,0 = 0.1, where cs,0 is the sound speed in the unperturbed
0
flow. Notice the different vertical scales: the pressure perturbation amplitude is n/k times smaller
0
than that for velocity, which in turn is n/k times smaller than Aρ .
Before proceeding, it is useful to state the final results up front. What comes out of linear theory,
besides instability criteria and the exponential growth rates, are solutions to the 1D equations of
hydrodynamics describing precisely how a cloud can grow from a tiny perturbation. These solutions,
namely the actual density, velocity, and pressure profiles, are shown in Figure 4.1. The density profile
shows the shape of the perturbation itself, i.e. there is a denser core surrounded by lower density
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gas; this profile was chosen to be a cosine function. Linear theory then dictates the waveforms of
the velocity and pressure profiles — and they must support cloud growth. Physically, it is clear
that for a cloud to grow, gas must be piling into the central density perturbation. Gas to the left
must be flowing to the right, i.e. have a positive velocity, while gas to the right must be flowing to
the left, i.e. have a negative velocity. The middle panel clearly shows that this physical expectation
is indeed the solution. Likewise, the forces must be such to grow the cloud. The pressure force is
just fgas = −dp/dx in 1D, and the gas on the left must feel a force to the right, meaning fgas > 0
and dp/dx < 0, explaining the negative slope in the bottom panel. And vice versa for the gas to
the right of the budding cloud.
These profiles maintain their shape as a function of time. The time-dependence in the linear
regime is just an exponential growth factor tacked onto the amplitude of the spatial profiles because
linear theory amounts to looking for such separable solutions. Soon enough the density enhancement becomes comparable to the background density and the neglected nonlinear terms become
important. This leads to a saturation of the instability and an accompanying change in the profiles.
Understanding the nonlinear phase of TI, and what physics must accompany this cloud formation
process, is the focus of Chapter 5.

4.1

Eulerian perturbations

The idea behind a formal stability analysis is to linearize the equations of hydrodynamics and then
look for instabilities by assuming plane wave solutions to these equations of the form A exp(σt+ik·x),
where A is the amplitude of the wave, σ is its frequency, and k the wavenumber. Linear instabilities
will appear in the dispersion relations thereby obtained. A dispersion relation relates the growth
rate of the instability, now played by σ, to the wavelength of the perturbation λ = 2π/k, where k
is the magnitude of k. The famous classical instabilities of gas dynamics (e.g., Kelvin-Helmholtz,
Rayleigh-Taylor, MRI) are all linear instabilities and reveal themselves using this procedure.
Recall that classical perturbation theory involves expanding some unknown quantity q as a
perturbation series about some known quantity q0
q = q0 +  q1 + 2 q2 + . . . ,

(4.1)

where the ’s keep track of the order of the approximation. A linear instability analysis will neces45

sarily only involve the O() terms. Since the ’s are just place markers, we do not need to retain
them for O(), and to use notation suggestive of q1 being a small perturbation we write instead
q(x, t) = q0 (x, t) + δq(x, t).

(4.2)

We see that the plane wave ansatz conforms to this formalism if we treat q0 (x, t) as the ‘background
flow’ solution, and q1 = δq(x, t) contains our wave solution; for scalar fluid variables we write,

δq = Aq exp(σt + ik · x),

(4.3)

whereas for vector variables we promote the amplitude to a vector,

δq = Aq exp(σt + ik · x).

(4.4)

In words, Aq denotes the amplitude of the wave for variable q, while each component of q will
have a different amplitude in general, hence the vector Aq . Eulerian perturbations commute with
both partial time derivatives and the gradient/divergence operators. They do not commute with
Lagrangian time derivatives, obeying instead

δ

D
D
D
D
=
δ+
(ξ · ∇) − (ξ · ∇) ,
Dt
Dt
Dt
Dt

(4.5)

where ξ is introduced below in §4.2.

4.2

Lagrangian perturbations

The above perturbative approach is an Eulerian one because we have chosen a fixed a position in
space, x, and are comparing the full perturbed solution q(x, t) with the background flow solution
q0 (x, t), their difference being δ(x, t). However, we can equally well consider a series expansion of
the position variable (i.e. let q = x, q0 = x0 , and q1 = ξ),

x = x0 + ξ,

(4.6)

and visualize a fluid element displaced to x0 + ξ as a result of a perturbation applied at an earlier
moment in time. Using a Taylor expansion, we can examine to 1st order the state of the fluid
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element at its new position relative to x0 , the position it would have been at in the absence of the
applied perturbation,
q(x0 + ξ, t) = q(x0 , t) + ∇q(x0 , t) · ξ.

(4.7)

Note that the difference q(x0 +ξ, t)−q(x0 , t) is a comparison of perturbed flow at x0 +ξ with perturbed
flow at x0 since the perturbation was applied in the past. Hence, to make a correspondence with
(4.2), we should equate q(x0 , t) with the perturbed Eulerian solution to give

q(x0 + ξ, t) = q0 (x0 , t) + δq(x0 , t) + ∇q(x0 , t) · ξ.

(4.8)

We then define a Lagrangian perturbation, ∆q, as the difference between perturbed flow at x0 + ξ
and unperturbed flow at x0 ,
∆q ≡ q(x0 + ξ, t) − q0 (x0 , t),

(4.9)

so that (4.8) becomes the defining relation between Lagrangian and Eulerian perturbations,

∆q = δq + ξ · ∇q.

(4.10)

After any small time interval dt, the perturbed fluid element is displaced by a distance dξ = ∆vdt
relative to its previous location, meaning that we also have

∆v =

Dξ
.
Dt

(4.11)

Equating (4.10) and (4.11) reveals a complicated relationship between the Lagrangian displacement
vector and the Eulerian velocity perturbation:

δv =

∂ξ
+ v · ∇ξ − ξ · ∇v.
∂t

(4.12)

The Lagrangian approach has the advantage that the operator ∆ commutes with the advective
derivative, D/Dt (see Lynden-Bell & Ostriker 1967 for a proof), and consequently one can work
with the simpler Lagrangian equations. The real power of the Lagrangian approach applied to
TI is in its ability to assess local thermal instability in a dynamical setting (e.g., within winds or
accretion flows), which often requires abandoning the use of plane wave solutions (Balbus 1988;
Balbus & Soker 1989; Balbus 1995). In such dynamical settings where gravity is important, the
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gas is stratified and TI becomes intimately connected with convective instability (e.g., Balbus 1995;
Moscibrodzka & Proga 2013; Balbus & Potter 2016). These issues will all come into play when
modeling cloud dynamics globally. For the local simulations developed in this thesis, it suffices to
neglect gravity (since it is locally weak compared to radiation forces) and thus a stability analysis
using Eulerian perturbations is sufficient for our purposes.

4.3

Informal Lagrangian analysis of TI

The following analysis, due to Balbus (1986; 1995), allows one to arrive at a generalization of Field’s
criterion for TI using the 2nd law of thermodynamics and Lagrangian perturbations. If we neglect
the conduction term in (2.31), the 2nd law becomes simply
L
Ds
=− .
Dt
T

(4.13)

Since ∆ and D/Dt commute, its perturbed form reads
D∆s
= −∆(L/T ).
Dt

(4.14)

D ln |∆s|
∆(L/T )
=−
.
Dt
|∆s|

(4.15)

This is equivalent to

The r.h.s of this equation is ambiguous for sound waves and buoyant oscillations, since they are
both adiabatic disturbances and thus |∆s| vanishes to first order (see Balbus 1995 for details). For
the non-propagating TI mode, however, the r.h.s immediately suggests the instability criterion,


∂(L/T )
∂s



< 0,

(4.16)

q

for when this is satisfied, the r.h.s of (4.15) is positive, and the entropy perturbation will grow with
time. Here, q is the thermodynamic quantity that remains constant as the perturbation evolves.
From Chapter 1, we know that this should be pressure for TI. By the thermodynamic definition of
specific heat for constant pressure processes, cp ≡ (dq/dT )p , we have T ds = cp dT , allowing us to
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exchange ∂s for ∂T . This brings us to Balbus’ criterion for thermal instability quoted in Chapter 1:


∂(L/T )
∂T



< 0.

(4.17)

p

Since kT /L is a cooling timescale, its inverse is a cooling rate (with units s−1 g−1 ) and the physical
content of this criterion is simple: stability requires the cooling rate to increase as the gas heats up
— otherwise TI results.

4.4

Formal Eulerian analysis of TI

The discussion at the end of §4.2 was presented so as to not confuse a dynamical setting — one with
significant velocity gradients — with a local region in an outflow, as here we derive a dispersion
relation that applies to gas that is potentially highly supersonic. Our generalized dispersion relation
holds only for uniform regions of the flow on scales below that where geometrical ‘stretching’ terms
caused the divergence of the flow become significant.
We begin by applying the Eulerian perturbation operator, δ, to the equations of gas dynamics.
It is simplest to use momentum equation (2.10) and energy equation (2.18) after making use of
identity (2.22). Then,
∂δρ
+ ∇ · (vδρ + ρδv) = 0
∂t

(4.18)

∂
(vδρ + ρδv) + ∇ · (vvδρ + 2ρvδv) + ∇δp = 0
∂t

(4.19)

1 ∂δp
1
+
∇ · (pδv + vδp) + p∇ · δv
γ − 1 ∂t
γ−1

(4.20)

= −Lδρ − ρδL − ∇ · δH.
In (4.20), we have eliminated ρE in favor of p using the equation of state. Also, we have neglected
the body forces on physical grounds: our initial conditions will assume a highly ionized gas (i.e.
gas that occupies the high temperature branch of the radiative equilibrium curve) and the main
source of opacity is negligible in this regime, hence so too is the radiation force. Furthermore, with
H = −κ∇T and assuming κ = χT 5/2 with χ a constant, we formally have
δH = −

5κ
∇T δT − κ∇δT.
2T

(4.21)

A simplification arises here too, as ∇T is 0 because we are perturbing a background flow with
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a uniform temperature. This will be true even if the background flow is dynamic so long as the
temperature scale height T /|∇T | is much larger than the wavelength of the perturbation. This
reasoning also lets us discard a term from ∇ · δH, leaving just
∇ · δH = −κ∇2 δT .

(4.22)

To close this set of equations, we need to write δL, as well as the δT appearing in (4.22), in
terms of δp and δρ. The functional form of L is L = L(ρ, T ), so we formally have
δL =

∂L
∂L
δρ +
δT.
∂ρ
∂T

(4.23)

We can eliminate δT in favor of δp and δρ by perturbing our equation of state to find,
δp δρ
δT
=
− .
T
p
ρ

(4.24)

Combining the previous two equations gives


δL
T ∂L δp δρ
ρ ∂L δρ
=
−
+
Λ
Λ ∂T p
ρ
Λ ∂ρ ρ


δp δρ
δρ
= LT
−
+ Lρ ,
p
ρ
ρ

(4.25)

where we have introduced the total cooling rate Λ to normalize L since we know from Chapter 3
that L = Λ − Γ. In the second line we have defined the all important dimensionless quantities LT
and Lρ that bear obvious resemblance to instability criteria, as indeed they will be seen to be. For
use later on, we rewrite these definitions, explicitly highlighting the variables being held constant
on the partial derivatives:
T
LT ≡
Λ



∂L
∂T



ρ

ρ
and Lρ ≡
Λ



∂L
∂ρ



.

(4.26)

T

Substituting in the plane wave perturbations in (4.3) and (4.4) exchanges the derivatives for σ
and ik:
σAρ + ik · (Aρ v + ρAv ) = 0,

(4.27)

σ(Aρ v + ρAv ) + ik · (Aρ vv + 2Av ρv) + ikAp = 0,

(4.28)
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1
1
σAp +
ik · (pAv + vAp ) + ipk · Av
γ−1
γ−1




Ap Aρ
Aρ
Ap Aρ
= −Aρ L − ρΛLT
− ρΛLρ
,
−
− k2 κ T
−
p
ρ
ρ
p
ρ

(4.29)

where k2 = k · k in the last term of the last equation is a result of the ∇2 operator. We now recast
these equations by introducing a dimensionless growth rate and wave number,

n = σ ts ,

(4.30)

k0 = k cs ts ,

(4.31)

where ts is a fiducial sound crossing timescale and cs ts a corresponding length scale, cs =

p
γp/ρ

being the adiabatic sound speed in the background medium. The sound crossing timescale is
actually a free parameter that is controlled by specifying ts as some ratio of the characteristic
cooling timescale tth (defined below) associated with L. We also define dimensionless amplitudes as
A0q =

Aq
,
qc

(4.32)

where qc denotes the characteristic quantity used to normalize Aq ; we choose qc = (ρ, cs , ρc2s ) for the
amplitudes Aq = (Aρ , Av , Ap ) of the primitive variables. Then (4.27), (4.28), and (4.29) are made
dimensionless by multiplying by ts /ρ, ts /(ρcs ), and ts /(ρc2s ), respectively, to give
0

0

0

0

(4.33)

nAρ + ik · (Aρ M + Av ) = 0,
0

0

0

0

0

0

0

n(Aρ M + Av ) + ik · (Aρ MM + 2Av M) + ik Ap = 0,


1
1 0
i 0
1
0
0
0
0
nAp +
ik ·
Av + MAp + k · Av
γ−1
γ−1
γ
γ




Λ
L
Λ
κ
T
0
0
0
2
= −ts 2 Lρ +
Aρ − ts 2 LT + k
[Ap − Aρ ].
cs
Λ
cs
ρΛ

(4.34)

(4.35)

Here, M = v/cs is the vector Mach number and M its magnitude. Notice that this normalization
procedure has removed all background flow quantities from the l.h.s of the equations, save for
M. Where these background flow quantities appear on r.h.s of the energy equation reveals the
characteristic length of time scales governing the problem. In particular, noitce how the Field
length introduced in Chapter 1 enters. Begelman and McKee (1990) defined this quantity as simply
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p
p
κ T /ρΛ, whereas we defined λF = 2π κ T /ρΛ in order to write
2κT

k

=

ρΛ



λf
λ

2

(4.36)

,

where λ = 2π/k is the wavelength of the perturbation. In other words, our definition of λF is a
direct comparison of the conduction length scale and the perturbation length — and thus eventual
cloud size — which is why this definition of λF is comparable to the width of the cloud interfaces
p
(while κ T /ρΛ is an order of magnitude smaller).

We recognize Λ/c2s as the inverse of a characteristic cooling timescale and define the thermal

time introduced above as
E
,
Λ

tth ≡

(4.37)

noting that c2s = γ(γ − 1)E. The r.h.s of (4.35) further suggests that we define the new quantities
0

Lρ ≡ Lρ +
and



0

LT ≡ LT +

L
,
Λ

λf
λ

(4.38)

2

(4.39)

,

which are both physically significant: (4.38) will be seen to generalize the stability criterion to
account for perturbations off the radiative equilibrium curve (|L| > 0), while (4.39) contains the
modifications due to conduction. Multiplying (4.35) by γ(γ − 1) brings us to our final form for the
perturbed energy equation,
0

0

0

0

0

0

γnAp + iγk · MAp + iγk · Av = −

4.4.1

0

0

0

0

Lρ Aρ + LT (Ap − Aρ )
.
tth /ts

(4.40)

Dispersion relation in a stationary medium

As will be shown later, a moving background medium has no effect on the growth rate of TI. Since
the growth rate alone determines the instability criterion, we first present a detailed analysis of the
0

0

results of linear theory for M = 0. To derive a dispersion relation, we solve (4.33) for ik · Av ,
0

0

0

ik · Av = −nAρ ,
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(4.41)

0

0

0

and then use this relationship to solve both (4.34) and (4.40) for Ap /Aρ . Dotting k into (4.34)
gives

0

Ap
n2
0 = − 02 ,
Aρ
k
while (4.40) reveals

0

(4.42)

0

Ap
Lρ
0 = 1 −
0 .
Aρ
(tth /ts )γn + LT

(4.43)

Equating these expressions yields the cubic dispersion relation
0

0

0

Lρ − LT
tth /ts 3 LT 2
.
02 n +
0 2 n + (tth /ts )n =
γ
k
k

(4.44)

Only one of the roots is real valued and it corresponds to the TI mode. The other two are complex
0

valued and correspond to forward and backward propagating sound waves (relative to k ). We can
therefore write n = ±iω 0 to determine their real-valued (dimensionless) frequencies ω 0 . Note that
(4.44) has the same form as the cubic given by Field (1965) but now allows computing the growth
rates for the TI mode when |L| > 0.

4.4.2

Instability criteria

While the instability criteria for TI can be inferred from a deeper analysis of (4.44), it is more
informative to step back and see where the isobaric TI mode originates. An analysis of the eigenstructure of the equations of hydrodynamics (e.g., Toro 2009) reveals that the non-propagating TI
mode is associated with the ‘entropy mode’, suggesting its origin is in fact the energy equation.
Indeed we can already see this by noting that the sound waves just uncovered came entirely from
the momentum equation, as letting n = ±iω 0 = ±iωts lets us rewrite (4.42) as
0

A
w2
2 p
=
c
,
s
A0ρ
k2

(4.45)

where we returned to dimensional units in which k0 = (ts cs )k. This equation reveals the wave
q
0
0
velocity ω/k = cs (A0p /A0ρ ). Notice from (4.43) that Ap /Aρ = 1 when tth  ts , in which case the
waves suffer no damping and propagate at the adiabatic speed of sound.

0

0

A different way to view this is found by examining the physical meaning of the ratio Ap /Aρ ,
which in dimensional units is (Ap /ρc2s )/(Aρ /ρ) = (c2s /γ)Ap /Aρ . Recall that the amplitude Ap is just
0

0

the magnitude of the pressure perturbation δp, and likewise Aρ = |δρ|, so the statement Ap /Aρ = 1
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is equivalent to γδp/δρ = c2s . The isobaric TI mode, on the other hand, should have δp ≈ 0 and
0

0

0

0

therefore Ap /Aρ ≈ 0. By this logic, we see that the ratio Ap /Aρ coming from the energy equaiton,
(4.43), contains our instability criteria for TI in the regime where tth ∼ ts . Solving this equation
for n, we find

0

0

0

0

0

Lρ (1 − Ap /Aρ )−1 − LT
tth
=
n
.
ts
γ

(4.46)

0

With Ap /Aρ ≈ 0, we express (4.46) as
0

σtth

0

Lρ − LT
≈
,
γ

(4.47)

where we have returned to our dimensional growth rate σ. Exponential growth requires σ > 0 from
(4.3), so our instability criterion is
0

0

(4.48)

Lρ > LT .
0

0

Recalling the definitions of LT , we see that conduction has a stabilizing influence by increasing LT ,
thereby making it harder for this inequality to be satisfied. From (4.39), this can only happen for
sufficiently small wavelengths. Very short wavelengths, λ  λF , will correspond to large damping
rates (i.e. σ < 0) and this can be viewed as the evaporation of tiny perturbations.
Explicit in the definition of Lρ from (4.26) is vertical movement on a phase diagram in (ρ, T )0

space. From the definition of Lρ , we see that upon occupying an unstable location on the equilibrium
curve, deviations above it into regions of net cooling has a destabilizing influence, while veering
beneath it is stabilizing.

4.4.3

Recovering Balbus’ and Field’s criterion

Expanding the derivative in Balbus’ criterion, (4.17), leads to


∂L
∂T



<

p

L
,
T

(4.49)

and this reduces to Field’s isobaric criterion for gas in radiative equilibrium with L = 0. The
0

0

equivalence of this expression with (4.48) is readily seen by using the definitions of LT and Lρ and
the original definitions of LT and Lρ from (4.26) to arrive at


∂L
∂T



ρ

−

ρ
T



∂L
∂ρ



<
T
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L Λ
−
T
T



λF
λ

2

.

(4.50)

By the following thermodynamic identity,


∂L
∂T





=

p

∂L
∂T



ρ
−
T
ρ



∂L
∂ρ



(4.51)

,
T

we recover, after neglecting conduction (λF = 0), Balbus’ criterion for TI.

4.4.4

Generalized stability criterion

By expressing the growth rate in terms of Balbus’ criterion using (4.47), a useful comparison can be
made with the work of Kim & Narayan (2003), who carried out a full Lagrangian analysis including
conduction. Utilizing the results of §4.4.3 and recalling our definition of the thermal time,

tth =
(4.47) becomes



γ − 1 m̄
T
σ=−
γ k

E
P
=
,
Λ
ρ(γ − 1)Λ

∂L/T
∂T

(4.52)



γ − 1 m̄Λ
−
γ kT
p



λF
λ

2

(4.53)

.

Accounting for a typo,1 this expression is equivalent to that found in Kim & Narayan (2003),
demonstrating that Lagrangian and Eulerian analyses do in fact agree.
By requiring σ > 0, we arrive at the following generalized stability criterion for TI that accounts
for thermal conduction:



∂L/T
∂T



p



Λ
<− 2
T

λF
λ

2

(4.54)

.

Note that this criterion is still based on the approximation (4.47), which neglects any pressure
effects. The actual stability criterion from (4.46) is
0

0

0

0

(4.55)

Lρ > LT (1 − Ap /Aρ ),
0

0

but this is a priori unknown since Ap /Aρ is found by evaluating (4.43) after solving for n. Since
0

0

Ap /Aρ < 0 by (4.42), pressure effects are seen to be stabilizing. To assess the presence of TI
definitively, therefore, the dispersion relation must be solved to see if the growth rate is actually
0

negative for the specific radiative cooling model underlying L, which yields the parameters LT ,
0

0

0

Lρ , and tth , and the actual perturbation, which is determined by k and Aρ . In practice, the
approximation (4.47) only breaks down for parameters leading to very small growth rates (for only
1

There should be an additional factor of T in their equation 25.
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then can the stabilizing influence of pressure have any effect), and therefore the interesting regime
is always given by the analytic instability criterion, (4.54).

4.4.5

Dispersion relation in a uniformly moving medium

We stated earlier that a nonzero velocity of the background medium does not alter the growth rate
of TI. This is because the dispersion relation with M = constant works out to be identical to (4.44)
but with n changed to
0

n0 ≡ n + ik · M.

(4.56)

Thus, there is only a phase modulation of the exponential. To arrive at this result, simply carry out
0

0

the same procedure as before: first obtain an expression for ik · Av from (4.33), and then use this to
0

0

solve both (4.34) and (4.40) for Ap /Aρ — equations identical to (4.42) and (4.43) are obtained, but
0

with n0 in place of n. This means that Ap becomes a complex number, and the resulting waveforms
are just shifted versions of Figure 4.1.

4.5

Numerical simulations of TI

Numerical simulations of cloud formation commonly seed the TI using a superposition of individual
plane wave solutions to the M = 0 dispersion relation (e.g., Koyama & Inutsuka 2004) or random
perturbations (e.g., Choi & Stone 2012). Our goal is to study the nonlinear regime of TI in a very
controlled means in order to investigate the effect of self-consistently including a radiation force.
We therefore seed the TI using a single isobaric perturbation and then let it evolve.

4.5.1

Initial conditions for cloud simulations

The analytic waveforms in Figure 4.1 are the initial conditions for our numerical simulations. The
definitions of our Eulerian perturbations from the beginning of the chapter become in dimensionless
units
0

0

q(x, t) = q0 (x, t) + qc Aq exp(n0 t0 + ik · x).

(4.57)

Recall that qc = (ρ, cs , ρc2s ) is the normalization corresponding the the respective variable q =
(ρ, v, p) and are taken in terms of initial values q0 (x, 0). The exponential is of course just a calculational device, as what we need are waveforms in terms of sine and cosine functions. These functions
56

are obtained by taking the real part of (4.57), but this requires a bit of effort since for M 6= 0, both
0

Aq and n0 are complex valued. Let us therefore denote Aq = aR +iaI and n0 = nR +inI = n+ik ·M0
and consider the flow to be moving in the x-direction with Mach number M0 in the presence of a
0

0

perturbation along x, i.e. k = (kx , 0, 0). We have,
0

0

0

0

Aq exp(n0 t0 + ik · x) =(aR + iaI )enR t exp[i(nI + kx x)]
0

0

0

0

0

0

0

(4.58)

=[aR cos(kx x + kx M0 ) − aI sin(kx x + kx M0 )]ent +
0

0

0

i[aI cos(kx x + kx M0 ) + aR sin(kx x + kx M0 )]ent ,
and taking only the real part gives the following analytic solution for the density along x, which
0

has aR =Aρ and aI = 0:
0

0

0

ρ(x, t) = ρ0 + ρ0 Aρ cos[kx (x + M0 )]ent .

(4.59)

Since the superposition principle holds for the linearized equations, any perturbations along y or z
will simply add on cosine factors, thereby fully determining ρ(x, t) in the linear regime. We limit
ourselves to 2D simulations in this thesis, giving
0

0

0

0

0

0

ρ(x, t) = ρ0 + ρ0 (Aρ )x cos[kx (x + M0 )]enx t + ρ0 (Aρ )y cos[ky y]eny t ,

(4.60)

where we have allowed for different amplitudes, wavenumbers, and growth rates in each direction.
The perturbation amplitudes for density above are free parameters. The velocity and pressure
0

amplitudes are given in terms of Aρ by (4.41) and (4.42). The solution for the velocity along x,
0

0

0

which has aR = −M0 Aρ and aI = (n/k )Aρ , reads
0

v(x, t) = v0 − cs,0 Aρ
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0
0
0
k

0
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0

Pressure has aR = −n2 /k 2 + M20 and aI = −2M0 n/k giving
p(x, t) = p0 +

0
ρ0 c2s,0 Aρ




n2
n
0
0
0
2
− 0 + M0 cos[k (x + M0 )] + 2 0 M0 sin[k (x + M0 )] ent .
k2
k

(4.62)

For the y-direction, an analogous factor in brackets is added. Figure 4.1 is a plot of these 1D
solutions for M0 = 0.

0

We note that in addition to serving as initial conditions (by neglecting the factors of ent above),
these analytic solutions can used for several different code tests. Since TI requires source terms for
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both heating and cooling and conduction, these solutions can serve as benchmarks for those modules.
They can additionally be used to assess advection errors, which increase with M0 ; Eulerian codes
are highly susceptible to these errors.

4.5.2

Cloud tracking and a bound for the density perturbation

Here we mention two numerical considerations that are important for simulating TI. First, a technique to minimize advection errors, by keeping the velocity field small, was developed by Shin et
al. (2008) and is commonly referred to as ‘cloud tracking’. It involves calculating the average cloud
velocity at every timestep and subtracting this from the velocity field at every location. Without
the use of cloud tracking in our simulations, the advection errors were found to be severe enough to
affect the energy balance in the core of the cloud, likely attributable to numerical errors associated
with the ∇ · v (pressure work) term in (2.18).
0

Second, if the amplitude Aρ is not chosen small enough, nonlinear terms will prevent an exact
0

match with the above analytic solutions. A bound on Aρ placing the initial conditions fully in the
linear regime can found by examining the perturbed ideal gas law to second order. A departure
from an equilibrium state will always satisfy
p0
p0 + δp
=
,
(ρ0 + δρ)(T0 + δT )
ρ0 T0

(4.63)

δp
δρ δT
δρδT
=
+
+
.
p0
ρ0
T0
ρ0 T0

(4.64)

which is the same as

We require the nonlinear term to be very small, i.e.
δρ δT
δp
 .
ρ0 T0
p0
0

0

(4.65)
0

0

Now δρ/ρ0 is Aρ and δp/p0 is γAp , so we find the bound Aρ  |γAp /(δT /T0 )|, which upon substi0

tuting in (4.24) and noting that Ap  1 gives, according to (4.42),
0

Aρ 
0

√

γ

n
0 .
k

(4.66)

0

Moreover, it is seen that δT and Ap /Aρ have the same sign, meaning δT < 0 for δρ > 0, providing
us with an expectation for when nonlinear terms begin to affect the solution: the pressure should
58

drop below the analytic solution according to (4.64). This effect is indeed seen while still in the
linear (i.e. exponential) growth regime.
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Chapter 5
CLOUD FORMATION AND ACCELERATION
Chapters 5-8 contain slightly modified versions of the published papers on which this thesis is based.
The previous chapter presented the initial conditions used to evolve an isobaric TI mode into the
nonlinear regime, while in Chapter 3 we derived a generic form for the radiation force, frad , that
we use to obtain the results presented in §5.3. Specifically, in Chapter 3 we divided the radiation
field into N frequency groups, which allowed us to write frad in the familiar form of (3.9). Here we
arrive at an explicit expression for frad by approximating the radiation field as consisting of only an
ionizing X-ray flux FX and a non-ionizing UV flux, FU V . That is, we take N = 2, giving

frad =

κX ρ FX
κU V ρ FU V
x̂ +
x̂.
c
c

(5.1)

Here we have also made a ‘local simulation’ approximation, as we assume radiation free streaming
through a local region of space that originated from a distant source, in which case we can align
our simulation domain in the direction of the flux, taken to be x̂.
We must now associate κX and κU V with the relevant sources of opacity identified in §3.2.
Our designating FU V as a non-ionizing flux implies that the UV photons will not heat the gas,
and a bound-free opacity is therefore only associated with κX . The ions that are predominantly
responsible for line-driving have resonance line transitions in the UV range, meaning that only κU V
has a bound-bound opacity contribution. We thus rewrite (5.1) as


frad = κX,f f + κX,bf + (κU V,f f

FU V
+ κU V,bb )
FX



ρ FX
x̂.
c

(5.2)

Here we have included a free-free opacity for both FX and FU V , and since electron scattering
is frequency independent, κX,f f =κU V,f f = κe . As described in §5.2, an effective bound-bound
opacity is embodied by the force multiplier, which is denoted M (t) (t is a dimensionless optical
depth parameter) and quantifies the enhancement in scattering opacity due to lines compared with
electron scattering, i.e. κU V,bb = M (t)κe . Defining the flux ratio fU V ≡ FU V /FX as well as
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σX ≡ κX,bf /κe , we now have
frad = (1 + σX + [1 + M (t)]fU V )

κe ρ FX
x̂.
c

(5.3)

This is the final form of the radiation force we use. Note that in AGN, fUV > 1.

5.1

Theory and expectations

To facilitate a simple comparison between our simulations and Field’s theory (i.e. the linear growth
rates), we include thermal conduction, assume the gas to be initially stationary, homogenous, and
non-magnetized, and we do not include gravity. We model the formation and evolution of optically
thin clouds whose thermal equilibrium state is controlled by impinging radiation by adopting a realistic prescription for heating and cooling appropriate for gas in an AGN environment. Specifically,
we use a net cooling function, L, that includes the following radiative processes: (1) Compton and
inverse-Compton scattering, (2) photoionization and recombination, (3) Bremstrahlung, and (4)
line-emission. In an optically thin case, L depends on the gas temperature, T , and photoionization
parameter, ξ = 4πFX /n, where FX is the X-ray flux and n is the gas number density.1
The following theoretical picture forms the basis of our expectations and motivates our simulation setup. For a given ξ, gas in equilibrium at temperature Teq will have heating balancing cooling
[i.e., L(Teq , ξ) = 0]. Therefore, it will occupy one point on the radiative equilibrium curve (the
solid line which is hereafter denoted the S-curve) shown in the top panel of Figure 5.1. Suppose
that initially this point is at a stable location on the S-curve such as at position 1 in Figure 5.1,
but some physical event transpires that results in a reduction of FX so that the gas finds itself
out of equilibrium at location 2 with, for example, ξ2 = 190. It will quickly cool to reside on the
S-curve at location 3 (with ξ3 = ξ2 ). However, at this position, gas is thermally unstable to perturbations with constant pressure p, as it violates Field’s criterion for stability, [∂L/∂T ]p > 0. More
generally, only the region below the dashed line is thermally stable according to Balbus’ criterion
[∂(L/T )/∂T ]p > 0, with the consequence that gas occupying the shaded grey region in Figure 5.1
will evolve to points on the S-curve outside of the grey region. Continuing with our example, the
slightest density perturbation present in the gas at location 3 will grow exponentially at the linear
theory rate and at nearly constant pressure until the perturbation becomes nonlinear. Rapid non1

The units for ξ are erg cm s−1 and we do not cite them hereafter.
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Figure 5.1: Temperature and opacity dependence on the photoionization parameter expected in
an AGN environment. Top panel: The solid line is the S-curve found by solving L(T, ξ) = 0.
The region above (below) this line is patterned light blue (red) to denote cooling (heating), as
gas in this region is above (below) the equilibrium temperature. The dashed curve (defined by
[∂L/T )/∂T ]p = 0) marks the isobaric instability criterion. Thermally stable gas must lie below this
curve; gas anywhere in the grey region cannot settle on the S-curve in this region without being
unstable. The dotted line shows a constant pressure slope. Stable gas at location (1) is envisioned to
be suddenly subjected to a reduced flux, placing it at location (2), where it is unstable. This gas will
rapidly cool (nearly isochorically) until it reaches a new thermal equilibrium which is now unstable
[marked as location (3) on the equilibrium curve]. We begin our simulations at this new equilibrium
to follow the growth of an isobaric perturbation. As one can anticipate, the perturbation grows
maintaining pressure equilibrium even during the non-linear phase and the points representing gas
move along the dotted line; in particular those representing the cold gas move toward yet another
thermal equilibrium location (4) which is now stable. All points in the computational domain of
1-D run RFLDX (radiation force due to X-rays and lines) are over-plotted as blue (T < Teq ) and
red (T > Teq ) dots to indicate the final state of the gas. Bottom panel: Gas opacity in the units of
the Thomson opacity as a function of ξ. The solid red line represents bound-bound opacity, Mmax .
This opacity can become orders of magnitude larger than bound-free opacity σX (shown as the
solid black line). The solid blue line represents the opacity of the most opaque line. To gauge the
increase in opacity for the cloud formed in the top panel [location (4)], the two vertical lines mark
the initial conditions (ξ3 = 190) of the gas and the eventual location of the cloud core (ξ4 ≈ 73).
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linear growth (still at nearly constant pressure) will then commence (e.g., Burkert & Lin 2000) and
result in the formation of a cloud with a core density approximately determined by the intersection
of the dotted line and the S-curve (position 4), which is where the gas in the core is stable.
The bottom panel of Figure 5.1 illustrates how various gas opacities depend on ξ. Solid black
and red lines show the bound-free opacity, σX , and the total line opacity, Mmax , respectively. The
solid blue line represents the opacity of the most opaque line. One can see that for ξ3 , the boundfree and bound-bound opacity is negligible. (The vertical line in the grey region marks the location
ξ3 = 190.) However, once the thermally unstable gas forms a dense cloud, σX and Mmax are
significantly increased, as indicated by the left vertical line at ξ4 ≈ 73. Therefore the cloud can be
accelerated by the same source that heats it.

5.2

Governing equations

To confirm and quantify our expectations, we numerically solve the equations of hydrodynamics,
(2.38) - (2.40). We denote the functional dependence of the net cooling function as L = Λ − Γ, with
n
(Lff + Lbb ) [erg g−1 s−1 ], and
µmp
n
Γ=
(GC + GX ) [erg g−1 s−1 ],
µmp

Λ=

(5.4)
(5.5)

where µ is the mean molecular weight (set to 1.0 in this work) such that n = µmp ρ (with mp the
proton mass), Lff and Lbb are the cooling rates due to free-free and bound-bound transitions, and
GC and GX are the heating rates due to Compton and X-ray heating, respectively (all four rates
are in units of erg cm3 s−1 ). For Lff and GC , we use the well-known analytic formulas based on
atomic physics; see Appendix A. For Lbb and GX , meanwhile, we use the analytical fits given by
Blondin (1994), who found good agreement (to within 25%) between his approximate rates and
those resulting from detailed photoionization calculations. Blondin’s formulae, also provided in
Appendix A, assume an optically thin gas of cosmic abundances illuminated by a TX = 10 keV/kB
bremsstrahlung spectrum (with kB Boltzmann’s constant).
To evaluate frad , we must specify FX , σX , fU V , and M (t) in (5.3). The X-ray flux is set by
the photoionization parameter ξ, so FX = nξ/4π. The quantity σX is an effective X-ray opacity in
units of κe that we compute using (3.16) as (4πGX,h /ξ)/κe , where GX,h is the heating part of GX
(see Appendix A). In the optically thin limit, M (t) takes on its maximum value, Mmax , and is just
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a sum of opacity contributions from all the lines. It depends on the gas composition, ionization,
excitation and oscillator strengths [e.g., see eqs. 10 and 11 in Castor, Abbott, & Klein, (1975);
CAK hereafter]. We evaluate Mmax following Stevens & Kallman (1990, SK90 hereafter) with a
modification due to Owocki, Castor, & Rybicki (1988), who used
α
Mmax = kCAK (1 − α)ηmax
.

(5.6)

Here, kCAK is proportional to the total number of lines, α is the ratio of strong to weak lines, and
finally ηmax = κL,max /κe is a dimensionless measure of opacity of the most opaque line (with κL,max
being the line opacity coefficient of the thickest line).
SK90 carried out detailed photoionization calculations for a radiative environment appropriate
for X-ray sources and parametrized their results in terms of the above expression for Mmax by
allowing kCAK to be T -dependent and ηmax to be ξ-dependent. Instead of the fit for kCAK (T ) from
SK90, we use equation (17) of Proga (2007) due to Kallman (2006, private communication), as
this may better represent the increase in the number of lines with decreasing temperature in AGN.
This expression and that for ηmax (ξ), which is equation (19) of SK90, are provided in Appendix B.
Both of these fits were generated assuming α = 0.6. In the bottom panel of Figure 5.1, we plot
σX along with Mmax . Notice that Mmax can be roughly a few thousand for gas ionized by a weak
radiation field, whereas it decreases asymptotically to zero for highly ionized gas as the radiation
field becomes stronger.

5.3

Methods and results

We solve equations (2.3)-(2.40) in 1-D and 2-D using the CTU integrator, Roe flux, and explicit
conduction module of the MHD code Athena (Stone et al. 2008). We modify the original version
of the code by adding the momentum and heating and cooling source terms in the same way that
Athena’s built-in static gravitational potential source term is implemented to achieve 2nd order
accuracy in both space and time. We use a less accurate method for integrating the conduction
term in time in our 2-D simulations than in our 1-D simulations. Specifically, we use Athena’s
super time-stepping scheme (STS; see O’Sullivan & Downes 2006), although we note that a 2nd
order accurate in time STS algorithm does exist (Meyer et al. 2012) and we are testing it for future
use.
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5.3.1

Initial and boundary conditions

Given the atomic physics behind our S-curve and the opacities in Figure 5.1, the following free
parameters govern our problem: the wavenumber and density amplitude of the TI perturbation, k
and δρ, as well as the ratio of the initial sound crossing and thermal times tth /tsc , which together
determine the number of clouds and their formation time; the initial photoionization parameter
ξ3 , which controls the intensity of the radiation field and the equilibrium temperature Teq ; the
equilibrium pressure, namely the product neq Teq , which sets the physical units of the cloud and its
environment; and finally fU V , which parametrizes the shape of the spectral energy distribution in
a simple way.
Our initial conditions are full wavelength profiles of the TI condensation mode, found from
equations (11)-(14) in Field (1965), applied to density, velocity, and pressure. We adopt neq Teq =
1013 K cm−3 in accordance with AGN observations and their modeling (e.g., Davidson & Netzer
1979; Krolik et al. 1981). The length scale of the perturbation is fixed by the adiabatic sound
speed at position 3 in Figure 5.1, ceq , and a choice for the initial sound crossing time, tsc . We chose
tsc equal to the initial thermal time, tth = Eeq /Λeq , which results in near maximum linear growth
rates for the condensation mode. These rates are obtained by solving the dispersion relation in
Field (1965; eq. 15). For both 1-D and 2-D simulations, we use periodic boundary conditions and
set the domain size in the x-direction, ∆x, equal to the perturbation wavelength λx = ceq tsc . The
amplitude of the density perturbation is δρ = 5.0 × 10−5 ρeq .
With this setup, the unstable region of Figure 5.1 is parametrized entirely by ξ3 , and varying
this parameter leads to the formation of clouds with substantially different properties. A realistic
value for AGN is likely ξ3 = 500, as this results in a pressure photoionization parameter Ξ ≡
(FX /c)/(neq kB Teq ) ≈ 9.0, and the AGN environment is expected to be hospitable to clouds for
Ξ . 10 (e.g., Krolik et al. 1981). For ξ3 = 500, the linear growth rate of the TI is comparatively
small, taking more than 400 days for the density of the cold gas to double, and estimates based on
Figure 5.1 indicate that a 1-D (or 2-D planar) cloud will form at ξc ≈ 20 with a width lc ∼ 0.5 AU, a
temperature Tc ∼ 4 × 104 K, a number density nc ∼ 3 × 108 cm−3 , and a density contrast of χ ∼ 30.
The radiation force due to lines can be very powerful, with Mmax at least 103 .
This more realistic cloud is, however, very optically thick for many strong UV lines. (Moreover,
as we discuss in §5, it is challenging to accurately resolve in multi-dimensions.) Our present simulations are designed to explore the optically thin regime, as this regime allows us to focus on the
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purely hydrodynamical effects of cloud formation and acceleration without the further complications involved when solving the equations of radiation hydrodynamics (RHD; cf. Proga et al. 2014).
This restricts ξ3 to a very narrow range of values corresponding to larger, less realistic values of Ξ,
as there is obviously an upper limit on the density of clouds whose acceleration we can accurately
model without RHD.
To estimate this upper limit on the density, we assume the cloud forms with both a constant
density ρc and width lc (which will be seen to be very nearly the case here), so that we can write
ηmax = τL,max /τs , where τL,max = κL,max ρc lc is optical depth of the thickest line and τs = σe ρc lc is
the electron scattering optical depth of the cloud. Demanding that the cloud to be optically thin
to all bound-bound transitions (i.e. τL,max < 1) requires ηmax τs < 1, or
ρc < (σe lc ηmax )−1 .

(5.7)

We chose the value ξ3 = 190 since it produces a cloud with the highest density contrast that satisfies
this inequality at all times in 1-D. (In §4.4, we verify our optically thin assumption in both 1-D
and 2-D using a more accurate estimate.) For ξ3 = 190, Mmax does not exceed 40. To explore the
effects of the stronger line force, we set fU V = 10, which is guided by observational results from
Zheng et al. (1997) and Laor et al. (1997).

5.3.2

Simulations

We have performed over 30 simulations exploring a variety of parameters and numerical setups. Here
we report in some detail on a set of four simulations that differ only by the applied radiation force:
RF (electron scattering only), RFX (electron scattering plus X-ray absorption), RFLD (electron
scattering plus line-driving), and RFLDX (electron scattering, line-driving, and X-ray absorption).
We will especially focus on run RFLDX, as this case is most representative of the physical conditions
in AGN. Compared to a more realistic AGN cloud described above, for our adopted value of ξ3 = 190
the cloud growth is much faster, taking only 2.4 days to double in density, while lc ≈ 6.5 × 1010 cm
(0.004 AU), Tc ≈ 7.0 × 104 K, nc ≈ 1.4 × 108 cm−3 , χ ≈ 8.0, and Ξ ≈ 19. The physical units
corresponding to our numerical results are listed in Table 1.
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Figure 5.2: Profiles of run RFLDX in 1-D at time 120 tsc . The resolution is Nx = 1024 zones.
Numbers above panels are offsets, e.g., the velocity ranges from about 1.3843 ceq to 1.3851 ceq . The
dotted vertical line indicates the position of the maximum density gradient. The 2nd from bottom
panel compares the heating and cooling rates R in the energy equation, while the bottom panel
compares the various accelerations. Solid (dashed) portions of lines in these panels indicate positive
(negative) values, e.g. conduction transfers heat into the interfaces at the expense of the medium,
while the specific pressure force points to the left (opposite the cloud motion) in the cloud core and
to the right elsewhere.
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Table 5.1: Physical units(corresponding to ξ = 190 & tth /tsc = 1)
Quantity Value (cgs units)
ρeq
8.65 × 10−17 g cm−3
neq
5.17 × 107 cm−3
Teq
1.93 × 105 K
ceq
5.16 × 106 cm s−1
tsc
6.03 × 104 s
λx
3.11 × 1011 cm
FX
7.82 × 108 erg s−1 cm−2
κ0
1.58 × 107 erg s−1 K−1 cm−1
Λeq
3.97 × 108 erg g−1 s−1

5.3.3

Results of 1-D Simulations

Despite the different radiation forces, the clouds in all four runs are formed at the same time and
with the same density and temperature contrasts, and the gas therefore traces the same ‘tracks’ on
the T − ξ plot in Figure 5.1. The over-plotted red and blue dots in Figure 5.1 show the tracks for
RFLDX at t = 120 tsc , which represents the time where the flow reached a thermal steady state
(see below for more details). Note that the red tracks do not reach the radiative equilibrium curve
(i.e. L = 0), but rather an equilibrium curve given by ρL = κ0 ∇2 T .
Also note that there are tracks occupying an unstable (according to Balbus’ criterion) region in
Figure 5.1, namely, the tracks within the grey region that are above the dashed line. Given that the
gas in the cloud core occupies location 4 and is in pressure equilibrium with the medium, it must
be the case that some portion of the gas occupies this unstable region in order for the density and
temperature to be continuous everywhere. These tracks correspond to the gas in the conductive
interfaces of the cloud. In Figure 5.2, we plot profiles of the solution overplotted in Figure 5.1, and
the width of the interfaces can be judged from the density panel. The local Field length in the
p
interfaces is close to the initial equilibrium value, λF /λx = (2π/λx ) κeq Teq /(ρeq Λeq ) ≈ 0.19, while

the interface width is two or three times smaller than this. Interface gas is permitted to occupy
parameter space that is thermally unstable according to Balbus’ criterion because regions smaller
than the Field length are stabilized by thermal conduction (measured by the heat flux that is shown
in the fifth panel of Fig. 2) and are formally stable to TI according to the generalized criterion
(4.54).
We find that in all of these runs the gas arrives at a state of thermal equilibrium by t = 90 tsc .
The second from bottom panel in Figure 5.2 shows how this equilibrium state is possible. Both the
net cooling function (red curve) and the conduction term (black curve) are positive at the interfaces
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of the cloud and negative in the hot medium. These terms are of opposite sign in equation (2.40)
and therefore balance each other. The compression term (cyan) is negligible at this time, but it was
the dominant term when the cloud was forming.
The radiation force prevents the gas from reaching a mechanical equilibrium state. Rather,
in each case the cloud core undergoes dynamical changes (i.e. the pressure and velocity profiles
adjust) to permit nearly uniform acceleration. To show this, we plot the net flow acceleration in the
bottom panel of Figure 5.2 (cyan line), which is the sum of the other curves displayed. Line driving
operates almost uniformly throughout the cloud core. As can be seen by either the acceleration or
the pressure panel, the response of the gas pressure is to exert a nearly constant drag force on the
cloud to compensate for the driving force, while the medium is pushed along since it has nowhere
else it can go in 1-D. The adjustment of the forces is obtained shortly after the cloud is formed,
with the acceleration profiles resembling those shown in the bottom panel at around t = 55 tsc
for runs RFLD and RFLDX. Some profiles (especially velocity) continue to undergo changes until
t = 120 tsc ; the shapes shown in Figure 5.2 are maintained as the cloud continues to accelerate to
high Mach numbers.
The results from our 1-D simulations confirm our basic picture for cloud formation and acceleration. As a next step, we perform 2-D simulations where destructive processes may change
our results. Our primary concern is the Rayleigh-Taylor (RT) instability, and subsequently the
Kelvin-Helmholtz (KH) instability. Figure 5.2 shows that the left interface is RT stable, as the
density increases in the direction of acceleration. However, the right interface is likely unstable due
to the adverse density arrangement (e.g., Krolik 1977, 1979; Mathews & Blumenthal 1977; Jacquet
& Krumholz 2011; Jiang et al. 2013).

5.3.4

Results of 2-D Simulations

The simplest extension of our 1-D simulations to 2-D is to form a cloud with a planar slab configuration. The initial conditions and overall setup is as before. However, to fully explore 2-D effects,
we now break the uniformity in the y-direction by introducing a perturbation with a wavelength
the size of the domain in the y-direction (i.e. λy = λx /2) and δρ = 5 × 10−7 ρeq .
In Figure 5.3, we present a comparison of our four 1-D runs and their 2-D counterparts, and we
also verify our optically thin assumption. The maximum density of the cloud versus time is plotted
in the top panel. It is clear that there is no significant difference in any of the runs during the cloud
69

Figure 5.3: Comparison of all runs in 1-D and 2-D. Dashed (solid) lines denote 1-D (2-D) runs. In
both panels, all curves nearly overlap during the nonlinear cloud formation process, which completes
at time ≈ 50 tsc . In the top panel, we also verify that the cloud in run RFLDX is optically thin to
UV radiation by calculating an estimate to the optical depth using equation (5.8). This estimate
in 1-D (2-D) is given by the dashed (solid) black line. The dotted vertical lines mark the times
corresponding to the snapshots in Figure 5.4.
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Figure 5.4: Density snapshots of run RFLDX in 2-D in units of ρeq . The domain size is [λx , λx /2]
with resolution [Nx , Ny ] = [1024, 512]. Since the cloud continually advects through the domain
boundaries, the images are manually aligned for visual comparison. Velocity arrows are overlaid
after subtracting the mean x-velocity of the cloud (displayed in the upper right corner) from vx , the
cloud being defined as gas with ρ > 1.57ρeq . Time is shown in the lower left corner of each panel.
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Figure 5.5: Mass fractions for run RFLDX in 2-D at four different resolutions. Blue, black, and
red curves track the fraction of the gas contained in the cloud, the interfaces, and the medium,
respectively; our method of differentiating these regions is described in §4.4. The dotted vertical
lines mark the times corresponding to the snapshots in Figure 5.4. The mass fraction of the cloud
monotonically increases until the RT spike becomes fully nonlinear, after which it begins to monotonically decrease until the spike becomes a detached structure. At this point our results become
resolution dependent.
formation process, which ends at t ≈ 50tsc . As mentioned in §4.1, for runs RFLD and RFLDX to
be optically thin to UV photons, we require τL,max < 1. We estimate τL,max as

τL,max = σe

Z

2

λx

ηmax,90 (x)ρ(x)dx,

(5.8)

0

where ηmax,90 denotes only those values of ηmax in the range [0.9 ηmax , ηmax ]. We use this range to be
able to identify gas at a constant opacity in our numerical representation of ηmax . The black curves
in the top panel of Figure 5.3 show this estimate for τL,max in both 1-D (dashed line) and 2-D (solid
line). In the latter calculation, we consider a ray through the center of the cloud at y = 0.25λx .
Overall, the cloud can indeed be considered optically thin at all times, except possibly at its center
during a very short period of the acceleration phase in 2-D, which as will be made clear below,
coincides with when the cloud is significantly lengthened by the onset of disruptive processes.
The bottom panel of Figure 5.3 shows the average velocity of the cloud versus time, where we
2

Note that the ‘expanding’ optical depth formula, τL,max = σe ηmax ρ vth |dv/dx|−1 (see CAK) is not valid here
because the Sobolev length vth /|dv/dx| is much greater than the density scale height. That is, the scale over which
the velocity changes by the thermal width of the line (vth ∼ 20 km s−1 ) is much greater than the interface width
(∼ λF ), the scale over which the density (and hence opacity) changes appreciably.
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define the cloud as being the gas to the left of the grey region in Figure 5.1 (i.e. ξ < 121.2, which
corresponds to ρ > 1.57ρeq ). It indicates that significant acceleration only takes place after the cloud
formation process has ended, as line opacity is only activated once the cloud forms. While 1-D runs
of RFLD and RFLDX uniformly accelerate to supersonic speeds, the acceleration is suddenly halted
in 2-D around t ≈ 66tsc .
In Figure 5.4, we plot snapshots of run RLFDX, to illustrate the very different fate of a rapidly
accelerated cloud in 2-D. The first frame shows that the slab formed at t = 45 tsc . The initial
perturbation in the y-direction grows into a slight over-density region in the center of the slab,
which then undergoes greater acceleration than its surroundings and causes a small bulge to appear
around t ≈ 55tsc (not shown). Viewing this bulge as a perturbation along the surface of the slab,
the basic criteria for the RT instability is satisfied: heavy fluid is pushing against light fluid. The
same conclusion applies to runs RFX and RFLD, although for run RFX it will take much longer
(several hundred tsc ) for the bulge to grow due to the weak acceleration. Run RF, however, which
has a constant acceleration due to Thomson opacity, evolves identically in 1-D and 2-D for all time;
any density perturbation in the y-direction receives the same push as any other point in the flow.
The remaining frames in Figure 5.4 reveal how the breakup of the cloud ensues as the RT
instability develops and soon becomes accompanied by the KH instability. First the bulge evolves
to become mushroom-shaped, forming a structure resembling the classic RT ‘spike’, which features
prominent KH ‘rolls’ at t = 66 tsc made possible by the increased relative velocity between the cloud
and medium. The halting of the acceleration happens around this time. The connecting plume then
disperses (i.e. its gas is heated) as the spike separates further from the slab. The slab would likely
disperse also, due to the mass lost to the spike, but instead it is somewhat thickened by the approach
of the spike from the backside. This collision perspective is shown in the final panel at t = 75 tsc .
The cloud is eventually either completely dispersed back into the medium, or coexists with it in
a disordered manner in what could be called a clumpy flow once the vertical symmetry is lost. The
simulations presented here do not let us make any definitive statements because we noticed that our
solutions become resolution dependent at about time 73 tsc for run RFLDX. This loss of convergence
is shown in Figure 5.5, where for four different resolutions, we plot the mass fraction of the three
components of the gas: (i) the cloud (blue), again defined as gas with ξ < 121.2 or ρ > 1.57 ρeq (ii)
the interface (black), defined as the portion of the gas in the grey region that is unstable, i.e. the
tracks above the dashed line in Figure 5.1 with 121 ≤ ξ ≤ 278 or 0.68 ρeq ≤ ρ ≤ 1.57 ρeq ; (iii) the
medium (red), defined as the (stable) gas with ξ > 278 or ρ < 0.68 ρeq . The mass fraction is defined
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as the mass of each component divided by the total mass and is given by m = (Nx Ny )−1

P

ij

ρij /ρeq ,

where Nx and Ny are the number of grid zones in the x and y directions and the sum ranges over all
zones (i, j) that satisfy one of the criteria (i)-(iii). Once the mass fractions for resolutions Nx = 1024
and Nx = 2048 differ, we cannot claim to accurately follow the cloud’s evolution.
The mass fractions provide a complementary description of the cloud evolution depicted in
Figure 5.4. The cloud appears fully formed by t ≈ 50 tsc , which coincides with the peak mass
fraction of the medium, but mass keeps piling on until t ≈ 63 tsc . Indeed, we observe that the
velocity arrows at t = 50 tsc in Figure 5.4 point toward the cloud, indicating continued growth at
the expense of the medium. The overall fraction of gas occupying interface regions is a minimum at
t ≈ 60 tsc , and this is despite the overall increase in the size of interface region (due to the bulge)
because the interfaces are narrower. The cloud mass fraction reaches a maximum at t ≈ 63 tsc
when the RT spike has become fully nonlinear, and thereafter monotonically decreases, with the
mass being taken up entirely in the interfaces, until the RT spike becomes detached from the slab.
During this time, the medium continues losing mass to the interfaces. The loss of convergence is
likely due to the appearance of small scale structures as the cloud is disrupted.

5.4

Discussion

As the next planned phase of our ongoing investigation of cloud acceleration initiated in Proga et al.
(2014), this chapter considered the cloud formation and acceleration processes simultaneously for
the first time. In particular, we have extended the basic theory of the nonlinear outcome of TI by
self-consistently solving for the dynamics of optically thin gas in the presence of a strong radiation
field. Our resulting simulations have made it possible to study in detail the evolution of the isobaric
condensation mode in thermally unstable gas from an initial perturbation to a dense, high velocity
cloud. The cloud forms in a radiation pressure dominated environment, but the radiation force
has practically no effect on the cloud formation process in either 1-D or 2-D. The reason is simply
because there is no momentum transfer from the radiation to the gas unless there is also sufficient
opacity, and the sources of opacity are not activated until the cloud is formed.
The initial motivation for this work was simply to demonstrate that the nonlinear phase of
TI leads to a natural mechanism to produce fast clouds via acceleration due to lines. In so doing
we were led to the inescapable conclusion that accelerated clouds undergo rapid deformation and
are ultimately destroyed, thereby confirming long-standing assertions about the inevitability of
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cloud destruction (e.g., Mathews 1986; Krolik 1999 and references therein). However, we find that
optically thin clouds can survive long enough to be accelerated to relatively high velocities and
travel a significant distance of many cloud sizes, in contrast to investigations exploring pre-existing
optically thick clouds (Proga et al. 2014 and references therein.) Consequently, the best hope for
cloud-based models of AGN is to identify robust mechanisms for continually producing clouds (e.g.,
in “outflows from inflows” as illustrated in simulations presented by Kurosawa & Proga 2009 or
Mościbrodzka & Proga 2013). It is therefore important to thoroughly study how clouds form via
TI and how they evolve before disruptive processes take hold.
We found that a rich set of dynamics unfolds during the cloud formation process. For example,
for run RFLDX (radiation force due to X-rays and lines) in 1-D, there are three nonlinear phases
of the TI: (i) initial growth and saturation (t ≈ 40 − 46 tsc ); (ii) evolution toward a uniformly
accelerating solution (t ≈ 46 − 55 tsc ) (iii) evolution toward a thermal equilibrium state (t ≈ 46 −
90 tsc ). Figure 5.4 shows that phases (i) and (ii) have both completed before the RT instability can
develop, so these phases also take place in 2-D, while phase (iii) has a different outcome in 2-D and
the uniform acceleration cannot be maintained.
More effort is needed to investigate the growth of the RT and KH instabilities. This is an important matter since the appearance of these instabilities governs the end phase of TI and therefore
dictates the ultimate fate of the cloud. These instabilities develop after the TI saturates. Therefore, it should be possible to confirm the theoretical linear growth rates by conducting a careful
numerical perturbation analysis (e.g., by introducing sinusoidal perturbations along the interfaces
of a 2-D planar slab initialized using a 1-D solution). That said, we did not find it possible to make
a meaningful comparison of the growth rate of the bulge and the classical RT rate in the present
setup. Recalling Figure 5.3, the bulge is already borderline nonlinear by t = 60 tsc , implying that
the slab is still evolving thermally [i.e. in phase (iii) of nonlinear TI evolution] during the linear RT
growth regime. This dynamical complication combined with the simplifying assumptions inherent in
the linear theory for RT (such as constant acceleration everywhere) warrant using a more controlled
approach for isolating the development of the individual instabilities.
The numerical setup presented here can be used for several different exploratory studies of cloud
formation and acceleration. We chose the initial perturbation amplitude δρ in the y-direction to
be 10−2 that in the x-direction in order to arrive at a slab configuration. With an equal ratio (and
equal growth rates), a round cloud will be formed in 2-D instead. Multiple clouds can be formed
using higher wavenumber perturbations. Cloud fragmentation can be studied by decreasing the ratio
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tth /tsc . ‘Classical’ evaporation (Cowie & McKee 1977; Balbus 1985) can be explored by arranging
for the Field length to exceed the size of the cloud. This large range of initial configurations
would be difficult or impossible to construct otherwise, which illustrates an obvious advantage of
studying cloud acceleration via the formation process, namely that the internal gas dynamics is
self-consistently treated. Indeed, we find that pressure equilibrium with the surrounding medium
is naturally maintained, cloud interfaces form with a width determined by the conductivity, the
radiation and drag forces reach a balance so that hydrostatic equilibrium is established in the
reference frame of the cloud, and the cloud reaches a thermal equilibrium state in which heating by
conduction is balanced by line cooling, in agreement with Begelman & McKee (1990). Moreover, the
equilibrium location on the S-curve largely determines the cloud density, temperature, and opacity
before it is accelerated, while plotting the evolutionary tracks on the T − ξ plane has shown itself
to be a useful tool both for understanding the time evolution of the cloud and for characterizing
the components of the gas.3
Taking into consideration the numerical requirements involved in this study, multi-dimensional
simulations will likely be constrained to only explore values of ξ3 . 300 for the S-curve used here,
thereby limiting the overall density contrast of clouds to χ ≈ 18. This limitation arises due to the
need to resolve interfaces, as simulations of clouds formed via TI will not be converged unless the
conductive interfaces are resolved (Koyama & Inutsuka 2004). Previous numerical studies using
pre-existing clouds without thermal conduction and with unresolved interfaces were able to explore
much higher density contrasts such as χ = 50 (McCourt et al. 2014) and even χ ∼ 104 (Krause et
al. 2012). We found that a realistic κ ∝ T 5/2 would require upwards of Nx = 4, 096 zones (i.e. at
least three levels of refinement if adaptive mesh refinement is employed) even for our modest density
contrast of χ ≈ 8, as would values of χ & 30 with continued use of a constant conductivity. This
rapid steepening of the interfaces with either increased χ or realistic κ(T ) results in ever smaller
transition regions between the cloud and the medium but does not imply that the role of thermal
conductivity becomes less important. As a consequence, the conduction time step would be so small
at these resolutions that even STS schemes would become impractically slow, necessitating the use
of implicit techniques. Such extensions to this work may be needed to assess, for example, if the
the timescale for cloud destruction is sensitive to the slope of the interfaces, i.e. if it decreases with
steeper density gradients, as was found to be the case when a cloud is disrupted by the passage of
a shock (Nakamura et al. 2006).
3

Simulations demonstrating this can viewed online at www.physics.unlv.edu/astro/pw15sims.html
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Chapter 6
EFFECTS OF FLUX VARIABILITY

6.1

Introduction

Motivated by multi-wavelength observations of rapid variability (on timescales of hours to days) that
are overall suggestive of AGN variability being intrinsic rather than absorption driven (see Uttley &
Casella 2014 for a review), in this chapter we set out to relax our assumption of a constant flux and
show that this can further enhance the coupling between the gas and radiation field. To see that
a time-varying flux leads to an additional acceleration mechanism, note the expected asymmetric
response of gas that is not fully ionized: during low flux states when the gas can cool, the increase
in the radiation pressure force can be substantial because the line opacity is a sensitive function of
temperature.
This chapter is organized as follows. In §6.2 we discuss our modifications to the methods
developed in the last chapter. We hereafter refer to those methods as PW15 since they were
published by Proga & Waters (2015). In §6.3, we present our results, verifying that this acceleration
mechanism is realized, even in 2D. In §6.4 we discuss the implications of these results.

6.2

Methods

The equations we solve differ from those in the last Chapter only by the introduction of an oscillating
ionizing flux,
Fion (t) = FX + ∆FX (t) = FX (1 + AX sin(2πωX t)) ,

(6.1)

where AX and ωX denote the amplitude and frequency of oscillations. The constant (time-averaged)
ionizing flux FX is set once values for the photoionization parameter and number density characteristic of the AGN environment are chosen, and we explore a slightly modified set of units in this
chapter. Namely, we still adopt ξeq = 190 erg cm s−1 but we increase the density to neq = 1014 /Teq ,
yielding neq = 5.17 × 108 cm−3 and FX = 7.82 × 109 erg s−1 cm−2 . This choice leads to an acceleration timescale that are more in agreement with the observational requirements. The the radiation
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Figure 6.1: Temporal properties of 1D simulations. Solid lines denote the constant flux run VF1D
and dotted lines the time-varying flux run CF1D. Red and blue colors denote averages over gas
that is above and below, respectively, the equilibrium temperature Teq = 1.93 × 105 K. In the top
panel, frad is plotted in units of the force from Thomson scattering for gas with T = Teq , namely
fT = ρeq σe (FU V + FX )/c [g cm−2 s−2 ]. The grey region highlights the quarter cycle corresponding to
the solutions plotted in Figure 6.2. The velocity panel shows that a 20% variation in flux increases
the net flow acceleration by about 240%.
force becomes, instead of (5.3),

frad =

i
ρκe h
(1 + Mmax )FU V + (1 + σX )Fion (t) r̂.
c

(6.2)

The amplitude of the density perturbation was increased from δρ/ρeq = 5×10−5 to δρ/ρeq = 0.1
in order to shorten the duration of the initial phase of cloud evolution; this had no noticeable effect
on subsequent evolution. We use periodic boundary conditions in order to track the acceleration
of the cloud over many domain lengths (a domain length is lx = 3.11 × 1010 cm). Our simulations
were performed on a uniform grid with resolution Nx = 1024 in 1D and [Nx , Ny ] = [2048, 1024] in
2D.
The effects of a time-varying flux would be minimal if clouds evaporated back into the confining
medium at a much higher rate than new clouds are created. The results of the previous chapter,
however, are suggestive of a scenario in which continuous cloud production can sustain a significant
cloud mass fraction despite losses from evaporation. This finding implies that a turbulent flow
regime with qualitatively similar properties is reached nearly independent of the initial conditions.
Hence, it suffices to simply consider the simulations from PW15 and run them for a longer time.
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Figure 6.2: Spatial profiles in the comoving frame of the cloud. These profiles are for the quarter
cycle (highlighted in grey in Figure 6.1) when the variable flux transitions from its equilibrium
(∆FX = 0; thick solid line) to its minimum (∆FX = −0.2 FX ; thick dashed line) value. The thin
solid and dashed lines are intermediate profiles with values of ∆FX /FX shown in the legend. The
dotted profiles are the solutions for (constant flux) run CF1D. See the caption of Figure 6.1 for the
definition of fT .
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Figure 6.3: Same as Figure 6.1, but for 2D simulations run for 155 thermal times. The grey region
now highlights a duration spanning 1.25 cycles; snapshots of each quarter cycle are plotted in
Figure 6.4. Once again, the velocity panel shows that a 20% variation in flux increases the net flow
acceleration by about 240%.

6.3

Results

We ran over 20 simulations to explore the parameter space (AX and ωX ) introduced by the timevarying flux. Typical rms variability amplitudes observed in reverberation mapping campaigns are
. 20% (e.g., De Rosa et al. 2015). For amplitudes this small, we expect there to be a limited range
of periods tX = 1/ωX that can significantly affect cloud acceleration. If the flux varies rapidly, such
that tX  tth , the gas will not have time to respond. The opposite regime with tX  tth would
likely be very inefficient, as our results show that each low flux state provides a gentle ‘kick’ to the
cloud.
Here we present results for two simulations carried out in both 1D and 2D. Runs CF1D and
CF2D (CF for ‘constant flux’) are identical to the fiducial runs from PW15; VF1D and VF2D (VF
for ‘variable flux’) are new simulations and differ only by the introduction of ∆FX (t). We adopted
tX = 5 tth ≈ 0.35 days. We do not introduce this time-varying flux until the cloud has fully formed.
In practice, we set AX = 0 if t < 25 tth and AX = 0.2 for t ≥ 25 tth .

6.3.1

1D Simulations

In PW15 we showed that equations (1)-(3) reach a simple steady state solution in 1D when the flux
is constant. Here the 1D solutions are much more complex and naturally time-dependent, but they
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are perfectly cyclic in that profiles of the solution at late times satisfy q(x, t) = q(x, t + tX ) + q0 ,
where q is any variable and q0 is a constant. This property is most easily shown by plotting
spatially averaged quantities over time, as shown in Figure 6.1. Here the instantaneous values of
the radiation force and primitive variables are averaged over the hot gas (T > Teq ; red curves) and
cold gas (T < Teq ; blue curves). Since the density and pressure averages are bounded by the same
values for t & 40 tth , we have q0 = 0 for ρ and p, indicating that a stable configuration permitting
cyclic episodes of enhanced cloud acceleration has been reached. For comparison, the dotted lines
in Figure 6.1 are these same quantities for run CF1D.
Comparing red and blue curves in Figure 6.1, we see that our basic expectations are confirmed:
low flux states lead to decreases in temperature, which for the cold gas results in accompanying
increases in density (due to the tendency to maintain pressure equilibrium) as well as corresponding
increases in the radiation force. At t = 25 tth , the flux oscillations commence, beginning with a high
state from t = 25.0 − 27.5 tth . The resulting increase in temperature is reflected by the initial rise
in pressure in the bottom panel, and the cold and hot gas pressures are closely in sync, explaining
the initial drop in the density of cold gas. (The much smaller rise in the density of the hot gas
is slightly delayed, indicating that this is a hydrodynamic response to the cold gas.) The ‘kick’
imparted by the radiation force happens in the next quarter cycle from t = 27.5 − 28.75 tth . The
grey shaded region highlights this interval at a later time, showing that the slope of the velocity is
steepest during this quarter cycle.
In Figure 6.2 we investigate the detailed dynamics of the cloud during this acceleration phase of
the cycle. The two thick lines are profiles of the solution corresponding to times at the boundaries of
the shaded region in Figure 6.1. The top panel shows that a 20% variation in flux leads to more than
an order of magnitude increase in the radiation force for run VF1D compared to run CF1D during
this phase of the cycle. The cloud responds to this force by dramatically altering its configuration.
For the cloud to remain in near pressure equilibrium with the hot medium and yet cool (reflected
by the overall decrease in pressure in the bottom panel), its density must increase. This in turn can
only occur through a bulk transfer of mass from the hot medium, hence the prominent positive and
negative peaks on the velocity profile, which are maintained for about a third of the quarter cycle.
This advective mass transport though both interfaces of the cloud suddenly becomes much weaker
through the left interface (see the thin dashed line), leading to a marked density increase of the
leading edge of the cloud. Meanwhile, the pressure gradient in the core has progressively steepened,
indicative of the increasing drag as the radiation force increases.
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The final velocity profile (thick dashed line) indicates that the bulk mass transfer opposes
continued growth and will instead lead to a net expansion of the cloud. In the next quarter cycle
(not shown, but see Figure 6.1), the cloud density drops back to its starting level in Figure 6.2, and
then continues to further decrease as the flux increases, causing the temperature to rise and the
cloud to expand. The term representing p dV work, p∇ · v, is critical for mediating the transition
between high and low flux states. However, in the steady state p dV work does not play a role since
∇ · v = −ρ−1 Dρ/Dt, and Dρ/Dt reaches 0 for run CF1D. When time-varying radiation forces are
involved, this term is important.

6.3.2

2D Simulations

The setup for our 2D simulations is the same as in PW15: we arrange for a plane parallel cloud (a
slab) to be formed by making the magnitude of the density perturbation in the y-direction 2 orders
of magnitude smaller than that of the x-direction: (δρ)y /ρeq = 10−3 . This perturbation triggers
the Rayleigh-Taylor instability, as the core of the slab is slightly ‘heavier’ than its surroundings
under the effective gravity of the radiation force, and it ‘falls’ into the hot medium. At t = 25 tth
when we apply the variable flux, the Rayleigh-Taylor plume is fully developed (and similar to the
configuration shown in the top right panel of Figure 4 in PW15).
Figure 6.3 is the 2D counterpart to Figure 6.1. A two-phase medium clearly exists for the
duration of the run, i.e. evaporation does not dominate new cloud production. While the generation
of turbulence prevents an orderly cyclic solution, the behavior is qualitatively the same as in 1D.
There are substantial quantitative differences: the average density of the cold gas never exceeds its
maximum at t ≈ 20 tth and the radiation force is correspondingly weaker; hence, the velocities are
greatly reduced. Importantly, however, the ratio of the net accelerations for runs VF2D and CF2D
is approximately the same as that for runs VF1D and CF1D — a factor of 2.4. This implies that
the effect of a variable flux is quite robust.
The right panels in Figure 6.4 show density maps of run VF2D for five consecutive, quartercycle flux states (denoted A-F in the sine-wave sketch), while the left panels are the corresponding
density maps for run CF2D. During both of the minimum flux states (panels B and F), the density is
noticeably increased, as hydrodynamic effects akin to those depicted in Figure 6.2 are taking place.
Velocity arrows are overlaid in the comoving frame in order to portray the local velocity field; they
reveal the pronounced vortical motions of the clouds, indicative of the large amount of vorticity in
82

Figure 6.4: Density maps of our 2D runs. The colorbar values are in units of 10−15 g cm−3 . Panels
A-F on the right show snapshots of run VF2D every quarter cycle of the flux oscillation, as sketched
above. The left maps are for run CF2D at the same times. Velocity vectors are overlaid after
subtracting hvx i, the mass-weighted mean of vx . This value is displayed on every panel in km s−1
to show the enhanced acceleration during low flux states. (The mass-weighting allows hvx i to
decrease.)
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the flow. The mass-weighted mean velocity, hvx i (in km s−1 ), is displayed on the corner of each
panel in order to judge the net acceleration. The main noticeable effect is that during the low flux
states, there are large increases in velocity compared to run CF2D.1

6.4

Discussion

As part of our ongoing effort to understand the dynamics of BLR clouds from first principles, we
have investigated the dynamical response of a two-phase medium to a time-varying flux. Our main
result is that small flux oscillations (∆FX = 20%) can lead to large changes in the net acceleration
(240%), even in 2D where the flow becomes highly turbulent. The physics of this process is cleanly
revealed in 1D, where a cyclic solution was found. During every low flux state, the gas cools,
allowing additional lines to appear that more strongly couples the gas to the radiation field and
further accelerates the cloud via line driving.
Crucially, gas pressure effects are very important in mediating the transition between flux states,
thereby permitting the density to respond to the changes in temperature. Simply lowering the flux
to its minimum value and then holding it fixed does not lead to an increase in acceleration; an
explicit calculation revealed that in both 1D and 2D the final velocities were actually 4% smaller
than those for runs CF1D and CF2D. In other words, a time-varying flux leads to a gas pressure
dominated, time-dependent solution that is qualitatively different from a constant flux solution.
This finding may have interesting observational consequences and important implications for
photoionization modeling efforts. For example, the responsivity of the BLR gas (Krolik et al. 1991;
Peterson 1993) is a central quantity in reverberation mapping (RM) and transfer functions have
been shown to be sensitive to how this quantity scales with radius (Goad et al. 1993). A negative
responsivity, i.e. a decrease in line emission in response to an increase in the continuum flux, is
readily interpreted as emission from optically thin clouds (Sparke 1993) and has been seen in X-ray
RM observations (McHardy et al. 2007; Fabian et al. 2009). Photoionization models have difficulty
accounting for this effect and simultaneously reproducing the observed line strengths (Shields et
al. 1995; see also Snedden & Gaskell 2007). The hydrodynamic effects associated with our present
solutions — significant decreases in density accompanying high flux states — would naturally be
expected to give rise to a negative responsivity, although they would complicate the analysis of
time-delays in RM as they are a nonlinear response (e.g., Skielboe et al. 2015). To resolve the issue
1

Both 1D and 2D simulations can viewed online at www.physics.unlv.edu/astro/wp16sims.html
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with line strengths, photoionization models may need to incorporate results from time-dependent
hydrodynamics.
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Chapter 7
SYNTHETIC ABSORPTION LINES AND A SPECTRAL
SIGNATURE FOR CLOUD ACCELERATION

7.1

Introduction

In this chapter, we set out to calculate synthetic absorption line profiles for the simulations of the
previous two chapters, which probe a temperature regime appropriate for modeling warm absorbers.
In particular, we sought to answer the following questions: (1) is it possible to differentiate, spectroscopically, between an ideal, comoving cloud (i.e. of planar or round geometry), a cloud being
disrupted as it accelerates through its surrounding medium, and a completely chaotic, clumpy flow?;
(2) can absorption line variability due to cloud disruption be distinguished from that due to variability in the ionizing flux? (3) can a standard partial covering analysis of our synthetic line profiles
adequately reproduce the properties (namely, the velocity-dependent optical depth and covering
fraction profiles) of our solutions?
As for the first question, our expectation is that cloud acceleration can in principle leave an
absorption signature as the cloud is being disrupted, provided the absorption line is broader than
the thermal width of the warm gas alone. Namely, the clumps of gas with the highest opacity
end up the fastest moving, so that if absorption from warm gas is overall enshrouded in a broader
absorption line formed in the hot inter-cloud gas, there will be systematically more absorption on
the blue side of line center. Hence, the expected signature for the acceleration of a newly formed
cloud is an initially symmetric line profile that becomes asymmetric with time as a somewhat deeper
absorption feature (that tracks the warm cloud material) becomes increasingly blueshifted.
To confirm this expectation and answer the other questions posed, it was necessary to perform
photoionization calculations in order to calculate line opacities for the most abundant ions present
at the temperature range of our simulations. These calculations are described in §7.2, along with
our methods for calculating simulated absorption lines. Our results are presented in §7.3, followed
by our discussion in §7.4 and conclusions in §7.5. The methods of the last two chapters will be
referred to as PW15 and WP16, after their respective published versions, Proga & Waters (2015)
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and Waters & Proga (2016).

7.2

Methods

Time-dependent, 2D hydrodynamical simulations of a two phase medium form the basis for our
calculations of absorption line profiles from first principles, as they provide the density, velocity,
and temperature fields of the gas. This information is used to determine the opacity (and hence
optical depth) of a specific ion by also running a dense grid of photoionization models using xstar
(Kallman & Bautista 2001) for an assumed set of atomic abundances and spectral energy distribution
(SED). The absorption line profiles are calculated by accounting for the attenuation of a uniform
background source. Below we describe these methods in detail, emphasizing the underlying physical
assumptions made when applying photoionization modeling to dynamical flow solutions. Finally, we
discuss our procedure for making a comparison between our synthetic line profiles and a commonly
used partial covering model (e.g., Barlow & Sargent 1997; Hamann et al. 1997).

7.2.1

Hydrodynamical simulations

We focus our analysis on two different initial configurations leading to a clumpy medium: (i) a
round cloud and (ii) a ‘slab’ configuration, which can be viewed as a local portion of a spherically
symmetric shell of cloud material. Both configurations are arrived at by evolving a small isobaric
perturbation in a homogenous, periodic box of nearly fully ionized gas that is thermally unstable.
For our purposes here we run new simulations that are basically reruns of those presented in
PW15. The main differences are that we use a square domain and for case (i) we take the amplitudes
and growth rates of the initial perturbations to be identical in both the x and y directions to promote
the formation of a round cloud.
For each configuration, we also carry out an additional simulation that uses a time-varying
ionizing flux, Fion (t), in order to study the effects of variability. This time dependence carries over
to the photoionization parameter, ξ = 4πFion /n, where n is the gas number density. As in WP16,
we model the variability using a simple sinusoidal flux,

Fion (t) = FX (1 + AX sin(2πt/tX )),

(7.1)

where AX and tX are the amplitude and period of flux oscillations about a mean flux FX =
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neq ξeq /4π ≈ 7.82 × 108 erg s−1 cm−2 . The subscript ‘eq’ denotes values used to define the initial
equilibrium state of the gas. As described by PW15, ξeq = 190 is chosen based on numerical
requirements to adequately resolve the interfaces between warm and hot gas. The relation neq Teq =
1013 cm−3 K typical of AGN (e.g., Krolik 1999) sets neq because Teq = 1.93 × 105 K is fixed
by the radiative equilibrium curve once ξ is chosen (see PW15). We again adopt AX = 0.2 and
tX = 5 tth ≈ 3.5 days, where tth is the thermal time, defined as the ratio of the internal energy
density of the gas to the net volumetric heating rate on the radiative equilibrium curve at (ξeq , Teq ).
These simulations explored a parameter regime chosen such that the majority of lines contributing to the line driving are optically thin. The gas is therefore too highly ionized to host an
abundance of ions responsible for forming broad absorption lines (BALs) commonly observed in the
UV (e.g., S iv, C iv, O vi). The strongest line, as determined by our photoionization calculations
described below, is the X-ray resonance line O viii Lyα, which is a doublet with transitions at
18.9671 and 18.9725 . Our results are therefore confined to calculations for this line, commonly
observed in warm absorbers (e.g., Turner & Miller 2009).
Warm absorbers are observed to have outflow velocities exceeding 100 km s−1 (e.g., Crenshaw
et al. 2003). Our cloud simulations are local, meaning they are performed in the comoving frame
of the cloud and therefore apply to warm absorbers formed at any velocity, so long as it is not
relativistically large. We calculate line profiles as seen by a distant observer, and at time zero
before the cloud is formed, we center the line profiles at zero velocity without loss of generality.

7.2.2

Photoionization calculations

Determining the detailed photoionization structure of our clumpy medium requires solving for, at
every location in our domain, the fractional ion abundances and steady state level populations for
a given set of elemental abundances. For this, we employ version 2.35 of the public code xstar
(Kallman & Bautista 2001). xstar was run in constant density mode with nxstar = 1010 cm−3 .
To be consistent with the heating and cooling rates adopted in our cloud simulations, we used
a 10 keV Bremsstrahlung SED. We assigned solar elemental abundances from Grevesse, Noels &
Sauval (1996).
xstar calculates photoionization equilibrium, accounting for over 200,000 lines (Bautista &
Kallman 2001), for gas with a given photoionization parameter and temperature. In our simulation
domain, every grid cell is characterized by the two parameters (ξ, T ) local to this cell. We therefore
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ran a grid of models in (ξ, T )-space covering the full parameter space of our solutions. This grid
spanned 200 points logarithmically spaced over the range log ξ = 0 to log ξ = 8, and 94 points
logarithmically spaced from T = 5 × 103 K to 108 K. Since Athena has already determined the
temperature of the gas, xstar is run with the option set to keep the input temperature fixed.
xstar provides, in addition to the ionization structure, quantities such as the opacity, emissivity,
excitation and dexcitation rates, and heating/cooling rates due to individual processes.
The relevant value we extract from xstar is the comoving frame line center opacity of a
resonance line (uncorrected for stimulated emission),
πe2 n1
f12 φ(ν0 )
me c ρ
 2

1
πe A nxstar
1
=√
f12 ηion .
.
µmp nxstar
π me c ν0 (vth /c)

κν0 =

(7.2)

Here, ρ = µmp n is the hydrodynamic density (we set µ = 1 in this work), f12 is the oscillator
strength of the lower level of the line, n1 is the level population of the ion’s ground state, and φ(ν)
is the line profile that will be calculated separately (see §7.2.3). The level population is related
to the number density from our hydrodynamical solutions through n1 = A ηion n, where A is the
elemental abundance relative to hydrogen and ηion is the fractional ion abundance. In the second
p
line, vth = 2 k T /mi is the mean thermal velocity of an ion with atomic weight mi . The term
in parenthesis is the attenuation coefficient we extract from xstar. In the remaining term, we

correct for the constant density assigned to xstar, nxstar . By applying the density correction in
this way, we assume that the opacity is rather insensitive to n, depending instead on the ratio of
the density of photons to the gas number density, i.e. the photoionization parameter. Given ξ and
T , we determine the line center opacity from xstar output using a lookup table that bilinearly
interpolates between the values in our grid.
Most photoionization modeling efforts explicitly assume a static slab configuration, as hydrodynamical effects such as compressional heating and conductive heat fluxes that characterise a
dynamical flow are not accounted for by xstar. However, it is valid to account for the latter effects
independently of xstar using time-dependent hydrodynamical simulations provided that photoionization equilibrium is maintained as the flow evolves. That is, our approach is justified when the
relevant hydrodynamical time-scales are long compared to timescales governing all of the atomic
processes.
The shortest timescale on which clouds can undergo structural changes is the sound crossing
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Table 7.1: Characteristic recombination rates and comparison with
representative xstar models.
Gas regime
Atom/
ne α
(T [K], ξ [ergs cm s−1 ]) Ion
[s−1 ]
Warm
Hi
1.04 × 10−3
(7.53 × 104 , 77.0)
O viii 1.21 × 10−1
Evaporating
Hi
4.45 × 10−4
(1.93 × 105 , 190.0)
O viii 7.64 × 10−2
Hot
Hi
1.87 × 10−4
(4.77 × 105 , 475.0)
O viii 4.56 × 10−2

dynamical timescales for three
tdyn /trec
1.1 × 102
1.2 × 104
5.0
8.6 × 102
8.6
2.1 × 103

time across a layer of cloud material. The thinnest cloud layers in our simulations belong to clouds
about to undergo evaporation, which occurs on a longer timescale; the length scale for evaporation
therefore determines the smallest cloud sound crossing time. This length scale is the Field length,
p
p
−1/2
λF = 2π κT /ρΓ (Begelman & McKee 1990), giving tdyn = λF /cs = 2π κ/(γnkΓ) ≈ 104 n8
s,

where n8 is the number density in units of 108 cm−3 and we have plugged in fiducial values for
the thermal conductivity κ and the volumetric heating rate Γ on our radiative equilibrium curve at
ξ = 190 (see PW15). Note that this time-scale is still sensitive to temperature since both κ and Γ
have implicit temperature dependence. We must compare tdyn with the recombination time-scale,
as it is the microphysical process that typically has the longest time-scale (e.g., Ferland 1979).
Recombination rates per ion, ne α (where ne is the free electron number density), as well as
the ratios tdyn /trec for both hydrogen and O viii are tabulated for three different temperatures and
corresponding photoionization parameters in Table 1. The middle row was calculated for (Teq , ξeq ),
the equilibrium values used to set the initial conditions of the simulations, and these values are
characteristic of those for the evaporating gas. The top and bottom rows quote values for T and ξ
typical of the warm and hot gas in the domain at any given time as the gas evolves. For this gas,
the dynamical time is defined as simply the domain sound crossing time, Lx /cs (at the appropriate
sound speed). We see that the necessary condition tdyn > trec ≡ (ne α)−1 is always satisfied by
at least a factor of 5 for hydrogen. Thus, the validity of applying photoionization calculations to
calculate the ionization structure of our dynamical flow solutions has been established, even for the
most transient, evaporating gas in our simulations.
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7.2.3

Absorption line profiles

A formal solution of the radiative transfer equation that holds when the source function for local
emission is zero reads
Lν =

Z

0

Ly

Z

Lx

0

Iν (x, y)e−τν (x,y) dx dy,

(7.3)

where Iν (x, y) is the monochromatic specific intensity of the background source. This integral
is taken over an imaginary plane of the sky (located beyond the absorber) of linear dimensions
R
(Lx , Ly ) as viewed by a distant observer, while evaluating the optical depth τν (x, y) = κν ρ dz
requires an integration of the opacity κν (x, y, z) over the line of sight (LOS) coordinate z. Note
that by neglecting the source function, we do not account for scattering and remission of the line
photons. Therefore, we do not include certain effects such as the net expansion of the medium, which
can allow photons to be first absorbed in the blue component, and then reemitted and absorbed by
the red component in a different region of the flow (e.g., Castor and Lamers 1979).
The calculation of absorption lines simplifies when there is symmetry along the y-direction of
the observer plane, the case for 2D simulations. Integrating over y and measuring x in units of
Lx = 3.1 × 1011 cm so that x varies from 0 to 1 gives
Lν = Lx Ly

Z

1

0

Iν (x)e−τν (x) dx,

(7.4)

where now the x-coordinate defines a single LOS in our calculations. We assume that the background
intensity is constant. Thus, by defining the normalized absorption line profile I ≡ Lν /(Lx Ly Iν ),
we arrive at
I(ν) =

Z

1

e−τν (x) dx.

(7.5)

0

Evaluating the optical depth requires calculating the opacity κν (x, z) = κν0 (x, z)φ(ν)/φ(ν0 ) at
every location in the domain. As described in §7.2.2, we directly determine κν0 from xstar. The
line profile function φ(ν) is evaluated separately using our hydrodynamical variables. Every finite
volume cell in our grid-based solution is treated as a parcel of gas that is thermally broadened
according to its cell-centered temperature (between about 2 × 105 K and 106 K) and Doppler shifted
away from line center according to its LOS velocity. Each local line profile is then specified as a
Gaussian,
1 1
exp
φ(ν) = √
π ∆ν0
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−(ν − νD )2
∆ν02



,

(7.6)

where ∆ν0 = ν0 vth /c is the thermal linewidth and νD = ν0 (1+vz /c) is the Doppler shifted frequency
at line center. We note that the width of the resulting net line profile is primarily set by the thermal
velocity of the hot gas, vth,hot ≈ 20 − 25 km s−1 , but it can also be increased by the z-component
of the local velocity field.
We use the trapezoidal rule to evaluate both the optical depth integral and the integral in
equation (7.5) numerically. These integrations are performed at 150 different frequencies centered
around νD . In practice, we work in velocity space, binning the range [vc −50 km s−1 , vc +50 km s−1 ],
where vc is the ‘cloud-tracking’ velocity, or the velocity of the comoving frame that is used by
Athena to keep the cloud centered on the domain.

7.2.4

Doublet lines and the PPC model

As mentioned, we apply the above methods to simulate absorption from O viii Lyα, a common
X-ray doublet line, whose synthetic line profiles will be denoted Ir and Ib . The subscripts ‘r’ and
‘b’ distinguish these doublet components, with Ib having a slightly higher (bluer) frequency. Many
doublet lines have the property that the stronger line has an oscillator strength almost exactly twice
that of the weaker line (due to relativistic effects, the fractional difference is ∼ 10−4 ), and so the
ratio of line-center opacities is also almost 2.
Doublet lines produced in a clumpy medium are especially interesting, as revealed by the socalled pure partial covering (PPC) model (Barlow & Sargent 1997; Hamann et al. 1997; de Kool
et al. 2002), a widely used model for estimating the ionic column densities of AGN outflows (e.g.,
Crenshaw et al. 2003). According to this model, the absorption line profiles for the two transitions
are
Ir = (1 − Cν ) + Cν e−τν,r ;
Ib = (1 − Cν ) + Cν e−2 τν,r .

(7.7)

These expressions follow from equation (7.5) when the spatial distribution of optical depth along
the LOS consists of some fraction (1 − Cν ) of purely optically thin gas with τν = 0, with the
remaining gas optically thick with constant τν (= τν,r for Ir ), giving an unambiguous definition of
the LOS covering fraction, Cν . The PPC model reveals that any differences between the profiles Ib
and Ir2 are due to partial covering (Cν < 1), and therefore doublet lines encode information about
the distribution and optical depth of clouds. As we will show, they can also be used to infer the
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presence of cloud acceleration.
We will invoke the PPC model to help interpret our results, so for consistency we should
compare the properties of our simulations to this model’s ‘doublet solution’, i.e. its predictions for
Cν and τν,r when applied to our synthetic doublet lines, Ir and Ib . We must therefore calculate
the covering fraction Cν and a mean value of the optical depth, τ ν from our simulations. To define
either quantity, we require an operational definition of obscuration, i.e. a cutoff optical depth value,
τcut , above which the background source is considered ‘covered’. The fraction of sight lines with
τν (x) > τcut defines Cν , while the average of τν (x) above this cutoff defines τ ν :
Z

1

H[τν (x) − τcut ] dx,
Z 1
τ ν = Cν−1
τν (x)H[τν (x) − τcut ] dx.
Cν =

0

(7.8)

0

Here, H(x) is the Heaviside step function. Note that these equations demand the profile τν (x) to be
monotonically increasing. Provided the physical source is unresolved, so that an observer measures
the integrated flux, τν (x) can always be sorted prior to integration.

7.3

Results

To illustrate our procedure for calculating simulated line doublets, in Figure 7.1 we display the
relevant quantities that enter our calculations. The top panel shows a 2D image of the number
density along with an adjacent plot displaying the optical depth profiles of the two doublet lines
along the x-axis. Here, τν (x) has been calculated at line center. We will always take ‘line center’ to
mean at v = −vc in velocity space, corresponding to frequencies near νD = ν0 (1 + vz /c) in frequency
space. The bottom panel shows sample profiles of κνD (z) for each transition along a horizontal slice
through the center of the domain. This profile, in turn, is calculated from the profiles of density and
temperature, and density is shown in the middle panel. Notice that for this snapshot, the density
only varies by a factor of 4 between warm and hot gas (as does temperature), while the line center
opacity varies by a factor of about 60. This indicates that the ion fraction, ηion , is highly sensitive
to the physical conditions of the gas.
To compute the emergent flux at this line center frequency, we first attenuate a uniform background source according to these optical depth distributions. A distant observer will measure this
attenuated flux integrated over x. To construct the profiles Ir and Ib , we simply perform this
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Figure 7.1: Illustrative calculation of the optical depth at line center, τν0 (x). The top row shows an
image of the density field and the resulting spatial profile of τν0 (x). Both the x and z dimensions
are measured in units of Lx = 3.1 × 1011 cm. We plot profiles of κν0 (z) through the center of the
domain (x = 0.5) for each component of the doublet in the bottom panel. This quantity has been
extracted from xstar using a lookup table based on the values of (ξ, T ), where ξ is calculated from
n, plotted in the middle panel.
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integration and then repeat this procedure for all frequency bins.
Note that because our domain size, Lx = 3.1 × 1011 cm, is typically much less than the characteristic scale of an X-ray source (RX ∼ 1013 cm for a Seyfert galaxy with a black hole mass 107 M ),
we are implicitly assuming a global covering fraction of clouds similar to the local covering fraction
of warm gas in our domain. That is, in order for our calculations over a single domain to carry over
to the full extent of the continuum source, we must envision an ensemble of ∼ (RX /Lx )2 ≈ 103
individual adjacent domains, each containing an evolving cloud. Interpreted in terms of the cloud
formation mechanism described in PW15, such a large number of clouds requires only the existence
of an SED that can give rise to a thermally unstable region surrounding the continuum source.
Any number of perturbations can grow simply through a large change in ionizing flux triggering
cloud formation at a wavenumber, kmax , corresponding to the maximum linear growth rate of the
TI; Lx = 2π/kmax was assigned based on this characteristic length scale (see PW15). Due to the
existence of this length scale, the distributions of resulting cloud sizes and densities are likely to be
sharply peaked about some characteristic values that are only a function of the SED and photoionization parameter. We therefore would not expect the basic results presented here to change if this
‘global’ problem were to be directly modeled.

7.3.1

Synthetic absorption lines

The results of our line profile calculations are presented in Figures 2 and 3, where we show the
time evolution of our two cloud configurations with and without a time-variable ionizing flux. The
leftmost panels in either figure are the same, as the variable flux is not applied before this time.
Each frame is separated by a half period (tX /2) of the sinusoidal flux cycle, about 1.8 days (see
§7.2.1). The velocity field of the gas is decomposed as ~v (x, z) = δvx (x, z)x̂ + [vc + δvz (x, z)]ẑ, where
vc is the velocity of the comoving frame that defines ‘line center’ and (δvx , δvz ) denotes the local
velocity field, whose directionality is depicted by the arrows, with the light grey to black color
gradient representing the transition from negative to positive δvz . We display vc on the upper
left corner of each panel in km s−1 , whereas the bracketed numbers in the bottom of each panel
summarise the local LOS velocities: the left (right) number is the average over all velocities with
δvz < 0 (δvz > 0). The bottom rows of panels display the corresponding synthetic absorption lines
for the O viii doublet.
Our main result is that the absorption lines are overall smooth and nearly featureless, despite
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Figure 7.2: Densiy maps and corresponding synthetic absorption line profiles for a constant flux
run (first row of panels) and a variable flux run (second row of panels). The colorbar shows number
density, n, in units of 108 cm−3 . The early cloud formation stage is not shown. The source of
radiation is plane parallel and emanates from the left (at z = −∞), while the observer is to the
right (at z = ∞). The numbers in the top left of every density panel are the comoving velocities
of the cloud, vc , in km s−1 and correspond to the vertical dashed lines in the bottom rows. Arrows
on the density maps depict the local velocity field, with the gradient in colors from light grey to
black representing the transition from negative to positive local LOS velocities, δvz . The numbers
in the brackets denote averages over all δvz < 0 and δvz > 0. Blue and red lines denote Ib and Ir ,
the stronger and weaker lines of the O viii doublet, while the black lines show the difference Ir − Ib .
To assess the line variability for the variable flux run, we overplot Ib , Ir , and Ir − Ib using cyan,
magenta, and green lines, respectively, for line profiles calculated at the later time t + tX /4, which
is either a high or low flux state; the density maps are always shown for a mean flux state. A partial
covering analysis reveals that Ir − Ib ≈ Cν e−τν , so dips in this profile can be caused by gas with
higher optical depth, leading to the appearance of humps. The location of the dip tracks the faster
moving, more opaque cloud material.
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Figure 7.3: Same is Figure 7.2 but for the slab geometry. Compared to the round cloud case,
there is less rapid acceleration and therefore the deeper absorption expected on the blue side side
of line center is not actually visible on the line profiles. However, the diagnostic Ir − Ib still reveals
the presence of large differences in the local velocity field. Notice that in the bottom panels this
signature of cloud acceleration gets wiped out as the cloud is disrupted since the velocities of the
clumps become randomized.
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Figure 7.4: Temporal analysis linking cloud acceleration with the expected absorption properties.
The dotted vertical lines mark times corresponding to the snapshots in Figures 2 and 3. The
thick solid red and blue curves denote the velocity (top panels) and mass fractions (bottom panels)
averaged only along sight lines with high optical depth (i.e. only for x with τν (x) > 1). The dashed
red and blue lines trace the locations of line center (the minima of Ir and Ib , respectively). The
dashed black line marks vc , the average velocity all warm gas in the domain, and corresponds to
the dashed vertical lines in Figures 2 and 3. Since this curve coincides with the blue one, the dips
in Ir − Ib indeed trace the motion of cloud. In Figure 7.3 the center of these dips move to the right
of min Ir , which is shown more clearly here as the blue line pass beneath the red in the right panel,
indicating that the cloud is moving slower than its surroundings on average.
the dramatic changes in cloud morphology. The reason for this is that the temperature distribution
of the gas is the dominant factor in determining line shapes, as cloud acceleration and disruption
does not generate enough velocity dispersion to significantly impact the line shapes. As indicated on
the density images, the difference between the mean positive and negative LOS velocities increases
with time, reaching 10 − 15 km s−1 in Figure 7.2 and 5 − 10 km s−1 in Figure 7.3. These relative
velocities do not exceed the thermal velocity for O viii in the hot gas, which is about 20 km s−1 .
Thus, Doppler shifts due to the bulk velocities have a sub-dominant effect on the line widths.
However, for the round cloud case the velocity dispersion due to cloud acceleration does exceed
the thermal velocity for O viii in the warm gas, which is about 10 km s−1 . Such systematic differences in velocity can viewed as velocity-space inhomogeneities in optical depth and visibly manifest
as an asymmetry on the line profiles, as can be seen in Figure 7.2. Beginning with the third panel,
the blue line profiles develop an asymmetry, showing deeper absorption to the left of line center,
which is the expected signature for cloud acceleration as explained in the introduction.
Nevertheless, this asymmetry is admittedly subtle and moreover its presence is barely apparent
for the slab geometry in Figure 7.3. Comparing the velocities from one frame to the next in
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Figure 7.5: Method to calculate representative values of τν and Cν in order to assess the PPC model.
The top panel reproduces the spatial optical depth profiles from Figure 7.1, but on a log-scale. In
the bottom panel, we sort these profiles in order of increasing optical depth. We then apply equation
(7.8), taking τν,cut = 1, which is marked by the dotted line. The blue and red horizontal lines show
τ ν for each transition, which is the average of τν (x) to the right of the thick and thin black vertical
dashed lines, respectively. The location of these vertical lines define 1 − Cν at line center. Repeating
this procedure at all frequencies, we arrive at the ‘exact’ values plotted as a function of velocity in
Figure 7.6.
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Figure 7.6: Comparison between the doublet solution of the PPC model (thick black curves) and the
exact solutions for τν (top panel) and Cν (middle panel). Vertical dashed lines mark the comoving
frame velocity, vc . The unphysical behavior of τν,b = 2τν,r in the line wings is expected (see the
discussion below equation (7.10)). Notice that the PPC model’s doublet solution underestimates
the true optical depth profiles measured from our simulations, while it overestimates the covering
fraction profiles. In the second and third columns, Cν is almost the same for the red and blue
doublet transitions, whereas they significantly differ in the first panel where τν < 3 at line center.
Note that Cν for the blue component is always close to its theoretical lower bound in the PPC
model, 1 − Ir (dashed black curve). Along with the line profiles of each doublet component (blue
and red), the bottom panel displays Ir2 (magenta) to assess the importance of partial covering.
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Figure 7.3, it is clear that the bulk flow acceleration is substantially less compared to those in
Figure 7.2, explaining the lack of a noticeable acceleration signature. It is nevertheless possible to
reveal its presence, as we now proceed to show.

7.3.2

A spectral diagnostic for cloud acceleration

Our analysis reveals that the difference Ir − Ib leads to a profile whose shape is a sensitive diagnostic
of cloud acceleration. This quantity is plotted in black in the lower panels of Figures 2 and 3. To
assess the degree of variability, this quantity is also plotted in green in the bottommost row for a
snapshot displaced in time a quarter cycle (tX /4) ahead of that shown in the image, corresponding
to a high or low flux state. Notice the overall trend among all cases: the profile for Ir − Ib shows
prominent asymmetric double humps when clouds are being accelerated, while the humps are small
or altogether absent once the cloud is fully disrupted. Importantly, these features are nearly as
prominent in Figure 7.3 as they are in Figure 7.2, despite the line profiles for the slab configuration
being visibly symmetric and therefore lacking an obvious signature for cloud acceleration.
To explain these features, we have marked the values of vc with black dashed vertical lines,
showing that they intersect the dips in Ir − Ib . Evidently these dips track the accelerating cloud
and in turn lead to the appearance of humps. Notice that these vertical lines are to the left of the
locations of min(Ir ) in Figure 7.2, implying that there is less residual flux at the blueshifted velocity
vc compared to the same offset to the right of min(Ir ), in agreement with our expectations.
A qualitative understanding of the behavior of Ir − Ib can be gained with the help of the PPC
model. From equation (7.7), we have
Ir − Ib = Cν e−τν,r (1 − e−τν,r ),


 Cν e−τν,r
(near line center);
≈

 τν Cν e−τν,r (in the line wings).

(7.9)

We invariably find Cν to have a flat or mildly increasing slope near line center (see §7.3.3). Hence,
the only way for the profile of Ir − Ib to lose monotonicity near line center is if there are velocityspace inhomogeneities in τν . In other words, on the basis of the PPC model, a fast moving clump
should indeed carve out a blueshifted dip in the otherwise smooth profile of Ir − Ib .
Note, however, that vc does not always become increasingly blueshifted with time; in Figure 7.3,
the vertical dashed lines can lie to the right of the velocity corresponding to min(Ir ), indicative of
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locally redshifted cloud motion. To explain this occurrence and verify quantitatively that the dips
in Ir − Ib are always tracking the mean cloud motion, we extract gas properties only along sight
lines for which τν (x) > 1 (at a velocity corresponding to min(Ib )) to exclude sight lines with only
hot gas. This will eliminate ∼ 1/3 − 1/2 of all x-values in Figure 7.2 but few or no sight lines in
Figure 7.3. Within this subset of our domain, we then determine the average velocity and mass
fraction of the warm (T < Teq ) and hot (T > Teq ) gas.
In the top panel of Figure 7.4, we plot these quantities versus time as solid blue and red curves,
along with vc (dashed black line) and the velocities corresponding to the locations of min(Ir ) and
min(Ib ) (dashed red and blue lines, respectively). For the round cloud case, we find a clear separation
in velocities between warm and hot gas, with the average velocity of warm gas at all times exceeding
those marking min(Ir ) and min(Ib ). It also nicely traces the curve of vc , which is a consistency
check since vc was computed using a mass-weighted average over all warm gas in Athena. For the
slab case, on the other hand, there is only a marginal separation in velocities between warm and
hot gas until t = 34tth , when the cloud material overall reverses direction. That is, it retains a net
overall blueshift according to the total LOS velocity vz = vc + δvz , but the local LOS velocity δvz
becomes (on average) negative. This occurrence corresponds the last 3 panels in Figure 7.3, where
it is clear that the clump in the center of the domain still has δvz > 0, but the larger clumps at
the top and bottom of the domain have δvz < 0. This sign change of the local LOS velocity is
reflected in the profile of Ir − Ib , as the absorption dip tracing the warm gas shifts from the left side
of min(Ir ) to the right side.
In the lower panels of Figure 7.4, the higher mass fraction of warm gas indicates that the shape
of the line profiles should primarily be controlled by the dynamics of the cloud. We can then ask
why, since the warm gas is closely tracked by the speed vc , are the line profiles not more sharply
peaked around the dashed black vertical lines marking vc ? The answer is that there is significant
absorption in both the evaporating gas component (yellow colors in Figures 2 and 3) and the hot
gas (red colors), so that the cloud is overall enshrouded in a background absorption profile. We will
return to this point below, as it implies that the hot gas has non-negligible optical depth, which is
at odds with a basic assumption of the PPC model.
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7.3.3

Partial covering analysis

We have already invoked the PPC model to qualitatively explain the behavior of the profile Ir − Ib .
Here we examine the predictions of this model more closely, by comparing our results against its
‘doublet solution’, obtained by solving equation (7.7) for τν,r and Cν :
τν,r = − ln Ir − ln




Ir − Ib
,
Ir − Ir2

1
Cν =
.
1 + (Ib − Ir2 )/(1 − Ir )2

(7.10)

These expressions are equivalent to those quoted in the literature (c.f. Arav, Korista, & de Kool
2002), but the first now explicitly shows the ‘correction’ to − ln Ir , the prediction for τν,r in the
case of no partial covering (when Ib = Ir2 ). It reveals the upper bound Ib ≤ Ir , since obviously we
must have Ir > Ir2 . Meanwhile, the second expression immediately gives the lower bound Ib ≥ Ir2 ,
because Cν ≤ 1 by definition, with Cν = 1 corresponding to Ib = Ir2 as required. Thus, the behavior
of these expressions as a function of Ib and Ir is evident: the larger the difference between Ib and
Ir2 , the smaller the covering fraction and the larger the correction for the ‘true’ optical depth of the
absorber.
However, whenever Ib → Ir the correction term to the optical depth will clearly blow up, and
the profile for τν,r must therefore be truncated in the line wings when Ir − Ib becomes very small.
Only near line center is this behavior physical, for in the limiting case of doublets with matching
residual intensities (Ib = Ir ) and τν,r = ∞, we correctly recover Cν = 1 − Ir , which is a lower bound
on the profile for Cν . In practice, application of the PPC model has typically been limited to the
core of the line due to a similar anomalous effect causing unphysical values for Cν upon attempting
to deconvolve the line profiles with the instrument’s line spread function (e.g., Ganguly et al. 1999;
Hall et al. 2003).
In the PPC model, the spatial optical depth profile is a step function at each frequency, which
entails the following assumptions: (i.) the hot gas has zero optical depth; (ii.) the warm gas has a
single optical depth value (equal to 2τν,r in the case of the stronger line of the doublet); and (iii.)
the covering fractions of either line in the doublet are the same. We assess these assumptions at
line center in Figure 7.5, by taking the spatial optical depth profile from Figure 7.1 as a case in
point. In the top panel of Figure 7.5, we plot τν (x) on a log-scale, showing that its minimum value
is about 0.25 for the blue component, which is hardly negligible. In the bottom panel, we sort τν (x)
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to make it a monotonically increasing profile. We see that it indeed can be crudely approximated
as a step function, with τν,r being represented by τ ν (marked with a red dashed line), computed
using equation (7.8). Additionally, the separation between the two vertical dashed lines measures
the difference in covering fractions of either component (see the caption for details). Since it is
relatively small, we conclude that assumption (i) will be the most severe upon comparing the PPC
model’s doublet solution with our simulations. This comparison is carried out in the top two rows
of Figure 7.6 for times corresponding to the first, middle, and last panels in Figure 7.2. We indeed
find that the predictions of the PPC model, the black solid profiles, do not agree well with the exact
values measured from our simulations. However, we confirm in Appendix C that the agreement can
be improved by accounting for the fact that the hot gas has a non-negligible optical depth.

Effects of partial covering
Notice from Figure 7.6 that the peak of the optical depth profile does not coincide with max (Cν ) or
min(Ib ) in the second and third panels. This is a partial covering effect: if we were to only calculate
line profiles for sight lines in the middle half of the domain, this would not be the case. In other
words, the line profile due to the warm gas alone is almost completely saturated, so the residual
flux around vc is coming entirely from the flux transmitted through the hot gas.
The cloud is still in the process of forming in the left panel, and therefore the warm and hot
gas only differ in density and temperature by about a factor of 2. This is why Ib is approximately
equal to Ir2 in the bottom left panel, as the effects of partial covering are minimal in the absence of
significant optical depth contrasts.
Another partial covering effect is the tail appearing on the blue side of the Cν profiles in the
middle and right panels. Since fast moving clumps tend to have higher Cν , this is in agreement
with expectations. We note that the PPC model’s doublet solution, despite grossly overestimating
the red side of Cν , correctly captures this overall feature on the blue side.

7.3.4

Line profile variability

The blue and red line profiles in the last row of Figures 2 and 3 correspond to times in which the
sine function is zero in equation (7.1). Overplotted with these are line profiles corresponding to
the nearest high or low flux state (when sin (2πt/tX ) = ±1) to show the effects of variability in
response to changes in the ionizing flux. As shown by WP16, there are significant variations in
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temperature and density during these states, yet this evidently only amounts to a moderate level of
flux variability. Comparing the strengths of the lines across each row, we see that more variability
is caused by cloud disruption than by the response of the gas to the 20% changes in ∆FX .
Indeed, comparing the cases without variability in the ionizing flux, we see that the timedependent cloud dynamics alone causes significant absorption line variability. Furthermore, in an
environment prone to TI, a large change in ∆FX (i.e. AX & 1 in equation (7.1)) can trigger cloud
formation by displacing ξ to unstable regions on the radiative equilibrium curve (PW15), and this
original deepening of the line profile (not shown here) can also be a source of variability.

7.4

Discussion

We have combined 2D hydrodynamic simulations of the evolution of irradiated, thermally unstable
gas in AGN with a dense grid of xstar models in order to calculate the detailed photoionization
structure of the gas. This type of calculation represents the state of the art, as several research
groups have recently developed interfaces between a hydrodynamic code and either xstar (Kinch et
al. 2016) or Cloudy (Salz et al. 2015; Ramírez-Velasquez et al. 2016) in order to self-consistently
account for radiation source terms under the assumption that photoionization equlibrium is established on time-scales short compared to all relevant dynamical time-scales (recall §7.2.2). Of these
efforts, only Kinch et al. (2016) have also performed 2D simulations. Our approach here is not
fully self-consistent, even within this approximation, as the heating and cooling rates and radiation
force used in our hydrodynamic simulations are based on analytic fits to earlier photoionization
calculations that assumed the same SED (see PW15 for details). Here, xstar output is not being
coupled to the hydrodynamics, as that first requires a non-trivial calculation of the force multiplier
resulting from a given SED, work which is underway in our group (Dannen, Proga, & Kallman
2016, in preparation). While we have yet to explore how different SEDs can affect the acceleration
and dynamics of clouds, they are unlikely to change the qualitative outcome of our local cloud
simulations, which show that the flow becomes turbulent but remains clumpy.
Several global models of the broad line region (BLR) exist in which cloud formation is attributed
to TI. For example, Wang et al. (2012) considered a global model for episodic BLRs in which TI
is ultimately responsible for the cloud production, with the origin of the gas being attributed to a
Compton heated wind arising from the irradiated ‘skin’ of a self-gravitating accretion disc. Recently,
Begelman & Silk (2016) proposed the idea of magnetically elevated accretion discs and showed that
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TI should operate in the uppermost layers of the disc, thereby providing a different candidate
scenario for a BLR. Note, however, that TI is but one mechanism to produce a multiphase flow.
Others that have been considered in the context of AGNs include clouds uplifted from the surface
of an accretion disc by the ram pressure of a centrifugally driven MHD wind (e.g., Emmering
et al. 1992; Kartje, Kónigl, & Elitzur 1999; Everett, Kónigl, & Kartje 2001), transient density
enhancements produced by turbulence (e.g., Bottorff & Ferland 2001) in a radiatively driven wind,
and a failed dusty wind (Czerny & Hryniewicz 2011; Czerny et al. 2015).
The absorption line profiles calculated herein can be expected to be representative of those
produced by other multiphase flows, provided the clumpy gas is only moderately optically thick (τν .
5) and subsonic with respect to its surroundings. Moreover, because these are local hydrodynamical
simulations and the governing equations are Galilean invariant, our results apply equally well to
clumps embedded in a highly supersonic outflow.
An important result from this work is that a complicated velocity field is not accompanied by
a complicated line profile. Quite the contrary, the most chaotic flow regime produces the most
symmetric line profiles: in the final two panels of the slab case with a variable flux (see Figure 7.3),
the profile Ir − Ib is single peaked and featureless. This is simply because the velocities of the
clumps have been randomized and therefore (i.) any local acceleration signature has been lost and
(ii.) the width of the absorption lines are set by thermal broadening alone because the local velocity
field is subsonic. This result is consistent with several studies that have invoked ‘microturbulence’
to broaden line profiles, as the level of microturbulence required is supersonic (e.g., Horne 1995;
Bottorff et al. 2000; Bottorff & Ferland 2002; Baldwin et al. 2004; Kraemer et al. 2007). Since
it is unclear how supersonic motions can arise and persist (e.g., Kraemer et al. 2012), it is more
likely that broad absorption lines are the result of ion opacity being spread over a wide range of
bulk velocities that are naturally present in a large scale outflow.
In addition to line profiles maintaining their smooth shapes before and after the onset of cloud
disruption, it is important to point out that they mostly retain their strengths also, aside from a
small amount of variability (recall §7.3.4). Evidently, the existence of a morphologically in tact
cloud is not important; preservation of the mass fraction (or equivalently the filling factor) of warm
gas is all that really matters, for then the overall ionization state will be unaffected. In part, this
result is due to the fact that the hot gas in our simulations has a non-negligible optical depth, as
revealed in §7.3.3, so that significant absorption still takes place in the absence of cloud material.
Thus, the maintenance of line strengths may to some degree be a limitation of our simulations,
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as the hot gas is only about 5 times hotter than the warm gas and is therefore still cool enough
to host O viii ions. Nevertheless, the relatively high optical depth of the inter-cloud gas in these
simulations may mimic the presence of a much larger column of very optically thin gas. Moreover,
it is quite possible that cloud formation sites for warm absorbers indeed have low optical depth
contrasts since resonance line opacities in the X-ray are typically much smaller than those in the
optical or UV (e.g., Kallman 2010).
UV lines in BAL outflows, on the other hand, are more likely to be very optically thick if the
absorption sites are produced by clouds (e.g., Arav & Li 1994). More work is required to produce
synthetic line profiles for the common UV doublet lines. This requires two advances: (i.) much
higher resolution simulations to resolve the high temperature and density contrasts. This will permit
the modeling of a clumpy medium in which the hot gas is hot enough to be very optically thin and
the warm gas cool enough to host UV lines. (ii.) solving the equations of radiation hydrodynamics
using the variable Eddington tensor closure (e.g., Jiang et al. 2012; Proga et al. 2014), as optically
thick clouds will cast shadows and this effect must be properly taken into account.
In this work we focused on a doublet line in the soft X-ray simply because O viii Lyα was found
to be the strongest line produced at these temperatures and photoionization parameters. Note that
to resolve this doublet in actual spectra, a resolution of R = λ/∆λ > 3500 is required; this is beyond
the capabilities of the X-ray Integral Field Unit being designed for the Athena+ mission (which has
R . 2400 in the soft X-ray band; Barret et al. 2016), but it may be within the reach of Arcus
(Smith et al. 2016) or Athena+’s high resolution X-ray grating spectrometer mission. Without
resolving the doublet components, the only detectable cloud signature would be an asymmetric line
profile: prior to complete cloud disruption, cloud acceleration will produce deeper absorption on
the blue side of line center, as in Figure 7.2.
We can speculate that the common UV doublet lines may present even clearer evidence for
cloud acceleration using the Ir − Ib diagnostic. According to the PPC model, Ir − Ib ≈ Cν e−τν near
line center, and since τν can be very large, the dips in this profile should be very prominent. It is
unclear, however, if outflows are sufficiently clumpy in the UV, as continuous disc wind models can
explain broad absorption lines (e.g., Sim et al. 2010) and there is growing observational support for
the line-driven disc wind scenario (e.g., Filiz Ak et al. 2014). Interestingly, there has been a recent
attempt to measure the bulk acceleration of outflows using a large sample of C iv BAL troughs
drawn from various Sloan Digital Sky Survey programs (Grier et al. 2016). We note that a local
cloud acceleration signature is to be distinguished from such bulk acceleration signatures that arise
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on scales spanning the entire outflow. As we mention below, cloud acceleration can likely only be
detected in narrow absorption lines.

7.5

Conclusions

Our simulations show that irrespective of the initial cloud geometry, cloud disruption generates
vorticity and thus results in a complicated velocity field. Our main conclusion is that this process
of mixing has little influence on the line profiles and ultimately makes them more symmetric. Were
the warm gas to completely evaporate upon mixing, we would expect the line profile to significantly
weaken, but it should still remain smooth since thermal broadening always dominates any bulk
velocity broadening from a locally subsonic velocity field.
We confirmed our expectation that cloud acceleration imprints a deeper absorption signature on
the blue side of line center before the cloud is completely disrupted. Our most interesting finding is
that a sensitive spectral diagnostic for assessing the presence of cloud acceleration can be obtained
by examining the difference (Ir − Ib ) of the absorption line profiles of a doublet line. This quantity
appears in the ‘doublet solution’ of the commonly used PPC model (see equation (7.10)), and hence
it should be possible to perform this analysis for common UV doublets.
The detection of a cloud acceleration signature can probably only come from narrow lines that
are not much broader than a thermal width, as the signature would not be present for BALs, which
likely originate from smooth outflows. Repeated detections are needed to infer the presence of cloud
acceleration, as the location of the dip in Ir − Ib should become increasingly blueshifted with time.
Behavior that would serve as evidence for cloud disruption is if the dip reverses its blueward trend
or gradually disappears after being monitored on a regular (perhaps daily) basis. The detection
of such a time-scale and the absence or presence of repeated episodes showing this effect would
strongly constrain models for the AGN environment.
Finally, we showed that in our simulations, line strengths are more affected by cloud disruption
than by changes in ionization in response to a (20%) variation in the ionizing flux. Absorption
line variability that is correlated with fluctuations in the continuum light curve has recently been
interpreted as evidence that changes in the ionizing continuum drives this variability (e.g., Filiz Ak
et al. 2013; Wang et al. 2015; Goad et al. 2016), while the absence of such correlations is instead
attributed to the transverse motion of clouds across the line of sight (e.g., Muzahid et al. 2016;
Wildy et al. 2016). Cloud formation and subsequent disruption is also uncorrelated with ∆FX and
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can occur entirely along the line of sight without clumps leaving the field of view. Thus, it is an
alternative to the two most commonly invoked explanations for absorption line variability.
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Chapter 8
APPLICATION TO REVERBERATION MAPPING

8.1

Introduction

Assuming that the BLR is virialized, reverberation mapping can be used to estimate the mass of
the central supermassive black hole (SMBH), MBH . A measure of the time delay, hτ i, for gas to
respond to changes in the continuum determines a characteristic BLR radius R = c hτ i (where c
is the speed of light), while the velocity widths of broad emission line profiles are used to assign a
characteristic velocity ∆v. The actual black hole mass measurement,

MBH = f

R(∆v)2
,
G

(8.1)

has a potentially major uncertainty associated with the value of f , the so-called virial coefficient
that depends on the geometry and kinematics of the BLR. Furthermore, there can be significant
uncertainties associated with the measurements of hτ i and ∆v (e.g., Krolik 2001), especially if
hτ i is determined by first assuming a form for the transfer function (the approach taken in the
code Javelin, for example; Zu et al. 2011). Hence, even for this least demanding application of
reverberation mapping, it is necessary to look to physical models of the BLR that obey observational
constraints to better quantify the uncertainties associated with these quantities. Several models
have been suggested, including randomly orbiting clouds, inflowing and outflowing gas, rotating
disks with thermal or line driven winds, and more (see, for example, the review by Mathews &
Capriotti (1985). and a more recent summary in Section 5 of Sulentic et al. (2000).
Although a great deal of work has been done to model the photoionization of the BLR gas,
relatively few calculations aimed at deriving line profiles and transfer functions have been performed,
especially ones taking into account both hydrodynamics and radiative transfer (e.g., Chiang &
Murray 1996). Indeed, the majority of these modeling efforts employ stochastic methods (e.g.,
Pancoast et al. 2011) that, while sophisticated,1 cannot easily incorporate the extensive modeling
capability offered by performing calculations from first principles using numerical simulations. In
1

We refer specifically to discrete particle, Monte-Carlo based methods that model the BLR by prescribing probability distributions for the particles’ emission properties and kinematics.
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this work, we therefore adopt the complementary approach of calculating echo images, line profiles
and transfer functions by post-processing grid-based hydrodynamical simulation data.
For any BLR model to permit the use of equation (1), the responding gas must be virialized.
Hence, in the case of disk winds, the outflow itself must be virialized. A rigorous approach to
testing this requirement was taken by Kashi et al. (2013), who analyzed various outflow solutions
and found that the line-driven wind solution presented by PK04 is indeed virialized out to large
distances, owing to the dominance of the rotational component of the wind velocity. Formally, a
system is virialized if the sum of the density-weighted, volume-integrated internal energy and kinetic
energy is equal to -1/2 the value of the density-weighted, volume-integrated gravitational potential
energy (see eqns. 2-3 in Kashi et al. 2013). Importantly, Kashi et al. (2013) found that the outflow
in the PK04 solution will be observed as virialized from any line of sight (LoS).
This chapter is structured as follows. In §8.2, we present our formalism to derive the impulse
response function2 , the fundamental quantity in reverberation mapping. In §8.3, we discuss the
methods used to evaluate it. In §8.4, we benchmark our methods by recovering the analytic solution
of Chiang & Murray (1996).

8.2

Formalism

The classic work of Blandford & McKee (1982; hereafter BM82) was published a year before the
appearance of a seminal paper by Rybicki & Hummer (1983; hereafter RH83), who presented the
methodology that is now widely used to calculate line profiles in rapidly moving media. Therefore,
we first derive the impulse response function using the framework of RH83, showing how it is
consistent with the one first derived by BM82.

8.2.1

Derivation of the impulse response function

From RH83, the specific monochromatic luminosity Lν due to line emission can be calculated
by integrating the product of the monochromatic emission coefficient (or emissivity) jν and the
directional escape probability βν over the volume V of the entire emitting region:

Lν (t) =

Z

dV jν (r, t)βν (r, t).

(8.2)

2
What we call the impulse response function is normally termed the 2-D transfer function, an echo image is its
digital representation, and we reserve transfer function to explicitly denote the frequency-integrated impulse response
function.
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Here, both jν and βν depend on the direction of emission, n̂; only one direction, that pointing
toward the distant observer, contributes to Lν (t). The product jν βν can be considered an effective
emissivity, the role of βν being to allow a unified treatment of optically thick and thin gas. In
particular, as demonstrated by Chiang & Murray (1996), the escape probability formalism permits
a straight forward calculation of how optically thick regions in rapidly moving media respond to
variations in the ionizing continuum (through the effects of velocity shear). In contrast, the response
from optically thick regions in static or slowly moving media is much more difficult to calculate on
account of the extra time delays associated with multiple scatterings.
To proceed, a distinction must be drawn between steady and variable line profiles (e.g., Krolik
et al. 1991). The variable line profile ∆Lν (t) can be defined as the component of the total observed
line profile Lν (t) that actually varies in response to continuum fluctuations, while the steady line
profile hLν i is a time-averaged background component (that may or may not correspond to the BLR
gas); symbolically,
Lν (t) = hLν i + ∆Lν (t).

(8.3)

The principle behind reverberation mapping is that the variable line profile, as observed at time t,
is caused by small fluctuations of the continuum light curve LX at some earlier time t − τ (typical
fractional rms variability amplitudes are . 20%; e.g., De Rosa et al. 2015). Reworded from the
standpoint of this paper, this principle implies that given the impulse response function Ψ(ν, τ )
(i.e. a model of the BLR) and the light curve of continuum fluctuations, ∆LX = LX − L0 (with
L0 a reference continuum level), we can predict the shape of the variable line profile through the
convolution
∆Lν (t) =

Z

0

∞

Ψ(ν, τ )∆LX (t − τ )dτ.

(8.4)

Returning to equation (8.2), consider the response of the gas to a change in ionizing continuum
flux ∆FX as seen in the rest frame of the source, i.e. according to an observer located at position
r = 0 in a spherical coordinate system centered on the BLR. Then the increased continuum flux,
∆FX (t0 − r/c) = ∆LX (t0 − r/c)/4πr2 , received by a gas parcel at time t0 and position r is perceived
by the observer to have been emitted by the continuum source at the earlier time t0 − r/c. Here
we invoked several of the basic assumptions used in almost all reverberation mapping studies of
the BLR: point source continuum emission, straight line propagation from source to gas parcel, and
no plasma effects (ensuring the constant propagation speed c). Provided ∆FX is small relative to
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hFX i, the emissivity can be expanded as
jν (hFX i + ∆FX (t0 − r/c)) ≈ hjν i +

∂jν
∆FX (t0 − r/c).
∂FX

(8.5)

By inserting this relationship into equation (8.2) and making a comparison with equation (8.3), we
identify
hLν i =
and
0

∆Lν (t ) =

Z

dV

Z

(8.6)

dV hjν iβν ,

∂jν
∆FX (t0 − r/c)βν .
∂FX

(8.7)

The first equation just states that the steady line profile is computed as in equation (8.2), but in
a time averaged sense, while the second equation reveals that ∂jν /∂FX , termed the responsivity, is
fundamental to reverberation mapping.
Since we are after the luminosity seen by a distant observer, we need to account for the additional
time delay for emitted photons to travel from r to the observer plane (i.e. an imaginary plane
oriented perpendicular to n̂ and located beyond the outer edge of the emitting volume). We must
further sum over all times t0 that contribute to observed emission at the distant observer’s time t:

∆Lν (t) =

Z





r · n̂
dt ∆Lν (t ) δ t − t −
c
0

0

0



.

(8.8)

Here, all of the basic assumptions listed above were once again invoked, and we additionally made
the (standard) assumption of negligible recombination times (because these times are typically very
short). Replacing ∆FX with ∆LX /4πr2 in equation (8.7) and then substituting equation (8.7) into
equation (8.8) gives
∆Lν (t) =

Z

Z

∂jν ∆LX (t0 − r/c)
dt
dV
βν
∂FX
4πr2



r · n̂
× δ t − t0 −
.
c
0

(8.9)

The impulse response function is by definition the ratio of ∆Lν to ∆LX for a delta-function continuum fluctuation,
Ψ≡

∆Lν
δ(t0 − r/c).
∆LX

(8.10)

Making the substitution ∆LX → ∆LX δ(t0 −r/c) in equation (8.9) collapses the dt0 integral, thereby
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defining the total time delay
τ (r) =

r
(1 − r̂ · n̂) ,
c

(8.11)

so that the impulse response function can be written as

Ψ(ν, t) =

Z

dV

∂jν βν
δ[t − τ ].
∂FX 4πr2

(8.12)

Equation (8.12) is seen to be consistent with BM82’s equation (2.15). Specifically, the responsivity
(which has units cm−1 s) is analogous to their ‘reprocessing coefficient’ ε, while their factor g (the
projected 1D velocity distribution function) is unity in the hydrodynamic approximation. The only
difference is our inclusion of the escape probability βν to account for the effects of anisotropy using
the formalism of RH83.

8.2.2

Responsivity and opacity distributions

The derivation leading up to equation (8.12) is quite general as far as the radiative transfer is
concerned. We now specialize to the Sobolev approximation by following Rybicki & Hummer (1978)
and RH83, in which case

h
ν0 i
jν (r) = k Sν δ ν − ν0 − vl ,
c

(8.13)

where k = (πe2 /me c)f12 n1 [cm−1 s−1 ] is the integrated line opacity of the transition with oscillator
strength f12 and population number density n1 , Sν is the source function, ν0 is the line center
frequency, and vl ≡ n̂ · v is the line of sight velocity of the emitting gas which has bulk velocity v.
The delta-function here arises from the use of the Sobolev approximation, for when it holds, locally
Gaussian line profiles will effectively behave as delta-functions (see, for example, §8.4 of Lamers &
Cassinelli 1999). Note that this statement is not equivalent to our assumption that the intrinsic
line profile is much narrower than a Gaussian.
The argument of the delta-function accounts for a non-relativistic Doppler shift only. There
will also be a transverse redshift that can be of order 1.5(vt /c)2 × 105 km s−1 , where vt is the
velocity component perpendicular to the LoS, as well as a gravitational redshift of order 1.5(rs /r) ×
105 km s−1 , where rs = 2GMBH /c2 is the Schwarzschild radius. Since the PK04 domain extends
to a minimum radius rmin ≈ 30 rs and the highest velocities in the domain are ∼ 0.1 c, either effect
can potentially lead to shifts ∼ 1500 km s−1 at the base of the profile. While acknowledging that
these are important effects, we ignore both relativistic redshifts to first order on the grounds that
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these estimates are still small compared to the widths of our calculated line profiles and will apply
mainly to the innermost gas, leading to a red wing.
The source function Sν in equation (8.13) describes all radiative processes responsible for the
line emission and in general can be divided into two contributions: (i) local intrinsic emission
processes, and (ii) scattered emission. We mention below how to realistically model (i), but in this
work we adopt simple scaling relations to account for (i) in a way that will enable us to compare our
results with those from prior works. It is known that a proper treatment of (ii) is important when
calculating steady line profiles, but it is beyond the scope of this work to investigate the importance
of scattering for shaping variable line profiles.
To calculate the variable line profile, we need to specify the responsivity, ∂jν /∂FX . A selfconsistent determination of the responsivity requires detailed photoionization modeling coupled with
radiation hydrodynamical simulations. The former type of calculation has been frequently explored
without regard to the latter (e.g., Krolik et al. 1991; Goad et al. 1993; Korista & Goad 2004; Goad
& Korista 2014). Here we take a first step in performing the latter type of calculation. In §8.3.4 we
outline a basic modeling strategy that should be suitable for constraining BLR models upon making
a comparison with observations. In essence, the velocity and density fields are found by performing
hydrodynamical simulations, and then separately the responsivity and opacity distributions are
obtained by carrying out photoionization calculations using the hydrodynamical simulation results
as input.
For this initial investigation, we opted for a simpler approach by adopting prescriptions for the
responsivity and opacity distributions. To reach a common ground with past investigations, we note
that it is has been common to adopt a power-law dependence for the responsivity (e.g., Goad et al.
1993, 2012) similar to the one introduced by Krolik et al. (1991), who assumed the power can be
radially dependent and takes the form η(r) ≡ ∂ ln Sl /∂ ln FX , where Sl is the local brightness of the
line-emitting gas. Phrased in terms of the source function, this is equivalent to the ansatz
η(r)

Sν (r) = AFX ,

(8.14)

where A is a function of position, specified below, that sets the overall response amplitude. Photoionization modeling indicates that η typically ranges between 0 and 2 (see e.g., Krolik et al. 1991;
Goad et al. 1993, 2012). For simplicity, we adopt η = 1 in this work, which gives A units of seconds
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and defines our responsivity as
h
ν0 i
∂jν (r)
= k A δ ν − ν0 − vl .
∂FX
c

(8.15)

Specifying the magnitude of A is only necessary when making quantitative comparisons with
observed spectra. We will use arbitrary flux units, allowing the constant A0 in our fiducial relation,
A(r) = A0 (r/r1 )2 ,

(8.16)

where r1 is one light day, to serve as a normalization factor. Our results are calculated using this
heuristic prescription for A(r), which we motivate below.
To obtain an expression for the responsivity that involves only hydrodynamical quantities, we
estimate the number density of the lower level of the transition in question in terms of the fluid
density ρ through
n1 (r) = AZ ξion

ρ
,
µmp

(8.17)

where ξion is the ion fraction of the emitting ion with elemental abundance AZ , and µ and mp
are the mean molecular weight and mass of a proton, respectively. These quantities are assumed
to characterize the state of the gas after the change in photoionizing flux. We can now define an
effective opacity per unit mass as

κ=



πe2
me c



AZ ξion f12
[cm2 g−1 ],
µmp ν0

(8.18)

and in our calculations we take κ to be a spatially fixed quantity throughout the domain. Note that
in writing equation (8.15) we have assumed that the flux dependence of the emissivity is dominated
by that of the source function, i.e. that k = κρν0 is insensitive to changes in the ionizing flux. This
will not be true in general since κ depends on the ion fraction, while hydrodynamic effects can lead
to changes in ρ. Ignoring the latter possibility (since it implies a nonlinear response; see §8.3.4)
therefore implies that k is independent of FX when κ is treated as a constant.
As a very simple example of what the above scalings imply, consider a spherically symmetric,
constant, high-velocity outflow illuminated by an isotropic source at its center. By mass conservation, the density scales as r−2 , and therefore so does k. Then A ∝ r2 amounts to assuming that the
emissivity of the gas is directly proportional to the density, while the responsivity (∂jν /∂FX ∝ κρr2 )
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is constant with radius since the emissivity and flux both falloff as r−2 . In contrast, taking A = A0
implies jν ∝ r−4 and ∂jν /∂FX ∝ r−2 ; this scaling reproduces the results of Chiang & Murray
(1996), as shown in §8.4.

8.2.3

The escape probability

In equation (8.12), the escape probability, assuming a single resonant surface, is given by RH83:

βν (r) =

1 − e−τν
.
τν

(8.19)

Treating multiple resonant surfaces, which can arise for non-monotonic velocity fields, modifies
equation (8.19) by an additional multiplicative factor of e−τν for each surface, but we expect equation
(8.19) to capture the dominant optical depth effects. In the Sobolev approximation, the optical
depth is given by
τν (r) =

c
k
,
ν0 |dvl /dl|

(8.20)

where dvl /dl ≡ n̂ · ∇vl is the line of sight velocity gradient, often denoted as Q:
X1
dvl ∼
= Q(r) =
dl
2
i,j



∂vj
∂vi
+
∂rj
∂ri



.

(8.21)

The components of Q in various coordinate systems can be found in Batchelor (1967). Therefore,
the product k βν present in the integrand of equation (8.12) can be written

k(r) βν (r) =

ν0 dvl
(1 − e−τν ).
c dl

(8.22)

Notice that this product is only dependent on the density and opacity through the optical depth. For
τν  1, this dependence is very weak and the escape of photons is primarily governed by the local
LoS velocity gradient. Once τν . 0.1, on the other hand, βν ≈ 1 − τν /2, and the impulse response
function becomes weakly dependent on |dvl /dl|, instead depending primarily on the magnitude of
k (i.e. the product of the density and opacity), which must be smaller than (ν0 /c)|dvl /dl|. Thus,
in general, the response will be weaker for reprocessed photons emitted in an optically thin region
compared to an optically thick, rapidly moving region.
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8.2.4

The resonance condition

Having derived formulae for the quantities appearing in the integrand of equation (8.12), we can
express the impulse response function in spherical coordinates as
Z 2π
Z rout Z π
1
dφ A(r)
sin θdθ
Ψ(y, t) =
dr
4πc rin
0
0


dvl
×
(1 − e−τν ) δ y − vl0 δ [t − τ ] ,
dl

(8.23)

where rin and rout are the inner and outer radii of the reverberating region and we have defined the
dimensionless frequency shift y ≡ (ν − ν0 )/ν0 and denoted vl /c = vl0 . The argument of the first delta
function defines an iso-frequency surface specifying all physical locations that contribute to a given
frequency shift y. Likewise, the argument of the second delta function defines an iso-delay surface,
giving all points in the volume with nonzero responses at a given time t. Only the intersection of
these two surfaces contribute to the integral at a given (y, t). We will refer to locations satisfying
the combined arguments as resonance points, and to the equation governing these locations as the
resonance condition.
For axisymmetric models, to which we confine ourselves to in this work, the resonance condition
is used to solve for the resonant azimuthal angles φ̃ corresponding to each (r, θ) coordinate on the
grid. It is clear that dependence on φ enters through n̂. Two angles are required to specify n̂, namely
the observer’s azimuthal and polar coordinates (φn , θn ). Without loss of generality we choose φn = 0,
while θn is the same as the LoS inclination angle, hereafter denoted i. Then the components of n̂
are nr = sin θ cos φ sin i + cos θ cos i, nθ = cos θ cos φ sin i − sin θ cos i, and nφ = − sin φ sin i, giving
for the resonance condition the coupled algebraic equations
y = nr vr0 (r, θ) + nθ vθ0 (r, θ) + nφ vφ0 (r, θ);

(8.24)

t = (r/c) (1 − nr ) .
Here the primes on the velocity components indicate that they are in units of c (consistent with our
convention for vl0 above). For analytic axisymmetric hydrodynamic solutions, equations (8.24) can
be easily solved for φ = φ̃, given y, t, and i. However, there is a subtlety that arises for discretized
solutions, requiring first the solution of an alternate form of the resonance condition, equation (8.25)
below. We return to this point and discuss our actual procedure in §8.3.2.
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Figure 8.1: Echo image sketches of the PK04 solution. The 1st column is for i = 15◦ , the 2nd for
i = 45◦ , and the 3rd for i = 75◦ . These are plots of the two time delays, t+ and t− (green and
black symbols, respectively, but note t+ = t− when vφ = 0), corresponding to each LoS velocity,
found by solving equation (8.25) using the velocity components from the PK04 solution. The last
column displays maps of these velocity components. The first three rows of echo image sketches
shows the effect of zeroing the (cylindrical) velocity component shown in the corresponding map.
For example, the 1st row of sketches has nonzero vφ and vz . The sketch for i = 75◦ in this row
shows a characteristic ‘virial envelope’, which is due to vφ alone; at lower inclinations contributions
from vz become visible. In the 2nd row of sketches there is no virial envelope, as only the poloidal
velocity components are nonzero; comparison with the 1st row reveals that the diagonal features
are caused by v$ . Vertical dashed lines are plotted at line center to highlight an overall blue-shift
effect that is absent in the 3rd row, which has vz = 0 and hence lacks any shift caused by vz cos i in
equation (8.26). This effect is best seen by comparing the bottom row of sketches, which accounts
for the full PK04 velocity field, with the 3rd row. We emphasize that these sketches can be used
to assess where an echo image cannot show a response, but elsewhere they need not resemble the
actual image since Ψ(y, t) may be negligible.
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8.2.5

Echo image sketches

Welsh & Horne (1991) derived simple equations relating the velocity field and the time delay for
specific outflow, inflow, and Keplerian velocity fields, which allowed them to sketch velocity vs.
delay and thereby show the possible outlines of echo images. A general equation for ‘echo image
sketches’ of axisymmetric models is found by eliminating φ from equations (8.24); it is simplest to
write down using cylindrical velocity components, (v$ , vφ , vz ):
"
r
sin θ
t=
1− cos θ cos i − 02
c
v$ + vφ02
×

0 0
v$
y

±

vφ0

q

02 +
(v$

vφ02 ) sin2 i

− y 02

!#

(8.25)
,

where
y 0 ≡ y − vz0 cos i.

(8.26)

Equation (8.25) reduces to the simpler ones presented in Welsh & Horne (1991), i.e. the relationship
for a spherical inflow/outflow is obtained by setting θ = −π/2 and vφ = vz = 0, giving
t=



r
y
1+ 0 ,
c
v$

(8.27)

whereas a Keplerian disk satisfies,


t − r/c
r/c

2

"

y
+ 0
vφ

#2

= sin2 i,

(8.28)

obtained by setting θ = π/2 and v$ = vz = 0.
Figure 1 shows echo image sketches for the PK04 solution. From top to bottom, the first three
rows show the effect of zeroing each velocity component, maps of which are plotted in the right
column. The top row lacks the prominent diagonal feature present in the other rows, indicating
that it is due to the v$ component. Note that diagonal features are expected for radial outflows
(c.f. Welsh & Horne 1991).
The final row shows sketches with all velocity components nonzero. A comparison with the
third row highlights a tendency for echo images of outflows to exhibit blue-shifted excesses. This
effect is clearly revealed by equation (8.26): the velocity shift y = (ν − ν0 )/ν0 is offset by a factor of
(vz /c) cos i, so the vertical velocity component causes a blueshift for positive vz and a redshift for
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negative vz . This will only be significant at small inclinations (i . 45◦ ) due to the factor of cos i.
This result is examined more closely in Waters et al. (2016).
The significant differences between the bottom and top rows of sketches hints that it may
be possible to infer the presence of a poloidal velocity field through observations of echo images.
However, these sketches are mainly useful for visualizing the mapping from physical space to velocitydelay space, thereby showing which regions of an echo image cannot show a response. Most of the
features outside of the ‘virial envelope’ formed by the rotational velocity component turn out to
have much smaller fluxes unless the lines originating in the wind are very optically thick.

8.2.6

Transfer functions and line profiles

Most reverberation mapping studies to date have primarily focused on two quantities derived from
the impulse response function. The first is the transfer function, which is the frequency-integrated
impulse response function,
Ψ(t) =

Z

∞

Ψ(y, t) dy.

(8.29)

−∞

In practice, the transfer function is the quantity used to calculate mean time lags, and hence to
measure a characteristic radius of the BLR. Similarly, we can also define the line profile by

Φ(y) =

Z

∞

Ψ(y, t) dt,

(8.30)

0

where the limits are (0, ∞) since Ψ(y, t < 0) = 0. Note that Φ(y) is not the same as the variable line
profile defined in equation (8.4). Rather, it is (to within a normalization factor) the limiting case of
a variable line profile found by convolving Ψ(y, t) with a constant continuum light curve. As such,
the line profiles presented in this paper should be viewed as merely representative of the line shapes
expected for our disk wind models. Detailed predictions of variable line profiles are system specific,
as they require carrying out the convolution with the observed continuum light curve ∆LX (t).

8.3

Methods

Two approaches for calculating impulse response functions from models of the BLR were introduced
early on. A stochastic approach was taken by Welsh & Horne (1991) and Pérez et al. (1992), in
which a domain was populated with a large number (∼ 760, 000 and 25, 000, respectively) of points,
satisfying some assigned velocity field, spatial distribution, and emissivity. These discrete particle
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models continue to provide intuition into the nature of the mapping between physical space and
frequency-delay space.
An analytic approach was taken by BM82 and later by Chiang & Murray (1996; hereafter
CM96), whose BLR model consisted of an axisymmetric Keplerian disk combined with a simple
radial wind prescription. Here we adopt CM96’s approach, extending it to allow the exploration of
both 2-D analytic and numerical hydrodynamical models.

8.3.1

Formal evaluation of the impulse response function

Simplifying equation (8.23) to its basic functional form and changing integration variables to µ ≡
cos θ gives
Ψ(y, t) =

Z

rout

dr

Z

1

dµ

−1

rin

Z

2π

0

where



dφ I δ y − vl0 δ [t − τ ] ,

(8.31)

1
dvl
A(r)
(1 − e−τν ).
4πc
dl

I(r) =

To make use of the delta functions, any pair among (dr, dµ), (dr, dφ), and (dµ, dφ) can be replaced
by (dvl0 , dτ ) using a Jacobian. For axisymmetric problems in which the density and velocity fields
are independent of φ, it is natural to replace either (dr, dφ) or (dµ, dφ), so that the triple integral
can be reduced to a single integral over µ or r. To make a clear comparison with CM96, we chose
to use (dr, dφ), so the mapping reads
dr dφ |J| = dvl0 dτ,
where
|J(r)| =



∂τ
∂r



∂vl0
∂φ

Z

dvl0

Z



−



∂τ
∂φ

(8.32)



∂vl0
∂r



.

(8.33)

Equation (8.31) becomes

Ψ(y, t) =

Z

1

−1

which evaluates to

dµ

Z

dτ


I 
δ y − vl0 δ [t − τ ] ,
|J|


1

I
Ψ(y, t) =
dµ
|J|
−1

122



(r̃,µ,φ̃)

.

(8.34)

(8.35)

We use the subscript notation to indicate that for each µ, the integrand is to be evaluated at the
resonance point (r̃, φ̃) corresponding to a given (y, t); geometrically this point will lie somewhere in
a conical slice (r, φ) through the volume. Its location is determined by the solution to the resonance
condition, equation (8.24). Assuming motion purely in the midplane (µ = 0), CM96’s result can be
obtained with the substitution I → I δ[µ − 0], as we illustrate in §8.4.

8.3.2

Numerical evaluation of the impulse response function

To numerically evaluate the remaining integral over µ, we employ the trapezoid rule, leading to the
discrete form


N −1
1X
dΨ
Ψ(y, t) ≈
∆µk
2
dµ
k=1

dΨ
+
dµ
k+1

k



,

(8.36)

where we have used the simplifying notation
 
dΨ
I
=
.
dµ
|J| (r̃,µ,φ̃)

(8.37)

Note that for grid-based simulation data in spherical coordinates, the native grid spacing can be
used to arrive directly at ∆µk = µk+1 − µk . (Otherwise, the discretized solution would need to be
interpolated to a spherical grid or a different Jacobian would need to be defined.)
As mentioned in §8.2.4, when applied to simulation data, a subtlety arises in the evaluation of
the integrand, equation (8.37). To clarify what is involved, it should first be emphasized that the goal
is to arrive at a legitimate digital image to compare with echo images obtained from observations.
That is, we need to construct a 2-D array of pixels with the center of each pixel at specified values
of (y, t), and the magnitude of Ψ(y, t) determining the value of the entire pixel. Ideally, we would
like to directly evaluate each of the N values of dΨ/dµ precisely at (y, t). However, this cannot be
done in practice. The reason is that with discretized data, it is impossible to find resonance points
exactly at the center locations of pixels to an acceptable tolerance level. Indeed, as equation (8.25)
reveals, there are only certain values of y that satisfy the resonance condition for a given t, and vice
versa, when the grid coordinates (r, µ) and velocity fields are given.
Our procedure to generate an echo image therefore involves interpolating from the resonant
locations nearest the center of each pixel. For every value of y, i.e. for every column of pixels in
our image array, we loop through all grid points of our simulation and associate each one with a
specific value of t that satisfies equation (8.25). We do the same for each row of pixels, collecting all
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y values that correspond to a given t. For each pixel, we then evaluate dΨ(yL , t)/dµ, dΨ(yR , t)/dµ,
dΨ(y, tA )/dµ, and dΨ(y, tB )/dµ, where (yL , t), (yR , t), (y, tA ), and (y, tB ) are the four locations
nearest to (i.e. left of, right of, above, and below, respectively) the center of the pixel. Lastly, we
bilinearly interpolate the four values of dΨ/dµ to arrive at dΨ(y, t)/dµ. By adding up all such values
of dΨ(y, t)/dµ in accordance with equation (8.36), we finally arrive at Ψ(y, t), whose magnitude is
assigned to that pixel.

8.3.3

Direct vs. indirect calculation of the transfer function and line profile

If provided with an analytic hydrodynamical model (e.g., that of CM96), there is no need to carry
out the interpolation procedure just described, since resonance points can be found for any (y, t).
By summing over the rows and columns of resulting echo image with a suitable algorithm such
as the trapezoid rule, excellent numerical approximations to the integrals in equations (8.29) and
(8.30) can be obtained. We refer to this method of calculating the transfer function and line profile
as an indirect one, since it first involves calculating Ψ(y, t).
This summation can also be carried out for discretized solutions, using the non-interpolated
values of dΨ/dµ. However, again a subtlety arises, which is not easily dealt with. The issue is the
double-valued nature of the mapping from (r, µ) to (y, t). From equation (8.25), we see that in
general there can be two values of t for every y. Each will have a different resonant φ̃ coordinate,
as they physically correspond to emission regions on opposite sides of the BLR that have the same
time delay. However, they manifest as separate branches in a plot of Ψ(y, t) vs. t, and we find that
one branch (corresponding to gas on the far side of the BLR) is sampled much less densely than
the other (due to the logarithmic grid spacing). Hence, special integration routines are necessary
to accurately carry out this indirect method, which will be needed to calculate convolutions with
observed light curves; they will be presented in a separate paper focused on making a comparison
with observations.
The direct method for calculating line profiles and transfer functions is to carry out the integrals
over y and t in equations (8.29) and (8.30) analytically. Using the impulse response function in the
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form of equation (8.34), we find, after some manipulation of the Jacobian defined in equation (8.32),

Ψ(t) =

Z

rout

dr

Φ(y) =

1

dµ

−1

rin

Z

Z

rout

dr

rin

Z

1

dµ

−1

2 
X

I
|dτ /dφ|

i=1

I
|dvl /dφ|

i=1
2 
X



;
(r,µ,φti )



(8.38)
.

(r,µ,φyi )

The subscript notation here indicates that the integrands are to be evaluated at the location where
t = τ (r, µ, φ) in the case of Ψ(t) and y = vl (r, µ, φ) in the case of Φ(y); in general there can be
two such locations, φt1 and φt2 for Ψ(t), and φy1 and φy2 for Φ(y), hence the summations. We
numerically evaluate these integrals (again using the trapezoid rule). For the technical reasons
described in the previous paragraph, our results only employ this direct method. Nevertheless,
we draw attention to the fact that this and the indirect method are completely independent and
therefore provided a useful means to benchmark the code used in this work (see below).

8.3.4

Incorporating photoionization modeling results
and accounting for time-dependent effects

The simple prescription for the responsivity used in this work is useful for surveying the properties
of a particular BLR model as well as for comparing and contrasting different BLR models. Upon
making a comparison with observations in order to constrain model parameters, it will be necessary
to calculate the responsivity and opacity distributions by separately performing photoionization
calculations using the properties of the BLR model (e.g., temperature and photoionization parameter) as input. Although it would not be fully self-consistent, provided the Sobolev approximation
applies, we can then evaluate the impulse response function using equation (8.35). The function
I(r) appearing in the integrand becomes,

I(r) =

1 ∂jν 1 − e−τν
,
4π ∂FX
τν

(8.39)

with the understanding that both ∂jν /∂FX and κ are independently specified as numerical fits or
tabulated functions of position.
Both the responsivity and optical depth depend on the density distribution, which may undergo
changes on timescales less than the duration of the observational campaign due to the dynamics of
individual clumps within the wind. In principle, there is no difficulty accounting for time-dependent
dynamics by using a different output from a time-dependent simulation at every sampled delay time
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τ when constructing the impulse response function Ψ(vl , τ ). Indeed, when computing variable line
profiles, this procedure should be performed, as comparing results obtained this way with those
calculated using a single or time-averaged output can serve as a useful measure of the uncertainty
associated with theoretical line profile predictions.
Difficulties in accounting for time-dependence arise if the flux variability inferred from the
observed light curve itself causes significant dynamical changes in the BLR gas, as this violates
the assumption of linearity inherent in equation (8.4). In Chapter 6 we demonstrated using local
simulations that the density and acceleration of optically thin gas can be appreciably affected
by flux variability. If this finding proves true for global calculations as well, then equation (8.4)
will formally only apply if the flux variability is implicitly accounted for in the hydrodynamical
simulation. In that case, constructing a realistic BLR model will require solving the equations of
radiation hydrodynamics.

8.4

Example calculation: the Chiang & Murray disk wind solution

Here we illustrate and benchmark our methods by reproducing the analytic solution presented by
CM96. They considered the case of motion purely in a disk in which v$ = vz = 0, θ = π/2, and
$ = r. Hence, equations (8.24) read

y=−

vφ
sin φ sin i;
c

r
t = (1 − cos φ sin i).
c
Keplerian rotation is assumed, so vφ /c =

p
rs /2r, where rs = 2GMBH /c2 . Eliminating φ between

these two equations, we find that the resonance condition is cubic in r:
3

r +



rs cos2 i
2y 2



r2 −

rs c t
rs (c t)2
r
+
= 0.
y2
2y 2

(For y = 0, this equation is only quadratic, revealing resonance points r̃± = c t/(1 ∓ sin i).) The
corresponding values of φ̃ are those that satisfy both the y and t equations above. Thus, for any
desired frequency shift and time delay (y, t), we can algebraically solve for all resonant locations
(r̃, φ̃) on the disk.
It remains to evaluate the LoS velocity gradient |dvl /dl| and the Jacobian, which by equation
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Figure 8.2: A benchmark calculation using the analytic solution from CM96. Top: [Nτ , Nvl ] =
[2048, 2048] pixel echo image calculated using the analytic solution. The line profile (LP) and
transfer function (TF) are computed by summing over the pixels in the image. Compare with figs.
2 & 4 in CM96. Center: [Nτ , Nvl ] = [128, 64] pixel echo image calculated using the analytic solution.
The black solid LP and TF are calculated using our numerical methods on a fine, linearly-spaced
radial grid with Nr = 4, 096. Bottom: [Nτ , Nvl ] = [128, 64] pixel echo image calculated using our
numerical methods. The black solid LP and TF are calculated using our numerical methods but
using the PK04 logarithmically-spaced radial grid with Nr = 100. On the center and bottom plots,
the LP and TF from the top plot are over-plotted as dashed red lines. The normalization factor A0
is set by normalizing the LP in the top plot to unit maximum, and colorbars denote log10 Ψ(vl , τ ).
Note that CM96 use the opposite sign convention than us, so the blue side is on the right.
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(8.32) also depends on derivatives of the velocity components. To explore the effects of a wind,
CM96 assumed a nonzero value for the derivative dvr /dr.3 Specifically, it appears they adopted the
√
value dvr /dr = 3 2vφ /r. The only other nonzero velocity derivative is dvφ /dr = −(vφ /2)/r, giving


√
vφ
dvl
sin φ
2
;
= 3 sin i cos φ
2 cos φ +
dl
r
2


vφ
(1 − 3 cos2 φ)
J = − 2 sin i
sin i + cos φ .
c
2
We can now evaluate the impulse response function, equation (8.37). In our formalism, CM96
consider the optically thick limit (τν  1) and A(r) = A0 . Substituting I → I δ[µ − 0], we have
simply
Ψ(y, t) =

I
|J|

,
(r̃,φ̃)

where
I(r) =

A0 dvl
.
4πc dl

The top plot in Figure 8.2 shows that we have reproduced all of the detailed features of the echo
image displayed in their Fig. 4, as well as the line profile in their Fig. 2.
We next solve this problem using our numerical methods. We discretize the analytically evaluated velocity components and their derivatives onto the same grid that was used in the PK04
simulation. In velocity-delay space, the PK04 grid spans a width of [−36, 36] × 103 km s−1 and a
height of 33 days, while the CM96 solution spans a width of [−11.5, 11.5] × 103 km s−1 and a height
of 780 days. For the PK04 solution, we found the optimal image resolution to be 128 × 128 pixels
spaced linearly in velocity (i.e. each pixel spans 0.56×103 km s−1 ) and logarithmically in time delay.
To make a fair comparison, in the center and right plots of Figure 8.2 we use the same time delay
resolution (128 pixels covering 33 days), but we use just half the resolution (i.e. 64 pixels) to cover
CM96’s smaller velocity range. Analytically evaluating Ψ(y, t) on this grid gives the result shown
in the center plot of Figure 8.2, while numerically evaluating Ψ(y, t) yields the bottom plot. The
interpolation procedure tends to blur the image patterns somewhat, while for τ & 7 days there is
also a small reduction in brightness that is likely more due to the logarithmic PK04 grid.
The transfer functions and line profiles plotted in red on the top plot serve as our reference
solutions and are calculated using the indirect method (recall §8.3.3), in which we simply sum over
3

Note that despite CM96’s taking vr to be 0 for all r on the midplane in their eqn. (2), meaning that dvr /dr is
also 0 there, they envisioned a vertically averaged solution. Hence, this prescription is consistent with a radial wind
region residing at very small heights above the disk.
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the image using equation (8.36). We employ our direct integration method to calculate the line
profiles and transfer functions plotted in black on the center and bottom plots (and we overplot
the reference solutions as red dashed lines). For the center plot, we use a fine linearly spaced grid
to carry out the numerical integration over radius, while we use the much coarser but logarithmic
PK04 grid for the bottom plot. Notice that the logarithmic spacing causes some numerical noise on
the transfer function beyond the second peak.
We further benchmarked our code against a spherically symmetric wind model from Welsh &
Horne (1991). This test was needed to verify our integration over µ since the CM96 solution does
not test this aspect of our code. We again found an exact match at high resolutions, and the
echo image, line profile, and transfer function were all sufficiently reproduced upon using the PK04
grid. We conclude from these tests that high resolution simulations will be needed when there are
steep gradients in the velocity or density fields in order to obtain smooth line profiles and transfer
functions.
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Chapter 9
CONCLUSIONS
The goal of this thesis has been to lay the groundwork for a comprehensive theory of the formation
and subsequent dynamics of AGN clouds. It is clear that by evolving TI into the nonlinear regime
while taking into account the radiation forces that act on the cloud, we arrive at a substantially
more complex physical picture than that associated with the well-known cloud physics summarized
in Chapter 1. The long-term evolution of a two-phase medium in either the BLR or the NLR is
a highly turbulent flow that is conducive to continuous cloud production. The chaotic state is a
consequence of vorticity generation, as the requirements to conserve vorticity discussed in §2.1.6 are
not close to being met. Once disrupted cloud fragments become small enough that their dimensions
approach the length scale for conduction, i.e. the Field length λF , they will be subject to classical
evaporation (Cowie & McKee 1977; Begelman & McKee 1990) on a thermal timescale. Evaporation
can be seen taking place in Figure 6.4, yet we find that cloud production can be maintained because
the turbulence supplies perturbations that continually trigger the thermal instability.
Does this picture support a physical model in line with those handed down from orientationbased AGN unification schemes? We think not. The idea of clouds somehow orbiting the central
engine is contradictory to our findings, which reveal that the radiation force is significantly stronger
than gravity. Rather, we interpret our local simulations as being supportive of a clumpy wind
scenario. Specifically, our solutions likely capture the small-scale dynamics that may appear in
global simulations with sufficient resolution to resolve cloud interfaces. Such simulations must of
course include thermal conduction but are unlikely to radically differ from previous simulations of
the AGN environment, which invariably feature large scale outflows upon including radiation forces
(e.g., Proga & Kallman 2004). Thus, the existence of highly supersonic clouds in AGN is still
uncertain, but if they do exist, they are likely embedded in a disk wind. The challenge is therefore
to demonstrate that the clouds within a clumpy wind have the right properties to explain all of
the observations. They must be of sufficient number, covering fraction, temperature, and optical
depth to account for the line strengths, column densities, ionization levels, and relative fluxes of
prominent emission and absorption features.
We can start by asking if the turbulent flow regime we find permits clouds to be accelerated
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to the velocities inferred from the width of broad emission/absorption lines? This question can be
readily addressed if our simulations are representative of the local dynamics in a global simulation,
which may be the case for length scales over which the flux does not falloff substantially, say by
more than 10%. This acceleration zone is ∆r ≈ 0.05 r0 , where r0 is the distance where the cloud is
p
formed. For a 108 M black hole and luminosity LX = 0.1 LEdd , we have r0 = LX /4πFX = 44 ld.
p
Assuming the cloud accelerates from rest, the velocity obtained is vf = 2hai∆r ≈ 2800 km s−1

for ∆r = 2.2 ld and the average acceleration of run VF2D from Chapter 6, hai = 6.5 cm s−2 . (We

neglected gravity, as its acceleration is only −1.0 cm s−2 at r0 .) This highly supersonic speed is
indeed sufficient to account for the line widths and is reached in about 500 days, which may further
complicate the procedure discussed in Chapter 8 to calculate RM predictions. The gas distribution
used to calculate the impulse response function that underlies RM observables is assumed to be timeindependent, i.e. any dynamical changes should occur on timescales much longer than the duration
of observational campaigns. Even if it proves impossible to relax this assumption, a time-averaged
clumpy wind solution will probably suffice for calculating RM observables.
Whether or not the turbulent mechanism for cloud regeneration we uncovered can truly lead to
prolonged periods of cloud acceleration will depend on a number of factors. Recalling the results of
Proga et al. (2014) summarized in Figure 1.4, very optically thick clouds are destroyed on timescales
comparable to the sound crossing time within the cloud. The gas in those simulations was not
thermally unstable, and therefore it is unclear if optically thick clouds can also be regenerated after
being destroyed. The linear theory of TI presented in Chapter 4 only applies to optically thin
cooling functions, so all we can really conclude is that optically thin clouds can be regenerated
in a thermally unstable environment. Much more theoretical work is needed to understand TI in
optically thick regimes.
Global simulations are needed to determine the actual densities of clouds that can expected to
form in AGN, and this will also complicate the linear theory of TI, as the clouds will necessarily form
in the presence of an accretion flow or outflow (e.g., Balbus & Soker 1989; Mościbrodzka & Proga
2013). Other complicating factors that may significantly alter cloud formation and regeneration in a
global setting include the presence of Coriolis forces and the role of the line-deshadowing instability
(Owocki & Rybicki 1984) on the acceleration of clouds. Of course, it is crucial to understand the
effects of adding magnetic fields, as they can prevent the gas from condensating in the first place
(e.g., Mathews & Doane 1990), they may help accelerate clouds through confinement (e.g., Arav &
Li 1994), and they can significantly effect cloud dynamics due to the effects of anisotropic conduction
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(Choi & Stone 2012).
Before attacking these issues, interesting followup work can be done to address the properties
of AGN clouds using only the basic framework laid out in this thesis. For example, it is important
to understand the enhanced role of compression and expansion by running fully 3D simulations.
Moreover, it is now possible to use an improved heating and cooling model compared to the one in
Appendix A that was calculated for a 10 keV Bremsstrahlung SED. Recently, Dyda et al. (2017)
developed a tabular method to incorporate heating and cooling rates (calculated using xstar) associated with actual Type I and Type II AGN SEDs into simulations. Additional calculations by
Dannen, Proga, & Kallman (in preparation) have been performed to determine the accompanying
force multipliers. These SEDs and their corresponding radiative equilibrium curves and force multipliers are shown in Figure 9.1. The bottom panels reveal that a thermally unstable parameter
space (shaded regions) accompany these SEDs, and moreover that the force multiplier has a ‘bump’
at high ionization parameters, showing that there exist resonance lines from highly ionized species
capable of contributing to the line force.
All of the ingredients necessary to repeat the cloud simulations developed here are therefore
in place. Thus, it is possible to determine the expected range of cloud properties (e.g., sizes,
optical depths, and formation timescales) associated with both Type I and Type II AGN. The
actual distribution of these properties will likely not occupy the entire allowed range. For example,
the turbulent regime may result in distributions of clouds sizes that are sharply peaked about the
size corresponding to the maximum growth rate. In that case, it would be possible to place tight
theoretical constraints on the allowed properties of AGN clouds that could then be used to test this
theory of cloud formation and dynamics against observations.
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Figure 9.1: SEDs of Type I and Type II AGN, solid blue and dashed red line, respectively. These
spectra are the normal and obscured SED versions of a typical Seyfert AGN (NGC 5548; see
Mehdipour et al. 2015 for more details). Bottom panels: the left and right panel shows the
maximum force multiplier, Mmax , as a function of photoionization parameter, ξ, in the optically
thin case (based on XSTAR calculations from Dannen, Proga & Kallman, in preparation). The
left panel is for the type I SED whereas the right panel is for the type II SED. The solid lines
correspond to the multiplier due to all lines, Mtotal , while the dashed and dotted lines correspond
to the contributions to the multiplier due to the UV and X-ray lines, MU V and MX , respectively
(see the ordinates on the left hand side). The green dashed line shows the radiative equilibrium
temperature (see the ordinates on the right hand side). The shaded areas indicate regions that are
unstable to isobaric perturbations. Figure courtesy of Randall Dannen.
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Appendix A
EXPRESSIONS FOR HEATING AND COOLING
The net cooling function L that defines the ‘S-curve’ displayed in Figure 5.1 is comprised of four
heating and cooling rates. The analytic expressions for Lff and GC are
25 πe6
Lff =
3hme c3
k B σe
ξ TX
GC =
4πme c2

r

√
2πkB T 2
Z ḡB = 3.3 × 10−27 T [erg cm3 s−1 ], and
3me





T
T
−36
1−4
= 8.9 × 10 ξ TX 1 − 4
[erg cm3 s−1 ],
TX
TX

(A.1)

(A.2)

where me and e are the mass and charge of an electron, h is Planck’s constant, Z is the ion atomic
number, ḡB is an averaged Gaunt factor, and TX = 10 keV/kB . The analytical fits from Blondin
(1994) in our notation read




1.3 × 105
−18
−1 −1/2
−24
Lbb = δ 1.7 × 10
exp −
ξ T
+ 10
[erg cm3 s−1 ], and
T


T
−21 1/4 −1/2
GX = 1.5 × 10 ξ T
1−
[erg cm3 s−1 ].
TX

(A.3)
(A.4)

Here, δ is a parameter introduced by Blondin (1994); setting δ < 1 mimics reducing the strength
of line cooling when relaxing his assumption of optically thin gas. We keep δ = 1 since we
assume optically thin clouds. In §5.2, we refer to the heating part of GX , which is GX,h =
1.5 × 10−21 ξ 1/4 T −1/2 [erg cm3 s−1 ]. Finally, it is important to note that Blondin’s photoionization calculations were revisited and independently verified using XSTAR by Dorodnitsyn et al.
(2008) for an incident AGN power law spectrum. Their analytical fits differ from the above only by
a minor modification to equation (A.3), which Dorodnitsyn et al. (2008) report had no significant
dynamical effects on their simulation results.
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Appendix B
EXPRESSIONS FOR LINE DRIVING
The simulations presented in Chapters 5-7 used the following prescription to model the line force
given by (5.6). For kCAK , we use equation (17) from Proga (2007):

log kCAK




−0.383
for log T ≤ 4



=
−0.630 log T + 2.138 for 4 < log T ≤ 4.75




 −3.870 log T + 17.528 for log T > 4.75

(B.1)

For ηmax , we use equation (19) from Stevens & Kallman (1990):

log ηmax =




6.9 exp(0.16 ξ 0.4 )




for log ξ ≤ 0.5





 9.1 exp(−7.96 × 10−3 ξ) for log ξ > 0.5.
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(B.2)

Appendix C
A MODIFIED DOUBLET SOLUTION
Here we modify the PPC model discussed in Chapter 7 to account for the non-negligible optical
depth in the hot gas, τν,min :
Ir = (1 − Cν )e−τν,min + Cν e−τν,r ,
Ib = (1 − Cν )e

−2 τν,min

+ Cν e

−2 τν,r

(C.1)
.

Dropping the frequency dependence of τν,min and treating it as a constant free parameter, the
modified doublet solution becomes



Ir e−τmin − Ib
τν,r = − ln Ir − ln
,
Ir e−τmin − Ir2
1
Cν =
.
2
1 + (Ib − Ir )/(e−τmin − Ir )2

(C.2)

The brown dashed lines in Figure C.1 show how the doublet solution changes as τmin is increased from
0.01 (thin brown line) to 0.1 (thick brown line). For τmin = 0.1, the discrepancy between the doublet
solution and the profiles for τν and Cν calculated from our simulations is significantly reduced. The
agreement is not expected to become excellent since τmin should be frequency dependent instead of
constant.
The modified solutions are truncated at frequencies on either side of line centre where e−τmin =
Ir , since by equation (C.2), Cν vanishes at these points. Notice that Cν for the modified solutions
with τmin = 0.1 can lie beneath 1 − Ir ; this lower bound holds only for the original doublet solution.
Also, the correction term for the optical depth now demands Ib ≤ Ir e−τmin , and this should be
interpreted as placing an upper bound on τmin , namely τmin ≤ − ln(Ib /Ir ). Finally, by subtracting
the expressions in equation (C.1), an extra term appears that will be negligible for τmin . 0.1, so
as to retain self-consistency in our application of the PPC model to qualitatively understand the
behavior of Ir − Ib .
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Figure C.1: Modified doublet solutions. This plot is the same as the top two middle panels of
Figure 7.6, but in addition showing two modified doublet solutions (dashed brown lines) that account
for a nonzero value of τmin . These modified solutions also show unphysical behavior in the line wings,
but we have truncated these curves for clarity. This plot demonstrates that the discrepancy between
the PPC model and the exact solutions becomes less with the modified doublet solution.
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