We describe a new technique for designing more accurate admissible heuristic evaluation functions, based on pattern databases 1]. While many heuristics, such as Manhattan distance, compute the cost of solving individual subgoals independently, pattern databases consider the cost of solving multiple subgoals simultaneously. Existing work on pattern databases allows combining values from di erent pattern databases by taking their maximum. If the subgoals can be divided into disjoint subsets so that each operator only a ects subgoals in one subset, then we can add the pattern-database values for each subset, resulting in a more accurate admissible heuristic function. We used this technique to improve performance on the Fifteen Puzzle by a factor of over 2000, and to nd optimal solutions to 50 random instances of the Twenty-Four Puzzle.
Introduction and Oveview
The sliding-tile puzzles are a classic challenge for search algorithms in AI. The key to nding optimal solutions to these problems is an accurate admissible heuristic function. We describe a generalization of the Manhattan distance heuristic that considers the interactions among multiple tiles, while allowing the moves of di erent groups of tiles to be added together without violating admissibility. This results in a much more accurate admissible heuristic.
Sliding-Tile Puzzles
The 4 4 Fifteen, and 5 5 Twenty-Four Puzzles are shown in Figure 1 . A square frame is lled with tiles, except for one empty or blank position. Any tile horizontally or vertically adjacent to the blank can be slid into that position. The task is to rearrange the tiles from a given initial con guration into a particular goal con guration, ideally or optimally in a minimum numberof moves. The state space for the Fifteen Puzzle space contains about 10 The Fifteen Puzzle was invented by Sam Loyd in the 1870s 13] , and appeared in the scienti c literature shortly thereafter 7] . The editor of the journal added the following comment t o the paper: \The`15' puzzle for the last few weeks has been prominently before the American public, and may safely be said to have engaged the attention of nine out of ten persons of both sexes and of all ages and conditions of the community." The reason for the Fifteen Puzzle craze was that Loyd o ered a $1000 cash prize to transform a particular initial state to a particular goal state. Johnson and Story proved that it wasn't possible, since the state space was divided into even and odd permutations, with no way to transform one into the other by legal moves.
Search Algorithms
The 3 3 Eight puzzle, with only 181,440 reachable states, can be solved optimally by a brute-force breadth-rst search in a fraction of a second.
To address the Fifteen Puzzle requires a heuristic search algorithm, such as A * 6] . A* is a best-rst search i n w h i c h the cost of a node n is computed as f (n) = g(n) + h(n), where g(n) is the length of the path from the start to node n, and h(n) is a heuristic estimate of the length of a shortest path from node n to the goal. If h(n) is admissible, or never overestimates distance to the goal, then A* is guaranteed to nd a shortest solution, if one exists.
The classic heuristic function for the sliding-tile puzzles is Manhattan distance. For each t i l e w e count t h e n umber of grid units between its current and goal locations, and sum these values for all tiles. Manhattan distance is a lower boundon actual solution length, because every tile must move at least its Manhattan distance, and each m o ve o n l y m o ves one tile one square.
Unfortunately, A* can't solve random instances of the Fifteen Puzzle, because it stores every node generated, and exhausts the available memory in minutes on most problems. Iterative-Deepening-A* (IDA*) 8] is a linearspace version of A*. It performs a series of depth-rst searches, pruning a path when the cost f (n) = g(n) + h(n) of the last node n on the path exceeds a threshold for that iteration. The threshold is initially set to the heuristic estimate of the initial state, and increases in each iteration to the lowest cost of all nodes pruned on the last iteration, until a goal node is expanded. IDA* also guarantees an optimal solution if the heuristic function is admissible. Unlike A*, however, IDA* only requires memory that is linear in the maximum search depth. IDA* with the Manhattan distance heuristic was the rst algorithm to nd optimal solutions to random instances of the Fifteen Puzzle 8] . An average of about 400 million nodes are generated per problem instance, requiring almost ve hours on a DEC 2060 in 1984. 3 
Overview
On larger problems, IDA* with Manhattan distance takes too long, and more accurate heuristic functions are needed. While Manhattan distance sums the cost of solving each tile independently, w e consider the costs of solving several tiles simultaneously, taking into account t h e i n teractions between them. Our main contribution is to show h o w heuristic values for di erent groups of tiles can beadded together, rather than taking their maximum.
We rst present existing heuristics, including non-additive pattern databases, using the example of Rubik's Cube. Next, we describe disjoint pattern databases, showing how they can be precomputed, and combined into an admissible heuristic. We then present experimental results on the Fifteen and Twenty-Four puzzles, nding optimal solutions to the Fifteen Puzzle 2000 times faster than with Manhattan distance, and nding optimal solutions to 50 random Twenty-Four Puzzles. Initial results of this work rst appeared in 11].
Existing Heuristics

Manhattan Distance
Where did the Manhattan distance heuristic come from? In addition to the standard answer to this question, we present an alternative that suggests the disjoint pattern database extension.
The standard explanation for the origin of admissible heuristic functions is that they represent the cost of exact solutions to simpli ed versions of the original problem 15]. For example, in a sliding-tile puzzle, to move a tile from position x to position y, x and y must be adjacent, and position y must be empty. If we ignore the empty constraint, we get a simpli ed problem where any tile can move to any adjacent position, and multiple tiles can occupy the same position. In this new problem, the tiles are independent of each other, and we can solve any instance optimally by moving each tile along a shortest path to its goal position, counting the number of moves made. The cost of an optimal solution to this simpli ed problem is exactly the Manhattan distance from the initial to the goal state. Since we removed a constraint on the moves, any solution to the original problem is also a solution to the simpli ed problem, and the cost of an optimal solution to the simpli ed problem is a lower bound on the cost of an optimal solution to the original problem. Thus, any heuristic derived in this way is admissible.
Alternatively, we can derive Manhattan distance by observing that a sliding-tile puzzle contains subproblems of getting each tile to its goal location. This suggests considering the cost of solving each subproblem independently, assuming no interactions between them. In other words, we could search for the minimum numberof moves needed to get each tile to its goal location, ignoring the other tiles, which is the Manhattan distance of that tile. Since each move only moves one tile, we can add these individual distances together to get an admissible heuristic for the problem. While the rst derivation requires a problem description in terms of constraints on the legal moves, the second only requires recognizing a single tile as a subproblem.
The key idea here, which makes it possible to e ciently compute Manhattan distance, is the assumption that the individual tiles do not interact with one another. The reason the problem is di cult, and why Manhattan distance is only a lower bound on actual solution cost, is that the tiles get in each other's way. By taking into account some of these interactions, we can compute more accurate admissible heuristic functions.
Non-Additive Pattern Databases
Pattern databases 1], originally applied to the Fifteen Puzzle, are one way t o do this. Figure 2 shows a subset of the Fifteen Puzzle tiles, called the fringe tiles. For a given state, the minimum number of moves needed to get the fringe tiles to their goal positions, including required moves of other tiles, is a lower bound on the numberof moves needed to solve the entire puzzle.
This numberdepends on the current positions of the fringe tiles and the blank, but is independent of the positions of the other tiles. Thus, we can precompute all these values, store them in memory, and look them up as they are needed during the search. Since there are seven fringe tiles and one blank, and sixteen di erent locations, the total numberof possible permutations of fringe tiles and blank is 16!=(16 ; 8)! = 518 918 400. For each p e r m utation, we store the numberofmoves needed to move the fringe tiles and the blank to their goal locations, which takes less than one byte. Thus, we can store the whole pattern database table in less than 495 megabytes of memory.
We can compute this entire table with a single breadth-rst search b a c kward from the goal state shown in Figure 2 equivalent, and a state is uniquely determined by the positions of the fringe tiles and the blank. As each con guration of these tiles is encountered for the rst time, the numberof moves made to reach it is stored in the corresponding entry of the table, until all entries are lled. Note that this table is only computed once for a given goal state, and its cost is amortized over the solution of multiple problem instances with the same goal state.
Once the table is stored, we use IDA* to search for an optimal solution to a particular problem instance. As each state is generated, the positions of the fringe tiles and the blank are used to compute an index into the pattern database, and the corresponding entry, which is the numberofmoves needed to solve the fringe tiles and blank, is used as the heuristic value for that state.
Using this pattern database, Culberson and Schae er reduced the number of nodes generated to solve random Fifteen Puzzles by a factor of 346, and reduced the running time by a factor of six, compared to Manhattan distance 1]. Combining this with another pattern database, and taking the maximum of the two database values as the overall heuristic value, reduced the nodes generated by about a thousand, and the running time by a factor of twelve.
Rubik's Cube
Non-additive pattern databases were also used to nd the rst optimal solutions to Rubik's Cube 10]. Rubik's Cube was invented in 1974 by Erno Rubik of Hungary, and like the Fifteen Puzzle a hundred years earlier, be-came a world-wide sensation. More than 100 million Rubik's Cubes have beensold, making it the best-known combinatorial puzzle of all time. Each 3 3 plane of the cube can be rotated independently, and the task is to rearrange the individual pieces so that each side shows only one color (see Figure 3 ). di erent reachable states. There a r e 2 0 m o vable subcubes, or cubies, which can be divided into eight corner cubies, with three faces each, and twelve edge cubies, with two faces each. There are 88 179 840 di erent positions and orientations of the corner cubies, and the number of moves needed to solve just the corner cubies ranges from zero to eleven. At four bits per entry, a pattern database for the corner cubies can bestored in about 42 megabytes of memory. Six of the twelve edge cubies generate 42 577 920 di erent possibilities, and a corresponding pattern database occupies about 20 megabytes of memory. The remaining six edge cubies generate another database of the same size.
Given a state of an IDA* search, we use the con guration of the corner cubies to compute an index into the corner-cubie pattern database, whose value tells us the numberofmoves needed to solve just the corner cubies. We also use each of the two sets of six edge cubies to compute indices into the corresponding edge-cubie databases, yielding the number of moves needed to solve each set of six edge cubies. Given these three di erent heuristic values, the best way t o c o m bine them, without overestimating actual solution cost, is to take their maximum, even though each cubie belongs to only one database. The reason is that every twist of the cube moves four edge cubies and four corner cubies, and moves that contribute to the solution of cubies in one pattern database may also contribute to the solution of the others. IDA*, using the maximum of the three pattern-database heuristic values described above, will nd optimal solutions to random instances of Rubik's Cube 10]. The median optimal solution length is only 18 moves. One problem instance generated a trillion nodes, and required a couple weeks to run. With improvements by Michael Reid and Herbert Kociemba, larger pattern databases, and faster computers, most states can now be solved optimally in about an hour.
Limitations of Non-Additive Pattern Databases
The main limitation of non-additive pattern databases is that they can't solve larger problems. For example, since the Twenty-Four puzzle contains 25 di erent positions, a pattern database covering n tiles and the blank requires 25!=(25 ; n ; 1)! entries. A database of only six tiles and the blank would require over 2.2 billion entries. Furthermore, the values from a database of only six tiles would besmaller than the Manhattan distance of all the tiles. With multiple databases, the best way to combine them admissibly is to take the maximum of their values, even if the sets of tiles are disjoint. The reason is that non-additive pattern database values include all moves needed to solve the pattern tiles, including moves of other tiles.
Instead of taking the maximum of di erent pattern database values, we would like to beable to sum their values, to get a more accurate heuristic, without violating admissibility. This is the main idea of disjoint pattern databases.
Disjoint Pattern Databases
To construct a disjoint pattern database for the sliding-tile puzzles, we partition the tiles into disjoint groups, such that no tile belongsto more than one group. We then precompute tables of the minimum number of moves of the tiles in each group that are required to get those tiles to their goal positions. We call the set of such tables, one per group of tiles, a disjoint pattern database, or a disjoint database for short. Then, given a particular state in the search, for each group of tiles, we use the positions of those tiles to compute an index into the corresponding table, retrieve the number of moves required to solve the tiles in that group, and then add together the values for each group, to compute an overall heuristic for the given state. This value will beat least as large as the Manhattan distance, and usually larger, since it accounts for interactions between tiles in the same group.
The key di erence between disjoint databases and the non-additive databases described above is that the non-additive databases include all moves required to solve the pattern tiles, including moves of tiles not in the pattern set. As a result, given two s u c h databases, even if there is no overlap among their tiles, we can only take the maximum of the two v alues as an admissible heuristic, because moves counted in one database may m o ve tiles in the other database, and hence these moves would becounted twice. In a disjoint database, we only count moves of the tiles in the group. While this idea is very simple, it eluded at least two groups of researchers who worked on this problem 1, 9].
A second di erence between these two types of databases is that our disjoint databases don't consider the blank position, decreasing their size. A disjoint database contains the minimum numberof moves needed to solve a group of tiles, for all possible blank positions.
Manhattan distance is a trivial example of a disjoint database, where each group contains only a single tile. While Manhattan distance was initially discovered by hand, it could also be \discovered" automatically as follows. For each tile in each position, perform a search u n til it reaches its goal location, in which all other tiles are indistinguishable. A state of this search is uniquely determined by the position of the tile in question and the position of the blank, and only moves of the tile of interest are counted. Since the operators of the sliding-tile puzzle are invertible, we can perform a single search for each tile, starting from its goal position, and record how m a n y moves of the tile are required to move it to every other position. Doing this for all tiles results in a set of tables which g i v e, for each possible position of each tile, its Manhattan distance from its goal position. Since we only counted moves of the tile of interest, and each move only moves a single tile, we can sum the Manhattan distances to get an admissible heuristic.
Two non-trivial examples of disjoint databases for Fifteen Puzzle are shown in Figure 4 , where we h a ve divided the tiles into a group of seven and a group of eight. The seven-tile database contains 57 657 600 entries, which 9 range from 0 to 33 moves. The eight-tile database contains 518 918 400 entries, which r a n g e f r o m 0 t o 3 8 m o ves. In neither case is the blank position part of the index to the database. As a general rule, when partitioning the tiles, we want to group together tiles that are near each other in the goal state, since these tiles will interact the most with one another. 
Fifteen Puzzle
We found all optimal solutions to 1000 random Fifteen Puzzle problem instances, using IDA* with a variety of heuristics. The average optimal solution length of these instances is 52.522 moves, and the average number of optimal solutions is 15.9. Table 1 shows the results. The rst data column shows the average value of the heuristic function over the 1000 initial states. The second column gives the average number of nodes generated per problem instance to nd the rst optimal solution. The third column displays the average speed of the algorithm, in nodes per second, on a 440 MegaHertz Sun Ultra10 workstation. The fourth column indicates the average running time, in seconds, to nd the rst optimal solution. The last column gives the average number of nodes generated to nd all optimal solutions to a problem instance.
The rst row gives results for the Manhattan distance heuristic. The second row is for Manhattan distance enhanced by linear con icts. Historically, the linear-con ict heuristic was the rst signi cant improvement over Manhattan distance 5]. It applies to tiles in their goal row or column, but reversed relative to each other. For example, assume the top row of a given state contains the tiles (2 1) in that order, but in the goal state they appear (1 2). To reverse them, one of the tiles must move out of the top row, to allow t h e other tile to pass by, and then move back into the top row. Since these two moves are not counted in the Manhattan distance of either tile, two moves can beadded to the sum of the Manhattan distances of these two tiles without violating admissibility. The same idea can beapplied to tiles in their goal column as well. In fact, a tile in its goal position may participate in both a row and a column con ict simultaneously. Since the extra moves required to resolve a row con ict are vertical moves, and those required to resolve a column con ict are horizontal moves, both sets of moves can be added to the Manhattan distance, without violating admissibility. The linear-con ict heuristic reduces the numberof nodes generated by an order of magnitude, at a cost of almost factor of two in speed, for an overall speedup of over a factor of ve, compared to Manhattan distance.
The next two r o ws are for disjoint pattern database heuristics. The third row represents the heuristic which is the sum of the seven and eight-tile database values depicted on the left side of Figure 4 . We used one byte per entry for e ciency, occupying a total of 550 megabytes, but these databases could be compressed. For example, we could store only the additional moves exceeding the Manhattan distances of the pattern tiles, and separately compute the Manhattan distances during the search. Furthermore, since the parity of the additional moves is the same as that of the Manhattan distance, we could store only half the number of additional moves, and multiply by two.
The fourth row represents a heuristic computed by starting with the heuristic of the third row. We then compute the sum of the seven and eight-tile database values shown on the right side of Figure 4 . Finally, the overall heuristic is the maximum of these two sums. Since the two di erent partitions are re ections of one another, we use the same pair of tables for both databases, and simply re ect the tiles and their positions about the main diagonal to obtain the re ected values.
This last heuristic reduces the numberof node generations by over four orders of magnitude, and the running time by a factor of over two thousand, compared to Manhattan distance. This comes at the cost of 550 megabytes of memory. By contrast, the best non-additive p a t t e r n database heuristic used by Culberson and Schae er 1], using a similar amount of memory, generated almost ten times more nodes then our best disjoint database, and ran only twelve times faster than simple Manhattan distance.
Twenty-Four Puzzle
Finding optimal solutions to the Twenty-Four Puzzle is only practical with our most powerful heuristics. We optimally solved fty random problem instances with IDA*, using a disjoint pattern database heuristic, and its re ection about the main diagonal, shown in Figure 5 . Each group consists of six tiles, requiring 127 512 000 entries each. For a given state, the value from each database is the sum of the number of moves needed to solve all four groups of tiles from that state. The overall heuristic is the maximum of the values from the original and re ected databases. Since there are only two di erent-shaped groups, a 2 3 block of tiles, and an irregular block surrounding the blank, we only have to store two di erent tables, with the remaining values obtained by mapping the tiles and their positions into one of these two t a b l e s . The heuristic values for the 2 3 group range from 0 to 35 moves, and for the irregular group they range from 0 to 34 moves. At o n e byte per entry, the total amount of memory for both tables is 243 megabytes, but these tables could becompressed as well. Table 3 shows the initial state, length of the optimal solution, and number of nodes generated by I D A* to nd the rst solution to each problem instance. The initial state is represented by listing the tiles from left to right and top to bottom, with zero representing the blank. In this notation, the tiles of the goal state in Figure 1 would belisted in numerical order. The average optimal solution length of these 50 problems is 100.78 moves. The average numberof nodes generated is 360 892 479 671. The program is written in C, and generates about 2,110,000 nodes per second on a 440 MegaHertz Sun Ultra10 workstation. The running times on individual problems range from 18 seconds to almost 23 days, with an average of two days per problem. Using the analytic results developed in 12], we can predict that solving the Twenty-Four Puzzle with Manhattan distance alone would take an average of about 50,000 years perproblem! The average Manhattan distance for a random sample of 10,000 initial states is 76.078 moves, while for our disjoint database heuristic it is 81.607 moves.
Comparison to Previous Results
Previously, the only program to nd optimal solutions to the Twenty-Four Puzzle solved the rst ten problems in table 3 9] , and di ered from this in two important respects. First, the heuristic used in 9] was much more complex. Secondly, 9] used a technique, based on nite-state machines (FSMs), to prune duplicate nodes representing the same state arrived at via di erent paths in the graph 16]. FSM pruning reduced the number of nodes generated by IDA* on ve of the problems by a factor that ranged from 2.4 to 3.6.
For this work, we did not use FSM pruning, because the technique is complex, and the results depend on the particular FSM used, making it di cult for other researchers to reproduce the same results. Thus, we solved all 50 problems without duplicate pruning, except for eliminating the parent o f a n o d e as one of its children. Table 2 shows comparative results for the ve easiest problems solved in 9], which we also solved using the same heuristic as in 9], but without duplicate pruning. The rst column gives the corresponding problem number from Table 3 , the second the length of the optimal solution, the third the numberof node generations from 9] with FSM pruning, the fourth column the number of nodes generated using the same heuristic but without FSM pruning, and the fth column gives the number of nodes generated with our disjoint pattern database heuristic without FSM pruning. The program of 9] generates about 3 207 000 nodes per second without FSM pruning, compared to about 2 110 000 nodes per second for our disjoint database program on the same machine. Taking this speed di erence into account, the last column gives the speedup factor of our program over that in 9], without FSM pruning, which ranges from a factor of 1.2 to a factor of 21.8. Since these comparisons are based on the easiest problems for the program of 9], they may signi cantly underestimate the average speedup. On the other hand, the program of 9] uses very little memory, which is the main reason it runs faster, since it has much bettercache performance.
Pairwise and Higher-Order Distances
The main drawback of disjoint database heuristics is that they don't capture interactions between tiles in di erent groups of the partition. This requires a di erent approach, developed independently by Gasser 4] and Korf 9] . Consider a table for a sliding-tile puzzle which contains for each pair of tiles, and each possible pair of positions they could occupy, the numberof moves required of both tiles to move them to their goal positions. Gasser refers to this table as the 2-tile pattern database, while we call these values the pairwise distances. For most pairs of tiles in most positions, their pairwise distance will equal the sum of their Manhattan distances. For some tiles in some positions however, such as two tiles in a linear con ict, their pairwise distance will exceed the sum of their Manhattan distances. Given n tiles, there are O(n 4 ) entries in the complete 2-tile database, but only those pairwise distances that exceed the sum of the Manhattan distances of the two tiles need be stored. This table is only computed once for a given goal state.
Given a 2-tile database, and a state of the puzzle, we can't simply sum the database values for each pair of tiles to compute the heuristic, since each tile participates in many pairs, and this sum will grossly overestimate the optimal solution length. Rather, we must partition the n tiles into n=2 nonoverlapping pairs, and then sum the pairwise distances for each o f t h e c hosen pairs. To get the most accurate admissible heuristic, we w ant a partition that maximizes the sum of the pairwise distances. For each state of the search, the corresponding partition may bedi erent, requiring this computation to beperformed for each heuristic evaluation.
For a given state, de ne a graph where each tile is represented by a node, and there is an edge between each pair of nodes, labelled with the pairwise distance of the corresponding tiles in that state. The task is to choose a set of edges from this graph so that no two c hosen edges are incident to the same node, such that the sum of the labels of the chosen edges is maximized. This is called the maximal weighted matching problem, and can be solved in O(n 3 ) time 14], where n is the numberof nodes, or tiles in our case.
This technique can obviously be extended to triples of tiles, generating a 3-tile database, or even higher-order distances. Unfortunately, for even three tiles the corresponding three-dimensional matching problem is NPComplete 3], as is higher-order matching. For the tile puzzles, however, if we only include tiles whose pairwise or triple distances exceed the sum of their Manhattan distances, this graph is very sparse, and the corresponding matching problem can be solved relatively e ciently.
The main advantage of this approach is that it can potentially capture more tile interactions, compared to a disjoint database that only captures interactions between tiles in the same group. Another advantage of this approach is its modest memory requirements. The 2-and 3-tile databases required only three megabytes of memory, compared to the 500 megabytes we used for the disjoint databases. The disadvantage of this approach i s t h a t computing the heuristic value of a given state requires solving a matching problem, which is much more expensive than simply adding the values for each group in a disjoint database.
Gasser implemented the 2-tile and 3-tile pattern database heuristics for the Fifteen Puzzle, and reported node expansions, but not actual running times. We performed similar experiments on both the Fifteen and TwentyFour Puzzles. With the 2-and 3-tile databases, it took an average of ve seconds to solve a random Fifteen Puzzle problem instance, and generated an average of 700 000 nodes. This compares to 53 seconds for Manhattan distance but only 27 milliseconds for the disjoint databases, which both gen-erated fewer nodes and incurred less overhead per node. For the Twenty-Four Puzzle, the 2-and 3-tile databases usually generated fewer nodes than the disjoint database. Again, however, since this heuristic is more complex to compute, it incurred a larger constant time per node, and thus the actual running time was greater than for the disjoint databases. Since the disjoint database heuristics are both simpler and perform better, the details of our experiments with the 2-and 3-tile databases are omitted here, but can be found in 2].
The performance di erence between the disjoint databases and the 2-and 3-tile databases was greater for the Fifteen Puzzle than the TwentyFour Puzzle, probably because we could store half the Fifteen Puzzle tiles in a single database, but only a quarter of the Twenty-Four Puzzle tiles. For these two problems, the disjoint database heuristics are both simpler and more e ective, but they may not be for larger versions of the problem or other domains. 6 Summary, Conclusions, and Further Work
We have found optimal solutions to fty random instances of the TwentyFour Puzzle, a problem with almost 10 25 states. The branching factor of the problem is 2.3676, and optimal solutions average about 100 moves. We also nd optimal solutions to the Fifteen Puzzle in 27 milliseconds on average. This is by far the best performance on these problems to date.
To achieve this, we implemented IDA* with new admissible heuristic functions, based on pattern databases 1]. Rather than computing the costs of solving individual subgoals independently, a pattern database heuristic considers the costs of solving several subgoals simultaneously, taking into account the interactions between them. Culberson and Schae er 1] combined heuristics from di erent pattern databases by taking the maximum of their values. This is the most general approach, since the maximum of any two admissible heuristics is always another admissible heuristic.
We introduced disjoint pattern databases to permit the values from different databases to beadded together, resulting in more accurate heuristic values. A disjoint pattern database partitions the set of subgoals into disjoint groups, and then adds together the costs of solving all the subgoals in each group. This requires that the groups bedisjoint, and that a single operator only a ect subgoals in a single group. For example, in the sliding-tile puzzle, each operator only moves one tile. This is just as e cient as taking the maximum of di erent values, but much more accurate, and still admissible.
Pattern database heuristics are more expensive t o e v aluate during search, mostly due to the latency of randomly accessing the large database in memory. This overhead is more than compensated for by the decrease in the numberof nodes generated to solve a problem.
It remains to beseen how general this approach is to the discovery and implementation of admissible heuristic functions. The obvious next step is to apply it to other problems. All combinatorial problems involve solving multiple subgoals. This work suggests heuristics based on the simultaneous consideration of multiple subgoals, in such a way that their values can be added together to create a more accurate admissible heuristic.
No
