Successful execution of tasks such as image classification, object detection and recognition, and scene classification depends on the definition of a set of features able to describe images effectively. Texture is among the features used by the human visual system. It provides information regarding spatial distribution, changes in brightness, and description regarding the structural arrangement of surfaces. However, although the visual human system is extremely accurate to recognize and describe textures, it is difficult to define a set of textural descriptors to be used in image analysis on 
INTRODUCTION
The definition of a set of visual features able to describe images effectively, so that classification, detection and recognition processes can be applied, is a complex task in image analysis. A way to address this problem is to recur to features used by humans to understand visual information.
Texture is among the features used by the human visual system and can be characterized by local variations of pixel values that repeat in a regular or random pattern on the object or image. It can also be defined as a repetitive arrangement of patterns over a region.
1 It provides information regarding spatial distribution, changes in brightness, and description regarding the structural arrangement of surfaces. Therefore, the use of textural features is an important source of information for image description.
Although the visual human system is extremely accurate to recognize and describe textures, it is difficult to define a set of textural descriptors to be used in image analysis on different application domains, or even to formalize a definition for texture.
Such difficulty is reflected by the large number of definitions and descriptors found in the literature.
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Feature descriptors are extracted from the input image and can be based on second-order statistics, parametric models, coefficients obtained from an image transform, or even a combination of these measures.
Texture classification usually involves two main stages, the learning step and the recognition step. In the first stage, a model is built to represent the texture content of each class present in the training data. In the second stage, the texture content of an unknown sample is extracted and compared to those extracted in the learning step. The sample is labeled to the class with the best match.
This work describes and compares a large set of feature descriptors in order to assess which are more suitable to be applied to texture classification. Furthermore, an experimental evaluation is presented to demonstrate that the combination of features produces superior results in terms of classification rate when compared to the individual use of the features, which means that some of them are complementary.
The paper is organized as follows. Section 2 presents texture descriptors considered in the evaluation. Experimental results are shown and discussed in Section 3.
Finally, Section 4 concludes the paper with final remarks.
TEXTURE DESCRIPTORS
This section describes a number of relevant methods for texture feature extraction.
Even though there is no a unique taxonomy to classify such methods, this work categorizes them into the following categories: statistical approach (Section 2.1), approach based on signal processing (Section 2.2), geometrical approach (Section 2.3), and approach based on parametric models (Section 2.4). This taxonomy is based on that proposed by Tuceryan and Jain. 8 
Statistical Approach
Methods based on the statistical approach do not explore hierarchical structures presented by the texture, but represent its properties in indirect and probabilistic manners.
The simplest primitive that can be defined in a grayscale digital image is the pixel, which has the gray level as property. Consequently, the gray level distribution could be described by first order statistics, such as mean and variance estimated from a histogram computed from this distribution. However, since the first order statistics consider only pixels individually, this makes such measures more sensitive to changes in the image. Therefore, to avoid this problem, second order statistics, which depend on transitions between gray level of pixels, are considered.
The following sections describe the main statistical methods for texture analysis, including those based on first order statistics, co-occurrence matrix, features extracted from higher order statistics, such as gray level run length matrices, and autocorrelation function.
First Order Statistics
From the gray level histogram of a textured image, it is possible to extract first order statistics. Given an image with n pixels, the histogram can be computed using Equation 1, where h(i) represents the number of occurrences of the i-th gray level.
Although first order statistics present disadvantages, the computational cost to extract descriptors is very low since only simple measures, such as mean, variance, skewness, and kurtosis, need to be computed. These measures are shown in Equations 2 to 5, respectively, where H g denotes the largest gray level in the image.
Energy (Equation 6) and entropy (Equation 7) are also other measures computed from the image histogram.
Gray Level Co-occurrence Matrix
An approach to extracting textural information regarding gray level transition between two pixels uses a co-occurrence matrix. Given a spatial relationship defined among pixels in a texture, such matrix represents the joint distribution of graylevel pairs of neighboring pixels. Therefore, matrices providing different information are obtained by modifying the spatial relationship (different orientation or distance between pixels). Descriptors are extracted from these matrices.
The number of rows and columns of the co-occurrence matrix depends only on the gray levels in the texture and not on the image size. The element P (m, n) of a co-occurrence matrix indicates the number of transitions between the gray level m and n that take place in the texture according to a given spatial relationship.
Before computing the co-occurrence matrix, it is necessary to define relations among pixels, that is, the arrangement of pixels from which the transitions will be considered. A set S is built. Each element in this set is a pair of coordinates of each pixel involved in the relationship. Once S is defined, Equation 8 is used to count the number of transitions between each pair of gray levels in the texture. In this equation, f (x, y) indicates the gray level of a pixel located at (x, y) in the image.
Once the frequency of each gray level transition is computed, P (m, n) is placed at the m-th row and n-th column of the matrix. Then, feature descriptors are extracted after a normalization based on Equation 9 , where H g denotes the largest gray level.
According to Equation 8, the co-occurrence matrix depends on the gray level transitions between pairs of pixels in set S. This way, it is possible to arbitrarily specify the distance and the angle between the pairs. Haralick et al. 9 defined specifically which transitions should be considered to compute co-occurrence matrices. Two additional parameters are included, d and θ. These parameters define the distance and angle between pixels in S, respectively. Therefore, several matrices may be obtained with small changes in these parameters. To describe the properties contained in the co-occurrence matrices, Haralick et al. proposed 14 statistical measures that are computed from the matrices: angular second moment, contrast, correlation, sum of squares, inverse difference moment, sum average, sum variance, sum entropy, entropy, difference variance, difference entropy, two information measures of correlation, and maximal correlation coefficient.
Gray Level Run Length Matrices
Gray level runs are obtained by sampling co-linear regions with the same gray level in an image. Aiming at summarizing the information obtained by the runs, Galloway
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proposed a matrix to tabulate the number of runs with specific lengths for given gray levels. Consequently, high order statistics computed from this matrix can be used for texture analysis.
From these matrices, called gray level run length matrices (GLRLM), relevant information regarding the texture can be extracted. It is expected long runs to be more frequent in coarse textures, while short runs are expected in fine textures due to edges and abrupt changes in the gray level.
The matrices proposed by Galloway are built as follows. Given a fixed orientation θ, the set composed by consecutive pixels with the same gray level on this orientation represents a gray level run and the number of pixels in this run is denoted by run length. Then, each entry of the GLRLM, P (i, j|θ), contains the number of runs with length j with gray level i for an orientation θ. Although the orientation θ can assume any value, in general the GLRLM are computed for a subset of orientations:
o and 135 o . Figure 1 illustrates the runs for these orientations. Once the GLRLM are available, measures are computed and used as descriptors.
The measures proposed by Galloway are described as follows. In these equations, H g and N r denote the largest gray level and the largest run length, respectively. 
The last measure proposed by Galloway, called run percentage (RP), is shown in Equation 14 , where n denotes the number of pixels in the image. This measure presents large values when the texture is mostly composed of short runs.
Autocorrelation Function
An approach to discriminating between coarse and fine textures is based on spatial frequency. Fine textures are composed of small primitives and therefore present high spatial frequency due to the large number of gray level variations, whereas coarse textures possess large primitives with low spatial frequency.
The autocorrelation function describes spatial interactions between the primitives composing a texture. 2 In this case, the gray levels are assumed to be the primitives that compose a texture, while the interactions among these primitives are characterized by the autocorrelation coefficient. This coefficient is obtained by Equation 15 for a texture with M × N pixels. For each pair of values {p, q}, the texture is shifted by at most p pixels in x coordinate and q pixels in y coordinate.
Approach Based on Signal Processing
Texture analysis methods based on signal processing extract descriptors from an image representation obtained by applying image transforms, such as Fourier or wavelet transforms.
Fourier Spectrum
The spectrum resulting from the 2D Fourier transform (shown in Equation 16 for a n × n image, where i = √ −1), after shifting the frequency plane from the origin, shows high energy concentration at the center when the image presents low spatial frequency, whereas the energy is more spread when the image has high frequency.
Extending this concept to texture analysis, coarse textures will present high concentration of energy at the center due to homogeneity. On the other hand, the energy will be spread around the plane when fine textures are considered.
Converting the Fourier spectrum, S, to a polar representation S(r, θ), r and θ are the variables in this coordinate system. For each direction θ, S(r, θ) can be considered as a function S θ (r) and, similarly, for each radius r, S r (θ) is also a unidimensional function. Therefore, the analysis of S θ (r) for a given value of θ gives the behavior of the spectrum along with a radial direction and the analysis of S r (θ) for a given value of r explains the behavior of the spectrum along a circle centered at the origin.
A global description is given by functions shown in Equations 17 and 18. Unidimensional descriptions of the spectrum are obtained by changing values of pairs {S(r), S(θ)}. These values are used as texture descriptors.
Wavelet Transforms
Wavelet transforms decompose a signal by means of a series of elementary functions, created from dilations and translations of a basis function ψ, known as mother wavelet. The basis functions of a discrete wavelet transform, ψ j,k (t), of time independent variable t, can be expressed as
where j and k are integers that guide the dilations and translations of the function ψ to generate a family of wavelets, such as Haar and Daubechies.
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Wavelet transforms provide simultaneous time and frequency localization, whereas the standard Fourier transform is only localized in frequency. Additionally, wavelet transforms are useful for analyzing time-variant, non-stationary signals.
Using wavelets as a set of basis functions, an image can be decomposed into a multi-resolution hierarchy of localized information at different frequencies. The use of wavelet transform for texture analysis was first proposed by Mallat.
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Wavelet transforms can be implemented by using a pair of low-pass and high-pass filters represented by a sequence of coefficients. In a 2D wavelet decomposition, the filters are applied to an image in both horizontal and vertical directions, typically followed by a downsampling. The output of each level will generate four subband images, LL, LH, HL and HH. The same process can be repeated on the LL image to generate the next decomposition level.
As wavelet coefficients in different frequency bands show variations in horizontal, vertical and diagonal directions, it has been shown that texture features can be extracted from these coefficients.
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A well known feature based on wavelet coefficients is the energy, shown in Equa-tion 20, where sb denotes the LL, LH, HL and HH subbands, c(x, y) represents wavelet transform coefficients in the coordinates (x, y) for each one of these subbands containing m × m pixels. Wavelet energy reflects the distribution of energy along the frequency axis over scale and orientation and have proven to be very useful for texture characterization.
Gabor Filters
Gabor filters capture visual properties such as spatial localization, spatial frequency and orientation of the structures present in the image. Widely employed to object recognition, Gabor filters present illumination invariance since they detect invariant spatial frequency.
14 The most common form of the Gabor filters is shown in Equation 21 , where µ and ν denote the orientation and scale of the Gabor kernels, z = (x, y), · is the norm operator, and k µ,ν = k ν (cosφ µ , sinφ µ ), in which k ν = k max /f ν and φ µ = πµ/8 where k max it the maximum frequency and f denotes the spacing factor between kernels in the frequency domain.
The feature vector extracted using the Gabor filters is obtained with the convolution of the gray-scale image with the filters. Let I(x, y) be the image, its convolution with a Gabor filter is defined according to Equation 22 , where * denotes the convo-lution operator.
In this work, we consider five scales µ ∈ {0, ..., 4} and eight orientations ν ∈ {0, ..., 7}, which results in 40 Gabor filters. For each filter, the image is convolved, generating 40 magnitudes. The mean and standard deviation of each image are calculated, resulting in 80 different features for the Gabor filters.
Geometrical Approach
In the geometrical approach, a texture is defined as being composed of primitives, also known as textels. After identifying primitives composing the texture, two classes of methods can be considered for feature extraction. The first uses descriptors extracted from the primitives to describe the texture, while the second considers rules to describe the spatial disposition of these primitives. The latter methods are referred to as structural and provide symbolic description of the texture. However, structural methods are not robust for noisy data. Therefore, we focus only on methods that extract descriptors from primitives.
Texture Unit
Considering that a texture can be seen as a set of small essential units able to characterize local information, He and Wang 15, 16 proposed the concept of texture unit, where measures computed from all units present in the texture can reveal its global aspects.
Given a 3 × 3 neighborhood composed by elements V = {v 0 , v 1 , . . . , v 8 } where v 0 represents the intensity at the central pixel and the remaining v i represents the intensity in its neighbors, texture unit is defined as the set TU = {e 1 , e 2 , . . . , e 8 },
where each e i is defined as 
Equation 24 defines how the index of the texture unit is computed, however, it does not specify an ordering for pixels v i , for i > 0. To solve that, we consider that pixels are ordered in a clockwise order starting between a and h, as shown in 
He and Wang
15, 16 proposed a set of descriptors to be extracted from the texture spectrum. The black-white symmetry (BWS) is defined as BWS = 100
The 
GS = 100
Another descriptor, called degree of direction (DD), measures the degree of linearity of the primitives composing a texture. DD is defined as DD = 100
Texture Feature Coding Method
Proposed by Horng et al., 17 the texture feature coding method (TFCM) is based on the connectivity of neighbors. First-order and second-order connectivities are considered, as defined in Figure 3 . , where ∆ is a threshold.
Since each order of connectivity presents two sweeps, Figure 4 can be used to summarize each sweep according to the order of connectivity. Given these possible values for α and β, the texture feature number is defined as T F N (x, y) = α(x, y)β(x, y), denotes the number of transitions between TFN with value i to j given a distance d and orientation θ.
Based on the histogram, measures of coarseness (Co), homogeneity (Ho), mean convergence (MC) and variance (Va) are computed. These measures are defined as
Using co-occurrence matrix measures of code entropy (CE) and code similarity (CS) are computed according to Equations 35 and 36.
Local Binary Patterns
Local Binary Patterns (LBP) characterizes the spatial structure of a texture and presents the characteristics of being invariant to monotonic transformations of the gray-levels. 18 On its standard version, a pixel c with intensity g(c) is labeled as defined by Equation 37, where pixels p belong to a 3 × 3 neighborhood with gray levels g p (p = 0, 1, 2, ..., 7).
Then, the LBP pattern of the pixel neighborhood is computed by summing the corresponding thresholded values S(g p − g c ) weighted by a binomial factor of 2 k as
After computing the labeling for each pixel of the image, a 256-bin histogram of the resulting labels is used as a feature descriptor for the texture.
Several variations of LBP have been proposed, including the Improved Local
Binary Pattern (ILBP). .
where m denotes the average of the 3 × 3 neighborhood and S(x) is defined as
Similarly to LPB, once the labels have been computed for every pixel, an his-togram is computed, in this case a 511-bin histogram, which will be used as feature vector.
Coordinated Clusters Representation
The coordinated clusters representation (CCR), proposed by Kurmyshev and Cervantes, 20 is a descriptor for binary texture, where the image is characterized by a histogram of occurrence of the possible binary patterns. This descriptor was later extended to grayscale texture images. 
Granulometry
The term granulometry is used in the field of materials science to characterize the granularity of materials by passing them through sieves of different sizes while measuring their mass retained by each sieve.
This principle can be transposed to the field of image processing, [22] [23] [24] where an operator consists in analyzing the amount of image detail removed by applying morphological openings γ λ of increasing size λ.
The mass is represented by the sum of the pixel values, known as image volume (Vol). The volumes of the opened images are plotted against λ, producing a granulometric curve. The normalized version of the operator for an image f can be written
Negative values of λ can be interpreted as a morphological closing operator with a structuring element of size λ.
Approach Based on Parametric Models
In this approach, a texture is considered as a sample from a stochastic process defined by a set of parameters, which are used to summarize the texture. Analysis and synthesis of texture can be performed with the use of these parameters. This section describes parametric models based on Markov random fields 25, 26 and simultaneous autoregressive models.
27, 28

Markov Random Fields
Texture analysis based on Markov random fields (MRF) uses the set of parameters estimated from the probability distribution as descriptors. , where parameters q depend on the neighborhood order, which is defined according to the scheme shown in Figure 5 .
where S = {1, 2, .., n}, X s is a random variable, and ∂ s is a collection of neighbors in S. The first order neighborhood model uses q defined as
the second order neighborhood
the third order neighborhood
and, finally, for the fourth order
Coefficients a and b i,j are used as texture descriptors. Their estimation is performed using the coding method proposed in. 
Simultaneous Autoregressive Models
As an instance of the MRF models, the simultaneous autoregressive models (SAR)
have been successfully applied to texture classification by considering the spatial interactions among neighboring pixels to represent textures. 27 Therefore, similarly to MRF, a SAR model for a pixel is defined as a function of its neighbors, as shown in Equation 48, where f (x, y) is the image intensity at location (x, y), N defines its neighborhood, θ(k, l) are the model parameters and E(m, n) is an error term associated to the pixel.
Given a texture, parameters θ(k, l) are estimated considering small neighborhoods around each pixel and, in this work the parameter estimation is performed using the Least Square Error (LSE) technique. Then, the concatenation of these parameters composes the feature vector used to describe the texture. 
Summary of Texture Descriptors
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Parametric Models:
texture is considered as a sample from a stochastic process defined by a set of parameters used to describe the texture. 
EXPERIMENTAL RESULTS
This section describes the experiments conducted to evaluate the feature descriptors applied to texture classification. We consider four texture data sets: UIUC,
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UMD, 32 Outex 33 and VisTex. 34 All data sets were used to estimate and evaluate the parameters employed to assess the effectiveness of the feature descriptors for texture classification.
In Section 3.1, we describe the setup used for each method. Section 3.2 presents a brief explanation of each data set used in our experiments. Then, the feature extraction methods are compared and discussed in Section 3.3.
Experimental Setup
Details of implementation for the feature extraction methods as well as the parameters used by each are given as follows.
Markov Random Fields. We consider first, second, third, and fourth neighborhood orders for the generalized Ising model used for the MRF, having 3, 5, 7, and 9 parameters, respectively.
Autocorrelation. The implementation of the autocorrelation function possesses two parameters to be estimated, p and q. These parameters are directly related to the number of variables in the feature vector. Their optimum values are experimentally estimated. According to the experiments, parameters p = q = 9 achieved the best results and will be considered in the remaining experiments.
Gray Level Co-occurrence Matrix. A subset of the 14 descriptors described in Granulometry. The parameters considered for the granulometry are the kernel size, using morphological opening and closing operations, and the step parameter, which indicates the increment in size at a time.
Texture Feature Coding Method. Experiments were performed to estimate the best value for the parameters ∆ and the displacement of the co-occurrence matrix, described in Section 2.3.2.
Wavelets. We used the Daubechies wavelet basis with two levels of decomposition in the wavelet-based method. The energy coefficients are obtained from the subimages with high frequency. Therefore, the feature vector has 6 variables. In the experiments, we considered two wavelet bases. The inputs are necessarily square images, otherwise they will be cropped to the largest possible square.
Fourier Spectrum. As a restriction of this method, the inputs must be power of 2 grayscale images, otherwise they will be cropped.
Simultaneous Autoregressive Models. Parameters k 1 and k 2 are used to indicate the size of the neighborhood. The experiments were conducted using k 1 = k 2 , varying k 1 between 6 to 10. The feature vector has 9 dimensions.
Data Sets
This section describes the main characteristics of the four data sets used in our experiments.
UMD Data Set
The UMD high-resolution data set 
UIUC Data Set
The UIUC data set 31 is a texture data set composed of 1000 images of 640 × 480 pixels, distributed in 25 classes (variations of wood, gravel, fur, carpet, brick, among others) with 40 samples each. Figure 7 shows examples of images for each texture.
OuTex Data Set
OuTex 35 is a framework for evaluation of texture classification and segmentation.
It contains several images and protocols for texture classification. The images are 
VisTex Data Set
VisTex 34 is a collection of texture images that are representative of real world conditions. Our experiments included 54 images of resolution with 512 × 512 pixels split into 16 samples of 128 × 128 pixels, according to work described by Arvis et al.
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Such images are available on the Outex site 35 as test suite Contrib TC 00006. For each texture class, half of the samples were used in the training set and the other half were used as testing data. Figure 9 shows examples of texture images. Figure 8 . Examples of texture samples extracted from OuTex data set. 35 
Results and Comparisons
To perform texture classification, each data set was partitioned into two sets: training and test. One hundred random splits were employed for UMD and UIUC datasets, considering five, ten, fifteen and twenty training samples, whereas the remaining samples were used as test. For OuTex and VisTex data sets, the test suites TC 00005 35 and Contrib TC 00006 34 were considered in our experiments, respectively.
The reported results correspond to the average of all the considered splits. Nearest neighbor (1-NN) classifier is applied after all variables are normalized to present zero mean and unit variance. It is worth pointing out that there was no contamination between training and test patterns in the experiments. The parameter estimation for Table 5 . Results of the experiments on the OuTex data set. 
