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Resumo
Apresentamos um estudo sobre processos fuzzy com interatividade local, isto é, funções
a valores fuzzy autocorrelacionadas localmente. Conceitos de derivada e de integral são
apresentados e uma teoria de cálculo interativo é desenvolvida. Além disso, estabelecemos
um teorema fundamental do cálculo para esta abordagem. São introduzidos dois tipos
de derivadas para esses tipos de processos: derivada interativa e derivada de Fréchet.
As integrais utilizadas são a Integral de Aumann, a mesma utilizada nos casos fuzzy
tradicionais, e a Integral de Riemann em espaço de Banach. Um estudo comparativo entre
o cálculo aqui obtido e o cálculo fuzzy usual é feito. Semelhanças e/ou diferenças entre
derivada interativa e a derivada de Hukuhara (e suas generalizações) são estudas. Problema
de valor inicial fuzzy, com esse ferramental, é estudado e são feitas aplicações em dinâmica
de população.
Palavras-chave: Derivada interativa fuzzy. Processo fuzzy. Integral fuzzy. Equações
diferenciais fuzzy.
Abstract
We present a study on fuzzy processes with local interactivity, that is, locally autocorrelated
fuzzy valued functions. The concepts of derivative and integral are defined along the thesis
and an interactive calculus theory is developed. In addition, we establish a generalization
of the fundamental theorem of calculus. Two types of derivatives are introduced for these
kinds of processes: the interactive derivative and the Fréchet derivative. The integrals
used are the Integral of Aumann, the same one that is presented in the traditional fuzzy
cases, and the Riemann Integral for Banach spaces. A comparative study is made between
our proposed calculus and the tradicional one that appears in the fuzzy field. Similarities
and/or differences between interactive derivatives and derivatives of Hukuhara (and their
generalizations) are studied. With the tools presented here, we study the fuzzy initial
value problem and some applications are made in population dynamics.
Keywords: Interactive fuzzy derivative. Fuzzy processes. Fuzzy integral. Fuzzy Differential
Equation.
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Introdução
Em 1962 [1], o professor Lofti Asker Zadeh escrevia que para lidar efetivamente
com a análise de sistemas biológicos era preciso um tipo radicalmente diferente de matemá-
tica, isto é, a matemática de quantidades fuzzy ou nebulosas que não são descritíveis em
termos de distribuições de probabilidade. Três anos depois, em 1965 [2], Zadeh estabeleceu
a teoria de conjuntos fuzzy. Nesta teoria, em contraste com a teoria convencional, um
objeto poderia pertencer a um conjunto com um valor de associação entre zero e um.
Para Zadeh, a abstração desempenha um papel fundamental no pensamento
humano e na comunicação e esses novos conceitos forneciam uma maneira conveniente de
definir esse processo. Zadeh também explicou que esses conceitos se referem à situações
em que a fonte de imprecisão não é uma variável aleatória ou um processo estocástico, mas
sim uma classe ou classes que não possuem fronteiras definidas de forma nítida e ainda
argumentou que a diferença entre sistemas estocásticos e fuzzy é que, nos últimos, a fonte
de imprecisão não é estatística, mas sim a dificuldade de estabelecer um limite claro das
classes que entram nas descrições de entrada, de saída ou do estado [3].
Dez anos depois, Zadeh nos apresentou uma das ideias mais básicas da teoria
de conjuntos fuzzy, o princípio de extensão [4–6] que consiste em estender conceitos
matemáticos não fuzzy. Finalmente, em 1978, Zadeh introduziu o conceito de distribuição
de possibilidade [7], em que um valor fuzzy pode ser descrito por uma distribuição de
possibilidade surgindo então o conceito de interatividade entre números fuzzy. Em 1981,
Debois e Prade introduziram o conceito de adição de números fuzzy interativos baseados
nas normas triangulares [8], tema também estudado por outros autores, tais como, Fullér e
Keresztfalvi em 1992 [9], e, Mesiar em 1997 [10]. Fullér e Majlender, em 2004, introduziram o
conceito de interatividade entre números fuzzy através de uma distribuição de possibilidade
conjunta [11] e, desde então, esse assunto tem sido amplamente estudado por diversos
autores (ver [12, 13]).
Em 2017, surge o tema de interatividade entre números fuzzy relacionado à
equações diferenciais [14]. Neste estudo, o operador derivada incopora informações relativas
à interatividade entre as variáveis de estado e, mais recentemente, um outro trabalho neste
tema foi feito [15].
Atualmente, devido à quantidade de dados e informações, lidamos cada vez
mais com incertezas ou imprecisões. Assim, podemos encontrar a teoria de conjuntos fuzzy,
também conhecida como lógica fuzzy, em todos os ramos da matemática pura e aplicada,
além de diversas aplicações reais [16].
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1 Conceitos Básicos
Iniciaremos com os conceitos básicos sobre a teoria de conjuntos fuzzy e números
fuzzy.
1.1 Teoria de Conjuntos Fuzzy
A teoria de conjuntos fuzzy foi introduzida por L. Zadeh em 1965 [2]. Esta
seção é baseado nas referências [2, 17–23].
Seja X  H um espaço topológico.
Definição 1.1. Um subconjunto fuzzy A de X é caracterizado por uma função chamada
função de pertinência de A
µA : X Ñ r0, 1s,
sendo que µApxq significa o grau que x pertence a A.
Conjuntos fuzzy são generalizações de conjuntos clássicos representados por
sua função característica
XA : X Ñ t0, 1u,
sendo que XApxq  1 significa que x pertence ao conjunto A e XApxq  0 significa que x
não pertence ao conjunto A.
Denotamos o fecho de um conjunto X por X.
Definição 1.2. Seja A um subconjunto fuzzy de X. Os α-níveis de A são definidos como
os conjuntos clássicos
rAsα  tx P X : µApxq ¥ αu
para 0   α ¤ 1.
rAs1  tx P X : µApxq  1u
é chamado de núcleo de um conjunto fuzzy.
rAs0  supppAq
para α  0, isto é, rAs0 é o fecho do suporte de A que é dado por
supppAq  tx P X : µ
A
pxq ¡ 0u.
Se o núcleo de um conjunto fuzzy é não vazio então dizemos que o conjunto
fuzzy é normal.
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Observação 1.1. Iremos nos referir a subconjunto clássico de X por conjunto e, também,
iremos nos referir a subconjunto fuzzy por conjunto fuzzy.
Definição 1.3. Dizemos que o conjunto fuzzy A de X é normal se existir x P X tal que
µApxq  1.
Definição 1.4. Dizemos que os conjuntos fuzzy A e B são iguais se,
µApxq  µBpxq, @x P X.
Teorema 1.1. [18] Os conjuntos fuzzy A e B são iguais se
rAsα  rBsα, @α P r0, 1s.
Definição 1.5. Um conjunto fuzzy B está contido no conjunto fuzzy A se
µBpxq ¤ µApxq, @x P X.
O conceito de norma triangular teve início em 1942 com os trabalhos de Karl
Menger [20]. Este conceito foi inicialmente utilizado para generalizar a desigualdade
triangular em espaços métricos probabilísticos. As normas triangulares generalizam o
conceito de conectivos básicos entre conjuntos fuzzy [19,20].
Definição 1.6. Uma t-norma T é uma operação binária T : r0, 1s  r0, 1s Ñ r0, 1s que
satisfaz:
1. elemento neutro: T p1, xq  x;
2. comutatividade: T px, yq  T py, xq;
3. associatividade: T px, T py, zqq  T pT px, yq, zq;
4. monotonicidade: se x ¤ u e y ¤ v, então T px, yq ¤ T pu, vq.
Todas as t-normas podem ser estendidas, através da associatividade, para n ¡ 2
argumentos.
Exemplo 1.1. Exemplos de t-normas:
1. t- norma do minímo: TMpx, yq  min tx, yu.
2. t- norma do produto: TP px, yq  xy.
3. t- norma de Lukasiewicz: TLpx, yq  max t0, x  y  1u.
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4. t- norma Drástica:
TDpx, yq 
$'&'%
0 se x  1 e y  1
x se y  1
y se x  1
.
5. t- norma de Hamacher: THpx, yq 
xy
p  p1 pqpx  y  xyq , p ¥ 0.
6. t- norma de Frank: TF px, yq  loga

1  pa
x  1qpay  1q
a 1

, a ¥ 0 e a  1.
Definição 1.7. Uma s-norma S é uma operação binária S : r0, 1s  r0, 1s Ñ r0, 1s que
satisfaz:
1. elemento neutro: Sp0, xq  x;
2. comutatividade: Spx, yq  Spy, xq;
3. associatividade: Spx, Spy, zqq  SpSpx, yq, zq;
4. monotonicidade: se x ¤ u e y ¤ v, então Spx, yq ¤ Spu, vq.
A seguir, algumas operações típicas de conjuntos fuzzy como união, intersecção
e complementação.
Definição 1.8. A intersecção entre A e B com respeito a t-norma T é o subconjunto
fuzzy de X cuja função de pertinência é dada por
µAXTBpxq  T pµApxq, µBpxqq, x P X.
Definição 1.9. A união entre A e B, com respeito a s-norma S, é o subconjunto fuzzy
de X cuja função de pertinência é dada por
µAYSBpxq  SpµApxq, µBpxqq, x P X.
Definição 1.10. O complementar de A é o conjunto fuzzy A1 de X cuja função de
pertinência é dada por
µA1 pxq  1 µApxq, x P X.
É importante ter em mente que nem sempre valem
AXT A
1
 φ e AYS A
1
 X.
Definição 1.11. Sejam X e Y dois conjuntos clássicos não vazios. Uma relação fuzzy R
é um subconjunto fuzzy de X  Y . Se X  Y então dizemos que R é uma relação fuzzy
binária em X.
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O número µRpx, yq P r0, 1s indica o grau para o qual os elementos x e y estão
relacionados de acordo com a relação R.
Definição 1.12. Seja R uma relação binária fuzzy em X  Y . A projeção de R em X é
um subconjunto fuzzy de X, denotado por
X¹
R
, cuja função de pertinência é dada por
µ±X
R
pxq  sup tµRpx, yq | y P Y u
e a projeção de R em Y é um subconjunto fuzzy de Y , denotado por
Y¹
R
, cuja função de
pertinência é dada por
µ±Y
R
pyq  sup tµRpx, yq | x P Xu.
Definição 1.13. O produto cartesiano fuzzy dos subconjuntos fuzzy A e B é uma relação
fuzzy AB, cuja função de pertinência é dada por
µABpx, yq  min tµApxq, µBpyqu.
Ademais, se A e B são conjuntos fuzzy normais então as projeções de R  AB, a saber
RA e RB, são dadas por
µRApxq  sup
yPB
µRpx, yq e µRBpyq  sup
xPA
µRpx, yq. (1.1)
1.2 Número Fuzzy
O número fuzzy generaliza o número real clássico e, a grosso modo, um número
fuzzy é um subconjunto da reta real com algumas propriedades adicionais. O conceito
de número fuzzy é uma ferramenta importante em aplicações de conjuntos fuzzy e lógica
fuzzy, além de indispensável para análise fuzzy e equações diferenciais fuzzy. Esta seção é
baseado nas referências [18,19,21–23].
Definição 1.14. Considere um subconjunto fuzzy A de R com função de pertinência
µA : RÑ r0, 1s. Então A é um número fuzzy se satisfaz às seguintes propriedades:
i. A é normal (i.e. Dx0 P R com µApx0q  1);
ii. A é convexo fuzzy (i.e. µAptx  p1 tqyq ¥ min tµApxq, µApyqu, @t P r0, 1s, x, y P R);
iii. µA é semicontínua superiormente em R (i.e. @ ¡ 0 Dδ ¡ 0 tal que µApxqµApx0q  
, sempre que |x x0|   δ);
iv. A tem rAs0 compacto (i.e. tx P X : µApxq ¡ 0u é compacto).
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Denotaremos por RF a família de números fuzzy e por FpXq a família dos
subconjuntos fuzzy de X. Em particular, denotaremos FpRnq a família dos subconjuntos
fuzzy do Rn.
Se A é um número fuzzy denotamos seus α-níveis por rAsα  raα , a α s sendo
aα  inf Aα e a α  supAα. O teorema a seguir é conhecido como o Teorema do Empilha-
mento.
Teorema 1.2. (Teorema do empilhamento de Negoita e Ralescu [24]) Se A é
um número fuzzy e rAsα são seus α-níveis, então:
i. rAsα  raα , a α s é um intervalo fechado para todo α P r0, 1s;
ii. Se 0 ¤ α1 ¤ α2 ¤ 1 então rAsα2  rAsα1.
iii. Para qualquer sequência αn que converge por baixo para α P p0, 1s temos
8£
n1
rAsαn  rAsα.
iv. Para qualquer sequência αn que converge por cima para 0 temos 8¤
n1
rAsαn


 rAs0.
Ver demonstração em [21].
Segue do Teorema 1.2 que os α-níveis de um número fuzzy A são intervalos
fechados de R.
O próximo teorema é a recíproca do Teorema 1.2 e trata da caracterização de
um número fuzzy através de seus α-níveis.
Teorema 1.3. (Teorema de caracterização de Negoita e Ralescu [24]) Dada
uma família de subconjuntos tuα : α P r0, 1su que satisfaz as condições piq  pivq
i. uα é um intervalo fechado não vazio para todo α P r0, 1s;
ii. Se 0 ¤ α1 ¤ α2 ¤ 1 então uα2  uα1.
iii. Para qualquer sequência αn que converge por baixo para α P p0, 1s temos
8£
n1
uαn  uα.
iv. Para qualquer sequência αn que converge por cima para 0 temos 8¤
n1
uαn


 u0.
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Então existe um único A P RF , tal que seus α-niveis rAsα  uα, para todo α P r0, 1s.
Ver demonstração em [21].
O lema a seguir é consequência dos Teoremas 1.2 e 1.3.
Lema 1.1. [25] Seja uma família de intervalos não vazios raα , a α s, 0   α ¤ 1. Se
i. raα , a α s  raβ , a β s, para 0   α ¤ β e
ii. r lim
kÑ8
aαk , limkÑ8 a
 
αk
s  raα , a
 
α s
sempre que pαkq for uma sequência não-decrescente convergindo para α P p0, 1s, então a
família raα , a α s, 0   α ¤ 1 representa os conjuntos de α-níveis de um número fuzzy A.
Reciprocamente, se raα , a α s, 0   α ¤ 1 são os α-níveis de um número fuzzy A então as
condições piq  piiq são válidas.
Sejam a, b, c, d P R tais que a ¤ b ¤ c ¤ d. Dizemos que um número fuzzy é do
tipo trapezoidal quando sua função de pertinência é dada por
µApxq 
$''''''&''''''%
x a
b a
se a ¤ x   b
1 se b ¤ x ¤ c
d x
d c
se c   x ¤ d
0 caso contrário
. (1.2)
O número fuzzy trapezoidal A é denotado pela quadra pa; b; c; dq (ver Figura 1) e rAsα 
Figura 1 – Número fuzzy trapezoidal.
ra  pb aqα, d  pc dqαs. Além disso, no caso em que b  c dizemos que A é um número
fuzzy triangular e denotamos pela tripla pa; b; dq.
O diâmetro de um subconjunto compacto não vazio X de Rn é dado por
diampXq  max t}x y} | x, y P Xu.
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A fuzziness de um número fuzzy A é medida pelo diâmetro do fecho de seu
suporte, isto é, diampAq  diamprAs0q  |a 0  a0 |. Assim, quanto maior for seu diâmetro
mais fuzzy ele é.
A próxima seção trata de distribuição de possibilidade conjunta.
1.3 Distribuição de possibilidade
Os resultados desta seção são baseados em [8,11,17,26]. Neste trabalho, utiliza-
mos distribuição de possibilidade conjunta com o mesmo sentido apresentado por Zadeh [7],
isto é, a função de pertinência de um número fuzzy é representado por uma distribuição
de possibilidade conjunta. Também vamos introduzir uma medida de interatividade entre
números fuzzy via distribuição possibilidade conjunta.
Definição 1.15. [8] Uma distribuição de possibilidade sobre o conjunto Ω não vazio é
uma função µ : Ω ÝÑ r0, 1s tal que sup
ωPΩ
µpωq  1.
É interessante notar que qualquer conjunto fuzzy normal de Ω define uma
distribuição de possibilidade sobre Ω.
Usando o conceito de distribuição possibilidade conjunta, Fullér e Majlender [11]
apresentaram a ideia de interação entre números fuzzy. A família de todas as distribuições
de possibilidade de Rn será denotada por FJpRnq.
Definição 1.16. Sejam A1, A2, ..., An P RF números fuzzy e J P FJpRnq. Então J é uma
distribuição de possibilidade conjunta de A1, ..., An se
sup
xjPR,ji
µJpx1, x2, ..., xnq  µAipxiq.
Além disso, Ai é chamada a i-ésima distribuição marginal de J .
As distribuições possibilidade marginais são sempre definidas exclusivamente
pela sua distribuição possibilidade conjunta.
Exemplo 1.2. Seja J uma distribuição de possibilidade conjunta de A,B P RF , então
sup
y
µJpx, yq  µApxq e sup
x
µJpx, yq  µBpyq,
para todo x, y P R.
Note que µApxq e µBpyq são projeções de µJpx, yq (basta ver (1.12)).
Observação 1.2. Se J P FJpRnq é uma distribuição de possibilidade de A1, ..., An P RF ,
então a seguinte relação deve ser satisfeita
µJpx1, ..., xnq ¤ min tµA1px1q, ..., µA2pxnqu
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ou, equivalentemente,
rJsα  rA1sα  rA2sα  ... rAnsα,
para todo α P r0, 1s.
Números fuzzy podem ser considerados distribuições de possibilidade [7]. Na
próxima seção abordaremos o conceito de interação entre números fuzzy. Esse conceito é
análogo à dependência de variáveis aleatórias.
1.4 Interatividade entre números fuzzy
Esta seção é baseada em [8,10,11].
Definição 1.17. Os números fuzzy A1, A2, ...An são denominados não interativos se, e
somente se, sua distribuição de possibilidade conjunta J satisfizer
µ
J
px1, ..., xnq  min tµA1px1q, ..., µAnpxnqu,
ou equivalentemente,
rJsα  rA1sα  ... rAnsα, para todo α P r0, 1s.
Caso contrário, são ditos interativos.
Não interação implica que não há restrições que envolvem conjuntamente os
números fuzzy A1, A2, ..., An, isto é, x1 P A1,. . .,xn P An podem ser escolhidos independen-
temente uns dos outros. Por outro lado, a interação entre os números fuzzy A1, A2, ...An
implica que há uma restrição na escolha dos valores xi P R, ou seja, a interatividade impõe
restrições no 0-nível da distribuição de possibilidade conjunta de A1, . . . , An. Na Figura 2
temos dois números fuzzy não interativos. Note que para cada x fixado em A1 temos vários
correspondentes associados em A2.
A fim de evitar que a fuzziness (o diâmetro do suporte da J) aumente demasi-
adamente, podemos utilizar, por exemplo
µ
J
px1, ..., xnq  T pµA1 px1q, ..., µAn pxnqq
e definir uma relação de interatividade entre números fuzzy por uma t-norma T .
Definição 1.18. Dois números fuzzy A e B são interativos segundo a t-norma T se
a distribuição de possibilidade conjunta J de A e B é definida pela t-norma T , isto é,
µJ : R2 ÝÑ r0, 1s é dado por
µJpx, yq  T pµApxq, µBpyqq.
Se T for a t-norma do mínimo então os números fuzzy A e B são não interativos.
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Figura 2 – Números fuzzy não interativos.
1.4.1 Números fuzzy completamente correlacionados
A interatividade entre dois números fuzzy pode ser modelada por uma distri-
buição de possibilidade conjunta que não seja dada por uma t-norma. Esta subsecção é
baseada em [26,27] e trata de números fuzzy completamente correlacionados.
Definição 1.19. Dois números fuzzy A e B são ditos completamente correlacionados se
existem q, r P R, com q  0, tais que sua distribuição de possibilidade conjunta é dada por
µ
C
px, yq  µ
A
pxqXtqx ryupx, yq  µBpyqXtqx ryupx, yq (1.3)
sendo
Xtqx ryupx, yq 
#
1 se qx  r  y
0 se qx  r  y
a função característica da reta tpx, yq P R2 : qx  r  yu.
Assim, se rAsα  raα , a α s temos rBsα  qrAsα   r,
rCsα  tpx, qx  rq P R2 : x  p1 sqaα   sa α , s P r0, 1su, para α P r0, 1s
e µ
B
pxq  µ
A

x r
q


, q  0, @x P R.
A interativade entre dois números fuzzy é definida exclusivamente por sua
distribuição de possibilidade conjunta. Ainda que dois números fuzzy A e B tenham função
de pertinência iguais, isto é, µApxq  µBpxq, @x P R, eles podem não ser correlacionados.
Ou seja, se a relação entre eles pode ser dada por J  TM .
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Figura 3 – Números fuzzy completamente negativamente correlacionados
Definição 1.20. Dois números fuzzy A e B são ditos completamente positivamente
(negativamente) correlacionados se q é positivo (negativo) em (1.3).
No caso de completamente positivamente correlacionados com q maior ou igual
a 1 temos que se, µApxq ¥ α para algum x P R, então existe um único y P R que B pode
tomar, isto é, se x é movido para direita (esquerda) então o valor correspondente em B
também se moverá para a direita (esquerda). Já no caso completamente negativamente
correlacionados com q menor ou igual a 1, temos o mesmo resultado exceto que se x
é movido para direita (esquerda), então o valor correspondente em B se moverá para a
esquerda (direita). Na Figura 3 temos dois números fuzzy completamente negativamente
correlacionados.
Dessa forma, dados q e r, a primeira distribuição marginal determina comple-
tamente a segunda, e vice e versa.
1.5 Princípio de Extensão de Zadeh
Muitas vezes, temos que executar operações entre variávies incertas. Deste
modo, é necessário definir as contrapartidas fuzzy para as operações clássicas entre números
reais. As referências utilizadas nessa seção são [4, 17,18,21,22,27–32]
Iniciaremos nossa discussão sobre aritmética fuzzy com o princípio de ex-
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tensão de Zadeh. Com ele podemos estender uma função f em valores reais para uma
correspondente em valores fuzzy. Nos referimos a conjuntos clássicos por conjuntos crisp.
Definição 1.21. [4, 28] Seja uma função f : X Ñ Z, X e Z conjuntos crisp e A um
subconjunto fuzzy de X. O princípio de extensão de Zadeh de f define uma função fuzzypf : FpXq Ñ FpZq que, quando aplicada a A, fornece o subconjunto fuzzy pfpAq de Z, cuja
função de pertinência é dada por
µ
pfpAq
pzq 
$&% supx Pf1pzqµApuq se f
1pzq  H
0 se f1pzq  H
,
sendo f1pzq  tx | fpxq  zu denominado pré-imagem de z pela função f .
A extensão de Zadeh está bem definida para qualquer subconjunto fuzzy A de
X. Para funções do tipo f : X  Y ÝÑ Z, sendo X, Y e Z conjuntos crisp, o Princípio
de Extensão mostra qual será a imagem de um par de conjuntos fuzzy pA,Bq P X  Y
através da f .
Antes disso, vejamos como obter o produto cartesiano, a união, a intersecção e
o complementar de dois conjuntos fuzzy através de uma t-norma.
Definição 1.22. [4] Sejam A, B conjuntos fuzzy e T uma t-norma. O produto cartesiano
fuzzy, com respeito à t-norma T , é o subconjunto fuzzy AT B do conjunto crisp X  Y
cuja função de pertinência é
µATBpx, yq  T pµApxq, µBpyqq,
para todo px, yq P X  Y .
Definição 1.23. (Princípio de extensão via t-norma [17,21]) Seja f : X  Y Ñ Z, X, Y
e Z conjuntos crisp e A e B subconjuntos fuzzy de X e Y , respectivamente. Uma extensão
de f via T é uma função fuzzy pf que, aplicada a pA,Bq, fornece o subconjunto fuzzypfpA,Bq de Z, cuja função de pertinência é definida por
µ
pfpATBq
pzq 
$''&''%
sup
px,yq Pf1pzq
T pµApxq, µBpyqq se px, yq P f1pzq  H
0 se f1pzq  H
,
sendo f1pzq  tpx, yq | fpx, yq  zu a pré-imagem de z pela função f .
O Teorema a seguir nos garante que o α-nível do conjunto pfpAq é o mesmo que
a imagem pela f do conjunto α-nível de A.
Teorema 1.4. [28,29] Seja f : Rn ÝÑ Rm uma função.
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• Se f é sobrejetiva, então uma condição necessária e suficiente para
r pfpAqsα  fprAsαq
é que supptµ
A
pxq | x P f1pzqu seja atingido para todo z P Rm.
• Se f é contínua, então pf : FpRnq ÝÑ FpRmq é bem definida e
r pfpAqsα  fprAsαq,
para todo α P r0, 1s.
A generalização do segundo item e a sua prova pode ser encontrado em [31].
Corolário 1.1. [29,32] Se f é contínua, então pf é monótona no seguinte sentido
se A  B, então pfpAq  pfpBq.
O Corolário 1.1 é consequência do Teorema 1.4.
Na Definição 1.21 podemos usar qualquer t-norma para modelar o operador
conjunção. Antes de anunciarmos o próximo teorema sobre continuidade é necessário
sabermos qual conceito de distância estamos usando neste trabalho.
Definição 1.24. [21,22] Sejam A P FpRnq e B P FpRnq compactos, a pseudométrica
d˜pA,Bq  sup
aPA
dpa,Bq,
sendo
dpa,Bq  inf
bPB
}a b}
é a separação de Hausdorff.
Definição 1.25. [21, 22] Sejam A P FpRnq e B P FpRnq compactos, a métrica de
Pompeiu-Hausdorff dH é dada por
dHpA,Bq  max td˜pA,Bq, d˜pB,Aqu.
Definição 1.26. [21] A métrica de Pompeiu-Hausdorff d8 : FpRnq  FpRnq Ñ r0, 8q,
é definida por
d8pA,Bq  sup
0¤α¤1
dHprAsα, rBsαq. (1.4)
Se A e B são números fuzzy, isto é, A,B P RF , então (1.4) se torna
d8pA,Bq  sup
0¤α¤1
maxt|aα  bα |, |a α  b α |u.
Proposição 1.1. [21] pRF , d8q é um espaço métrico e além disso, as seguintes proprie-
dades são satisfeitas:
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i. d8pu  w, v   wq  d8pu, vq para quaisquer u, v, w P RF .
ii. d8pk.u, k.vq  |k|d8pu, vq para quaisquer u, v P RF e k P R.
iii. d8pu  w,w   eq ¤ d8pu,wq   d8pw, eq para quaisquer u, v, w, e P RF .
Teorema 1.5. [30] Seja f : Rn ÝÑ Rn uma função. Então as seguintes condições são
equivalentes:
i. f é contínua (na métrica usual);
ii. pf : pFpRnq, d8q ÝÑ pFpRnq, d8q, é contínua.
O próximo teorema é muito importante para o estudo de problema de valor
inicial fuzzy (PVIF).
Teorema 1.6. [32, 33] Seja f : Rn  Rm ÝÑ Rk uma função contínua, A P FpRnq e
B P FpRmq e T uma t-norma semi-contínua superiormente. Nestas condições é válida a
igualdade
r pfpAT Bqsα  fprAT Bsαq,
sendo fprAT Bsαq  tfpx1, x2q | px1, x2q P rAT Bsαu.
Se a t- norma utilizada é a do mínimo obtemos o seguinte teorema.
Teorema 1.7. (Teorema de Nguyen) [28,29] Suponha que f : Rn  Rm ÝÑ Rk seja
uma função contínua, A P FpRnq e B P FpRmq. Nestas condições é válida a igualdade
r pfpATM Bqs  r pfpA,Bqsα  fprAsα, rBsαq,
sendo fprAsα, rBsαq  tfpx1, x2q | x1 P rAsα ex2 P rBsαu.
A próxima definição trata do princípio de extensão para distribuição de possi-
bilidade.
Definição 1.27. Seja J a distribuição de possibilidade conjunta das distribuições de
possibilidades marginais A1, A2, ..., An P RF e seja f : Rn ÝÑ Rm uma função contínua,
então a extensão de f via J é a função f
J
, cuja função de pertinência é definida por
µ
f
J
pA1,...,Anq
pyq 
$''&''%
sup
px1,...,xnq Pf1pyq
µ
J
px1, ..., xnq se f1pyq  H
0 se f1pyq  H,
sendo f1pyq  tpx1, ..., xnq | fpx1, ..., xnq  yu.
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A seguir, relacionado com a Definição 1.27, temos uma generalização do Teorema
1.7.
Proposição 1.2. [27, 32] Sejam A1, A2, ..., An P RF números fuzzy, J sua distribuição
de possibilidade conjunta e f : Rn ÝÑ R uma função contínua, então
rf
J
pA1, A2, ..., Anqsα  fprJsαq,
para todo α P r0, 1s.
Além disso, f
J
pA1, A2, ..., Anq é sempre um número fuzzy [27].
Teorema 1.8. [32] Sejam A,B P RF números fuzzy completamente correlacionados, C
sua distribuição de possibilidade conjunta e f : R2 ÝÑ R2 uma função contínua, então
rf
C
pA,Bqsα  fprCsαq. (1.5)
O Teorema 1.8 mostra que para dois números completamente correlacionados
o Teorema de Nguyen contínua válido.
Corolário 1.2. [17,32] Se J é dado por uma t-norma T semi-contínua superiormente,
então (1.5) se torna
rfJpA,Bqsα  rfT pA,Bqsα 
¤
T pξ,ηq¥α
pfprAsξ, rBsηq para todo α P p0, 1s. (1.6)
O Teorema 1.8 mostra que fJpA,Bq é um número fuzzy e que é possível definir
operações aritméticas entre dois números fuzzy A e B utilizando uma distribuição de
possibilidade conjunta J . Para isso, basta considerar a função f como sendo uma das
quatro operações  ,, e .
1.6 Aritmética para números fuzzy
Nesta seção apresentamos algumas das aritméticas para números fuzzy. Como
os α-níveis de números fuzzy são intervalos fechados na reta real, faz-se necessário um
estudo sobre a aritmética intervalar.
1.6.1 Aritmética intervalar
As referências desta subseção são [18,23].
Sejam A, B dois intervalos de reta. A definição das quatro operações básicas
são:
• Soma: A B  ta  b : a P A, b P Bu;
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• Subtração: AB  ta b : a P A, b P Bu;
• Multiplicação: A B  ta  b : a P A, b P Bu;
• Divisão: A{B  ta{b : a P A, b P B, b  0u.
Dessa forma, se A e B são intervalos em R dados por A  ra1, a2s, B  rb1, b2s
e λ P R as operações são como segue:
• Soma: A B  ra1   b1, a2   b2s;
• Subtração: AB  ra1  b2, a2  b1s;
• Multiplicação por um escalar λ
λA 
#
rλa1, λa2s se λ ¥ 0
rλa2, λa1s se λ   0
. (1.7)
• Mutiplicação: A.B  rmin ta1b1, a1b2, a2b1, a2b2u,max ta1b1, a1b2, a2b1, a2b2us;
• Divisão: A{B  ra1, a2s.

1
b2
,
1
b1

, 0 R B.
Note que ao considerarmos cada número real sendo um intervalo com extremos
iguais, então as operações aritméticas para intervalos estendem as operações para números
reais.
1.7 Aritmética interativa
1.7.1 Operações entre números fuzzy baseadas na t-norma do mínimo
Primeiramente, estudamos os casos em que os números fuzzy são não interativos,
isto é, no Teorema 1.23 a t-norma é a do mínimo. As referências desta subseção são [18,23].
O teorema a seguir obtém as operações intervalares a partir das operações
aritméticas para números fuzzy via princípio de extensão.
Teorema 1.9. [18](Princípio de extensão para intervalos da reta). Sejam A e B dois
intervalos fechados de R e b uma das operações aritméticas entre números reais, então
χAbBpzq  sup
tpx,yq:xbyzu
min rχApxq, χBpyqs.
O próximo corolário é uma consequência do Teorema 1.9 para as operações
entre números fuzzy.
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Corolário 1.3. [18] Os α-níveis do conjunto crisp A   B, com função característica
χpA Bq, são dados por
rA Bsα  A B,
para todo α P r0, 1s.
No caso de números fuzzy, as operações aritméticas são casos particulares do
Princípio de Extensão em que as funções estendidas são as operações tradicionais de
números reais.
Definição 1.28. Sejam A e B dois números fuzzy de R. Se b é um operador binário em
R, então
µpAbBqpzq 
$&% suppx,yq Pφpzqmin rµApxq, µBpyqs se φpzq  H0 se φpzq  H , (1.8)
sendo φpzq  tpx, yq : xb y  zu.
O resultado a seguir garante que a operação entre dois números fuzzy é um nú-
mero fuzzy e, também, generaliza, através dos α-níveis, as operações aritméticas intervalares
para números fuzzy.
Teorema 1.10. [18] Os α-níveis do conjunto fuzzy AbB são dados por
rAbBsα  rAsα b rBsα
para todo α P r0, 1s, sendo b qualquer uma das operações aritméticas mencionadas
anteriormente.
A demonstração deste teorema pode ser encontrada em [17,19].
Como consequência dos Teoremas 1.7 e 1.10, obtemos um método prático para
operar números fuzzy.
Sejam A,B números fuzzy com α-nívies dados, respectivamente, por raα , a α s e
rbα , b
 
α s. Uma forma prática de obter as operações acima é
• Soma: rA Bsα  raα   bα , a α   b α s;
• Subtração: rABsα  raα  b α , a α  bα s;
• Multiplicação por um escalar λ P R:
rλAsα 
#
rλaα , λa
 
α s se λ ¥ 0
rλa α , λa

α s se λ   0
;
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• Multiplicação: rA.Bsα  rmin taα bα , aα b α , a α bα , a α b α u,max taα bα , aα b α , a α bα , a α b α us;
• Divisão:

A
B

α

rAsα
rBsα
 raα , a
 
α s

1
b α
,
1
bα

, desde que 0 R rBs0.
O operador subtração dado acima é chamado de diferença de Minkowski. Note que nem
sempre a subtração entre um número fuzzy e ele mesmo é zero.
1.7.2 Operações entre números fuzzy baseadas em distribuição de possibilidade
conjunta.
As operações entre números fuzzy obtidas via princípio de extensão com a
t-norma do mínimo podem ser generalizadas pelas operações entre números fuzzy com t-
normas mais gerais que, por sua vez, são casos particulares de distribuições de possibilidade
conjuntas. A seguir, definimos estas últimas operações. Esta subseção é baseada nas
referências [12,14,17,27].
Definição 1.29. Sejam A e B dois números fuzzy de R, b um operador binário em R e
J uma distribuição possibilidade conjunta, então
µpAbJBqpzq 
$&% suppx,yq PφpzqµJpx, yq se φpzq  H0 se φpzq  H , (1.9)
sendo φpzq  tpx, yq : xb y  zu.
Observação 1.3. Um intervalo fechado de R é um caso particular de um número fuzzy
trapezoidal, cuja função de pertinência é dada por sua função característica. Dessa forma,
se A e B são dois intervalos fechados de R, a aritmética intervalar via distribuição de
possibilidade conjunta J é dada por (1.9), considerando as funções características.
Lema 1.2. [17] Se µJpx, yq  T pµApxq, µBpyqq, sendo que T é uma t-norma, então
fpx, yq  x y e fpx, yq  x  y em (1.6) resultam em, respectivamente,
rB J Asα  rB T Asα  YT pξ,ηq¥αprBsξ  rAsηq (1.10)
e
rB  J Asα  rB  T Asα  YT pξ,ηq¥αprBsξ   rAsηq. (1.11)
Se A e B são não interativos, isto é T  TM , então (1.10) se torna
rB J Asα  rB TM Asα  rBsα  rAsα,
sendo que rBsα  rAsα representa a diferença clássica para intervalos e, analogamente,
(1.11) se torna
rB  J Asα  rB  TM Asα  rBsα   rAsα.
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É bem conhecido que a t-norma TM tem o maior diâmetro entre todas as t-normas
contínuas.
Observação 1.4. A Definição 1.29 implica que B J A  pAJ Bq.
Definição 1.30. [12,27] Sejam A e B dois números fuzzy completamente correlacionados.
As quatro operações aritméticas entre A e B são definidas da seguinte forma:
• A soma de dois números fuzzy completamente correlacionados A C B é dada pela
seguinte função de pertinência
µA CBpyq  sup
yx1 x2
µ
A
px1qXtqx1 rx2upx1, x2q; (1.12)
• A subtração de dois números fuzzy completamente correlacionados AC B é dada
pela seguinte função de pertinência
µACBpyq  sup
yx1x2
µ
A
px1qXtqx1 rx2upx1, x2q. (1.13)
• O produto de dois números fuzzy completamente correlacionados A C B é dada pela
seguinte função de pertinência
µACBpyq  sup
yx1x2
µ
A
px1qXtqx1 rx2upx1, x2q; (1.14)
• A divisão de dois números fuzzy completamente correlacionados AC B é dada pela
seguinte função de pertinência
µACBpyq  sup
yx1x2
µ
A
px1qXtqx1 rx2upx1, x2q; (1.15)
Da Definição 1.30 e da Proposição 1.2 obtemos, para todo α P r0, 1s
•
rA C Bsα  tpx1   x2q P R|µApx1q ¡ α, qx1   r  x2u
 tpq   1qx1   r P R|µApx1q ¡ αu
 pq   1qtx1 P R|µApx1q ¡ αu   r
 pq   1qrAsα   r. (1.16)
•
rAC Bsα  tpx1  x2q P R|µApx1q ¡ α, qx1   r  x2u
 tp1 qqx1  r P R|µApx1q ¡ αu
 p1 qqtx1 P R|µApx1q ¡ αu  r
 p1 qqrAsα  r. (1.17)
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•
rA C Bsα  tqx
2
1   rx1 P R|µApx1q ¥ αu. (1.18)
•
rAC Bsα 
"
x1
qx1   r
P R
µApx1q ¥ α*. (1.19)
Na equação (1.16) quando q  1, isto é, A e B são completamente negati-
vamente correlacionados, temos que, para todo α P r0, 1s, rA  C Bsα  0rAsα   r é um
número real. Por outro lado, quando q  1 temos que A  C B é um número fuzzy,
assim, o conjunto ty|y  x1   x2, px1, x2q P rCsαu consiste de no máximo um ponto, para
qualquer α P r0, 1s e y P R.
Já na equação (1.17) quando q  1, isto é, A e B são completamente positiva-
mente correlacionados, temos que, para todo α P r0, 1s, rA C Bsα  0rAsα  r  r é
um número real.
A seguir, sabendo que nem sempre é fácil exibir uma distribuição de possibi-
lidade conjunta, introduzimos um novo conceito de interatividade entre números fuzzy.
Neste novo conceito não precisamos conhecer a distribuição conjunta envolvida.
Definição 1.31. [14] Dois números fuzzy A e B são ditos ser linearmente correlacionados
se existem q, r P R tais que
µBpyq 
$&% supyqx r µApxq se q  0 ou y  r0 se q  0 e y  r . (1.20)
O número fuzzy B é a extensão de Zadeh de fpxq  qx  r avaliada no número
fuzzy A que satisfaz µBpxq  µAp
x r
q
q, se q  0 e µBpxq  1, se q  0. Pelo Teorema 1.4,
os α-níveis de (1.20) são dados por
rBsα  qrAsα   r, (1.21)
e escrevemos B  qA  r.
Observação 1.5. Na Definição 1.31, q pode ser zero. Assim, o número crisp r é linear-
mente correlacionado com o número fuzzy A, pois r  0  A  r, porém o contrário não
vale, isto é, A não é linearmente correlacionado com r.
Dizemos que B é linearmente positivamente (negativamente) correlacionado
com A se q é positivo (negativo).
As Figuras 4 e 5 representam, respectivamente, números fuzzy linearmente
positivamente correlacionados com q ¡ 1 e números fuzzy linearmente positivamente
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Figura 4 – Sequência de números fuzzy linearmente positivamente correlacionados com
q ¡ 1.
Figura 5 – Sequência de números fuzzy linearmente positivamente correlacionados com
0   q   1.
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Figura 6 – Sequência de números fuzzy linearmente negativamente correlacionados com
1   q   0.
Figura 7 – Sequência de números fuzzy linearmente negativamente correlacionados com
q   1.
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correlacionados com 0   q   1. As Figuras 6 e 7 representam, respectivamente, números
fuzzy linearmente negativamente correlacionados com 1   q   0 e números fuzzy
linearmente negativamente correlacionados com q   1.
Exemplo 1.3. Sejam A,B,C P RF como na Figura 8, seus α-níveis são dados por
rAsα  rα, 2  αs, rBsα  r2α  1, 3  2αs e rCsα  r2α, 5  αs. Os números fuzzy B
Figura 8 – Números fuzzy
e A são linearmente correlacionados, pois D q  2, r  1 P R tais que a igualdade
rBsα  qrAsα   r é verificada, @α P r0, 1s.
Já os números fuzzy C e A não são linearmente correlacionados, pois não
existem q e r que satisfaçam a igualdade para todo α P r0, 1s.
Se os números fuzzy A,B P RFzR são L-correlacionados, então Dq, rR, q  0
tal que B  qA  r.
Proposição 1.3. Sejam A,B P RFzR. Se B é linearmente correlacionado com A, então
A é linearmente correlacionado com B.
Demonstração. Se B é linearmente correlacionado com A, então Dq, r P R, q  0, tais
que rBsα  qrAsα   r, logo se tomarmos q 
1
q
e r  r
q
, temos que A é linearmente
correlacionado com B, pois rAsα 
1
q
rBsα 
r
q
.
Proposição 1.4. Sejam A,B,C P RFzR.
i. Se C é linearmente correlacionado com B e B é linearmente correlacionado com A
então C é linearmente correlacionado com A.
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Demonstração. Por hipótese C é linearmente correlacionado com B, então Dq2, r2 P R
tais que rCsα  q2rBsα r2 e B é linearmente correlacionado com A, então Dq1, r1 P R
tais que rBsα  q1rAsα   r1. Logo, se tomarmos q3  q2q1 e r3  q2r1   r2 obtemos
que rCsα  q3rAsα   q3.
ii. Se C é linearmente correlacionado com A e B é linearmente correlacionado com A
então C é linearmente correlacionado com B.
Demonstração. Por hipótese C é linearmente correlacionado com A, então Dq2, r2 P R,
q2  0, tais que rCsα  q2rAsα   r2 e B é linearmente correlacionado com A, então
Dq1, r1 P R, q1  0, tais que rBsα  q1rAsα   r1. Logo, se tomarmos q3 
q2
q1
e
r3  r2 
q2r1
q1
obtemos que rCsα  q3rBsα   r3.
Definição 1.32. Sejam A e B números fuzzy linearmente correlacionados. Definimos:
• A adição de dois números fuzzy linearmente correlacionados B  L A é dada pela
seguinte função de pertinência
µB LApzq 
$&% supxPφ1pzqµApxq se φ
1pzq  H
0 se φ1pzq  H
, (1.22)
sendo φ1pzq  tx|z  pq   1qx  ru.
• A subtração de dois números fuzzy linearmente correlacionados B L A é dada pela
seguinte função de pertinência
µBLApzq 
$&% supxPφ1pzqµApxq se φ
1pzq  H
0 se φ1pzq  H
, (1.23)
sendo φ1pzq  tx|z  pq  1qx  ru.
• A multiplicação de dois números fuzzy linearmente correlacionados B L A é dada
pela seguinte função de pertinência
µBLApzq 
$&% supxPφ1pzqµApxq se φ
1pzq  H
0 se φ1pzq  H
, (1.24)
sendo φ1pzq  tx|z  qx2   rxu.
• A divisão de dois números fuzzy linearmente correlacionados B L A é dada pela
seguinte função de pertinência
µBLApzq 
$&% supxPφ1pzqµApxq se φ
1pzq  H
0 se φ1pzq  H
, (1.25)
sendo φ1pzq  tx|z  q   r
x
u e 0 R rAs0.
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Note que as operações aritméticas entre dois números fuzzy linearmente corre-
lacionados são obtidas a partir da restrição dos operadores tradicionais à curva px, qx  rq.
Além disso, os α-níveis de cada uma das operações são obtidos pela extensão de Zadeh
das funções: φpxq  pq   1qx   r, φpxq  pq  1qx   r, φpxq  qx2   rx e φpxq  q   r
x
,
respectivamente.
Assim, da Definição 1.32 e de acordo com a Proposição 1.4, obtemos, para todo
α P r0, 1s,
•
rB  L Asα  pq   1qrAsα   r. (1.26)
•
rB L Asα  pq  1qrAsα   r. (1.27)
•
rB L Asα  tqx
2
1   rx1 P R|x1 P rAsαu. (1.28)
•
rB L Asα  tq  
r
x1
P R|x1 P rAsαu. (1.29)
Exemplo 1.4. Sejam A e B números fuzzy linearmente correlacionados tais que rAsα 
raα , a
 
α s e rBsα  rbα , b α s, @α P r0, 1s. Temos que,
rB  L Asα 
$'&'%
i. rbα   a

α , b
 
α   a
 
α s se q ¡ 0
ii. rb α   a

α , b

α   a
 
α s se  1 ¤ q   0
iii. rbα   a
 
α , b
 
α   a

α s se q   1
(1.30)
e
rB L Asα 
$'&'%
i. rbα  a

α , b
 
α  a
 
α s se q ¥ 1
ii. rb α  a
 
α , b

α  a

α s se 0   q   1
iii. rbα  a
 
α , b
 
α  a

α s se q   0
, (1.31)
para todo α P r0, 1s.
Note que números fuzzy completamente correlacionados são um caso particular
da Definição 1.31. De (1.21), (1.26) e (1.27) é fácil ver que BLA e B LA são linearmente
correlacionado com A nos parâmetros pq  1q e pq   1q, respectivamente. Além disso,
pBLAq LA  B e pB LAqLA  B. No entanto, não se pode dizer ou não se B CA
(ou B C A) e A são números fuzzy completamente correlacionados, porque não sabemos
a distribuição possibilidade conjunta em cada caso.
Definição 1.33. Sejam A, B e C P RF , tais que B e C são linearmente correlacionados
com A, isto é, existem q1, r1 e q2, r2 tais que B  q1A   r1 e C  q2A   r2. A adição
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B  L C é dada pela seguinte função de pertinência
µB LCpzq 
$&% supxPφ1pzqµApxq se φ
1pzq  H
0 se φ1pzq  H
, (1.32)
sendo φ1pzq  tx|z  pq1   q2qx  pr1   r2qu.
Assim, da Definição 1.33 e de acordo com a Proposição 1.4, obtemos, para todo
α P r0, 1s,
rB  L Csα  pq1   q2qrAsα   pr1   r2q. (1.33)
Exemplo 1.5. Sejam B e C números fuzzy linearmente correlacionados com A, isto é,
existem q1, r1 e q2, r2 tais que B  q1A  r1 e C  q2A  r2. Considere rBsα  rbα , b α s e
rCsα  rc

α , c
 
α s, @α P r0, 1s. Temos que,
rB  L Csα 
$'&'%
i. rbα   c

α , b
 
α   c
 
α s se q1q2 ¥ 0
ii. rbα   c
 
α , b
 
α   c

α s se q1q2   0 e |q1| ¥ |q2|
iii. rb α   c

α , b

α   c
 
α s se q1q2   0 e |q1|   |q2|
(1.34)
Proposição 1.5. Sejam A P RFzR e B,C,D P RF . Se D é linearmente correlacionado
com C, C é linearmente correlacionado com B e B é linearmente correlacionado com A,
isto é, existem q3, r3, q2, r2 e q1, r1 tais que D  q3C   r3, C  q2B   r2, B  q1A   r1,
então o operador soma  L é associativo, isto é, pB  L  Cq  L D  B  L  pC  L Dq.
Demonstração. Pela Proposição 1.3, temos que
C  qA  r e D  rqA  r, (1.35)
sendo q  q2q1, r  q2r1   r2, rq  q3q2q1 e r q3q2r1   q3r2   r3.
Por um lado, temos de (1.35) e da Definição 1.33, que B  L C  qˆA  rˆ, sendo
qˆ  q1   q2q1 e rˆ  r1   q2r1   r2 e
pB  L Cq  L D  pqˆ   rqqA  prˆ   rq (1.36)
Por outro lado, temos de (1.35) e da Definição 1.33, que C  L D  pq   rqqA   pr   rq,
assim,
B  L pC  L Dq  pq1   pq   rqqqA  pr1   pr   rqq (1.37)
sendo ppq1   qq   rqqA  ppr1   rq   rq  pqˆ   rqqA  prˆ   rq. Logo, segue que (1.36) é igual
a (1.37) e portanto pB  L  Cq  L D  B  L  pC  L Dq.
A seguir, apresentamos uma aritmética que pode ser considerada como um
caso particular da aritmética interativa.
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1.7.3 Aritmética CIA
Esta subseção é baseada em [34] e [35].
A aritmética denominada CIA (constraint interval arithmetic) considera in-
teratividade entre números fuzzy. Nela os intervalos são reescritos como funções com
valores reais, isto é, um intervalo ra, a s é reescrito pela função AIpa, a , λAq  ta :
a  p1 λAqa   λAa , 0 ¤ λA ¤ 1u.
Definição 1.34. Seja b uma operação binária em R. A operação entre dois intervalos
A  ra, a s e B  rb, b s é dada por
AbCIA B  trp1 λAqa   λAa s b rp1 λBqb   λBb s, 0 ¤ λA ¤ 1, 0 ¤ λB ¤ 1u.
No caso em que as duas variáveis são as mesmas, obtemos
AbCIA A  tz : rp1 λAqa   λAa s b rp1 λAqa   λAa s, 0 ¤ λA ¤ 1u,
sendo ACIA A  r0, 0s e A{CIAA  r1, 1s.
Lodwick em [35], estendeu essa ideia para o caso fuzzy. Partindo do pressuposto
de que a aritmética fuzzy é equivalente a aritmética intervalar em cada α-nível. A definição
a seguir é a extensão para o caso fuzzy.
Definição 1.35. Seja b uma operação binária em R. A operação entre dois números
fuzzy A e B é definida em níveis por
rAbCIA Bsα  trp1 λAqaα   λAa α s b rp1 λBqbα   λBb α s, 0 ¤ λA ¤ 1, 0 ¤ λB ¤ 1u.
No caso em que os dois números fuzzy são os mesmos
rACIA Asα  trp1 λAqaα   λAa α s  rp1 λAqaα   λAa α s, 0 ¤ λA ¤ 1u
 t0u
ou seja, ACIA A  t0u.
Assim, temos que A é completamente (ou linearmente) correlacionado com A e
os números fuzzy A e B são não interativos. Essa aritmética é equivalente a aritmética de
números graduais (ver [36] e [35]).
1.7.4 Diferenças de Hukuhara e suas generalizações
Esta subseção será baseada nas referências [37–41] e trataremos das diferenças
de Hukuhara e suas generalizações. Em 1967, Hukuhara desenvolveu uma diferença para
resolver o problema do aditivo inverso para intervalos. Depois em 1983, Puri e Ralescu [37]
usaram isto para definir a diferença de Hukuhara para números fuzzy.
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Definição 1.36. Dados dois números fuzzy A,B a diferença de Hukuhara (H-diferença)
AaH B  C é o número fuzzy C tal que A  B   C, se ele existir.
Definição 1.37. Dados dois números fuzzy A,B a diferença generalizada de Hukuhara
(diferença gH) AagH B  C é o número fuzzy C, se ele existir, tal que#
(i) A  B   C ou
(ii) B  A C.
Exemplo 1.6. Recordando os números fuzzy dados no Exemplo 1.3, temos que existe a
H-diferença entre os números fuzzy C e A e, em níveis, a diferença é dada por rCHAsα 
rα, 3s. Existe a gH-diferença entre os números fuzzy A e B e, em níveis, a diferença é
dada por rAgH Bsα  rα 1, 1 αs e, também, existe a gH-diferença entre A e C que é
dada, em níveis, por rAgH Csα  r3,αs.
Definição 1.38. [39–41] Sejam A,B dois números fuzzy. A diferença generalizada (g-
diferença) Aag B  C é o número fuzzy C com α-níveis dados por
rAag Bsα 

conv
¤
β¥α
prAsβ agH rBsβq


, @α P r0, 1s,
sendo que a diferença gH (agH) é acerca dos intervalos rAsβ e rBsβ.
Exemplo 1.7. Considere o número fuzzy trapezoidal A  p1;1; 0; 1q e o número fuzzy
triangular B  p1; 0; 1q. Não existe a diferença AgH B, porém existe a diferença AgB
e ela é dada em níveis por
rAg Bsα 

inf
β¥α
min tβ, 0u, sup
β¥α
max tβ, 0u

 r1, 0s.
Observação 1.6. No Exemplo 1.4, chamamos a atenção para os seguintes fatos:
a) Para q ¥ 1, temos que rB L Asα  rB H Asα (ou rB agH Asα com Definição 1.37-
piq).
b) Para 0   q   1, temos que rB L Asα  rB agH Asα com Definição 1.37-piiq.
Juntando os casos aq e bq, temos que rB L Asα  rB agH Asα, para todo q ¡ 0.
c) Para q   0, rB L Asα  rB  Asα, a diferença interativa para q   0 é equivalente
a diferença não interativa, isto é, a diferença obtida a partir da distribuição de
possibilidade conjunta dada pela t-norma do mínimo.
d) Nos casos aq e bq, embora não exista uma distribuição de possibilidade conjunta
envolvida na gH-diferença, o resultado é o mesmo se considerarmos que ela existe.
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1.8 Função Fuzzy
Segundo [42], existem dois tipos de funções fuzzy, a saber, tubo de funções e
funções a valores fuzzy. O tubo de funções fuzzy, é um subconjunto fuzzy do espaço de
funções crisp, precisamente não é uma função mas é utilizado para definir soluções de um
problema de valor inicial fuzzy. Para cada tubo de funções fuzzy existe uma correspondente
função a valores fuzzy via conjuntos atingíveis (ver [22]).
Neste trabalho, ao lidarmos com funções fuzzy (ou processos fuzzy) estamos
nos referindo apenas a funções a valores fuzzy. As referências desta seção são [21,22,43,44].
A função a valores fuzzy F : ra, bs  R Ñ RF , associa cada número real
t P ra, bs  R a um número fuzzy F ptq P RF .
Denotamos por PCpRq a família de todos os subconjuntos não vazios, compactos
e convexos de R.
Definição 1.39. [43]Dizemos que a função F : ra, bs Ñ RF é fortemente mensurável se,
para todo α P r0, 1s, a aplicação Fα : ra, bs Ñ PCpRq, definida por
Fαptq  rF ptqsα
é (Lebesque) mensurável quando PCpRq está dotado da topologia gerada pela métrica de
Hausdorff.
A Definição 1.39 nos diz que Fαptq são intervalos compactos, isto é, para
qualquer α P r0, 1s,
Fαptq  rF ptqsα  rf

α ptq, f
 
α ptqs.
Lema 1.3. [43] Se a função F : ra, bs Ñ RF é fortemente mensurável então F é
mensurável com respeito a topologia gerada por d8.
Lema 1.4. [43] Se a função F : ra, bs Ñ RF é contínua com respeito a métrica d8 então
F é fortemente mensurável.
Lema 1.5. [43] Seja F : ra, bs Ñ RF fortemente mensurável e denote rF ptqsα 
rfα ptq, f
 
α ptqs para todo α P r0, 1s, então fα e f α são mensuráveis.
Definição 1.40. [21, 22] Uma função a valores fuzzy F : ra, bs Ñ RF é contínua em
t0 P ra, bs se, para cada  ¡ 0 existe δ  δp, t0q ¡ 0 tal que
d8pF pt0q, F ptqq    sempre que |t t0|   δ, t P ra, bs @α P r0, 1s. (1.38)
Para assegurar a existência de soluções de Equações Diferenciais Fuzzy é
necessário que o espaço de números fuzzy com a métrica de Pompieu-Hausdorff, pRF , d8q,
seja um espaço completo. O próximo teorema nos assegura isso.
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Teorema 1.11. [21,44] pRF , d8q é um espaço métrico completo.
A prova deste resultado pode ser vista em [21].
1.9 Conclusão
Neste capítulo apresentamos os conceitos fuzzy necessários para a compreensão
do trabalho. Iniciamos com os conceitos preliminares de teoria de conjuntos fuzzy e números
fuzzy. Seguimos com um estudo sobre distribuição de possibilidade conjunta, interatividade
entre números fuzzy, príncipio de extensão de Zadeh e aritmética fuzzy. Neste último
apresentamos um novo conceito de interatividade entre números fuzzy, a saber, o conceito
de números fuzzy linearmente correlacionados. Ainda nessa seção, observamos que a
única operação aritmética não interativa é aquela obtida através da t-norma do mínimo,
sendo assim todas as outras operações aritméticas exibidas nesta seção são interativas.
Finalizamos este capítulo com a definição de função fuzzy.
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2 Derivada Fuzzy
2.1 Introdução
A noção de derivada fuzzy é indispensável no desenvolvimento de uma teoria
de equações diferenciais fuzzy. Sendo assim, esse conceito sempre atraiu o interesse de
muitos pesquisadores. A primeira noção de derivada fuzzy surgiu em 1972 com Chang e
Zadeh [45]. Depois disso, diversas definições de derivada fuzzy foram surgindo: a derivada
de Dubois e Prade [46] em 1982, a derivada de Puri-Ralescu (derivada de Hukura) [37]
em 1983, a derivada de Goetschel-Voxman [47] em 1986, a derivada de Seikkala [25]
em 1987 e a derivada de Friedman-Ming-Kendel [48] em 1996. Buckley e Feuring, em
1996, mostraram que todas essas definições de derivada são equivalentes embora as mais
conhecidas sejam as derivadas de Hukura e de Seikkala. Em 2004, Bede e Gal [49, 50]
apresentam a derivada fortemente generalizada de Hukuhara (SGH-derivada). Em 2013,
Stefanini e Bede [39] introduzem a derivada generalizada de Hukuhara (gH-derivada) e
a derivada generalizada (g-derivada). Também em 2013, Barros, Gomes e Tonelli [51]
introduzem o conceito extensão de Zadeh do operador derivada.
Este capítulo trata apenas das derivadas obtidas via aritmética fuzzy, ou seja,
aquelas obtidas a partir de uma diferença entre números fuzzy.
2.2 Derivada de Hukuhara e suas generalizações
Nesta seção apresentamos a conhecida derivada de Hukuhara e as suas genera-
lizações.
Definição 2.1. [37] Uma função F : pa, bq Ñ RF é Hukuhara diferenciável (H-diferenciável)
em t0 se os limites
lim
hÑ0 
F pt0   hq H F pt0q
h
(2.1)
e
lim
hÑ0 
F pt0q H F pt0  hq
h
(2.2)
existem e são iguais a algum elemento F 1Hpt0q que pertence a RF na métrica d8. O número
F 1Hpt0q é chamado de H-derivada de F em t0.
Lema 2.1. [43] Se F : pa, bq Ñ RF é uma função H-diferenciável, então fα ptq e f α ptq
são diferenciáveis e
rF
1
Hptqsα  rpf

α q
1
ptq, pf α q
1
ptqs, para todo t P pa, bq.
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Quando F é H-diferenciável temos que a função diâmetro, diampF ptqq 
|f 0 ptq  f

0 ptq|, é não-decrescente em ra, bs. Isto significa que a função F tem fuzziness
não-decrescente.
Teorema 2.1. [43] Se F : ra, bs Ñ RF é uma função H-diferenciável, então é contínua.
Definição 2.2. [21,39] A função F : pa, bq Ñ RF é Hukuhara generalizada diferenciável
(gH-diferenciável) em t0 se o limite
lim
hÑ0
F pt0   hq gH F pt0q
h
(2.3)
existe e é igual a algum elemento F 1gHpt0q que pertence a RF na métrica d8. O número
F 1gHpt0q é chamado de gH-derivada de F em t0.
Teorema 2.2. [21,39] Se F : ra, bs Ñ RF é uma função gH-diferenciável em t0, então
seus α-níveis (fα , f α ) são contínuos em t0.
Teorema 2.3. [21,39] Seja F : ra, bs Ñ RF tal que as funções fα ptq e f α ptq são funções
reais, diferenciáveis com respeito a t, uniformemente contínuas em α P r0, 1s, então a
função F ptqé gH-diferenciável em t P ra, bs fixado, se, e somente se, um dos seguintes
casos ocorra:
a. pfα q
1
ptq é crescente, pf α q
1
ptq é decrescente como função de α, e pf1 q
1
ptq ¤ pf 1 q
1
ptq.
b. pfα q
1
ptq é decrescente, pf α q
1
ptq é crescente como função de α, e pf 1 q
1
ptq ¤ pf1 q
1
ptq.
Além disso,
rF
1
gHptqsα  rmin tpfα q
1
ptq, pf α q
1
ptqu,max tpfα q
1
ptq, pf α q
1
ptqus,
para todo α P r0, 1s.
Definição 2.3. [21, 38] A função F : pa, bq Ñ RF é generalizada diferenciável (g-
diferenciável) em t0 se o limite
lim
hÑ0
F pt0   hq g F pt0q
h
(2.4)
existe e é igual a algum elemento F 1gpt0q que pertence a RF . F 1gpt0q é chamada de g-
derivada de F em t0.
Teorema 2.4. [21,39] Seja F : pa, bq Ñ RF com fα ptq e f α ptq funções reais diferenciáveis
com respeito a t, uniformemente em relação a α P r0, 1s, então
rF
1
gptqsα 

inf
β¥α
min tpfβ q
1
ptq, pf β q
1
ptqu, sup
β¥α
max tpfβ q
1
ptq, pf β q
1
ptqu

,
sempre que F é g-diferenciável.
Observação 2.1. [22] A gH-derivada e a g-derivada generalizam a H-derivada. Além
disso, a g-derivada generaliza a gH-derivada. Se H-derivada existe, então a gH-derivada
e a g-derivada existem e são as mesmas.
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2.3 Derivada Fuzzy Interativa
Esta seção é baseada na referência [14] e trata de um conceito novo de derivada
para funções fuzzy que consideram autocorrelação através de distribuição de possibilidade
conjunta.
Uma função a valores fuzzy F : ra, bs Ñ RF é um processo fuzzy autocorrelacio-
nado se, para cada h com valor absoluto suficientemente pequeno, existe uma distribuição
de possibilidade conjunta J de F pt0   hq e F pt0q, para todo t0, t0   h P ra, bs.
Definição 2.4. Seja F : ra, bs Ñ RF um processo fuzzy autocorrelacionado. A função F é
J-diferenciável em t0 se existe um número fuzzy DJF pt0q P RF tal que o limite
lim
hÑ0
F pt0   hq J F pt0q
h
(2.5)
exista e seja igual a DJF pt0q, sendo que o limite é na métrica d8. Nos pontos extremos de
ra, bs consideramos derivada somente de um lado.
Lema 2.2. Seja F : ra, bs Ñ RF uma função fuzzy J-diferenciável em t0 P ra, bs.
DJF pt0q  lim
hÑ0
F pt0   hq J F pt0q
h
existe se, e somente se, existem e são iguais os limites
lim
hÑ0 
F pt0   hq J F pt0q
h
e lim
hÑ0
F pt0   hq J F pt0q
h
(2.6)
Demonstração. Dado  ¡ 0, existe δ ¡ 0 tal que
d8

F pt0   hq J F pt0q
h
,DJF pt0q


   sempre que |h|   δ ô
d8

F pt0   hq J F pt0q
h
,DJF pt0q


   sempre que 0   h   δ e
d8

F pt0   hq J F pt0q
h
,DJF pt0q


   sempre que  δ   h   0.
(2.7)
Observação 2.2. A existência de
lim
hÑ0
F pt0   hq J F pt0q
h
é equivalente a existir e serem iguais os limites (2.8) e (2.9).
lim
hÑ0 
F pt0   hq J F pt0q
h
 lim
hÑ0 
pF pt0q J F pt0   hqq
h
lim
hÑ0 
F pt0q J F pt0  phqq
h
 lim
hÑ0
F pt0q J F pt0  hq
h
(2.8)
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e
lim
hÑ0
F pt0   hq J F pt0q
h
 lim
hÑ0
pF pt0q J F pt0   hqq
h

lim
hÑ0
F pt0q J F pt0  phqq
h
 lim
hÑ0 
F pt0q J F pt0  hq
h
(2.9)
sendo que os limites em (2.8) e (2.9) são calculados usando a métrica de Pompeiu-Hausdorff
pd8q. Nos pontos extremos de ra, bs consideramos derivada somente de um lado.
Observação 2.3. Na Observação 1.3, vimos que é possível induzir o conceito de interati-
vidade entre números fuzzy para intervalos reais. Logo, se F é J-diferenciável, então a
função a multivalores Fαp.q  rF p.qsα é J-diferenciável, para todo α P r0, 1s, e
rDJFαpt0qsα  lim
hÑ0
rF pt0   hq J F pt0qsα
h
(2.10)
sendo rF pt0qJ F pt0hqsα  rF pt0qsαJ rF pt0hqsα e o limite calculado na métrica d8.
2.3.1 Derivada fuzzy completamente correlacionada
Nesta seção apresentamos a definição de derivada fuzzy completamente correla-
cionada e alguns resultados em relação a esta nova derivada. Vamos considerar que F ptq e
F pt  hq são números fuzzy completamente correlacionados tais que:
F pt  hq  qphqF ptq   rphq, (2.11)
para cada |h|   δ e algum δ ¡ 0.
Definição 2.5. Seja F : ra, bs Ñ RF uma função a valores fuzzy e, para cada h com valor
absoluto suficientemente pequeno, sejam F pt0   hq e F pt0q com t0 P ra, bs números fuzzy
completamente correlacionados com distribuição de possibilidade conjunta C. A função F
é C-diferenciável em t0 se existe um número fuzzy DCF pt0q P RF tal que o limite
lim
hÑ0
F pt0   hq C F pt0q
h
(2.12)
exista e seja igual a DCF pt0q, usando a métrica d8. O número DCF pt0q é chamado de
derivada fuzzy completamente correlacionada de F em t0. Nos pontos extremos de ra, bs
consideramos derivada somente de um lado.
Se escrevemos rF ptqsα  rfα ptq, f α ptqs e usamos (1.17) temos, para todo
α P r0, 1s:
rF pt  hq C F ptqsα $''''&''''%
i. rfα pt  hq  f

α ptq, f
 
α pt  hq  f
 
α ptqs se qphq ¥ 1
ii. rf α pt  hq  f
 
α ptq, f

α pt  hq  f

α ptqs se 0   qphq   1
iii. rfα pt  hq  f

α ptq, f
 
α pt  hq  f
 
α ptqs
 rfα ptq  f
 
α ptq, f
 
α ptq  f

α ptqs se qphq   0
. (2.13)
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De acordo com a Observação 2.3, é possível induzir o conceito de números fuzzy completa-
mente correlacionados (Definição 1.19) para intervalos reais.
Observação 2.4. Segue da Definição 2.5 que se F é C-diferenciável, então, @α P r0, 1s,
existe o limite
lim
hÑ0
rF pt0   hq C F pt0qsα
h
, (2.14)
e ele é igual a DCFαpt0q. O limite em (2.14) é calculado na métrica dH .
A recíproca da Observação 2.4 nem sempre é verdadeira, por exemplo, tome os
números fuzzy B  p0; 1; 3q e A  p0; 1; 2q, rBsα C rAsα  r0, 1 αs, @α P r0, 1s mas não
existe B C A. Assim, a existência de rBsα C rAsα, para cada α P r0, 1s, não implica a
existência de B C A.
Guiados pela discussão acima, enunciamos o próximo resultado.
Teorema 2.5. Seja F : ra, bs Ñ RF uma função fuzzy que satisfaça as seguintes condições:
i. para cada t P ra, bs existe β ¡ 0 tal que a C-diferença F pt  hq C F ptq exista para
cada |h|   β;
ii. as funções de níveis Fα, α P r0, 1s, são uniformemente C-diferenciáveis com derivada
DCFα, isto é, para cada t P ra, bs e  ¡ 0 existe um δ ¡ 0 tal que
dHppFαpt  hq C Fαptqq{h,DCFαptqq    (2.15)
para cada |h|   δ e α P r0, 1s.
Então F é C-diferenciável e sua derivada é dada pela equação (2.14).
Demonstração. Considere a família tDCFαptq|α P r0, 1su. Pela definição DCFαptq é um
intervalo fechado não nulo e não vazio de R.
Se α1 ¤ α2, temos pela hipótese i. que Fα1pt hqCFα1ptq  Fα2pt hqCFα2ptq,
para |h|   β e, consequentemente,
DCFα1ptq  DCFα2ptq. (2.16)
Seja α ¡ 0 e tαkukPN uma sequência não-decrescente que converge para α. Para
 ¡ 0 escolha h ¡ 0 de tal modo que a equação (2.15) seja verdadeira. Então a seguinte
desigualdade triangular é fornecida
dHpDCFαptq, DCFαkptqq   2 
1
h
dHppFαpt  hq C Fαptqq{h, pFαkpt  hq C Fαkptqq{hq.
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Pela hipótese i., o termo mais à direita vai para zero quando k Ñ 8 e dessa
forma
lim
kÑ8
dHpDCFαptq, DCFαkptqq  0. (2.17)
Se x P DCFαptq, do fato de α ser limitante superior para a sequência tαkukPN, temos por
(2.16) que DCFαptq  DCFαkptq, @k P N. Logo, DCFαptq 
£
k¥1
DCFαkptq. Reciprocamente,
se x P
£
k¥1
DCFαkptq ñ x P DCFαkptq, @k P N, isto é,
DCF

αk
ptq ¤ x ¤ DCF
 
αk
ptq, (2.18)
sendo DCFαkptq o limitante inferior e DCF
 
αk
ptq o limitante superior de DCFαkptq. Ademais,
aplicando em (2.18) o limite quando k Ñ 8, segue de (2.17) que,
DCF

α ptq ¤ x ¤ DCF
 
α ptq,
isto é x P DCFαptq. Dessa forma,
DCFαptq 
£
k¥1
DCFαkptq. (2.19)
No caso em que α  0, usando a Equação p3.1q em [52] é provado que
lim
kÑ8
dHpDCFαptq, DCFαkptqq  0, (2.20)
em que tαkukPN é uma sequência não-crescente que converge para zero.
Se x P
¤
k¥1
DCFαkptq, então existe uma sequência tzkukPN convergindo para x,
tal que zk P
¤
k¥1
DCFαkptq. Para cada zk, existe um índice jk tal que zk P DCFαjk ptq, isto é,
DCF

αjk
ptq ¤ zk ¤ DCF
 
αjk
ptq,
sendo DCFαjk ptq o limitante inferior e DCF
 
αjk
ptq o limitante superior de DCFαjk ptq. Daí,
segue de (2.16) que
DCF

0 ptq ¤ DCF

αjk
ptq ¤ zk ¤ DCF
 
αjk
ptq ¤ DCF
 
0 ptq. (2.21)
Em (2.21), tomando o limite quando k Ñ 8, temos
DCF

0 ptq ¤ x ¤ DCF
 
0 ptq ñ x P DCF0ptq
e, assim DCF0ptq 
¤
k¥1
DCFαkptq.
Reciprocamente, seja x P DCF0ptq. Tomemos a sequência tzkukPN com
zk  min tmax tx,DCFαkptqu, DCF
 
αk
ptqu P DCFαkptq, @k. (2.22)
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Tomando o limite para k Ñ 8 em (2.22), por (2.20) obtemos
lim
kÑ8
zk  min tmax tx,DCFα ptqu, DCF α ptqu  x.
Logo, x P
¤
k¥1
DCFαkptq. Dessa forma, DCF0ptq 
¤
k¥1
DCFαkptq.
Portanto, pelo Teorema 1.3, existe um elemento U P RF tal que rU sα 
DCFαptq, para α P r0, 1s.
Além disso, seja t P ra, bs,  ¡ 0 e δ ¡ 0 como em ii., então
d8ppF pt  hq C F ptqq{h, Uq  sup
0 α¤1
dHppFαpt  hq C Fαptqq{h,DCFαptqq   ,
para todo |h|   δ. Portanto, DCF ptq  U e temos o teorema demonstrado.
Teorema 2.6. Seja F : ra, bs Ñ RF C-diferenciável em t0 e Fαpt0q  rF pt0qsα 
rfα pt0q, f
 
α pt0qs, para α P r0, 1s, então fα e f α são diferenciáveis em t0 e, para todo
h com valor absoluto suficientemente pequeno
rDCF pt0qsα 
$'&'%
i. rpfα q
1
pt0q, pf
 
α q
1
pt0qs se qphq ¥ 1
ii. rpf α q
1
pt0q, pf

α q
1
pt0qs se 0   qphq   1
iii. rpfα q
1
pt0q, pf

α q
1
pt0qs se qphq   0
(2.23)
sendo DCF pt0q a C-derivada.
Demonstração. Caso i. e ii.: Pela Observação 2.4, se existe DCF pt0q, então
rDCF pt0qsα  lim
hÑ8
rF pt  hq C F ptqsα
h
. (2.24)
Usando os itens i. e ii. de (2.13) em (2.24) segue o resultado esperado.
Caso iii.: Se qphq   0, a existência de rDCF pt0qsα implica que o limite
lim
hÑ0 

fα pt0   hq  f

α pt0q
h
 
fα pt0q  f
 
α pt0q
h


existe. Desde que lim
hÑ0 
fα pt0   hq  f

α pt0q
h
existe (e é igual a pfα q
1
pt0q), concluímos que
lim
hÑ0 
fα pt0q  f
 
α pt0q
h
existe e, é igual a zero. Portanto, fα pt0q  f α pt0q para todo t0 P ra, bs.
Portanto, para o caso qphq   0, se existeDCF pt0q, então F pt0q é necessariamente
da forma
rF pt0qsα  tf

α pt0qu
para qualquer α P r0, 1s, logo F pt0q  fpt0q P R.
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Assim, se existe DCF pt0q, então
rDCF pt0qsα 
$'&'%
i. rpfα q
1
pt0q, pf
 
α q
1
pt0qs  rDHF pt0qsα se qphq ¡ 1
ii. rpf α q
1
pt0q, pf

α q
1
pt0qs se 0   qphq ¤ 1
iii. rpfα q
1
pt0q, pf
 
α q
1
pt0qs  tpf

α q
1
pt0qu se qphq   0
,
sendo que DHFαpt0q é a derivada de Hukuhara de Fαptq.
Teorema 2.7. Seja a função F : ra, bs Ñ RF C-diferenciável em ra, bs e suponha t1 ¤ t2.
Se qphq ¥ 1, então existe A P RF tal que F pt2q  F pt1q   A para t2  t1   h e,
equivalentemente, se 0   qphq   1, então existe A P RF tal que F pt1q  F pt2q   A para
t1  t2   h.
Demonstração. Para cada t P rt1, t2s existe um δptq ¡ 0 tal que F pt   hq C F ptq e
F ptq C F pt hq existem para todo 0   h   δptq. Consideremos dois casos:
i. Se q ¥ 1, então F pt2q  F ptq   B1  F pt1q   B2   B1, sendo que B1, B2 P RF .
Portanto, F pt2q  F pt1q   A, sendo A  B1  B2.
ii. Se 0   q   1, então
rfα pt1q, f
 
α pt1qs  rf

α pt2q, f
 
α pt2qs   rf

α pt1q  f

α pt2q, f
 
α pt1q  f
 
α pt2qs.
Desde que DCF ptq exista temos que Aα é um intervalo e Aα  rAsα são os níveis do
número fuzzy. Portanto, F pt1q   A  F pt2q.
Baseados no Teorema 2.7, temos o seguinte:
Observação 2.5. Seja F : ra, bs Ñ RF C-diferenciável em ra, bs. Então para cada α P
r0, 1s:
i. Se q ¥ 1 o diamrF ptqsα é uma função crescente na variável t. Quando isso ocorre
dizemos que F é expansiva;
ii. Se 0   q   1 o diamrF ptqsα é uma função decrescente na variável t. Quando isso
ocorre dizemos que F é contrativa;
iii. Se q   0 o diamrF ptqsα é uma função constante na variável t.
Teorema 2.8. Seja F : ra, bs Ñ RF C-diferenciável em ra, bs, então F é contínua em
ra, bs.
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Demonstração. A função F é C-diferenciável em ra, bs, logo existe δ ¡ 0 tal que para
todo 0   h ¤ δ suficientemente pequeno existe a diferença F pt  hq C F ptq. Então, pela
desigualdade triangular, temos
d8pF pt  hq, F ptqq  d8pF pt  hq C F pt0q,p0q
¤ hd8ppF pt  hq C F ptqq{h,DCF ptqq   hd8pDCF ptq,p0q. (2.25)
Pelo fato de F ser C-diferenciável o termo à direita vai para zero quando h Ñ 0  e,
portanto, F é contínua à direita.
O caso em que δ ¤ h   0 é analogo. Portanto, F é contínua em ra, bs.
Exemplo 2.1. Sejam C P RF , g : pa, bq Ñ R diferenciável em x0 P pa, bq e F : pa, bq Ñ
RF dada por F pxq  C.gpxq. Se C e C.gpxq são números fuzzy completamente correlacio-
nados para cada x P pa, bq, então DCF pxq  C.g
1
pxq, @x P pa, bq. Recordamos que q   0
implica F pxq P R, o qual não é o caso.
Para verificar isso, temos os diferentes casos:
i. gpx0q ¡ 0 ñ DVx0 uma vizinhnça de x0 tal que gpxq ¡ 0, x P Vx0 ñ rF pxqsα 
rgpxqcα , gpxqc
 
α s. Assim, para g
1
px0q ¡ 0, temos
rDCF px0qsα 
#
rg1px0qc

α , g
1px0qc
 
α s se q ¥ 1
rg1px0qc
 
α , g
1px0qc

α s se 0   q ¤ 1
(2.26)

#
g1px0qrc

α , c
 
α s se q ¥ 1
g1px0qrc

α , c
 
α s se 0   q ¤ 1 e cα  c α , isto é, c P R
.
ii. gpx0q ¡ 0 ñ DVx0 uma vizinhança de x0 tal que gpxq ¡ 0, x P Vx0 ñ rF pxqsα 
rgpxqcα , gpxqc
 
α s. Assim, para g
1
px0q   0, temos
rDCF px0qsα 
#
rg1px0qc

α , g
1px0qc
 
α s se q ¥ 1
rg1px0qc
 
α , g
1px0qc

α s se 0   q ¤ 1
(2.27)

#
g1px0qrc

α , c
 
α s se q ¥ 1 e cα  c α , isto é, c P R
g1px0qrc

α , c
 
α s se 0   q ¤ 1
.
iii. gpx0q   0 ñ DVx0 uma vizinhança de x0 tal que gpxq   0, x P Vx0 ñ rF pxqsα 
rgpxqc α , gpxqc

α s. Assim, para g
1
px0q ¡ 0, temos
rDCF px0qsα 
#
rg1px0qc
 
α , g
1px0qc

α s se q ¥ 1
rg1px0qc

α , g
1px0qc
 
α s se 0   q ¤ 1
(2.28)

#
g1px0qrc

α , c
 
α s se q ¥ 1 e cα  c α , isso é, c P R
g1px0qrc

α , c
 
α s se 0   q ¤ 1
.
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iv. gpx0q   0 ñ DVx0 uma vizinhança de x0 tal que gpxq   0, x P Vx0 ñ rF pxqsα 
rgpxqc α , gpxqc

α s. Assim, para g
1
px0q   0, temos
rDCF px0qsα 
#
rg1px0qc
 
α , g
1px0qc

α s se q ¥ 1
rg1px0qc

α , g
1px0qc
 
α s se 0   q ¤ 1
(2.29)

#
g1px0qrc

α , c
 
α s se q ¥ 1
g1px0qrc

α , c
 
α s se 0   q ¤ 1 e cα  c α , isso é, c P R
.
v. Como para q   0, temos rDCF px0qsα  tDCFαpx0qu P R, segue que DCF px0q 
Cg1px0q.
Portanto, combinando os casos i. e ii., e combinando os casos iii. e iv. temos
rDCF px0qsα  rc

α , c
 
α sg
1px0q. Portanto, DCF px0q  C.g1px0q.
O Exemplo 2.1, supõe que C e Cgpxq são números fuzzy completamente
correlacionados para cada x P pa, bq. Isso exige que a sua distribuição possibilidade
conjunta deva ser conhecida e dada por (1.3). No entanto, o resultado deste exemplo pode
ser obtido com as relações fracas entre C e Cgpxq o qual não requer o conhecimento da
distribuição de possibilidade conjunta do processo fuzzy envolvido. Por exemplo, se nós
usarmos o conceito de derivada generalizada [21] ou a condição rBsα  qrAsα  r podemos
obter o mesmo resultado com uma condição mais fraca. Esta última condição nos leva a
uma espécie de linearidade no processo fuzzy e tratamos desse assunto na próxima seção.
2.3.2 Derivada fuzzy linearmente correlacionada
Esta seção define o conceito de derivada fuzzy linearmente correlacionada, a
qual evita a necessidade de conhecimento da distribuição de possibilidade conjunta.
Para o conceito de derivada interativa, o que importa são os α-níveis da diferença
F pt   hq L F ptq, isto é, não é necessário que saibamos a distribuição de possibilidade
conjunta. Um exemplo desta situação é o processo fuzzy linearmente correlacionado
F pt  hq  qphqF ptq   rphq.
Atentamos que a fórmula acima significa rF pt  hqsα  qphqrF ptqsα   rphq e o α-nível de
F pt  hq L F ptq é dado por rF pt  hq L F ptqsα  pq  1qrF ptqsα   r.
A derivada estudada aqui é direcionada para processos fuzzy autocorrelaci-
onados F : ra, bs Ñ RF . Isto é, para h com valor absoluto suficientemente pequeno,
F pt  hq  qphqF ptq   rphq, (2.30)
para todo t P ra, bs, qphq, rphq P R. Isto significa que o valor futuro F pt  hq é linearmente
correlacionado com o valor presente F ptq, para cada h com valor absoluto suficientemente
pequeno.
Capítulo 2. Derivada Fuzzy 55
Definição 2.6. Seja F : ra, bs Ñ RF uma função a valores fuzzy e, para cada h com
valor absoluto suficientemente pequeno, sejam F pt0   hq e F pt0q com t0 P ra, bs números
fuzzy linearmente correlacionados. F é L-diferenciável em t0 se existe um número fuzzy
DLF pt0q P RF tal que o limite
lim
hÑ0
F pt0   hq L F pt0q
h
(2.31)
exista e é igual a DLF pt0q, usando a métrica d8. O número DLF pt0q é chamado de derivada
fuzzy linearmente correlacionada de F em t0. Nos pontos extremos de ra, bs consideramos
derivada somente de um lado.
Uma vez que dois números fuzzy completamente correlacionados são necessari-
amente linearmente correlacionados, temos que tudo o que vale para DCF também vale
para DLF .
Em alguns momentos, será conveniente denotarmos a L-derivada DLF ptq por
F
1
Lptq. Daqui por diante, ambas as notações serão utilizadas.
Exemplo 2.2. [53] Seja F : r0, 5s Ñ RF dada por F ptq  pt; t; 2tq, daí rF ptqsα 
rtp2α  1q, tp2 αqs. Vamos calcular a L-derivada no ponto t0 P p0, 5q.
Figura 9 – Representação gráfica de F ptq do Exemplo 2.2
A função F é linearmente correlacionda pois, para todo h suficientemente
pequeno, satisfaz
rpt  hqp2α  1q, pt  hqp2 αqs  qphqrtp2α  1q, tp2 αqs   rphq,
com qphq  t  h
t
¡ 1 e rphq  0. Portanto, F é linearmente correlacionada e expansiva
como podemos ver na Figura 9.
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Figura 10 – Representação gráfica de F 1Lptq do Exemplo 2.2.
Calculemos então a L-derivada:
F
1
Lpt0q  lim
hÑ0
F pt0   hq L F pt0q
h
ñ
rF
1
Lpt0qsα  lim
hÑ0
rhp2α  1q, hp2 αqs
h
 r2α  1, 2 αs.
(2.32)
Portanto, F 1Lpt0q  p1; 1; 2q. A Figura 9 representa a função fuzzy F ptq e a Figura 2.2
representa a função fuzzy F 1Lptq. Nos gráficos o degradê representa os α-níveis da função
em cada tempo, sendo o 1-nível identificado pela cor preta. É fácil notar que F 1Lptq é uma
função constante formada por números fuzzy triangulares.
Definição 2.7. Sejam F : ra, bs Ñ RF uma função a valores fuzzy e t0 P pa, bq.
i. Dizemos que F é linearmente correlacionada à direita de t0 se existe τ ¡ 0 tal que para
todo t, t  h P pt0, t0   τq, temos que
rF pt  hqsα  qphqrF ptqsα   rphq,
para todo h com valor absoluto suficientemente pequeno.
ii. Dizemos que F é linearmente correlacionada à esquerda de t0 se existir τ ¡ 0 tal que
para todo t, t  h P pt0  τ, t0q, temos que
rF pt  hqsα  qphqrF ptqsα   rphq,
para todo h com valor absoluto suficientemente pequeno.
Definição 2.8. Sejam F : ra, bs Ñ RF uma função a valores fuzzy e t0 P pa, bq.
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i. Se F é linearmente correlacionada à direita de t0, então a L-derivada à direita de t0 é
dada por
F
1
L pt0q  lim
tÑt 0
DLF ptq (2.33)
sendo DLF ptq  lim
hÑ0
F pt  hq L F ptq
h
.
ii. Se F é linearmente correlacionada à esquerda de t0, então a L-derivada à esquerda de
t0 é dada por
F
1
Lpt0q  lim
tÑt0
DLF ptq (2.34)
sendo DLF ptq  lim
hÑ0
F pt  hq L F ptq
h
.
No Exemplo 2.1, se g : pa, bq ÝÑ R, então F pxq  C.gpxq é L-diferenciável e
F
1
pxq  C.g
1
pxq.
Exemplo 2.3. Seja a função F : RÑ RF dada por:
F ptq 
#
pt;t; 0; tq, t ¥ 0
pt; 0;tq, t   0
ñ rF ptqsα 
#
rt, t αts , t ¥ 0
rt αt, αt ts , t   0
. (2.35)
Figura 11 – Representação gráfica de F ptq do Exemplo 2.3
A função F é linearmente correlacionada à direita de t0  0, pois para qphq 
t  h
t
e rphq  0 temos que
rpt  hq, pt  hq  αpt  hqs  qphqrt, t αts   rphq, (2.36)
para todo α P r0, 1s, t P p0, τq para algum τ ¡ 0. Além disso, para essas condições temos
que qphq ¡ 1 e, portanto, F é expansiva.
A função F é linearmente correlacionada à esquerda de t0  0, pois para
qphq 
t  h
t
e rphq  0 temos que
rpt  hqp1 αq, pt  hqpα  1qs  qphqrtp1 αq, tpα  1qs   rphq, (2.37)
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Figura 12 – Representação gráfica de F 1L ptq do Exemplo 2.3.
Figura 13 – Representação gráfica de F 1Lptq do Exemplo 2.3.
para todo α P r0, 1s, t P pτ, 0q, para algum τ ¡ 0. Além disso, para essas condições temos
que 0   qphq   1 e, portanto, F é contrativa.
Porém, F não é linearmente correlacionada em torno de t0  0, pois F pt0q P R
e assim não podemos exibir qphq e rphq tais que
rF pt0   hqsα  qphqrF pt0qsα   rphq, para todo α P r0, 1s.
Vamos calcular as derivadas laterais:
i. L-derivada de F à direita de t0  0.
A função F é linearmente correlacionada à direita de 0. Logo, pela Definição 2.8-i.,
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temos
DLF ptq  lim
hÑ0
F pt  hq L F ptq
h
ñ
rDLF ptqsα  lim
hÑ0
rpt  hq, pt  hq  αpt  hqs  rt, t αts
h
 lim
hÑ0
hr1, 1 αs
h
 r1, 1 αs.
(2.38)
Dessa forma,
F
1
L pt0q  lim
tÑ0 
DLF ptq ñ
rF
1
L pt0qsα  lim
tÑ0 
r1, 1 αs  r1, 1 αs.
(2.39)
Portanto, F 1L p0q  p1;1; 0; 1q.
ii. L-derivada à esquerda de t0  0.
A função F é linearmente correlacionada à esquerda de 0. Logo, pela Definição 2.8-ii.,
temos
DLF ptq  lim
hÑ0
F pt  hq L F ptq
h
ñ
rDLF ptqsα  lim
hÑ0
rpt  hq  αpt  hq,pt  hq   αpt  hqs  rt αt,t  αts
h
 lim
hÑ0
hrα  1, 1 αs
h
 rα  1, 1 αs.
(2.40)
Dessa forma,
F
1
Lpt0q  lim
tÑ0
DLF ñ
rF
1
Lpt0qsα  lim
tÑ0
rα  1, 1 αs  rα  1, 1 αs.
(2.41)
Portanto, F 1Lp0q  p1; 0; 1q.
A Figura 11 representa a função fuzzy F ptq, a Figura 2.3 representa a função fuzzy F 1L ptq
e a Figura 2.3 representa a função fuzzy F 1Lptq. Em todas as figuras o degradê representa
os α-níveis da função em cada tempo, sendo o 1-nível identificado pela cor preta. Dessa
maneira, podemos ver que a função F ptq é formada por números fuzzy triangulares à
esquerda de zero e trapezoidais à direita de zero.
No Exemplo 2.3 podemos ver que a função F não é gH-diferenciável em t0  0,
pois não existe a gH-diferença (ver Exemplo 1.7).
Definição 2.9. Sejam F : ra, bs ÝÑ RF . Dizemos que a função F é L-diferenciável em
t0 P pa, bq se F é L-correlacionada à direita e à esquerda de t0 e as derivadas laterais
existem e são iguais neste ponto.
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A função F : ra, bs Ñ RF linearmente diferenciável não precisa ser expansiva
(ou contrativa) para todo t P ra, bs. Assim, pode ocorrer da função F ser expansiva
(contrativa) à direita (esquerda) de t0 P pa, bq e contrativa (expansiva) à esquerda (direita)
de t0 P pa, bq. O ponto em que esse fenômeno ocorre damos o nome de ponto de troca
(switch point) e definiremos a seguir.
Definição 2.10. Dizemos que t0 P pa, bq é um ponto de troca (switch point [39]) para
L-diferenciabilidade de F , quando para alguma vizinhança V de t0, existem t1   t0   t2
tais que
• em t1 ocorre o caso i. de 2.23 enquanto não ocorre o caso ii. e em t2 ocorre o caso
ii. de 2.23 enquanto não ocorre o caso i., ou
• em t1 ocorre o caso ii. de 2.23 enquanto não ocorre o caso i. e em t2 ocorre o caso
i. de 2.23 enquanto não ocorre o caso ii..
Exemplo 2.4. Seja F : r5, 5s Ñ RF dada por F ptq  pt2; 0; t2q. Daí, rF ptqsα 
rt2pα  1q, t2p1 αqs. Vamos calcular a L-derivada no ponto t0  0.
Figura 14 – Representação gráfica de F ptq do Exemplo 2.4
Note que F não é linearmente correlacionada em torno de t0  0, pois F pt0q P R
e assim não podemos exibir qphq e rphq tais que
rF pt0   hqsα  qphqrF pt0qsα   rphq,
para todo α P r0, 1s, @|h|   δ, para algum δ ¡ 0.
Porém F é linearmente correlacionada à esquerda com 0   qphq  pt  hq
2
t2
  1
e rphq  0, para todo t P pτ, 0q, para algum τ ¡ 0, e à direita com qphq  pt  hq
2
t2
¡ 1
e rphq  0, para todo t P p0, τq, para algum τ ¡ 0. Portanto, F é expansiva à direita de
t  0 e F é contrativa à esquerda de t  0 como podemos ver na Figura 14.
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Figura 15 – Representação gráfica de F 1Lptq do Exemplo 2.4.
Vamos calcular as derivadas laterais:
i. L-derivada à direita de t0  0.
A função F é linearmente correlacionada à direita de 0. Logo, pela Definição 2.8-i.,
temos
DLF ptq  lim
hÑ0
F pt  hq L F ptq
h
ñ
rDLF ptqsα  lim
hÑ0
rp2th  h2qpα  1q, p2th  h2qp1 αqs
h
 lim
hÑ0
hrp2t  hqpα  1q, p2t  hqp1 αqs
h
 r2tpα  1q, 2tp1 αqs.
(2.42)
Dessa forma,
F
1
L pt0q  lim
tÑ0 
DLF ptq ñ
rF
1
L pt0qsα  lim
tÑ0 
r2tpα  1q, 2tp1 αqs  r0, 0s.
(2.43)
Portanto, F 1L p0q  0.
ii. A L-derivada à esquerda de t0.
A função F é linearmente correlacionada à esquerda de 0. Logo, pela Definição 2.8-ii.,
temos
DLF ptq  lim
hÑ0
F pt  hq L F ptq
h
ñ
rDLF ptqsα  lim
hÑ0
rp2th  h2qp1 αq, p2th  h2qpα  1qs
h
 lim
hÑ0
hrp2t  hqp1 αq, p2t  hqpα  1qs
h
 r2tp1 αq, 2tpα  1qs.
(2.44)
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Dessa forma,
F
1
Lpt0q  lim
tÑ0
DLF ptq ñ
rF
1
Lpt0qsα  lim
tÑ0
r2tp1 αq, 2tpα  1qs  r0, 0s.
(2.45)
Portanto, F 1Lp0q  0.
A função F é L-correlacionada à direita e à esquerada de t0  0 e as derivadas laterais de
F em t0  0 são iguais, assim, pela Definição 2.9, podemos concluir que F
1
Lp0q  0.
A Figura 14 representa a função fuzzy F ptq e a Figura 2.4 representa a função
fuzzy F 1Lptq. Em todas as figuras o degradê representa os α-níveis da função em cada tempo,
sendo o 1-nível identificado pela cor preta.
Exemplo 2.5. Seja F : r5, 5s Ñ RF dada por F ptq  p1 t2; 0; 1  t2q. Daí, rF ptqsα 
rp1  t2qpα 1q, p1  t2qp1αqs. Calculemos a L-derivada de F no ponto t0  0. A função
Figura 16 – Representação gráfica de F ptq do Exemplo 2.5
F é linearmente correlacionada. Pois, qphq  pt  hq
2   1
t2   1 e rphq  0 satisfazem
rp1  pt  hq2qpα 1q, p1  pt  hq2qp1αqs  qphqrp1  t2qpα 1q, p1  t2qp1αqs   rphq,
para todo α P r0, 1s. Além disso, F é expansiva à direita de 0, pois qphq ¡ 1 para todo
t P p0, τq e contrativa à esquerda de 0, pois 0   qphq   1 para todo t P pτ, 0q, para algum
τ,¡ 0 (ver Figura 16).
As derivadas laterais são:
i. A L-derivada à direita de t0.
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Figura 17 – Representação gráfica de F 1Lptq do Exemplo 2.5.
A função F é linearmente correlacionada à direita de 0. Logo, pela Definição 2.8-i.,
temos
DLF ptq  lim
hÑ0
F pt  hq L F ptq
h
ñ
rDLF ptqsα  lim
hÑ0
rp2th  h2qpα  1q, p2th  h2qp1 αqs
h
 r2tpα  1q, 2tp1 αqs.
(2.46)
Dessa forma,
F
1
L pt0q  lim
tÑ0 
DLF ptq ñ
rF
1
L pt0qsα  lim
tÑ0 
r2tpα  1q, 2tp1 αqs  r0, 0s.
(2.47)
Portanto, F 1L p0q  0.
ii. A L-derivada à esquerda de t0.
A função F é linearmente correlacionada à esquerda de 0. Logo, pela Definição 2.8-ii.,
temos
DLF ptq  lim
hÑ0
F pt  hq L F ptq
h
ñ
rDLF ptqsα  lim
hÑ0
rp2th  h2qp1 αq, p2th  h2qpα  1qs
h
 r2tp1 αq, 2tpα  1qs.
(2.48)
Dessa forma,
F
1
Lpt0q  lim
tÑ0
DLF ptq ñ
rF
1
Lpt0qsα  lim
tÑ0
r2tp1 αq, 2tpα  1qs  r0, 0s.
(2.49)
Portanto, F 1Lp0q  0.
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A função F é linearmente correlacionada e F 1Lp0q  F
1
L p0q, portanto, F
1
Lp0q  0.
A Figura 16 representa a função fuzzy F ptq e a Figura 2.5 representa a função
fuzzy F 1Lptq. Em todas as figuras o degradê representa os α-níveis da função em cada tempo,
sendo o 1-nível identificado pela cor preta.
Exemplo 2.6. Seja F : r5, 5s Ñ RF dada por F ptq  p|t|  1; 0; |t|   1q. Vamos
reescrever F da seguinte forma:
F ptq 
#
pt 1; 0, t  1q, t ¥ 0
pt 1; 0,t  1q, t   0
. (2.50)
Em níveis temos
rF ptqsα 
#
rpt  1qpα  1qpt  1qp1 αqs , t ¥ 0
rpt  1qpα  1q, pt  1qp1 αqs , t   0
. (2.51)
Vamos calcular a L-derivada de F no ponto t0  0.
Figura 18 – Representação gráfica de F ptq do Exemplo 2.6
A função F é linearmente correlacionada. Pois, qphq  |t  h|   1
|t|   1 e rphq  0
satisfazem
rF pt  hqsα  qphqrF ptqsα   rphq,
para todo α P r0, 1s. Além disso, F é expansiva à direita de 0, pois qphq ¡ 1 para todo
t P p0, τq e contrativa à esquerda de 0, pois 0   qphq   1 para todo t P pτ, 0q, para algum
τ,¡ 0 (ver Figura 18).
As derivadas laterais são:
i. A L-derivada à direita de t0.
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Figura 19 – Representação gráfica de F 1Lptq do Exemplo 2.6.
A função F é linearmente correlacionada à direita de 0. Logo, pela Definição 2.8-i.,
temos
DLF ptq  lim
hÑ0
F pt  hq L F ptq
h
ñ
rDLF ptqsα  lim
hÑ0
rhpα  1q, hp1 αqs
h
 rα  1, 1 αs.
(2.52)
Dessa forma,
F
1
L pt0q  lim
tÑ0 
DLF ptq ñ
rF
1
L pt0qsα  lim
tÑ0 
rα  1, 1 αs  rα  1, 1 αs.
(2.53)
Portanto, F 1L p0q  p1; 0, 1q.
ii. A L-derivada à esquerda de t0.
A função F é linearmente correlacionada à esquerda de 0. Logo, pela Definição 2.8-ii.,
temos
DLF ptq  lim
hÑ0
F pt  hq L F ptq
h
ñ
rDLF ptqsα  lim
hÑ0
rhp1 αq,hpα  1qs
h
 rα  1, 1 αs.
(2.54)
Dessa forma,
F
1
Lpt0q  lim
tÑ0
DLF ptq ñ
rF
1
Lpt0qsα  lim
tÑ0
rα  1, 1 αs  rα  1, 1 αs.
(2.55)
Portanto, F 1Lp0q  p1; 0; 1q.
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A função F é linearmente correlacionada e F 1Lp0q  F
1
L p0q, portanto, F
1
Lp0q  p1; 0; 1q.
A Figura 18 representa a função fuzzy F ptq e a Figura 2.6 representa a função
fuzzy F 1Lptq. Em todas as figuras o degradê representa os α-níveis da função em cada tempo,
sendo o 1-nível identificado pela cor preta.
Observação 2.6. No Exemplo 2.6 existe a L-derivada em t0  0, pois F ptq  p|t|   1qA,
sendo A  p1; 0; 1q um número fuzzy simétrico em relação ao zero, isto é, em t0  0 a
função F estende o número crisp zero. Se A  p1; 0; 2q então F não seria L-diferenciável,
pois teríamos F 1Lp0q  p2; 0; 1q e F
1
L p0q  p2; 0;1q.
Exemplo 2.7. Considere F : r1, 4s Ñ RF , tal que
F ptq 
$&% p
t
2; 0;
t
2q, t ¤ 2
p1 t; 0; t 1q, t ¡ 2
ñ (2.56)
rF ptqsα 
$&%


t
2   α
t
2 ,
t
2  α
t
2

, t ¤ 2
r1 t  αpt 1q, t 1  αp1 tqs , t ¡ 2
. (2.57)
Figura 20 – Representação gráfica de F ptq do Exemplo 2.7
A função F é linearmente correlacionada à direita de t0  2, com qphq 
pt  hq  1
t 1 ¡ 1 e rphq  0, e a função F é linearmente correlacionada à esquerda de
t0  2, com qphq 
t  h
t
¡ 1 e rphq  0. Logo, F é expansiva (ver Figura 20).
Calculemos as derivadas laterais:
i. Derivadas lateral à direita.
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Figura 21 – Representação gráfica de F 1L ptq do Exemplo 2.7.
Figura 22 – Representação gráfica de F 1Lptq do Exemplo 2.7.
A função F é linearmente correlacionada à direita de 0. Logo, pela Definição 2.8-i.,
temos
DLF ptq  lim
hÑ0
F pt  hq L F ptq
h
ñ
rDLF ptqsα  lim
hÑ0
rhpα  1q, hp1 αqs
h
 rα  1, 1 αs.
(2.58)
Dessa forma,
F
1
L pt0q  lim
tÑ2 
DLF ptq ñ
rF
1
L pt0qsα  lim
tÑ2 
rα  1, 1 αs  rα  1, 1 αs.
(2.59)
Portanto, F 1L p2q  p1; 0; 1q.
Capítulo 2. Derivada Fuzzy 68
ii.
DLF ptq  lim
hÑ0
F pt  hq L F ptq
h
ñ
rDLF ptqsα  lim
hÑ0
rh2 pα  1q,
h
2 p1 αqs
h


1
2pα  1q,
1
2p1 αq

.
(2.60)
Dessa forma,
F
1
Lpt0q  lim
tÑ2
DLF ptq ñ
rF
1
Lpt0qsα  lim
tÑ2

1
2pα  1q,
1
2p1 αq



1
2pα  1q,
1
2p1 αq

.
(2.61)
Portanto, F 1Lp2q 


1
2; 0;
1
2


.
Temos que F 1L p2q  F
1
Lp2q, logo F não é L-diferenciável em 2.
A Figura 20 representa a função fuzzy F ptq e as Figuras 2.7 e 2.7 representam
as funções fuzzy F 1L ptq e F
1
Lptq, respectivamente. Em todas as figuras o degradê representa
os α-níveis da função em cada tempo, sendo o 1-nível identificado pela cor preta.
Nesta seção estudamos as derivadas interativas, a saber, J-derivada, C-derivada
e L-derivada. Nesta última derivada, introduzimos os processos fuzzy autocorrelacionados
que são similares aos processos autocorrelacionados existentes em séries temporais. Nestes
processos os valores da variação aleatória são interdependentes [54]. Na prática, para curtos
períodos de tempo ou tempo contínuo encontramos observações autocorrelacionadas [55].
Além disso, processos autocorrelacionados possuem aplicações em economia, processos
químicos, finanças, demografia, marketing, genética, epidemiologia, dinâmica populacional,
meteorologia, entre outras [56–59].
A estrutura dos processos fuzzy autocorrelacionados nos remete uma aproximção
linear de F pt  hq por F ptq e, salvo modificações, esta mesma ideia de aproximação linear
está por trás da derivada de Fréchet. Na próxima seção apresentamos um outro conceito
de derivada interativa através da derivada de Fréchet.
2.4 Derivada fuzzy de Fréchet
Esta seção é baseada em [15] e trata da derivada de Fréchet para processos
fuzzy linearmente correlacionados, isto é, processos que consideram interatividade entre
seus estados. Vamos apresentar uma forma prática para calcular derivadas de funções
do tipo F : R Ñ RFpAq, sendo que RFpAq  tΨApq, rq|pq, rq P R2u, ΨA é um operador
que associa cada vetor pq, rq P R2 com um dado número fuzzy A P RF , cujos α-níveis de
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ΨApq, rq são qrAsα   r, para todo α P r0, 1s. Além disso, se RFpAq é um espaço de Banach
então mostramos que a derivada de Fréchet é dada pela derivada de uma função RÑ R2
adequada. A seguir estendemos esse método para o caso quando RFpAq não é um espaço
de Banach para tratarmos das derivadas de funções com números fuzzy simétricos.
Desta forma, é necessário recordar de alguns resultados do cálculo variacional.
2.4.1 Derivada de Fréchet
Queremos estudar a derivada no sentido de Fréchet para uma função fuzzy e,
por isso, é necessário que tenhamos o conceito de espaço normado [60].
Sejam pM, ‖  ‖Mq e pN, ‖  ‖Nq dois espaços vetoriais normados associados
com o mesmo corpo escalar K. Um operador g : M Ñ N é dito ser contínuo em t0 PM
quando, para todo  ¡ 0, existe δ ¡ 0 tal que se ‖ t  t0 ‖M  δ para t P M , então
‖ gptq  gpt0q ‖N  . Em outras palavras, g é contínuo em t0 PM quando
lim
tÑt0
gptq  gpt0q. (2.62)
Dizemos que a função g é contínua se g é contínua em todo t PM . E mais, g é um operador
linear se satisfaz a propriedade:
gpλt1   t2q  λgpt1q   gpt2q, @x, y PM e @λ P K. (2.63)
Denotamos LpM,Nq o conjunto de todos os operadores lineares contínuos de M em N .
Proposição 2.1. [60] Sejam X, Y, Z espaços vetoriais normados e considere as funções
f : X Ñ Y e g : Y Ñ Z. Se f é contínua em t0 P X e g é contínua em fpt0q P Y , então
g  f é contínua em t0. Além disso, se f P LpX, Y q e g P LpY, Zq, então g  f P LpX,Zq.
Vale lembrar que todo espaço vetorial normado e completo é um espaço de
Banach. Além disso, todo operador linear de um espaço vetorial de dimensão finita em
outro espaço vetorial de dimensão finita é contínuo [60].
Dois espaços vetoriais M e N associados com o mesmo corpo K são ditos
isomorfos, se existe um operador linear L : M Ñ N que é também uma bijeção. Neste caso
L é dito ser um isomorfismo. Além disso, L1 também é linear e u   λv  LpL1puq  
λL1pvqq, @u, v P N e @α P K.
Antes de definir o conceito de derivada de Fréchet formalizamos o conceito
de “infinitesimal” para aplicações entre espaços vetoriais normados. Isto é feito usando a
definição de ordem de aproximação.
Definição 2.11. [61] Sejam pM, ‖  ‖Mq e pN, ‖  ‖Nq dois espaços vetoriais normados,
U M uma vizinhança na origem de M e duas funções ϕ,Φ : U Ñ N .
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1. ϕ é de ordem não superior a Φ quando hÑ 0, se
DC ¡ 0 e δ ¡ 0 tal que ‖ ϕphq ‖M¤ C ‖ Φphq ‖N , @h P U.
Escrevemos ϕ  OpΦq. Se Φphq  h, @h P U , então ϕphq  Ophq.
2. ϕ é de ordem menor do que Φ quando hÑ 0, se
@ ¡ 0, Dδ ¡ 0 tal que ‖ ϕphq ‖M¤  ‖ Φphq ‖N , @h P U.
Escrevemos ϕ  opΦq. Se Φphq  h, @h P U , então ϕphq  ophq ou ϕphq  phq ‖ h ‖,
sendo phq Ñ 0 quando hÑ 0.
Definição 2.12. (Expansão de Fréchet de primeira ordem em t0) Seja g : M Ñ N e
t0 PM , sendo M e N espaços de Banach. A expressão
gpt0   hq  gpt0q   qphq   γphq, (2.64)
com q P LpM,Nq, é dita expansão de Fréchet de primeira ordem em t0 se γphq  ophq.
A função γ é interpretada como o erro de convergência de ordem ophq.
Usualmente, a equação (2.64) é reescrita com certo abuso de notação, substi-
tuindo γphq por ophq, isto é
gpt0   hq  gpt0q   qphq   ophq.
Note que a expansão de Fréchet usa o conceito de ordem de aproximação “ophq”.
A imposição de uma condição de ordem de convergência é essencial para demonstrar o
seguinte teorema que generaliza um resultado clássico de análise real: diferenciabilidade
implica continuidade.
Proposição 2.2. (Unicidade da Expansão de Fréchet de Primeira Ordem [62]]) Sejam
M e N espaços vetoriais normados e completos e V M um conjunto aberto. Se existe
expansão de Fréchet de primeira ordem g : V Ñ N em t0, então g é contínua em t0 e a
expansão é única.
A unicidade da expansão de Fréchet de primeira ordem é análoga à expansão
de Taylor de primeira ordem para funções reais. Este fato motiva a seguinte definição de
derivada para funções em espaços vetoriais normados.
Definição 2.13. (Derivada de Fréchet [62]) Sejam M , N espaços vetoriais normados e
completos e g : M Ñ N .
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1. A função g é Fréchet diferenciável (ou F -derivável) em t PM se existe um operador
linear qt P LpM,Nq que satisfaz a expansão de Fréchet de primeira ordem em t da
função g, isto é, se gpt  hq  gptq   qtphq   ophq. Neste caso, qt é uma derivada de
Fréchet de g em t.
2. A função g é diferenciável se g é diferenciável para todo t PM . Neste caso a derivada
de g é uma função g1 : M Ñ LpM,Nq definida por g1rts  qt, @t PM .
Proposição 2.3. [63] A derivada de Fréchet é única.
Demonstração. Considere a função g : M ÝÑ N e suponha que existam duas derivadas
de Fréchet em t, a saber, d1 e d2 P LpM,Nq. Mostremos que para @ ¡ 0 o operador
norma }d1  d2} não é maior do que . Pela definição de limite, Dδ ¡ 0 tal que para todo
}h} ¤ δ implica que }gpt   hq  gptq  d1h} ¤ {2}h} e }gpt   hq  gptq  d2h} ¤ {2}h}.
Dessa forma, temos que }pd1  d2qh}  }gpt  hq  gptq  d1h pgpt  hq  gptq  d2hq} ¤
}gpt   hq  gptq  d1h}   }pgpt   hq  gptq  d2hq} ¤ p{2   {2q}h}. Logo, δ}d1  d2} 
δ sup
}f}¤1
}pd1  d2qf}  sup
}f} δ
}pd1  d2qf} ¤ sup
}f} δ
}f} ¤ δ. Portanto, }d1  d2} ¤ .
Na análise real, a expansão de Taylor de primeira ordem de uma função f em
torno de t P R é dada por fpt   hq  fptq   f 1ptqh   phq, sendo phq  ophq. Note que
qphq  f 1ptqh, @h P R, é um operador linear contínuo de RÑ R, então por definição segue
que f 1rts  q é derivada de Fréchet de uma função real f em t. Portanto, o conceito de
derivada de Fréchet estende o conceito da derivada.
Usando a Proposição 2.2, obtemos imediatamente o resultado que se g é
diferenciável em t0 P M , então g é contínua em t0. Além disso, a própria derivada
de Fréchet em t0 é um operador linear contínuo. A próxima proposição esclarece essa
observação.
Proposição 2.4. Sejam M , N espaços de Banach e g P LpM,Nq. O operador g é Fréchet
diferenciável e sua derivada em t PM é dada por g1rts  g.
Demonstração. Dado x P M , temos gpt   hq  gptq   gphq, para todo h P M . Como
g P LpM,Nq, segue da unicidade da expansão de Fréchet de primeira ordem que g1rts  g,
isto é, g1rtsphq  gphq para todo h P R.
A próxima proposição estabelece a “regra da cadeia” para derivada de Fréchet.
Proposição 2.5. (Regra da cadeia [62, 63]) Sejam X, Y e Z espaços de Banach, U  X
e V  Y conjuntos abertos. Considere as funções f : U Ñ Y e g : Y Ñ Z sendo que para
todo x P U temos fpxq P V . Se f é diferenciável em t e g é diferenciável em fptq então a
composição g  f é diferenciável em t e pg  fq1rts  g1rfptqs  f 1rts.
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2.4.2 O espaço vetorial RFpAq- Espaço de números fuzzy A-Linearmente
correlacionados
Para cada A P RF , podemos definir o operador ΨA : R2 Ñ RF que associa cada
vetor pq, rq P R2 com o número fuzzy ΨApq, rq, cujos α-níveis são
rΨApq, rqsα  qrAsα   r, @α P r0, 1s, q, r P R. (2.65)
Note que   é a soma de Minkowski e ΨA está bem definido. De fato, podemos facilmente
mostrar que o α-nível de ΨApq, rq, dado por rΨApq, rqsα  tqx  r P R |x P rAsαu, satisfaz
a Definição 1.14 e, portanto, é um número fuzzy.
Vamos denotar a imagem do operador ΨA pelo símbolo RFpAq, isto é, RFpAq 
tΨApq, rq | pq, rq P R2u. Um fato importante a ser enfatizado é que R está embutido
em RFpAq uma vez que todo número real r pode ser identificado pelo número fuzzy
ΨAp0, rq P RFpAq. Denotamos este fato (com algum abuso de notação) por R  RFpAq.
Dado A P RF , outra propriedade interessante é que se tomamos B P RFpAqzR o conjunto
imagem do operador ΨB coincide com RFpAq, como vemos abaixo.
Teorema 2.9. Seja B  ΨApq, rq P RF para algum A P RF e algum par pq, rq P R2 com
q  0. As imagens do operadores ΨA e ΨB são idênticas, isto é, RFpAq  RFpBq.
Demonstração. Seja pu, vq P R2. Por um lado, temos que ΨApu, vq P RFpBq, pois
ΨB

u
q
, v 
ur
q


α

u
q
rBsα   v 
ur
q

u
q
rΨApq, rqsα   v 
ur
q

u
q
pqrAsα   rq   v 
ur
q
 urAsα   v  ΨApu, vq.
Portanto, RFpAq  RFpBq. Por outro lado, ΨBpu, vq P RFpAq, pois ΨBpu, vq  upqrAsα  
rq   v  ΨApuq, v   urq. Portanto, RFpAq  RFpBq.
O próximo resultado relaciona a soma do espaço vetorial R2 com a soma clássica
de conjuntos fuzzy definida nível a nível usando a soma de Minkowski.
Teorema 2.10. Sejam pq, rq, pu, vq P R2 e A P RF . O operador ΨA satisfaz as seguintes
propriedades
1. ΨApq   u, r   vq  ΨApq, rq  ΨApu, vq;
2. ΨApq   u, r   vq  ΨApq, rq  ΨApu, vq se
u
q
¥ 0 para q  0.
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Demonstração. Para provar 1. basta verificar que rΨApq   u, r   vqsα  rΨApq, rq  
ΨApu, vqsα, para todo α:
rΨApq   u, r   vqsα  pq   uqrAsα   tr   vu
 tpq   uqx |x P rAsαu   tr   vu
 ptqx |x P rAsαu   tuy | y P rAsαuq   tr   vu
 pqrAsα   urAsαq   tru   tvu
 pqrAsα   truq   purAsα   tvuq
 rΨApq, rqsα   rΨApu, vqsα
 rΨApq, rq  ΨApu, vqsα.
Agora, a igualdade ocorre se, e somente se pqrAsα   urAsαq  pq   uqrAsα. Se
u
q
¥ 0 então pode ocorrer os seguinte casos: u  0; u, q ¡ 0 ou u, q   0.
Para u  0 não há nada para mostrar. No caso em que u, q ¡ 0 temos
pq   uqaα ¤ qx  uy ¤ pq   uqa
 
α , para todo x, y P rAsα. Similarmente, se u, q   0, então
pq   uqa α ¤ qx   uy ¤ pq   uqa

α , para todo x, y P rAsα. Portanto, ΨApq   u, r   vq 
ΨApq, rq  ΨApu, vq.
Observação 2.7. As relações 1. e 2. no Teorema 2.10 são equivalentes a soma de números
fuzzy linearmente correlacionados. O item 1. ocorre quando temos a soma linearmente
negativamente correlacionada, isto é, a soma entre dois números fuzzy linearmente negati-
vamente correlacionados. O item 2. ocorre quando temos a soma linearmente positivamente
correlacionada, isto é, a soma entre dois números fuzzy linearmente positivamente correla-
cionados. Além disso, ΨApq, rq  ΨApq, 0q  ΨAp0, rq.
Exemplo 2.8. Considere A  p1; 1; 2q, ΨAp2, 1q  p1; 3; 5q, ΨAp1, 3q  p1; 2; 4q e
ΨAp1,2q  p3;1; 0q. Neste caso temos:
1. ΨAp2 1, 1  3q  ΨAp1, 4q  p3; 5; 6q  p0; 5; 9q  ΨAp2, 1q  ΨAp1, 3q;
2. ΨAp2  1, 1 2q  ΨAp3,1q  p4; 2; 5q  ΨAp2, 1q  ΨAp1,2q.
A seguir, apresentamos a noção de número fuzzy simétrico já que, como veremos,
o uso de tais números fuzzy requerem atenção especial.
Definição 2.14. Dizemos que um subconjunto fuzzy A de R é simétrico com respeito a
x P R se µApx  yq  µApx   yq, @y P R. Quando não existe x P R que satisfaça esta
propriedade, dizemos que A é não simétrico.
Lema 2.3. Um número fuzzy A é simétrico com respeito a x P R se, e somente se,
a α  2x aα (ou, equivalentemente, x  0.5pa α   aα q), @α P r0, 1s.
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Figura 23 – Caso 1. do Exemplo 2.8. Figura 24 – Caso 2. do Exemplo 2.8.
Demonstração. Como rAs1  H, existe z P rAs1. Assumimos, sem perda de generalidade,
que z ¤ x. Neste caso temos x P rz, x  px zqs  rAs1, pois z, x  px zq P rAs1 e rAs1 é
um intervalo fechado. Portanto, x P rAsα, para todo α P r0, 1s. Para α P r0, 1s, definimos
yα  x  a

α ¥ 0 e zα  a α  x ¥ 0. Se yα   zα, então x   0.5pzα   yαq P px, a α q  rAsα
que, com a hipótese de simetria, implica x 0.5pzα  yαq P rAsα. No entanto, isto produz a
seguinte contradição: aα ¤ x 0.5pzα  yαq   x yα  aα . Da mesma forma, constatamos
que não podemos ter yα ¡ zα. Portanto, yα  zα. Finalmente, pela subtração de yα por
zα, concluímos que a α  2x aα , para todo α P r0, 1s.
Seja a α  2x  aα para algum x P R. Note que x  0.5paα   a α q, para todo
α P r0, 1s. Se x y P rAsα então x  y P rAsα, pois aα ¤ x y ¤ a α ñ a α ¤ x y ¤
aα ñ a

α ¤ x  y ¤ a
 
α . Assim, µApx yq  suptα | px yq P rAsαu  suptα | px  yq P
rAsαu  µApx  yq. Portanto, A é simétrico com respeito a x.
Uma consequência imediata do Lema 2.3 é que existe um único x tal que um
número fuzzy A pode ser simétrico. Em outras palavras, se existem números reais x e z tais
que A é simétrico com respeito a x e z, então x  z  0.5pa α   aα q para todo α P r0, 1s.
Teorema 2.11. Dado A P RF , o operador ΨA : R2 ÝÑ RF é injetivo se, e somente se, A
é não simétrico. Também, se A é simétrico com respeito a x e A R R, então a imagem
inversa de ΨApq, rq é dada por Ψ1A pΨApq, rqq  tpq, rq, pq, 2qx  rqu.
Demonstração. Seja A um número fuzzy não simétrico e pq, rq, pu, vq P R2 tais que
ΨApq, rq  ΨApu, vq, isto é, rΨApq, rqsα  rΨApu, vqsα, para todo α P r0, 1s. Logo, precisa-
mos analisar três casos:
• O caso em que q  0. Se q  0 então tr  vu  urAsα, para todo α P r0, 1s. Assim,
u  0 e r  v, pois, caso contrário, A seria dado por Xrv o qual é claramente
simétrico com respeito a r  v.
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• O caso em que u
q
¡ 0. Se u q  0, obtemos a seguinte igualdade:#
pu qqaα  pr  vq
pu qqa α  pr  vq
ñ aα 
r  v
u q
 a α , @α P r0, 1s.
Do Lema 2.3, obtemos a contradição que A é simétrico. Logo, u  v e consequente-
mente v  r.
• O caso em que u
q
  0. Neste caso, obtém-se o seguinte sistema#
uaα  qa
 
α  pr  vq
ua α  qa

α  pr  vq
ñ qpa α  a

α q  upa
 
α  a

α q, @α P r0, 1s.
Como A é não simétrico, pelo Lema 2.3, existe α¯ P r0, 1s tal que
pa α¯  a

α¯ q ¡ 0.
Concluímos que u  v e v  r. Portanto, ΨA é injetivo.
Suponhamos agora que ΨA seja um operador injetivo. Se A é simétrico com
respeito a x então, pelo Lema 2.3, a   2x  a. Porém, ΨAp1,xq  ΨAp1, xq o que
contradiz a hipótese de injetividade. Portanto, A deve ser não simétrico.
Seja A simétrico com respeito a x e A R R. Se q  0, então a imagem inversa
de ΨApq, rq é exatamente tp0, rqu, para todo r P R, pois A R R. Vamos considerar o
caso em que q  0. Seja pu, vq P R2 tal que ΨApq, rq  ΨApu, vq. Se
u
q
¡ 0, então, pelo
Teorema 2.10, obtemos o seguinte sistema#
pu qqaα  pr  vq
pu qqa α  pr  vq
, @α P r0, 1s.
Assim, devemos ter u  q e v  r pois, caso contrário, A  r  v
u q
P R, o que seria uma
contradição. Assumimos, sem perda de generalidade, que q ¡ 0. Assim,
rΨApq, 2qx  rqsα  qraα , a α s   t2qx  ru
 rqp2x a α q, qp2x aα qs   tru
 rqaα , qa
 
α s   tru
 rΨApq, rqsα.
Portanto, concluímos que não pode haver duas soluções distintas com o mesmo sinal no
primeiro argumento e a imagem inversa de ΨApq, rq é dada por tpq, rq, pq, 2qx  rqu.
Quando o contra-domínio do operador ΨA, para um A P RF não simétrico,
restringe-se a sua imagem (RFpAq) então ΨA é bijetivo e este fato será utilizado no próximo
corolário.
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Corolário 2.1. Seja A P RF não simétrico. O conjunto RFpAq é um espaço vetorial
sobre o corpo dos números reais com os operadores de soma e produto escalar definidos,
respectivamente, por
i) B  A C  ΨApΨ1A pBq  Ψ1A pCqq, @B,C P RFpAq;
ii) η A B  ΨApηΨ1A pBqq, @B P RFpAq e @η P R.
Adicionalmente, RFpAq é isomorfo a R2 via o isomorfismo linear ΨA.
Demonstração. Pelo Teorema 2.11, temos que ΨA é uma bijeção de R2 a RFpAq. Portanto,
as operações “ A” e “A” acima são bem definidos.
Vamos ver agora que pRFpAq, A, Aq é um espaço vetorial.
Sejam B,C,D P RFpAq. O operador  A satisfaz
1. Associatividade:
B  A pC  A Dq  B  A ΨApΨ1A pCq  Ψ1A pDqq
 ΨApΨ1A pBq   pΨ1A pCq  Ψ1A pDqqq
 ΨAppΨ1A pBq  Ψ1A pCqq  Ψ1A pDqq
 ΨApΨ1A pBq  Ψ1A pCqq  A D
 pB  A Cq  A D;
2. Comutatividade:
B  A C  ΨApΨ1A pBq  Ψ1A pCqq
 ΨApΨ1A pCq  Ψ1A pBqq
 C  A B;
3. Existência do elemento neutro:
B  A Xt0u  ΨApΨ1A pBq  Ψ1A pXt0uqq
 ΨApΨ1A pBq   p0, 0qq
 ΨApΨ1A pBqq  B,
sendo que Xt0u  ΨAp0, 0q é o elemento neutro.
4. Existência do aditivo inverso B  ΨApq,rq:
B  A pBq  ΨApΨ1A pBq  Ψ1A pBqq
 ΨApΨ1A pBq  Ψ1A pBqq
 ΨAppq  q, r  rqq  ΨApp0, 0qq  Xt0u;
Denotamos B  A pCq  B A C.
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Seja λ, η P R e B,C P RFpAq. O operador A satisfaz
1. Associatividade:
λ A pη A Bq  λΨApηΨ1A pBqq
 ΨApλpηΨ1A pBqqq
 ΨApηpλΨ1A pBqqq
 ηΨApλΨ1A pBqq
 ηpλBq;
2. Distributatividade:
λ A pB  A Cq  λΨApΨ1A pBq  Ψ1A pCqq
 ΨApλpΨ1A pBq  Ψ1A pCqqq
 ΨApλΨ1A pBq   λΨ1A pCqq
 ΨApλΨ1A pBqq  ΨApλΨ1A pCqq
 λB   λC;
3. Distributatividade da soma de escalares:
pλ  ηq A pBq  pλ  ηqΨApΨ1A pBqq
 ΨAppλ  ηqΨ1A pBqq
 ΨApλΨ1A pBq   ηΨ1A pBqq
 ΨApλΨ1A pBqq  ΨApηΨ1A pBqq
 λB   ηB;
4. Existência do elemento neutro:
1 A B  ΨAp1Ψ1A pBqq  ΨApΨ1A pBqq  B.
Portanto, pRFpAq, A, Aq é um espaço vetorial.
Pelo Teorema 2.11, temos que ΨA é bijetivo em RFpAq. Adicionalmente, ΨA é
um operador linear, uma vez que para pp, qq, pu, vq P R2 e λ P R temos que
ΨApq, rq  A λΨApu, vq  ΨApq, rq  A ΨApλu, λvq
 ΨApq   λu, r   λvq.
Portanto, ΨA é um isomorfismo linear de R2 em RFpAq.
Observação 2.8. O Corolário 2.1 continua válido se A P R.
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Teorema 2.12. Seja A não simétrico. O espaço RFpAq é um espaço de Banach.
Demonstração. Para demonstrar esse resultado basta mostrar que RFpAq é espaço vetorial
normado de dimensão finita. Façamos isso:
De acordo com o Corolário 2.1, ΨA é um isomorfismo linear. Dessa forma,
dimensão de RFpAq é igual a dimensão de R2 que é igual a dois. Portanto, RFpAq tem
dimensão finita.
Agora, para qualquer B P RFpAq, isto é, B  ΨApq, rq, definimos
||B||ΨA  ||Ψ1A pBq||8. (2.66)
De fato, (2.66) satisfaz as propriedades de norma:
• ||B||ΨA  ||Ψ1A pBq||8  maxt|q|, |r|u ¥ 0ñ B ¥ 0;
• ||B||ΨA  ||Ψ1A pBq||8  maxt|q|, |r|u  0ô q  r  0 ô B  0;
• Seja η P R, ||ηB||ΨA Cor. 2.1 ||ηΨ1A pBq||8 maxt|ηq|, |ηr|u  ηmaxt|q|, |r|u 
η||B||ΨA ;
• Seja C  ΨApu, vq P RFpAq, ||B  A C||ΨA Cor. 2.1 ||Ψ1A pBq   Ψ1A pCq||8 maxt|q  
u|, |r   v|u ¤ maxt|q|, |r|u  maxt|u|, |v|u  ||B||ΨA   ||C||ΨA .
Assim, RFpAq é um espaço vetorial normado de dimensão finita. Isto implica que RFpAq é
completo e, portanto, de Banach. Ademais, RFpAq é isométrico com R2.
Temos ainda que ΨA e Ψ1A são operadores lineares contínuos, pois estão defini-
dos em espaços normados de dimensão finita. Portanto, de acordo com a Proposição 2.4,
ambos os operadores, ΨA e Ψ1A , são Fréchet diferenciáveis. O próximo corolário elucida
este resultado.
Corolário 2.2. Dado A P RF não simétrico, o operador ΨA : R2 Ñ RFpAq é Fréchet
diferenciável em R2 e sua F -derivada em pu, vq P R2 é dada por Ψ1Aru, vs  ΨA. Adicio-
nalmente, Ψ1A : RFpAq Ñ R2 também é F -diferenciável e pΨ1A q1rBs  Ψ1A , @B P RFpAq.
Demonstração. Esta é uma consequência imediata da Proposição 2.4.
O seguinte resultado, que é uma consequência do Corolário 2.2 juntamente com
a Proposição 2.5, estabelece que o problema de calcular a derivada de Fréchet da função
F : RÑ RFpAq em qualquer t P R pode ser reduzida ao cálculo da derivada de uma função
de R em R2.
Corolário 2.3. Seja A P RF não simétrica e F : R Ñ RFpAq. A função F é Fréchet
diferenciável em t P R se, e somente se, Ψ1A  F é Fréchet diferenciável em t.
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Demonstração. Suponha que F é Fréchet diferenciável em t P R. Pelo Corolário 2.2, Ψ1A
é Fréchet diferenciável, então pela Proposição 2.5 podemos concluir que Ψ1A  F é Fréchet
diferenciável em t. Reciprocamente, seja p  Ψ1A F e suponha que p é Fréchet diferenciável
em t P R. Uma vez que podemos escrever ΨA  p  F e, pelo Corolário 2.2, ΨA é Fréchet
diferenciável temos, pela Proposição 2.5, que F é Fréchet diferenciável em t.
O lema a seguir estabelece que uma função F : R Ñ RFpAq pode ser escrita
como a composição de ΨA com uma única função p : RÑ R2, dada por p  Ψ1A  F .
Lema 2.4. Seja A P RF não simétrica. Para cada função F : R Ñ RFpAq, existem
únicos q, r : R Ñ R tais que F ptq  ΨApqptq, rptqq, para todo t P R. Adicionalmente,
pq, rq  Ψ1A  F .
Demonstração. Temos que h  Ψ1A  F é uma função de R em R2 e que F ptq  pΨA 
hqptq, @t P R, pois ΨA é bijetiva. Suponha que exista p : RÑ R2 tal que F  ΨA  p, para
todo t P R, então
F ptq  ΨAppptqq ñ hptq  Ψ1A pF ptqq  pptq.
Como a função h : RÑ R2 pode ser escrita como um vetor de duas funções reais q e r,
isto é, hptq  pqptq, rptqq, para todo t P R, segue que
F ptq  pΨA  hqptq  ΨAppqptq, rptqq, @t P R.
O Lema anterior juntamente com Corolário 2.3 motiva o próximo teorema. Ele
fornece uma fórmula prática para o cálculo da derivada de Fréchet da função F : RÑ RFpAq
quando A é não simétrico.
Teorema 2.13. Seja A P RF não simétrico. Sejam q, r : R Ñ R e F : R Ñ RFpAq tais
que F ptq  ΨApqptq, rptqq, para todo t P R. A função F é Fréchet diferenciável em t P R se,
e somente se, existem q1ptq e r1ptq. Adicionalmente, F 1rtsphq  ΨAp q1ptqh , r1ptqh q, para
todo h P R.
Demonstração. Seja pptq  pqptq, rptqq, para todo t P R e note que F  ΨA  p.
Vamos supor inicialmente que existem q1ptq e r1ptq para t P R. Então a derivada
de Fréchet de p em t existe e é dada por p1rtsphq  p q1ptqh , r1ptqh q, para todo h P R.
Aplicando a “regra da cadeia” em ΨA  p, obtemos que F 1rtsphq  Ψp q1ptqh , r1ptqh q, @h P
R.
Agora suponha que F é Fréchet diferenciável em P R. Calculando a derivada
de Fréchet temos, pela “regra da cadeia”, que p1rts  pΨ1A q1rF ptqs  F 1rts. Assim, pela
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definição de expansão de Fréchet, existem γq, γr : RÑ R com ordem de convergência ophq
e lq, lr P LpR,Rq tal que temos, para cada h
qpt  hq  qptq   lqphq   γqphq e rpt  hq  rptq   lrphq   γrphq.
Como γqphq  ophq, segue que
lim
hÑ0
γqphq
h
 0,
pois, dado  ¡ 0 existe δ ¡ 0 tal que para cada h ¡ 0 satisfazendo 0   |h|   δ temosγqphq
h
   . Além disso, uma vez que R é um espaço de Hilbert, o teorema de representação
de Riesz assegura que a função linear lq : R Ñ R tem a forma lqphq  aqh, para algum
aq P R. Usando estes fatos obtemos que
q1ptq  lim
hÑ0
qpt  hq  qptq
h
 aq.
Similarmente, mostramos que r1ptq existe se f tem derivada de Fréchet em t. Em particular,
r1ptq  ar, sendo lrphq  arh, para todo h P R.
Em vista do teorema anterior, de acordo com a Definição 2.12, a expansão de
Fréchet da função F : R Ñ RFpAq, definida por F ptq  ΨApqptq, rptqq, para todo t P R,
q, r : RÑ R e A P RF não simétrica, é dada por
F pt  hq  F ptq  A F
1rtsphq  A γphq
 ΨA

qptq , rptq
	
 A ΨA

q1ptqh , r1ptqh
	
 A γphq
 ΨA

qptq   q1ptqh , rptq   r1ptqh
	
 A γphq,
sendo γphq  ophq.
Exemplo 2.9. Seja F ptq  At, com A  p1; 1; 2q. Neste caso, rAsα  r2α 1, 2 αs e
F ptq  ΨApt, 0q, o que implica
F
1
ptq

α
 rΨAp1, 0qsα  1r2α  1, 2 αs.
Portanto, a F -derivada de F é dada por F 1ptq  A.
Nos Exemplos 2.2 e 2.9 temos que a L-derivada e a derivada de Fréchet da
função do Exemplo 2.9 são iguais.
Exemplo 2.10. Seja F ptq  Asent t, com A  p1; 2; 4q. Neste caso, rAsα  rα 1, 42αs
e F ptq  ΨApsent, tq, o que implica
F
1
ptq

α
 rΨApcos t, 1qsα  cos trα   1, 4 2αs   t1u.
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Figura 25 – Representação gráfica de F ptq do Exemplo 2.10.
Figura 26 – Representação gráfica de F 1ptq do Exemplo 2.10.
Portanto, a F -derivada de F é dada por F 1ptq  A cos t  1.
A Figura 25 representa a função F e a Figura 26 representa a função F 1ptq.
Nos gráficos o degradê representa os α-níveis da função em cada tempo, sendo o 1-nível
identificado pela cor preta.
O estudo até aqui foi permitido devido ao fato de RFpAq ser um espaço de
Banach e a derivada de Fréchet estar definida neste espaço. A seguir, discutimos o caso
em que A é um número fuzzy simétrico.
2.4.3 O caso em que A é um número fuzzy simétrico
Vamos considerar o caso em que A P RF é simétrico.
Lema 2.5. Seja A P RFzR simétrico com respeito a x P R e F ptq P RFpAq, para todo
t P D  R. Se F ptq  ΨApm,nq P RFpAq, então
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(a) F ptq  ΨApm, 2mx  nq;
(b) F ptq é simétrico com respeito a pmx  nq.
Demonstração. O item (a) é uma aplicação direta do Teorema 2.11. Para o item pbq, note
que F ptq também é um número fuzzy simétrico, uma vez que o operador ΨApm,nq nada mais
é do que uma reescala de A por m seguido por uma translação de n. Logo, ΨApm,nq herda
a propriedade de simetria de A, para qualquer m,n P R. Se B  ΨApm,nq, então, pelo
Lema 2.3, B é simétrico com respeito a y  0.5pb1  b 1 q e, uma vez que rBs1  mrAs1 tnu,
temos que y  0.5pmpa1   a 1 q   2nq  mx  n, pois x  0.5pa1   a 1 q.
Teorema 2.14. Seja A P RF simétrico com respeito a x. Se as funções qi, ri : RÑ R para
i  1, 2 são contínuas e ΨApq1pt0q, r1pt0qq  ΨApq2pt0q, r2pt0qq, então existe δ ¡ 0 tal que
q1ptq  q2ptq e r1ptq  r2ptq ou
q1ptq  q2ptq e r1ptq  2q2ptqx  r2ptq,
(2.67)
para todo t P Bpt0, δq.
Demonstração. Por hipótese temos
q1pt0qra

α , 2x aα s   r1pt0q  q2pt0qraα , 2x aα s   r2pt0q.
Se q1pt0q  0pðñ q2pt0q  0q, então, a continuidade de q1 nos assegura que existe δ1 ¡ 0
tal que, para todo t P Bpt0, δ1q, temos q1ptq com o mesmo sinal de q1pt0q.
Primeiro vamos fazer o caso em que q1ptq ¡ 0 @t P Bpt0, δ1q. Devido a continui-
dade de q2, existe δ2 ¡ 0 tal que, para todo t P Bpt0, δ2q, temos que q2ptq tem o mesmo
sinal de q2pt0q. Suponha que q2ptq ¡ 0, para todo t P Bpt0, δq, sendo δ  min tδ1, δ2u. Logo,
para todo α P r0, 1s #
q1ptqa

α  q2ptqa

α  r2ptq  r1ptq
q1ptqa
 
α  q2ptqa
 
α  r2ptq  r1ptq
,
o que implica paα  a α qpq1ptq  q2ptqq  0 ñ q1ptq  q2ptq, pois aα  a α   0. Substituindo
q1ptq  q2ptq no sistema, obtemos r1ptq  r2ptq.
Agora suponha q2ptq   0, para todo t P Bpt0, δq, sendo δ  min tδ1, δ2u. Logo,
para todo α P r0, 1s #
q1ptqa

α   r1ptq  q2ptqa
 
α   r2ptq
q1ptqa
 
α   r1ptq  q2ptqa

α   r2ptq
,
o que implica q1ptqpaα  a α q  q2ptqpaα  a α q ñ q1ptq  q2ptq, pois aα  a α   0.
Substituindo q1ptq  q2ptq, no sistema, obtemos r1ptq  2q2ptqx  r2ptq.
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Corolário 2.4. Seja A P RF simétrico com respeito a x. Se as funções qi, ri : RÑ R para
i  1, 2 são diferenciáveis em uma vizinhança de t0 e
ΨApq1pt0q, r1pt0qq  ΨApq2pt0q, r2pt0qq, (2.68)
então existe δ ¡ 0 tal que
ΨApq
1
1ptq, r
1
1ptqq  ΨApq
1
2ptq, r
1
2ptqq, (2.69)
para todo t P Bpt0, δq. Em particular ΨApq
1
1pt0q, r
1
1pt0qq  ΨApq
1
2pt0q, r
1
2pt0qq.
Demonstração. As funções qi, ri para i  1, 2 são diferenciáveis em uma vizinhança de
t0, o que implica, que existe δ1 ¡ 0 tal que qi, ri para i  1, 2 são contínuas em todo
t P Bpt0, δ1q. Logo, segue do Teorema 2.14, que existe δ P p0, δ1q tal que q
1
1ptq  q
1
2ptq e
r
1
1ptq  r
1
2ptq ou q
1
1ptq  q
1
2ptq e r
1
1ptq  2q
1
2ptqx  r
1
2ptq para todo t P Bpt0, δq.
Considere o caso em que q11ptq  q
1
2ptq e r
1
1ptq  2q
1
2ptqx  r
1
2ptq, @t P Bpt0, δq.
Tome t P Bpt0, δq arbitrário:
Se q11ptq ¡ 0 (ðñ q
1
2ptq   0), temos
q
1
1ptqra

α , 2x aα s   r
1
1ptq  rq
1
1ptqa

α   r
1
1ptq, q
1
1ptqp2x aα q   r
1
1ptqs 
rq
1
2ptqa

α   2q
1
2ptqx  r
1
2ptq,q
1
2ptqp2x aα q   2q
1
2ptqx  r
1
2ptqs 
q
1
2ptqra

α , 2x aα s   r
1
2ptq.
Se q11ptq   0 (ðñ q
1
2ptq ¡ 0), temos
q
1
1ptqra

α , 2x aα s   r
1
1ptq  rq
1
1ptqp2x aα q   r
1
1ptq, q
1
1ptqa

α   r
1
1ptqs 
rq
1
2ptqp2x aα q   2q
1
2ptqx  r
1
2ptq,q
1
2ptqa

α   2q
1
2ptqx  r
1
2ptqs 
q
1
2ptqra

α , 2x aα s   r
1
2ptq.
O caso em que q11ptq  q
1
2ptq e r
1
1ptq  r
1
2ptq, @t P Bpt0, δq, segue trivialmente.
Portanto, ΨApq
1
1ptq, r
1
1ptqq  ΨApq
1
2ptq, r
1
2ptqq, @t P Bpt0, δq. Em particular,
ΨApq
1
1pt0q, r
1
1pt0qq  ΨApq
1
2pt0q, r
1
2pt0qq.
Observação 2.9. Embora RFpAq não seja um espaço vetorial com A simétrico, se equi-
parmos o conjunto RFpAq com as operações “ A” e “A” podemos obter, para a função
ΨApqptq, rptqq, a seguinte condição:
@ ¡ 0, Dδ ¡ 0 tal que |h|   δ implica
γphqh

ΨA
  ,
sendo γphq obtida pela fórmula (2.64) da expansão de primeira ordem de Fréchet, isto é,
γphq  ΨApqpt  hq, rpt  hqq A ΨApqptq, rptqq A ΨApq
1
ptqh, r
1
ptqhq,
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com q e r funções diferenciáveis em R e }B}ΨA  }Ψ1A pBq}. De fato, para mostrar esta
afirmação, dividimos em dois casos: IqΨA1pΨApq, rqq  pq, rq e IIqΨA1pΨApq, rqq 
pq, 2qx  rq.
Caso Iq: Considere a função F : R Ñ RFpAq, dada por F ptq  ΨApqptq, rptqq
com q, r são diferenciáveis em t P R e suponha que o espaço R2 está equipado com a norma
do máximo, i.e. }px, yq}8  max t|x|, |y|u.
Dado  ¡ 0 e uma vez que q e r são diferenciáveis, é fácil de ver que existe um
δ ¡ 0 suficientemente pequeno, tal que para todo |h|   δ, temosγphqh

ΨA

ΨApqpt  hq, rpt  hqq A ΨApqptq, rptqq A ΨApq1ptqh, r1ptqhqh

ΨA

qpt  hq  qptqh  q1ptq, rpt  hq  rptqh  r1ptq


8
 max
"qpt  hq  qptqh  q1ptq
, rpt  hq  rptqh  r1ptq
*   .
Caso IIq: Uma vez que as funções q e r são diferenciáveis em R temos que as
funções q e 2qx  r também são diferenciáveis em R. Assim, o caso IIq segue análogo
ao anterior.
Definição 2.15. Sejam A P RF simétrica, q, r : R Ñ R e F : R Ñ RFpAq, dada por
F ptq  ΨApqptq, rptqq. Se em t P R existem as derivadas q
1
ptq e r1ptq então definimos a
derivada de Fréchet de F em t por F 1ptq  ΨApq
1
ptq, r
1
ptqq.
Exemplo 2.11. Seja F : R Ñ RFpAq, dada por F ptq  exp ptqA com A  p1; 0; 1q.
Neste caso, A é simétrica com respeito a 0 e rAsα  rα  1, 1 αs.
Note que função F também pode ser escrita como F ptq   exp ptqA. Assim,
pela Definição 2.15, temos que
rF
1
ptqsα  rΨAp exp ptq, 0qsα   exp ptqrα1, 1αs  exp ptqrα1, 1αs. (2.70)
e
rF
1
ptqsα  rΨApexp ptq, 0qsα  exp ptqrα  1, 1 αs (2.71)
Como esperado, pelo Teorema 2.14 e pelo Corolário 2.4, temos que (2.70) é igual a (2.71).
Portanto, a derivada de Fréchet de F é rF 1ptqsα  exp ptqrα 1, 1 αs, isto
é, F 1ptq  A exp ptq.
A Figura 27 representa a função F ptq, nesse caso em particular, a derivada
de Fréceht dessa função é igual a própria função. Nos gráficos o degradê representa os
α-níveis da função em cada tempo, sendo o 1-nível identificado pela cor preta.
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Figura 27 – Representação gráfica de F ptq do Exemplo 2.11.
Figura 28 – Representação gráfica de F ptq do Exemplo 2.12.
Figura 29 – Representação gráfica de F 1ptq do Exemplo 2.12.
Exemplo 2.12. Seja F : R Ñ RFpAq, dada por F ptq  A cos t com A  p0; 1; 2q. Neste
caso, rAsα  rα, 2 αs. A derivada de Fréchet de F é rF
1
ptqsα  sentrα, 2 αs, isto é,
F
1
ptq  Asent.
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A Figura 28 representa a função F ptq e a Figura 29 representa a função F 1ptq.
Nos gráficos o degradê representa os α-níveis da função em cada tempo, sendo o 1-nível
identificado pela cor preta.
A seguir, apresentamos as conclusões deste capítulo.
2.5 Conclusão
Na seção 2.3, apresentamos um novo conceito de diferenciabilidade, a saber
J-derivada, C-derivada e L-derivada, as quais consideram interatividade entre as variáveis
(interatividade entre F ptq e F pt   hq). Como resultado, concluímos que a derivada de
processos fuzzy F : ra, bs Ñ RF altera de caso para caso, dependendo da correlação
estabelecida no processo.
Na seção 2.4 estudamos um novo conceito de derivada para processos fuzzy
completamente correlacionados, a saber, o conceito de derivada de Fréchet. Este conceito
é utilizado para funções do tipo F : R Ñ RFpAq, sendo RFpAq  tΨApq, rq{pq, rq P R2u e
ΨA o operador que associa cada vector pq, rq P R2 com o número fuzzy qA  r. O cálculo
da derivada de Fréchet para essas funções são realizados através do cálculo de derivadas
de funções reais.
Em suma, neste capítulo apresentamos dois conceitos de derivadas interativas:
uma atráves de distribuição de possibilidade conjunta e outra atráves do conceito de
derivada de Fréchet. No primeiro contexto, estudamos as J-derivadas, C-derivadas e
L-derivadas. Essas derivadas consideram interatividade no precesso fuzzy. Também vimos
que a L-derivada é equivalente a gH-derivada sob algumas condições. No segundo contexto,
estudamos a derivada de Fréchet (F -derivada) para processos fuzzy interativos to tipo
F : RÑ RFpAq.
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3 Integral Fuzzy
Fundamentalmente existem três conceitos de integrais para funções a valores
fuzzy: a integral de Aumann (que foi originalmente desenvolvida para set-valued function
[37]), a integral de Henstock e a integral de Riemann [21,22].
Definição 3.1. [21,43] Uma função F : ra, bs Ñ RF é dita ser fortemente mensurável se
a função dos conjuntos de nível rF ptqsα é mensurável para todo α P r0, 1s. Aqui mensurável
significa Borel mensurável. Uma função a valores fuzzy F : ra, bs Ñ RF é chamada
integrável limitada se existe uma função integrável H : ra, bs Ñ R , tal que
||F ptq||F ¤ Hptq, @t P ra, bs.
Uma função a valores fuzzy fortemente mensurável e integrável limitada é chamada in-
tegrável. A integral fuzzy de Aumann de F : ra, bs Ñ RF é definida nível a nível por

pFAq
» b
a
F ptqdt

α

» b
a
rF ptqsαdt

"» b
a
fptqdt{f : ra, bs Ñ R é uma seleção mensurável para Fα
*
,
para todo α P r0, 1s.
Definição 3.2. [21, 22] Uma função F : ra, bs Ñ RF , ra, bs  R é dita ser Riemann
integrável em ra, bs, se existe I P RF , com a propriedade: @ ¡ 0, Dδ ¡ 0, tal que para
qualquer divisão de ra, bs, d : a  t0   ...   tn  b de norma νpdq   δ, e para quaisquer
pontos ξi P rti, ti 1s, i  0, ..., n 1, temos
d8
 n1¸
i0
F pξiqpti 1  tiq, I


  . (3.1)
Então denotamos I  pFRq
» b
a
F ptqdt e isto é chamada integral fuzzy Riemann.
Definição 3.3. [21,22] Seja F : ra, bs Ñ RF uma função a valores fuzzy e
∆n : a  t0   t1   ...   tn1   tn  b
uma partição do intervalo ra, bs  R, ξi P rξi, ξi 1s, i  0, 1, ..., n  1, uma sequência
de pontos da partição ∆n e δptq ¡ 0 uma função a valores reias sobre ra, bs. A divisão
P  p∆n, ξq é dita ser δ-fine se
rti, ti 1s  pξi  δpξiq, ξi   δpξiqq.
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A função F : ra, bs Ñ RF é Henstock integrável sobre ra, bs se existe I P RF tal que para
todo  ¡ 0 existe uma função a valores reais δ tal que para qualquer divisão δ-fine P pδn, ξq,
temos
d8
 n1¸
i0
F pξiqpti 1  tiq, I


  .
Denotamos I  pFHq
» b
a
F ptqdt como a integral fuzzy de Henstock de F sobre ra, bs.
Note que, se F é Riemann integrável então ela é Henstock integrável.
Teorema 3.1. [21,22] Uma função a valores fuzzy contínua é fuzzy Aumann integrável,
fuzzy Riemann integrável e fuzzy Henstock integrável também. Além disso,
pFAq
» b
a
F ptqdt  pFHq
» b
a
F ptqdt  pFRq
» b
a
F ptqdt. (3.2)
3.1 Integral de funções fuzzy linearmente correlacionadas
Esta seção será baseada em [14] e iremos considerar a função F : ra, bs Ñ RF
linearmente correlacionada, isto é, F satisfaz (2.30). Dessa forma, diremos que a função F
é um processo fuzzy autocorrelacionado, onde a variável de saída depende linearmente
de seu próprio valor anterior. A integral utilizada nesta seção será a Integral fuzzy de
Aumann.
Teorema 3.2. Seja F : ra, bs Ñ RF L-diferenciável sem ponto de troca e
rF ptqsα  rf

α ptq, f
 
α ptqs.
I. Suponha que F é expansiva, isto é, diampF ptqq é uma função crescente sobre t. A
função F 1L é Aumann integrável se e somente se pfα q
1
ptq e pf α q
1
ptq são integráveis
para todo t P ra, bs e
pFAq
» t
a
F
1
Lpsqds

α

 » t
a
pfα q
1
psqds,
» t
a
pf α q
1
psqds

.
II. Suponha que F é contrativa, isto é, diampF ptqq é uma função decrescente sobre t. A
função F 1L é Aumann integrável se e somente se pfα q
1
ptq e pf α q
1
ptq são integráveis
para todo t P ra, bs e
pFAq
» t
a
F
1
Lpsqds

α

 » t
a
pf α q
1
psqds,
» t
a
pfα q
1
psqds

.
Demonstração. I. Se F é L-diferenciável com q ¡ 1, do Teorema 2.6, fα , f α são
funções diferenciáveis e
rF
1
Lptqsα  rpf

α q
1ptq, pf α q
1ptqs.
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Se F 1L é Aumann integrável, então pfα q1 e pf α q1 são integráveis para cada α P r0, 1s
e 
pFAq
» t
a
F
1
Lpsqds

α

 » t
a
pfα q
1
psqds,
» t
a
pf α q
1
psqds

 rfα ptq  f

α paq, f
 
α ptq  f
 
α paqs.
(3.3)
Reciprocamente, pfα q
1 e pf α q
1 são integráveis e, pelo Teorema 2.6 para L-derivada,
pfα q
1
ptq ¤ pf α q
1
ptq, logo, temos que fα ptq  fα paq ¤ f α ptq  f α paq, para todo
α P r0, 1s. Então, pelo Teorema Fundamental do Cálculo,
rfα ptq  f

α paq, f
 
α ptq  f
 
α paqs 
 » t
a
pfα q
1
psqds,
» t
a
pf α q
1
psqds



pFAq
» t
a
F
1
Lpsqds

α
.
(3.4)
II. Se F é L-diferenciável com 0 ¤ q ¤ 1, do Teorema 2.6, fα , f α são funções diferen-
ciáveis e
rF
1
Lptqsα  rpf
 
α q
1ptq, pfα q
1ptqs.
Se F 1L é integrável, então pfα q1 e pf α q1 são integrável para cada α P r0, 1s e
pFAq
» t
a
F
1
Lpsqds

α

 » t
a
pf α q
1
psqds,
» t
a
pfα q
1
psqds

 rf α ptq  f
 
α paq, f

α ptq  f

α paqs.
(3.5)
Reciprocamente, pfα q
1 e pf α q
1 são integráveis e, pelo Teorema 2.6 para L-derivada,
pf α q
1
ptq ¤ pfα q
1
ptq, logo, temos que f α ptq  f α paq ¤ fα ptq  fα paq, para todo
α P r0, 1s. Então, pelo Teorema Fundamental do Cálculo,
rf α ptq  f
 
α paq, f

α ptq  f

α paqs 
 » t
a
pf α q
1
psqds,
» t
a
pfα q
1
psqds



pFAq
» t
a
F
1
Lpsqds

α
.
(3.6)
Observação 3.1.
a) Para o caso q   0 a função fuzzy F é crisp e o Teorema 3.2 é verdadeiro.
b) Se F 1L é contínua temos, pelo Teorema 3.1, que o Teorema 3.2 é válido para outras
integrais fuzzy.
Teorema 3.3. Se G,F : ra, bs Ñ RF são L-diferenciáveis sem ponto de troca e λ P R,
então pF  L Gq
1
Lptq  F
1
Lptq  L G
1
Lptq e pλF q
1
Lptq  λF
1
Lptq.
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Demonstração. Considere rF ptqsα  rfα ptq, f α ptqs e rGptqsα  rgα ptq, g α ptqs
I. Caso q ¡ 1: rpF  L Gq
1
Lptqsα  rpf

α   g

α q
1
ptq, pf α   g
 
α q
1
ptqs 
rpfα q
1
ptq, pf α q
1
ptqs  L rpg

α q
1
ptq, pg α q
1
ptqs  rF
1
Lptqsα  L rG
1
Lptqsα.
Para λ ¥ 0: rpλF q1Lptqsα  rpλfα q
1
ptq, pλf α q
1
ptqsα  λrpf

α q
1
ptq, pf α q
1
ptqs  λrF
1
Lptqsα.
Para λ   0:rpλF q1Lptqsα  rpλf α q
1
ptq, pλfα q
1
ptqs  λrpfα q
1
ptq, pf α q
1
ptqs  λrF
1
Lptqsα.
II. Caso 0 ¤ q ¤ 1: rpF  L Gq
1
Lptqsα  rpf
 
α   g
 
α q
1
ptq, pfα   g

α q
1
ptqs 
rpf α q
1
ptq, pfα q
1
ptqs  L rpg
 
α q
1
ptq, pgα q
1
ptqs  rF
1
Lptqsα  L rG
1
Lptqsα.
Para λ ¥ 0: rpλF q1Lptqsα  rpλf α q
1
ptq, pλfα q
1
ptqs  λrpf α q
1
ptq, pfα q
1
ptqs  λrF
1
Lptqsα.
Para λ   0: rpλF q1Lptqsα  rpλfα q
1
ptq, pλf α q
1
ptqs  λrpf α q
1
ptq, pfα q
1
ptqs  λrF
1
Lptqsα.
III. Caso q   0: é o caso clássico.
Teorema 3.4. Seja a função F : ra, bs Ñ RF contínua. Então para todo t P ra, bs,
I. a função integral Gptq  pFAq
» t
a
F psqds é L-diferenciável, expansiva (q ¡ 1) e
G
1
Lptq  F ptq;
II. a função integral Gptq  pFAq
» b
t
F psqds é L-diferenciável, contrativa (0 ¤ q ¤ 1) e
G
1
Lptq  F ptq.
Demonstração. Assuma rF ptqsα  rfα ptq, f α ptqs.
I. Temos rGptqsα 
 » t
a
fα psqds,
» t
a
f α psqds

para todo t P ra, bs e α P r0, 1s. En-
tão, desde que q ¡ 1 e de acordo com o Teorema Fundamental do Cálculo te-
mos rG1Lptqsα 
» t
a
fα psqds

1
,
» t
a
f α psqds

1
 rfα ptq, f
 
α ptqs  rF ptqsα, @α P
r0, 1s.
II. Temos rGptqsα 
 » b
t
fα psqds,
» b
t
f α psqds

para todo t P ra, bs e α P r0, 1s. En-
tão desde que 0 ¤ q ¤ 1 e de acordo com o Teorema Fundamental do Cálculo
temos rG1Lptqsα 


» t
b
f α psqds

1
,


» t
b
fα psqds

1
 rf α ptq,f

α ptqs 
rfα ptq, f
 
α ptqs  rF ptqsα, @α P r0, 1s.
Capítulo 3. Integral Fuzzy 91
Teorema 3.5. Seja a função F : ra, bs Ñ RF L-diferenciável sem ponto de troca, com
rF ptqsα  rf

α ptq, f
 
α ptqs. Se F
1
L é Aumann integrável então, para t P ra, bs, temos
F ptq  F paq  L pFAq
» t
a
F
1
Lpsqds (3.7)
sendo que  L é a adição entre dois números fuzzy linearmente positivamente (negativa-
mente) correlacionados para F expansiva (contrativa).
Demonstração.
a) Se F é expansiva e F paq e pFAq
» t
a
F
1
Lpsqds são linearmente positivamente correlaci-
onadas, para todo t P ra, bs, temos
rF paqsα L

pFAq
» t
a
F
1
Lpsqds

α


fα paq 
» t
a
pfα q
1
psqds, f α paq 
» t
a
pf α q
1
psqds


rfα ptq, f
 
α ptqs  rF ptqsα,
para todo α P r0, 1s.
b) Se F é contrativa e F paq e pFAq
» t
a
F
1
Lpsqds são linearmente negativamente correla-
cionadas com 1 ¤ q ¤ 0, para todo t P ra, bs, temos
rF paqsα L

pFAq
» t
a
F
1
Lpsqds

α
 rfα paq, f
 
α paqs L
 » t
a
pf α q
1
psqds,
» t
a
pfα q
1
psqds



fα paq  
» t
a
pfα q
1
psqds, f α paq  
» t
a
pf α q
1
psqds

 rfα ptq, f
 
α ptqs  rF ptqsα,
para todo α P r0, 1s.
c) Quando F é um processo linearmente negativamente correlacionado temos rF ptqsα P
R. Logo, temos o clássico Teorema Fundamental do Cálculo.
Portanto, (3.7) é verificado.
Observação 3.2. No Teorema 3.5, note que não faria sentido considerar F contrativa
(expansiva) e simultaneamente F paq e pFAq
» t
a
F
1
Lpsqds serem linearmente positivamente
(negativamente) correlacionada para algum t P ra, bs. Além disso, podemos reescrever a
equação (3.7) da seguinte forma
F ptq L F paq  pFAq
» t
a
F
1
Lpsqds.
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Teorema 3.6. Seja a função F : ra, bs Ñ RF L-diferenciável com n pontos de troca em ci,
i  1, ..., n, a  c0   c1   ...   cn   cn 1  b e exatamente nesses pontos, então temos
F pbq L F paq 
n¸
i1
 » ci
ci1
F
1
Lpsqds L
» ci 1
ci
F
1
Lpsqds

(3.8)
e também
pFAq
» b
a
F
1
Lpsqds 
n 1¸
i1
rF pciq L F pci1qs (3.9)
sendo que
¸
é a adição linearmente positivamente correlacionada e  L a soma linearmente
negativamente correlacionada.
Demonstração. Por simplicidade vamos considerar apenas um ponto de troca. Vamos
supor que F é L-diferenciável com q ¡ 1 em ra, cs e com 0   q   1 em rc, bs. Logo, pelo
Teorema 3.5,
pFAq
» c
a
F
1
Lpsqds L pFAq
» b
c
F
1
Lpsqds  pF pcq L F paqq  L pF pbq L F pcqq ñ
pFAq
» c
a
F
1
Lpsqds L pFAq
» b
c
F
1
Lpsqds

α
 rfα pcq  f

α paq, f
 
α pcq  f
 
α paqs
 L rf
 
α pbq  f
 
α pcq, f

α pbq  f

α pcqs
 rfα pbq  f

α paq, f
 
α pbq  f
 
α paqs ñ
pFAq
» c
a
F
1
Lpsqds L pFAq
» b
c
F
1
Lpsqds  F pbq L F paq.
(3.10)
Da mesma forma,
pFAq
» b
a
F
1
Lpsqds  pFAq
» c
a
F
1
Lpsqds L pFAq
» b
c
F
1
Lpsqds
 pF pcq L F paqq  L pF pbq L F pcqq
 F pbq L F paq
(3.11)
sendo, nestes casos,  L a soma linearmente negativamente correlacionada com 1   q   0.
No caso em que F é L-diferenciável com 0   q   1 em ra, cs e com q ¡ 1 em
rc, bs a demonstração segue análoga com  L sendo a soma linearmente negativamente
correlacionada com q   1. O caso de finitos pontos de troca segue similarmente.
Observação 3.3. No Teorema 3.6, para F diferenciável no sentido da derivada generali-
zada de Hukuhara, temos que, na equação (3.11),
pF pcq g F paqq   pF pbq g F pcqq  F pbq g F paq
se, e somente se F pcq P R [38].
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3.2 Integral de funções fuzzy A-linearmente correlacionadas
Iniciamos esta secção relembrando alguns conceitos já conhecidos sobre integral
de Riemann em espaços de Banach.
Teorema 3.7. [64] Sejam M um espaço de Banach e f : ra, bs  R ÝÑM uma função
contínua, então f é Riemann-integrável.
Teorema 3.8. [64] Sejam M espaço de Banach e f : ra, bs  R ÝÑ M limitada.
Suponha que o conjunto dos pontos de descontinuidade de f tenha medida nula. Então f é
Riemann-integrável.
Proposição 3.1. [64,65] Sejam ra, bs  R e M um espaço de Banach. Temos as seguintes
afirmações:
i. Dados c P pa, bq e f : ra, bs ÝÑ M limitada, então f é Riemann-integrável se, e
somente se, as restrições de f a ra, cs e rc, bs também o forem. Neste caso,» b
a
fptqdt 
» c
a
fptqdt 
» b
c
fptqdt.
ii. Se f : ra, bs ÝÑM é Riemann integrável e existe L ¥ 0 tal que }fptq} ¤ L para todo
t P ra, bs, então
 » b
a
fptqdt
 ¤ Lpb aq. No caso em que }f} : ra, bs ÝÑM também
é Riemann integrável, então
 » b
a
fptqdt
 ¤ » b
a
}fptq}dt.
iii. SejaRpra, bs,Mq  tf : ra, bs ÝÑM | f é Riemann-integrávelu. Dados f, g P Rpra, bs,Mq
e λ P R temos que » b
a
pf   gqptqdt 
» b
a
fptqdt 
» b
a
gptqdt
e » b
a
λfptqdt  λ
» b
a
fptqdt.
Ademais
» b
a
: Rpra, bs,Mq ÝÑM é um operador linear contínuo.
iv. Sejam N um espaço de Banach e g : M ÝÑ N um operador linear contínuo. Se
f P Rpra, bs,Mq, então » b
a
pg  fqptqdt  g 
» b
a
fptqdt.
Proposição 3.2. [64, 65] Sejam ra, bs  R, M e N espaços de Banach e p  pq, rq :
ra, bs ÝÑM N limitada. A função p é Riemann-integrável se, e somente se, q : ra, bs ÝÑ
M e r : ra, bs ÝÑ N também o forem. Neste caso, temos» b
a
pptqdt 
» b
a
qptqdt,
» b
a
rptqdt


.
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Teorema 3.9. [64, 65] Sejam ra, bs  R, M espaço de Banach e f : ra, bs ÝÑ M
Riemann-integrável. Temos:
i. Seja g : ra, bs ÝÑM dada por t ÞÝÑ
» t
a
fpsqds. Se f é contínua em c P ra, bs então
g é derivável em c e g1pcq  fpcq.
ii. Suponha que exista g : ra, bs ÝÑM contínua em ra, bs e derivável em pa, bq tal que
g
1
 f em pa, bq, então » b
a
fptqdt  gpbq  gpaq.
Vimos, pelo Teorema 2.12, que para A P RF não simétrico temos que RFpAq é
um espaço de Banach. Assim, daqui em diante assumiremos F : ra, bs ÝÑ RFpAq, dada por
F ptq  ΨApqptq, rptqq  qptqA  rptq, sendo q, r : ra, bs Ñ R e A P RF não simétrico.
Teorema 3.10. Seja F : R ÝÑ RFpAq dada por F ptq  qptqA  rptq. Se as funções q, r : R
são contínuas em R então a função F é contínua na métrica d8.
Demonstração. Como A é um número fuzzy então seus α-níveis são limitados, sendo assim,
as funções |aα |, |a α | são limitadas em ra, bs pela constante L ¡ 0 independentemente de α.
Dado  ¡ 0, existe δ1 ¡ 0, δ2 ¡ 0 tais que
|t t0|   δ1 ñ |qptq  qpt0q|  

2L
e
|t t0|   δ1 ñ |rptq  rpt0q|  

2 .
Dado  ¡ 0, Dδ  min tδ1, δ2u ¡ 0 tais que |t t0|   δ ñ
d8pF ptq, F pt0qq  sup
0¤α¤1
max t|fα ptq  fα pt0q|, |f α ptq  f α pt0q|u.
Suponha |f α ptq  f α pt0q| ¡ |fα ptq  fα pt0q|, assim temos
d8pF ptq, F pt0qq  |f
 
α ptq  f
 
α pt0q|
 |pqptq  qpt0qqa
 
α   prptq  rpt0qq|
¤ |pqptq  qpt0qq||a
 
α |   |prptq  rpt0qq|
 
L
2L  

2   .
(3.12)
Quando temos |f α ptqf α pt0q|   |fα ptqfα pt0q| a demonstração segue analogamente.
Teorema 3.11. Se a função F : ra, bs ÝÑ RFpAq é limitada, então q, r : ra, bs ÝÑ R são
limitadas.
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Demonstração. A função F é limitada, isto é, existe L ¡ 0 tal que
}F ptq}ΨA ¤ Lñ }pq, rq}8 ¤ L. (3.13)
Portanto, as funções q, r são limitadas.
Observação 3.4. Os Teoremas 3.10 e 3.11 também são válidos para A P RF simétrico.
Teorema 3.12. A função F : ra, bs ÝÑ RFpAq, dada por F ptq  qptqA  rptq, é Riemann
integrável em ra, bs se, e somente se, as funções q, r : ra, bs Ñ R são integráveis em ra, bs.
Neste caso, temos
pFRq
» b
a
F psqds 
» b
a
qptqdt


A 
» b
a
rptqdt. (3.14)
Demonstração. Pelo Lema 2.4, temos que para cada função F existem únicos q, r tais
que F  ΨA  p, sendo p  pq, rq. Ademais ΨA é operador linear contínuo. A função F é
integrável em ra, bs se, e somente se, ΨA  p é integrável em ra, bs, logo, pela Proposição 3.1-
piiiq e pela Proposição 3.2, temos
pFRq
» b
a
pΨA  pqptqdt  ΨA 
» b
a
pptqdt  ΨA
» b
a
qptqdt,
» b
a
rptqdt


.
Portanto, F é Riemann integrável se, e somente se, q, r são integráveis.
A integral de Riemann de um processo fuzzy A-linearmente correlacionado é
obtida reescrevendo (3.1) como
d8

pAq
n1¸
i0
F pξiq A pti 1  tiq, I


  , (3.15)
sendo pAq
¸
a soma definida por  A.
Note que, sob as condições do item 2. do Teorema 2.10, temos que  A   .
Teorema 3.13. Seja F : ra, bs Ñ RFpAq dada por F ptq  qptqA   rptq, @t P ra, bs
Riemann integrável. Se q, r : ra, bs Ñ R são contínuas, então a função integral Gptq 
pFRq
» t
a
F psqds é Fréchet diferenciável e G1ptq  F ptq, @t P ra, bs.
Demonstração. Pela Proposição 3.1-piiiq, temos que
Gptq  pFRq
» t
a
F psqds  ΨA
» t
a
qpsqds,
» t
a
rpsqds


.
Assim, pelo Teorema 2.13 e pela continuidade de q, r, temos que
G
1
ptq  ΨA
» t
a
qpsqds

1
,
» t
a
rpsqds

1

 ΨApqptq, rptqq  F ptq,
para todo t P ra, bs.
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Teorema 3.14. Sejam F,G : ra, bs Ñ RFpAq Fréchet diferenciáveis e λ P R, então
pF  A Gq
1
ptq  F
1
ptq  A G
1
ptq e pλF q1ptq  λF 1ptq.
Demonstração. Seja F ptq  q1ptqA r1ptq and Gptq  q2ptqA r2ptq Fréchet diferenciáveis.
Pelo Teorema 2.13, temos que existe q11,2ptq e r
1
1,2ptq, para todo t P ra, bs. Assim,
pF  A Gq
1
ptq  pq1   q2q
1
ptqA  pr1   r2q
1
ptq
 q
1
1ptqA  r
1
1ptq   q
1
2ptqA  r
1
2ptq
 F
1
ptq  A G
1
ptq.
(3.16)
Ademais, temos
pλF q
1
ptq  pλq1q
1
ptqA  pλr1q
1
ptq
 λpq
1
1ptqA  r
1
1ptqq  λF
1
ptq.
(3.17)
Teorema 3.15. Se F : ra, bs Ñ RFpAq, dada por F ptq  qptqA   rptq, é Fréchet diferen-
ciável, então é contínua.
Demonstração. Se F é Fréchet diferenciável, então segue, imediatamente do Teorema 2.13,
que q, r : ra, bs Ñ R são diferenciáveis e, portanto, contínuas. Logo, pelo Teorema 3.10,
temos que F é contínua.
Teorema 3.16. Sejam q, r : ra, bs Ñ R contínuas e F : ra, bs Ñ RFpAq Fréchet diferenciá-
vel. Se F 1 é Riemann integrável, então
pFRq
» t
a
F
1
psqds  F ptq A F paq,
para todo t P ra, bs.
Demonstração. Seja F ptq  ΨApqptq, rptqq, pelo Teorema 2.13, F
1
ptq  ΨApq
1
ptq, r
1
ptqq.
Logo, pelo Teorema 3.12, temos
pFRq
» t
a
F
1
psqds  ΨA
» t
a
q
1
psqds,
» t
a
r
1
psqds


 ΨApqptq  qpaqq, prptq  rpaqq  ΨApqptq, rptqq A ΨApqpaq, rpaqq
 F ptq A F paq.
(3.18)
Vamos agora tratar do caso em que A é um número fuzzy simétrico.
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Corolário 3.1. Seja A P RF simétrico com respeito a x. Se as funções qi, ri : RÑ R para
i  1, 2 são contínuas em uma vizinhança de t0 e
ΨApq1pt0q, r1pt0qq  ΨApq2pt0q, r2pt0qq, (3.19)
então existe δ ¡ 0 tal que
ΨA
» t
a
q1psqds,
» t
a
r1psqds


 ΨA
» t
a
q2psqds,
» t
a
r2psqds


, (3.20)
para todo ra, ts  Bpt0, δq.
Demonstração. As funções qi, ri para i  1, 2 são contínuas em uma vizinhança de t0, isto
é, existe δ1 ¡ 0 tal que qi, ri para i  1, 2 são contínuas em todo t P Bpt0, δ1q. Logo, segue
do Teorema 2.14, que existe δ P p0, δ1q tal que, para todo ra, ts  Bpt0, δq,» t
a
q1psqds 
» t
a
q2psqds e
» t
a
r1psqds 
» t
a
r
1
2psqds
ou » t
a
q1psqds  
» t
a
q2psqds e
» t
a
r1psqds  2x
» t
a
q2psqds 
» t
a
r2psqds.
Considere o intervalo ra, ts  Bpt0, δq arbitrário para o caso em que» t
a
q1psqds  
» t
a
q2psqds e
» t
a
r1psqds  2x
» t
a
q2psqds 
» t
a
r2psqds.
Se
» t
a
q1psqds ¡ 0

ðñ
» t
a
q2psqds   0


, temos
» t
a
q1psqdsra

α , 2x aα s  
» t
a
r1psqds 


aα
» t
a
q1psqds 
» t
a
r1psqds, p2x aα q
» t
a
q1psqds 
» t
a
r1psqds

 raα
» t
a
q2psqds  2x
» t
a
q2psqds 
» t
a
r2psqds,
 p2x aα q
» t
a
q2psqds  2x
» t
a
q2psqds 
» t
a
r2psqdss

» t
a
q2psqdsra

α , 2x aα s  
» t
a
r2psqds.
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Se
» t
a
q1psqds   0

ðñ
» t
a
q2psqds ¡ 0


, temos» t
a
q1psqdsra

α , 2x aα s  
» t
a
r1psqds

 » t
a
q1psqdsp2x aα q  
» t
a
r1psqds, a

α
» t
a
q1psqds 
» t
a
r1psqds



 p2x aα q
» t
a
q2psqds  2x
» t
a
q2psqds 
» t
a
r2psqds,
 aα
» t
a
q2psqds  2x
» t
a
q2psqds 
» t
a
r2psqds


» t
a
q2psqdsra

α , 2x aα s  
» t
a
r2psqds.
O caso em que
» t
a
q1psqds 
» t
a
q2psqds e
» t
a
r1psqds 
» t
a
r2psqds, segue trivial-
mente.
Portanto, ΨA
» t
a
q1psqds,
» t
a
r1psqds


 ΨA
» t
a
q2psqds,
» t
a
r2psqds


, para
todo intervalo ra, ts  Bpt0, δq.
Definição 3.4. Sejam A P RF simétrico e as funções q, r : ra, bs Ñ R contínuas em ra, bs,
então definimos a integral de Riemann de F : ra, bs ÝÑ RFpAq em ra, bs por
pFRq
» b
a
F ptqdt : ΨA
» b
a
qptqdt,
» b
a
rptqdt


. (3.21)
Observação 3.5. Se a função F : ra, bs ÝÑ RFpAq é contínua, então, pelo Teorema 3.1,
temos que pFAq
» b
a
F ptqdt  pFRq
» b
a
F ptqdt.
3.3 Conclusão
Neste capítulo estudamos o conceito de integral para funções fuzzy autocorre-
lacionados.
Na Seção 3.1, estudamos a integral de Aumann para funções fuzzy linearmente
correlacionados, apresentamos o teorema fundamental do cálculo e diversas propriedades
da integral fuzzy deste tipo de função.
Na Seção 3.2, apresentamos a integral de Riemann para funções fuzzy A-
linearmente correlacionadas. Desta forma, relacionamos a derivada de Fréchet com a
integral de Riemann da função fuzzy, exploramos diversas propriedades e formalizamos o
teorema fundamental do cálculo para este caso.
Podemos concluir que, para os processos fuzzy A-linearmente correlacionados
temos que a integral de Riemann é igual a integral de Riemann fuzzy e pelo Teorema 3.1,
para processos contínuos, temos que a integral de Riemann é igual a integral de Aumann.
99
4 Equações diferenciais Fuzzy
Em 1978, surge a teoria de equações diferenciais fuzzy com Kendel e Byatt [66].
As equações diferenciais fuzzy são aquelas nas quais os coeficientes e/ou os parâmetros
e/ou a condição inicial é modelada por números fuzzy.
O uso da derivada de Hukuhara em equações diferenciais fuzzy (EDFs) foi
feito para funções de conjuntos a valores fuzzy (também conhecido como processos fuzzy),
onde uma função fuzzy associa um número fuzzy para cada t P ra, bs. Essa teoria de
equações diferenciais fuzzy foi amplamente estudada [25,43,67–69] e apresenta soluções
com o aumento do diâmetro ao longo do tempo [43, 67, 70]. Isto significa que à medida
que o tempo passa, mais fuzzy (difuso, incerto) o processo se torna. Este inconveniente foi
superado em 1990 por Baidosov [71] através da teoria de inclusões diferenciais fuzzy sendo
que em 1997 Hullermeier [72] demonstra que tal abordagem não exige que o diâmetro
da solução EDF seja monótona (ver também [73, 74]). Neste tipo de EDF, não existe
o conceito de derivada fuzzy. A derivada utilizada é a mesma que foi adotada para as
funções clássicas, já que diferencia as funções do suporte dos conjuntos fuzzy de funções.
Também, em 1999, surge com Oberguggenberger e Pittschmann [75], uma nova abordagem
baseada no princípio de extensão de Zadeh. Embora esta abordagem goze dos méritos das
anteriores ela também não define uma derivada fuzzy e a solução da EDF depende da
fuzzificação da solução crisp (ver também [76–78]).
Em 2004, Bede e Gal [49,50] apresentam a derivada fortemente generalizada de
Hukuhara (SGH-derivada). Esta derivada, apesar de baseada na diferença de Hukuhara, é
mais geral que a anterior e não exige que as soluções de EDF tenham diâmetro crescente,
entretanto, ela sofre alguns infortúnios, como por exemplo, a H-diferença entre dois
números fuzzy nem sempre existe, a monotonicidade do diâmetro e a existência de duas
soluções. Em 2009, Stefanini e Bede [38] apresentam a diferença generalizada e em 2013
surge a gH-derivada [39], essa teoria é menos restrita que a anterior mas ainda sofre com
o revés da existência de duas soluções. Ainda em 2009, Chalco-Cano, Roman-Flores e
Jimnez-Gamero [79] apresentam a pi-derivada. Na tentativa de reduzir as restrições da gH-
derivada, Bede e Stefanini [39] em 2013, introduzem a derivada generalizada (g-derivada),
sendo esta a definição mais geral até então. Também em 2013, Barros, Gomes e Tonelli [51],
introduziram o conceito de derivada do operador fuzzificação “ derivação ” inicialmente
aplicado a funções reais. Neste trabalho, eles apresentam, de fato, uma teoria da EDF
que está muito perto da abordagem de Hullermeier e Baidosov. Finalizando, em 2016,
Barros e Santo Pedro [14] apresentam a L-diferenciabilidade, seguido por Mazandarani,
Pariz e Kamyad com a granular diferenciabilidade [80] e finalmente Esmi et al. [15] com a
diferenciabilidade de Fréchet.
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Figura 30 – Principais avanços na área de equações diferenciais fuzzy.
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Figura 31 – Principais abordagens no estudo de PVIF.
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Na Figura 30, vemos uma disposição cronológica dos avanços em equações
diferenciais fuzzy e na Figura 31, vemos as principais abordagens no estudo de problemas
de valor inicial fuzzy (PVIF).
Nesta secção apresentamos o conceito de equação diferencial fuzzy interativa,
no qual, o problema de valor inicial fuzzy (PVIF) é dado por:#
X
1
ptq  F pt,Xptqq
Xpaq  X0
, (4.1)
sendo F : ra, bs  RF Ñ RF uma função fuzzy contínua e X0 um número fuzzy. Sejam
rXptqsα  rx

α ptq, x
 
α ptqs e rF pt,Xptqqsα  rfα pt, xα ptq, x α ptqq, f α pt, xα ptq, x α ptqqs.
A solução do (4.1) depende da escolha da derivada fuzzy a ser utilizada. A
seguir, apresentamos duas abordagens diferentes para o PVIF interativo.
4.1 Problema de valor inicial fuzzy com derivada linearmente cor-
relacionada
Nesta subseção, faremos uso da L-derivada, então o PVIF (4.1) torna-se#
X
1
Lptq  F pt,Xptqq
Xpaq  X0
, (4.2)
sendo F : ra, bs  RF Ñ RF uma função fuzzy contínua na métrica d8, X : ra, bs Ñ RF
um processo fuzzy linearmente correlacionado e t P R .
Lema 4.1. [14] Considere F : ra, bs  RF Ñ RF uma função fuzzy contínua. O processo
X : ra, bs Ñ RF linearmente correlacionado é uma solução para (4.2) se, e somente se,
satisfaz a seguinte equação integral
Xptq  X0  L pFAq
» t
a
F ps,Xpsqqds, t P ra, bs. (4.3)
Demonstração. Suponha que X é solução para (4.2). Por integração
pFAq
» t
a
X
1
Lpsqds  pFAq
» t
a
F ps,Xpsqqds,
t P ra, bs. Assim, de acordo com o Teorema 3.5
Xptq L Xpaq  pFAq
» t
a
X
1
Lpsqds  pFAq
» t
a
F ps,Xpsqqdsñ
Xptq  X0  L pFAq
» t
a
F ps,Xpsqqds.
Portanto, (4.3) é verificado.
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Reciprocamente, a função fuzzy F é contínua e
Xptq  Xpaq  L pFAq
» t
a
F ps,Xpsqqds
então, atráves dos Teoremas 2.8, 3.4 e 3.5, a equação integral (4.3) é L-diferenciável e
X
1
Lptq  F pt,Xptqq.
Exemplo 4.1. [14] Considere o PVIF#
X 1Lptq  λXptq
Xpt0q  X0 P RF
(4.4)
com λ ¡ 0. Quando modelamos uma dinâmica de decaimento populacional, independente-
mente da incerteza que temos sobre a condição inicial, esperamos que a solução tenda a
zero. Neste contexto, a incerteza é referente ao diâmetro da solução, isto é, quanto maior
o diâmetro maior é a incerteza. Logo, independentemente da incerteza na condição inicial,
em um modelo de decaimento a solução deve tender a zero. Para que, em um modelo
matemático fuzzy, a solução decaia (ou tenda a zero) na presença de incerteza, é preciso
considerar que existe interatividade no processo. Assim, se esta interatividade é modelada
por uma correlação linear 0   qphq ¤ 1, temos que Xpt  hq“ ¤2 Xptq, isto é, o diâmetro
do processo diminui com o tempo (contrativo). Fazendo esta suposição (0   qphq ¤ 1) no
sistema (4.4), temos, para cada α P r0, 1s,#
rxα ptq, x
 
α ptqs
1
 rpx α q
1
ptq, pxα q
1
ptqs  rλx α ptq,λx

α ptqs
rXpt0qsα  rX0sα  rx

α pt0q, x
 
α pt0qs
(4.5)
para o qual a solução é
rXptqsα  rx

α pt0q, x
 
α pt0qse
λt. (4.6)
Esta solução é consistente com o fenômeno estudado (ver Figuras 32 e 33) e coincide com
aqueles obtidos por inclusões diferenciais fuzzy [51].
Entretanto, se supomos que a interatividade é modelada por uma correlação
linear dada por qphq ¥ 1, i.e., Xpt hq“ ¥2 Xptq, isto significa que o processo tem diâmetro
crescente, desde que Xpt hq  qphqXptq. Dessa forma, para qualquer α P r0, 1s, a solução
de (4.4) é # 
pxα q
1
ptq, px α q
1ptq

 rλx α ptq,λx

α ptqs
rX0sα  rx

α pt0q, x
 
α pt0qs
. (4.7)
Portanto, #
xα ptq  c

α e
λt   c α e
λt
x α ptq  c

α e
λt   c α e
λt
(4.8)
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Figura 32 – O 0-nível (curva contínua) e o núcleo (curva traço-ponto) da solução X do
sistema (4.4) com 0   q   1, λ  0.2 e condição inicial X0  p0.6; 1; 1.4q.
Figura 33 – Representação gráfica da solução fuzzy X do sistema (4.4) com 0   q   1,
λ  0.2 e condição inicial X0  p0.6; 1; 1.4q. A região mais escura representa
o nível-1 de Xptq.
Figura 34 – Soluções do modelo de decaimento (4.4). O nível-0 (curva contínua) da solução
com 0   q   1, o nível-0 (curva traçada) da solução com q ¡ 1 e o núcleo
(curva traço-ponto) de ambas. Consideramos X0  p0.6; 1; 1.4q e λ  0.2.
com
cα 
xα pt0q  x
 
α pt0q
2 e c
 
α 
xα pt0q   x
 
α pt0q
2 .
Neste caso, para qphq ¡ 1, teríamos o mesmo que com a derivada de Hukuhara (ver
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Figura 34).
Exemplo 4.2. O problema do crescimento populacional, modelado pela equação logística,
supõe que em uma população isolada (sem migração) a taxa de crescimento depende da
densidade populacional. Desta forma, obtemos o problema de valor inicial fuzzy#
X
1
Lptq  Xptq L pak L aXptqq
Xpt0q  X0 P RF ,
, (4.9)
sendo a, k P R  e Xptq P RF é a população no instante t. Os parâmetros a e k são,
respectivamente, a taxa de crescimento intrínseco e a capacidade de suporte do ambiente.
No modelo logístico, a taxa de crescimento intrínseco (apk Xq) depende da densidade
populacional. Isto é, a taxa de crescimento per capita decresce conforme a população
aumenta [81]. Se consideramos a variável X sendo crisp, temos que quando Xptq   k
a taxa de crescimento é positiva, quando Xptq ¡ k a taxa de crescimento é negativa, e,
Xptq  0 e Xptq  k são estados de equilíbrio da equação logistíca.
Se chamamos Y  ak  aX, temos Y  q1X   r1 com q1  a e r1  ak.
Assim, X e Y são números fuzzy linearmente correlacionados.
Vamos considerar os parâmetros a  0.01 e k  5.8 como no experimento de
Gause em 1969 sobre o cultivo da levedura Schizosaccharomyces kephir [81] e X0  p0.1; 1; 2q
um número fuzzy triangular. Assim, para o nosso caso, @α P r0, 1s e @t P R , obtemos
rX L Y sα 
$'''''&'''''%
rq1px

α q
2   xα r1, q1px
 
α q
2   x α r1s, x

α   x
 
α  
r1
2q1
min tcα , c α u,
r21
4q1

, xα ¤
r1
2q1
¤ x α
rq1px
 
α q
2   x α r1, q1px

α q
2   xα r1s, x
 
α ¡ x

α ¡
r1
2q1
, (4.10)
sendo cα  q1pxα q2   xα r1 e c α  q1px α q2   x α r1.
Note que r12q1

k
2 o qual, no modelo determinístico, é o ponto de inflexão da
solução.
Vamos considerar que a função Xptq é um processo fuzzy autocorrelacionado
com 0   q2   1, uma vez que, na equação logística, a população tende para a capacidade de
suporte (k) conforme o tempo cresce. Portanto, esperamos que a incerteza vá desaparecer
ao longo do tempo. Assim, usamos o caso ii. do Teorema 2.6 para L-derivada.
Portanto, o problema logístico (4.9), em níveis, se torna#
rpx α q
1
, pxα q
1
s  rfα pt, x

α , x
 
α q, f
 
α pt, x

α , x
 
α qs
rXpt0qsα  rx

α pt0q, x
 
α pt0qs
, (4.11)
sendo rF pt, xqsα  rXptq L pak  aXptqqs dado por (4.10). Isto é, @t P R ,
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Figura 35 – O 0-nível (curva contínua) e o núcleo (curva traço-ponto) da solução X
do sistema (4.11) com 0   q2   1, k  5.8, a  0.01 e condições iniciais
X0  p0.1; 1; 2q e X0  p8; 9; 10q.
• Para xα ptq   x α ptq  
k
2#
pxα q
1
ptq  x α ptqpak  ax
 
α ptqq
px α q
1
ptq  xα ptqpak  ax

α ptqq
(4.12)
• Para xα ptq ¤
k
2 ¤ x
 
α ptq$&% pxα q
1
ptq 
ak2
4
px α q
1
ptq  min tcα ptq, c α ptqu
(4.13)
• Para x α ptq ¡ xα ptq ¡
k
2#
pxα q
1
ptq  xα ptqpak  ax

α ptqq
px α q
1
ptq  x α ptqpak  ax
 
α ptqq
. (4.14)
Note que (4.12), (4.13) e (4.14) são sistemas de equações diferenciais reais. Assim, para
cada α P r0, 1s, resolvemos o sistema numericamente usando o método Runge-Kutta de
quarta ordem. Na Figura 35, exibimos as curvas dos níveis 0 e 1 e na Figura 36, exibimos
a representação gráfica da solução fuzzy Xptq.
Neste modelo, devido ao comportamento assintótico da equação logística, es-
colhemos 0   q2   1 na L-derivada, porém quando estamos modelando outras situações
podemos escolher q2 ¥ 1 na L-derivada ou uma combinação de ambos os casos. A escolha
do parâmetro q2 depende de questões ambientais e biológicas, i.e., se temos condições
favoráveis ou não. Assim, q2 está relacionada com o comportamento qualitativo do processo
evolutionário, isto é, ele controla a fuzziness da dinâmica.
Analisando os parâmetros q1 e q2 qualitativamente, afirmamos que existe uma
clara correlação entre a população Xptq e ak  aXptq se consideramos k  Xptq como
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Figura 36 – Representação gráfica da solução fuzzy X do sistema (4.11) com 0   q2   1,
k  5.8, a  0.01 e condições iniciais X0  p0.1; 1; 2q e X0  p8; 9; 10q. A
região mais escura representa o nível-1 de Xptq.
Figura 37 – Soluções do modelo logístico (4.9). O nível-0 (curva contínua) da solução com
0   q2   1, o nível-0 (curva traçada) da solução com q2 ¡ 1 e o núcleo (curva
traço-ponto) de ambas. Consideramos X0  p0.1; 1; 2q, k  5.8 e a  0.01.
a saturação do ambiente no instante t. Para o mesmo valor q1  a, quando q2 ¡ 1,
temos que a solução se afasta de k com uma fuzziness crescente. Por outro lado, quando
0   q2   1, a solução se aproxima de k enquanto a fuzziness vanishes (diminui) (ambos os
casos são exibidos na Figura 37). O primeiro caso difere inteiramente do caso clássico,
enquanto o segundo apresenta um comportamento similar. Além disso, quando q2  1, a
solução é um processo fuzzy com diâmetro constante em relação ao tempo.
A solução X obtida pela L-derivada difere da solução obtida por outras derivadas
fuzzy baseadas em diferenças. Por exemplo, se modelamos o modelo logístico com a gH-
derivada (ou H-derivada, quando ela existe) e g-derivada [21], nós temos duas soluções e
essas soluções são similares (embora ainda diferentes) das soluções obtidas na Figura 37.
Em uma das soluções a fuzziness vanishes em relação ao tempo, enquanto que na outra a
fuzziness aumenta ao longo do tempo. No caso em que operamos com a CIA [34], obtemos
uma solução com fuzziness crescente ao longo do tempo (esta solução é similar ao caso em
que usamos a L-derivada com q2 ¡ 1)(ver mais em [22]).
O símbolo BpX0, pq denota a bola fechada com centro em X0 e raio p ¡ 0.
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Lema 4.2. [21] Seja R0  rt0, t0   ss  BpX0, pq e vamos supor que F : R0 Ñ RF é
contínua e satisfaz a condição de Lipschitz
d8pF pt,Xq, F pt, Y qq ¤ Ld8pX, Y q, @pt,Xq, pt, Y q P R0.
Então F é limitada, i.e., existe M ¡ 0 tal que d8pF pt,Xq, 0q ¤M .
Demonstração. Veja [21].
Teorema 4.1. [14] Seja R0  rt0, t0   ss  BpX0, pq, p, s ¡ 0, X0 P RF e F : R0 Ñ RF
uma função fuzzy contínua e Lipschitz na segunda variável. Então existe uma única solução
para o PVIF (4.2) no intervalo rt0, t0   ks, para algum k ¡ 0.
Demonstração. A prova segue os mesmos passos que em [21, pp.182–183] sendo que temos
SpXqptq  X0  L pFAq
» t
t0
F pγ,Xpγqqdγ
ao invés dos operadores
P pXqptq  X0   pFAq
» t
t0
F pγ,Xpγqqdγ e QpXqptq  X0 apFAq
» t
t0
F pγ,Xpγqqdγ,
e a é a H-diferença.
4.1.1 Estabilidade de sistemas fuzzy interativos
Dado o problema de valor inicial fuzzy (4.2)#
X
1
Lptq  F pt,Xptqq
Xpt0q  X0
,
sendo F : ra, bs RF Ñ RF uma função fuzzy, X um processo fuzzy linearmente correlaci-
onado, X0 um número fuzzy e t P R . Sejam rXptqsα  rxα ptq, x α ptqs e rF pt,Xptqqsα 
rfα pt, x

α ptq, x
 
α ptqq, f
 
α pt, x

α ptq, x
 
α ptqqs.
Definição 4.1. Dizemos que rX P RF é um estado de equilíbrio do sistema fuzzy (4.2) se
F p rXq  0
ou equivalentemente,
rF p rXqsα  rXt0usα,
@α P r0, 1s e @t P R .
Definição 4.2. Um ponto de equilíbrio rX P RF é estável se dado  ¡ 0, existe δpq ¡ 0
tal que, para todo X0 P RF , se d8pX0, rXq   δ, então d8pX, rXq   , para todo t P R .
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O ponto de equilíbrio é instável quando não é estável.
Definição 4.3. O equilíbrio rX é assintoticamente estável se for estável e existir r ¡ 0 tal
que para todo X0 P RF satisfazendo d8pX0, rXq   r temos d8pX, rXq  0 quando tÑ 8.
Exemplo 4.3. Considere o PVIF apresentado no Exemplo 4.1.
#
X 1Lptq  λXptq
Xpt0q  X0 P RF
com λ ¡ 0.
Considerando que Xptq é um processo autocorrelacionado com 0   q   1,
obtemos, para todo α P r0, 1s o sistema (4.5). Isto é, para todo α P r0, 1s e t P R #
pxα q
1
ptq  λxα ptq
px α q
1ptq  λx α ptq.
(4.15)
Portanto, para todo α P r0, 1s, a solução é#
xα ptq  x

α pt0qe
λt
x α ptq  x
 
α pt0qe
λt
. (4.16)
Do sistema (4.15), obtemos, pela Definição 4.1, que Xt0u é o único ponto de
equilíbrio.
Vamos analisar a estabilidade deste ponto. Para que Xt0u seja equilíbrio estável
basta mostrarmos que para um α fixado, temos que x α ptq
tÑ8
ÝÑ 0 e xα ptq
tÑ8
ÝÑ 0.
De (4.16), segue que
x 0 ptq  x
 
0 pt0qe
λt tÑ8ÝÑ 0
e
x0 ptq  x

0 pt0qe
λt tÑ8ÝÑ 0.
Portanto, pela Definição 4.2 que Xt0u é estável (ver Figura 32).
Considerando que Xptq é um processo autocorrelacionado com q ¡ 1, obtemos,
para todo α P r0, 1s, o sistema (4.7). Isto é, para todo α P r0, 1s e t P R #
pxα q
1
ptq  λx α ptq
px α q
1ptq  λxα ptq.
(4.17)
Portanto, para todo α P r0, 1s, a solução é#
xα ptq  c

α e
λt   c α e
λt
x α ptq  c

α e
λt   c α e
λt
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Figura 38 – Representação gráfica da solução fuzzy X do sistema (4.7) com q ¡ 1, a  0.2
e condição inicial X0  p1; 1.2; 1.4q. A região mais escura representa o nível-1
de Xptq.
com
cα 
x0α  x
 
0α
2 e c
 
α 
x0α   x
 
0α
2 .
Na Figura 38, vemos a representação gráfica da solução fuzzy X do sistema 4.7
com q ¡ 1.
Do sistema (4.17), obtemos, pela Definição 4.1, que Xt0u é o único ponto de
equilíbrio.
Vamos analisar a estabilidade em Xt0u. Considere x 0 pt0q ¡ x0 pt0q ¡ 0. Para
que Xt0u seja equilíbrio instável basta mostrarmos que, para um α fixado, temos que
x α ptq
tÑ8
ÝÑ  8 ou xα ptq
tÑ8
ÝÑ 8.
Vamos mostrar que Dt1 ¡ t0 tal que x0 pt1q  0.
Suponha, por absurdo, que Dm ¡ 0 tal que x0 ptq ¥ m ¡ 0, @t ¡ t0. Temos
que px0 q
1
ptq  λx 0 ptq   λx
 
0 ptq ¤ λm   0. Assim, px0 q
1 tem limitante superior
estritamente negativo e x0 é uma função decrescente, fazendo com que x0 ptq   m para
algum t ¡ t0, o que é um absurdo. Portanto, Dt1 ¡ t0 tal que x0 pt1q  0.
Do fato de Xptq ser um processo autocorrelacionado com q ¡ 1 e condição
inicial Xpt0q P RF{R segue x0 ptq  x 0 ptq, @t ¡ t0. Logo, existe δ ¡ 0, tal que 0 
x0 pt1q ¤ x
 
0 pt1q  2δ.
Vamos mostrar que x 0 ptq ¡ δ, @t ¥ t1. Suponha, por absurdo, que isso não
aconteça, isto é, Dt2 ¡ t1 tal que x 0 pt2q  δ e x 0 ptq ¥ δ, @t P rt1, t2s. Portanto, pelo
Teorema do Valor Médio, temos que Dt3 P pt1, t2q tal que
px 0 q
1pt3q 
x 0 pt2q  x
 
0 pt1q
t2  t1
¤
δ  2δ
t2  t1

δ
t2  t1
  0 (4.18)
Nessas condições, px0 q1ptq   0, o que implica que x0 ptq   0, @t P rt1, t2s.
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Logo, no sistema (4.17), temos que
px 0 q
1ptq ¥ 0, (4.19)
@t P rt1, t2s. O que contradiz (4.18). Portanto, x 0 ¡ δ, @t ¥ t1.
Assim, segue que px0 q1ptq  λx 0 ptq   λδ   0, @t ¥ t1.
Dessa forma, px0 q
1 tem limitante superior estritamente negativo, i.e., x0 de-
cresce indefinidamente, isto é, x0 ptq
tÑ8
ÝÑ 8.
Portanto, Xt0u é instável (ver Figura 34).
Exemplo 4.4. Considere o PVIF (4.9) apresentado no Exemplo 4.2#
X
1
Lptq  Xptq L pak L aXptqq,
Xpt0q  X0 P RF
,
sendo a, k P R .
No Exemplo 4.2, X e Y  ak  aX são números fuzzy linearmente corre-
lacionados com q1  a e r1  ak, a  0.01 e k  5.8. Assim, rX L Y sα é dado por
(4.10).
Considerando que Xptq é um processo fuzzy autocorrelacionado com 0   q2   1,
temos que o PVIF (4.9) é dado, em níveis, pelo sistema (4.11). Isto é, @t P R 
• Para xα ptq   x α ptq  
k
2 , obtemos o sistema (4.12).
• Para xα ptq ¤
k
2 ¤ x
 
α ptq, obtemos o sistema (4.13).
• Para x α ptq ¡ xα ptq ¡
k
2 , obtemos o sistema (4.14)
Sendo os sistemas (4.12), (4.13) e (4.14) sistemas de equações diferenciais reais.
Vamos fazer a análise qualitativa do modelo (4.9) iniciando com os pontos de
equilíbrio.
Da Definição 4.1, obtemos que (4.10) se anula, @α P r0, 1s e @t P R , em#
rxα , x
 
α s  r0, 0s, xα   x α   k{2
rxα , x
 
α s  rk, ks, x
 
α ¡ x

α ¡ k{2
. (4.20)
Portanto, os estados de equílibrio de (4.9) são Xt0u e Xtku.
Primeiramente vamos verificar se o estado Xtku é estado de equilíbrio estável,
isto é, se, para todo α P r0, 1s, x α ptq
tÑ8
ÝÑ k e xα ptq
tÑ8
ÝÑ k.
Como Xptq é um processo fuzzy, basta mostrarmos que isso ocorre para o
nível-0, i.e., x0 ptq, x 0 ptq
tÑ8
ÝÑ k.
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Mostremos primeiramente que x 0 ptq
tÑ8
Ñ k.
Considere que 0   x 0 pt0q ¤ k. Vamos mostrar que @t ¥ t0 temos x 0 ptq ¤ k.
Suponha que isso não aconteça, isto é, Dt ¥ t0 tal que x 0 ptq ¡ k. Logo, existe t0 ¤ t1 ¤ t
tal que
x 0 pt1q  k e x 0 pt1q   x 0 ptq   x 0 ptq, (4.21)
@t P pt1, tq. Pelo Teorema do Valor Médio, Dt2 P pt1, tq tal que
px 0 q
1pt2q 
x 0 ptq  x
 
0 pt1q
t t1
¡ 0. (4.22)
De (4.21), segue que x 0 pt2q ¡ k e, independentemente se estamos nas condições do
sistema (4.13) ou (4.14), temos que px α q1pt2q   0, @α P r0, 1s, o que é um absurdo, pois
contradiz (4.22). Logo, o absurdo foi supor que Dt ¥ t0 tal que x 0 ptq ¡ k e portanto, @t ¥ t0
temos x 0 ptq ¤ k.
Além disso, dado 0   x 0 pt0q ¤ k, independentemente se estamos nas condições
do sistema (4.12), (4.13) ou (4.14), obtemos px 0 q1ptq ¥ 0, @t ¥ t0. De fato, no sistema
(4.12), @α P r0, 1s, temos que se
0   xα ptq   x α ptq  
k
2 ñ
#
pxα q
1
ptq  x α ptqpak  ax
 
α ptqq ¡ 0
px α q
1
ptq  xα ptqpak  ax

α ptqq ¡ 0
,
no sistema (4.13), @α P r0, 1s, temos que se
0   xα ptq ¤
k
2 ¤ x
 
α ptq   k ñ$&% pxα ptqq
1

ak2
4 ¡ 0
px α ptqq
1
 min tcα ptq, c α ptq, u ¡ 0
e, no sistema (4.14), @α P r0, 1s, temos que se
x α ptq ¡ x

α ptq ¡
k
2 ñ
#
pxα q
1
ptq  xα ptqpak  ax

α ptqq ¡ 0
px α q
1
ptq  x α ptqpak  ax
 
α ptqq ¡ 0
.
Ademais, xα ptq   x α ptq ¤ k, @α P r0, 1s e @t ¥ t0. Logo, independentemente se estamos
nas condições do sistema (4.12), (4.13) ou (4.14), obtemos pxα ptqq1 ¥ 0, @t ¥ t0. Portanto,
para todo α P r0, 1s, xα e x α são crescentes em t P R .
Mostremos agora que x 0 ptq
tÑ8
ÝÑ k. Faremos a prova por absurdo. Dessa forma,
suponha que isso não aconteça, isto é, existe m P R, m ¡ 0 tal que x 0 ptq ¤ m   k, @t ¥ t0.
Note que, @α P r0, 1s,
px α q
1ptq ¥ min
"
xα pt0qak
2 , x
 
α pt0qapk mq
*
¡ 0,
@t ¥ t0, isto é, px 0 q1 tem limitante inferior estritamente positivo. Assim, para algum t
suficientemente grande temos x 0 ptq ¡ m, o que é um absurdo.
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Portanto, concluímos que dado x 0 pt0q ¤ k temos que x 0 ptq
tÑ8
ÝÑ k.
Agora considere que x 0 pt0q ¥ k. Vamos mostrar que @t ¥ t0 temos x 0 ptq ¥ k.
Suponha que isso não aconteça, isto é, Dt ¥ t0 tal que x 0 ptq   k. Logo, existe t0 ¤ t1 ¤ t
tal que
x 0 pt1q  k e x 0 pt1q ¡ x 0 ptq ¡ x 0 ptq, (4.23)
@t P pt1, tq. Pelo Teorema do Valor Médio, Dt2 P pt1, tq tal que
px 0 pt2qq
1 
x 0 ptq  x
 
0 pt1q
t t1
  0. (4.24)
De (4.23), segue que x 0 pt2q   k e, independentemente se estamos nas condições do
sistema (4.13) ou (4.14), temos que px α q1pt2q ¡ 0, @α P r0, 1s, o que é um absurdo, pois
contradiz (4.24). Logo, o absurdo foi supor que Dt ¥ t0 tal que x 0 ptq   k e portanto, @t ¥ t0
temos x 0 ptq ¥ k.
Além disso, dado x 0 pt0q ¥ k, independentemente se estamos nas condições do
sistema (4.13) ou (4.14), obtemos px α q1ptq ¤ 0, @α P r0, 1s e @t ¥ t0. Portanto, para todo
α P r0, 1s, x α é uma função decrescente em t P R .
Mostremos agora que x 0 ptq
tÑ8
ÝÑ k. Faremos a prova por absurdo. Dessa forma,
suponha que isso não aconteça, isto é, existe m P R, m ¡ 0 tal que x 0 ptq ¥ m ¡ k, @t ¥ t0.
Note que, @α P r0, 1s,
pxα q
1ptq ¤ x α pt0qapk mq   0,
@t ¥ t0, isto é, px0 q1 tem limitante superior estritamente positivo. Assim, para algum t
suficientemente grande temos x0 ptq   m, o que é um absurdo.
Portanto, concluímos que dado x 0 pt0q ¥ k temos que x 0 ptq
tÑ8
ÝÑ k.
Mostremos finalmente que x0 ptq
tÑ8
Ñ k.
Considere que 0   x0 pt0q ¤ k. Vamos mostrar que @t ¥ t0 temos x0 ptq ¤ k.
Suponha que isso não aconteça, isto é, Dt ¥ t0 tal que x0 ptq ¡ k. Logo, existe t0 ¤ t1 ¤ t
tal que
x0 pt1q  k e x0 pt1q   x0 ptq   x0 ptq, (4.25)
@t P pt1, tq. Pelo Teorema do Valor Médio, Dt2 P pt1, tq tal que
px0 q
1pt2q 
x0 ptq  x

0 pt1q
t t1
¡ 0. (4.26)
De (4.25), segue que x0 pt2q ¡ k e, pelo sistema (4.14), @α P r0, 1s, temos que pxα q1pt2q   0,
o que é um absurdo, pois contradiz (4.26). Logo, o absurdo foi supor que Dt ¥ t0 tal que
x0 ptq ¡ k e portanto, @t ¥ t0 temos x0 ptq ¤ k.
Além disso, dado 0   x0 pt0q ¤ k, independentemente se estamos nas condições
do sistema (4.12), (4.13) ou (4.14), obtemos pxα q1ptq ¥ 0, @α P r0, 1s e @t ¥ t0. Portanto,
para todo α P r0, 1s, xα é uma função crescente em t P R .
Capítulo 4. Equações diferenciais Fuzzy 114
Mostremos agora que x0 ptq
tÑ8
ÝÑ k. Faremos a prova por absurdo. Dessa forma,
suponha que isso não aconteça, isto é, existe m P R, m ¡ 0 tal que x0 ptq ¤ m   k, @t ¥ t0.
Note que,
pxα q
1ptq ¥ min
"
x α pt0qak
2 ,
ak2
4 ,
akpk mq
2
*
¡ 0,
@t ¥ t0, isto é, pxα q1 tem limitante inferior estritamente positivo. Assim, para algum t
suficientemente grande temos x0 ptq ¡ m, o que é um absurdo.
Portanto, concluímos que dado x0 pt0q ¤ k temos que x 0 ptq
tÑ8
ÝÑ k.
Agora considere que x0 pt0q ¥ k. Vamos mostrar que @t ¥ t0 temos x0 ptq ¥ k.
Suponha que isso não aconteça, isto é, Dt ¥ t0 tal que x0 ptq   k. Logo, existe t0 ¤ t1 ¤ t
tal que
x0 pt1q  k e x0 pt1q ¡ x0 ptq ¡ x0 ptq, (4.27)
@t P pt1, tq. Pelo Teorema do Valor Médio, Dt2 P pt1, tq tal que
px0 q
1pt2q 
x0 ptq  x

0 pt1q
t t1
  0. (4.28)
De (4.27), segue que x0 pt2q   k e, independentemente se estamos nas condições do
sistema (4.12), (4.13) ou (4.14), temos que pxα q1pt2q ¡ 0, @α P r0, 1s, o que é um absurdo,
pois contradiz (4.28). Logo, o absurdo foi supor que Dt ¥ t0 tal que x0 ptq   k e portanto,
@t ¥ t0 temos x0 ptq ¥ k.
Além disso, dado x0 pt0q ¥ k, pelo sistema (4.14), temos que pxα q1ptq ¤ 0,
@α P r0, 1s e @t ¥ t0. Portanto, para todo α P r0, 1s, xα é uma função decrescente em
t P R .
Mostremos agora que x0 ptq
tÑ8
ÝÑ k. Faremos a prova por absurdo. Dessa forma,
suponha que isso não aconteça, isto é, existe m P R, m ¡ 0 tal que x0 ptq ¥ m ¡ k, @t ¥ t0.
Note que, @α P r0, 1s,
pxα q
1ptq ¤ xα pt0qapk mq   0,
@t ¥ t0, isto é, px0 q1 tem limitante superior estritamente positivo. Assim, para algum t
suficientemente grande temos x0 ptq   m, o que é um absurdo.
Portanto, concluímos que dado x0 pt0q ¥ k temos que x0 ptq
tÑ8
ÝÑ k.
Portanto, Xtku é o estado de equilíbrio assintoticamente estável (ver Figura 35).
Ademais, mostramos que para qualquer condição inicial xα pt0q, x α pt0q ¡ 0
temos que xα ptq
tÑ8
ÝÑ k e x α ptq
tÑ8
ÝÑ k, logo o estado de equilíbrio Xt0u é instável.
Considerando que Xptq é um processo fuzzy autocorrelacionado com q2 ¡ 1,
temos, pelo item i. do Teorema 2.6, que o PVIF (4.9), em níveis, é dado por#
rpxα q
1
, px α q
1
s  rfα pt, x

α , x
 
α q, f
 
α pt, x

α , x
 
α qs
rXpt0qsα  rx

α pt0q, x
 
α pt0qs
, (4.29)
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Figura 39 – O 0-nível (curva contínua) e o núcleo (curva traço e ponto) da solução X
do sistema (4.29) com q2 ¡ 1, k  5.8, a  0.01 e condição inicial X0 
p0.25; 0.35; 0.45q.
sendo rF pt, xqsα  rXptq L pak  aXptqqs dado por (4.10). Isto é, @t P R 
• Para xα ptq   x α ptq  
k
2#
pxα q
1
ptq  xα ptqpak  ax

α ptqq
px α q
1
ptq  x α ptqpak  ax
 
α ptqq
(4.30)
• Para xα ptq ¤
k
2 ¤ x
 
α ptq$&% px

α q
1
ptq  min tcα ptq, c α ptqu
px α q
1
ptq 
ak2
4
(4.31)
• Para x α ptq ¡ xα ptq ¡
k
2#
pxα q
1
ptq  x α ptqpak  ax
 
α ptqq
px α q
1
ptq  xα ptqpak  ax

α ptqq
. (4.32)
Os sistemas (4.30), (4.31) e (4.32) são sistemas de equações diferenciais reais. Logo, para
cada α P r0, 1s, resolvemos o sistema numericamente através do método de quarta ordem
de Runge-Kutta.
Analisemos a estabilidade dos estados de equilíbrio do sistema (4.9) para q2 ¡ 1.
Mostremos que Xtku é estado de equilíbrio instável, isto é, mostremos que, para algum
α P r0, 1s fixado, xα ptq não tende a k ou que x α ptq não tende a k, quando tÑ 8.
Considere x0 pt0q   x 0 pt0q ¤ k. Vamos supor por absurdo que Dm P R, m ¡ 0
tal que x 0 ptq ¤ m   k, @t ¤ t0.
Analisemos px 0 q1 nos sistemas (4.30), (4.31) e (4.32):
Capítulo 4. Equações diferenciais Fuzzy 116
Figura 40 – Representação gráfica da solução X do sistema (4.29) com q2 ¡ 1, k  5.8,
a  0.01 e condição inicial X0  p0.25; 0.35; 0.45q. A região mais escura
representa o nível-1 de Xptq.
• No sistema (4.30), temos que px 0 q1ptq ¥
x 0 pt0qak
2 .
• No sistema (4.31), temos que px 0 q1ptq ¥
ak2
4 .
• Pela suposição anterior, no sistema (4.32), temos que
px 0 q
1ptq ¥
kpak  ax0 pt0qq
2 ¥
akpk mq
2 ¡ 0.
Portanto, para todo t ¥ t0, temos que
px 0 q
1ptq ¥ min
"
x 0 pt0qak
2 ,
ak2
4 ,
akpk mq
2
*
¡ 0,
fazendo com que x 0 ptq ¡ m para algum t ¡ t0, o que é um absurdo. Logo, deve existir
t1 ¥ t0 tal que x 0 pt1q  k.
Do fato de xptq ser um processo autocorelacionado com q2 ¡ 1 e condição inicial
xpt0q P RF{R segue x0 ptq  x 0 ptq, @t ¡ t0. Logo, existe δ ¡ 0, tal que x0 pt1q   2δ ¤
x 0 pt1q  k.
Vamos mostrar que x0 ptq   k δ, @t ¥ t1. Suponha, por absurdo, que isso não
aconteça, isto é, Dt2 ¡ t1 tal que x0 pt2q  k  δ e x0 ptq ¤ k  δ, @t P rt1, t2s. Portanto,
pelo Teorema do Valor Médio, temos que Dt3 P pt1, t2q tal que
px0 q
1pt3q 
x0 pt2q  x

0 pt1q
t2  t1
¥
k  δ  k   2δ
t2  t1
¡ 0 (4.33)
Dessa forma, independente se estamos nas condições do sistema (4.30), (4.31)
ou (4.32), temos que
px 0 q
1ptq ¥ min
"
x 0 pt0qak
2 ,
ak2
4 ,
akδ
2
*
¡ 0, (4.34)
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@t P rt1, t2s. Portanto, x 0 é crescente no intervalo rt1, t2s implicando que x 0 ptq ¥ x 0 pt1q 
k, @t P rt1, t2s.
Logo, independentemente se estamos nas condições dos sistemas (4.31) ou
(4.32), temos que px0 q1ptq ¤ 0, @t P rt1, t2s, o que é um absurdo, pois contradiz (4.33).
Portanto, x0 ptq   k  δ, para todo t ¥ t1 e assim, independentemente se
estamos nas condições dos sistemas (4.30), (4.31) ou (4.32), temos que (4.34) é válido
para todo t ¥ t1.
Dessa forma, x 0 cresce indefinidamente, isto é, x 0 ptq
tÑ8
ÝÑ  8 e, indepen-
dentemente se estamos nos sistemas (4.31) ou (4.32), x0 ptq
tÑ8
ÝÑ 8, pois @m ¡ 0 e t
suficientemente grande temos que px0 q1ptq   m.
Portanto, Xtku é instável (ver Figura 39).
Agora considere x 0 pt0q ¡ x0 pt0q ¥ k. Vamos mostrar que existe t1 ¡ t0 tal que
x0 pt1q ¤ k.
Suponha, por absurdo, que Dm ¡ 0, tal que x0 ptq ¥ m ¡ k, @t ¡ t0. Logo,
estamos nas condições do sistema (4.32) e temos que px0 q
1
ptq ¤ 0, pois x 0 ptq ¡ x0 ptq ¥
m ¡ k. Dessa forma, temos que x0 é um função decrescente.
Assim, px0 q
1
ptq ¤ x 0 ptqapk  mq ¤ mapk  mq   0. Portanto, px0 q
1 tem
limitante superior estritamente negativo fazendo com que x0 ptq   m, para algum t ¡ t0.
O que é um absurdo. Portanto, deve existir t1 ¡ t0 tal que x0 pt1q  k.
Como Xpt0q P RF{R e X é um processo fuzzy, segue que x0 ptq  x 0 ptq, @t ¥ t0.
Logo, existe δ ¡ 0 tal que x 0 pt1q ¥ x0 pt1q   2δ  k   2δ.
Vamos mostrar que x 0 ptq ¡ k   δ, @t ¥ t1. Suponha, por absurdo, que Dt2 ¡ t1
tal que x 0 pt2q  k   δ e x 0 ptq ¥ k   δ, @t P rt1, t2s. Pelo Teorema do valor médio, temos,
@t P rt1, t2s
px 0 q
1
pt3q 
x 0 pt2q  x
 
0 pt1q
t2  t1
¤
k   δ  k  2δ
t2  t1

δ
t2  t1
  0 (4.35)
Portanto, x0 é uma função decrescente em rt1, t2s, o que implica que x0 ptq ¤
x0 pt1q  k, @t P rt1, t2s. Logo, independentemente se estamos nas condições dos siste-
mas (4.31) ou (4.32), temos que px 0 q
1
ptq ¥ 0, @t P rt1, t2s, o que contradiz (4.35). Portanto,
x 0 ptq ¡ k   δ, @t ¥ t1.
Dessa forma, independentemente se estamos nas condições dos sistemas (4.31)
ou (4.32), segue que
px0 q
1
ptq ¤ x 0 ptqpak  apk   δqq ¤ aδpk   δq   0,
@t ¥ t1. Logo, px0 q
1 tem limitante superior estritamente negativo, i.e., x0 é uma função
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Figura 41 – O 0-nível (curva contínua) e o núcleo (curva traço e ponto) da solução X
do sistema (4.29) com q2 ¡ 1, k  5.8, a  0.01 e condição inicial X0 
p6.4; 6.7; 6.9q.
que decresce indefinidamente e portanto x0 ptq
tÑ8
ÝÑ 8. Portanto, Xtku é instável (ver
Figura 41).
Agora considere que x0 pt0q   k e x 0 pt0q ¡ k. Vamos mostrar que x 0 é uma
função crescente para todo t ¥ t0, isto é, px 0 q
1
ptq ¥ 0, @t ¥ t0.
No sistema (4.31), temos que
px 0 q
1
ptq 
ak2
4 ¡ 0.
Logo, x 0 é uma função crescente @t ¥ t0.
No sistema (4.32), temos que
px 0 q
1
ptq  x0 ptqpak  ax

0 ptqq,
@t ¥ t0. Suponha, por absurdo, que existe t1 ¡ t0 tal que px 0 q
1
pt1q   0. Assim,
x0 ptqpak  ax

0 ptqq   0
e, equivalentemente, x0 ptq ¡ k. Logo, deve existir t2 P pt0, t1s de tal modo que
x0 pt2q  k e x0 ptq ¤ x0 pt2q  k, (4.36)
@t P rt0, t2s. Pelo Teorema do Valor Médio, temos que Dt3 P pt0, t2q tal que
px0 q
1
pt3q 
x0 pt2q  x

0 pt0q
t2  t0
¡ 0. (4.37)
De (4.36), segue que px 0 q
1
ptq ¥ 0, @t P rt0, t2s. Logo, x 0 é uma função crescente
no intervalo rt0, t2s. Portanto, x 0 ptq ¥ x 0 pt0q ¡ k. Assim, temos que
x0 ptqpak  ax

0 ptqq   0,
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Figura 42 – O 0-nível (curva contínua) e o núcleo (curva traço e ponto) da solução X
do sistema (4.29) com q2 ¡ 1, k  5.8, a  0.01 e condição inicial X0 
p5.3; 5.6; 6q.
@t P rt0, t2s. Isto implica que px0 q
1
ptq   0, @t P rt0, t2s, contradizendo (4.37). Portanto, x 0
é uma função crescente para todo t ¥ t0.
Como x 0 é uma função crescente @t ¥ t0, segue que x 0 ptq ¥ x 0 pt0q ¡ k. Assim,
existe m ¡ 0, tal que x 0 ptq ¥ m ¡ k, @t ¥ t0. Logo, independentemente se estamos nos
sistemas (4.31) ou (4.32),
px0 q
1
ptq  x 0 ptqpak  ax
 
0 ptqq ¤ x
 
0 ptqapk mq ¤ mapk mq   0,
@t ¥ t0. Dessa forma, px0 q
1 tem limitante superior estritamente negativo e x0 ptq
tÑ8
Ñ 8
(ver Figura 42).
Portanto, Xtku é um estado de equilíbrio instável para o sistema (4.9) com
q2 ¡ 1.
Mostramos que x0 ptq
tÑ8
ÝÑ 8 e x 0 ptq
tÑ8
ÝÑ  8, independente da condição
inicial, logo o estado de equilíbrio Xt0u é instável.
4.2 Problema de valor inicial com derivada de Fréchet
Considere o problema de valor inicial fuzzy#
X
1
ptq  F pt,Xptqq
Xpaq  X0
, (4.38)
sendo A P RF não simétrico, F : ra, bs  RFpAq Ñ RFpAq contínua e X0 P RFpAq.
Lema 4.3. A função X : ra, bs Ñ RFpAq é uma solução para o problema de valor ini-
cial (4.38) se, e somente se, F é contínua e satisfaz, @t P ra, bs, a equação integral
Xptq  X0  A pFRq
» t
a
F ps,Xpsqqds. (4.39)
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Demonstração. Suponha que X é uma solução de (4.38), assim, por integração, temos
pFRq
» t
a
X
1
psqds  pFRq
» t
a
F pt,Xpsqqds.
Pelo Teorema 3.15, X é contínua. Assim, usando o Teorema 3.16, temos
Xptq A Xpaq  pFRq
» t
a
X
1
psqds
 pFRq
» t
a
F pt,Xpsqqds.
(4.40)
Portanto, Xptq  X0  A pFRq
» t
a
F ps,Xpsqqds. Reciprocamente, X satisfaz (4.39) e F é
uma função fuzzy contínua, então pelos Teoremas 3.13 e 3.14, a equação integral (4.39) é
Fréchet diferenciável e
X
1
ptq 

X0  A pFRq
» t
a
F pt,Xpsqqds

1
 F pt,Xpsqqds
(4.41)
Portanto, X é solução de (4.38).
Considere o PVIF do Exemplo 4.1 mas desta vez com a derivada de Fréchet
Exemplo 4.5. Considere o modelo de dacaimento populacional malthusiano$&% X
1
ptq  λXptq
Xp0q  12A  2 P RFpAq
, (4.42)
sendo λ ¡ 0.
A solução X : ra, bs ÝÑ RFpAq, se escreve como
Xptq  qptqA  rptq (4.43)
sendo q, r : RÑ R.
Substituindo a Equação (4.43) no sistema (4.42), temos
q
1
ptqA  r
1
ptq  λpqptqA  rptqq,
o qual implica
q
1
ptq  λqptq ñ qptq  k1 exp pλtq
r
1
ptq  λrptq ñ rptq  k2 exp pλtq
(4.44)
Assim, temos Xptq  k1 exp pλtqA  k2 exp pλtq.
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Figura 43 – Representação gráfica da função X do sistema (4.42) com λ  0.2 e condição
inicial X0  p2; 2.5; 3.5q.
Substituindo a condição inicial, obtemos
Xp0q  k1A  k2 
1
2A  2 ñ k1 
1
2 e k2  2.
Portanto, a solução do PVIF (4.42) é dada por
Xptq 
1
2 exp pλtqA  2 exp pλtq. (4.45)
Na Figura 43, usamos λ  0.2 e o número fuzzy triangular A  p0; 1; 3q. A
região mais escura representa o 1-nível da solução (4.45) do PVIF (4.42).
O resultado obtido neste modelo com a derivada de Fréchet difere dos resul-
tados obtidos com a derivada de Hukuhara, gH-derivada e g-derivada (ver [21] e [22]).
Adicionalmente, a solução (4.45) é equivalnte a solução obtida pela L-derivada (0   q ¤ 1)
(ver Exemplo 4.1). Neste caso, obtemos uma única solução e ela é compatível com a
interpretação biofisica do problema.
O próximo resultado nos assegura quando existe uma única solução para o
PVIF (4.38).
Seja A P RF não simétrico. O símbolo Cpra, bs,RFpAqq denota o espaço de
Banach das funções contínuas X : ra, bs Ñ RFpAq com norma }  }ΨA e Cρ  tX P
Cpra, bs,RFpAqq|}X}ΨA ¤ ρu.
Teorema 4.2. Sejam p ¡ 0, F : rt0, t0   ps  Cρ Ñ RFpAq uma função contínua e que
satisfaça a condição de Lipschitz
}F pt,Xq A F pt, Y q}ΨA ¤ L}X A Y }ΨA ,
para todo t P rt0   p, t0s e X, Y P Cρ. Então o problema de valor inicial (4.38) tem uma
única solução Xpq definida em um intervalo rt0, t0   ks, sendo k ¡ 0 suficientemente
pequeno.
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Demonstração. A função F é limitada, i.e., existe L2 ¡ 0 tal que }F pt, xq}ΨA ¤ L2. De
fato,
}F pt,Xq}ΨA ¤ }F pt,Xq A F pt,X0q}ΨA   }F pt,X0q}ΨA
¤ L}X A X0}ΨA   L1 ¤ Lρ  L1  L2,
(4.46)
uma vez que, F pt, x0q é limitada quando t P rt0, t0   ps.
Considere D  Cprt0, t0   ks,RFpAqq, sendo k  min
"
p,
ρ }X0}ΨA
L2
,
1
2L
*
, e o
operador T : D ÝÑ D, definido por
T pX0qptq X0
T pXqptq X0  A pFRq
» t
t0
F ps,Xpsqqds.
(4.47)
Note que D é um espaço métrico completo e T está bem definido em rt0, t0   ks devido a
escolha de k.
Em vista da escolha de k, temos também que
}T pXqptq}ΨA ¤ }X0}ΨA   kL2   ρ. (4.48)
Agora, vamos provar que T é uma contração em D. De fato,
}T pXqptq A T pY qptq}ΨA ¤
» t
t0
}F ps,Xpsqq A F ps, Y psqq}ΨAds
¤ Lk}X A Y }ΨA
 
1
2}X A Y }ΨA .
Portanto, T é uma contração. Logo, o Teorema do ponto fixo de Banach assegura que
existe um único ponto fixo de T , digamos Xpq P Cprt0, t0   ks,RFpAqq, o qual implica que
Xpq é a única solução do FIVP (4.38).
4.3 Conclusão
Sabendo que um modelo diferencial relaciona o estado presente com o estado
futuro nos dando informações sobre como as variáveis de estado mudam no tempo (e espaço,
etc.) é evidente que o futuro está relacionado com o presente. Dessa forma, traduzimos esta
“relação” entre as variáveis de estado por sua interatividade. Neste capítulo, introduzimos
pela primeira vez a teoria de equações diferenciais fuzzy interativa. Na primeira parte,
estudamos o caso para quando a derivada fuzzy é a L-derivada, fizemos aplicações em
modelos populacionais e estudamos seus pontos de equilíbrio e estabilidade fuzzy. Na
segunda parte, estudamos o caso em que a derivada fuzzy era dada pela derivada de Fréchet
e, novamente, fizemos uma aplicação em um modelo populacional bastante estudado porém
com resultados novos e instigantes.
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5 Considerações Finais
Neste trabalho, através da interatividade entre números fuzzy, desenvolvemos
uma teoria diferencial e integral para processos autocorrelacionados. Nos processos fuzzy
autocorrelacionados os valores futuros têm uma relação funcional com os valores atuais ou
passados.
Dentre todas as derivadas, obtidas a partir de uma aritmética fuzzy, a única não
interativa é a derivada baseada na operação clássica entre números fuzzy, i.e., via t-norma
do mínimo. Porém, esta derivada não interativa só está definida para funções reais, sendo
assim, todas as outras derivadas fuzzy existentes na literatura de equações diferenciais fuzzy,
por exemplo, H-derivada, gH-derivada e g-derivada, devem ser consideradas interativas.
Utilizando a aritmética interativa definimos as derivadas interativas. Estas
derivadas são obtidas via distribuição de possibilidade conjunta. As três tratadas neste
trabalho são: J-derivada, C-derivada e L-derivada. Com enfoque nesta última, apresen-
tamos uma teoria de integração para processos linearmente correlacionados através da
integral fuzzy de Aumann e obtemos importantes resultados como, por exemplo, o teorema
fundamental do cálculo, representação de um PVIF por uma equação integral, entre outros.
Estudamos dois modelos de dinâmica populacional, onde destacamos a importância em
considerar, não somente a diferença, mas todas as operações aritméticas interativas. Nas
aplicações, percebemos que o que faz o diâmetro do processo diminuir com o tempo é a
escolha da derivada, sendo assim, esta escolha deve feita a partir da dinâmica do problema.
Na segunda parte deste trabalho, em busca de propriedades já bem estabelecidas
do cálculo diferencial e integral determinístico, desenvolvemos o conceito de derivada de
Fréchet para processos linearmente correlacionados. Para isto, mostramos que existem
classes de números fuzzy que são isomorfos ao espaço real bidimensional (R2). Nesta
abordagem, o cálculo de uma derivada fuzzy se restringe ao cálculo de funções reais.
Assim, conectando a derivada de Fréchet com a integral de Riemann, desenvolvemos
uma teoria diferencial e integral para estes processos linearmente correlacionados (mais
especiaficamente A-linearmente correlacionados). Obtemos resultados interessantes como,
por exemplo, o teorema fundamental do cálculo, representação de um PVIF por uma
equação integral, teorema de existência e unicidade, entre outros. Por fim, resolvemos um
PVIF de decaimento malthusiano, exemplificando a facilidade desta metodologia.
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