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Point-source ¿-p transform: A review and comparison
of computational methods
Yanghua Wang⁄ and Gregory A. Housemanz
ABSTRACT
The ¿ -p transformation of reflection seismic data ex-
cited by a point source requires a cylindrical slant stack,
which includes compensation for the phase shift and geo-
metrical spreading associated with cylindrical geometry.
Using a simple test model, we review and compare the
different computational methods used for the cylindrical
slant stack. The two major method types are the Bessel-
Fourier transform (BFT) method and a set of meth-
ods (TD2D, TDX, TDTC and TDTS) based on time-
domain convolution. The stack integral in each of these
approaches can be separated into two parts, with the part
corresponding to the contribution of incoming waves be-
ing negligible for large ray parameter p. Neglecting the
latter term for large p generally avoids a major problem
caused by aliasing between time and space domains.
The TDTS method introduced here has the advan-
tage of being expressed in terms of a conventional 2-D
slant stack (weighted by offset x) plus a correction term.
This formulation facilitates a quantitative comparison
of the 3-D cylindrical slant stack with a 2-D slant stack.
The TDTS method compares favorably with the TD2D
method, in which the cylindrical slant stack is expressed
as a weighted integral of the 2-D slant stacks. TDTS
avoids the singular weighting function needed in the in-
tegral for the TD2D method, and therefore has less prob-
lems with numerical noise. For all of the methods consid-
ered, the accuracy of the map transformation is limited
by the spatial and temporal resolution of the test data
set. Some corrections to previously published methods
are also provided.
INTRODUCTION
A ¿ -p mapping is a data transformation that transforms a
seismic data set from the conventional time-offset distance
(t; x) plane to the transform domain defined by the intercept
time-slowness plane (¿; p). The process of deriving U(¿; p)
from the reflected seismic waves S(t; x) observed at source-
receiver separation x and time t can be viewed as a means of
obtaining the plane-wave response of the layered earth. The
¿ -p transform clearly separates different reflection events that
may be superposed in the t-x domain, as is illustrated in the
example of Figures 1 and 2; thus the transform facilitates in-
terpretation. Most of the examples of ¿ -p transformations in
the literature (e.g., Schultz and Claerbout, 1978; McMechan
and Ottolini, 1980; Stoffa et al., 1981; Zhou and Greenhalgh,
1994) are based on the 2-D slant stack or Radon transform,
with the simple summation of the signal along lines of constant
slope within the data and the possible addition of a semblance,
or autocorrelation criterion to enhance noise rejection. This
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method is a sensitive means of velocity filtering for selecting
waves with apparent slowness p and intercept time ¿ .
The 2-D slant stack does not, however, preserve phase and
amplitude information for a point source. Analyses such as full
wave inversion, amplitude variation with offset (AVO) analy-
sis, and dispersive analysis, for surface data excited by a point
source require the cylindrical implementation of the ¿ -p trans-
form (e.g., Chapman, 1981; Henry et al., 1981; Phinney et al.,
1981; Treitel et al., 1982; Harding, 1985; Brysk and McCowan,
1986; Wilson, 1986; Benoliel et al., 1987; Kappus et al., 1990;
Dietrich, 1990; Fokkema et al., 1992; Zhao et al., 1994). The
cylindrical ¿ -p transform is derived from the solution of the
wave equation for a point source in a 3-D vertically stratified
medium. In this paper, we review several different computa-
tional methods and test these methods using a simple synthetic
data set. Our purpose is to illustrate the performance and com-
pare the resultant ¿ -p maps of the cylindrical slant stack ob-
tained using different numerical computation strategies.
325
                  
326 Wang and Houseman
We first summarize the cylindrical slant stack based on the
Bessel transformation of a seismic section in the frequency
domain, as described in Harding (1985). We compare the
Bessel-Fourier transform method with several variants of the
equivalent time-domain convolution, discussed previously in
Brysk and McCowan (1986). They showed that the time-
domain cylindrical slant stack may be expressed as a weighted
integral of the conventional 2-D slant stacks for a line-source.
In this paper, we also introduce a new variation of the time-
domain formulation, which also incorporates the standard 2-D
slant-stack algorithm to construct the 3-D cylindrical response.
DEFINITION OF CYLINDRICAL SLANT STACK
In a stratified medium, Snell’s law holds that the slowness
parameter p is constant along a raypath so that each trace in
U(¿; p) represents a separate plane-wave propagating through
the medium. Following the reflectivity method for theoretical
seismogram calculation (Fuchs and Mu¨ller, 1971), the reflected
seismogram S(!; x) in the frequency domain is related to the
reflectivity function R(!; k), via the Hankel transform,
FIG. 1. Forward ¿ -p response of the layered model defined in
Table 1.
FIG. 2. Synthetic t-x seismogram derived from the ¿ -p map of
Figure 1 and used as input data for the ¿ -p maps shown in the
following figures.
S(!; x) D
Z C1
0
k dk J0(kx)R(!; k); (1)
where J0(µ) is the Bessel function of the first kind and order
zero. Since the Hankel transform is its own inverse, the function
R(!; k) may also be obtained from S(!; x) by performing the
Hankel transform,
R(!; k) D
Z C1
0
x dx J0(kx)S(!; x): (2)
The Hankel transform decomposes S(!; x) into a set of reflec-
tivity functions for noninteracting horizontal wavenumber k
(assuming horizontal layering). Since k D !p, where p is the
horizontal slowness or ray parameter of the plane wave, one
may also write the reflectivity R(!; k) as a function U(!; p)
U(!; p) D
Z C1
0
x dx J0(!px)S(!; x): (3)
The ¿ -p map U(¿; p) is then obtained by the inverse Fourier
transform of U(!; p) over frequency !. We refer to this pro-
cedure for calculating the ¿ -p transform as the Bessel-Fourier
transform method (BFT in the following context).
The ¿ -p transform of the cylindrical slant stack can also be
computed directly in the time domain as an integral (over x)
of a convolution over time (Chapman, 1981). From the inverse
Fourier transform of equation (3) over the frequency !, we
have
U(¿; p) D 1
p
Z C1
0
dx
•
J˜0
µ
¿
px
¶
⁄ S(¿; x)
‚
; (4)
where J˜0(t) is the inverse Fourier transform of the Bessel
function J0(µ)
J˜0(t) D
H(t C 1)¡ H(t ¡ 1)
…(1¡ t2)1=2 ; (5)
and H(t) is the Heaviside step function. We select only the
real part of the solution, and therefore J˜0(t) can be set to zero
for jt j> 1. We refer to those methods of computing the ¿ -p
transform based on equation (4) as time-domain convolution
methods.
The BFT method and the convolution methods are mathe-
matically equivalent, but the resultant ¿ -p maps show different
behavior of spatial and temporal aliasing and consequent dif-
ferences in contamination by numerical error, depending on
the approximations used in the numerical transformations. To
test the performance of the different computational methods,
we construct the ¿ -p maps for a synthetic data set, based on a
simple earth model, using the reflectivity method of Kennett
and Kerry (1979) and Kennett (1980). The ¿ -p response for the
stratified earth model defined in Table 1 is shown in Figure 1.
It is computed using reflection and transmission matrices that
depend only on slowness p (Kennett, 1980). The source is at
the water surface and 80 traces are shown, with a slowness
Table 1. Parameters of a simple earth model.
P-wave S-wave
Layer velocity velocity Thickness Density
(m/s) (m/s) (m) (g/cm3)
1 1480 0 200 1.00
2 2000 605 300 2.00
3 2500 1020 500 2.25
4 3000 1440 1000 2.50
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increment of 10 ms/km. Complex velocities and frequencies
are used to represent the causal attenuation (Kennett, 1975;
O’Neill and Hill, 1979), assuming Q D 100 for all layers. The
dispersive effect associated with the attenuation is negligible
for such a weakly attenuative medium.
From Figure 1 we can see (at p D 0) the major P-wave re-
flection events from the bottom of the water layer, the first,
and second layers at intercept times of 250, 550, and 950 ms,
respectively. The subsurface reflections have maximum ampli-
tude for p values between 370 and 500 ms/km, in which range
we also see P-SV converted reflections. The synthetic t-x seis-
mogram is then obtained from the U(!; p) or R(!; k) map by
the Bessel-Fourier transform. For the forward transformation
from R(!; k) to S(!; x) of equation (1), the slowness variable
is densely and irregularly sampled as required to adequately
represent J0(kx); then the integrals are computed using the
trapezium rule and Chebyshev representations of the Bessel
functions (Kennett, 1980). The synthetic data set shown in
Figure 2 has 96 traces with a temporal sampling interval equal
to 4 ms. The spacing of receivers is constant and equal to 25 m,
giving the farthest trace-offset as 2400 m.
In the tests described in the following sections, the one-sided
t-x seismic section of Figure 2 is transformed into the ¿ -p do-
main, using a number of different computational techniques.
The techniques are evaluated by comparison of the output ¿ -p
map with the original ¿ -p response shown in Figure 1.
THE BESSEL-FOURIER TRANSFORM METHOD
The frequency-domain point-source ¿ -p transform, involv-
ing a sequence of Fourier and Hankel transforms, can be nu-
merically evaluated in several ways, for instance, the Abel-
Fourier method (e.g., Frisk et al., 1980; Wilson, 1986), the
Fourier-Bessel summation method (e.g., Dietrich, 1990), and
the frequency-domain singular integral method (Fokkema
et al., 1992). The BFT method, based directly on equation (3)
is, however, considered the classical algorithm for plane-wave
decomposition. The recorded signal [S(t; x) shown in Figure 2]
is first transformed into S(!; x) using a fast Fourier transform
method, on time series of length 512 (padded with zeros). The
x-integration of equation (3) is computed by a trapezium rule,
and the infinite integral of the transform is simply truncated at
the maximum offset.
Figure 3a shows the ¿ -p profile obtained by applying the
Bessel-Fourier transform to the t-x section shown in Figure 2.
Comparing Figure 3a with Figure 1, we see that the BFT proce-
dure appears to reproduce, approximately, original amplitude
and phase on the ¿ -p map. However, some of the converted
reflections are no longer apparent, and two sorts of numerical
artifact appear on Figure 3a. The first of these is low frequency,
but shows a linear relation between ¿ and p. The second ap-
pears as a high-frequency oscillation on traces with large p
values. These artifacts can be attributed to inadequacies of the
input data set and can be avoided by the methods described in
the following sections.
Asymptotic approximation to the Bessel-Fourier transform
In equation (3), the asymptotic approximation to the Bessel
function J0(µ)
J0(µ) …
µ
2
…µ
¶1=2
cos
µ
µ ¡ …
4
¶
; (6)
valid for µ > 1, may be used. Figure 3b shows the ¿ -p map
obtained from Figure 2 and equation (3) with the asymptotic
approximation used for all µ D !px > 0. We have again
used a trapezium rule for the truncated range of integration
for equation (3). Comparing Figure 3b with Figure 3a, we see
that substituting the asymptotic expression for the Bessel func-
tion in equation (3), produces a ¿ -p map that agrees closely,
in both amplitude and phase, with the map derived from the
exact expression, except for minor differences in waveform at
very small p values, where µ D !px • 1:
Using the asymptotic expression of the Bessel func-
tion for large arguments (high-frequency/long-range/large-
slowness regimes), it is easy to separate the contributions of
incoming and outgoing waves. Following Fuchs and Mu¨ller
(1971), we rewrite equation (6) as the sum of two exponen-
tial terms,
J0(µ) D
1
(2…µ)1=2
‰
exp
•
i
µ
µ ¡ …
4
¶‚
C exp
•
¡i
µ
µ ¡ …
4
¶‚¾
: (7)
Substituting the asymptotic expression equation (7) into
equation (3), we produce the approximate expression for the
Bessel transform,
U(!; p) … 1
(i!p)1=2
•
1
(2…)1=2
Z C1
0
x1=2 dx exp(i!px)
£ S(!; x)
‚
C 1
(¡i!p)1=2
•
1
(2…)1=2
£
Z C1
0
x1=2 dx exp(¡i!px)S(!; x)
‚
; (8)
where x1=2 may be interpreted as an amplitude factor to
compensate for geometrical spreading, and (i!p)¡1=2 and
(¡i!p)¡1=2 are factors for phase compensation. The second
exponential term in equation (8) represents the Fourier anal-
ysis of waves with positive horizontal wavenumber k (D !p),
corresponding to waves propagating in the positive direction
(away from the source), whereas the first term describes waves
traveling in the negative direction (towards the source).
Figures 3c and 3d show the ¿ -p profiles obtained by us-
ing only the second term (Figure 3c) or only the first term
(Figure 3d) in equation (8) of the BFT. The integration was
computed by a trapezium rule summation, as in the preceding
parts of Figure 3. From Figures 3c and 3d we see that, at large
slowness, only the outgoing waves are of physical significance.
We also see that the high-frequency noise at large p in Fig-
ures 3a and 3b is caused only by the integral representing the
incoming waves (Harding, 1985).
Aliasing in the BFT method
By changing the variable from p back to k D !p, the first
term in equation (8) is simply a Fourier transform of the func-
tion [x1=2S(!; x)], multiplied by (ik)¡1=2. However, because
of the lack of data density in the spatial direction in typi-
cal exploration data, the integration of equation (8) is lim-
ited in the information it can provide at high wavenumber.
If we have a data set S(t; x) with a spatial sampling interval
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equal to 1x; and temporal sampling interval 1t , the Nyquist
wavenumber is then kNyq D …=1x , and the Nyquist frequency
is !Nyq D …=1t ; these are the maximum wavenumber and fre-
quency respectively, at which the data contain information. In
projecting from the k-! plane to the p-! plane, we see that, at
a given slowness p, signal components with frequency exceed-
ing kNyq=p should not be included, as these components map to
FIG. 3. Maps in the ¿ -p domain obtained by the Bessel-Fourier transform method: (a) using the Bessel transform as defined by
equation (3), (b) using the Bessel transform with the asymptotic approximation of the Bessel function [equation (8)], (c) the
contribution of outgoing waves only, (d) the contribution of incoming waves only, (e) as for (d) with the aliasing removed by dense
data sampling in the spatial dimension, and (f) for small p values (the first 15 traces) the exact expression [equation (3)] is used and
for intermediate or large p values only the outgoing component of equation (8) is used. For ( f ), a cosine taper over last 35 traces
of S(t; x) used removes the truncation effects caused by the finite coverage in the offset x .
wavenumbers exceeding kNyq. The maximum p value at which
all frequencies up to the Nyquist frequency !Nyq contribute is
pmax, where (Greenhalgh et al., 1990)
pmax D kNyq=!Nyq: (9)
At slownesses exceeding pmax, there is a risk that high-
frequency information may be aliased into high wavenumber
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noise. The most obvious way to rectify this problem is to in-
crease kNyq by decreasing 1x . For the example in Figure 2,
where 1x D 25 m and !Nyq D 250… s¡1, typical of values
used in exploration data sets, pmax D 160 ms/km. This exam-
ple requires, however, that pmax is at least 700 ms/km to resolve
the structure (Figure 1). If we decrease 1x by a factor of 5 to
1x D 5 m, the resulting ¿ -p profile, obtained by using the in-
coming wave term from equation (8), is shown in Figure 3e,
for comparison with Figure 3d. The oscillations at large p can
evidently be removed by increasing the spatial sampling rate.
As it is often impractical to decrease 1x , a better way to
avoid the aliasing in the BFT method is simply to calculate the
¿ -p maps using only the second term of the asymptotic expres-
sion for p ‚ pmax. For p • pmax, the aliasing does not occur
and the asymptotic approximation to equation (6) is less accu-
rate, so the exact Bessel function should be used in the integra-
tion. Figure 3f shows the ¿ -p profile where the first 15 traces
are calculated by the exact Bessel-Fourier transform (equa-
tion 3), and the rest are calculated by using only the second
integral term in the asymptotic approximation [equation (8)].
A relatively accurate transform, free of noise, is produced by
this method. The apparent discontinuity at p D 160 ms/km for
¿ < 250 ms is caused by omitting the incoming components for
p > 160 ms/km. In Figure 3f the linear truncation artifacts are
also removed, as described in the following subsection.
Truncation effects
The absence of recorded information at zero offset and for
x > xmax also causes a diminution in amplitude and some signal
distortion. This effect is described in Dobbs et al. (1990) as a
filter in the 1-D waveform inversion. Zhou and Greenhalgh
(1994) have suggested that a deconvolution in the p-direction
of the transform domain may reduce the artifacts caused by the
finite aperture. In the numerical calculation of the integral over
x in equations (3) and (8), we simply use a truncated summation
to approximate the infinite integral of the transform. The linear
events associated with the finite aperture of the seismograms,
have a dip (§d¿=dp) equal to the maximum offset of 2400 m.
Harding (1985) gives a full discussion of the truncation effects,
by means of the WKBJ approximation to the medium response.
From Figures 3c and 3d, we can see further that the linear
event dipping from left to right is associated with the integral
of incoming waves, and the linear event dipping from right to
left is associated with the integral of outgoing waves.
Spatially tapering the data prior to transformation can re-
duce the linear artifacts significantly, just as tapering a time se-
ries before Fourier transforming reduces leakage into adjacent
frequencies. Here, we introduce a cosine taper with offset x ,
S⁄(x) D S(x) cos
•
…
2
µ
x ¡ xa
xmax ¡ xa
¶‚
;
for xa • x • xmax; (10)
that fades out from full value to zero over the range from xa
to longest offset xmax, whereas S⁄(x) D S(x) for 0• x • xa .
Figure 3f shows that the truncation event is diminished greatly
by introducing the cosine taper over the 35 traces with longest
offset (xa D 1600 m, xmax D 2400 m). The effect of the cosine
tapering on the amplitudes of the reflection events is not per-
ceptible, although, presumably, there is slight loss of amplitude
at larger values of p. Dobbs et al. (1990) have shown that the co-
sine taper had little effect on the iterative linearized waveform
inversion of plane-wave seismograms. We apply spatial taper-
ing to the input data in all the subsequent tests we describe here.
TIME-DOMAIN CYLINDRICAL SLANT STACK
The time-domain version of the cylindrical slant stack is anal-
ogous to the simple 2-D slant stack, but an extra convolution
in equation (4) must be performed inside the stack integral.
The convolution operator is the inverse Fourier transformed
Bessel function J˜0(t=px) defined by equation (5). When the
product ‘px ’ is large compared with the periods of interest,
the convolution operator is long and inefficient. In that case,
an asymptotic expression is valid and simpler and the convolu-
tion may be taken outside the stack integral (see Phinney et al.,
1981; Chapman, 1981). However, for reflection data in the ex-
ploration seismic context, the product ‘px ’ is comparable with
the period of interest, and the convolution must be performed
inside the stack, using the exact convolution operator J˜0(t=px)
of equation (5).
We separate the symmetric convolution operator of equa-
tion (5) into two parts,
J˜0(t) D
1
…
•
H(t)¡ H(t ¡ 1)
(1¡ t2)1=2 C
H(t C 1)¡ H(t)
(1¡ t2)1=2
‚
;
(11)
where the first term is nonzero in the range 0 < t < 1 and the
second term is nonzero in the range ¡1 < t < 0. These two
terms correspond, respectively, to the contributions of incom-
ing waves and outgoing waves identified previously using the
Bessel-Fourier transform method [equation (8)]. The incom-
ing and outgoing wave terms are easily separated therefore in
the final map, as the convolution in equation (4) may be per-
formed separately with each of the two terms in equation (11).
Substituting equation (11) into equation (4) yields
U(¿; p) D 1
…
Z C1
0
x dx
µZ ¿
¿¡px
C
Z ¿Cpx
¿
¶
dt
£ [p2x2 ¡ (t ¡ ¿ )2]¡1=2S(t; x): (12)
The integral is split into two parts: ¿ ¡ px • t • ¿ and
¿ • t • ¿ C px , corresponding, respectively, to the incom-
ing (negative p) and outgoing (positive p) components.
Because of the singularities in the Bessel function operator
J˜0(t), the integration in equation (12) can be subject to numer-
ical noise if an inappropriate discretization is used. We discuss
several possible strategies for the integration in the following
subsections.
Time-domain integration of 2-D slant stacks
The time-domain cylindrical stack of equation (12) can be
rewritten by changing the integration variable from t to q D
§(t ¡ ¿ )=x , to give
U(¿; p) D 1
…
Z p
0
dq(p2 ¡ q2)¡1=2Y (¿; q); (13)
where
Y (¿; q) D
Z C1
0
x dx[S(¿ ¡qx; x)C S(¿ Cqx; x)]: (14)
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Equation (13) is equivalent to the one derived in Brysk and
McCowan (1986, equation 30), except for a factor of 2… . The
cylindrical slant stack of equation (13) may be interpreted as
a weighted integral of the 2-D slant stacks defined by equa-
tion (14), which is similar to the standard Radon transform
except that the signal is explicitly scaled by the range x . The
integral in q modifies the 2-D slant stacks to account for the
propagation of energy in cylindrical rings from the point source.
The integration variable q represents the ray parameter, vary-
ing from zero to the value p. The cylindrical stack trace at p
is therefore influenced by all of the 2-D traces between 0 and
p, but is most influenced by the trace Y (¿; p) from the 2-D
stack because of the singular behavior of the weighting factor
at q D p.
In the numerical method that we refer to as the TD2D (time-
domain integration of 2-D stacks) method, we apply equation
(13) directly by interpolating the 2-D slant stack Y (¿; q) in
small slowness increments 1p, and then integrating each seg-
ment analytically. Our method is similar to that of Brysk and
McCowan (1986) except that we use a cubic spline interpola-
tion of the function Y , whereas they used a linear interpolation.
The integral over q is divided into segments of length 1p,
U(p) D 1
…
KX
kD1
Z pkC1
pk
dq(p2 ¡ q2)¡1=2Y (q); (15)
where p1D 0 and pKC1D K1pD p. Within each segment
pk • q • pkC1 (1• k • K ), we interpolate Y as a function of q,
Y (q) D Aq3 C Bq2 C Cq C D; (16)
with cubic spline coefficients as given, for example, in Press
et al. (1992). We then integrate analytically,Z
dq(p2 ¡ q2)¡1=2Y (q) D 1
3
A(p2 ¡ q2)3=2
¡
µ
Ap2 C 1
2
Bq C C
¶
(p2 ¡ q2)1=2
C
µ
1
2
Bp2 C D
¶
sin¡1
µ
q
p
¶
: (17)
Figure 4a shows the ¿ -p map transformed from the t-x seis-
mogram in Figure 2 using the TD2D method. A cosine taper
over the offset x [as defined by equation (10)] is applied to
remove the linear events caused by the finite spatial aperture.
Compared with the BFT method (Figures 3a or 3b), the TD2D
method (Figure 4a) has comparably good amplitude and phase
recovery at small and intermediate p, but is severely degraded
by numerical noise in the evanescent region (large p).
The two signal contributions in equation (14), S(¿ ¡qx) and
S(¿ C qx), were interpreted in Brysk and McCowan (1986)
as representing, respectively, negative and positive range data.
From the above derivation (and in comparison with Figure 3)
we see the alternative interpretation that the first term is associ-
ated with the incoming energy (Figure 4b), whereas the second
term is associated with the outgoing energy (Figure 4c). As we
showed with the BFT method (Figure 3), we should retain both
incoming and outgoing terms for small p values, but it is better
to retain only the term describing outgoing energy for inter-
mediate and large p values. The same conclusion is evident
from Figure 4, and removing the incoming term avoids a major
component of the high-frequency noise. Severe noise is, how-
ever, still present in the outgoing term of the TD2D method
for p > 400 ms/km and ¿ < 400 ms (Figure 4c).
Time-domain integration by parts in x
The time-domain cylindrical stack of equation (12) can also
be integrated by parts, which has the advantage of eliminating
FIG. 4. TD2D method—Cylindrical slant stack using weighted
sum of 2-D stacks: (a) complete map derived from the input
data set shown in Figure 2, including incoming and outgoing
waves, (b) the contribution of incoming waves [the first integral
term in equation (14)], and (c) the contribution of outgoing
waves [the second integral term in equation (14)].
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the singularities at t D ¿ § px from the integrand. Integration
by parts in the x-variable (after first changing the order of
integration) gives,
U(¿; p) D ¡ 1
…p2
Z C1
0
dx
µZ ¿
¿¡px
C
Z ¿Cpx
¿
¶
dt
£ [p2x2 ¡ (t ¡ ¿ )2]1=2 @S(t; x)
@x
; (18)
where we assumed that S(t;C1) D 0. We refer to this method
as the TDX (time domain with integration by parts in x)
method. Equation (18) is first integrated with respect to t and
then with respect to x , using a trapezium rule in each case. For
the time integration, the 4 ms integrand is interpolated to a 1
ms discretization. The x-direction derivatives required in equa-
tion (18) are calculated in the Fourier transformed domain as
S¯x (t; k) D ¡ik S¯(t; k); (19)
where S¯x (t; k) is the Fourier transformed seismic section of
@S(t; x)=@x over the cylindrical radius x , and k is the radial
wavenumber. Before transforming, the signal is reflected in
the x D 0 axis to obtain an even function, and a cosine taper
over the offset x [equation (10)] is applied to remove the linear
events caused by the finite spatial aperture.
The ¿ -p map transformed from the t-x data set in Figure 2,
using the TDX method [equation (18)], is shown in Figure 5a,
with Figure 5b and Figure 5c showing maps corresponding to
each of the separate contributions of incoming and outgoing
waves as defined by the first and second time integrals of equa-
tion (18). In the TDX method, noise is a problem at small
p values, and it appears in both incoming (Figure 5b) and out-
going (Figure 5c) terms in the computation. At large p values,
the TDX method (Figure 5a) appears to do almost as well
as the BFT method (Figure 3f) in reproducing the phase and
amplitude of the original model traces (Figure 1). By compar-
ison, the TD2D method (Figure 4) is subject to considerable
high-frequency noise at large p values, but cleanly recovers the
signal at small p values. One way to avoid the noise problems
in the time domain ¿ -p transformation is to use the TD2D
method (Figure 4a) in the lower half of the p-range and the
TDX method (Figure 5a) in the upper half of the p-range.
Time-domain integration by parts in time variables
Alternatively, the integration by parts of equation (12) may
be done with respect to the time variable. Changing the time
integration variable to jt¡¿ j and then integrating by parts with
respect to the new variable gives,
U(¿; p) D
"
1
2
Z C1
0
x dx S(¿; x)¡ 1
…
@
@¿
Z C1
0
x dx
£
Z ¿
¿¡px
dt cos¡1
µ
¿ ¡ t
px
¶
S(t; x)
#
C
"
1
2
Z C1
0
x dx S(¿; x)C 1
…
@
@¿
Z C1
0
x dx
£
Z ¿Cpx
¿
dt cos¡1
µ
t ¡ ¿
px
¶
S(t; x)
#
; (20)
[Brysk and McCowan, 1986, equation (40); and McCowan
and Brysk, 1989, equation (40)] derive an equation similar to
equation (20) but omit the first term in each bracket. These
terms contain significant components of wave energy in the ¿ -p
domain]. An equivalent expression obtained by the integration
FIG. 5. TDX method—Cylindrical slant stack in the time do-
main using equation (18) (with integration by parts in vari-
able x):(a) complete map derived from the input data set shown
in Figure 2, including incoming and outgoing waves, (b) the
contribution of incoming waves (time integral from ¿ ¡ px to
¿ ), (c) the contribution of outgoing waves (time integral from
¿ to ¿ C px).
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by parts in the variable t is
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…
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0
x dx
£
Z ¿
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¶
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@t
#
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"
1
2
Z C1
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x dx S(¿ C px; x)¡ 1
…
Z C1
0
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£
Z ¿Cpx
¿
dt sin¡1
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t ¡ ¿
px
¶
@S(t; x)
@t
#
: (21)
We refer to the methods based on equations (20) and (21) as
the TDTC and TDTS methods, respectively (time domain with
integration by parts in time, using either cosine or sine). As in
the TDX method, the integrations use a trapezium rule, with
the time integrand interpolated to a 1 ms discretization.
The TDTS method has not been considered by previous au-
thors, but it has the advantage that it makes explicit the re-
lationship between the scaled 2-D slant stacks represented by
the first integral in each bracket of equation (21) and the actual
cylindrical slant stack. In comparison with the TD2D method
where the cylindrical slant stack is written as a weighted integral
of the 2-D slant stack, the TDTS method writes the cylindrical
slant stack as the 2-D slant stack plus a correction factor. In so
doing, it eliminates the singular integral in the TD2D method,
and therefore introduces less numerical noise.
The ¿ -p map obtained from the TDTC method [equa-
tion (20)] is shown in Figure 6a, with Figures 6b and 6c showing
the maps corresponding to the contributions of incoming waves
[the first bracket in equation (20)] and outgoing waves (the sec-
ond bracket), respectively. The TDTC method (Figure 6) has
better amplitude recovery and fewer artifacts than does the
TDX method (Figure 5), although noise is still evident on the
TDTC traces at large p values. A comparison of Figures 6b
and 6c shows that, as in the BFT method (Figure 3), the in-
coming wave components in the TDTC method contribute a
high-frequency noise signal at large p. From the comparison of
Figures 5 and 6, we draw the preliminary conclusion that the
TDTC method [equation (20)] produces a significantly better
¿ -p result than does the TDX method [equation (18)], particu-
larly if the incoming wave contribution is excluded for large p.
There is, however, significant signal in the incoming signal at
small p and a comparison with the BFT tests (Figure 3) suggests
that we should include the contribution of both incoming and
outgoing waves for p • pmax, but use only the contribution of
outgoing waves for the remaining traces.
Figure 7a shows the ¿ -p map produced using the TDTS
method [equation (21)]. This map is comparable in quality
and absence of artifacts to the map produced using the TDTC
method (Figure 6c), although a perceptible component of high-
frequency noise is evident in Figure 7a. The ¿ -p map in Fig-
ure 7a may be separated into a contribution from the 2-D slant
stacks scaled by the offset x [the first integral in each bracket
of equation (21)] shown in Figure 7b, and the correction term
[the second integral in each bracket of equation (21)] shown in
Figure 7c. Following the previous result of the TDTC method,
Figure 7(a, b, and c) excludes the contribution of incoming
waves [the first bracket in equation (21)] except in the first 15
traces of the map.
One advantage of the TDTS method is that it facilitates com-
parison of the cylindrical slant stack with the scaled 2-D slant
stack. The difference between them is evaluated explicitly by
the correction term illustrated in Figure 7c. This property may
be useful in the context of transforming point-source data to
equivalent line source data (Amundsen and Reitan, 1994).
FIG. 6. TDTC method—Cylindrical slant stack in the time do-
main using equation (20) (with integration by parts in t): (a)
complete map derived from the input data set shown in Fig-
ure 2, including incoming and outgoing waves, (b) the contri-
bution of incoming waves [the first bracket in equation (20)],
and (c) the contribution of outgoing waves [the second bracket
in equation (20)].
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CONCLUSIONS
In this paper, we have reviewed and tested a variety of
computational techniques for calculating the cylindrical ¿ -p
transform from a point-source t-x seismic section, under the
assumption of axisymmetric medium and source. In the time-
FIG. 7. TDTS method—Cylindrical slant stack based on a 2-D
stack plus correction term [equation (21)]: (a) complete ¿ -p
map, where for the first 15 traces, both contributions of incom-
ing and outgoing energies are retained, and for p ‚ kNyq=!Nyq
only the component associated with outgoing energy is re-
tained [the 2nd bracket in equation (21)], (b) ¿ -p map derived
from a 2-D slant stack scaled by offset x , (c) the contribution
of the correction term. Same as (a), (b), and (c) also exclude
the contribution of incoming waves [the first bracket in equa-
tion (21)] except in the first 15 traces of the map.
domain methods the contributions of incoming and outgoing
waves are easily separated. The corresponding separation of
components is also obtained in the Bessel-Fourier transform
method by using the asymptotic expression for the Bessel func-
tion. Only the outgoing waves are of physical significance at
large p. Harding (1985) showed that retaining the incoming
waves in the transform introduces numerical artifacts into the
¿ -p domain that may be interpreted as a kind of aliasing be-
tween time and space domains. Of all the transform methods
tested, only the TDX method (Figure 5) does not show the
aliasing problem at large p values. However, in each of the
methods where the aliasing is a problem, it is possible to elim-
inate it easily and effectively by removing the incoming wave
contribution for all p ‚ …=(1x !max) the maximum p value
determined by the spatial and temporal Nyquist frequencies.
By testing the computational methods on a synthetic t-x data
set obtained from the theoretical ¿ -p response of a simple lay-
ered model, we find that the Bessel-Fourier transform (BFT)
method produces a satisfactory ¿ -p profile (Figure 3f). We also
obtained satisfactory ¿ -p maps using time-domain methods.
The TD2D method also produces excellent results at small p,
but is severely degraded by noise at large p (Figure 4). The
combination of the TDX method (for large p) and the TD2D
method (for small p) can, however, produce a ¿ -p map of com-
parable quality to the BFT method. Other methods in this class
are the TDTC method (Figure 6) and the TDTS method (Fig-
ure 7), which have also proven effective for computing the ¿ -p
map.
Of the methods tested here, the four effective algorithms,
BFT, TD2DCTDX, TDTC, and TDTS all produce compara-
ble results, which are capable of resolving the major features
of the ¿ -p map. In comparison with the original ¿ -p map from
which the data is derived, all of the methods suffer from the
limited spatial and temporal resolution of our model data set.
Even in the absence of measurement noise, some of the sec-
ondary reflections evident in Figure 1 cannot be recovered by
the transform algorithms using only the model data set illus-
trated in Figure 2.
In the TD2D formulation, we follow Brysk and McCowan
(1986) in representing the cylindrical slant stack as a weighted
integral of the 2-D slant stacks. In the TDTS method, devised
here, we represent the point-source ¿ -p transform as a 2-D
slant stack (weighted by offset x) plus a correction term. The
TDTS method avoids the singular weighting factor present in
the TD2D method, and therefore there is less of a problem
with numerical noise. An advantage of both TD2D and TDTS
methods is that, because each of these algorithms makes use of
the 2-D slant stack, they are relatively easy to implement using
existing 2-D algorithms. An additional advantage of the TDTS
method relative to the others is that the 3-D cylindrical slant
stack can be easily compared with a weighted 2-D slant stack.
This feature may be useful in the interpretation and analysis of
data from 3-D seismic reflection surveys.
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