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                   〃 （2．1）           κ（m）＝Σα（m）κ（m－m）十ε（m）．
                  m；1
もちろんα（m）は定数．ところで白色ガウス雑音｛ε（m）｝は互いに相関を持たない平均0，分散
（σ2）一定の確率変数の列であるから，以下のような良く知られた関係式が得られる．
 （2．2）                     亙｛ε（m）κ（m）｝＝亙｛ε2（m）｝＝σ2
                   M （2．3）      亙｛κ（m）κ（m一ノ）｝＝Σα（m）亙｛κ（m－m）κ（m一ノ）｝十σ2δ5，o




 （2．5）         C（プ）＝亙｛κ（m）κ（m一ブ）1
と表記すると上式（2．3）は次のように書ける．
                   M （2．6）       C（ブ）＝Σα（m）C（プーm）十σ2δ〃
                  m二1
とくに｛κ（m）｝が2次定常ならばC（プ）＝C（一ブ）なので，（2，6）はさらに
                  M （2．7）          C（ブ）＝Σδ（m）C（1プーml）十σ2δ5，o





               ＝0  （1≦ブ≦〃）、
これはκ（m－M－1）がM次のARモデルの係数｛α（m）｝を用いて，
                 M （2．9）      κ（m－M－1）＝Σα（m）κ（m－M－1＋m）十ε（m－M．一1）










（3．1）       D＝
κ（1）
κ（2）  κ（1）
κ（M） κ（N－1）  κ（M一〃m。。）






                    M （3．2）         X。＝Σα（m）Xm＋εF
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                    、＿llε。l12 （3．7）                           σ〃一




                     〃 （3．8）              Xo＝Σα（m）Xm＋εF．





















                   M （3．12）      C（ブ）≒Σα（m）C（し＿m一）十σ島δ5，。
                  m白1
となり，式（2．7）が簡単に得られる．さらにこの式のノ＝0のときの関係式は，
 （3．13）        αM＝［α（1），α（2），．．．，α（M）1τ
および
 （3．！4）        cM＝［C（1），C（2），．．．，C（〃）1τ
とおくと
 （3．15）                          C（O）≒cMα〃十σ島
と簡単に書ける．この式もX。のノルムの2葉11X．l12を考えればすぐに理解できる．またノ‡
0のとき，つまりノ＝1，．．．，〃に対して成り立つ（3．12）式をYu1e－Wa1ker方程式という．
               C（O）  C（1） C（2） … C（M－1）
               C（1）  C（0） C（1）  C（〃一2）
 （3．16）    CM＝ C（2）  C（1）
              C（M－1）C（M－2）… C（1） C（0〉
とおくと，YW方程式は簡単に
（3．17）            C〃αM≒cM
と書ける．
 また（3．12）式においてプ＝1，．．．，〃のC（ブ）は，プをプ＝M＋1一后と付けかえることにより
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             ＾            〃      ＾ （3．18）         c（M＋1一々）≒Σα（m）c（1M＋1一々一ml）
                    m＝1
と書ける．ただし后の取りうる範囲は1≦后≦Mである．さらに変形すると
                     M （3．19）           文尾XM＋1≒Σα（m）X為XM＋I一物．
                     m三I
したがって
（・、・・）   山（ル・r真α（・）・…一・）≒・
                      M （3．21）        ε。＝XM．rΣα（m）X〃。、一m
                      m＝1
とおくと
 （3．22）        X危ε。≒0  （后＝1，．．．，M）
で，さらに
                    〃（3．23）     XM，1≒Σα（m）XM、、二m＋ε、









































                         M ところで（3．23）式を見ると，XM・・はγMへの射影ΣαM（m）XM・・一mと，（近似的な）垂線








（4．2）   Z紫十1＝llε紫十’l12≒11ε貨一αε紫112＝α211ε夢112－2αε粘紫十11ε祭112
で与えられる．
 （4．1）を
                    M （3．2’）        X。＝ΣαM（m）Xm＋ε努
                    m！1
に代入すると
                  〃 （4．3）       X。≒Σα”（m）Xm＋αε夢十ε紫十1．







           〃          ＝Σ（αM（m）一mM（〃十1－m））Xm＋αXM。、十ε紫十1
           m＝1
とたる．M＋1次のARモデルは
                   M一十1 （4．5）         X。＝ΣαM＋1（m）Xm＋ε繋十’
                   m三1
であるから，（4．4）と（4．5）を比較することで，実は




 （4．7）      α”十1（m）≒αM（m）一γM、、αM（M「十1－mう   （m＝1，．．．，M）
が得られる．
 （4．7）から，（4．1）は結局
 （4，8）                           ε貨≒γM’斗1ε夢十ε貨十1
となり，（ほぼ）ε努⊥ε紫十1であるから，γM。、はε貨とε夢のたす角度をθMとすると
                   llε貨11cos（θM・）   ε紫ε夢
 （49）                      γM・十1＝              ＝
                     11ε釧1  11ε夢112
で与えられる．この解は次のような観点からも求められる．（4．2）は実は
 （4．10）     z紫十1＝llε紫十1112≒llε貨一γM＋1ε夢112＝γ島十111ε努112－2γM＋1ε夢ε夢十11ε貨112
であるので，このzダ十1を最小にするγM。、，つまり




                  〃 （4．12）           Xo≒ΣαM（m）Xm＋γレ十1ε夢十ε紫十1
                  m三1
とたる．この式とx〃。、の内積を求めると
               〃（4．13）       】【o】ζ〃十1≒ Σ］ αM（m）】⊂m】⊂M・十1＋γM＋1ε繁XM・十1＋ε貨十1XM＋1．
               m三1
ε貨十1XM。、＝Oに注意すると，さらに変形できて
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           一   M  －      llε貨112 （4．14）    C（M＋1）≒Σα”（m）C（〃十1－m）十γ〃。。                 m－1         dim（ε夢）
となり，結局
                 ＾         M        ＾                 C（〃十1）一ΣαM（m）C（〃十1－m）
 （415）         γM＋1二      m11                        11ε釧12
                       dim（ε紫）
が得られる．（4．8）より





   〃．ある．ΣαM（m）X腕を表す太い矢印はγM内にある．したがって平面γM。。はγMとそれに







                 ＾         M        ＾                 C（M＋1）一ΣαM（m）C（〃十1－m）
 （417）     γM＋、＝   m＝1、
                         σM
となる．また（4．ユ6）は結局




XM＋l   M一
    ｝εB．、、、
MεF   MγM＋1εB
MΣ0M（m）X冊∈γM    17M＋1
㎜三1
図1．
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 （4．19）                γM＋1二。os（θM）
にたってしまう．（4．18）と（4．19）より


























                S㌢十1＝llε紫一γM・十1ε器112＝Z㌢十1
 （5．！）
                ∫赤十’＝1ε秀一γM。、ε到12
そして，この2つの量の平均値である















           〃 （5．4）     XM＋ユ≒ Σ α”（m）】「M＋10m＋βε紫十ξ夢十1
          m＝1
         一か・（・）瓜・・一・・β（正一意〆（・）瓜）・ξ夢・・
         一ゑα・（・凪十・一・・β（兄一真α・（〃・・一・）ル・・一・）・甜・1
           M         ＝Σ（αM（m）一βαM（〃十1－m））XM＋。一m＋βX。十ξ夢十1




                   M＋1 （5．5）                 】【M＋2≒ Σ］ α”十1（m¢）】rM＋2■m＋ε夢十工
                   m＝1
のように表現したときのllε努十111を（ぽぽ）最小にするが，xM。、を
                  M＋1 （5．6）                  XM＋。≒ Σコ αM＋ユ（m），【M＋、＿m一一ξ紫十1
                  m＝1
と表したときの1ξ努十111をも（ほぼ）最小にしている．それは，式（3．18）から式（3．24）までの
変形を参考にすればすぐ解る．（5．4）と（5．6）のX1の各係数を比較して，
 （5．7）                   β≒αM＋1（〃十1）
となり，（5．3）カさら




                   〃斗1 （5．9）        X。二Σ〆十1（m）Xm＋ε紫十1













                        ε粍繁（510）      γ…＝I一、夢■I・
とたる．また，後向きの予測誤差の2乗（の近似式である）S夢十1を最小にするように偏自己相
関を決定すると，




                        2ε牝努（512）     γ…＝lI、貨1■・。■■、劉■・
とたる．また他に
                     ε紫ε繁 （513）                     γM＋1＝           ＝ cos（θM・）





                       切                    γF＝llαll・
                       勿                    γB＝l1力11・
 （5．14）
                        2切                   γB9＝l1力11・十11α11・















                 2切 ≦ 勿 ≦！
               1力112＋llα112 11力111iσll
したがって切の正負に関係たく









 （5．17）                       ■γF一γB9，≧1γG一γ891
が成立することが解る．等号は先にも述べたように11力11＝llσllのときに成立．したがって
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An Interpretation of Auto－regression（AR）Mode1
          by Using a Linear A1gebra
              Tomoyuki Higuchi
      （The Institute of Statistica1Mathematics）
   An auto－regressive（AR）mode1is expressed by using a matrix formu1ation and
revitarized through a Iinear a1gebra．The Levinson’s recursion，which is an e甜。ient
recursive so1ution for AR model parameters，is discussed within a framework of the hnear
space．Moreover，severa1so1utions for ca1cu1ating a partia1auto corre1ation coe伍。ients
（PARCOR）are c1assiied according to the minimized prediction error．
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