Abstract. We show the existence of Hölder continuous periodic solution with compact support in time of the Boussinesq equations with partial viscosity. The Hölder regularity of the solution we constructed is anisotropic which is compatible with partial viscosity of the equations.
Introduction
The Boussinesq model was introduced for understanding the effect of potentially large conversions between internal energy and mechanical energy in fluids. The Boussinesq equation modeled many geophysical flows, such as atmospheric fronts and ocean circulations (see, for example, [28] , [31] ). It was used in recent theoretical discussion of the energetics of horizontal convection as well as in discussing the energetics of turbulent mixing in stratified fluids. Such a model forms the basis for a majority of numerical simulation of stratified turbulence.
In this paper, we consider the following 3-dimensional Boussinesq system with only vertical viscosity      ∂ t v + v · ∇v + ∇p − ∂ zz v = θe 3 , in R + × T 3 divv = 0, in R + × T 3 ∂ t θ + v · ∇θ − ∂ zz θ = 0, in R + × T 3
(1.1) on torus T 3 , where e 3 = (0, 0, 1) T , z is the vertical variable. Here, v is the velocity vector, p is the pressure, θ denotes the temperature which is a scalar function. The global existence and well-posedness have been established by many authors for the Cauchy problem of (1.1) in 2d (see, for example, [5] , [26] ). For the 3-dimensional case, the global existence of smooth solution of (1.1) remains open. We are interested in constructing some continuous solutions of (1.1). To understand the turbulence phenomena in hydrodynamics, one needs to go beyond classical solutions. The triple (v, p, θ) on R + × T 3 is called a weak solution of (1.1) if they belong to L 2 loc (R + × T 3 ) and solve (1.1) in the following sense:
(v · ∂ t ϕ + v ⊗ v : ∇ϕ + pdivϕ + v · ∂ zz ϕ + θe 3 · ϕ)dxdt = 0 for all ϕ ∈ C ∞ c (R + × T 3 ; R 3 ).
R +ˆT 3 (∂ t φθ + v · ∇φθ + ∂ zz φθ)dxdt = 0 for all φ ∈ C ∞ c (R + × T 3 ; R) andˆR +ˆT 3 v · ∇ψdxdt = 0
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1 for all ψ ∈ C ∞ c (R + × T 3 ; R). Here and in the following arguments x = (x 1 , x 2 , z). Sometimes we abuse the notation by using (x, y, z) to denote the space variables.
The study of continuous weak solutions in fluid dynamics becomes more and more interesting. One of the famous example is the anomalous dissipation on weak solution of Euler equation which was first considered by Lars Onsager in his famous 1949 note about statistical hydrodynamics, see [30] .
The existence of dissipative solution has been studied by many authors. In the earlier work of V. Scheffer ([32] ) and later by A. Shnirelman ([34] ), they constructed weak solutions of Euler equations with compact support in time. For weak solutions with decreasing energy, there are some results by A. Shnirelman ([33] ) and Camillo De Lellis, László Székelyhidi ( [37, 15] ).
Recently, a great progress was made by Camillo De Lellis, László Székelyhidi, etc, in the construction of Hölder continuous solution. They actually developed an iterative scheme (some kind of convex integration) in [17] and constructed continuous periodic solution on T 3 which satisfies the prescribed kinetic energy by using Beltrami flow on T 3 and Geometric Lemma. The solution is a superposition of infinitely many perturbed and weakly interacting Beltrami flows. Combining the Nash-Moser mollify technique in the iterative scheme, they also constructed Hölder periodic solution with exponent θ, for any θ < 1 10 , which satisfies the prescribed kinetic energy in [18] . In [3] , Camillo De Lellis, László Székelyhidi and T. Buckmaster constructed Hölder continuous weak solutions with any θ < 1 5 , which satisfies the prescribed kinetic energy, also see [2] . In whole space R 3 , P. Isett and Sung-jin Oh in [22] constructed Hölder continuous solutions with any θ < 1 5 , which satisfies the prescribed kinetic energy or is a perturbation of smooth Euler flow. Moreover, S. Daneri considered the Cauchy problem for dissipative Hölder Euler flow in ( [12, 13] ) and A. Choffrut studied h-principles for the incompressible Euler equations in [7] .
For the Onsager critical spatial regularity (Hölder exponent θ = , and is compactly temporal supported. In [4] , Camillo De Lellis, László Székelyhidi and T. Buckmaster also constructed Hölder continuous periodic solution which belongs to L 1 t C θ x , for any θ < 1 3 , and has compact support in time. Recently, P. Isett gives a proof of Onsager's conjecture in ( [24] ).
Moreover, Vicol and Isett constructed Hölder continuous weak solution for some class of active scalar equations in [25] , Luo and Xin constructed Hölder continuous solutions with compact support in time for 3-dimensional Prandtl's system in [27] .
Motivated by the above earlier works, we considered the Boussinesq equations and want to know if the similar phenomena can also happen when add the temperature effects. In the present paper, we consider the Boussinesq equations with vertical viscosity (or diffusion) on torus and show that vertical viscosity can't obstruct the anomalous dissipative phenomena in 3-dimensional Boussinesq equations. Following the general scheme in the construction of Euler equations and inspired by [25] , [10] , [27] and [29] , by establishing the corresponding geometric lemma and improving the iteration scheme, we obtain the following existence result.
We denote v ∈ C α if sup (t,x,y,z) =(t ′ ,x ′ ,y ′ ,z ′ ) |v(t, x, y, z) − v(t ′ , x ′ , y ′ , z ′ )| |(t, x, y, z) − (t ′ , x ′ , y ′ , z ′ )| α < ∞, and denote v(t, x, y, z) ∈ C α z if [f ] j .
If f = f 1 + if 2 is a complex-valued function, then we set f m := f 1 m + f 2 m . Moreover, for function depending on space and time, we introduce the following space-time norm:
We now state the main proposition of the paper, of which Theorem 1.1 is a corollary.
Proposition 2.1. Let 1 < a < b < 4 be any two numbers and ε > 0 be any small constant. Then there exists a absolute positive constant M such that the following properties hold:
solves Boussinesq-Stress system (2.1) and
2)
9)
and
More precisely, we have
11)
where the constant A depends on ε, v 0 .
We will prove Proposition 2.1 in the subsequent sections. Now, we show how to obtain Theorem 1.1 from this proposition.
Proof of theorem 1.1. We first set
where χ(t) ∈ C ∞ c (1, 4), χ = 1 in (2, 3) and 0 ≤ χ ≤ 1. Obviously, they solve Boussinesq-Stress system (2.1). We take a, b ≥ 3 2 and set κ n := a −b n , n = 0, 1, 2, · · · . Then taking λ sufficiently large such that
Then, by using Proposition 2.1 iteratively, we can construct
such that they solve system (2.1) and satisfy the following estimates
14)
It's obvious that (2.15) , θ = 0. Passing into the limit in (2.1), we conclude that v, p, θ solve (2.1) in the sense of distribution.
Next, we prove that the solution v, θ is Hölder continuous. We claim that for a suitable choice of a, b, there exist constants c,c > 1 such that
We prove this claim by induction. Indeed, for n = 0, it's obvious if we take a ≥ Λ 0 := max{1, R 0 1 , f 0 1 , v 0 1 , θ 0 1 }. Assuming that we have provedΛ n ≤ ac b n , then
We impose ε < 1 2000 and set b = 3 2 ,c = 6 + ε, then we haveΛ
. Thus, we complete our proof for the theorem.
Outline of the construction.
The rest of the paper will be dedicated to prove Proposition 2.1. The construction of the functionsṽ,θ consists of several steps. In the first step, we adding perturbations to v 0 , θ 0 and get new functions v 01 , θ 01 as following:
where w 1o , w 1c , χ 1o , χ 1c are highly oscillatory functions and have explicit formula. Having added the perturbation, we will focus on finding functions R 01 , p 01 and f 01 with the desired estimates which solve system (2.1). The main perturbation w 1o and χ 1o will depend on four parameters, ℓ 1 , ℓ 1z , µ and λ 1 , which will satisfy some additional conditions. After the first step, the stresses (R 01 , f 01 ) become smaller in the following sense: if
where k i is defined in (3.1), then
where δR 01 , δf 0 can be arbitrary small through the appropriate choice on ℓ 1 , ℓ 1z , µ, λ 1 .
We repeat the above process, after six steps, we can obtain the desired (ṽ,p,θ,R,f ).
The rest of paper is organized as follows: in section 3, we give a kind of decomposition of symmetric matrix and introduce two operators which are extensions of [17] . After these preliminaries, we perform the first step in sections 4, 5, 6. In section 4, we not only define the perturbation w 1o , w 1c , χ 1o , χ 1c and new stress R 01 , f 01 , but also prescribed the constant M of the estimates in Proposition 2.1. In sections 5 and 6, we will calculate the main forms of R 01 , f 01 and prove the relevant estimates of the various terms involved in the construction, in term of the parameters λ 1 , µ, ℓ 1 , ℓ 1z separately. After completing the first step, in sections 7, 8 and 9 we will construct (v 0n , p 0n , θ 0n , R 0n , f 0n ) and prove relevant estimates by induction. First, we give construction in section 7 which is similar to the first step in section 4. After completing the construction, we calculate the main form R 0n , f 0n in section 8 and prove the various error estimate in section 9 separately. Those two sections are also similar to section 5 and section 6 separately. Finally, in section 10, we will give a proof of Proposition 2.1 by choosing appropriate parameters µ, λ n , ℓ n , ℓ nz for 1 ≤ n ≤ 6.
Preliminaries

Decomposition of symmetric matrix and vector.
Let
then we have
Obviously, the above matrices form a basic of the space S 3×3 , hence we have the following unique decomposition: there exist γ i ∈ C ∞ (S 3×3 ) such that for any R ∈ S 3×3 ,
In fact, if we denote a symmetric matrix
A straightforward computation give that γ i (R) satisfies (3.2). Moreover, it's obvious that they are smooth function. Furthermore, we also have the following unique decomposition of 3-d vectors: there exist linear
In fact, we take
Obviously, b i is smooth, linear function and satisfies (3.3).
3.2.
The operator R and G.
We define two operators in order to deal with the stress error. The operator R was introduced in [23] and the operator G is given by us.
3.2.1. The operator R. The following lemma is taken from [23] , we copy it here for the completeness of the paper (the proof refers to [23] ).
e iλk·x be a smooth vector field on T 3 with λ ∈ N, k ∈ R 3 \ {0} and T 3 F (x)dx = 0. Then for any integer m ≥ 1, we have the estimate
Here and subsequent, we use the natation ffl
It's obvious that
Performing this process, for any integer m ≥ 2, there exist
In fact, there exists Gf cm ∈ C ∞ (T 3 ) such that
which is what we claimed.
Finally, we set
Gf ci ,
In conclusion, we have Lemma 3.2. Let the vector space Ψ given by
then there exists a linear operator G : Ψ → C ∞ (T 3 ; C 3 ) such that for any positive integer m and
Proof. We have defined the operator G on the functions
It is obvious that G is a linear operator on Ψ and GH(x) satisfies (3.5).
4. the construction of v 01 , p 01 , θ 01 , R 01 , f 01
The construction ofṽ,p,θ,R,f from v, p, θ, R, f consists of many steps. The main idea is to decompose the stress error into many blocks by (3.2) and (3.3), then we remove one block in each step. In this section, we perform the first step.
For convenience, we set v 0 := v, p 0 := p, θ 0 := θ, R 0 := R, f 0 := f .
4.1. Construction of 1-th perturbation w 1 on velocity.
4.1.1.
Conditions on the parameters. Our construction depend on four parameters µ, λ 1 , ℓ 1 , ℓ 1z and we always assume that they satisfy the following inequalities:
Partition of unity and decomposition of stress error. We first introduce a partition of unity. From [7] , we have the following partition of unity: for two constants c 1 and c 2 such that
Next, let ϕ ∈ C ∞ c (R) be a standard nonnegative function and we denote the corresponding family of mollifiers by
We set
, thus we have
Thus,
By (2.2) and (2.3), we have
Then, we denote e(t) ∈ C ∞ c (a − κ, b + κ) by
and 0 ≤ e(t) ≤ 10κ.
4.1.3. Construction of 1-th main perturbation. For any l ∈ Z 3 , we set
By (4.1) and (4.7), (4.8), we know that b 1l is well-defined. Then, as in [25] 
Thus, [l] can only take values in {0, 1, 2, ..., 7}.
We denote main l-perturbation w 1ol by
and 1-th main perturbation w 1o by
where k 1 is taken from (3.1), k 1h is the horizontal component of k 1 and 
and 1-th correction w 1c by
A straightforward computation gives
where a 1 = (s 1 , t 1 , 1).
Finally, set 1-th perturbation
Thus, if we denote w 1l by
Moreover, if we set
Thus we complete the construction of perturbation w 1 on velocity.
4.2.
Construction of 1-th perturbation χ 1 on temperature.
To construct χ 1 , we first denote β 1l by
is well-defined. Then denote main l-perturbation χ 1ol by
and l-perturbation χ 1l by
Finally, set
and 1-th perturbation χ 1
Thus, χ 1l and χ 1 are all real scalar functions, and similar to the perturbation w 1 , there are only finite terms in the summation of χ 1 . Furthermore, if we set
Finally, by (4.7), (4.8) and (4.19), after possibly taking a bigger number M , we know that
300 . Thus, we obtain
Notice that N 1 is a symmetric matrix. Then we set
where
By Lemma 3.1, we know that δR 01 is a symmetric matrix. Obviously,
Moreover, by the definition of R 01 , δR 01 as well as v 01 , p 01 , θ 01 and notice that v 0 , p 0 , θ 0 , R 0 , f 0 are solutions of the system (2.1), together with Lemma 3.1 , we know that
where we used
Furthermore, from the definition of f 01 , δf 01 as well as v 01 , θ 01 and notice that v 0 , p 0 , θ 0 , R 0 , f 0 are solutions of the system (2.1), together with Lemma 3.2, we know that
Thus, the functions (v 01 , p 01 , θ 01 , R 01 , f 01 ) solve the system (2.1).
The representations
In this section, we will compute the forms of
The form of I.
First, by the definition (4.9) on b 1l , we have
where we use l∈Z 3 α 2 l = 1. Moreover, by the identity (3.2), we have
Meanwhile, by (4.24), we arrive at
Next section, we will prove that δR 01 is small.
The form of II.
By the definition (4.9) on b 1l and (4.19) on β 1l , it's easy to obtain
Thus, using the identity (3.3), we have
Meanwhile, by (4.25), we have
Next section, we will prove that δf 01 is small.
Estimate on δR 01 and δf 01
In the subsequent estimates, unless otherwise stated, C 0 denotes a constant which depends on v 0 0 , but does not depend on ℓ 1 , ℓ 1z , µ, λ 1 , and C r will in addition to depend on r and both of them can vary from line to line.
In the following, we frequently use the elementary inequalities
for any r ≥ 0. Moreover, by the standard estimates on convolution, (2.4), (4.4) and (4.5), we have
for any r ≥ 1, (6.2)
Now, we collect a classical estimate on the Hölder norms of compositions, their proof can be found in [18] . Let u : R n → R N and Ψ : R N → R be two smooth functions. Then, for every m ∈ N \ 0 there is a constant
We summarize the main estimates on b 1l and β 1l .
Lemma 6.1. For any integer r ≥ 1, we have the following estimates, for any t > 0
12)
Moreover, for any t > 0
Proof. First, by (4.7), (4.8), (6.2), (6.4) and assumption (4.1), for r ≥ 2, we obtain
Moreover, for r = 0, 1, it's easy to get
Recalling that
by (6.1), we have
By (2.4) and (6.2), for any r ≥ 1,
Thus, by (4.7) on β 1l , (6.30), (6.31) and the same argument as above, we also have
By (4.19) on g ±1l , (4.20) on h ±1l and (4.1), it's easy to obtain
Thus we complete the proof of (6.5), (6.11), (6.17) and (6.23). We compute
by (2.4), (6.1) and (6.4), for any integer r ≥ 0, we have
A similar argument gives
hence, we obtain
Finally, combining (6.31), (6.36) and (6.37), we can obtain
1 . Thus, we obtain (6.6)-(6.8), (6.18)- (6.20) . By (4.17) on g ±1l , (4.20) on h ±1l and parameter assumption (4.1), it's easy to obtain (6.12)-(6.14), (6.24)-(6.26).
We let Γ := e(t) − a 1ℓ 1 2 and observe that b 1l = Γα l (µv 0ℓ 1 ), thus,
therefore, by assumption (4.1), we have
1 . By (6.1), (6.4) and assumption (4.1), for r ≥ 1 we have
Then by (6.1), we obtain that for any r ≥ 0
By a similar argument, we obtain, for any r ≥ 0
Thus, we obtain (6.9), (6.10), (6.21) and (6.22) . From (4.17) and (4.20), it's easy to get (6.15), (6.16), (6.27) and (6.28). Then the proof of this lemma is complete.
From the definition on w 1o , w 1c , χ 1o , χ 1c and the above lemma, we have the following estimates:
Lemma 6.2 (Estimates on main perturbation and correction).
38)
Proof. First, by (4.12), we know w 1o 0 ≤ C 0 √ κ. Since
Thus, by (6.17), (6.21), parameter assumption (4.1) and notice that b 1l = 0 implies |l| ≤ C 0 µ, we obtain
Then we obtain the proof of (6.38). And (6.40) follows similarly. Next, by (4.13), (6.1), (6.5) and the assumption (4.1), we get
By (4.2), we arrive at
By (6.1), (6.9), (4.1) and notice that b 1l = 0 implies |l| ≤ C 0 µ, we get
Differentiating w 1cl in z, we have
Thus, by (6.6)
1 . Collecting all these estimates, we obtain the proof of (6.39). A similar argument gives (6.41).
By (4.12), (4.21), lemma 6.2 and constructions (4.23) of (v 01 , p 01 , θ 01 ), we conclude that Corollary 6.3.
6.1. Estimate on δR 01 . As in [17] , we split δR 01 into three parts, they are (1) The oscillation part
(3) The error part
Where we followed the notations M 1 and N 1 given in section 4.3. In the following we will estimate each of them separately.
Lemma 6.4 (The oscillation part).
Proof. We start with the fact that
By (6.5), (6.17), (3.4) on R with m = 1 + 1+ε ε and (4.1), we arrive at
On the other hand, since k 1 · (k ⊥ 1h , 0) = 0 and by the notation (4.10), we obtain
As in the estimate of M 11 , by (6.5), (6.17), (3.4) on R with m = 1 + 1+ε ε and (4.1), and by noticing b 1p b 1q = 0 if |p − q| ≥ 2, we have
1 . Then we obtain the first estimate in (6.43) by summing up the two parts.
Next, differentiating M 11 in time,
Noticing |l| ≤ C 0 µ and applying the same argument as above, we can obtain
Similarly, we also have
Differentiating in (x, y) on M 11 , M 12 , similarly we have
Finally we obtain
This is the second estimate in (6.43). A straightforward computation gives
By (6.6), (3.4) on R with m = 1 + 1+ε ε and (4.1), we arrive at
Combining the two parts, we arrive at
Then the proof of (6.43) is complete.
Since
then by (6.11), (6.23), (3.4) on R with m = 1 + 1+ε ε and (4.1), we obtain
Differentiating in space and time on χ 1 , we have
1 . Then we complete the proof of (6.44).
Finally, by (4.18), we have
then by (6.13), (6.25), (3.4) on R with m = 1 + 1+ε ε and (4.1), we have
Similarly, we obtain
1z . And
By (6.14), (6.26) and a similar argument as above, we obtain
1 . Then we complete the proof of (6.45).
Lemma 6.5 (The transportation part).
Proof. Recall that
From the identity
we arrive at
(6.47) By (6.11) and (3.4) on R with m = 1 + 1+ε ε , we have
Differentiating in (x, y) and t on (6.48) and similarly we have
Moreover, we have
then by (6.12), the above argument gives
Then the proof of the lemma is complete.
Lemma 6.6 (Estimates on error part I).
Proof. From the definition (4.22) on N 1 , we decompose N 1 into two parts
For the term N 11 , by (4.18), we have
Obviously, by (4.17), we know that g ±1l = 0 implies |µv 0ℓ 1 − l| ≤ 1. By (4.2) and (6.11), it's easy to get
Similarly,
Hence we have
Similarly, by (6.3), we have
We obtain the first estimate of this lemma by summing up the two parts.
Differentiating (6.49) in time,
Notice that |l| ≤ C 0 µ. By (4.1), a similar argument as before, we get
Therefore,
A similar argument as before, we also obtain
Collecting all these estimates, we arrive at the second estimate of this lemma. Differentiating (6.49) in z:
By (4.2) and (6.24), we have
By (2.4), (4.2), (6.3), lemma 6.2 and (4.1), a straightforward computation gives
Then we arrive at
Therefor we complete our proof of this lemma.
Lemma 6.7 (Estimates on error part II).
Proof. By Lemma 6.2, it's easy to obtain
Moreover, by lemma 6.2 and (4.1)
Then the proof of this lemma is complete.
Lemma 6.8 (Estimates on error part III).
Proof. By (6.3), it's easy to get the first estimate. The remaining two estimates are deduced from (2.4).
Finally, by Lemma 6.4, Lemma 6.5, Lemma 6.6, Lemma 6.7 and Lemma 6.8, we conclude that
. (6.50) 6.2. Estimates on δf 01 . Recalling (4.55), as before, we split δf 01 into three parts: (1) the oscillation part
(2) the transportation part
the error part
Lemma 6.9 (The Oscillation Part).
Proof. From the definition (4.22) on K 1 , we may write
By (6.5), (6.17), lemma 3.2 on G with m = 1 + 1+ε ε and (4.1), we have
Since k 1 · (k ⊥ 1h , 0) = 0, we have
By (6.5), (6.17), lemma 3.2 on G with m = 1 + 1+ε ε , (4.1) and b 1p b 1q = 0 if |p − q| ≥ 2, as before, we get
1 . Thus, we obtain the first estimate of (6.51).
Directly differentiating in (x, y) and t on K 11 , K 12 and following the argument of lemma 6.4, we get
which is the second estimate in (6.51).
We compute
by (6.5), (6.6), (6.17), (6.18), lemma 3.2 on G with m = 1 + 1+ε ε and (4.1), we arrive at
Then we obtain the third estimate of (6.51).
Again, by (6.2), (6.11), (6.23), lemma 3.2 on G with m = 1 + 1+ε ε and (4.1), we have
Differentiating in (x, y) and t on (6.54), similarly,
Differentiating in z on (6.54), we arrive at
By (6.2), (6.12) and (6.24), following a similar argument as before, we obtain
1 , which gives the proof of (6.52).
Finally calculating 
1 . Differentiating (6.55) in space and time, a similar argument also gives
1 . Then the proof of (6.53) is complete. 
Proof. Since
(6.57) By (6.11), (6.15), (6.27), lemma 3.2 on G with m = 1 + 1+ε ε and (4.1), as in the proof lemma 6.5, we have
Differentiating in (x, y) and t , we can deduce
noticing |l| ≤ C 0 µ and by (6.12) , we obtain
We obtain the proof this lemma.
by (4.2), (6.23), (6.24) and (6.3), we obtain
From lemma 6.2, inequality (6.3) and (4.1), it's easy to obtain
Collecting all these estimates, we obtain the proof of the lemma.
Finally, we conclude that
. (6.60)
In conclusion, combining Corollary 6.3, (6.50) and (6.60), we have (
, they solve system (2.1) and satisfy
Thus we complete the first step.
In this section, we assume 2 ≤ n ≤ 6 and we will construct (v 0n , p 0n , θ 0n , R 0n , f 0n ) by inductions. Suppose that for 1 ≤ m < n ≤ 6, we have constructed
and they solve the system (2.1). Furthermore, we have
δf 0i (7.1) and
where (v 00 , p 00 , θ 00 ) := (v 0 , p 0 , θ 0 ), λ 0 := Λκ −1 +Λℓ 1z κ −1 ℓ −1
1 and parameters ℓ m , ℓ mz and λ m will be chosen such that
Next, we construct n-th step by induction.
7.1. The n-th perturbations w n and χ n . In this and subsequent part, we always assume that
7.1.1. Construction of n-th velocity perturbation. For 2 ≤ n ≤ 6 and any l ∈ Z 3 , we denote b nl by
and main l-perturbation w nol by
Here v 0(n−1)ℓn = v 0(n−1) * (ϕ ℓn (t)ϕ ℓn (x)ϕ ℓn (y)ϕ ℓnz (z)). Then we set the n-th main perturbation
w nol .
Here θ 0(n−1)ℓn = θ 0(n−1) * (ϕ ℓn (t)ϕ ℓn (x)ϕ ℓn (y)ϕ ℓnz (z)). By Lemma 3.1, we know that δR 0n is a symmetric matrix. It's obvious that
By the definition of R 0n , δR 0n together with the fact that v 0n , p 0n , θ 0n and (v 0(n−1) , p 0(n−1) , θ 0(n−1) , R 0(n−1) , f 0(n−1) ) are solutions of the system (2.2), we have
Furthermore, from the definition of f 0n , δf 0n as well as v 0n , θ 0n and that (v 0(n−1) , p 0(n−1) , θ 0(n−1) , R 0(n−1) , f 0(n−1) ) are solutions of the system (2.2), we have, for n = 2, 3
and for n = 4, 5, 6
Thus, the functions (v 0n , p 0n , θ 0n , R 0n , f 0n ) solves the system (2.2).
The representations
In this section, we will compute the following terms
By (7.1), we obtain
Meanwhile, we have
In particular,
δR 0i . In next section, we will prove that δR 0n is small.
8.2.
The representation of f 0n + 2
By the definition (7.5) on b nl and (7.10) on β nl , we have, for n = 2, 3
Thus, by (7.1), we have
δf 0n . Finally, by (7.13), we have
δf 0i , n = 4, 5, 6.
9. Estimates on δR 0n and δf 0n
First, we summarize some estimates on b nl and β nl .
Lemma 9.1. For any l ∈ Z 3 and integer r ≥ 1, we have the following estimates: for any t > 0
Proof. The proof is similar to that of Lemma 6.1. First, by (6.4), for any r ≥ 2, we obtain
and for r = 0, 1
By (7.2), we know that v 0(n−1) 1 ≤ C 0 √ κλ n−1 , thus, by (6.4), for any r ≥ 2
As in the proof of lemma 6.1, we can obtain for any integer r ≥ 0
By (7.2), we know that ∂ z v 0(n−1) 0 ≤ C 0 ( √ κµ) n−1Λ , thus by inequality (6.1), assumption (7.4) and a similar argument as in (6.35), we have, for any integer r ≥ 1
nz . By inequality (6.1) and assumption (7.4), we can obtain the first four estimates on b nl in (9.1) and (9.3). Similarly, we can obtain the first four estimates on β nl in (9.1) and (9.3).
We let Γ n = e(t) − a nℓ 1 2 and observe that b nl = Γ n α l (µv 0(n−1)ℓn ). Differentiating in time on Γ n , we have, for any r ≥ 0
Thus, by (9.5), (9.6) and ∂ t v 0(n−1) 0 ≤ √ κλ n−1 , we obtain, for any r ≥ 0
Similarly, we obtain, for any r ≥ 0
Then we obtain the later two estimates in (9.1) and (9.3) . From the definition (7.8) on g nl and the definition (7.11) on h nl , we deduce (9.2) and (9.4) directly from (9.1) and (9.3). Thus, the proof of this lemma is complete.
From the definition of w no , w nc , χ no , χ nc and the above lemma, we have the following estimates.
Lemma 9.2 (Estimates on the n-th main perturbation and correction).
and for n = 2, 3
Proof. By (7.7), (7.12), lemma 9.1 and assumption (7.4), the proof is similar to that of Lemma 6.2, we omit it here.
From the above lemma and (7.7), (7.12), (7.13), we also conclude that
9.1. Estimates on δR 0n . As before, we again split δR 0n into three parts:
the transportation part
the error part N n + (w no ⊗ w nc + w nc ⊗ w no + w nc ⊗ w nc ).
As before, we will estimate each term separately.
Lemma 9.4 (The oscillation part).
n . Lemma 9.5 (The transportation part).
Lemma 9.6 (Estimates on error part I).
Lemma 9.7 (Estimates on error part II).
n . By Lemma 9.1, the proof of the above four lemmas except Lemma 9.6 are similar to that of Lemma 6.4, Lemma 6.5, Lemma 6.7 respectively, we omit it here and only give a proof of Lemma 9.6.
Proof of Lemma 9.6 . Recall that N n = N n1 + N n2 , where
Since w nl = 0 implies |µv 0(n−1)ℓn − l| < 1, then
Combining the two parts, we arrive at the first estimate of Lemma 9.6. The second estimate can be obtained by the same argument. By (4.2), Lemma 9.2, |µv 0(n−1)ℓn − l| < 1, ∂ z v 0(n−1) 0 ≤ C 0 ( √ κµ) n−1Λ and (7.4), we conclude
A similar argument on N n2 also gives
Then we obtain the third estimate. Thus, the proof of this lemma is complete. Finally, we conclude
9.2. Estimates on δf 0n . As before, for n = 2, 3, we split δf 0n into three parts: (1) the Oscillation Part:
(2) the transportation part:
(3) the error part:
By (7.4), we arrive at
Thus, we get the fourth and fifth estimates in this lemma. By Lemma 9.2 and assumption (7.4), we can obtain
Thus, collecting all those estimates, we arrive at Collecting all these estimates, we complete the proof of this lemma. Therefore, for 2 ≤ n ≤ 6, we have By (9.9), (9.14), (7.2), (6.61) and Corollary 9.3, we can construct (v 0n , p 0n , θ 0n , R 0n , f 0n ), n = 1, ..., 6.
They solve system (2.1) and satisfy
δR 0i , f 0n = n .
In particular, we conclude that
δf 0i .
Proof of proposition 2.1
In this section, we collect all the estimates from the preceding sections. From these estimates , we can prove Proposition 2.1 by choosing the appropriate parameters ℓ n , ℓ nz , µ, λ n for 1 ≤ n ≤ 6.
Proof. In section 9, we have constructed functions (v 06 , p 06 , θ 06 , R 06 , f 06 ), they solve system (2.1) and satisfy R 06 0 ≤C 0 (ε) 1 . We divide the remainder proof into four steps: Step 1. We now specify the choice of the parameters. First we choose
where L v is a sufficiently large constant which depends only on v 0 . Next, we impose where D v ≥ L 2 v is a sufficiently large constant which depends only on v 0 . Step 2. Compatibility condition. We check that all the conditions in (4.1), (7.3) are satisfied by our choice of the parameters.
We first check the first triple (ℓ 1 , µ, λ 1 ). By (10.3), it's easy to see
Sinceκ ≤ κ 
Thus, (4.1) is satisfied. Next, for n = 2, ..., 6, obviously
By (10.4), it's easy to obtain λ n ≥ ℓ −(1+ε) n . Thus, (7.3) is satisfied.
