Introduction
Climate reconstructions based on natural archives for which standard calibration and verification procedures are first developed on the inter-annual to decadal time scale (Jones et al. 2009 ), rely on statistical methods that link proxy records and local climatic variables (e.g. surface air temperature, precipitation, SST, sea level, sea level pressure, salinity). These methods are statistically calibrated using data from periods in which the proxy and instrumental records overlap. Whereas local climate reconstructions usually amount to a relatively simple linear re-scaling of one proxy record, Climate Field Reconstructions (CFRs) are based on a spatial network of proxy records and aim at spatially resolved climate reconstructions over a certain region. The statistical methods that have been applied so far for CFRs can attain a fair degree of sophistication (e.g. Smerdon, 2016 for a review of CFRs in the context of annually resolved proxy records). The properties and performance of the CFRs is sometimes difficult to establish, as the statistical methods are calibrated with data spanning the observational period-usually of the order of 100 yearswhich hampers a robust estimation of the skill of the reconstruction methods for multi-centennial or multi-millennial time scales. For the oceanic realm another level of complexity relates to the sparseness of observational data, especially prior to the pre-1950 period.
The CFR methods can, however, be tested using climate simulations as a virtual reality. Although in the ideal case all climate models should be physically consistent, the estimation of the skill of the CFR methods may depend on the climate model used to perform the climate simulation. Differences in the physical parameterizations, spatial resolution and processes incorporated in the model, may result in different assessment of the performance of CFRs.
For instance, Dee et al. 2016 found that structural model biases introduce uncertainties that systematically reduce the reconstruction skill of CFRs. Thus, it is advisable to use several climate simulations with different climate models and previously evaluate the performance of these climate models to realistically simulate the observed climate. A practical hurdle in estimating the overall performance of the models does not only include the definition of the evaluation metrics itself, but also the observational basis for the assessment. This issue is problematic even for continental areas in the latter half of the twentieth century because of the scarcity of meteorological observations over vast continental areas, especially over high latitudes and the tropical and southern hemispheric regions (Hijmans et al. 2005) . For the global oceans, even after 1982 when both in situ and satellite data are available (Reynolds et al. 2002) , there are still only few observations in high latitudes and especially in regions covered, at least seasonally, with sea ice (Hirahara et al. 2014) . This data issue has, therefore, also to be taken into account when evaluating climate models, especially over those regions where the observational basis is inhomogeneous and not extending far back in time.
There are three studies that have assessed CFR methods taking into account the influence of the model used when evaluating these methods. These studies have demonstrated how different model simulations affect the evaluation of the CFR performance, but none of these studies has tested the ability of the models used to realistically simulate the observed climate. The first study is that of Mann et al. (2007) . These authors focused on hemispheric annual mean temperature and used two climate models. In the studies of Smerdon et al. (2011) and Smerdon et al. (2016) , the influence of choosing a particular model simulation on the CFR results was investigated, but focusing on the spatially resolved surface temperature, covering global scales. They used a multiproxy network that consists mostly of terrestrial and a few oceanic proxies. The aim of the present study is to evaluate the representation of the modeled spatiotemporal characteristics in simulating SSTs of the North Atlantic (NA) Ocean. In a later study we will focus on specific models that can be considered realistic and evaluate CFRs that can be applied to reconstruct SSTs in the NA region, using annually resolved marine proxy records of Arctica islandica.
Arctica islandica is an extremely long-lived bivalve mollusk (225 to over 500 years Wanamaker et al. 2008a, b) , suitable for environmental and climate studies (Wanamaker et al. 2008a, b) . It is found in the NA basin and lives in water depths ranging from approximately 4 to 500 m (Rowell et al. 1990; Nicol 1951) . Compared to other existing records from extratropical oceans (i.e. sediment cores, coralline red algae), Arctica islandica can monitor environmental changes and ecological dynamics of the NA ocean in seasonal to interannual time scales Schöne 2013) . Annually laminated marine sediments are rarely used to reconstruct high resolution paleoclimatology of the last millennium unless both their chronology and climate sensitivity is well understood (Jones et al. 2009 ). Moreover, until now, there is no network of marine sedimentary archives of annual resolution in the NA that could be potentially used for CFRs that are not limited to lower frequency domains of multi-decadal to centennial resolution Cunningham et al. 2013) . Within the sectioned shell of Arctica islandica (see Mette et al. 2016, their Fig 1) distinct annual (Butler et al. 2009 ) and even daily (Schöne et al. 2005a, b) growth lines are apparent. The variability in the shells growth increment widths, which are the portions of shell between consecutive growth lines (Schöne 2013) , and in the geochemical signature from the shell material ( 14 C, δ 18 O, δ 13 C) relates to changes in environmental conditions (Witbaard and Klein 1994; Schöne et al. 2011; Wanamaker et al. 2011) . In addition to the high temporal resolution of Arctica islandica, the reconstructions derived from its records can be crossvalidated, absolutely dated (Scourse et al. 2006; Butler et al. 2010 ) and offer significant advantages in evaluating long-term NA marine climate dynamics ). Records of Arctica islandica can be used to reconstruct sea water temperatures (Eagle et al. 2013; Wanamaker et al. 2016) , salinity (Gillikin et al. 2006) , major NA climate modes like the Atlantic Multidecadal Oscillation (AMO) , ocean dynamics (see for NAO in Schöne et al. 2003 ; see for AMOC in; Wanamaker et al. 2012) , hydrographic changes and ecosystem dynamics (Witbaard 1996; Witbaard et al. 2003) .
The second aim of this study is to perform an assessment of the capability of the network of Arctica islandica sites to provide a comprehensive and spatially resolved reconstruction of NA SSTs. The importance of testing already established locations of proxy archives lies in the further application of the local climate reconstruction into the broader concept of CFRs. As CFRs are co-variance-based approaches, we test whether the sites of Arctica islandica sufficiently co-vary with the NA basin. The information derived from the proxy archive could then be used to reconstruct the larger NA SST field using CFR methods. To assess the capability of the network of Arctica islandica sites to provide spatially resolved reconstruction of NA SSTs, we need to assess the capability of state-ofthe-art climate models participating in the 5th phase of the Climate Model Intercomparison Project (CMIP5) to represent the co-variance of the spatially resolved NA SSTs and the SSTs at the Arctica islandica collection sites during the second half of the twentieth century.
The reasoning behind evaluating SST patterns of the anthropogenically forced period to reconstruct, in a second step, changes prior to industrialization is supported by other studies. Rutherford et al. 2003 found that it is more important for the reconstruction skill to use a data-rich calibration period with increasing radiative forcing than a data sparse calibration period with relatively stationary forcing. Moreover, exploiting teleconnected locations implicitly assumes that the teleconnected relationship does not significantly depend on the external forcing (Batehup et al. 2015) . Coats et al. 2013 found that atmospheric forcing cannot account for the non-stationary teleconnection between tropical Pacific SSTs and 200 mb geopotential height. Gallant et al. 2013 found significant variations through time in teleconnections on near-centennial timescales in model simulations forced by internal dynamics alone, but Batehup et al. 2015 found that using multiple teleconnected regions minimizes any effects of non-stationarities. As these relationships cannot be assessed within the instrumental record, it is crucial to first evaluate CMIP5 models in the twentieth century when model output and observations overlap, and additionally test the teleconnections of the proxy sites that will be used in CFRs.
The present study contributes to the evaluation of the CMIP5 models in several aspects. The spatial structure of SST variability simulated by CMIP5 models, with emphasis on the NA ocean, has been evaluated in previous studies (Perez et al. 2014; Liu et al. 2013 ). Patterns of interdecadal change have also been evaluated zonally (Carton et al. 1996; Kushnir 1994 ) and regionally (Qu and Huang 2014) . However, only a few studies consider the northern part of NA, north of 60°N (Ruiz-Barradas et al. 2013; Jones et al. 2013) , where one of the Arctica islandica sites tested in this study is located. In most studies, the structure of SST variability was studied using the ensemble of all CMIP5 models or the ensemble mean (Jha et al. 2014) , focusing on the mean response rather than the behavior of each individual model. Teleconnection patterns between SSTs of Arctica islandica sites (Dahlgren et al. 2000; Wanamaker et al. 2016 ) and the NA basin using CMIP5 models have not yet been investigated.
Data and methodology
We compare CMIP5 SST patterns with those derived from the Centennial in-situ Observation-Based Estimates COBE2 (Hirahara et al. 2014 ) to check the consistency over the NA, aiming to use this assessment of the most suitable models as a test-bed for assessing different climate reconstruction techniques used for Arctica islandica in a follow-up study. We focus on the latter half of the twentieth century , a period during which data coverage was substantially more complete than during the late nineteenth and early twentieth centuries. Based on the work of Schleussner et al. (2014) and of Wang et al. (2015) , 11 CMIP5 models were used in our analysis (Table 1) and then compared to the COBE2 data set (Table 2) for this 50 year period. For the selection of models we also took into account the horizontal resolution of the oceanic component of the respective Atmosphere-Ocean General Circulation Model (AOGCM). Additionally, we excluded CMIP5 models with known problems in their archived output (http:// cmip-pcmdi.llnl.gov/cmip5/errata/cmip5errata.html).
The CMIP5 project design includes suites of simulations of past climates, future climates, and shorter-term hindcasts of the last few decades (http://cmip-pcmdi.llnl.gov/cmip5/). In this study we used the historical simulations, which are part of the long term coupled simulations and cover most of the industrial period (from the mid-nineteenth century to the beginning of the 21st century) and are sometimes referred to as "20th century" simulations. They are forced by changes in the total solar irradiance, observed atmospheric composition changes (reflecting both anthropogenic and natural sources) and include time-evolving land cover (Taylor et al. 2012 ). The models used in this study, as well as their original spatial and temporal resolution and other relevant information, are listed in Table 1 . For a better comparison, the models' original output was re-processed and re-gridded to a regular grid including the reference data sets. In this context the output was re-gridded onto a 1°×1° degree horizontal resolution covering the NA region, between 60°W-30°E and 40°N-70°N, because most ocean models have a resolution of the order of our target grid. In the following, a summary of the main characteristics of the models is presented.
Models
In CCSM4 (Gent et al. 2011 ) the atmosphere (CAM4/ Neale et al. 2013) , the land (CLM4/ Lawrence et al. 2012) and the sea ice components (CICE4/Hunke and Lipscomb 2008) interchange both state information and fluxes through a coupler in every atmospheric time step. The fluxes between atmosphere and ocean (POP2/ Danabasoglu et al. 2012) are calculated in the coupler and communicated to the ocean component once a day. In CSIRO the ice model has been developed in conjunction with the atmospheric model (R21/ Gordon and O'Farrell 1997) . The atmospheric fluxes are averaged over two steps and passed to the ocean model (modified MOM2.2/ Gordon et al. 2010) . Land surface interactions are parameterized using a soil-canopy model (Kowalczyk et al. 1994) . As described in detail in Arora et al. (2011) , CanESM2 evolved from the first generation CanESM1. It is composed of atmosphere, ocean, sea ice and carbon cycle models. The calculation of energy and moisture fluxes at the land surface is carried out within the Canadian Land Surface Scheme (CLASS) module (von Salzen et al. 2013) , while coupling with terrestrial ecosystem and ocean carbon models enables some important biogeochemical processes to be represented and feedback to the physical climate (Yang and Saenko 2012) . The SSTs and sea ice extent, are the central variables through which the atmospheric component (HadAM3/ Pope et al. 2000) , the oceanic component (HadOM/ Collins et al. 2001 ) and the sea ice component (Cattle et al. 1995) are coupled in HadCM3 (Gordon et al. 2000) . HadAM3 includes MOSES, a land surface scheme developed by Cox et al. 1999 . The INM-CM4 climate model consists of two major blocks representing a model of general circulation of the atmosphere and a model of general circulation of the ocean. When coupling the atmospheric and oceanic models, the heat, freshwater fluxes and wind stress are transmitted from the atmosphere to the ocean, and the surface temperature and sea-ice area are transmitted from the ocean to the atmosphere (Volodin et al. 2010 (Winton 2000) . The new version of the GISS climate model used for CMIP5 simulations is called ModelE2. It is similar to the ModelE but with numerous improvements in physics (Schmidt et al. 2006 ). The atmosphere is coupled to a full dynamic ocean of the HYCOM model for the version GISS-E2-H that is used in this study (Sun and Bleck 2006) . In the MPI-ESM model the coupling at the interfaces between atmosphere (ECHAM6/ Stevens et al. 2013 ) and land processes (JSBACH / Reick et al. 2013) , and between atmosphere and sea ice occurs at the atmospheric time step. The coupling between atmosphere and ocean (MPIOM/ Jungclaus et al. 2013), as well as land and ocean (the latter by river runoff) occurs once a day. Loder et al. 2015 found that there are variations on local scales among the gridded datasets that will affect the trends at particular sites, indicating that caution is required regarding the spatial representativeness of the trend values from the gridded datasets. The large-scale patterns of the trends are generally similar for the period 1950-2011 amongst the three datasets, but there are differences particularly for the COBE dataset north of Iceland (see in Loder et al. 2015 ; Fig 7) due to a suspect abrupt jump in the COBE SSTs in that region around 1979. In our work, the SSTs are detrended prior to the analysis and therefore we do not expect these differences to affect our results. We used the historical SST data set COBE2, developed at the Japanese Meteorological Agency (Hirahara et al. 2014) . The COBE2 data set is a spatially complete SST product, covering the period 1850-2013 ad interpolated to a 1° × 1° grid. It combines SST measurements from ICOADS release 2.0, the Japanese Kobe collection, and readings from ships and buoys. Data are gridded using optimal interpolation. Similar to HadISST, data up to 1941 were bias-adjusted using "bucket correction" (Hirahara et al. 2014) . Prior to the interpolation analyses, data were also subject to quality control using combined a-priori thresholds and nearby observations (https://climatedataguide.ucar.edu/climate-data/ sst-data-cobe-centennial-situ-observation-based-estimates).
Data

Methodology
For the present analysis we considered the summer time (June-August) mean SST values for each year, covering the period 1950-1999 ad. The summer time SSTs were motivated by the growing season of Arctica islandica, that in both sites that are tested in this study, growth occurs approximately from February to September but it is biased towards summer (Schoene et al. 2004 (Schoene et al. , 2005a . For this reason we calculated the summer mean SSTs of the NA for the 11 CMIP5 models and the dataset COBE2. We then calculated the SST bias as the difference between the CMIP5 and COBE long-term summer mean and the climatological root mean square error (RMSE). The climatological RMSE was calculated from the long-term summer mean squared differences between the CMIP5 models and the COBE2 data. The temporal standard deviation was also calculated to infer information on the performance concerning the amplitude of the (inter-annual) temporal variability.
To assess the spatial co-variability of SST anomalies, EOF analysis (von Storch and Zwiers 1999) is applied. The leading EOF represents spatio-temporal patterns of variability that account for the maximum co-variance between the SST anomaly time series at all pairs of grid points in the data set. The remaining co-variability was subjected to the same decomposition with the additional constraint that the second EOF pattern is orthogonal (e.g., uncorrelated) in both time and space to the leading EOF pattern (Deser et al. 2010) .
In a second step we correlated the simulated model time series in two model regions co-located with proxy sites of Arctica islandica and the NA Ocean (40°-70°N and 30°E-60°W). The first region is located in the North Sea (NS) at 58.5°N, 0.5°E and the second north of Iceland (Icelandic Self-IS) at 66.5°N, 19.5°W. These sites where chosen based on previous collection sites and studies (Wanamaker et al. 2008a (Wanamaker et al. , b, 2012 Scourse et al. 2006; Butler et al. 2013) . It is also important that the SST trends calculated by the models over NA share a similar distribution of the observed trends at a certain level of statistical significance. For both calculations of teleconnections and trends we tested the statistical significance at the 1% level, taking into account the effect of serial correlation (Zhang et al. 2000) .
Moreover, the AMO index was computed from the modelled data, as it is associated with the NA dominant pattern of SST variability. To obtain the AMO index we linearly detrended the averaged NA SST (0°-70°N and 10°E-80°W), for the period 1850-2005 ad and calculated a 10-year running mean. AMO's spatial structures in both models and data are determined by linearly regressing the grid point SST onto the AMO index (Zhang and Wang 2013) . Additional to the realization r1 of the MPI-ESM model, that has been used for all results presented in this work, we used two more realizations (r2, r3) of the MPI-ESM model to study the AMO. The r1 and r2 experiments are initialized with the same ocean state, but they differ in the standard deviation of the assumed lognormal distribution of the volcanic aerosol size (1.2 μm in r1, 1.8 μm in r2 and r3). The simulations r2 and r3 used the same parameter setting, but are started from different initial conditions (Jungclaus et al. 2014 ).
Results
In each of the following figures, we choose to present in most cases the best performing models with respect to each of the validation metrics used in this study. The results regarding all models are shown in the Electronic supplementary material of Appendix.
RMSE, mean bias and variance
As an initial skill metric on the basis of RMSE (Table 3) , the best performing models in terms of summer SST biases are shown in Fig. 1 . The spatial distribution of the differences between the models and the observations share some similar characteristics (Appendix, Fig. 12A ). Negative SST biases are shown for most models, with maximum values on the southwest of the study region east of Newfoundland (~4K), except from the GISS model, indicating a widespread overestimation of SSTs over most of the NA Ocean (Appendix, Fig. 1A ). The simulation of the North Atlantic Current path could be the reason for this SST difference between the observations and the models. The systematic error is located near the tail of Grand Banks, where the Gulf Stream turns north. This phenomenon can be seen for all 11 CMIP5 models used in this study. Discrepancies between the models mainly occur over the northern NA and more specifically on the path of the east Greenland current, were some models underestimate and others overestimate the SSTs, showing a wide spread in SST biases. Finally, the climate models best simulating the climatological mean of the summer SSTs in the period 1950-1999, according to the aforementioned validation metrics, are CSIRO, CCSM4 and GDFL. Although SST biases can represent a measure of skill of the models, it is not the only metric for the evaluation of climate models. Additionally, models should also be able to reproduce the observed pattern of inter-annual variability of the SSTs for the 1950-1999 year period. The observations show (Fig. 2a) small standard deviation of SSTs, between 0.2 and 0.4 K, on the path of an arc connecting Greenland and Iberian Peninsula and largest variance, up to 1 K, on the southeast of Newfoundland. Most of the models indicate that the SSTs mainly vary in the west part of the NA (Appendix, Fig 12A) , so there is large temperature range on the path of the NA current and of the Labrador Current further to the south (Appendix , Fig 2A) . Therefore, it can be inferred that most of CMIP5 models are not able to simulate the correct position and evolution of the individual ocean currents (Willebrand et al. 2001) . The model closest to the geographical distribution of the observed SSTs standard deviation is CCSM4 (Fig. 2b) .
Leading modes of variability
In addition to investigating the variability pattern in terms of spatially resolved standard deviations, EOFs reveal the main patterns of co-variability in a given region. Therefore in terms of CFRs it is important for the models to simulate an appropriate spatial co-variability structure. Several studies already performed an evaluation related to the spatial co-variability of NA SSTs (Cannaby and Hu 2009; Fan and Schneider 2010) , but for our purposes regions north of 60° are also important. Those changes in the geographical domain will ultimately impact on the structure of the individual EOFs (Legates 1991 ) and therefore it is necessary to carry out a separate EOF analysis for our region of interest.
Figures 3 and 4 depict the first and second EOF of models and data, respectively. The third EOF pattern is shown in the Appendix (Fig. 5A ). The first EOF (Fig. 3) represents around 30% of the variance in most simulations, except for the INM, HadCM3 (Appendix, Fig. 3A ) and MPI models with reduced values around 20%. The corresponding eigenvector map of the COBE2 data describes a zonal dipole of the NA SST anomalies. The amplitude of this dipole is largest in the northern NA, at about 55°N and in the southeast of our study area close to the Iberian Peninsula, with SST anomalies of the opposite sign. The EOF maps derived from the models CanESM2 and CCSM4 also depict a zonal dipole, but are different to the one shown by COBE2. The EOF pattern of MPI-ESM shows some similarities to the COBE2 data, with cold SST anomalies north of 55°N and to the south and warm SST anomalies in some areas of the subpolar gyre. The EOF pattern of CCSM4 does not display warm anomalies in the area close to the Iberian Peninsula, but it depicts both the northern NA warm anomalies and the cold ones of the subtropical gyre. The CanESM2 model shows similar results as the CCSM4, while the rest of the models show dipole or monopole patterns with different centers. Generally, AMO-like variability is found in the temporal evolution (PC1) of the 1st EOF patterns for both CMIP5 models and the COBE2 data for the period 1950-1999. Assuming that the AMO is externally forced, we expect significant correlations between the PC1 of the models and the observed AMO for the period 1950-1999. Taking into account the effect of serial correlation, significant correlation at the 5% level of r = +0.3 is found between the PC1 of the models CanESM2 and CCSM4 when correlated to the COBE2 AMO for the period 1950-1999. These results indicate that the temporal evolution of the AMO in the models CCSM4 and CanESM2, is likely driven to some extent, although not totally, by the external forcing.
The second EOF of SST variability (Fig. 4) represents 20% of the variance in almost all models, with the MPI and HadCM3 models again showing reduced values of around 13%. This second EOF for COBE2 shows a dipole centered on the subpolar gyre and the Norwegian coast. This is also shown by the CCSM4 model, but the center of the east pole is located at the south coast of Greenland and of the west pole at the coast of Europe, while CSIRO and MPI-ESM models also show this relationship between the SSTs of the west and the northeast of the study region. In general almost all models capture the strong center of variability over the south of Greenland, but with a northwestward shift of its center. Finally, the pattern shown by the third EOF (Appendix, Fig. 5A ) is not realistically represented by any of the models.
Correlation patterns of collection sites of Arctica islandica
For an evaluation of the models related to their potential use for paleoclimatic applications and reconstructions using oceanic proxy data, we correlate SSTs in two model regions, co-located with two proxy sites of Arctica islandica in the NA, with all grid-cells SSTs in the study area simulated by the same model. The locations are in the Icelandic Shelf (IS, Fig. 5 ) and in the northern North Sea (NS, Fig. 6 ). The resulting correlation patterns are compared with the derived in the same way for the COBE2 data set. This comparison between COBE2 and the 11 initially chosen models, reveals that the correlation patterns regarding the IS are well represented by most models, with the largest differences over the southern part of the region where some models show anti-correlation with the IS SSTs (Appendix, Fig. 6A ). CanESM2 and CCSM4 simulate well the spatial distribution shown by COBE2. Statistically significant correlation at 1% level is shown by COBE2 over the area surrounding the collection site of Iceland with positive values between r = +0.7 and r = +1, including the areas of the East Greenland Current and the northern coast of Norway. Even though the CSIRO model was one of the best performing models in terms of RMSE, mean bias, variance and leading modes of variability, it does not show the aforementioned maximum correlation with the areas of the NA indicated by the analysis based on COBE2. A closer look at CSIROs results, regarding the temperatures at the north of Iceland, shows that most of the values are covered by sea ice. Furthermore, the number of grid points between Iceland and Greenland is reduced due to the coarse resolution of CSIRO model (see Table 1 ) and therefore these areas are mostly represented by sea ice or represent land grid-cells. According to COBE2, the correlation with the collection site at the North Sea (Fig. 6 ) reveals a dipole pattern between the positive correlated values around NS and the negative correlated values at the east of Newfoundland. The models that can replicate the COBE2 pattern, showing some grid points of negative correlation values in the central Atlantic are CCSM4, MPI-ESM, GISS, MRI and CSIRO. The dipole pattern shown by COBE2 between NS and the central NA is also one of the dominant patterns of SST co-variability, as indicated by the second EOF, but is not reproduced in any of the model simulations. Finally, all models show the influence (i.e. high correlations) of the surrounding waters on the NS location.
Long term trends
SSTs provided by the CMIP5 models are additionally tested on their long-term trends over the second half of the twentieth century. In this analysis we calculated the linear trends of the summer SSTs, for the 50 year period from 1950 to 1999 (Appendix, Fig. 8A ). COBE2 shows that SSTs along the coast of Europe, along the north coast of Iceland and south of Newfoundland have undergone warming, while the SSTs south of Greenland and on the Norwegian coast show a negative temperature trend over the 50 year period (Fig. 7) . As shown in the Appendix in Fig. 8A , none of the 11 CMIP5 models are able to capture the SST trends shown by COBE2 over the NA for this period, but they can capture some of the individual characteristics in specific areas. Nor-ESM and MPI-ESM models show the negative trends along the coast of Norway reaching 0.4 °C per decade, while GFDL, CCSM4 and GISS the positive trends north of Iceland, with GFDL better approaching the magnitude shown by COBE2 (~0.4 °C per decade). HadCM3, INM-CM4 and MRI-CGCM3 agree with the results of COBE2 only at the coast of Europe, while CSIRO and IPSL show warming to be dominant in the region of NA. As the external forcing applied in all simulations is similar, the way different processes are represented within each model could be the reason for the disagreement, not only between models and observations, but also amongst the individual models (Taboada and Anadón 2012) .
Atlantic Multidecadal Oscillation
The model representation of the AMO, an important factor of decadal climate variability in the NA realm (Ruiz-Barradas et al. 2013), was also investigated. The AMO was calculated for the eleven CMIP5 models used in this study and also for two additional realizations (r2, r3) of the MPI-ESM model (Appendix, Fig 10A) . As seen in Fig. 8 , the best performing models in terms of bias and variance do not follow the same AMO index that was calculated using the COBE2 SSTs. The AMO 10 year running mean was calculated and is shown in Fig. 8 , with the black line for COBE2-AMO and with the red line for the Models-AMO. If the AMO variability is externally induced, we can expect strong correlations between the COBE2 data and the CMIP5 models, as the external forcing applied in all simulations is similar. The Pearson correlation of the AMO running mean between data and models is shown in Table 4 . Taking into account the effect of serial correlation, the models that exhibit statistically significant correlation at the 5% level are IPSL-CM5 and HadCM3, with correlation coefficients approximately equal to r = +0.6 and r = +0.7, respectively.
The r1, r3 and r2, r3 pairs of realizations of the MPI-ESM model are driven with the same forcing conditions (with a different aerosol forcing uncertainty between r1, r2) and with different initial conditions. Therefore, the ratio of the forced AMO variability to total variability between the pairs of realizations can be estimated by the correlation of their respective AMO time series (Table 5 ). The correlation coefficient between the different realizations of the MPI-ESM model is not statistically significant at the 5% level, indicating that for the MPI-ESM model the AMO variability is to a large degree unaffected by changes in external forcings. However, this does not generally rule out that the real-world connection is different and it does not imply that other models will show the same behavior.
The effect of large volcanic eruptions (AOD >0.2) can be seen in each modelled AMO, but prior to 1980 the AMO variability is largely model dependent. During the last 20 years it seems that the AMO index from most of the models is closer to observations, suggesting some role of the external forcing in pacing the AMO. Generally, the anomalies vary between ±0.4 °C for COBE2 and for most CMIP5 models, indicating that the CMIP5 suite captures the range of observed amplitude of decadal-scale SST variations of the NA area. The spatial structure of AMO, for both models and data, is determined by linearly regressing the grid point SST onto the corresponding modelled or reanalyzed AMO index (Appendix, Fig. 9A ). Despite the different temporal evolution in the CMIP5 models' AMO, almost all models are consistent in showing a warming across the entire NA as shown by COBE2. This is also shown by Ting et al. 2011 who found a well-defined spatial pattern for AMO in the NA, albeit with differing temporal behavior of the phenomenon between models and observations.
Discussion
RMSE, mean bias and variance
Most of the CMIP5 models analyzed in this work show a common cold SST bias east of Newfoundland, which is accompanied by a warm bias near the coast (Fig. 1) . Willebrand et al. (2001) showed that these biases are largely due to the early separation of the Gulf Stream, far too north from the coast of Cape Hatteras, and the turn of the NA Current northward near the mid-Atlantic ridge region and not at the Grand Banks of Newfoundland. MPI-ESM and CanESM2 show relatively large biases in the correct spatial simulation of the path of the Gulf Stream, while the INM models' colder temperatures are expanded to the north (Appendix, Fig. 1A) . One reason for these dissimilarities might be the different spatial resolution in each model. Previous studies have shown that when ocean models are integrated at higher resolution, the representation of these currents is improved due to the better representation of meso-scale features (Smith et al. 2000; Bryan et al. 2007 ). This is, however, not necessarily the case for the INM model, which has the highest spatial resolution compared to the other models shown in Fig. 1 . Accordingly, its cold bias is still dominant over most regions of the NA Ocean, and therefore other processes are obviously playing a more important role in explaining differences between these models. One reason might relate to the anthropogenic aerosol concentration changes that influence the simulated spatial response of the NA SSTs. Booth et al. 2012 found that the inclusion of aerosol indirect effects in model simulations allows for a better representation of the spatial structure of NA SST variability. Another cause of discrepancies between models could relate to a somewhat different representation of the Atlantic Meridional Overturning Circulation (AMOC). Wang et al. (2014) found common bias patterns among CMIP5 climate models and attributed them to AMOC and its associated northward heat transport. Negative SST anomalies are shown in the path of East Greenland Current by all models, except by the MPI model, which shows a warm bias compared to the COBE2 SSTs. Model biases are in the order of ±4 °C and the model resolution and physical implementation might still not be realistic enough to represent certain features of this area (i.e. topography, meltwater) that are important for a good match between models and data. In addition to the coarse resolution, the magnitude and large scale patterns of SSTs are also influenced by additional factors such as surface and cloud albedo, and sea ice distribution (Hasumi 2014) . Franco et al. (2012) , found that most of the 5 km ice sheet topography of southeast Greenland can be reproduced at lower resolutions and that a model resolution of at least 10-15 km is needed to resolve the steep slopes in the vicinity of the ice sheet margin. Discrepancies could also arise by an overestimated transport of momentum, salt and heat diffusion around Iceland within the simulations (Logemann and Harms 2006) .
The underestimation of the SST variability in the path of the East Greenland current by almost all models could also have its roots in the observational coverage related to the 1 3 COBE2 data. For instance, the study of Deser et al. (2010) claims that the observation coverage of SSTs over these areas has increased since 1960. However, approximately during 1950-1979 the coverage, is only around 20-50% compared to the number of measurements south of Iceland. Furthermore, there is a suspect abrupt jump in the COBE SSTs in that region around 1979 (Loder et al. 2015) . Additionally, errors could result from a lack of atmospheric processes in the models i.e. an underestimation of low cloud cover is a cause of significant errors in radiative fluxes (Kauker 2003) , as the SST response to shortwave radiative forcing is thermally direct (Cheng et al. 2013 ) and lowlevel stratiform liquid and mixed-phase clouds are found to be the most important contributors to the Arctic surface radiation balance (Shupe and Intrieri 2004) . Another explanation could be the sea ice export and variation, so the changes of albedo and fresh water input of the area, during the 50 years of study (Halvorsen et al. 2015) .
To quantify the magnitude of spatial distribution of the summer SST variability, Fig. 2 shows the standard deviation of the mean summer SSTs of the period 1950-1999 for the CMIP5 models and for COBE2. The COBE2 SSTs show their largest variability reaching ±1 °C in the western boundary current region of the Gulf Stream, coinciding with a region of maximum north-south mean SST gradient (Deser et al. 2010) . The large SST variability shown by the data in this region is captured well by the CCSM4 model, while the rest of the models show that the SSTs mostly vary in the west and south parts of the study region. Along the path of the East Greenland Current, the SSTs vary by ±0.4 °C according to COBE and by ±1 °C according to the CMIP5 models. In this case, due to sea ice export from the Arctic Ocean and continental runoff (melt water is only added into the ocean during the summer half of the year), one could expect a larger variability in the observed summer SSTs than the one reproduced by the models. Many studies show that SSTs in the highlatitude Arctic Ocean are largely governed by sea-ice and continental runoff, rather than by evaporation and precipitation controlling low-latitude tropical oceanic variability. In addition, global satellite analyses and models incorporating remotely observed SSTs may be inaccurate due to lack of direct measurements for calibrating satellite data (Bai et al. 2015) . On the other hand, due to lack of consistency in time, space and the number of SST measurements north of 60°N, the small variance shown by COBE2 on the east coast of Greenland and on the north coast of Iceland must be interpreted with care.
Leading modes of variability
Much of the spatial structure of SST variability is already highlighted by the variance, but it does not provide information on the spatial co-variability of SST variations. One common approach to investigate spatial co-variability is the EOF analysis. The EOF modes are pure geometric deconstructions of the domain, not considering any structure in the SST standard deviation . The differences between models and data may be a result of the decomposition into the linear combination of orthogonal spatial modes being driven by the large variability of SSTs simulated by the models (Fig. 2) along the path of the East Greenland current. Cannaby and Hu (2009) showed a zonal oscillatory mode of the NA SSTs, with amplitude of the eigenvector of the zonal pattern representing only 9% of the summer SST variability, being the 3rd mode derived from the SSTs in the winter months. Other studies found that there are two dominant SST modes in the NA derived from observations in the twentieth century: a dipole mode on biennial and decadal time scales and a monopole on interdecadal time scales (Kushnir 1994; Deser and Blackmon 1993) . The dipole becomes a part of a tripole if the domain is extended to the south (Fan and Schneider 2010 ). An important point when comparing EOF patterns calculated over a different spatial domain relates to the fact that the relative significance of each independent mode of variability is spatially dependent. Therefore, results of EOF analysis depend on the spatial domain of the data on which the analysis is performed. The length of the data set used could influence the ranking of the EOF patterns in terms of explained variance, i.e. the ranking of eigenvalues (Cannaby and Hu 2009) . This is one of the reasons that could explain why the EOF results of our study area are different from those of other studies (e.g. Wang et al. 2015 , for the central and southern NA). The study by Marshall et al. (2001) shows that the leading pattern of SST variability in the NA is a tripole, with two poles in the NA above 40°N and the third pole near the Gulf of Mexico. These findings agree with our results (Fig. 4) regarding the second dominant pattern of SST variability in the NA, but due to the southerly limit of our study region, around 40°N, the 3rd pole cannot be seen. Marshall et al. (2001) relates this pattern to a direct response of the ocean to the anomalous air-sea fluxes controlled by the North Atlantic Oscillation (NAO). NAO is a large scale teleconnection pattern of atmospheric variability at sea level pressure, that refers to a reorganization of atmospheric mass between the subtropics of the Atlantic sector and the Arctic (Wallace and Gutzler 1981; Walker and Bliss 1932; Deser et al. 2010) . One could argue that because NAO is more active from December to March we should not see this NAO related pattern in our results, as our study is restricted to the summer season. However, Gastineau and Frankignoul (2014) found a summer SST tripole, similar to the traditional SST tripole forced by the NAO during winter, that is lagged by an anticyclone over the subpolar NA.
Correlation patterns of collection sites of Arctica islandica
In Fig. 5 we present the one-point correlation patterns by correlating SSTs of the Icelandic Shelf for the period 1950-1999 with the entire central and northern NA Ocean. COBE2 shows strong and statistically significant correlations (at 1% level of significance) between the IS and the SSTs north of Iceland, while CanESM2 and CCSM4 models additionally show strong and statistically significant correlations along the coast of Europe (r ~ 0.5) and weak negative correlations over the southern domain of our study region. The positive correlation between these regions can be expected because water mass transformation in the Iceland Sea produces Arctic Intermediate Water, which overflows the Greenland-Iceland and the Iceland-Faroe Ridges and contributes to the North Atlantic Deep Water (Swift and Aagaard 1981) . Other models show statistically significant and strong correlations in the south and/or west part of our study region. As mentioned previously, NA SSTs are affected by the NAO and when correlation maps are displayed between SST anomalies and the NAO index they show positive anomalies in high latitudes and the subtropical area and negative anomalies over middle latitudes (Czaja and Frankignoul 2002; Bojariu and Gimeno 2003) . NAO differently affects SSTs in different regions and that could be a reason for the negative correlation shown between the temperatures over the high and middle latitudes by some models in Fig. 5 . Another interesting fact relates to the comparison of each graph of Figs. 3 and 5.
Here we can see that for COBE2, and for most models, the dominant mode of variability of the NA summer SSTs is the spatial pattern shown by the correlation of SSTs with the ones of the Icelandic Shelf. The correlation between the summer SSTs of the NA and a location in the northern North Sea is shown in Fig. 6 . COBE2, CSIRO, MPI-ESM and the GISS model show a dipole between the east and west NA SSTs. This dipole seems to represent the correlation pattern between SST anomalies and NAO shown by Wanner et al. (2001) .
Long term trends
A calculation of the NA local SST trends was performed (Fig. 7) to compare the observed and model simulated temperature change for the period 1950-1999. CSIRO, GISS and the IPSL model show a basin wide SST warming trend that reaches 0.6 °C per decade, while the rest of the CMIP5 models show both cooling and warming trends in different areas. The COBE2 data show a statistically significant cooling, approximately equal to 0.4 °C per decade at high latitudes and a warming trend on the coast of Europe south of the Scandinavian Peninsula. In the work of Knutson et al. (2006) the annual regional surface temperature trends in observations and models were assessed for the period 1949-2000, using the GFDL model. Similar to our results, model and observations do not agree, as the ensemble mean trend map shows a warming trend around 0.1 °C per decade in the region of NA and the observed trend shows cooling approximately equal to 0.2 °C per decade. Possible reasons for the disagreement between the CMIP5 models and between models and data could be the models internal climate variability (Knutson et al. 2006) , the sparse data in high latitudes before 1970 (Smith et al. 1996) that affect the overall trend of the regions in the northern NA of the second half of the twentieth century, and uncertainties in the historical forcing, climate sensitivity and the rate of heat uptake by the ocean (Stott et al. 2000) . Even though it is not a part of this study, the additional comparison of SSTs with available SST reconstructions could fill the gaps in the data sets based on space-time statistical methods and provide a better understanding of the differences between data and models.
Atlantic multidecadal oscillation
Positive AMO anomalies are shown by COBE2 (black line) during the 30 year periods . All models exhibit AMO-like fluctuations (Appendix, Fig. 10A ) and some of the models agree on the timing of the positive phases of AMO that the observed data show, but it is not clear whether that is internally generated by these models or they truly represent an externally forced signal. Several modeling studies have questioned the response of NA temperature variations to the ocean's internal variability. Lohmann et al. (2015) found the highest correlation coefficients between the AMO index and the NA SSTs in the tropical and subtropical regions, where the SSTs are mostly influenced by the external (volcanic, solar) radiative forcing (Otterå et al. 2010) . The opposite picture is evident in several General Circulation Models (GCMs), which produce the AMO in the absence of external forcing (Knight et al. 2005) . Ting et al. 2009 separated the externally forced component and the internally varying component of the NA SST variations and found that during the twentieth century the NA displayed an internal oscillation of considerable magnitude. Thus, the AMO cannot be fully explained by the radiative forcing (Ting et al. 2014; DelSole et al. 2011; Zhang and Wang 2013) . The models' errors regarding the representation of AMO may suggest that their ability to simulate and predict at decadal time scales is compromised, because it could possibly mean that they do not incorporate the mechanisms associated to the generation of the AMO (or any other source of decadal variability like the PDO) and in turn incorporate or enhance variability at other frequencies (Ruiz-Barradas et al. 2013) .
As the externally forced part of the AMO can be estimated from simulations and meaningfully compared to other empirically reconstructed AMO indices based on oceanic proxy data like Arctica islandica, we focused our analysis on the models ability to reveal the externally forced part of the AMO by comparing the observed and simulated AMO evolution, acknowledging the ongoing uncertainties regarding the forced and internal nature of the AMO. This analysis could give more confidence to the models' output regarding longer time scales such as the last millennium, as it could be assumed that if some of the models can reveal the externally forced part of the AMO during a period manifested by anthropogenic forcing, then it is plausible that the same models can capture the externally forced part of the AMO during the preindustrial period.
Concluding remarks
The estimation of the skill of the CFR methods largely depends on the model used to evaluate the CFR method and the locations of the proxy network used to perform the spatially resolved CFR. Therefore, we first investigated the robustness of the CMIP5 simulated summer SSTs in the NA, compared to COBE2 data, for the second half of the twentieth century. Regarding the representation of the spatiotemporal characteristics of the NA SSTs we found that even though the second dominant pattern of NA SST covariability is captured to a certain degree by most models evaluated in this study, the first dominant EOF pattern is well represented by the models CanESM2, CCSM4 and represented to a certain degree by the models MPI-ESM and HadCM3. We can, therefore, expect that these models will provide with a better representation of the NA region's co-variability that is important for CFRs. Uncertainties will be introduced in a potential application of CFR by any of the models, as most of them suffer biases that coincide with regions of maximum model inter-annual variability. The models with the highest climatological error distributions are found to be GISS, IPSL-CM5, HadCM3 and MRI-CGCM. The simulated AMO reveals similar evolutions in the 2nd half of the twentieth century within the models, but presents a prominent source of uncertainty for reconstructions.
To assess the capability of Arctica islandica collection sites to provide a good spatially resolved reconstruction, we tested the models ability to represent the co-variance of the spatially resolved NA SSTs and the SSTs at two of the Arctica islandica collection sites. Both the COBE2 data and the CMIP5 models showed that the IS and NS sites of Arctica islandica are promising sites that can be used to reconstruct the SSTs of the north-east Atlantic. The IS site does not provide any information about the central Atlantic, but it provides information about the northern NA, north of 60°N. A number of CMIP5 models, such as CanESM2, CCSM4, MPI-ESM and IPSL-CM5 can reproduce the IS teleconnection pattern shown by the COBE2 data. The site in the North Sea seems promising not only for the eastern NA basin but for the central Atlantic as well, as COBE2 shows a significant anti-correlation between the NS site and the central Atlantic. Some of the CMIP5 models can capture the NS teleconnection pattern shown by COBE2, while most of the models can capture the co-variance of the NS site SSTs to the surrounding waters. Therefore, we can expect that the given proxy record will contain a strong SST signal that might represent a basin-wide signal for the north-east Atlantic, which is an important result in the context of using CMIP5 models to paleoclimate reconstructions based on the proxy sites of Arctica islandica. The models that are found to simulate well most of the spatiotemporal characteristics of the NA SSTs and the covariance of the SSTs of the two Arctica islandica collection sites are CanESM2, CCSM4 and MPI-ESM. In a forthcoming study we will assess the uncertainties relevant to paleoclimate reconstructions by using the best performing CMIP5 models, as evaluated in the context of this work, to test different CFR methods.
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