The notion of semi-inner product is due to Lumer [4] who also introduced the concept of numerical range of an operator on a Banach space in terms of a semi-inner product. This led to the definition of Hermitian operator given above as an operator with real numerical range. Another approach to the idea of numerical range appeared about the same time in the work of Bauer [1] . A good account of developments in the theory of Banach space numerical ranges is given in [3] .
In connection with this work on isometries of reflexive Orlicz spaces, Lumer [5] has shown that the Hermitian operators on a reflexive Orlicz space over a nonatomic measure space are essentially multiplications by real L°°-functions. Tarn [10] obtained this same result for Hermitian operators on discrete, symmetric Banach function spaces with absolutely continuous norm.
A recent paper of Schneider and Turner [7] , making use of Bauer's approach to numerical ranges, characterizes Hermitian matrices (on finite dimensional spaces with absolute norm) in terms of a certain equivalence relation on the coordinates. The results of that paper have motivated the present work. The property of a norm being absolute can be expressed as a property of the basis; indeed to say that a norm is absolute in the sense used in [7] is to say that the natural unit vector basis is hyperorthogonal. By utilizing the notion of hyperorthogonal Schauder basis we are able to extend the results of [7] on Hermitian operators to Banach spaces with this type of basis.
Our methods are slightly different in that we make use of an explicit representation of the semi-inner product. Our results also extend Tarn's theorem [10, Theorem 2] by removing the symmetry condition.
In § 2 we consider a class of Banach spaces which have what we call Hilbert-decompositions and which have semi-inner products with certain nice properties. We then characterize Hermitian operators on these spaces [Theorem 2.6 ] and obtain some corollaries concerning normal operators and products of Hermitian operators. In § 4 we show that the class includes Banach spaces with hyperothogonal Schauder bases, thus obtaining the results mentioned in the preceding paragraph.
Stampfli [9] introduced the concept of adjoint abelian operator on a Banach space. Our definition depends on the particular choice of semi-inner product and therefore agrees with Stampfii's definition on smooth Banach spaces. In § 3, we characterize these operators on Banach spaces which are ί p -sums of Hubert spaces 1 < p < oo, (p Φ 2). The class of adjoint abelian operators is generally distinct from the class of Hermitian operators, although in some cases it may be a proper subclass. We do show that if a Banach space X is isomorphic to Hubert space then the classes of adjoint abelian and Hermitian operators coincide if and only if X is isometrically isomorphic to Hubert space. In particular, the two classes are always distinct on finite dimensional non-Euclidean spaces.
2* Hermitian operators* DEFINITION 2.1. A semi-inner product (s.i.p.) on a linear space X is a mapping [ , ] from X x X into the scalar field which satisfies
Lumer has shown that if (X, v) is a Banach space and φ is a duality map from X into X* with dual norm v* such that v*(φx Our purpose in this section is to characterize Hermitian operators on Banach spaces which are direct sums of Hubert spaces and which possess s.i.p. 's which can be represented in a natural way. DEFINITION 2.4 . A Banach sequence space (E, μ) has an absolute norm if given {x t } e E and {y t } with \y t \ = \Xi\ for each i then {y z ) e E and μ({yi\) = μ({#J). A Banach space (X, v) is said to have an iϊ-decomposition if there exists a sequence of subspaces {XJ, each a Hubert space, and a Banach sequence space (E f μ) with absolute norm such that (i) the X/s form a decomposition of X, i.e., every xeX can be represented uniquely as x = Σ x i9 x t e X if (ii) if α? = Σ χ n then {| | x % \\} e E and v(χ) = μ({\\ α^l}) and (iii) μ({u k }) = 1 for any sequence of the form u k -1 for k = i and u k = 0 for k Φ i.
REMARKS. If a Banach sequence space (E, μ) has an absolute norm, then if {α?J, {y t }eE and \y t \ ^ \x t \ it follows that Mίi/J) μ ({Xi}). An example of a Banach space with an ίί-decomposition is an l P (°° > P ^ 1) sum of a sequence {XJ of Hubert spaces. Other examples will be given in § 4. (2.5.5) 
If we let α;' = ia? Λ + α? 3 , then a k (x f ) = α fc (α;) and α^α;') = α/α;) by (2.5.1). The substitution of x' into (2.6.2) yields iCAfciίCi, α; fc >α fc (α;)
Dividing through (2.6.3) by i and adding to (2.6.2) leads to
which holds for all choices of x k 6 X k and x 5 e X s .
It follows from (2.5.3) that there exists x k eX k and aj el,-such that α fc (a?') = α^a?') Φ 0 for a? = x k + a J. If α? f c , Xj are arbitrary nonzero elements of X k and JSΓ, -respectively and x -||a;' fc || (xj\\x k ||) + ll^ίll (^i/ll^ill) it follows from (2.5.1) that a k (x) = «,-(») ^ 0 and from (2.6.4) we have (2.6.5) <AA , %> = <A jk x k , xj} Combining (2.6.5) and (2.6.1) we see that
It is clear that (2.6.6) will be contradicted if there exists x k eX k , Hence, in order that (2.6.6) fail to be contradicted if
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is real for all x = Σ %t e X. For a given i, we may group the terms involving j and replace x by #' = x ι + # 2 + + e*' &y + to obtain
is real for all choices of θ, 0 ^ ί < 2ττ where 7 is independent of #.
From the lemma of Tarn [9, p. 236] , and after some straightforward computation, we may conclude that
for any x with X S Φ 0. By (2.5.1) we may replace each term in (2.6.8) by its absolute value, and can therefore conclude that
But from (2.5.4) we know that a k (x) Φ a 3 {x) for some x and consequently A kj = 0. It now follows from (2.6.5) that A jk is also zero.
To complete the proof, we must show that
Since it is obvious that v o (A) ^ M, we obtain equality and the proof is complete.
In each of the following corollaries, X will denote a Banach space which satisfies the hypothesis of Theorem 2.6. Proof. This follows from the characterization of A and B as having diagonal operator matrix representations and from the corresponding result for Hubert spaces. The above definition differs from that of Stampfli in that it is defined relative to a given s.i.p. The following example shows, in contrast to the situation for Hermitian operators, that an operator may be adjoint abelian with respect to one s.i.p. but not with respect to another, even though both are compatible with the norm. This ambiguity does not occur in the case of a smooth Banach space which has a unique s.i.p. compatible with the given norm. EXAMPLE 3.1.1. Let X be a two dimensional complex space with the l°° norm. Let λ be chosen with 0<λ<l. Let φ λ denote the map defined on X into X* by We now wish to characterize adjoint abelian operators in a manner similar to that for Hermitian operators. We shall assume here that the Banach space is an i^-sum of separable Hubert spaces, where l<p<oo y pφ2 and the Hubert spaces may be of varying dimension finite or infinite.
In this case, the semi-inner product is given by 
REMARK 3.4. Let X be an l p sum of a sequence of Hubert spaces {XJ where 1 < p < oo and p Φ 2 and let H be the l 2 sum of these spaces. If A is an operator which is adjoint abelian on X and if A is defined on H then A is Hermitian on H. REMARK 3.5. If no two X/s have the same dimension, then an adjoint abelian operator on X has a diagonal matrix representation and therefore is Hermitian by Theorem 2.6.
If, for example, X is the l v sum of a one dimensional and a two dimensional space, then every adjoint abelian operator is Hermitian, but not conversely.
/I 0 0\ (1 0 0\ Thus I 0 0 i 1 is adjoint abelian on that space while 0 0 i/2 I \0 -iO/ \0 -</2 0/ is Hermitian but not adjoint abelian.
If instead we take X = X 1 + X 2 as the ϊ p sum of two 2-dimen-/0 0 -i 0\ sional Hubert spaces where p Φ 2, then j . 9 Q 11 is an adjoint \0 -i 0 0/ abelian operator which is not Hermitian. (Here we are considering the matrices as representing an operator relative to the natural coordinate basis vectors.)
It is of some interest perphaps to consider spaces on which the classes of Hermitian and adjoint abelian operators coincide. This happens, of course, on Hubert spaces. The next theorem shows that this cannot happen on non-Hilbert spaces which are isomorphic to Hubert spaces. In particular, the two classes are always distinct on finite dimensional spaces.
Let (X, [ , ] ) be a semi-inner product space. The algebra of bounded operators on X will be denoted by B(X). H(X) and A(X) will denote the Hermitian and adjoint abelian operators respectively. THEOREM 3.6. Let (X, v) 
eH(X).
By Theorem 3 page 59 of [3] , J = H(X) + iH(X) is a Banach* algebra and furthermore it follows from Theorem 5 page 78 of [3] that J is a B* algebra.
Since X is isomorphic to Hilbert space, there is an inner product < , •> defined on X which induces an equivalent norm. Define S -{Te B(X): (Tx, y) = <α?, Ty} for every x, y}. Let C = S + iS. Then C is a B* algebra with respect to the involution defined by (Tx, y) = (x, Ty) and C contains the identity. Again by Theorem 5 page 78 of [3] C a J. But C = B(X). Hence by Theorem 6 page 78 of [3] X is a Hilbert space. 4* Spaces with hyperorthogonal bases and the class SΊ A sequence {e t ) in a complex Banach space (X, v) is called a Schauder basis if for every x e X there is a unique sequence {a % ) of scalars such that x = Σ #*#*• Associated with the sequence {ej is the sequence {et} in the dual space X* defined by e*{e 3 ) = δ i3 for each pair i, j of positive integers. Thus e*(x) = a t and α? = Σ β*(a?)β i β A basis is sometimes indicated by writing the pair ({ej, {e*}). A basis is shrinking if {ef} is a basis for X* and normal if v(e x ) = v*(e*) = 1 for each i where v, v* denote the norm on X and the dual norm on X* respectively. The basis {ej is said to be hyperorthogonal if v(Σ oε t e t ) = *>(Σ 10Ci I e t ) for each a? = Σi <^^i 6 X [8. p. 558], If, for x = Σ ^ŵ e let I a? I = Σ I a i I e i> then the above is expressed by saying v(x) = v(| a; I) for each x G X. It may be readily shown that in this case v is monotone relative to {ej; that is if |α<| ^ |/9 έ | for each i and Σ/5^GX, then v (Σ ^,) ^ v (Σ Aβ,) [8. p. 558] .
Let JV denote the set of positive integers or the set {1, 2, 3, , n) for some ^. We now define an equivalence relation on N in a way suggested by Schneider and Turner [7] . It has been shown that "~" defines an equivalence relation on JV where JV is finite [7] , and the proof is exactly the same in case N is infinite. We now show that this equivalence relation gives rise to a decomposition of the space in the sense of 2.4.
For the remainder of this section, {e τ ) will denote a normalized (i.e., v{e % ) -1 for each i) hyperorthogonal basis for the Banach space X with norm v. The sets N l9 N z , will denote the equivalence classes in N determined by the equivalence relation of 4.1. We will treat the N t 's as if there are infinitely many of them and each Nt is infinite. The necessary adjustments in finite cases are obvious. The elements of N k are denoted by p ku p k2 , in increasing order. If x = Σ «iβ, and Σ I <*t Γ < °°, we write || x || = (Σ I cc t \ψ\ LEMMA 4.2. Let X, v, {ej, N lf N 2t be as described above. Then there exists a sequence of subspaces {X τ ) of X, each being isometric with l 2 , and a sequence space (E, μ) such that ({XJ, (E, μ) ) is an H-decomposition of X. Proof For each positive integer i let X t denote the closed linear span of the basis vectors {e Pik : p ik e N t }. If x = ^oc k e k eX 9 let x t = Σfc a P ik e Pik-Then x t e X t and it is readily shown that x = Σt^ F°r if ε > 0 is given, choose n 0 such that v (Σk^n oc k e k ) < β for n ^ n Q . Let E be the space of all scalar sequences {a t } such that Σ oc t e 9il e -X" and define μ on £7 by μ(fe}) = v(Σtf t e Pίl ). ^he natural unit vector basis {u t } where u t = (0, 0, , 0, l <th , 0, ) is hyperorthogonal and μ(u { ) = 1 for each i. Moreover, {|| x i ||} e £7 for each #e X and u(α>) = i"({|| χ i II}) by (4.2.4) . Therefore, the sequence of subspaces {XJ together with the sequence space (E, μ) forms an ίf-decomposition of X. COROLLARY 
If i ~ j for all i, j then X is isometric with Hilbert space.
REMARK. If the basis for (X, v) is also shrinking then it can be shown that i ~j for v implies i ~ j relative to v*. Furthermore, it follows that (X*, y*) has an iϊ-decomposition consisting of the subspaces {Xi}. The associated sequence space is a subspace of (E*, v*). COROLLARY 4.4. Let (X, v) and ({XJ, (E, μ) 
REMARK. An example of a Banach sequence space with absolute norm which possesses a sufficiently ^-like s.i.p. is l v 1 ^ p < °o (p Φ 2).
In this case [α, /9] = Σ L EMMA 4.6. Let (X, v) be a Banach space with an H-decomposition ({Xi\, (E, μ) 
A similar argument proves (2.5.4) and this completes the proof of the lemma. Proof. Since X has a hyperorthogonal basis, it follows from Lemma 4.2 that X possesses an if-decomposition ({XJ, (E, μ) ). By Lemma 4.6 it is sufficient to prove that the sequence space (E, μ) has a sufficiently l p -lϊke s.i.p. compatible with μ.
In what follows, the dual of E will be denoted by E* and the associated norm will be denoted by μ*. Since μ is absolute, μ* is also absolute.
Let φ be a duality map φ: E-> E* with the properties μ*(φ(a)) = μ{a), φ{a){a) = μ\a), and φ(Xά) = Xφ(a) .
A semi-inner product compatible with μ is given by
We proceed to show that this s.i.p. is sufficiently l p -like in the sense of Definition 4.5.
Since E has a basis we can associate with the linear functional φ{a) a sequence of scalars {φi ( To show that this s.i.p. is sufficiently l^-like we must now verify that the α/s satisfy the conditions of Definition 4.5.
It is obvious that (4.5.1), (4.5.2) , and (4.5.5) hold. It follows from Corollary 3.2 of [7] that given a pair of positive integers k, j there exist positive scalars a k9 a ά such that a k (a) = a ό (a) if a = (0, 0, a k , 0, a jt 0, -..). Thus, (4.5.3) is satisfied.
To show that (4.5.4) holds, let k, j, k Φ j be given and suppose a k (a) = a ό {a) for all ae E. Consider the subspace E % of E spanned by {u lf u 2 , , u n }, n ^ max {k, j}. A s.i.p. on E n compatible with μ n , the norm μ restricted to E n , is given by [a, β] n = Σ^A^ί/S). Let B be the matrix (b pq ) defined by b kj = i, b jk = -i and b pq = 0 for all other choices of p, q. It is readily verified that B is Hermitian and by the theorem of Schneider and Turner [7, Theorem 6.2] k ~ j relative to μ n . A limiting argument shows that k ~ j relative to μ which contradicts Corollary 4.4. Hence there must exist ae E such that a k {a) Φ a 3 {a) and the proof is complete.
As a consequence of Theorem 4.7 we know that any Banach space (X, v) which has a normalized hyperorthogonal basis is a member of the class S* discussed in § 2. These results as applied to a Banach space with a normalized hyperorthogonal basis are summarized in the next theorem.
THEOREM 4.8. Let (X, v) EEMARKS. If A is regarded as an infinite matrix {a i3 ) of scalars, and A is Hermitian on X, then (i ) dis = an for each i, j.
(ii) a iS = 0 if i + j.
This extends the theorem of Schneider and Turner [7] . Also, our results on Hermitian and normal operators are valid in any discrete Banach function space with absolutely continuous norm and therefore extend the results of Tarn in that we do not require symmetry of the norm.
