Image capture and image display will most likely be decou pled in future 3DTV systems. For this reason, as well as the need to convert abstract representations to display driver sig nals, and the need to explicitly consider diffraction and prop agation effects, it is expected that signal processing issues will play a fundamental role in achieving 3DTV operation. Since diffraction between two parallel planes is equivalent to a 20 linear shift-invariant system, various signal processing techniques play an important role. Diffraction between tilted planes can also be modeled as a relatively simple system, leading to efficient discrete computations. Two fundamental problems are digital computation of the optical field due to a 3D object, and finding the driver signals for a given optical device so as to generate the desired optical field in space. The discretization of optical signals leads to several interesting issues; for example, it is possible to violate the Nyquist rate while sampling, but still maintain full reconstruction. The fractional Fourier transform is another signal processing tool which finds application in optical wave propagation.
INTRODUCTION
Regardless of the algorithmic, representational, and techno logical choices made for the acquisition, transmission, and display of three-dimensional (3D) visual signals, optics is expected to play a more important role in holographic three dimensional television (3DTV), than it does in conventional display technologies such as cathode ray tubes and liquid crystal displays or cinematic projection. This is because the creation of a three-dimensional image, or the illusion of it, depends on the manipulation of light for the purpose of syn thesizing desired spatial light distributions. The analyses of the underlying processes will almost certainly involve ex plicit consideration of diffraction and related phenomena.
The image capture and image display steps will most likely be decoupled in future 3DTV systems: The captured 3D scene and object will be stored in convenient forms, and then the viewer at the display-end will access the abstract 3D information in an interactive fashion, with the abstract data being converted to signals that will drive the high-quality dis play.
Therefore, due to this decoupled approach and the need to convert abstract representations to driver signals, as well as the need to explicitly consider diffraction and propaga tion effects, it is expected that signal processing issues will play a fundamental role in achieving 3DTV operation. The purpose of this paper is to identify some of the key signal processing issues in holographic 3DTY. The formulation of diffraction phenomena, forward and the inverse problems in holographic 3DTV, discretization issues, and the use of the fractional Fourier transform as a tool for analyzing optical phenomena are the main topics covered in this paper.
REVIEW OF DIFFRACTION FROM A SYSTEMS POINT OF VIEW
It is well known that scalar monochromatic diffraction in ho mogeneous media can be exactly represented as an all-pass linear shift-invariant (LSI) system [I] . Based on the plane wave decomposition of optical propagation one can write
where (x,y,z) is the 3D coherent optical field, and 2D (x , y) is its 2D cross section at z = Z. Therefore, z 2D (x,y) is the diffraction pattern over a planar 20 surface, z due to an object transparency mask a(x,y) located at z = O. A(kx,ky) is the Fourier transform of a(x,y). kx and ky are the spatial frequencies along the x and y axes respectively.
The monochromatic light wavelength is and k = 2 I . Therefore, the transfer function of the 2D LSI system is exp [jZ(� -/2; -12y) 1/ 2 ] , for /2; + I2y :::; �. Surprisingly, it is very unlikely to see the inverse Fourier transform of this function in texts or tables. However, it is proven by Sherman [2] that the inverse Fourier transform (i.e., the impulse re sponse of the system representing the diffraction of light) is the kernel of the well-known Rayleigh-Sommerfeld solution [I] . For distances which are large compared to the wave length the impulse response reduces to the kernel related to the spherical propagation of light out of a point source:
hz(x,y):::: :: . ( 2 2 2 ) exp)-x +y +Z } x +y +Z (2) which is known as the Rayleigh-Sommerfeld diffraction for mula [1] . Under the paraxial approximation (i.e., if the angle be tween the z-axis, and the line connecting a point of interest on the diffraction plane to an active point on the object mask is small) the impulse response and the associated transfer func tions become [1]:
The paraxial approximation above is also known as the Fres nel or Huygens-Fresnel approximation. The Fresnel approx imation represented by the convolution of a(x,y) with the impulse response given above, can be easily converted to a single Fourier transform with pre-and post-multiplications by quadratic phase functions:
where the constants are combined into the new constant c.
At very large distances (small objects), further approxi mation yields the Fourier diffraction pattem as a quadratic phase modulated by the Fourier transform of the object [1]:
The past decade has witnessed a recognition of the re lationship between optical propagation and the fractional Fourier transform (FRT) [3] . The FRT fa (x) of {(x) is de fined as
where A a /2 is a factor depending on a whose exact form is not of importance here. The key result is that relating free space propagation in the Fresnel approximation (the Fresnel integral or the Fresnel transform), to the fractional Fourier transform [4, 5, 6, 7] . Extensions of this result relate ar bitrary linear canonical transforms to the fractional Fourier transform; for instance [8] . Linear canonical transforms are a three-parameter family of integral transforms which are also known as quadratic-phase systems. This family of transforms includes the Fourier and fractional Fourier trans forms, simple scaling including the identity and parity op erations (corresponding to imaging in optics), chirp multi plication and convolution operations (corresponding to pas sage through a thin lens and free-space propagation in the Fresnel approximation respectively), and hyperbolic trans forms as special cases [9, 10] . Since optical systems con sisting of arbitrary concatenations of lenses and section of free space can be modeled as linear canonical transforms, it follows that propagation through such systems, as well as free-space propagation can be viewed as an act of continual fractional transformation. The wave field evolves through fractional Fourier transforms of increasing order as it propa gates through free space or the multi-lens system.
Restricting ourselves to one-dimensional notation for simplicity, the output g(x) of a quadratic-phase system is re lated to its input f(x) through
where , , are the three parameters of the system. When all three of these parameters equal 1/ Z, this expression re duces to the Fresnel integral (within an inconsequential phase factor). The same relationship can also be written in terms of an alternate set of parameters a, M, R as follows:
where s is an arbitrary scale factor. This relationship maps
is essentially the ath order fractional Fourier transform of s-1/2f(x/s), scaled by M, and multiplied by a residual quadratic-phase factor. In optics scaling corresponds to magnification of the distribution of light in the transverse direction. The existence of the quadratic-phase factor means that the magnified fractional Fourier transform is observed on a spherical reference surface, rather than on a plane. Com paring Eqs. 8 and 9, we can relate the two sets of parameters as follows:
These equations allow us to switch between the two sets of parameters and thus interpret any quadratic-phase inte gral and thus the wide class of optical systems they repre sent as fractional Fourier transforms. Since the FRT has a much broader set of properties mirroring those of the ordi nary Fourier transform, and is geometrically and numerically much better behaved, formulating the propagation of light through optical systems in terms of the FRT has several ad vantages. As a special case, when = 1/ Z corre sponding to ordinary free-space propagation, we have
To summarize, the expression for scalar diffraction, and its Fresnel and Fourier approximations, the former possibly expressed as a fractional Fourier transform, are of fundamen tal importance and are key relationships whose manipulation and computation are of importance for the synthesis and/or reconstruction of 3D light fields. Various signal processing techniques for the simulation of diffraction are essential to this end.
These issues become particularly important when one de viates from standard problems. For instance, consider the more difficult problem of diffraction between planes tilted with respect to each other, instead of being parallel as for mulated above [11, 12] . Using the plane wave decomposi tion approach for scalar optical waves, we can form superpo sitions in 3D space for monochromatic waves. Intersecting such a 3D pattern by two tilted planes, we observe that each 3D plane wave component yields a 20 frequency component over one of the planes, where the corresponding pattern over the other (not necessarily parallel) plane has a different fre quency due to the tilt. It is then easy to compute the corre sponding amplitude, frequency, and phase component pairs over the two planes of interest. To do so, we start with the representation of the coordinates of the observation (diffrac tion) plane as x' = Rx+b (16) where R is a 3D rotation matrix, b is the 3D translation vec tor in space, and x is the coordinate vector [x y z] T . There fore, the desired diffraction pattern can be found as
where $ represents the 20 Fourier transform, and its ar rowed subscripts denote the variables of the pre-and post
Fourier transform domains. The function H (k' ,R, b) pro vides the kernel of the corresponding system, represented by (18) Furthermore, the two 2D frequency vectors (kx,ky), (1S:,k�)
at the object and the observation planes, respectively, are re lated by k = Rk'.
FORWARD AND INVERSE PROBLEMS IN HOLOGRAPHIC 3DTV
The two fundamental problems in holographic 3DTV are what we will refer to as the forward and the inverse prob lems. The forward problem is the computation of the light field distribution which arises over the entire 3D space, given an abstract 3D structure with specified shape and texture. This is the light field which we will desire to create at the display end, but in order to do so, we must first compute what it is. This is a considerably more difficult problem compared to the classical textbook problems outlined in the previous section, because the 3D structure is not a simple plane, but consists of a complex structure of opaque or transparent or semi-transparent surfaces.
Once this field is determined, physical devices will be used to create this field at the display end, which will then propagate in 3D space before reaching the viewer. These physical devices impose many constraints as a consequence of their particular characteristics and limitations. Therefore, the 3D light distribution we are able to generate these de vices might not be able to exactly match the desired 3D field computed by solving the forward problem outlined above. Furthermore, the relationship between the electronic or other forms of driving signals of these devices, to the generated 3D light field may not be straightforward. Therefore, given a physical device, like a specific spatial light modulator [13] , or an acousto-optic element [14] , finding the driving signals to get the best approximation to the given desired 3D light field is an intriguing and challenging inverse problem.
SAMPLING ISSUES IN DIFFRACTION
Discretization and subsequent quantization are unavoidable in digital computations within the context of the forward or the inverse problems outlined above. Furthermore, digital versions of the systems discussed in Section 2 require dis cretization of the patterns and the presented kernels. Due to the specific nature of these diffraction kernels, naive attempts at discretization will usually not lead to satisfactory results. It is of paramount importance to understand the exact effects of sampling on these special types of systems and their inter pretation. This allows much more efficient sampling schemes than naive approaches based on straightforward application of Nyquist-Shannon's theorem would achieve. We discuss a number of related issues in what follows.
Looking back to the exact scalar diffraction expression given by Eq. 1, we see that the transfer function is band limited to a circle. However, the Fresnel diffraction kernel, given by Eq. 4, is neither band nor space limited. Despite the tendency to directly apply standard Nyquist-Shannon sam pling theory, as shown in [15] [16], employing band-limited sampling and associated sinc interpolation for such expres sions results in unnecessary and extremely redundant sam pling rates. Instead, using the concept of -Fresnel limit edness, which fits naturally to most diffraction cases under the Fresnel approximation, the sampling rates can be signif icantly reduced below the Nyquist rate, but still yields per fect reconstruction of the underlying analog functions. For example, it is shown in [15] that such a sampling generates modulated and shifted replicas of the original space-limited object as (19) k where ck is the indexed set of related coefficients, and the periodicity matrix U is related to the sampling matrix, V by U = 2 V-T o Bold face vectors x, and k are the vectors, [x yV and [kx kyV, respectively. Therefore, full recovery is still possible even if the Nyquist criteria is severely vio lated by simply windowing the desired space-limited object by leaving the replicas out.
Applying the sub-Nyquist sampling to the exact diffrac tion expression given in Eq. 1 reveals very interesting results: the modulated and shifted replicas of the sub-Nyquist sam pled Fresnel diffraction now get dispersed, and this disper sion may result in a favorable situation during reconstruction by naturally reducing the visibility of the replicas. It is easy to understand this effect if we observe that the discrete sam pling function p ( x , y ) at the diffraction plane can be written section, at the diffraction plane, of a bunch of superposed discrete-direction 3D plane waves. Therefore, this sampling operation can be interpreted as the parallel reconstruction from the diffraction pattern, by a number of "illuminating" plane waves each propagating at a different direction, where the superposition forms the sampling grid right at the diffrac tion plane. One of those reconstructions corresponds to the "desired" reconstruction, whereas others give the reconstruc tion by higher diffraction orders. Even though those diffrac tion orders generate the shifted-modulated replicas of the original object for the Fresnel case (Eq. 19), they yield dis persed replicas when the exact formulation is used. Yet another interesting sampling related result is pre sented in [17] : it is shown that for some periodic input patterns, the exact continuous Fresnel diffraction pattern at given distances can be computed by discrete signal process ing techniques (OFT).
The fractional Fourier transform formulation provides an integral approach to handling the sampling issue. Refer ring to Eq. 7, we again observe that naive application of the Nyquist-Shannon approach may require very large sampling rates due to the highly oscillatory nature of the kerne!. How ever, by careful consideration of sampling issues, it is possi ble to accurately and efficiently compute this integral with a number of samples close to the space-bandwidth product of f(x) [18] .
It is also interesting to note that wavelet structures, and their applications to diffraction problems [19] provide rich signal processing tools for approaching and efficiently solv ing problems of a nature outlined above.
CONCLUSION
The diffraction in general, and the associated issues related to holographic 3DTV in particular naturally have a close link with various signal processing topics. The classical linear shift invariant system structure for the diffraction between two parallel planes has been well known and utilized. How ever, applications of signals and systems approaches to other issues like the 3D volume diffraction patterns, diffraction pattern between arbitrary tilted planes are rather new. The natural link between the fractional Fourier transform, and the interesting results associated with the sampling of the diffrac tion field are promising for further interesting applications.
