Our goal in this paper is to plan the motion of a robot in a partitioned environment with dynamically changing, locally sensed rewards. The robot aims to accomplish a highlevel temporal logic surveillance mission and to locally optimize the collection of the rewards in the visited regions. These two objectives often conflict and only a compromise between them can be reached. We address this issue by taking into consideration a user-defined preference function that captures the trade-off between the importance of collecting high rewards and the importance of making progress towards a surveyed region. Our solution leverages ideas from the automata-based approach to model checking. We demonstrate the utilization of the suggested framework in an illustrative example.
I. INTRODUCTION
In this paper, we consider the problem of robot path planning (see, e.g., [1] for an overview) with more complex missions than "Go from A to B while avoiding obstacles.". Recently, different versions of temporal logics have been successfully employed to specify such robotic missions [2] , [3] , [4] , [5] , [6] , [7] , [8] . We have chosen Linear Temporal Logic (LTL) [9] , [10] as the specification means for its resemblance to natural language and its ability to express interesting robot behavior, such as "Repeatedly survey regions A and B while avoiding dangerous regions. Make sure, that A is always visited in between two successive visits to B and vice versa.".
We assume that the robot motion in the environment is modeled as a transition system obtained by partitioning the environment into regions (e.g., using well-known triangulations and rectangular partitions). The robot's task is to collect rewards that dynamically change their values in the regions and that can be sensed only within a certain vicinity of the robot's current position. A traditional approach to this kind of problem, i.e., an optimization problem on a dynamically changing plant, is model predictive control (also called receding horizon control) [11] based on iterative re-planning and optimization of a cost function over a finite horizon.
We focus on interconnecting the receding horizon control with the synthesis of a path that is correct with respect to a given temporal logic formula. This idea appeared in [12] , [13] , where the receding horizon approach was employed to fight the high computational complexity of reactive motion planning. However, the authors did not consider any rewards collection to be optimized. In contrast, the authors in [14] assumed a deterministic transition system with locally sensed, dynamically changing rewards. While they required This work was partially supported by grants no. GD102/09/H042, GAP202/11/0312, and LH11065. The authors are with Faculty of Informatics, Masaryk University, Brno, Czech Republic. Email: svorenova@mail.muni.cz, {xtumova,barnat,cerna}@fi.muni.cz.
the satisfaction of an LTL mission, they also targeted to collect maximal rewards within a given horizon. These two goals often cannot be reached simultaneously. If the robot primarily collects high rewards, the mission might never be satisfied and vice versa, if the robot is planned to accomplish the mission, the collected rewards might be low. The authors utilized ideas from the automata-based approach to model checking to iteratively find a local path maximizing the collected rewards among the local paths that ensure that a step towards the mission satisfaction is made. This way, they managed to compromise between the two goals.
Our work can be seen as a different, generalized approach to the above problem. We allow the trade-off between the two goals to be partially driven by user-defined preferences that may dynamically change during the execution of the robot. In particular, we assume an LTL mission that includes surveillance of a set of regions and a user-defined preference function expressing the desired trade-off between the surveillance and the reward collection given the history of the robot motion. Whereas the local path planned in [14] always guarantees progress towards the satisfaction of the mission, in our case this progress may be postponed (for a finite amount of time) if the collection of the rewards is prioritized by the preference function. For example, consider a garbage truck that is required to periodically visit two garbage disposal plants A and B and to arrive to a plant as fully loaded as possible. In [14] , each local plan for the truck would send the truck closer to A (or B, respectively) and the truck might arrive half-empty. In contrast, through the preference function, we can define that collecting the garbage is the primary target until the truck is full enough to drive to a plant and that once it is, driving towards A (or B, respectively) becomes the priority. Besides that, we generalize the problem from [14] in the following sense. When planning, the authors estimate the rewards collected along a planned local path as the sum of the rewards that are currently seen at the states of this path and they aim to maximize it. We consider that arbitrary assumptions on the reward dynamics might be given and we estimate the rewards collected along a planned local path accordingly. We also allow for a broader class of optimization functions. In our solution, we extend ideas from the automata-based approach to model-checking to provably guarantee the satisfaction of the mission and to support both the preference function and the arbitrary assumptions on the reward dynamics.
Our contribution can be summarized as follows. We develop a general framework for robot motion planning with high-level LTL mission specifications and locally optimal reward collection with respect to given reward dynamics assumptions and local rewards sensing. We introduce a novel approach that allows to prescribe whether the rewards collection or the mission progress are of a higher interest. We present several illustrative examples and simulation results to demonstrate the usability of our approach. The proofs, the complexity analysis and several simulation results are omitted due to space constraints and they can be found in the extended version of this paper [15] .
II. NOTATION AND PRELIMINARIES Given a set S, we denote by S + and S ω all finite, nonempty and all infinite sequences of elements from S, respectively.
Definition 1: A weighted deterministic transition system
Π is a set of atomic propositions; L : Q → 2 Π is a labeling function; and W : T → R >0 is a weight function. The states of the TS represent the regions of the environment and the transitions the robot's capabilities to move between them. We assume that there is a transition from each state. The atomic propositions Π are properties that are either true or false in each region of the environment, e.g., "This region is a delivery location.". The labeling function L assigns to each state the subset of Π that hold true in this state. The weight function assigns to each transition the amount of time that this transition takes. If the robot is in a state q at time t and follows a transition (q, q ) ∈ T , then it is in the state q at time t +W (q, q ) . The time spent in states is 0.
A run of T is an infinite sequence ρ = q 0 q 1 . . . such that q 0 is the initial state and (q i , q i+1 ) ∈ T , for all i ≥ 0. A finite run ρ fin of T is a finite subsequence of a run of T . A run prefix ρ pfix of T is a finite run that originates at the initial state q 0 . Associated with a run ρ = q 0 q 1 . . . (and a run prefix ρ pfix = q 0 . . . q n ) there is a sequence of time instances t 0 t 1 . . . (and t 0 . . .t n ), where t 0 = 0, and t i denotes the time at which the state q i is reached (t i+1 = t i +W (q i , q i+1 ) ). A run ρ = q 0 q 1 . . . generates a unique word ω(ρ) = L(q 0 )L(q 1 ) . . ..
A control strategy C : Q + → Q for T assigns the next state to be visited to each run prefix of T . The run generated by
With a slight abuse of notation, we denote W (ρ fin ) the total weight of the sequence of transitions of a finite run ρ fin = q i . . . q j , i.e., W (ρ fin ) = ∑ j−1 k=i W (q k , q k+1 ) . Furthermore, we define W * (q i , q j ) as the minimum weight of a finite run from q i to q j . In particular, W * (q i , q i ) = 0, and W * (q i , q j ) = ∞ if there is no finite run from q i to q j .
Definition 2: Linear Temporal Logic (LTL) formulas over Π are built according to the following grammar:
where π ∈ Π is an atomic proposition, ¬, ∨ and ∧ are standard Boolean connectives, and X (next), U (until), G (always) and F (eventually) are temporal operators. The semantics of LTL is defined over infinite sequences over 2 Π , such as those generated by the runs of the TS T (for details see, e.g., [10] ). For example, a word ω ∈ (2 Π ) ω satisfies G φ and F φ if φ holds on ω always and eventually,
Definition 3: A Büchi automaton (BA) is a tuple B = (S, s 0 , Σ, δ, F), where S is a finite set of states; s 0 ∈ S is an initial state; Σ is an input alphabet; δ ⊆ S × Σ × S is a transition relation; and F ⊆ S is a set of accepting states.
The semantics of a Büchi automaton B is defined over infinite input words. If Σ = 2 Π , then the input words are infinite sequences of sets of atomic propositions, such as those generated by T . A run of B over an input word σ = a 0 a 1 . . . ∈ Σ ω is a sequence of states ρ = s 0 s 1 . . . such that s 0 is the initial state and (s i , a i , s i+1 ) ∈ δ, for all i ≥ 0. A run ρ is accepting if and only if a state from F appears in ρ infinitely many times. A word σ is accepted by B if there exists an accepting run over σ. Any LTL formula φ over Π can be translated into a BA B φ accepting all and only the words satisfying φ (using, e.g., the algorithm from [16] ).
Note that the product defined above is a weighted version of a Büchi automaton with a trivial alphabet that is thus omitted.
We denote by α(ρ P ) the projection of a run ρ P of P onto its first components, i.e., α (q 0 , s 0 )(q 1 , s 1 ) . . . = q 0 q 1 . . .. An accepting run ρ P of P can be projected onto a run α(ρ P ) of T that satisfies the formula φ, and vice versa, if ρ = q 0 q 1 . . . is a run of T satisfying φ, then there exists an accepting run ρ P = (q 0 , s 0 )(q 1 , s 1 ) . . . of P . The product can be also viewed as a transition system T P = (S P , s P 0 , δ P , Π, L P ,W P ), where L P (q, s) = L(q), for all (q, s) ∈ S P . Hence, we use W P ρ P fin , W * P p i , p j and C P to denote the total weight of a finite run ρ P fin , the minimum weight between states p i , p j and the control strategy for P , respectively.
III. PROBLEM FORMULATION
Consider a robot moving in a partitioned environment modeled as a weighted deterministic transition system as described in Sec. II. Assume that a dynamically changing non-negative real-valued reward is associated with each state of the TS. The robot senses the rewards in its close proximity and collects the rewards as it visits the regions of the environment, i.e., as the states of the TS change. Moreover, the robot is given a high-level LTL mission. The problem addressed in previous literature [14] is to design a control strategy that (1) guarantees the satisfaction of the mission and (2) locally maximizes the collected rewards.
We focus on a different version of the above problem allowing for partial regulation of the trade-off between the two objectives. First, we consider a user-defined preference function that, given a history of robot's movement, expresses whether moving closer to a region under surveillance or collecting rewards is prioritized. Second, we consider arbitrary reward dynamics and we capture the concrete reward dynamics assumptions through a state potential function. The problem is to design a control strategy that (1) guarantees the satisfaction of the mission, (2) locally optimizes the collection of rewards, and (3) takes into account the preference function and the reward dynamics assumptions.
We formalize the problem as follows. The robot motion in the environment is given as a TS T = (Q, q 0 , T, Π, L,W ) (Def. 1). The rewards can be sensed at time t k within the visibility range v ∈ R >0 from the robot's current position q k . We denote by V (q k ) = {q | W * (q k , q) ≤ v} the set of states that are within the visibility range v from q k (assuming that q ∈ V (q k ), for all (q k , q) ∈ T ) and by R :
is the reward sensed in the state q at time t k after executing the run prefix q 0 . . . q k .
and it is known only at time t k (and later), not earlier.
A user-defined planning horizon and a state potential function are employed to capture user's assumptions about the reward dynamics and her interests. For instance, the rewards may appear according to a probabilistic distribution, or their changes might be random. The rewards might or might not disappear once they are collected by the robot. The user might be interested in the maximal, expected, or minimal sum of rewards that can be collected from a given state during a finite run whose weight is no more than the planning horizon. The concrete definitions of the planning horizon and the state potential function are meant to be specifically tailored for different cases. Formally, the horizon is h ∈ R >0 , h ≥ max (q,q )∈T W (q, q ) and the state potential function is pot :
is the potential of the state q at time t k . More precisely, the value of pot(q, q 0 . . . q k , h) is defined for all q, where (q k , q) ∈ T and captures the rewards that can be collected after execution of the run prefix q 0 . . . q k during a finite run ρ fin ∈ P fin (q, q k , h), where P fin (q, q k , h) = {ρ fin | ρ fin is a finite run of T , such that (i) ρ fin starts at q; (ii) W (ρ fin ) +W (q k , q) ≤ h; and (iii) the states that appear in ρ fin belong to V (q k ).}. Example 1: The function stating that the potential of q is the maximal sum of rewards that can be collected from q assuming that the rewards do not change while the robot can sense them and that they disappear once collected is
In fact, this is how authors in [14] estimate the amount of rewards collected on a local path.
To define our problem, we assume that there is a set of regions labeled with a surveillance proposition π sur ∈ Π and a part of the mission is to periodically visit one of those regions. The missions are then LTL formulas of form φ = ϕ ∧ G F π sur , where ϕ is an LTL formula over Π.
(1) The subformula G F π sur states that π sur has to be visited always eventually, i.e., infinitely many times.
The user can partially guide whether the robot should collect high rewards or whether it should make a step towards the satisfaction of π sur through a preference function. For example, the preference function can grow linearly with time since the latest visit to π sur , meaning that going towards π sur gradually gains more importance. Formally, the preference function pref : Q + → R ≥0 assigns a non-negative real value to each executed run prefix q 0 . . . q k of T (possibly) taking into account the current values of the state potential function.
Example 2: An example of a preference function is
where W i = W (q i . . . q k ), such that π sur ∈ L(q i ), and π sur ∈ L(q j ), for all i < j ≤ k. If the surveyed state is being avoided, W i grows and eventually, the value of pref(q 0 . . . q k ) overgrows the value of pot(q, q 0 . . . q k , h) for all q.
A shortening indicator function I indicates whether a transition leads the robot closer to a state subject to surveillance. I : T → {0, 1} is defined as follows:
We are now ready to formally state our problem. Problem formulation 1: Given the robot motion model T = (Q, q 0 , T, Π, L,W ); the surveillance proposition π sur ∈ Π; the visibility range v; the reward R(q, q 0 . . . q k ) at time t k , for all q ∈ V (q k ); the planning horizon h; the state potential function pot; the LTL formula φ over Π (Eq. 1); and the preference function pref, find a control strategy C, such that (i) the run generated by C satisfies the mission φ and (ii) assuming that q = C(q 0 . . . q k ), the cost function
is maximized at each time t k . Intuitively, condition (ii) is interpreted as follows. At each time, the aim is to go to the state with the best trade-off between the amount of potentially collected rewards and the importance of fast surveillance. The higher the value of the preference function, the more likely a state closer to π sur is to be chosen. Note that, in general, the satisfaction of the condition (ii) may cause violation of the objective (i). Our goal is thus to provably guarantee accomplishment of the mission and to maximize Eq. 2, if possible.
Our approach leverages some ideas from the automatabased solution from [14] . However, several issues have to be overcome to support the user-defined trade-off as it will become clear in the following section. The solution consists of two consecutive steps. The first one is an offline preparation before the deployment of the system. It involves a construction of a BA for the given LTL mission and its product P with the TS. The offline algorithm assigns two Boolean indicators to each transition of the product, which indicate whether the transition induces a progress to a subgoal, i.e., a surveyed state of the transition system and both a surveyed state and an accepting state of the product, respectively. In the second step, an online feedback algorithm, which determines the next state to be visited by the robot, is iteratively run. In each iteration, attractions of the states of P are computed. The repeated choices of the maximal attraction states lead to an eventual visit not only to a surveyed state, but also to an accepting state of P , assuming that the following holds:
Assumption 1: ∀ run q 0 q 1 . . ., such that ∃n 1 , ∀m > n 1 : π sur ∈ L(q m ), it holds that ∃n 2 , ∀m > n 2 : pref(q 0 . . . q m ) > pot(q, q 0 . . . q m , h), for all q, where (q m , q) ∈ T .
As we will show in Sec. IV-C the satisfaction of the LTL mission is guaranteed provided that the above assumption is true. From now on, we assume that Assump. 1 holds. Intuitively, it says that if a visit to π sur is postponed for a long time, the value of the preference function overgrows the state potentials. Note that this is, in fact, quite natural.
IV. SOLUTION
In this section, we give the details of our solution to Problem 1 and show its correctness and completeness. Discussions on the optimality of the solution are included.
A. Offline Indicator Asssignment
Let B φ = (S, S 0 , Σ, δ, F) be a Büchi automaton for the formula φ = ϕ ∧ G F π sur (Eq. 1) and P = (S P , S P 0 , δ P , F P ,W P ) the product constructed according to Def. 4.
Let S P π = {(q, s) ∈ S P | π sur ∈ L(q)} denote the subset of states of P that project onto the surveyed states in T , and F ∞ P ⊆ F P and S ∞ P π ⊆ S P π be the sets of states from which S P π and F P can be visited infinitely many times, respectively. F ∞ P and S ∞ P π can be computed iteratively as the maximal sets of states from which a state in S ∞ P π and F ∞ P is reachable via a finite run of nonzero length, respectively.
Lemma 1:
A run ρ P of P is accepting iff a state from F ∞ P and a state from S ∞ P π appear in ρ P infinitely many times. For each state p ∈ S P we define the minimum weight of a finite run from p to a state from S ∞ P π W * P π (p) = min
and the minimum weight of a finite run from p to S ∞ P π containing a state p ∈ F ∞ P W * P Fπ (p, p ) = min p ∈S ∞ P π W * P p, p +W * P p , p ) . (4) Moreover, we define W * P φ (p) = W * P p, p ),W * P Fπ (p, p ) (5) where p ∈ F ∞ P minimizes W * P (p, p ) among the states that minimize Eq. 4. Given W * P φ (p 1 ) = (u 1 , v 1 ) and W * P φ (p 2 ) = (u 2 , v 2 ), W * P φ (p 1 ) < W * P φ (p 2 ) iff u 1 < u 2 and v 1 < v 2 . Note that each state p ∈ S P with W * P π (p) = ∞ or W * P φ (p) = (∞, ∞) cannot occur on any accepting run of P . Therefore, we assume from now on that P contains only states p ∈ S P with W * P π (p) = ∞ and W * P φ (p) = (∞, ∞).
. We define the shortening indicator functions I P x : δ P → {1, 0}, x ∈ {π, φ}, which indicate whether a transition induces progress towards the set S ∞ P π and towards both the set F ∞ P and the set S ∞ P π via a state in F ∞ P , respectively.
Corollary 1: ∀p ∈ S P \ S ∞ P π , ∃(p, p ) ∈ δ P , such that I P π (p, p ) = 1 and ∀p ∈ S P \ F ∞ P , ∃(p, p ) ∈ δ P , such that I P φ (p, p ) = 1.
The indicator assignment procedure for the product P is summarized in the extended version of this paper [15] .
B. Online Planning
The online planning algorithm is run at each t k , such that q 0 . . . q k is the executed run prefix so far (i.e., till the current time t k ) and it determines the next state C(q 0 . . . q k ) of T to be visited. Simply put, we plan in the product P and then we project the planned onto T . Formally, T starts in its initial state q 0 and P in its initial state (q 0 , s 0 ). For each run prefix (q 0 , s 0 ) . . . (q k , s k ) of P , the algorithm computes the next state of P , denoted by C P (q 0 , s 0 
To guarantee that the control strategy C generates a run of T satisfying φ, it is sufficient to ensure that the control strategy C P generates a run of P that visits F P infinitely many times. In T , the high value of pref was used to guide the robot towards π sur . Projected into the product, the high value of pref can "send" the robot towards a state in S ∞ P π . We expand this idea and use the preference function to guide the robot not only towards S ∞ P π , but also towards F ∞ P . This way, we ensure that F ∞ P is indeed visited infinitely many times.
In particular, we introduce two subgoals in P . The first one is the mission subgoal, when a visit to F ∞ P is targeted. The second one is the surveillance subgoal, when we aim to visit S ∞ P π . At each time, one of the subgoals is to be achieved and once it is, the other one becomes to be achieved. Progress towards both subgoals is governed by maximization of the attraction function attr P which we define for the product P in analogous way as the cost function (Eq. 2) for Problem 1.
Consider the product P obtained after the execution of the offline preparation algorithm. Assume, that φ is satisfiable, i.e., that F ∞ P and S ∞ P π are both nonempty and (q 0 , s 0 ) ∈ S P . The product P naturally inherits the rewards from T , i.e., R P (q, s), (q 0 , s 0 ) . . . (q k , s k ) = R(q, q 0 . . . q k ). Thus, the value of pot function can be computed on the product (or, more precisely, on its underlying TS T P ) using R P . We use pot P (p, ρ pfix , h) to denote the value of the state potential function for a state p computed on P .
The value of the attraction attr P : S P ×S + P ×R >0 → R ≥0 is computed differently for both subgoals. Initially, the subgoal to be achieved is the surveillance one and the attraction is
where ρ pfix = p 0 . . . p k , (p k , p) ∈ δ P . For any run prefix p 0 . . . p k , let C P (p 0 . . . p k ) be the state with the highest attraction (if there are more of them, we choose one randomly). Hence, if the attraction of a state that is not closer to the subgoal is higher than the attraction of ones that are, the collection of rewards is preferred and vice versa. However, note that repeated choices of the states that maximize attr P together with Assump. 1 guarantee, that the surveillance subgoal, i.e., a visit to S ∞ P π will be eventually achieved. Once it is, the mission subgoal becomes the one to be reached.
For the mission subgoal, the attraction needs to be defined in a different way. The reason is that with an analogous definition as for the surveillance subgoal, we would not be able to ensure eventual visit to F ∞ P . Intuitively, if π sur was repeatedly unintentionally visited, the value of pref(α(ρ pfix )) might not overgrow the value of pot P p, ρ pfix , h , the "nonshortening" transitions might be always chosen to follow and a visit to F ∞ P might be infinitely postponed. Thus, we define a projection functionᾱ that projects a run prefix ρ pfix of P onto the corresponding run of T while removing π sur from some of the states. In particular, on α(ρ pfix ), the proposition π sur appears at most once in between two successive visits to an accepting state in F ∞ P . Definition 5 (Projectionᾱ): LetT = (Q, q 0 ,T , Π,L,W ) be a TS, whereQ = Q ∪ {q | q ∈ Q}; if (q, q ) ∈ T , then (q, q ), (q, q ), (q,q ), (q,q ) ∈T andW (q, q ) =W (q, q ) = W (q,q ) =W (q,q ) = W (q, q ); andL(q) = L(q), andL(q) = L(q) \ {π sur }, for all q ∈ Q; Let ρ pfix = (q 0 , s 0 ) . . . (q k , s k ) be a run prefix of P .ρ pfix (0) = q 0 ;ρ pfix (i) = q i if π sur ∈ L(q i ) or π sur ∈ L(q i ) and ∃ j < i, such that (q j , s j ) ∈ F ∞ P and π sur ∈ L(q l ), for all j ≤ l < i; andρ pfix (i) =q i otherwise. The definition of the attraction for the mission mode is
Similarly as for the surveillance subgoal, the state C P (p 0 . . . p k ) is the state maximizing attraction (if there are more of them, we choose one randomly). The construction of the attraction together with Assump. 1 ensure that the mission subgoal is always eventually reached. Once it is, we aim for the surveillance subgoal again. If both of the subgoals are reached simultaneously, the surveillance subgoal is set to be reached.
The outline of the solution to Problem 1 is given in Alg. 1.
Algorithm 1 Solution to Problem 1
Input: T , π sur , v, R, h, pot, φ, pref
Output: Control strategy C 1: compute B φ and the product P , run the offline prep. algorithm 2: if F ∞ P = / 0 or (q 0 , s 0 ) ∈ S P then 3:
return "Mission cannot be accomplished". 4: end if 5: ρ pfix := (q 0 , s 0 ), subgoal := π sur , k := 0 6: while true do 7:
for all p, s.t. p k , p ∈ δ P do 8:
compute attr P p, ρ pfix , h (Eq. 7 if subgoal = π sur and Eq. 8 if subgoal = φ) 9: end for 10:
C P (ρ pfix ) := p maximizing attr P p, ρ pfix , h) 11:
C(α(ρ pfix )) := α C P (ρ pfix ) 12:
if subgoal = π sur and C P (ρ pfix ) ∈ S ∞ P π then subgoal := φ 13: end if 14:
if subgoal = φ and C P (ρ pfix ) ∈ F ∞ P then subgoal := π sur 15: end if 16:
concatenate C P (ρ pfix ) to ρ pfix ; k := k + 1 17: end while
C. Discussion
Given Assump. 1, our algorithm is correct and complete with respect to the satisfaction of the LTL formula (condition (i) of Problem 1) and we discuss and prove it in [15] . However, in general, the satisfaction of condition (ii) of Problem 1 cannot be guaranteed as repeated visits to the state maximizing Eq. 2 might prevent the mission to be satisfied. In this section, we discuss the sub-optimality of the solution with respect to the cost function from Eq. 2.
In the attraction definition (Eq. 7), the value of the state potential function pot P (p, p 0 . . . p k , h) is computed in the product instead of the transition system. As a result, it is computed assuming that only sequences of transitions that do not cause an immediate, unrepairable violation of the formula can be followed. If the current subgoal of the online planner is the surveillance one, the following optimality statement can be made: A state of P maximizing the attraction (Eq. 7) projects onto the state of T maximizing the cost function (Eq. 2) taking into consideration only finite runs that do not cause an immediate violation of the formula. In contrast, if the current subgoal of the online planner is the mission one, we cannot claim the similar. First, the indicator function in the attraction (Eq. 7) does not indicate whether a transition of the product leads closer to π sur , it rather indicates whether it leads closer to both an accepting state and π sur . Second, the preference function in the attraction function (Eq. 7) is computed forᾱ(p 0 . . . p k ) instead for α(p 0 . . . p k ). This is necessary for the correctness of the algorithm, however, as a result, the value of pref(ᾱ(p 0 . . . p k )) in the attraction (Eq. 7) might be different than the corresponding value of pref(q 0 . . . q k ) in the cost function (Eq. 2).
In case F ∞ P = {q ∈ S P | q ∈ S ∞ P π and (q, q ) ∈ δ P }, the mission subgoal is reached always exactly one planning step after the surveillance subgoal is reached. Hence, we reach the optimality that was stated in the previous paragraph for the surveillance subgoal also for the mission subgoal, since all the transitions from S ∞ P π are always "shortening" with respect to F ∞ P . In particular, this is the case if a BA with the property that all the transitions leading to an accepting states are labeled with a set containing π sur , is used in the product construction. For example, a rich surveillance fragment of LTL defined in [17] guarantees existence of such a BA.
V. EXAMPLE
We implemented the framework with an example of a TS and two variants of the state potential function and three variants of the preference function in a Java applet [18] . In this section, we report on the simulation results for two out of the six cases. The rest of the results can be found in [15] .
We consider a data gathering robot in a grid-like partitioned environment modeled as a TS depicted in Fig. 1a . The robot collects data packages of various, changing sizes (rewards) in the visited regions. A non-negative natural reward can appear in a state with the current reward 0. The probability of the fresh reward being from {0, . . . , 15} is 50% as well as from {16, . . . , 60}. The reward drops by 1 every time unit as the data outdate. The visibility range v is 6 (depicted as the blue-shaded area around the robot in Fig. 1a ).
The mission assigned to the robot is to alternately visit the two transmitters (a and b), while avoiding unsafe locations (u). The surveillance proposition π sur holds in both transmitter regions. The LTL formula φ for the mission is
We consider the planning horizon 9 and the state potential function pot and preference functions pref 1 , pref 2 defined in Fig. 1e . The function pot is the maximal sum of rewards that ∑ n i=0 f ρ(i), q 0 . . . q k , ρ(0) . . . ρ(n) , where f (ρ(i), q 0 . . . q k , ρ(0) . . . ρ(n)) = R(ρ(i), q 0 . . . q k ) −W (ρ(0) . . . ρ(i))
if this value > 0, ρ(i) = q k and ρ( j) = ρ(i) for all j < i, and f (ρ(i), q 0 . . . q k , ρ(0) . . . ρ(n)) = 15 otherwise.
pref 1 (q 0 . . . q k ) = 0 if W (q iπ . . . q k ) ≤ 50, and pot (q 0 . . . q k , h) + 1 otherwise, pref 2 (q 0 . . . q k ) = 1 3 √ 50
where i π is maximal 0 ≤ i ≤ k, such that q iπ ∈ π sur and pot (q 0 . . . q k , h) is the maximal pot(q, q 0 . . . q k , h) among all q, where (q k , q) ∈ T (e) The state potential and preference functions. can be collected on a finite run within weight 9 while taking into account the reward behavior assumptions described above. If the run visits a state more than once or a reward of a state drops below 0, we assume the reward there is 15. The respective ratio of the value of pref and the maximum value of pot is in both cases non-decreasing with the time elapsed since last transmission and the value of pref overgrows the maximum value of pot when the elapsed time is 50. Intuitively, pref 1 sets zero importance on going towards a transmitter if the last transmission occurred not more than 50 time units ago. The function pref 2 grows very fast at the beginning and its growth slows down. For both instances we executed 5 runs of 100 iterations of the online planner 1 . The sizes of the data collected in time are depicted in Fig. 1b and 1c . In Fig. 1d we show some statitstical results. As expected, the faster the preference function grows with time since the last survey, the smaller the reward per transition and the shorter the time between consecutive transmissions are.
