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Abstract
An analytic distribution on K ⊆ C is an element, ν, of the dual of the space of analytic
functions on K . In particular, ν defines a linear functional on the polynomial ring C[z].
In this work, we study the converse problem: given a linear functional on C[z], try to
find a minimal set K such that ν extends to an analytic distribution on K . This study was
motivated by the desire to generalize a result that allows the representation of functions
on a homogeneous tree as integrals of z-harmonic functions oven a certain interval. A
function f on a homogeneous tree T of degree q+1 is said to be z-harmonic, if µ1f = zf ,
where µ1 is the nearest neighbor averaging operator. It was proved in [Cohen, Colonna,
Adv. Appl. Math. 20 (1998) 253–274] that if |f (v)| MC|v| for constants M > 0 and
0 <C < 1/√q , then there exist z-harmonic functions kz such that
µn1f (v)=
∫
I
znkz(v)dz,
where I is the interval with endpoints ±2√q/(q + 1). In the present paper, we study
the case when the above exponential growth condition holds with C  1/√q , which
necessitates replacing kz(v)dz with an analytic distribution νv satisfying the z-harmonicity
condition µ1ν = zν. We show that to each function on the tree satisfying the above
exponential growth condition there corresponds an eigendistribution on an elliptical region
containing I as the interval between its foci.
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1. Introduction
When studying a function in a situation where a Laplace operator (or some
other operator) plays an important role, it is frequently useful to write the function
as some type of integral of eigenfunctions of the operator over some real or
complex set. For example, we may try to write a periodic function as the sum of its
Fourier series. For functions on a tree T , the Laplace operator is µ1 − 1T , where
µ1 is the nearest neighbor averaging operator and 1T is the identity operator. Thus
the eigenfunctions of the Laplace operator are exactly the eigenfunctions of µ1
(but the eigenvalues differ by 1).
In earlier work (cf. [4,5,9,11]) such integral representations have been found
for some classes of functions on homogeneous trees. In the present article, our
aim is to generalize the notion of integral in order to obtain such a representation
for a much wider class of functions.
In part 1.1 of this introduction, we lay the groundwork for this generalization,
and in part 1.2, we recall the basic definitions and results about trees. For a general
reference on trees, cf. [2].
1.1. Distributions
For K ⊂C, let A be a C-linear space of analytic functions on K that contains
the polynomials. A linear map ν :A→ C is called an A-distribution if it is
continuous with respect to the topology of uniform convergence on compact
subsets of K .
By restriction, any A-distribution yields a linear functional on the polynomial
ring C[z].
Given a linear functional ν on C[z], our aim is to find a suitable K ⊂ C and
a spaceA of analytic functions on K to which ν can be extended, and furthermore
to give an integral representation of ν. In particular, we shall focus on the space
H(K) of all analytic functions on K , and then our aim will be to find a minimal
set K (not necessarily unique), which we call a support of ν. It will be called the
support of ν, if it is unique.
Definition 1.1. An analytic distribution on K is a continuous linear functional on
H(K), i.e., an element of its dualH′(K).
Clearly, if K1 ⊂K , then any analytic distribution on K1 restricts to an analytic
distribution on K .
Some of the work we present in this and in the next section has been studied
classically by several mathematicians [1,8,10,14].
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Example 1.1. Let K be any set in the complex plane and let z0 ∈ K . Then for
any nonnegative integer n, ν(f )= f (n)(z0) is an analytic distribution on K . The
support of ν is {z0}.
Example 1.2. Let γ be a rectifiable curve in K ⊂ C, and let g be a continuous
function onK . Then ν(f )= ∫γ f (w)g(w)dw is an analytic distribution onK and
a support of ν is γ . If g is analytic on K , then any rectifiable curve γ ′ homologous
to γ in K will also be a support of ν.
Terminology. By a contour we shall always mean a simple closed rectifiable
curve which is positively oriented.
Definition 1.2. Let ν be an analytic distribution on a compact set K ⊂ C.
For all w /∈ K , let kw(z) = 1/(w− z) so that kw ∈ H(K). Then, the function
ϕ(w)= ν(kw) is called the Fantappié indicatrix.
Theorem 1.1. Let ν be an analytic distribution on a compact set K ⊂C. Then:
(a) The Fantappié indicatrix ϕ is analytic on Ĉ−K .
(b) Let f be analytic on K and let γ be any contour whose interior contains K .
Then
ν(f )= 1
2π i
∫
γ
f (w)ϕ(w)dw. (1)
(c) A support of ν is the complement in Ĉ of a maximal domain of holomorphy
of ϕ.
Conversely, any function ϕ analytic on Ĉ − K , with K compact in C, which
vanishes at infinity yields an analytic distribution ν on K by (1).
Proof. For w0 /∈K , if w approaches w0, then by linearity
ϕ(w)− ϕ(w0)
w−w0 = ν
(
kw − kw0
w−w0
)
= ν
( −1
(w− z)(w0 − z)
)
,
which approaches ν(−k′w0), since
lim
w→w0
1
(w− z)(w0 − z) = k
′
w0(z)
uniformly on K . Thus, ϕ′(w0) is defined and equals ν(−k′w0). Furthermore, since
limw→∞ kw(z)= 0 uniformly for z ∈K , limw→∞ ϕ(w)= 0, so ϕ is analytic on
Ĉ−K , proving (a).
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To prove (b) let U be an open set containing K on which f is analytic. Thus,
we may apply the Cauchy integral formula
f (z)= 1
2π i
∫
γ
f (w)
w− z dw, for z ∈K.
Since γ is rectifiable, we can approximate the integral with a Riemann sum and
bring ν inside the integral, and we obtain the integral representation (1).
If K ′ is a support of ν, then by (a) ϕ is analytic on Ĉ−K ′. Conversely, if ϕ
is analytic on Ĉ−K ′ and f is analytic on K ′, then by (b) we may define ν(f ),
proving (c). ✷
1.2. Trees
By a tree we mean a connected and simply-connected graph. Two vertices v
and w are called neighbors if there is an edge [v,w] connecting them, and we use
the notation v ∼w. A path is a finite or infinite sequence of vertices [v0, v1, . . .]
such that vk ∼ vk+1 and vk−1 = vk+1, for all k. Define the length of a finite path
[v0, . . . , vn] to be n. The distance, d(v,w), between vertices v and w is the length
of the unique path connecting v to w. Fixing o as the root of the tree, we define the
length of a vertex v, by |v| = d(o, v). By convention, a vertex vn will be assumed
to satisfy |vn| = n, and vertices vn−1, vn+1 are assumed to be neighbors of vn of
lengths n− 1 and n+ 1, respectively.
If q ∈ N, a tree is said to be homogeneous of degree q + 1 if each vertex has
exactly q + 1 neighbors.
A function on a tree is a complex-valued function on the set of its vertices.
A function f :T →C is said to be radial if f (v) depends only on |v|.
Given a tree T and a nonnegative integer n, let µn be the operator on the set of
functions on T which averages at the vertices of distance n:
µnf (v)= 1
cn(v)
∑
d(v,w)=n
f (w),
where cn(v) is the number of vertices at distance n from v. In a homogeneous tree
of degree q + 1, the number cn(v) is independent of v and is given by
cn =
{
(q + 1)qn−1 for n > 0,
1 for n= 0.
The Laplacian operator on the set of functions on T is defined by f =
µ1f − f .
A function f on T is harmonic if it satisfies the mean value propertyµ1f = f ,
that is, f = 0. It is well known (cf. [3,9]) that each µn can be written as convex
combination of the powers of µ1, so f harmonic implies that µnf = f for each
n ∈N. We generalize the concept of harmonicity as follows:
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Definition 1.3. Let T be a tree. For z ∈ C, a function f :T → C is said to be
z-harmonic if µ1f = zf .
In particular, harmonicity is the same as 1-harmonicity, and a function is
z-harmonic if and only if it is an eigenfunction of ∆ relative to the eigenvalue
z− 1.
A homogeneous tree T may be endowed with a group structure as a free
product of copies of Z or Z/2Z. In this context, the operator µn becomes a
convolution operator. More precisely, the vertices of T form a group (with a fixed
minimal set of generators) whose identity element is a vertex we call o to be
considered as the root of the tree. In particular, two vertices v and w are neighbors
if and only if vw−1 is a generator or its inverse.
From now on, we shall assume that T is a homogeneous tree of degree q + 1.
Let o be the fixed vertex to be taken as the identity for the group structure
associated with a homogeneous tree T of degree q + 1.
If f and g are functions on the homogeneous tree T , the convolution product
of f and g, f ∗ g, is defined by
f ∗ g(v)=
∑
w∈T
f
(
vw−1
)
g(w),
if the series on the right-hand side converges for all vertices v. Observe that if f
is a function on T and g : T → V , where V is a complex vector space, then we
may define f ∗ g as a function from T to V .
Let χn be the characteristic function of the set of all vertices at distance n
from o. Then the radial function µn = 1cn χn has the property that µn ∗ f =
µnf .
By a direct calculation we see that
µ1 ∗µn = 1
q + 1 (qµn+1 +µn−1). (2)
Since χn = cnµn, we deduce
χ1 ∗ χn =
{
χ2 + (q + 1)χ0 for n= 1,
χn+2 + qχn−1 for n 2. (3)
Equation (2) implies that there exists a sequences of polynomials {qn} such that
µn may be written as qn(µ1) with respect to convolution product. Then, with
q0(z)= 1, q1(z)= z, and, for convenience, q−1(z)= z, we obtain the recurrence
relation
qn+1(z)= q + 1
q
zqn(z)− 1
q
qn−1(z), (4)
for all n  0. Observe that {qn}∞n=0 is a basis of C[z] which will be used in
Section 4.
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In [9, Theorem 3] it is proved that if f is in the regular C∗-algebra of T , then
for all z ∈ I there exists a z-harmonic function kz on T such that
µn1f =
∫
I
znkz dz (5)
for any nonnegative integer n, where I is the closed interval with endpoints
±2√q/(q + 1).
In [5] we proved that the same result holds for any function f satisfying the
growth condition∣∣f (v)∣∣MC|v|, for some constants M > 0 and 0 <C < 1/√q,
where |v| is the length of v. Actually, we proved this result if f satisfies the
weaker condition:
∞∑
n=0
(
1√
q
)n ∑
|v|=n
∣∣f (v)∣∣<∞.
From the proof of this result it follows that the correspondence z → kz(v) is
continuous on I for all v ∈ T . Thus for any continuous function g on I and any
vertex v, z → g(z)kz(v) is integrable over I and we define
〈f,g〉(v) =
∫
I
g(z)kz(v)dz.
This correspondence satisfies the condition that for certain functions f on T and
g(z) on I , 〈f,g〉 is a function on T such that
µ1〈f,g〉 = 〈µ1f,g〉 = 〈f, zg〉,
with 〈f,1〉 = f .
In this paper, we analyze the case when a function satisfies the analogous
growth condition with C  1/√q , but instead of the interval I we need to consider
the elliptical region
EC =
{
z= x + iy:
(
x
D
)2
+
(
y
E
)2
 1
}
, (6)
where
D = 1
q + 1 (qC + 1/C) and E =
1
q + 1 (qC − 1/C).
The foci of its boundary are the endpoints of I .
Proceeding as above, we shall set up a correspondence as follows. Given
a function f on T satisfying the growth condition for C  1/√q and g analytic
on EC , we shall define a function 〈f,g〉 on T such that
µ1〈f,g〉 = 〈µ1f,g〉 = 〈f, zg〉,
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with 〈f,1〉 = f . We shall refer to 〈f,−〉 as an analytic eigendistribution. In the
extremal case C = 1/√q , the elliptical region degenerates to the interval I . We do
not, however, get a Lebesgue integral (or more generally, an integral with respect
to a complex measure) because 〈f,g〉 is defined only for g analytic on I , rather
than simply continuous.
We shall develop the theory of analytic distributions in Sections 2 and 3. We
shall then prove that an analytic distribution can be interpreted as a line integral
over a suitable contour. We shall obtain the precise analogue of (5) in this general
setting. Indeed, in Section 4 (Theorem 4.3) we prove that given a function f on T
satisfying |f (v)|MC|v| for some M > 0 and C  1/√q , and given z /∈ EC as
defined in (6), there exists a z-harmonic function kz on T such that
µn1f =
∫
γ
znkz dz
for all nonnegative integers n, whenever γ is a contour winding around the setEC .
We conclude Section 4 by showing that our results in Theorem 4.3 for the case
1/√q  C  1 correspond to those proved by Pytlik in [12].
2. Analytic distributions on disks
For z0 ∈C and r > 0, let K be the closure of the disk
Br(z0)=
{
z ∈C: |z− z0|< r
}
.
Then an analytic distribution on K can be described in terms of its values on
the polynomials (z− z0)n for all nonnegative integers n as follows. Any analytic
function f on K is the sum of a power series
∑∞
n=0 an(z− z0)n converging to f
uniformly on K , and so
ν(f )=
∞∑
n=0
anν
(
(z− z0)n
)
.
Notice that the radius r limits the growth of ν((z − z0)n): for all ) > 0, the
function defined by
f (z)=
∞∑
n=0
(z− z0)n
(r + ))n
is analytic on K , and so
∞∑
n=0
ν((z− z0)n)
(r + ))n
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converges. Thus
lim sup
n→∞
n
√
|ν((z− z0)n)|
(r + ))n  1 for all ) > 0.
Hence
lim sup
n→∞
n
√∣∣ν((z− z0)n)∣∣ r.
This motivates the following notation:
r(z0)= lim sup
n→∞
∣∣ν((z− z0)n)∣∣1/n. (7)
Lemma 2.1. Let z0 ∈C and let ν :C[z]→C be a linear transformation such that
r(z0) defined in (7) is finite. Then ν can be extended to an analytic distribution
on Br(z0)(z0) by letting
ν(f )=
∞∑
n=0
anν
(
(z− z0)n
)
,
where
∑∞
n=0 an(z− z0)n is the power series expansion of f about z0.
Proof. For all ) > 0, there exists some C) > 0 such that∣∣ν((z− z0)n)∣∣<C)(r(z0)+ ))n,
for all n ∈ N. Let f be an analytic function on Br(z0)(z0) whose power series
expansion
∑∞
n=0 an(z − z0)n has radius of convergence ρ > r(z0). If 0 < ) <
ρ − r(z0), then ∑∞n=0 an(r(z0) + ))n converges absolutely, and so the series∑∞
n=0 anν((z − z0)n) does also. Thus we may extend ν to the linear transfor-
mation given by
f →
∞∑
n=0
anν
(
(z− z0)n
)
. ✷
Proposition 2.1. Let z0 ∈C and let ν :C[z]→C be a linear transformation such
that r(z0) defined by (7) is finite. Then r(z1) is finite for all z1 ∈ C, and r is
uniformly continuous. Furthermore ν can be extended to an analytic distribution
on Br(z1)(z1) for all z1 ∈C.
Proof. We show that r(z1) r(z0)+|z1−z0|, for any z1 ∈C (in particular, r(z1)
is finite). For all ) > 0, let C) be a positive constant such that∣∣ν((z− z0)n)∣∣<C)(r(z0)+ ))n
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for all non-negative integers n. Then∣∣ν((z− z1)n)∣∣ =
∣∣∣∣∣
n∑
k=0
(
n
k
)
ν
(
(z− z0)k
)
(z0 − z1)n−k
∣∣∣∣∣

n∑
k=0
(
n
k
)
C)
(
r(z0)+ )
)k|z1 − z0|n−k
= C)
(
r(z0)+ ) + |z1 − z0|
)n
,
so that
lim sup
n→∞
∣∣ν(z− z1)n∣∣1/n  r(z0)+ |z1 − z0| + ),
for all ) > 0. Thus r(z1)− r(z0) |z1 − z0|, whence r(z1) is finite. By reversing
the roles of z0 and z1, we see that |r(z1)− r(z0)| |z1− z0|, hence r is uniformly
continuous. By Lemma 2.1, ν can be extended to an analytic distribution on
Br(z1)(z1). ✷
Theorem 2.1. Let ν :C[z] → C be a linear transformation. Then ν may be
extended to an analytic distribution on the set
K0 =
⋂
z0∈C
Br(z0)(z0).
It should be pointed out that Theorem 2.1 does not follow trivially from Propo-
sition 2.1, because—a priori—extensions of ν to Br(z0)(z0) and to Br(z1)(z1) may
fail to agree on functions analytic on their union.
For the proof we need the following lemma.
Lemma 2.2. Under the hypothesis of Theorem 2.1, for w /∈ Br(z0)(z0), let
ϕ(z0,w)=
∞∑
n=0
ν((z− z0)n)
(w− z0)n+1 .
Then ϕ(z0,w) is independent of z0 and, as a function of w, is analytic on the
complement of K0.
Proof. Let z0 ∈C and assume w /∈ Br(z0)(z0). Using Lemma 2.1, since
1
w− z =
∞∑
n=0
(z− z0)n
(w− z0)n+1 for z ∈ Br(z0)(z0),
we have
ν
(
1
w− z
)
=
∞∑
n=0
ν((z− z0)n)
(w− z0)n+1 = ϕ(z0,w).
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Observe that as a function of w, ϕ(z0,w) is analytic in on the open set
Uz0 = {w: |w− z0|> r(z0)}, since its Laurent series is convergent on Uz0 .
We now show that ϕ is independent of z0. With w and z0 fixed, let ) be such
that 0 < ) < |w − z0| − r(z0), and choose C) > 0, so that |ν((z − z0)n)| 
C)(r(z0)+ ))n. Consider the open set containing z0
V = {z1 ∈C: r(z0)+ ) + |z1 − z0|< |w− z1|}.
Since the series defining ϕ(z1,w) is dominated by the series
∞∑
n=0
C)(r(z0)+ ) + |z1 − z0|)n
|w− z1|n+1 ,
it converges uniformly on compact subsets of V . This shows that ϕ(z1,w) is
analytic in a neighborhood of z0.
By direct calculation, we see that ∂
∂z1
ϕ(z1,w) = 0 on V , so that ϕ(z0,w) is
locally constant with respect to z0.
For any fixed w ∈ C, let O = {z0 ∈ C: |w − z0| > r(z0)}, which is open
by the continuity of r . We now show that O is connected. Let z0 ∈ O and for
0  t ∞, consider zt = z0 + t (w − z0) (where, of course, z∞ = ∞). Then
w− zt = (1+ t)(w− z0), so that for t  0 finite
r(zt ) r(z0)+|zt − z0|= r(z0)+ t|w− z0|<(1+ t)|w− z0|= |w− zt |.
Hence zt ∈O ∪ {∞} for all t , 0 t ∞. In particular, O ∪ {∞} is starlike with
respect to ∞, hence, path connected in Ĉ. Thus, O is connected in C, since it is
open.
Since ϕ(z0,w) is locally constant with respect to z0 on a connected set, it
is constant with respect to z0. We thus use the notation ϕ for ϕ(z0,−). It now
follows that ϕ is analytic on the union of the sets Uz0 (for z0 ∈ C) which is the
complement of K0. ✷
Proof of Theorem 2.1. Let γ be any contour in the complement of K0 which
winds around K0. Then
ν
(
zn
) = ν( 1
2π i
∫
γ
wn
w− z dw
)
= 1
2π i
∫
γ
wnν
(
1
w− z
)
dw
= 1
2π i
∫
γ
wnϕ(w)dw.
This observation allows us to extend ν as follows. Any f ∈H(K0) is analytic in
some simply-connected neighborhood U of K0. Since ϕ and f are both analytic
onU−K0, we may define ν(f ) by (1) for any contour γ ⊂U−K0. Of course, the
value ν(f ) is independent of γ since any two choices of γ are homologous. ✷
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Let ν and K0 be as in Theorem 2.1 so that the Fantappié indicatrix is analytic
on S0 = Ĉ −K0. Let S ⊇ S0 be a maximal domain of holomorphy of ϕ. Then,
letting K = Ĉ − S, ν can be extended to an analytic distribution on K , by
formula (1).
Observation 2.1. Let K be a compact set, z0 ∈ K , and let ν be an analytic
distribution on K . Assume that f ∈H(K) has the expansion ∑∞n=0 an(z− z0)n
valid for all z ∈ K . Then the sequence {fN } of Taylor polynomials about z0
converges uniformly to f on K . Thus
ν(f )= lim
N→∞ ν(fN)=
∞∑
n=0
anν
(
(z− z0)n
)
.
For an arbitrary analytic function on K , however, this observation will not be
applicable unless K is a closed disk centered at z0.
Example 2.1. Let ν(zn)= δ0,n, the Kronecker delta. Then ν((z− z0)n)= (−z0)n
and thus r(z0) = |z0|. So K0 =⋂z0 Br(z0)(z0) = {0}. Thus ν can be defined on
all functions analytic at 0. If f (z) =∑∞n=0 anzn for |z| < r for some r > 0,
then
ν(f )=
∞∑
n=0
anν
(
zn
)= a0 = f (0).
In particular, the Fantappié indicatrix is given by ϕ(w)= ν(1/(w− z))= 1/w.
An alternate method for finding ϕ, and hence ν, is the following:
ϕ(w)= ϕ(0,w)=
∞∑
n=0
ν(zn)
wn+1
= 1
w
.
Since S0 = Ĉ−{0} is itself the maximal domain of holomorphy of ϕ, we have
K =K0 = {0}. For any function f analytic at 0, let γ be a contour winding around
0 inside an open set on which f is analytic. Then
ν(f )= 1
2π i
∫
γ
f (w)
w
dw= f (0),
by the Cauchy integral formula.
Example 2.2. Let ν(zn)= 1− δ0,n. Then
ν
(
(z− z0)n
)= n−1∑
m=0
(
n
m
)
(−z0)m = (1− z0)n − (−z0)n.
Thus r(z0)=max{|1− z0|, |z0|}, which leads to K0 =⋂z0∈CBr(z0)(z0)= [0,1].
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For all w ∈C, with |w|> 1 we get
ϕ(w) =
∞∑
n=0
ν(zn)
wn+1
=
∞∑
n=0
1
wn+1
− 1
w
= 1
w− 1 −
1
w
.
By analyticity, the formula ϕ(w) = 1/(w− 1) − 1/w holds for all w /∈ [0,1].
Since ϕ has as a domain of holomorphy Ĉ−{0,1}, the set K = {0,1}. Thus ν can
be extended to the space of all functions analytic at 0 and at 1. Let γ be a contour
winding around K . Then
ν(f )= 1
2π i
∫
γ
f (w)
w− 1 dw−
1
2π i
∫
γ
f (w)
w
dw = f (1)− f (0).
Example 2.3. Let ν(zn)= n. Then
ν
(
(z− z0)n
) = n∑
m=0
(
n
m
)
(n−m)(−z0)m =
n−1∑
m=0
n
(
n− 1
m
)
(−z0)m
= n(1− z0)n−1,
and r(z0) = |1 − z0|. Thus K = K0 = {1}. Every function f analytic at 1 is the
sum of a convergent power series f (z)=∑∞n=0 an(z−1)n in some neighborhood
of 1. Since for n > 0, ν((z − 1)n) = 0, while for n = 0 its value is 1, (i.e.
ν((z−1)n)= δn,1), we obtain ν(f (z))= a1 = f ′(1). By setting z0 = 1, we obtain
ϕ(w)= 1/(w− 1)2.
Example 2.4. Let ν(zn)= 1/(n+ 1). Thus
ν
(
(z− z0)n
) = n∑
m=0
(
n
m
)
(−z0)m
n−m+ 1
= 1
n+ 1
n∑
m=0
(
n+ 1
m
)
(−z0)m
= 1
n+ 1
[
(1− z0)n+1 − (−z0)n+1
]
.
Thus r(z0) = max{|1 − z0|, |z0|} and as in Example 2.2, K0 = [0,1]. Hence
proceeding as in Example 2.2, we obtain
ϕ(w) =
∞∑
n=0
(1− z0)n+1 − (−z0)n+1
(n+ 1)(w− z0)n+1
= log
(
1+ z0
w− z0
)
− log
(
1− 1− z0
w− z0
)
= log
(
w
w− z0
)
− log
(
w− 1
w− z0
)
= logw− log(w− 1),
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where log is an analytic branch of the logarithm whose domain contains the line
segment joining w − 1 to w. Observe that the difference logw − log(w − 1) is
independent of the branch chosen.
For any function f analytic on K0, let U be a simply-connected open set
containing K0 where f is analytic, and let F be an antiderivative of f with
domain U . Let γ be a contour in U winding around K0. Using integration by
parts, we get∫
γ
f (w)ϕ(w)dw = −
∫
γ
F (w)
(
1
w
− 1
w− 1
)
dw
= 2π i[F(1)− F(0)]= 2π i 1∫
0
f (x)dx.
Thus ν(f )= ∫ 10 f (x)dx .
In this example K0 = [0,1] is not the only possible support of ν: let η be any
smooth curve from 0 to 1. Then for any f ∈H(η),
ν(f )=
∫
η
f (z)dz
is well defined and yields ν(zn)= 1/(n+ 1).
We now describe an alternate method for calculating r(z0). Let
hz0(w)=
∞∑
n=0
ν
(
(z− z0)n
)
wn,
and denote simply by h the function hz0 for z0 = 0. The radius of convergence
of hz0(w) is 1/r(z0). The set K can thus be described by calculating hz0 for all
z0 ∈C. The following result shows that it is sufficient to determine the function h.
Proposition 2.2. For any z0 ∈C
hz0(w)= h
(
w
1+ z0w
)/
(1+ z0w),
so that 1/r(z0) is the minimum modulus of the non-removable singularities of hz0 .
Proof. By the linearity of ν we have
hz0(w) =
∞∑
m=0
m∑
n=0
(
m
n
)
ν
(
zn
)
(−z0)m−nwm
=
∞∑
n=0
ν
(
zn
)
wn
∞∑
m=n
(
m
n
)
(−z0w)m−n.
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Taking the nth derivative of the geometric series we see that
1
(1− z)n+1 =
∞∑
m=n
(
m
n
)
zm−n for |z|< 1.
Thus
hz0(w)=
∞∑
n=0
ν
(
zn
) wn
(1+ z0w)n+1 =
h
(
w
1+z0w
)
1+ z0w .
Since this holds for |w| < 1/|z0| and |w/(1+ z0w)| < 1/r(z0), the radius
of convergence of the series defining h, it holds for all w of modulus less
than the minimum modulus of the set of all non-removable singularities of
h(w/(1+ z0w))/(1+ z0w). ✷
Example 2.5. Assume ν(zn)= 1/n! for all nonnegative integers n. Then for any
z0 ∈C, we have
ν
(
(z− z0)n
)= n∑
k=0
(
n
k
)
ν
(
zn−k
)
(−z0)k =
n∑
k=0
(
n
k
)
1
(n− k)! (−z0)
k.
It is certainly not obvious what the limit of the nth root of the modulus of this sum
is. We may, however, use Proposition 2.2 in order to calculate r(z0). By definition,
h(w)=∑∞n=0wn/n! = ew . The function
hz0(w)=
ew/(1+z0w)
1+ z0w
has a non-removable singularity only at −1/z0. Hence the radius of convergence
of the series defining hz0 is 1/|z0| and so r(z0)= |z0|. Thus K =
⋂
B |z0|(z0)=
{0}.
We may calculate ϕ using z0 = 0:
ϕ(w)=
∞∑
n=0
1
n!wn+1 =
e1/w
w
.
Thus, for any f analytic at 0,
ν(f )= 1
2π i
∫
|z|=)
f (w) e1/w
w
dw
for a sufficiently small ) > 0. This is precisely the residue of the integrand at 0.
Note that
f (w) e1/w
w
=
( ∞∑
n=0
f (n)(0)
n! w
n
)( ∞∑
n=0
1
n!wn+1
)
.
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Using the Cauchy product, we see that the residue at 0 is
∑∞
n=0 f (n)(0)/(n!)2.
This formula could also have been derived directly from Observation 2.1.
We now show that the conclusion in Observation 2.1 does not hold, however,
if K is not compact.
Example 2.6. Let A be the set of all functions f analytic on [0,∞) satisfying the
growth condition |f (t)| cert , for all t  0, for some r < 1, c > 0. Let ν be the
A-distribution defined by
ν(f )=
∞∫
0
f (t)e−t dt for f ∈A.
Then ν(zn)= n! for all nonnegative integers n. In particular, the entire function
f (z)= e−2z =
∞∑
n=0
(−2)nzn
n! is in A and ν(f )=
∞∫
0
e−3t dt = 1
3
.
Yet, the series
∞∑
n=0
(−2)n
n! ν
(
zn
)= ∞∑
n=0
(−2)n
does not converge.
So far we have been looking at analytic distributions on closed sets. One
could ask if looking at analytic distributions on open sets could lead to a smaller
support. A result originally due to Caccioppoli [1] (cf. [13, Theorem 4.1]) says
the following:
If ν is an analytic distribution on a domain D, then there is a function ϕ
analytic on a open setO containing the complement of D in C and a rectifiable
Jordan curve γ in D ∩O such that
ν(f )= 1
2π i
∫
γ
f (z)ϕ(z)dz.
But γ is a closed set in D, so we get the following result.
Proposition 2.3. Let ν be an analytic distribution on a domain D. Then there
exists a closed set γ ⊂D such that ν may be extended to an analytic distribution
on γ .
For example, if n is an analytic distribution on an open disk Br(z0), then there
exists some positive number r ′ < r such that Br ′(z0) contains γ as above, and
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thus ν may be extended to an analytic distribution on Br ′(z0). This also follows
from a result of Toeplitz [14], (cf. [13, Corollary 4.2]), which translating B1(0)
into Br(z0), may be formulated as follows:
ν is an analytic distribution on Br(z0) if and only if there exists a sequence
{bn}∞n=0 such that
ν
( ∞∑
n=0
an(z− z0)n
)
=
∞∑
n=0
anbn,
where
lim sup
n→∞
n
√|bn|< r.
Thus for r ′ = lim supn→∞ n
√|bn|, ν can be extended to Br ′(z0).
3. Analytic distributions on ellipses
In some special cases, ν :C[z] → C may be given more naturally in terms of
ν(sn(z)), where {sn(z)} is some basis for C[z] other than {zn}. In this case, the
role played up to now by Br(z0)(z0) will be played by a closed set which need not
be a disk.
Let {sn(z)} be a basis for C[z] satisfying the following conditions:
(i) b(z)= limn→∞ |sn(z)|1/n exists and is finite for all z ∈C;
(ii) b is continuous on C;
(iii) limz→∞ b(z)=∞.
Conditions (ii) and (iii) guarantee that m=minz∈C b(z) 0 exists. In the case
sn(z)= zn, b(z)= |z|, so m= 0. Define
r(z0)= lim sup
n→∞
∣∣ν(sn(z− z0))∣∣1/n.
Under the assumption r(z0) <∞, set
K(z0)=
{{
z: b(z− z0) r(z0)
}
, if r(z0)m,{
z: b(z− z0)=m
}
, if r(z0) < m,
a compact set by (ii).
J.M. Cohen, F. Colonna / Advances in Applied Mathematics 29 (2002) 539–562 555
Assume that f (z)=∑∞n=0 ansn(z− z0) is analytic on K(z0). Then f is also
analytic at some point w outside K(z0), and so b(w− z0) > r(z0). Consequently,
lim supn→∞ |an|1/nb(w− z0) 1. Thus lim supn→∞ |an|1/nr(z0) < 1, and so
ν(f )=
∞∑
n=0
anν
(
sn(z− z0)
)
converges. This proves the following
Proposition 3.1. Under the above assumptions on {sn(z)}, ν may be extended to
an analytic distribution on K(z0) for all z0 ∈C for which r(z0) is finite.
For all nonnegative integers n, let sn(z) be a polynomial of degree n. Assume
there exist N0 ∈N, a, b, c ∈R such that
sn+1(z)= (az− b)sn(z)− csn−1(z), for nN0. (8)
(For example, the polynomial sequence {qn(z)} of (4) satisfies the recurrence
relation (8) with a = (q + 1)/q , b = 0, c= 1/q and N0 = 0.) Then
sn(z)= α1(z)t1(z)n + α2(z)t2(z)n,
where α1(z) and α2(z) are functions of z which are uniquely determined by two
initial conditions (i.e., for n=N0,N0 + 1) and t1(z) and t2(z) are the roots of the
equation
t2 − (az− b)t + c= 0,
when these are distinct. For the case of a double root t1(z) = t2(z) = t (z), the
solution has the form
sn(z)=
(
α1(z)+ nα2(z)
)
t (z)n.
In either case, b(z)=max{|t1(z)|, |t2(z)|}. Note that b(z)2  |t1(z)t2(z)| = |c|
with equality holding if t1(z) = t2(z). So m = |c|1/2. Thus conditions (i)–(iii)
hold.
Proposition 3.2. Given a functional ν on C[z] and a sequence {sn(z)} as above,
let r = max{r(0),m} and let K = K(0) = {z: b(z)  r} (so that ν can be
extended to H(K)). If r2 > |c|, then K is the elliptical region{
(x, y) ∈R2:
(
ax − b
A
)2
+
(
ay
B
)2
 1
}
,
where A= r + c
r
, B = r − c
r
.
If r2 = |c|, then K is the line segment [(b− 2c1/2)/a, (b+ 2c1/2)/a], whose
endpoints are the foci of the ellipse in the non-degenerate case.
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For the proof we apply the following lemma to K .
Lemma 3.1. Let α ∈R, ρ > 0 be such that ρ2  |α|, and let
Γ = {z: max{∣∣z+√z2 − α ∣∣, ∣∣z−√z2 − α ∣∣}= ρ}.
If ρ2 > |α|, then Γ is the ellipse
x2
A2
+ y
2
B2
= 1, where A= 1
2
(
ρ + α
ρ
)
and B = 1
2
(
ρ − α
ρ
)
.
The foci of Γ are ±√α. If ρ2 = |α|, then Γ is the line segment with endpoints
±√α.
Proof. Assume first that ρ2 > |α|. Then A and B are both positive so that the set
{z ∈C: z=A cosθ +B sin θ, θ ∈R}
is the ellipse represented by the equation x2/A2 + y2/B2 = 1. For z ∈ Γ , choose
a branch of the square root so that the modulus of z + √z2 − α is ρ. Then
z+√z2 − α = ρ eiθ for some θ ∈R, so that (ρ eiθ − z)2 = z2 − α, which yields
z= 1
2
(
ρ eiθ + α
ρ eiθ
)
=A cosθ +Bi sin θ.
Conversely, if z = A cosθ + Bi sin θ for some θ ∈ R, then the numbers z ±√
z2 − α are ρ eiθ and α/(ρ eiθ ). Since ρ2 > |α|, the maximum of |z+√z2 − α|
and |z−√z2 − α| is ρ.
If ρ2 = |α|, then α/ρ =±ρ, so that A or B vanishes. Then
Γ =
[
1
2
(
ρ eiθ ± ρ e−iθ ), θ ∈R],
which is the line segment with endpoints ±√α. ✷
We are now ready to prove Proposition 3.2.
Proof. Apply Lemma 3.1 after making the change of coordinates z → az − b,
with a, b real. Replacing α by 4c and ρ by 2r , we get that the set{
z:
1
2
max
{∣∣az− b+√(az− b)2 − 4c ∣∣,
∣∣az− b−√(az− b)2 − 4c ∣∣} r}
is the ellipse ((ax − b)/A)2 + ((ay)/B)2 = 1 together with its interior, where
A= r + c/r , B = r − c/r , r2 > |c|, and the foci are (b± 2√c)/a.
For r2 = |c|, the elliptical region degenerates to the segment with endpoints
(b± 2√c)/a. ✷
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4. Application to homogeneous trees—eigendistributions
In this section, we turn our attention to homogeneous trees and describe
the integral representation of a function on a given homogeneous tree in terms
of eigendistributions of the Laplacian (generalizations of eigenfunctions of the
Laplacian).
Definition 4.1. Let K be a compact space and let ν :T → H′(K), that is, for
all v ∈ T , νv is an analytic distribution on K . Then ν is called an analytic
eigendistribution on K if µ1 ∗ ν = zν, where zν :T → H′(K) is defined by
zνv(f (z))= νv(zf (z)) for each v ∈ T and each function f analytic on K .
We now show how to construct eigendistributions.
Let E = {k: T → C[z]: µ1 ∗ k = zk}. Notice that for k ∈ E , thinking of z as
a fixed complex number k can be viewed as a z-harmonic function. For each k ∈ E
we write k(v) =∑∞n=0 kn(v)qn(z), a finite sum for each vertex v, where {qn} is
the polynomial sequence satisfying (4) such that q0(z)= 1 and q1(z)= z.
Definition 4.2. Let M  0 and k ∈ E . We say that k has height M if
M= inf{m>0: kn(v)=0, for all integers n0 such that ∣∣n−|v|∣∣>m},
and we let E0 = {k ∈ E : k has finite height}.
Let Ĉ[z] be the set of formal sums ∑∞n=0 anqn(z), where each an ∈C, and set
Ê = {k: T → Ĉ[z]: µ1 ∗ k = zk}.
Next, let C(T ) be the set of all complex-valued functions on T and C0(T ) the
subset of C(T ) consisting of all functions of finite support.
Let ϕz =∑∞n=0 χnqn(z), that is, ϕz(v) = q|v|(z), for all v ∈ T . Notice that
ϕz ∈ E since if |v| = n, then
µ1 ∗ ϕz(v)= 1
q + 1
(
qqn+1(z)+ qn−1(z)
)= zqn(z)= zϕz(v). (9)
We obtain the following
Theorem 4.1. The function Φ :C(T )→ Ê defined by Φ(f ) = ϕz ∗ f , for all
f ∈ C(T ), satisfies the following conditions:
(1) For all f ∈ C(T ), Φ(f )=∑∞n=0(χn ∗ f )qn(z).
(2) For all k ∈ Ê , k = ϕz ∗ k0 =Φ(k0).
(3) Φ(C0(T ))= E0.
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Proof. Since ϕz =∑χnqn(z), by linearity we have ϕz ∗ f =∑(χn ∗ f )qn(z),
proving (1).
Let k =∑∞n=0 knqn(z) ∈ Ê . Then ϕz∗k0 =∑∞n=0(χn∗k0)qn(z). Thus, in order
to prove (2), it suffices to show that χn ∗ k0 = kn, for all nonnegative integers n.
By definition of convolution, χ0 ∗ k0 = k0. Recalling that q−1(z) = q1(z) and
using (9), we obtain
∞∑
n=0
(χ1 ∗ kn)qn(z)
= χ1 ∗ k = (q + 1)µ1 ∗ k = (q + 1)zk =
∞∑
n=0
(q + 1)knzqn(z)
=
∞∑
n=0
kn
[
qqn+1(z)+ qn−1(z)
]
= k1q0(z)+
[
(q + 1)k0 + k2
]
q1(z)+
∞∑
n=2
(qkn−1 + kn+1)qn(z).
Thus χ1 ∗ k0 = k1, χ1 ∗ k1 = k2 + (q + 1)k0, and χ1 ∗ kn = kn+1 + qkn−1, for
n 2. Using (3), we obtain χ2 = χ1 ∗χ1− (q+1)χ0 and χn+1 = χ1 ∗χn−qχn−1
for n 2. So, χ2 ∗ k0 = χ1 ∗ k1 − (q + 1)k0 = k2, proving that χn ∗ k0 = kn for
n= 0,1,2.
By induction, assume χj ∗ k0 = kj , for all integers j such that 2 j  n. Then
χn+1 ∗ k0 = χ1 ∗ χn ∗ k0 − qχn−1 ∗ k0 = χ1 ∗ kn − qkn−1 = kn+1,
completing the proof of (2).
To prove the inclusion Φ(C0(T ))⊂ E0, it suffices to show that Φ(δv0) ∈ E0 for
any vertex v0, since any function of finite support is a finite linear combination of
delta functions. First observe that for all w ∈ T ,
(χn ∗ δv0)(v)=
{1 if d(v0, v)= n,
0 otherwise.
Thus
Φ(δv0)(v)=
∑
(χn ∗ δv0)(v)qn(z)= qd(v0,v)(z),
which has height |v0|. Thus the height of Φ(f ) is supv∈suppf |v|, where suppf
denotes the support of f . So, if k ∈ E0, then k =Φ(k0), by part (2), where k0 has
finite support. Hence E0 ⊂Φ(C0(T )), proving (3). ✷
Note. We recall from [5] that if f is a function on T such that∣∣f (v)∣∣MC|v|,
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for some positive constants M and C with C < 1/√q , and for all vertices v,
then f may be written as an ordinary integral of eigenfunctions over the interval
I = [−2√q/(q + 1),2√q/(q + 1)].
For C > 1/√q , let EC be the closed elliptical region
EC =
{
(x, y) ∈R2: (x/D)2 + (y/E)2  1},
where
D = 1
q + 1
(
qC + 1
C
)
and E = 1
q + 1
(
qC − 1
C
)
,
whose foci are the endpoints of I . For C = 1/√q , let EC = I .
Theorem 4.2. Let f be a function on the tree T such that for some positive
constants M and C  1/√q and all vertices v,∣∣f (v)∣∣MC|v|.
Then there exists a unique analytic eigendistribution {νv} on EC with νv(1) =
f (v) and such that, defining 〈f,g(z)〉(v)= νv(g), the following conditions hold:
µ1
〈
f,g(z)
〉 = 〈µ1f,g(z)〉= 〈f, zg(z)〉 and 〈f,1〉 = f.
Proof. Put an inner product onC[z] by letting {qn(z)} be an orthogonal basis with
qn(z) · qn(z)= 1/cn. This corresponds to the usual inner product on the space of
functions on the tree for which µn · µn = 1/cn. More precisely, p(z) · q(z) =
p(µ1) · q(µ1), for any polynomials p(z), q(z).
Given f as in the hypothesis, define ν = {νv} by
νv
(
p(z)
)=Φ(f )(v) · p(z), (10)
for p(z) ∈ C[z], v ∈ T . Using part (1) of Theorem 4.1 and the orthogonality of
{qn}, this yields
νv
(
qn(z)
)= ∞∑
m=0
(χm ∗ f )(v)qm(z) · qn(z)= 1
cn
(χn ∗ f )(v)= (µnf )(v).
A straightforward calculation shows that zp(z) · q(z)= p(z) · zq(z): it suffices
to observe that
zqn(z) · qm(z)= qn(z) · zqm(z)=

q
(q + 1)cn for m= n− 1,
1
(q + 1)cn for m= n+ 1,
0 otherwise.
Thus, since ν(p(z))= (ϕz ∗ f ) · p(z), by (9) we get
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(µ1 ∗ ν)
(
p(z)
)= (µ1 ∗ ϕz∗) · p(z)= z(ϕz ∗ f ) · p(z),
(ϕz ∗ f ) · zp(z)= ν
(
zp(z)
)
,
and so ν is an analytic eigendistribution. Now∣∣νv(qn(z))∣∣= 1
cn
∣∣∣∣ ∑
d(w,v)=n
f (w)
∣∣∣∣ Mcn ∑
d(w,v)=n
C|w| MCn±|v|,
where the sign in the exponent equals the sign of logC. Thus
r(0)= lim sup
n→∞
∣∣νv(qn(z))∣∣1/n  C.
Let r = max{r(0),1/√q}. Recalling that by (4) the sequence {qn} satisfies the
recurrence relation (8), and using Propositions 3.1 and 3.2 with a = (q + 1)/q ,
b= 0, c= 1/q , we obtain that νv is an analytic distribution on the space
K(0)=Er =
{
(x, y) ∈R2:
(
(q + 1)x
qA
)2
+
(
(q + 1)y
qB
)2
 1
}
,
where A = r + 1/(qr), and B = r − 1/(qr). But 1/√q  r  C, and thus
Er ⊂ EC so that νv is an analytic distribution of EC for all vertices v. Therefore
ν = {νv} is an analytic eigendistribution on EC .
For C > 1/√q this yields the elliptical region
EC =
{
(x, y) ∈R2:
(
(q + 1)x
qA
)2
+
(
(q + 1)y
qB
)2
 1
}
,
where A= C + 1/(qC), B = C − 1/(qC), whose foci are ±2√q/(q + 1).
For C = 1/√q , the elliptical region collapses to the interval I . ✷
This representation may be written in terms of an actual integral by the
methods described in Section 1. With EC defined as above, we get the following
Theorem 4.3. Let f be a function on T satisfying∣∣f (v)∣∣MC|v|
for some M > 0 and C  1/√q . Then, for all z /∈ EC there exist z-harmonic
functions kz on T such that
µn1f =
∫
γ
znkz dz
for all nonnegative integers n, whenever γ is a contour winding once around EC .
For the case 1/√q  C  1 there is a relation between our results and those of
Pytlik [12]. In the statement of his theorem we give below we change the notation
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to conform to our emphasis on µ1 (as opposed to χ1), and on a tree of degree
q + 1 instead of a free group on k generators, corresponding to a homogeneous
tree of degree 2k.
For 1 p  2, let Lp(T ) be the Banach algebra of all functions g on the tree
satisfying the condition∑
v∈T
∣∣g(v)∣∣p <∞
under pointwise multiplication. Let Lpr (T ) be the closed subalgebra of Lp(T )
consisting of the radial functions. Thus
f ∈ Lpr (T ) if and only if f =
∑
anµn,
where
∑
|an|pqn(1−p) <∞.
Theorem (Pytlik). For 1  p  2, µ1 is a generator of Lpr (T ) and the Gelfand
space is the elliptical region
Ep =
{
z ∈C:
∣∣∣∣z− 2√qq + 1
∣∣∣∣+ ∣∣∣∣z+ 2√qq + 1
∣∣∣∣ 2(q1/p + q1/p′)q + 1
}
,
where 1/p+ 1/p′ = 1.
The space Lpr (T ) can be identified with a set of functions on Ep analytic in the
interior and satisfying a boundary condition. In particular, it includes all functions
analytic on Ep . Then
∑∞
n=0 anµn corresponds to the function
∑∞
n=0 anqn(z); that
is, this correspondence is the analytic extension of the correspondence µ1 ↔ z.
Pytlik’s elliptical region Ep is what we called EC for C = q−1/p′ , which can be
seen by comparing foci and semiaxes.
Let f satisfy the condition |f (v)| MC|v| for all v ∈ T (for C = q−1/p′).
We may define the corresponding analytic eigendistribution ν on EC =Ep using
Pytlik’s result as follows. Let g(z) be analytic onEp . Then for some ) > 0, g(z) is
analytic on Ep−) and thus g(µ1) ∈ Lp−)r (T ). By the growth condition on f , the
series
∑
v∈T |f (v)|t is convergent for all t > p′, so in particular, for t = (p− ))′.
For any v ∈ T , δv ∗ g(µ1) ∈ Lp−)(T ) (it is no longer necessarily radial). Thus,
since f ∈ L(p−))′(T ) and δv ∗ g(µ1) ∈Lp−)(T ), we can define
νv
(
g(z)
)= f · (δv ∗ g(µ1)),
which is well-defined by Hölder’s inequality.
Notice that for f = δv0 and g(z)= qn(z), this definition yields
δv0 · (dv ∗µn)=

1
cn
if d(v, v0)= n,
0 otherwise.
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The previous definition (10) yields
Φ(δv0)(v) · qn(z)= qd(v,v0)(z) · qn(z)=

1
cn
if d(v, v0)= n,
0 otherwise,
by the orthogonality of the polynomials qn(z). Thus the two definitions are
equivalent. This equivalence holds, however, only in the case 1/√q  C  1,
which corresponds to 1 p  2.
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