The explosive growth of genomic, chemical and pathological data provides new opportunities and challenges to re-recognize life activities within human cells. However, there exist few computational models that aggregate various biomarkers to comprehensively reveal the physical and functional landscape of the biology system. Here, we construct a graph called Molecular Association Network (MAN) and a representation method called Biomarker2vec. Specifically, MAN is a heterogeneous attribute network consists of 18 kinds of edges (relationships) among 8 kinds of nodes (biomarkers). Biomarker2vec is an algorithm that represents the nodes as vectors by integrating biomarker attribute and behavior. After the biomarkers are described as vectors, random forest classifier is applied to carry out the prediction task. Our approach achieved promising performance on 18 relationships, with AUC of 0.9608 and AUPR of 0.9572. We also empirically explored the contribution of attribute and behavior feature of biomarkers to the results. In addition, a drug-disease association prediction case study was performed to validate our method's ability on a specific object. These results strongly prove that MAN is a network with rich topological and biological information and Biomarker2vec can indeed adequately characterize biomarkers. Generally, our method can achieve simultaneous prediction of both single-type and multi-type relationships, which bring beneficial inspiration to relevant scholars and expand the medical research paradigm.
Introduction
A key task in the post-genomic era is to systematically and comprehensively understand the relationships between molecules in living cells [1] . Rapidly developing high-throughput technologies and the discoveries of new transcripts or translations provide foundation for this mission [2] . For example, the increasing evidence prove that the biology molecule networks such as protein-protein interaction network, ncRNAdisease association network, drug-target interaction network play significant roles in protein synthesis [3] , gene expression [4] , RNA processing [5] and developmental regulation [6] , etc. Consequently, microscopic research of the relationships between biomarkers not only opens novel insights to understand life process, but also facilitates to disease prevention, diagnosis, treatment and drug development.
Identifying the relationships in large-scale data via wet experiments is labor-intensive, time-consuming and can only meet limited requirements in real-world demands. Meanwhile, the extensive accumulated experiment data lead to the trouble of information overload and the excess cost of acquiring valuable knowledge. Hence, it is urgent to design automatic computational tool to provide assistance and guidance for practice [7] .
In fact, prediction models based on validated evidence to discover potential relationships have been widely developed and heavily applied. Guo et al. proposed a learning-based model to predict potential lncRNA-disease associations by integrating known association evidence, disease semantic similarity [8] . Wang et al. carry out the Logistic Model Tree to discover unknown miRNA-disease associations by integrating multi-source information [9] . Li et al. used the Position-Specific Scoring Matrix (PSSM) to represent proteins and then put them into an ensemble classifier to predict self-interacting and non-self-interacting proteins [10] . Wang et al. utilize the Rotation Forest as a classifier to uncover unknown drug-target interactions by drug structure and protein sequence [11] .
Although many attempts have been made to detect the uncovered relationships through various methods including matrix factorization [12] , machine learning [13] and network analysis [14] . The incompleteness of the data constrains the credibility of the prediction results accompanied with higher FPR and FNR [15] . In recent years, the discovery of new types biomolecules and relationships provides novel insights to improve this situation to some extent. Biomolecules outside the research subject are attempted to be considered as bridges, and synergistically help the grasp of underlying biological principles to improve the prediction effect. Chen et al. deeply understand the pathogenesis of disease by environmental factors and effectively improve the prediction effect of miRNA-disease association [16] . Cui et al. make a preliminary exploration in the prediction of drug-disease drawn support from gene expression data [17] .
Tremendous advances in molecular biology over the past few years, yet the development of computational model is still in infancy. The major limitation of all above methods is that none of them regard a cell as a complete unit, even if these methods have their own unique advantages. In fact, cells are composed of nodes (biomarkers) and edges (relationships) like a network (graph) to maintain normal life activities and physiological functions. Ideally, establishing connections from internal or external factors to expression would be rewarding in understanding the landscape of the biology system. In this paper, a complete network called Molecular Association Network (MAN) is constructed based on various online database such as NONCODE [18] and miRbase [19] to provide a platform to help systematically analyze the inseparable connections and messages flow between biomarkers within human cells.
Figure 1.
A visualization example like MAN, where different colors represent different types of biomarkers. Each biomarker contains 2 kinds of information including node behavior (relationships with other nodes) and node attribute (sequences of protein or RNA, chemical structure of drug, and semantics of disease and microbe).
Faced with such a large-scale network, the most critical challenge is how to quickly and effectively describe the relationships between nodes. The rapid development of graph embedding (network representation) algorithms has shown us hope for addressing such problems [20] . Graph embedding which aims to represent nodes in the network as lowdimensional, dense vector forms is chosen to respond to this situation [21] . Although some existing models in bioinformatics contain the idea of graph embedding, many of them still focus on traditional techniques including Principal Component Analysis (PCA) [22] , Multidimensional scaling (MDS) [23] , Isomap [24] and Local Linear Embeddings (LLE) [25] . In general, these methods offer satisfactory performance on small networks. However, at least quadratic time complexity restricts the application of these methods to large-scale data. The recent remarkable performance of deep learning has attracted extensive research attention. Here, the representation method called DeepWalk is applied to conduct this task.
Attribute feature including RNA sequence, drug structure and disease semantics is another available information and the potential of them in inferring potential relationships has been widely documented. Frequently in these methods, the attribute of each biomolecule is represented as a vector using various feature representation methods.
In this paper, a network called Molecular Association Network (MAN) is constructed and a graph embedding algorithm is proposed to represent each node as a vector. Then random forest is applied as the classifier to carry out the relationship prediction task. Specifically, 18 kinds of associations or interactions among 8 kinds of biomolecules are collected from various database to construct the Molecular Association Network (MAN). Then we develop the lower triangular part of the adjacency matrix called A containing the whole information of the graph to simplify calculation and storage. Obviously, each node in the network can be described from 2 perspectives as shown in the Figure 1 , one is the attribute feature such as sequence and chemical structure that can be learned as a 64dimension vector by k-mer and etc. methods, the other is the behavior feature that is the relationships that can be represented as a 64-dimension vector through DeepWalk. Stack autoencoder is applied to unify the dimension and improve feature quality. Then each node can be represented as a 128-dimension vector by Biomarker2vec through integrating attribute and behavior feature. The positive samples are experimentally verified relationships and the negative samples are the same number of unlabeled relationships which are randomly selected in A. Taking the low-dimensional dense vectors as input, random forest is used to carry out the prediction task. The proposed method obtained AUC of 0.9608 and AUPR of 0.9572 under 5-fold cross validation on the multi-type relationship prediction task of whole network. Furthermore, we implemented 3 comparison experiments including feature importance comparison, embedding strategy comparison and proportions of training set comparison. The remarkable performance demonstrated that MAN with bright prospects of revealing uncovered relationships in human cells. We hope that this work can provide assistance and guidance for wet experiments, and be a useful inspiration for researchers to understand gene regulation, disease mechanism and discovery of new drugs at molecular level. 
Materials and Methods

Construction of the Molecular Association Network (MAN)
To construct the Molecular Association Network (MAN) comprehensively, 18 different kinds of experimental verified associations or interactions are collected from various databases [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] . After the unifying identifier, we obtained a total of 8 diverse types of biomarkers. Then, all relationships and biomarkers are aggregated together to form the complete MAN. The specific quantity and proportion of each type of nodes or relationships are shown in the figure below. 
Node attribute representation: K-mer, Semantics and Fingerprint
It is obvious that the intrinsic attribute such as the sequence of protein and RNA, the semantics of disease and microbe, and the chemical structure of drug is the essential feature of each biomolecule. The details of how they are represented as vectors are as follows.
For protein, mRNA, miRNA, lncRNA and circRNA, their sequences are collected from STRING [44] , NCBI, miRBase [19] , NONCODE [18] and circBase [46] respectively. Given that proteins are composed of 20 different types of amino acids and inspired by the method of Shen et al. [47] , we first classify them into 4 categories based on the polarity of the amino acid side chains including (Ala, Val, Leu, Ile, Met, Phe, Trp, Pro ), (Gly, Ser, Thr, Cys, Asn, Gln, Tyr), (Arg, Lys, His) and (Asp, Glu). RNA including mRNA, miRNA, lncRNA and circRNA are composed of 4 kinds of nucleotides including Adenine (A), Guanine (G), Cytosine (C) and Uracil (U) with the same sequence composition, so we directly encode their original sequence without any pretreatment. Each RNA or Protein can be represented as a vector by k-mer, in which all dimensions represent the full permutation of k nucleotide combinations and the value of each dimension is the normalized frequency of the corresponding k-mer appearing in the sequence. In this paper, k is set to 3 and each protein or RNA can be represented as a 64-dimension (4 3 = 4 × 4 × 4) vector. 
where ∆ denotes an attenuation factor and is defined as 0.5 according previous literature. In the DAG generated by microbe M, M's contribution to itself can be regarded as the maximum and equals to 1, and the remaining diseases will contribute less and less to M as the distance increases. Therefore, the sum of the contributions of microbes which are in the set N(M) to M can be calculated as follows:
Then the similarity between microbe i and j can be calculated by the following formula：
The node attribute of microbe or disease can be represented by semantics similarity, which is converted into a 64-dimensional vector after feature extraction and transformation by the stack autoencoder. A DAG example of microbe Staphylococcus is as follows: For drug, we download their SMILES [49] from DrugBank [35] and transform the SMILES into corresponding Morgan Molecular Fingerprints [50] by python package called RDKit [51] . To unify dimensions and improve feature quality, stack autoencoder is used to convert each original molecular fingerprint into a 64-dimensional vector.
Node behavior representation: DeepWalk
Inspired by the idea of "guilt-by-association" assumption, we come up with a more general feature in complex networks, that is, the behavior feature of biomarker. Generally speaking, it is a kind of embedding representation of the known edges between nodes in the network. Efficient description of the behavior feature is the core issue of relationship prediction on large-scale biomolecule networks. Despite a row or column of the adjacency matrix can directly be utilized as a representation vector for node behavior in one-hot encoding method. However, there is no concept of similarity between each dimension of such high-dimensional, sparse vectors, as it is represented as indices in a relationship. Meanwhile, the one-hot encoding method takes up a lot of storage space and is not conducive to the input of downstream tasks. Hence, how to extract the behavior information of node from the complex network such as MAN is a formidable challenge.
In this paper, a network embedding method called DeepWalk which first applies the technique of natural language processing in deep learning for node representation is adopted to undertake this task [52] . The main idea is to obtain a certain length of the walk sequence through RandomWalk, an ideal mathematical state of Brownian motion that can repeatedly access the visited nodes. After obtaining enough sequences, the vectors of the nodes can be learned by the skip-gram model. The direct analog is to estimate the likelihood of observing vertex given all the previous vertices visited so far in the random walk, i.e.
( |( 1 , 2 , … , −1 )) (4) The goal is to learn a latent representation and the mapping function is:
: ∈ ↦ | |× (5) The problem then, is to estimate the likelihood:
( |( ( 1 ), ( 2 ), … , ( −1 ))) (6) The recent relaxation in language modeling turns the prediction problem and this yields the optimization problem:
The main steps of the algorithm are as follows: Note whenever the nodes are processed by DeepWalk, the test relationships in the network are stripped to ensure that the label information is not leaked into the test set.
Stack Autoencoder (SAE)
Autoencoder and its variants have been widely used in unsupervised feature learning and classification tasks. Considering that the representation vectors of drug and disease attributes consisting of thousands of dimensions which is not conducive to classifier training. The Stack Autoencoder (SAE) is selected to map vectors of the original space into the new space to reduce noise and make features easy to distinguish. The autoencoder consists of two parts, one is the encoder that maps the original input to the new space, and the other is the decoder that reconstructs the latent representation in the new space back to the original input. For the original input , the output ℎ 1 of the first hidden layer can be calculated by the following formula: ℎ 1 = 1 ( 1 + 1 ) (8) Where 1 is the activation function, 1 is the weight matrix between the input layer and the first hidden layer, and 1 is the threshold of the first hidden layer neurons. Similarly, the output of each layer of the stack autoencoder can be calculated. The mean squared error between the output and the original input is:
Then the back-propagation algorithm is used to minimize the loss function to get the final model. We completed this task by using the Keras lab in this experiment. The dimension of the hidden layer representation is 64. 'MSE' is selected as the loss function and the optimizer is 'Adam'. The epochs and batch sizes are set to 10 and 128, respectively.
Random Forest Classifier
Random Forest is a classifier that contains multiple decision trees whose output is determined by the mode of the output of each decision tree. It can process highdimensional features efficiently even in large data volumes. In addition, its high adaptability makes it possible to accept both discrete and continuous data. In this paper, we performed the random forest classifier by a python package called sklearn and all the hyperparameter is set to the default value.
Results
Relationship prediction based on the whole dataset under 5-fold cross validation
Relationship prediction is a common task in both academia and industry. Here, we will hide a set of edges of the original graph and construct the model based on the incomplete network. Then the hidden edges are utilized for test to assess the proposed method. 5-fold cross validation which is widely used evaluation strategy is applied to carry out this task. In 5-fold cross validation, the whole dataset is divided into 5 mutually exclusive subsets of roughly equal size. Each subset is used as the test set in turn to assess the effect of the classifier, and the remaining 4 subsets are utilized as training set to construct the model. In each fold, area under Receiver Operating Characteristic Curve (ROC) and Precision-Recall Curve (PR) are drawn to visualize the results, respectively. There are total 114,150 experimental valid relationships in the whole network. In each fold cross-validation, 80% edges of the entire network are processed by Biomarker2vec and are treated as the training samples, 20% edges are treated as the test samples.
At the same time, a wide range of evaluation criteria including accuracy (Acc.), sensitivity (Sen.), specificity (Spec.), precision (Prec.) and MCC are adopted to comprehensively and fairly estimate the propose method. The details of results are shown in the following table and figure. Competitive performance under various evaluation criteria demonstrates the keen ability to discover potential associations. The relatively low variance implies the superior robustness and stability of MAN in different situation. 5 . The ROCs, AUCs, PRs and AUPRs obtained under 5-fold cross validation on the whole network.
Feature importance comparison
Each node in MAN can be represented as vectors by 2 types of information including node attribute and node behavior. To further evaluate the effectiveness of each kind of feature, we compare the pure attribute-based method, pure behavior-based method and combination of both them based on wide range evaluation metrics, ROC, AUC, PR and AUPR. The results are as in the following table 2 and figure 6.
Based on a single type of feature, the model can achieve considerable prediction performance under 5-fold cross validation, and the more distinguished vectors constructed by combining the above two kinds of information is easier to construct the classifier and achieve more competitive performance.
In view of the "new sample" problem in practical biological experiments, we do not guarantee that the degree of each node is greater than 0. When only the sequences of the biological entities are known and their associations with other biomolecules are undiscovered, this strategy of constructing the vector by combining the node attribute and the node behavior can also predict potential relationships based on new sample and greatly improve the expansion of the model. 6 . The ROCs, AUCs, PRs, and AUPRs of the proposed method under 5-fold cross validation on the whole dataset.
Comparison based on varying proportions of training sets
In global relationship prediction, data integrity is considered sensitive and critical. To explore the impact of different ratios of missing data on the results, we separately learn the representation vectors of each node based on varying proportions of edges in the whole graph.
Specifically, 20%, 40%, 60%, and 80% of the edges in the whole network are processed respectively to convert the nodes into vectors by their behavior feature. Meanwhile, the corresponding edges mentioned above are used as the training set to construct the model. The test set is the remaining edges that is 80%, 60%, 40%, and 20% of the whole edges in the graph, respectively. Each node is represented as a vector by only its behavior feature.
Even in the extreme case, i.e. 20% of the entire network is used for feature construction and model training, and the remaining 80% edges are used for testing and evaluation. The proposed model still achieved AUC of 0.8710 and AUPR of 0.8747 which implied that the proposed method with outstanding data mining ability will greatly improve the efficiency of existing biological experiments. The details results can be seen in the following table and figure. 7 . The ROCs, AUCs, PRs, and AUPRs of the proposed method trained and tested by different proportions of edges in the whole network.
Additional experiment based on drug-disease association prediction
Apart from relationship prediction tasks based on the whole network, we take specific object as research subject and further implement additional experiments on drug-disease association prediction to compare the proposed global model with traditional local method. There are 17,414 experimental verified drug-disease associations that have been collected from DrugBank. 5-fold cross validation was performed, and the ROCs and AUCs are shown in the following figure 8.
For figure 8 (a) , it can be treated as the baseline that each node is represented as a 64dimension vector by only its pure attributes i.e. Morgan fingerprints or disease semantics.
For figure 8 (b) , the node behaviors are represented based on only drug-disease associations. It can be regarded as a traditional idea inspired by the "guilt-by-association" that each node is abstracted into a 128-dimension vector by combining attributes and local behaviors. Compared to figure 8 (a) , a slightly elevated AUC confirms the results of the chapter on feature importance comparison and shows that the method of measuring the local function of biomolecules improves the prediction performance to some extent.
For figure 8 (c) , it can be considered as a kind of global embedding method that proposed in this paper. In each cross validation, 80% drug-disease pairs along with other all 17 kinds of associations are dealt with Biomarker2vec. Taking the 128-dimension vectors that integrate attribute and behavior as input, Random Forest classifier is chosen for training and testing. The remarkable results compared with traditional local method indicate that the extra edges serve as an intermediary to facilitate the prediction of associations when faced with specific problems.
For figure 8 (d) , we carry out a special embedding strategy inspired by Chen et al. [53] . The remaining 17 kinds of relationships without drug-disease association pairs are learned by DeepWalk to obtain the behavior representation vectors. Therefore, this process does not depend on any direct drug-disease associations. In order to eliminate the influence of the attribute feature on the prediction performance, each node representation vector was constructed by only behavior feature under the special strategy. Nevertheless, the model still achieved an average AUC of 0.7562 under 5-fold cross validation which implies that MAN does contain a wealth of biological information.
Note that in order to ensure the fairness of the experiment, negative samples of 4 experiments and each subset under 5-fold cross validation are all consistent. 
A case study based on drug-disease association
A case study of Ataxia was implemented to assess the performance of the proposed method in a real-world environment. As mentioned above, we have collected 17414 drugdisease associations from CTD database [45] and processed them as described in the article of Zhang et al. [54] . In order to verify the predicted effect of the proposed model on new disease, we removed 61 association pairs related to Ataxia, the remaining 17353 drugdisease associations were utilized as the training set to generate feature and construct the model, and each drug is connected to Ataxia in turn to form the test set. The results of top-10 are as follows: Table 4 . The proposed method was applied to Ataxia to predict the potential diseaserelated drugs, and 8 of top-10 predicted drugs have been confirmed according to CTD database.
Num Drug
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Conclusion
Current biomarker relationship computational methods can efficiently predict a single logic, but cannot simultaneously detect complex multi-type relationships among various biomarkers. In this article, we abandoned the isolated idea of modeling on only a single range of transcripts or translations, but collected as many kinds of biomolecules as possible to organize a comprehensive Molecular Association Network (MAN). We also proposed a representation method called Biomarker2vec for generating feature vectors of different types of molecules. After above operations, each node (biomarker) in the network (cell) can be characterized as a 128-dimension vector and the random forest classifier is trained to perform relationship prediction task. All results showed that the proposed method achieved remarkable performance in both single-type and multi-type relationship prediction. In general, our studies represent a preliminary exploration from single to complex molecular association network. We believe that this work can bring a technological inspiration and be the basis for further exquisite discovery in a large practical need. It can be expected there will appear more variants in both proteomics and genomics in the future, from developing new theoretical methods to broader research objects.
