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ABSTRACT
The short-time Fourier transform (STFT) has been a staple of signal pro-
cessing, often being the first step for many audio tasks. A very familiar
process when using the STFT is the search for the best STFT parameters,
as they often have significant side effects if chosen poorly. These parameters
are often defined in terms of an integer number of samples, which makes
their optimization non-trivial. We present a toolbox that allows us to obtain
gradients for commonly used audio filter parameters, and for STFT parame-
ters with respect to arbitrary cost functions, thus enabling gradient descent
optimization of quantities like the STFT window length or the STFT hop
size. We do so for parameter values that stay constant throughout an input,
but also for cases where these parameters have to dynamically change over
time to accommodate varying signal characteristics.
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With the advent of deep learning, we have seen a dramatic shift in signal
processing towards incorporating neural net-like learning (e.g. with differen-
tiable DSP research [1]). Although many parts of signal processing fit well
into that framework, some parameters that we often use are not as easy to
optimize. This usually includes parameters defined in time-frequency anal-
ysis. Some examples of the terms in frequency domain would be cutoff and
bandwidth. Terms in time domain are more likely to be defined in sam-
ples, such as frame sizes, hop sizes, etc. The short-time Fourier transform
[2] is a prime example of this. Previous work has focused on automatically
finding optimal STFT parameters, e.g. in using dynamic programming to
obtain the best window positions [3], or to detect signal non-stationarity to
adjust the analysis parameters [4]. However, most of that work is based on
heuristics and local search, and is not compatible with gradient descent-style
optimization that can be used to jointly optimize entire end-to-end systems.
We would like to make an audio toolbox to enable an end-to-end deep
learning framework that is designed specifically for audio applications.
In chapter 2, we talk about our motivation of starting this research project,
and introduce definitions of formulas we will use. In chapter 3, we implement
differentiable filters, including FIR filters with various filter functions and a
Butterworth IIR filter. We show an example of filtering noise to a target
phoneme with filter-bank optimized via gradient descent. In chapter 4, we
propose a couple of approaches for optimizing STFT parameters via gradient
descent. We show that these can be used for any appropriately defined loss
function, and thus can be easily incorporated in larger end-to-end systems.
We also prove that our approach is more efficient than a classic vanilla CNN
architecture. In the end, we present a classification experiment that is jointly





Machine learning for audio has heavily relied on manual tuning of frequency
analysis. Many tasks including source separation, speech synthesis and tim-
bre reconstruction have more or less used frequency domain information as
an input or targeted embedding. Although there are research projects that
successfully rendered sound waveform directly from neural network, such as
waveNet, Sample RNN and NSynth, those networks need consideration of dif-
ferent phase and thus typically require large amounts of data and are more
difficult to train. On the other hand, frequency domain analysis provides
detailed information, is easier to process, and is easier for humans to under-
stand. Optimizing this analysis scheme through gradient descent requires the
entire process to be differentiable. The goal of this chapter is to give a brief
overview of previous differential DSP research and some classic formulation.
2.1 Overview of DDSP
The differential DSP paper from Google [1] inspired us to start this project.
DDSP focused on end-to-end learning optimized from raw waveforms, using
gradient descent to optimize synthesizer parameters based on loss in the
raw audio domain. They used an encoder-decoder architecture to represent
harmonic information in the latent space, in combination with filter noise
to add the natural quality of sound. Our approach aims to be more general
than DDSP.
2.2 Definition of Discrete Fourier Transform
Fourier transform (FT) is the process that decomposes a function into its fre-
quency components. Discrete Fourier transform (DFT) decomposes a certain
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length of equally spaced samples into the same number of frequency points.








where k is the frequency index and N is the length of the input signal.
2.3 Definition of Short-time Fourier Transform
Short-time Fourier transform (STFT) is the most used method for time-
frequency analysis of audio. The output of STFT is called a spectrogram.
The process of STFT is performed by sliding a window from the beginning of
an audio through the end. Inside each window we perform a DFT to capture
the frequency information. The window length is typically called frame size.
The longer the window is, the higher the frequency resolution, but the time
resolution decreases. This is known as the time-frequency trade-off property
of STFT [5]. Inside each window, one could weight the signal values. In this
definition, we are only considering the simpler case of applying symmetric
window functions.
For an input signal x[t], we will define the STFT analysis as:







where m is the sample position, Wm is the analysis window function centered
at the m-th sample, and FW [m, k] is the resulting transform at time m and
frequency k.
2.4 Definition of Filters
2.4.1 Finite impulse response (FIR) filters
The four main types of filters are low-pass, high-pass, band-pass and band-
reject.
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Low-pass filter is defined as:
hlow[n] = C ∗ sinc[fc ∗ n] (2.3)
High-pass filter is defined as:
hhigh[n] = −C ∗ sinc[fc ∗ n] (2.4)
Band-pass filter is defined as:
hband[n] = 2 ∗ cos[π ∗ n ∗ f0] ∗B ∗ sinc[B ∗ n] (2.5)
Band-reject filter is defined as:
hband[n] = −2 ∗ cos[π ∗ n ∗ f0] ∗B ∗ sinc[B ∗ n] (2.6)
where fc is the cutoff frequency for low-pass and high-pass filters, f0 is the
center frequency for band-pass and band-reject filters, and B is the band-
width.
2.4.2 Infinite impulse response (IIR) filters
Instead of FIR filters that have a defined formulation not dependent on sam-
ple position, recurrent filters have a formulation that is dependent on previous
sample values. As long as the filter is parametric, we can still use the same
approach as above: passing gradient through parameters.
A second-order recurrent filter is commonly defined as [6]:
y[n] = a0x[n] + a1x[n− 1] + a2x[n− 2]− b1y[n− 1]− b2y[n− 2] (2.7)
where x[n] is the input signal and y[n] is the output filtered signal. The
coefficients are a0, a1, a2, b1, andb2.
For a Butterworth filter, those coefficients are defined with formulation
related to again, fc and B.
4


















Butterworth high-pass filter is defined as:

































b2 = a0(C − 1)
(2.10)
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Butterworth band-reject filter is defined as:














b2 = a0(1− C)
(2.11)
We will be using these definitions in chapter 3 and 4 to build on differen-
tiable filter, window and STFT.
6
CHAPTER 3
OPTIMIZABLE FILTERS AND WINDOWS
Filters in audio applications with limited parameters, such as cutoff frequency
and bandwidth, are much more meaningful than filters in image applications.
Not only can filters act as fundamental analysis tools to extract features,
they can also generate wanted effects or signals, or even work as masks for
separation tasks. With a filter bank of different filters, the combination is
extremely versatile for different usages.
Windows are also one of the most commonly used functions in signal pro-
cessing. We introduce windows here so that we can use the tapering effect
of the window to control the length of filters. In our scheme, optimizing
windows is also a stepping stone toward optimizing STFT. Our goal in this
chapter is to show that we can optimize different filters and windows para-
metrically via gradient descent with a uniform approach. We also present
an experiment to show that our framework can optimize multiple filters in
parallel and is more efficient than a more conventional CNN model.
3.1 FIR Filter Experiment
We use the definitions from section 2.4.1 for finite impulse response filters. fc
is the cutoff frequency for low-pass and high-pass filters, f0 is the center fre-
quency for band pass and band reject filters, and B is the bandwidth. Along
with amplitude for each filter, these four terms are learnable parameters in
our approach.
However, sinc filters are only near ideal given filters could be infinitely
long. We are trying to implement FIR filters, thus we introduced a window
function here as a control parameter for filter length. The slope from pass-
band to stop-band provides measurement for us to determine filter length.
The longer the filter, the steeper the slope. We applied Gaussian filter as
7
an example for easier implementation. The windowed sinc filters are then
defined as:







Note that by doing this we do not make a direct use of the window length;
we instead use the continuous parameter σ as a proxy. Since the value of
this window is effectively zero for large values of |n|, when computing the
transform that uses this window, we can safely truncate the window to zero
for, e.g., |n| > 3σ and assume that it has a length ofN = b6σc samples (which
is the non-zero region between −3σ and 3σ). By computing the results using
the truncated window, but optimizing with respect to the infinite, one can
optimize the effective DFT length of the transform.
Here we show a simple experiment of obtaining a filter from a targeted
filtered sound. We first applied a low-pass filter with a certain length low-
pass filter. Then we tried to find this applied filter, and proved that we can
optimize cutoff and length to find the filter.
3.2 Filter Bank Experiment
A filter bank is an array of band-pass filters that divide the signal into sep-
arate components, each one carrying sub-band frequency information of the
original signals. The filter bank is able to filter varied sub-band information
to compose a more complicated output spectrum. We designed a simple ex-
periment to compare performance of parametric optimized filter bank with
CNN trained filter bank. Our goal is to obtain a targeted phoneme by filter-
ing glottal pulse.
We used multi-scale spectral loss as our cost function [1]. Given the ground
truth signal spectrogram Si and the filtered signal spectrogram Ŝi, with a
given FFT size i, the multi-scale spectral loss is defined as:
Li = ||Si − Ŝi||1 + ||logSi − logŜi||1 (3.2)
We picked i equal to 64, 128, 256 and 512, and summed the loss from these
different spectrograms.
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Figure 3.1: Top five plots in are frequency response of the CNN kernel
results. The five kernels are summed to match the ground truth filter.
Bottom plot in red is ground truth filter.
3.2.1 CNN kernel as filters
The advantage of CNN kernels is that multiple kernels can be optimized
in parallel under current machine learning framework. They can be easily
implemented with one line of code.
We applied five 1-d CNN kernels to represent five filters. Each kernel size
is 101 with stride size 1 to perform convolution of kernel with signal. The
network needs to learn 101 x 5 parameters. The trained CNN kernel values
are shown in Figure 3.1.
Although CNN kernels are able to obtain a very close match, each of the
five kernels is very similar and does not separate the band-pass filters used to
compose the overall filter. The CNN kernel does not work as our assumption
to represent each filter. Results are difficult to interpret, and do not work in
the fashion of general signal processing.
3.2.2 Parametric filter optimization via gradient descent
Now we apply the parametric filter we implemented. Instead of learning each
time step of the filter, we only need to train three parameters for each filter:
fc, B and amplitude. By doing this, the optimized filters can be more easily
interpreted compared to kernel values. Referring to Figure 3.2, each of the
parametrically optimized filters are plotted in separate rows. We obtained
similar performance by parameterizing filters compared to CNN kernels.
9
Figure 3.2: Each plot shows the frequency response of the band-pass filter
learned.
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Figure 3.3: The top plot is the summation of 10 optimized band-pass
filters. The bottom plot is the ground truth filter.
We optimized 10 band-pass filters here to avoid local minima. In total,
we only need to optimize 30 parameters here, while CNN needs to optimize
equivalently 101 parameters. We also computed the overall frequency re-
sponse of the 10 filters, and compared that with the ground truth, in Figure
3.3. They look very similar.
3.3 IIR Filter Experiment
We use the definitions from section 2.4.2 for infinite impulse response filters.
In this experiment, we tried to find the closest second order Butterworth
filter to the applied finite impulse response low-pass filter using firwin func-
tion in scipy library. We first filtered a violin sound using firwin, and using
a cutoff frequency of 500 Hz. Then the parameters of the Butterworth filter
were optimized using Adam, such that the multi-scale spectral loss between
the filtered signal and the ground-truth is minimized. The spectrograms of
the signals in our experiment are shown in Figure 3.4.
Because the Butterworth filter used is a second order filter, it does not
have as steep a cutoff compared to the firwin function used in scipy. The
filters with smoother slope are more commonly used in music. We plot the
frequency response of the Butterworth filter in Figure 3.5. From the figure,
the cutoff frequency (shown using dashed lines at −3 dB) is matched and





















































Figure 3.4: From top to bottom: spectrograms of the original signal, the
ground-truth filtered signal, and the trained output.
3.4 Conclusion
In this chapter, we implemented some fundamental building block functions
used in audio. We first showed that we can optimize window length, a dis-
crete value, by maintaining and using a floating point value in the window
computations, and only locally discretizing it when it is needed for gener-
ating a vector of integral size. Then we showed that we can optimize the
filter derived using classical analytical parameters for both FIR filters and
IIR filters. The parametric approach achieved performance similar to that of
vanilla CNN, and is much more efficient. The window function optimization
is essential for STFT process. We will discuss STFT optimization in the next
chapter.
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As is well known, due to the time/frequency trade-off, picking the wrong
STFT window size can result in increased smearing across the time or fre-
quency axis, which in turn creates a poor representation of the data. Having
the wrong parameters can not only result in a non-legible transform, but
also provide a poor feature representation for further processing. Here we
will present a formulation of the STFT that will allow us to directly optimize
parameters such as the window length, and optimize it with respect to an
arbitrary differentiable loss function.
Using STFT defined in 2.2, for constant-sized windows and hop sizes, all
the Wm are the same function for all m (e.g. a Hann window) and the STFT
will sample Wm at fixed intervals. However, we use this notation to facilitate
the use of windows whose shape is dependent on m, which we will use in
section 4.2.
Using this definition, we will consider two distinct cases, one in which we
are trying to estimate STFT parameters that are constant throughout the
analysis (i.e. a fixed hop size, window size, or window shape), and later on
the case where the STFT parameters are dynamically changing in order to
adapt to the input signal. We start with the former since it is an easier
formulation that can help lead to the next one.
4.1 Optimizing for Constant STFT Parameters
Here we describe how we can optimize the STFT assuming the window pa-
rameters are constant throughout the transform (e.g. using a constant size
transform throughout the duration of the signal). We will outline the steps
for obtaining a gradient for integer parameters like the window size, and will
demonstrate this using a sparsity cost function.
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Traditionally STFT uses integer window sizes ad integer hop sizes. The
window function, as defined in equation 2.2, is a fixed function of the window
size. If we wish to optimize using gradient descent, the STFT is a problem
since the involved variables are not continuous. By using an underlying con-
tinuous variable to derive both the window function and the window size, we
can make the STFT parameters differentiable, even though the computed
sizes remain discrete. In the case of the STFT, this is relatively straightfor-
ward as shown below.
As aforementioned in chapter 3, we are using the same technique here for
training the length of the window. In order to obtain a meaningful differen-









In the examples here we fix the hop size to 50% of window length, but that
can be changed to any desired value.
4.1.1 Optimizing for sparsity
As an illustrative example, we will consider the case where we wish to find
STFT parameters that result in the most sparse STFT magnitudes. This is
often a desirable property in time frequency analysis [7, 8, 9] and will allow
us to show how we can take a loss function and directly optimize an STFT
parameter using gradient descent.





which is a measure of concentration as defined in [10] and [11] that is de-
rived from the kurtosis (itself a measure of sparsity). In the equation above,




|FW [m, k]|p (4.3)
In practice, we will sample C[m,W ] under the constraint that the windows
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have reasonable overlap, and will then sum their concentration as the final
measure. Therefore the sparsity loss function over the entire input with the








And since the entire analysis is now differentiable, we can easily propa-
gate gradients and optimize σ to maximize LS. By doing so we can find






































Figure 4.1: Spectrograms of different STFT sizes with their corresponding
concentration. Our approach will automatically obtain the sparsest
representation (middle plot) via gradient descent, instead of a direct search.
Applying this approach on various signals reliably results in a window
length that creates the most appropriate STFT representation, for example
the middle plot in Figure 4.1. Of course, in this particular case, a direct
search of the optimal window size would be faster and easier to perform. In
order to demonstrate a more realistic use of this idea we will present it within
a more complex context in the next section.
4.1.2 Classification experiments
We will now examine a more involved case in which we want to tune the
STFT parameters in order to optimize a subsequent estimation that will be
jointly optimized. We will do so in a simple sound classification setting. Our
goal this time is to find the optimal STFT parameters in order to optimize
a classifier’s ability to discern between two sound classes. Instead of the
sparsity measure, we will now use the classifier’s loss as the cost function
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and we will be optimizing the size of the STFT windows as well as the
classifier parameters simultaneously.
More formally, we will use the same STFT formulation with the Gaussian
window as in the previous section, and a classifier function K(·) that oper-
ates on each frame FW [m] of the STFT and provides a set of class predictions
zi[m] = K(FW [m]) for each class i and time m. For our experiments ahead,
we will consider a simple linear classifier mapping from the input dimension
(appropriately zero padded to ensure a constant input dimension to the clas-
sifier), followed by a softmax to give output z ∈ R2+. We can write a loss
function that describes the accuracy of the classifier, and we will also add
to it a regularizing term to avoid very small DFT sizes to ensure efficient
processing.










which is the typical cross-entropy loss (ti[m] being the ground truth and zi[m]
being the network output) with an extra term that penalizes small window
sizes. The constant λ defines the strength of the regularizer (which in this
experiment is set to 0.1).
Using this loss as a guide, we want to find the optimal STFT window size
N , along with the optimal parameters for the classifier simultaneously.
Let us consider a simple input x[m] which consists of two alternating si-
nusoids of frequencies f1 and f2, both having the same length, L. We want
to build a classifier which when given input STFT frames of the signal x[m]
would classify them as being f1 or f2 respectively. We know that to dis-
criminate these signals from their spectra, we need to consider a window
length of N ≤ L, because any window length greater than L would smear
the spectra over time, which would make it tough for the classifier to dis-
tinguish the two classes. Likewise, for very short windows, we will observe
increasing smearing along the frequency axis which can also impede classifi-
cation (examples of each case can be seen in Figure 4.2). However, if N = L,
then the obtained spectral frames contain sufficient information to success-
fully discriminate the input signals. The more general case of this problem is
a common issue when performing sound classification (or other tasks in the
time/frequency domain), since the choice of the STFT parameters can signif-
17
icantly bias the results. We use this simple example as a simple illustration











































Figure 4.2: Spectrograms of input x[m] for different STFT window size N
along with their corresponding LC . Note how for a DFT size of 40 we get
the cleanest representation.
Instead of picking N = L a priori (which in practice we would not know),
we obtain a gradient for N by differentiating LC , and then let this model
figure out the optimal parameters. We verify that this indeed behaves as
expected by a simple experiment, by starting the optimization from multiple
initial values of N and observing that they quickly converge to the optimal
values N = 40 as the classifier is being trained (Figure 4.3).
At this point we need to make a very important observation. Had we
wanted to perform an exhaustive search for the optimal value of N we would
have to retrain the classifier for each choice of N . Instead, by jointly optimiz-
ing both N and the classifier we vastly reduce the number of forward passes
that we need to perform. For this experiment the classifier will converge after
about 1500 iterations, regardless of whether we use a fixed N , or one that is
concurrently optimized. In effect, we sped up the search for an optimal N by
a factor as big as the original search points. Given that today we often work
with systems that can take days to train, such a speedup can be significant.
4.2 Optimizing for Dynamically Changing Parameters
Often, an input signal changes over time and that necessitates changing the
STFT parameters in response. For example, a signal might exhibit low-
frequency elements that move slowly, which suggests a long analysis window,
but at a later segment it might contain short-term events which necessitate
shorter analysis windows. In this section we will show how one can optimize
for a continuously changing window (or hop) size using gradient descent.
18












Convergence from varying initial values
Figure 4.3: In this plot we show the convergence of the window size
estimation as we start from different initial values. Note that we get
consistent results and fast convergence.
We will use again the sparsity cost as above, but this time the input sig-
nal will necessitate different settings at varying times. Instead of obtaining
one parameter value that is globally optimal, we will instead produce a set
of locally optimal values resulting in an STFT with dynamically changing
analysis windows. In order to achieve such dynamically distributed windows,
our framework needs to have three degrees of freedom: number of windows,
length of each window, and overlaps between windows.
To accommodate that, we introduce the idea of a mapping function, which
maps the index of each window to its corresponding sample position in the
input sound. For example, for equally spaced windows, this function would
be a simple linear relation between the order index of a window and on which
input time index that window is centered. So the first window (order index
i = 0) would be centered at sample index m = 0, whereas the k-th window
will be centered in m = h · k, where h is the STFT hop size. If its slope
of this relationship gets steeper (larger h), the windows become longer and
more sparsely distributed, whereas a shallower slope (small h) will result in
closely packed windows. If this mapping function is not a straight line, the
windows will not be uniformly distributed which is what we will use in this
section.
In this setting, Wm[n] from the parameterized STFT in equation 2.2 will
contain a mapping function that will map each window to an arbitrary loca-
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tion of our input signal. We will use the trapezoid window as an example for
our adaptive STFT since this will allow us to incorporate a variable hop size
while ensuring a constant overlap between our windows [12]. Depending on
one’s constraints, other window formulations are also possible. Our trapezoid






xi−yi if yi ≤ m < xi
1 if xi ≤ m < yi+1
1− m−yi+1
xi+1−yi+1 if yi+1 ≤ m < xi+1
0 otherwise
(4.6)
where xi is the sample position of the window with order index i, representing
the start of the flat region of the trapezoid window, and yi+1 is the sample
position at the end of flat region in the trapezoid for window index i, which
is also the start of the slope for the next window with index i + 1. For
each window i, yi is the beginning of the window and xi+1 is the end of the
window. By using this formulation we can adjust the slopes of the windows
so that they overlap-add to a 1. The relationship between the mapping
function and trapezoid windows is illustrated in Figure 4.4. Note that the
mapping function only needs to encode the xi; we get all the yi via a different
mechanism. 1
Since the estimation of a flexible mapping function should not be con-
strained by a simple parametric form, we use Unconstrained Monotonic Neu-
ral Networks (UMNN) [13] to represent it. UMNNs produce monotonic func-
tions by integrating neural networks with strictly positive outputs, aligned
with our expectation of windows which are ordered from left to right. Using
this formulation we can represent arbitrary mapping functions while main-
taining the ability to differentiate the entire process. Since there is no en-
forced constraint that the first and last windows will be perfectly positioned
at the start and end of the input signal, in practice we estimate the mapping
function and zero pad the ends accordingly to facilitate windows that extend
past the range of our input.
1We do not encode the yi in the mapping function so that we can facilitate other
types of window parameters which might not be location-based, e.g. yi could have been a
window length factor.
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Figure 4.4: Example mapping function and corresponding trapezoid
windows. The top plot shows the mapping function that translates a
window index to a sample index. The implied trapezoid windows from this
function are shown in the bottom plot. We see that each successive window
starts at the index given by the mapping function. In addition to that, the
slopes of the trapezoids are such that all windows sum to one, ensuring a
proper sampling of the input signal.
We would also like this system to be able to freely push windows out and
squeeze windows in from both ends of the signal. To achieve that, we map
the zero window index to the center of the input sequence (as opposed to
the start). That allows us to use a mapping function that is free to push
windows in and out the ends of the signal by freely manipulating the map on
both sides. Had we used a formulation that clamped the zero window index
at the start of the signal, we would not be able to introduce new windows
in the beginning, which would constrain our optimization. This is more of
an implementation detail, and does not change the UMNN model since it
simply involves reinterpreting the window index. While the UMNN provides
us with estimates of xi for each window, we use a simple feed-forward neural
network that processes these xi and provides as an output their corresponding
yi. This makes the entire process fully differentiable, and once we define a
cost function we can now directly optimize dynamically changing window
and hop sizes.
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Figure 4.5: Learning an adaptive STFT on example signals. The input is a
signal alternating between a chirp and a sine. The top plots show the
estimated sizes of each analysis window with respect to its position. The
middle plots show how the windows were applied, and the bottom plots
show the resulting analysis with dynamically changing parameters.
Figure 4.6: Learning an adaptive STFT on example signals. The figure
elements are the same as Figure 4.5. The input is an exponential chirp.
4.2.1 Sparsity experiments
To verify that the proposed method works, we once again optimize for a
sparse STFT output as an illustration, but this time using a signal that






That is, we are simply adding the frame-wise concentrations. One last issue to
address is that this particular loss function produces many local optima since
different window distributions could result in similar levels of sparsity. This
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usually happens when a single frame dominates the summation in equation
4.7. In order to address this issue we clip large values of C[m,W ] to the
Frobenius norm of concentration of all frames, which for this particular loss
function eliminates issues with local optima.
We show results from three example inputs. All these examples include a
signal that locally necessitates a different window size. Using a fixed STFT
window size throughout will not result in best results in certain sections.
First we use a simple signal, consisting of an alternating chirp and a con-
stant frequency sinusoid as shown in Figure 4.5. The chirp portions are best
described by a short analysis window that captures the temporal changes,
whereas the constant frequency parts are best described by a longer window
as shown in the same figure. We see that training via gradient descent added
more windows in the chirp sections and used much longer windows in the
sinusoid sections.
A second example is also shown in Figure 4.6. Here we have an exponential
chirp, which means that as the frequency of the input rises the speed of the
frequency change also grows. This means that we will need ever smaller win-
dows to properly represent the rapid change of frequency without smearing
the spectral estimates over time. As can be seen from the plots, by using gra-
dient descent our approach results in an optimal decomposition, where the
window size shrinks over time to accommodate the input’s characteristics.
Lastly, we show a third example using real sounds. In this case we have
some drum sounds in the first half and piano chords in the second half. The
section with the drum sounds requires a range of window sizes, from large to
accommodate pitched drums (at the start), too short for impulsive sounds
(around sample index 30,000). The piano section requires longer windows to
best describe the low sustained chords. As shown in Figure 4.7 our proposed
approach again finds appropriate windows for each section.
4.3 Conclusion
In this chapter, we showed various approaches that allow us to use gra-
dient descent optimization on the parameters of an STFT analysis. These
approaches provide ways to include STFT analysis parameters in broader op-
timization contexts, e.g. as trained parameters of a neural net that accepts
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Figure 4.7: Learning an adaptive STFT on real sounds. The figure elements
are the same as Figure 4.5. Once again we see that the resulting STFT
properly adapts to the input signal to sparsely represent it.
the resulting STFT inputs.
As shown in the classification experiment, jointly optimizing the STFT
with the subsequent task at hand we can obtain the optimal STFT values
with fewer evaluations than performing a search. We hope that by using
this approach one can incorporate the search for optimal STFT values in a




CONCLUSION AND FUTURE WORK
Our work so far has shown that gradient descent may be used to optimize
parameters of filter functions such as cutoff and bandwidth. It may also
optimize apparently discrete values, including window size, window position,
and filter length. These parameters could be tuned as part of a larger differ-
entiable neural net, in an end-to-end fashion.
Optimizing these DSP building blocks as part of a larger neural net is
adding some structure to the problem. We showed that when used appropri-
ately, these structures could make the model easier to interpret, compared
to equivalent DSP functions implemented using 1-D convolution kernels.
In chapter 4 we used a monotonic neural network to select the size and
position of STFT windows, and used an adaptive STFT to feed a linear
classifier network. These experiments demonstrated that neural networks
and classical DSP fixed functions can be flexibly mixed and matched, and
the result is still optimizable using gradient descent.
For future work, we think that the tools developed in this work could
be used to solve harder real-world problems. For example, estimating the
impulse response of a room given its physical parameters has been difficult
to do efficiently. Perhaps the impulse response could be generated from an
iterative physical model, and the parameters of the model can be estimated
using a neural network. Another application would be speech synthesis,
where parametric models such as vocoders have sounded less realistic, but
sample-level models such as WaveNet are more computationally intensive.
Using a neural network to generate the parameters for the vocoder decoder
and optimizing the entire model end-to-end in speech synthesis might lead
to a lightweight solution that approaches WaveNet in naturalness.
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