This paper describes our experience in the simulation of humanoid soccer robots using two general purposes 3D simulators, namely USARSim and Microsoft Robotics Studio. We address the problem of the simulation of a soccer match among two teams of small humanoid robots in the RoboCup Soccer Kid-Size Humanoid competitions. The paper reports the implementation of the virtual models of the Robovie-M humanoid robot platform in the two simulators. Robovie-M was the robot used by our team "Artisti" in the RoboCup 2006 competitions. This paper focuses on the procedures needed to implement the virtual models of the robot and in the details of the models. We describe experiments assessing the feasibility and the fidelity of the two simulators.
Introduction
The possibility to simulate the behavior of a robot is fundamental in several realworld applications. This is especially true in hazardous environments where wrong behaviors can compromise the robot's integrity, or in the case of robots with delicate hardware. Simulations are useful in education as well. Students can develop different behaviors for the robot, without being physically in the laboratory and without the risk of damaging the robot. Again, this is particularly true for humanoid robots which are complex units built of expensive components. Finally, a realistic simulation can be very useful in the repetitive experiments needed by autonomous learning systems (e.g. in their search for optimal parameters for the robots' motion).
However, creating a realistic simulation of a humanoid robot is a challenging task due to the complex structure of the kinematic chain created by the robot's limbs. Moreover, the dynamics of robots with several degrees of freedom (DOF) is very complex. In fact, even the simplest humanoid robots have easily more than 15 DOF. An additional complication is that humanoid robots usually have different kinds of actuators for the different joints. This requires that the simulator implement different kind of joints or hinges and different parameters for the actuators controlling them (e.g. different torque or friction coefficients).
Most of the large humanoid robot projects that involve big and expensive platforms have an accurate and complex simulator. Unfortunately, most of these simulators are designed to simulate just that specific humanoid robot. As examples, consider the simulators developed for the humanoid robots "H6" and "H7" developed at the JSK Laboratory of the University of Tokyo, 14, 11 or the simulator of OpenHRP used with the HRP-2 robot. 9, 10 However, if one is interested in multi-robot humanoid teams these simulators are not appropriate. The simulation of multi-robot teams requires much more flexible simulators capable of simulating multiple interacting robots. In particular, the simulation of a soccer match requires simulating two teams of robots, in which the robots are probably heterogeneous in terms of bodies and actuators (maybe also within the same team). Moreover, one has to simulate the physical interaction with the ball, with the other objects in the field, and among the robots themselves. So far, most of the research in multi-robot systems used 2D simulators. 2D simulation can be good enough for a wheeled robot, but robots with many degrees of freedom cannot be properly simulated in a 2D world. Legged robots, and humanoid robots in particular, need more complex simulators which can create faithfully 3D simulations. This was correctly understood some years ago by the RoboCup Simulation community. They realized that to achieve the 2050 goal of beating a human soccer team with a robot soccer team, they had to move from a 2D simulation to a 3D simulation. 13 The simulator of the 3D Soccer Simulation is a promising one that tackles most of the issues we raise in this paper, but so far it is at a very initial stage with little documentation and little support (especially to develop a model of your own robot). We hope this project will grow and will be adopted by a large community of humanoid robot developers.
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In this paper, we are interested in robotics simulators that provide, not only realistic physical simulations, but also realistic rendering of the 3D scenes. This is because we are interested in simulating robots whose main sensor is a camera. If the simulator can provide a realistic rendering of the 3D scene and if it is possible to generate what is called an egocentric view of the scene, i.e. to render the scene as viewed by a camera mounted on the robot, it is possible to close the robot control loop directly in the simulation. In fact, it is possible to run the robot's image processing algorithm on the synthetic images generated by the virtual camera, and to use the result of the image processing as input for the behavior control module of the virtual robot. Another feature we are interested in is the possibility to control the simulated robot in the virtual world exactly with the same code used to control the real robot in the real world. Additionally, in order to validate the simulation and the robot model, we would like to control both robots (i.e. the virtual and the real one) at the same time. There is a fair number of 3D simulators which fulfill these requirements, and each of them presents advantages and disadvantages. In the following we report some of them. SimRobot simulator by Laue et al., 12 supports different robots with a great flexibility of control. Different body models, sensors and actuators are available. The dynamics are simulated exploiting the open-source physical engine Open Dynamic Engine (ODE). 16 Also, UCHILSIM by Zagal and Ruiz-del-Solar 18 uses the ODE engine for the physical simulation. This project has been developed to become a standard framework for the AIBO robot simulation. A simulator able to simulate both AIBOs and humanoid robots is MuRoSimF. 6 MuRoSimF is very interesting for soccer matches simulations mainly for two reasons: it provides single robot sensors simulation (in order to close the control loop in simulation), and it provides a scalable level of detail and complexity of the kinematics and dynamics which can be tailored to the requirements of a specific simulation (even chosen individually for each simulated robot). Thus, the user can trade off between available computational resources and simulation fidelity. However, so far this software is not available and the rendering of the simulated camera is not very realistic. Webots by Cyberbotics is a commercial software for robotic simulation. It uses the ODE engine. It has an extensive library of actuators, sensors and robots. In addition, the mechanical features of the robots are well-defined and the available libraries allow the control of the virtual robot and the real robot with the same code. However, it is lacking in the quality of the 3D graphical representation of the virtual environment, and, being a commercial robotic simulator, its cost is not affordable to everyone. Another popular simulator in the robotics community is the toolkit Player-Stage-Gazebo. 17 Player is the server coordinating the simulations, Stage is the 2D rendering client, and Gazebo is the 3D rendering client. Player/Stage is well suited for 2D simulation and several groups around the world are using it for research and education. However, the 3D rendering is quite simple and does not have good rendering performance. In particular, the creation of the virtual scene is quite difficult.
Our final choice was for USARSim (Urban Search And Rescue Simulator). 1 USARSim provides a great fidelity in visual 3D rendering and a realistic simulation of physics. This is achieved by exploiting the rendering and the physical engines of a commercial computer game called Unreal Turnment. In addition, we choose USARSim because there is a large open-source community that is developing and maintaining it, especially people from the RoboCup Rescue community. 3, 19 So far, USARSim has been used to simulate wheeled or tracked robots. The only legged robots available were AIBO robots and a non-realistic model of the Sony QRIO. 20 To our knowledge, the model we created in USARSim was the first model of a commercially available humanoid robot (nowadays, other models are spawning like the Robonova model presented in Ref. 5 ).
While we were working on this project, Microsoft released its development suite for robotics called Robotics Studio. Robotics Studio provides an integrated software development kit for programming real robots, and it provides a simulator as well.
Considering the major role of Microsoft in the computer world, and the effort they are putting in this product in term of software development, promotion in the robotics community, and even commercial advertising, we think Robotics Studio will have a strong impact on the robotics community and also because it is free for research and educational purposes. Therefore, we think it is mandatory to compare the Robotics Studio simulator with the best simulators already available.
The remainder of the paper is organized as follows. In Sec. 2, the real robot platform we chose to model is described. In Sec. 3, the USARSim simulator is described, and the robot's model created for USARSim is discussed. Section 4 describes the Robotics Studio simulator and the robot model created for Robotics Studio. Eventually, in Sec. 5 conclusions are drawn.
The Robot Robovie-M
The robot we modeled is Robovie-M (version 2) by VStone ltd (Osaka, Japan). a This is sold as a commercial construction kit for building a small humanoid robot. Its dimensions are 290×240×65 mm, with a weight of 1.9 kg. It has 22 DOF (degrees of freedom), and 22 Sanwa servomotors: 6 in each legs, 4 in each arms, and 2 for the trunk. The details of the servomotors are reported in Table 1 .
The robot is sold without a camera, and its original motor control board does not provide additional computational power. We added a control board called IT+R-Core by IT+Robotics srl b based on a Intel XScale PXA270 at 520 MHz fitted with 64 MB SDRAM and 32 MB FLASH memory. We connected a camera to this board and we fixed it to the shoulders of the robot. The power for the control board and for the motors is provided by five batteries of 1.2 V and 2300 mAH.
The USARSim Model of the Robovie-M
USARSim provides a high-quality simulation at a low cost. The current version of USARSim is based on the Unreal Engine 2 game engine released by Epic Games c with Unreal Tournament 2004. Buying the game (for approximately 20 Euro), it is possible to obtain the engine needed to run the simulator, together with a complete game development framework. The Unreal Editor allows to rapidly create the models of new objects and new environments. The Unreal Script, which is a dedicated script language, allows to define the behavior of the objects in the virtual environment even through a TCP/IP network (Unreal Engine 2 is intended for the development of network multi-player 3D games). Robot control programs can be written using one of the following tools: the GameBot interface, the MOAST System, 15 the Player interface, or the Pyro middleware. 1 USARSim was initially developed for extremely realistic simulation of Urban Search and Rescue (USAR) robots and environments, in particular for the reference test arenas developed by the National Institute of Standard And Technology (NIST). 1 However, the current release of the simulator provides various virtual environments, different models of commercial and experimental robots, and sensor models. Now, thanks to its realistic simulation and high-quality rendering, it is also used in other fields of robotics. An important feature of USARSim, which is derived from the game, is that the scene can be observed by using egocentric view (first-person view, i.e. the robot view) or external camera view (third-person view). For previous works on the validation of the accuracy of USARSim, please refer to Refs. 3, 4, 8 and 20.
The virtual model of the Robovie-M robot has been developed using the program 3D Studio Max. We measured the sizes and weights of each single part of the Robovie-M. Then, we drew the virtual model of the robot with 3D Studio. The 3D Studio model was exported as *.ASE files (one file for each part). A *.ASE file is a generic mesh file, which can be recognized and imported by the Unreal Editor, as a static mesh into a (*.usx) file to generate the correct visual rendering of each part. The physical properties of the model (such as mass, friction, and inertial tensor) has been described with the Unreal Script language, using a different script file for each of the different robot's part (for a total of 23 parts, which reduce to 13 because of the left-right symmetry). In order to correctly scale the robot within the USARSim virtual environments, we adopted the following proportion 4 mm = 1uu. The uu is the measure unit used in USARSim. For example, the high of the Robovie-M is 290 mm that corresponds to 72.5 uu in the virtual scene of USARSim. To export the model in the Unreal Editor we defined the hierarchy that defines the joints of each part of the robot following the diagram in Fig. 2 . This hierarchy is not only conceptual, but also spatial, meaning that every link puts in contact the various parts of the robot via a joint. These parts will be subsequently connected in USARSim by using the KDHinge joint. 21 The simulator allows us to choose among different colors for the robot model (called skins). Figure 1 
Physical parameters
The calibration of the physical parameters of the USARSim simulation is the most tricky task. Wrong parameters can result in a non-realistic simulation. Unreal Engine 2 and Unreal Script are configurable and finely tunable (for instance, one can set the parameters for friction and gravity). To find the optimal value for these parameters, we performed some visual comparisons and some measurements. For instance, we measured the friction coefficients of the robot's foot on the floor to find the appropriate value for the friction coefficient. However, most of the USARSim parameters were tuned by trying to match the behaviour of the real robot with the behaviour of the simulated robot by visual comparison. The most important parameters affecting the realism of the simulation are the PenetrationScale and the ContactSoftness (for a deeper explanation see the documentation provided by M. Zaratti) 21 . We set these values as in Table 2 . However, realism is not the only issue that has to be considered. The simulation efficiency also has to be taken into account. The physical engine of USARSim (i.e. of Unreal Tournament) is called Karma. 7 Karma is a library of the USARSim's MathEngine that solves a set of linear equations for each simulation's step using the Lagrange's multipliers. Each joint is modeled based on the forces acting to maintain the joint. These forces are calculated by solving a set of linear equations using the linear prediction method (LPC). The solver of these equations is called Kea. At each time-step, Kea calculates the forces applied to satisfy the joints. Kea solves the differential equations with a certain degree of approximation that depends on the available computational power and on the level of details of the single parts composing the model. If one describe with too much detail the shape of the parts of the robot, the computational power needed to solve the equations quickly grows.
For each single part of the robot one has to specify the following parameters: d
• KMass: The mass of the part.
• KInertiaTensor : The inertia tensor that indicates how such a mass is distributed within the space. • KFriction: A friction coefficient used to model Coulomb's friction. The force needed to move an object will be given by the multiplication of its weight with this coefficient. • KRestitution: An elasticity coefficient used to determine the resilience of bodies after a bump. The module of the velocity of an object after a collision with We will use USARSim's notation to describe the physical parameters of the robot's model.
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another object will be calculated multiplying the module of the velocity before the impact with this coefficient.
The masses of the single parts have been obtained by weighting separately each part of the robot. The calculation of the inertia tensor and of the center of mass (COG) was made by the physical engine Karma of USARSim using the collision primitives. The collision primitive associated to all parts (except the head) are simple boxes primitives. We verified the COGs calculated by Karma with the ones calculated by 3DStudio. The error (never greater than 1uu) has been considered acceptable.
The collision primitives used for the Robovie-M are shown in Fig. 4 . The crosses represent the the centre of mass of each part.
We performed some tests to determine the appropriate friction coefficient. The outer body parts have 0.5 friction, the foot has 0.8 with the carpet on the floor and KFriction coefficient of the other parts has been set to zero. The elasticity coefficient has been set to zero for all the parts, because of the very little elasticity of the aluminum that composes the robot. The properties of the KDHinge joints has been derived from the servomotors specs (see Table 1 ), and are specified as follows:
• MotorTorque: It is the torque moment of the joint given by torque * g/100 (where torque is the servomotor's torque in kg*cm and g is the gravity acceleration given in m/s 2 ). • MotorSpeed : It is the angular speed of the joint, expressed in rad/s. This was set to 4.46. • HingePropGap: It is the error parameter used to make the joint fixed to the set angle. 21 It is expressed in UnrealUnit (uu) and the conversion is: 1 degree = 182 uu. • KAngularDamping: It is a parameter, similar to KFriction, which indicates a slew contrary to the rotation, with an angular moment that is proportional to the angular speed. It is just a kind of friction for the "activation" of the joint.
While the two first values can be obtained from the servomotors' specifics directly, the others have been tuned experimentally by performing comparative tests between the real robot and the virtual robot. However, a major USARSim's limitation is that it is not possible to define the parameters for the single joints, so we had to set a unique value for all the joints (defined in USAR.ini file).
Validation of the USARSim simulator
We qualitatively analyzed USARSim in order to assess the faithfulness of the simulation of humanoid robots.
In addition to a visual comparison, USARSim can return time and spatial coordinates of the simulated objects. We chose to compare the distance walked by the real robot (RR) and the virtual robot (VR), when they execute the same preprogrammed motion sequence. The robot was programmed to take 8 steps along a straight line. We repeated this motion 10 times (both for the RR and the VR) and we compared the coordinates of the center of gravity (COG) of the robot in the world frames of reference. USARSim can give the values of the speed, time, and position of the COG of the robot, while to have the ground-truth of the real robot we videotaped the robot while walking close to a ruler on the floor. The data obtained for the RR are compared with those obtained for the VR in Fig. 5 . The plot in Fig. 5 (left) presents the (x,y)-coordinates of the VR and of the RR along the eight-step walk. Figure 5 (right) shows the averaged distance walked by the robots as a scalar distance from the origin (0, 0).
As a second test, the robot was programmed to shoot a penalty kick after taking 8 steps in a regular RoboCup field. We placed the real robot in the laboratory and repeated the test three times. As in the previous experiment, we placed a flexible ruler along the RR walking direction, in order to obtain the exact values of position, in terms of xand y-coordinates, and we video-recorded the actions. Then, we loaded the same program on the virtual robot and we executed the same action in USARSim. The two robots (i.e. the virtual one and the real one) behaved in the same way. A movie showing a qualitative comparison of the two robots performing the penalty kick can be found at http://www.dei.unipd.it/ emg/downloads/penaltyComparison.wmv. The simulation of a soccer game requires us to simulate more than one robot. As a second experiment, we tested the performance of USARSim when the number of robot increases. A good parameter for evaluating the performances of the simulator is the number of frames per second (FPS). The test was performed on a personal computer mounting a INTEL Core 2 6400 running at 2.13 GHz with 2 MB cache and 2.00 GB of RAM, fitted with a Nvidia GeForce 7600 GS 256 VRAM graphic card running Windows XP. The results show that the number of frames per second decays as the number of robots increases (see Fig. 6 ). With the PC described above, the 534 E. Menegatti et al. Fig. 7 . Two screenshots of USARSim simulating 6 robots at once. limit is reached when 6 robots are simultaneously simulated and the FPS goes under the 20. At this point the simulation is no longer realistic, and the physics engine fails in the correct calculation of the robots' motion.
In conclusion, USARSim is an affordable and easy-to-use simulator to have a realistic simulation of a humanoid soccer team with an excellent rendering. However, it has some limitations due to the underlying simulator engines. One has to keep in mind these engines are designed for a computer game, not for scientific aims. Thus, the rendering is very accurate, but the physics simulation is just realistic and not really accurate. This is really evident when the CPU is stressed and the physical engine, trying to keep a good number of frames generated per second, approximates too much the solution of the differential equations. Other limitations of USARSim are: (i) it is not possible to disable the rendering of the scene in order to dedicate more CPU time to the physical engine, (ii) it is not possible to choose the granularity (or the accuracy of the physical simulation), and (iii) it is not possible to speed up the time in the simulation (one second in the simulator always takes one second of real time). All these features are desirable when accurate physical simulations are needed (like when one exploits the simulator to train autonomous learning algorithms).
Microsoft Robotics Studio
The second simulator we considered for simulating a team of humanoid soccer robots is the Microsoft Robotics Studio simulation environment. Comparing it to USARSim, Microsoft Robotics Studio e not only provide a simulation environment, it is also complete development environment for robot programming using the .NET framework. Robotics Studio provides several facilities to support robot programming, testing and control. The framework provides five main services to application e http://msdn.microsoft.com/robotics 3D Models of Humanoid Soccer Robot in USARSim and Robotics Studio Simulators 535 developers:
• Concurrency and Coordination Runtime (CCR) to transparently manage concurrent programming. • Type-oriented message based communications in a service world.
• Direct access to services through the Decentralized System Services (DSS).
• A visual language called Visual Programming Language (VPL) to express robot control using a data flow approach. • A simulator to allow experimenting with simulated robots.
The goal of the CCR is to provide a concurrency layer that is more abstract than the standard concurrent programming paradigm based on threads and synchronization objects. Concurrent activities (tasks) are managed by a dispatcher that is responsible for their execution. Communication is message-based, and messages are enqueued into ports waiting for further processing. Coordination is achieved through Arbiters (i.e. classes responsible for implementing synchronization schemas based on ports). CCR relives the programmers by the explicit management of task concurrency.
Robotics applications in Microsoft Robotics Studio are intended as a complex composition of simple modules. The advantage of modularity is well-known in software developing. The modules are the building blocks to design and implement robotics solutions, and are called services. Services are used to represent hardware components (sensors and actuators), software components (user interfaces, storage, directory services etc.) and aggregations. Services are based on CCR ports and tasks; each service thus is a set of concurrent activities with a state and a port to communicate.
The DSS is a service oriented application model that combines key aspects of traditional Web-based architecture (commonly known as REST) with pieces of Web Services architecture. It provides a hosting environment for managing services. Thanks to the DSS model, it is possible to inspect the state of a running program by directly interacting with its services. This simplifies the debugging of a robotics application, allowing us to inspect any software module while it runs.
In this paper we will not say more on CCR, DSS, and services, nor discuss the Visual Programming Language provided by Robotics Studio. We will focus on the simulation environment of Robotics Studio. This exploits the programming model defined by CCR and DSS, and defines the model of a robot as a set of services interacting with the core services of the simulation engine, such as the physical simulation engine and the rendering engine. The simulation environment is characterized by a physical motor provided by AGEIA PhysX Technologies. The simulation runtime is composed of the following components:
• Entities, which represents the hardware and physical objects in the simulation world.
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• The Simulation Engine Service, whose aim is rendering entities and progressing the simulation time for the physics engine. It tracks the entire simulation world state and provides the service front-end to the simulation. The rendering engine is based on the Microsoft XNA Framework. • The Managed Physics Engine Wrapper, which allows the developer to ignore the low-level physics engine API, providing a managed interface to the physics simulation. • The Native Physics Engine Library, which enables hardware acceleration through AGEIA PhysX Technology, which collaborates as a third party to the Microsoft Robotics Studios project.
Microsoft Robotics Studio provides a lot of predefined entities which can be assembled in order to build simulated robot platforms in various virtual environments. However, to our knowledge, no humanoid robot model is publicly available at the time of writing. The only humanoid robot model we are aware of is the one of the robot built by the RoboCup Doh!Bots team of the University of Dortmund, Germany, but unfortunately this was not released or documented.
Microsoft Robotics Studio model of Robovie-M
One of the major features of Robotics Studio is that the software code written for the real robot can seamless control the virtual robot model by interacting with the services offered by the simulator. The following steps are necessary to define a simulated robot in the Robotics Studio simulator (see Fig. 8 ): (i) create a threedimensional model for each part of the robot; (ii) define a visual entity and the associated physical approximation of each 3D part; (iii) define how the visual entities are connected by joints and define the joints structure. In principle it is possible to define a whole robot as a single visual entity, though this solution does not exploit the innate modularity of Robotics Studio and of its service-oriented architecture. Thus, we described the Robovie-M as a set of visual entities linked together by physical constraints. For each part we provide a threedimensional mesh. Meshes are stored in OBJ files, created as before using a threedimensional modeling software like 3D Studio Max. However, the AGEIA physics engine cannot deal directly with the complex geometry of a 3D mesh in an efficient way. A visual entity must define an approximation, in terms of bounding boxes, of the 3D geometrical part it describes. Each visual entity can have a different number of connectors. We can now look again at Fig. 2 as a sketch of the hierarchy of entities (underlying the corresponding services) that constitutes the Robovie-M model in Robotics Studio. The connectors (the boxes in Fig. 2 ) allow the user to place a joint to connect one visual entity to another. There is a general joint type defined according to the AIGEA SDK physical engine. This joint has 6 degrees of freedom, each of which could be configured in order to adapt to the specific implementation. Unlike the USARSim, it is possible to specify different types of joints in the same model. Thus, one has to specify for each joint the spring constant, the equilibrium position, the max force applicable to the joint, the rotation axis, and the two connectors. Furthermore, a freedom mode for each joint can be set (i.e. free, limited or blocked). The joints are driven by servomotors. We implemented servomotors as Robotics Studio services. Messages on services' CCR ports correspond to electric signals in the real robot. Robovie-M has only two kinds of servomotors (as reported in Table 1 ). So, we created two different servomotors services in Robotics Studio (implementation details are reported in Table 3 ): ServoMotorHyperERGVBEntity and ServoMotorSPECAPZEntity. Both are derived from the class we created called ServoMotorEntity. ServoMotorEntity controls the rotation of a single joint. It receives a hexadecimal command composed by two hexadecimal values and it rotates a joint in a 180-degree range. The rotation can be of two values: clockwise or anticlockwise. This value is defined by RunType.Positive and RunType.Negative.
Services are organized in a hierarchical way as shown in Fig. 2 . The root of the robot controller is a service called RobovieMControlBoard that gets messages from the runtime engine and dispatches them to the lower-level services. The messages are the same hexadecimal strings used to send commands to the motor control board that governs the real servomotors.
To have a clearer understanding of how messages are passed by the robot controller to the services implementing the servomotors, consider Fig. 10 in which a motor command for the left wrist servomotor is generated by the graphical user interface and is passed to the RobovieMControlBoard (top sketch). The message is then forwarded to the service we called RobovieMTwentytwoServomotorService, which analyses it and passes it to the appropriate limb service -(in this case the ArmLeft service in Fig. 10 (middle) . In the end, the message is processed by the ArmLeft service to send it to the appropriate join service, in this case the ServoMotor-J|T service Fig. 10 (bottom) .
We conducted some preliminary tests on a computer running Microsoft Robotics Studio. From a simulator standpoint, we noticed that the work load of the simulator is significative and the number of frames per second generated by the simulator is quite low (see Fig. 13 ). However, we could have multiple instances of the robot executing simple motions at the same time (see Fig. 13 ). In particular, we observed that when multiple instances of the Robovie-M simulated robot are run simultaneously, even on a machine with limited computing resources, the simulator scales well. Our tests were conducted on a computer featuring an Intel Pentium M 740 processor with 1.73 GHz clock, 512 Mb of RAM, 80 Gb 7200 rpm HDD, and a NVidia GeForce GO 6400 with Turbo Cache. We use Windows Vista Business 32-bit and Microsoft Robotics Studio 1.5 to conduct the experiments. Our choice of such low computational power hardware was aimed at studying the scalability of the system with limited resources. Figure 13 shows the minimum and maximum frames per second rate that we measured with a different number of robots in the simulator. Even in a setup with little resources, the simulator was able to scale well, and we were able to observe up to five instances of the Robovie-M with a tolerable loss of fluidity in the simulation. These preliminary experiments show us that the Microsoft simulator is efficient enough in running concurrent services: each instance of the simulated Robovie-M is, in fact, described by a significant number of concurrent activities that run in parallel, simulating motors and the main board of the robot. We found that the physics simulation engine was really accurate in the simulation. We also did not notice any performance loss that can be attributed to particular action sequences performed by the robot, despite the large number of visual entities involved in the simulation for each instance of the robot. Another aspect of the validation has been the execution of programs on the real robot and on the simulated version. The simulated version of the robot has been accurately designed to match as much as possible the real robot, including the same initialization sequences required for motor calibration. When we ran the same set of programs on the real robot and on the simulated version, we recorded the same behavior. Tests were designed to use an increasing number of motors, ranging from hands waving to the full walk of the robot.
We found the programming model proposed by Robotics Studio very convenient in the process of defining the model of the humanoid robot. Part of the benefits are not specific to the framework for robotics, but typical of a virtual execution system such as CLR. The programming model defined by the framework on top of the base services, however, has proved very convenient in the definition of the simulated humanoid: the ability of specifying a large number of concurrent activities provided by CCR suits well the definition of several independent elements acting in the real world; the ability of the framework to efficiently schedule these activities on the real thread saves a significant amount of effort on the development side. This model is also useful for defining the control software of the real humanoid, robot since it naturally fits the concurrent nature of perceiving the environment and the body through a significant number of sensors. Moreover, the Service Oriented Architecture that allows access to these concurrent activities as services significantly helps the debugging process of a highly parallel application, which would be difficult to do otherwise. This was crucial during the development of the simulated model, though the ability of accessing services through a Web browser also helps to inspect the deliberation process of the control software. However, a problematic issue is the intrinsic flatness of the programming model: everything is a service and is communicated potentially with all other services. We introduced a notion of grouping that is not enforced by the runtime, and in a complicated model such as a humanoid, it is difficult to ensure that the software organization follows the natural grouping induced by the problem.
The most significant problems we found in the simulation environment are related to the accuracy of the physics simulation. Our definition of the humanoid model has been defined by modeling the constituting parts as autonomous entities interacting together; for each of these parts, a set of physical parameters has been specified. In our first experiments, we found difficult to obtain a plausible simulation of the robot, because of the granularity of our physical description of the model: the balance of the walk was difficult to achieve because of the simple definition of the robot. We had to refine the model several times to achieve a reasonable behavior from the model.
Conclusion
In this paper we reported our work aimed at creating multi-humanoid robot simulations that exploited existing general-purpose robotic simulators. In this paper, we focused on two simulators: (i) the USARSim simulator and (ii) the simulator facility of the newly-released Robotics Studio by Microsoft.
We realized two simulated models of a real robot platform, the Robovie-M: one for USARSim and the second one for Robotics Studio. We presented implementation details of our simulator models and first assessments on the two simulators. The final result is that both simulators are good for simulating humanoid robots and scale well when simulating a multi-humanoid robot team. However, so far USARSim provides a superior visual rendering and presents a minor complexity in creating the robot model. In fact, the SOA-oriented programming model of Robotics Studio requires an initial overhead while developing the robot model, since it requires the definitions to connect services and tasks in the appropriate way, leading to a rather verbose code. This overhead, however, is worth to be sustained since the model helps both the definition of the software in term of services and the whole life-cycle of the software, from development to maintenance. The breakdown of a control system for a robot naturally fits a service-oriented approach, as witnessed by other frameworks for programming robotics system such as OROCOS or MARIE. 2 
