We report a variational and diffusion quantum Monte Carlo study of sodium. Pseudopotentials are used to represent the ion cores, and core-valence correlation effects are included by using a core polarization potential. When the core polarization potential is included we obtain an excellent value for the first ionization energy of the atom and a good value for the cohesive energy of the solid. Variational calculations of the occupied bandwidth give larger values than experiment, in agreement with recent sophisticated many-body calculations. Including the core polarization potential narrows the bandwidth slightly.
I. INTRODUCTION
Variational and diffusion quantum Monte Carlo ͑VMC and DMC͒ methods have been used to study both insulating and metallic solids.
1 There have been rather few studies of metals other than the jellium model, probably because the finite size effects are larger in metals than in insulators. It is therefore of significance to establish the accuracy of the VMC and DMC methods for a real metal.
Here we report calculations of the ionization energy of the sodium atom and the cohesive energy, the occupied bandwidth and the pair correlation functions ͑PCFs͒ of solid sodium. It is often thought that the valence electrons in sodium metal are well represented by the jellium model, but in fact there are significant differences due to the lattice potential and the dynamical polarizability of the core electrons. Here we include the effects of the lattice potential via relativistic Hartree-Fock ͑HF͒ pseudopotentials, and the polarizability of the cores is described by a core polarization potential ͑CPP͒. To our knowledge, this work represents the first use of CPPs in quantum Monte Carlo ͑QMC͒ calculations for a periodic system. The cohesive energy of sodium is well established experimentally, but the size of the occupied bandwidth of alkali metals, particularly sodium, has been the subject of much controversy. The discrepancy between the experimental values for the occupied bandwidth 2,3 of 2.5-2.65 eV and the value of 3.6 eV obtained in recent sophisticated many-body perturbation theory calculations 4 is remarkably large. In this paper we address the issues of the effects of the lattice potential, the polarizability of the core, and the electronelectron interaction on the bandwidth of sodium.
The plan of this paper is as follows. In Sec. II we describe the calculational methods, including the implementation of CPPs within periodic boundary conditions and the method for evaluating PCFs. In Sec. III we present and discuss the results for the atomic and solid energies, Sec. IV deals with the valence bandwidth, and Sec. V covers the PCF results. We draw our conclusions in Sec. VI.
II. DESCRIPTION OF THE CALCULATIONS

A. VMC and DMC methods
In the VMC method the energy is calculated as the expectation value of the Hamiltonian with an approximate manybody trial wave function, the integrals being performed by a Monte Carlo method. The trial wave function normally contains a number of variable parameters, whose values are obtained by an optimization procedure.
The DMC approach is a stochastic method for evolving a wave function according to the imaginarytime Schrödinger equation.
1 Exact imaginary-time evolution would lead to the exact fermion ground state wave function, provided it has a nonzero overlap with the initial fermion state. However, the stochastic evolution is never exact and the solution converges to the bosonic ground state. In DMC calculations the fermionic symmetry is maintained by the fixed-node approximation, 5 in which the nodal surface of the wave function is constrained to equal that of a guiding wave function. Typically the guiding wave function is taken to be the optimized trial wave function used in a VMC calculation. The fixed-node DMC energy provides a variational upper bound on the ground state energy with an error that is second order in the error in the nodal surface. 6, 7 The fixed-node constraint also allows the study of excited states. The DMC algorithm converges to the lowest energy state consistent with the fixed nodal surface. If the fixed nodal surface is exactly that of an eigenstate the DMC algorithm gives the exact energy of that state. If we use a guiding wave function whose nodal surface approximates that of an excited state then the DMC energy will normally be a good approximation to the energy of the excited state. However, for excited states, the existence of a variational principle is dependent upon the symmetry of the guiding wave function. 8 The trial and guiding wave functions introduce importance sampling and control both the statistical efficiency and the final accuracy that can be obtained. In the DMC method the final accuracy depends only on the nodal surface of the guiding wave function via the fixed-node approximation, while in the VMC method the final accuracy depends on the entire trial wave function, so that VMC energies are more sensitive to the quality of the approximate wave function than DMC energies.
B. TrialÕguiding wave functions
We have used trial and guiding wave functions of the standard Slater-Jastrow form,
where there are N electrons of which N ↑ are up-spin and N ϪN ↑ are down-spin. Rϭ(r 1 , . . . ,r N ) denotes the spatial coordinates of all the electrons, and e J(R) is the Jastrow correlation factor. The Slater determinants, D , were formed from single-particle orbitals obtained from density functional theory calculations using the CRYSTAL98 Gaussian basis set code. 9 For these calculations we used the Perdew-BurkeErnzerhof ͓PBE͔ ͑Ref. 10͒ generalized gradient approximation for the exchange and correlation energy. Our Gaussian basis consisted of three uncontracted s functions with exponents 1.7974, 0.5676, and 0.053 a.u., and two uncontracted p functions with exponents 0.3795 and 0.0512 a.u. The Na ϩ ions were described by relativistic Hartree-Fock pseudopotentials, 11 because they have been shown to give better results than density functional theory ͑DFT͒ ones when used within QMC calculations 12 and because CPPs are devised for use with Hartree-Fock pseudopotentials. The nonlocal pseudopotential energy was evaluated within the locality approximation. 13 All of the QMC calculations were performed using the CASINO code.
14 Jastrow factors take the form
where the indices i and j denote electrons and I denotes ions. F is chosen so that the cusp conditions 15 are obeyed, i.e., F ↑↑ ϭͱ2A and F ↑↓ ϭͱA, and S 1 and S 2 are cuspless. We choose L 0 ϭ0.3L WS , so that the first term in Eq. ͑2͒ is effectively zero at the shortest distance to the surface of the Wigner-Seitz cell, L WS . S 1 and S 2 are expressed as polynomial expansions in the inter-particle distances. We used a total of 11 variable parameters in the Jastrow factor whose optimal values were obtained by minimizing the variance of the energy. 16, 17 
C. Simulation cells
At very low temperatures sodium crystallizes in a structure which consists of close-packed layers, probably in the 9R stacking, 18 but at 35 K it undergoes a martensitic transition to the body-centered cubic ͑bcc͒ structure, which we study here. We use the experimental value of the cubic lattice constant of sodium at 78 K of aϭ4.235 Å ͑8.003 a.u.͒. 19 QMC calculations for solids use finite simulation cells subject to periodic boundary conditions, which inevitably introduces finite size errors. We used the symmetric set of bcc primitive translation vectors ( In a metallic system at zero temperature the total number of orbitals below the Fermi should coincide with the number of electrons in the simulation cell. One would like to fill all degenerate orbitals, creating a ''closed-shell'' configuration, which guarantees that the charge density has the correct symmetry. However, in many cases the number of electrons and orbitals do not match and one has to use an ''open shell'' configuration. This problem is solved within mean-field calculations by using fractional occupations. In many-body calculations one could use a multi-determinant wave function to achieve a similar result, but this is inconvenient. Open shells can always be avoided in many-body calculations for the homogeneous electron gas ͑HEG͒ by filling complete shells and adjusting the size of the simulation cell to give the correct density. However, for a real metal there is less freedom to adjust the cell size as it must consist of an integer number of primitive cells, and if a single determinant is to be used one may be forced to use an open shell configuration.
DMC calculations require the use of real wave functions. We construct these by forming real orbitals from the degenerate complex Bloch orbitals as ϩ ϭ(1/ͱ2)͓ k ϩ k *͔ and 20 found energy differences between different fillings of the states of less than 0.1 eV per atom. A study as a function of system size indicated reasonable convergence after correction for finite size effects, but the range of system sizes studied was insufficient to draw firm conclusions on this point.
E. Core polarization potential
It is consistent to use CPPs with HF pseudopotentials to account for the core-valence correlation effects and the static polarization effects due to the other ions in the system. As, to our knowledge, this paper reports the first use of CPPs in QMC calculations for extended systems we devote some space to describing our implementation for systems with periodic boundary conditions.
In the CPP approximation the polarization of a particular core is determined by the electric field at the nucleus. The electric field acting on the ion core at R I due to the other ions at R J and the electrons at r i is 21
where R JI ϭR J ϪR I , r iI ϭr i ϪR I and Z J is the charge of ion J. The CPP energy operator is then
where ␣ I is the dipole polarizability of core I. Equation ͑3͒ assumes a classical description which is valid when the valence electrons are far from the cores and the cores are far from each another. When a valence electron penetrates the core the classical result is a very poor approximation, diverging at the nucleus. To remove this unphysical behavior each contribution to the electric field in Eq. ͑3͒ is multiplied by a cutoff function f (r iI /r I ), where r I is a parameter, which tends to unity at large r iI . A further possible modification is to allow the one-electron term in Eq. ͑4͒, which takes the form Ϫ␣ I /(2r iI 4 ), to depend on the angular momentum component, l, and replace the factor r I in the cutoff function by an angular momentum dependent parameter, r lI . With these modifications the CPP energy operator becomes
where P l is the projector onto the lth angular momentum component of the ith electron with respect to the Ith ion. For efficient evaluation we rewrite Eq. ͑5͒ as
where
and l max ϭ2 is the maximum angular momentum. If there are N electrons and ions then direct evaluation of Eq. ͑5͒ requires O(N 3 ) operations while Eq. ͑6͒ can be evaluated in O(N 2 ) operations, which is the same order as for the other interaction terms.
We use the cutoff function 22, 23 f ͑ x ͒ϭ͑ 1Ϫe
For sodium only the s and p channels are significant and, for simplicity, in these calculations we have chosen to set r 0I ϭr 1I ϭr 2I ϭr I ϭ1.0307 a.u., which is the radius for the s channel given by Shirley and Martin, 23 and we used ␣ I ϭ0.9776 a.u., as given in the same paper. When only a single CPP radius is used the second term in Eq. ͑6͒ is zero. For periodic systems the electric fields F I are evaluated directly from the analytic first derivatives of the Ewald potential. The additional computational cost of calculating the CPP energy is small because many of the quantities involved must also be evaluated for the electron-electron and electron-ion interaction energies.
F. Model periodic Coulomb interaction
The model periodic Coulomb ͑MPC͒ interaction 24 -26 was introduced into QMC calculations within periodic boundary conditions to reduce finite size effects arising from the use of the Ewald interaction to model the Coulomb interaction. The interaction energy can be divided into Hartree and exchange-correlation terms. The basic idea 24 -26 of the MPC interaction is that the Ewald interaction introduces an error because the interaction of an electron with its exchange-correlation hole is not 1/r, as it would be in an infinite system. In the MPC formulation each electron interacts with its exchange-correlation hole via the 1/r Coulomb potential, while the Hartree energy is evaluated using the Ewald interaction. In this study we use the MPC and Ewald interactions to test whether the Coulomb finite size effects are significant. When the difference between the energies calculated with the MPC and Ewald interactions is negligible we assume that the simulation cell is sufficiently large that the Coulomb finite size effects are negligible. Our implementation of the MPC interaction, which has not been described in the literature before, is summarized in Appendix B.
G. Pair correlation functions
The PCF can be written as 
͑10͒
Calculating the full six-dimensional function (x,xЈ) is very costly, although it has been done within VMC calculations. 27, 28 It is less costly to calculate the PCF with one of the electron coordinates fixed at some chosen point. Fixing the position of a spin-up electron at r fix , the PCF can be written as
where n (r;r fix ,N Ϫ␦ ↑ ) is the charge density of the N Ϫ␦ ↑ spin-electrons whose positions are not fixed, calculated with a spin-up electron fixed at r fix . The calculation of the PCF can therefore be reduced to evaluating the charge densities with and without fixing the position of an electron. This algorithm gives the correct PCF within both VMC and DMC approaches. We have calculated the parallel and anti-parallel spin PCFs for sodium with the electron fixed half-way between two nearest neighbor atoms. The PCFs were accumulated in reciprocal space. These calculations give a good description of the overall shape of the PCFs, and show that they are almost spherically symmetric for ͉rϪr fix ͉Ͻϳ8 a.u., but the statistical noise makes detailed studies extremely costly. We therefore decided to study the spherical averages of the PCFs about the point r fix . The PCF of Eq. ͑11͒ can be written in spherical polar coordinates,
where Rϭ͉rϪr fix ͉. The spherical average about r fix is then
Note the appearance of the weighting function 1/n (r j ) in Eq. ͑13͒. The parallel and anti-parallel spin PCFs were accumulated in real space by collecting in radial bins of width ⌬rϭ0.56 a.u.
III. ENERGIES OF THE ATOM AND SOLID
As the pseudoatom contains only a single s electron its energy can be calculated by a numerical integration on a radial grid, which gave an ionization energy of 4.972 eV without the CPP and 5.149 eV including the CPP. As a simple check we also calculated the atomic energies within VMC and DMC approaches using the orbital from the numerical integration as the trial/guiding wave function, which gave energies within error bars of the numerical integration values. Our value of the additional binding energy arising from the CPP of 0.177 eV is in excellent agreement with the value of 0.17 eV given in Ref. 23 , and our ionization energy including the CPP is in excellent agreement with the experimental value of 5.14 eV. 29 We calculated the energies for the solid using 8-, 64-, 216-, and 512-atom simulation cells, using both the Ewald and MPC interactions and the VMC and DMC methods, both with and without the CPP. The fraction of the total correlation energy described by the Jastrow function can be measured by the quantity
where E VMC SlaterϪJ and E VMC Slater denote the VMC energies with and without the Jastrow function, respectively. We found that Q slowly increased with system size, from 72͑1͒% for eight atoms to 90.5͑4͒% with 64 atoms to 93.4͑5͒% ͑216 atoms͒ and finally to 93.8͑3͒% for our largest cell containing 512 atoms. This indicates that the quality of our Jastrow factors slowly increases with system size although no discernible improvement is obtained beyond 216 atoms. This behavior is at least partly due to our procedure of cutting off the Jastrow factor smoothly at the shortest distance to the surface of the Wigner-Seitz cell ͓see Eq. ͑2͔͒. Figure 1 shows the system size dependence of the VMC and DMC ground state energies calculated using both the MPC and Ewald interactions, with and without the CPP, plotted as a function of 1/N, where N is the number of atoms in the simulation cell. We incorporated k-point corrections obtained by taking the difference between PBE energies calculated for the actual simulation cells and for extremely large cells. These are essentially corrections for the kinetic energy.
The numerical values of the uncorrected DMC energies, with and without the CPP, and the k-point corrections, are given in Table I . The very close agreement between the Ewald and MPC energies for the 216-and 512-atom systems shows that the Coulomb finite size effects are small for these system sizes. The energies calculated using the CPP are about 0.20͑1͒ eV per atom lower than the corresponding energies calculated without the CPP, which is a slightly larger energy reduction than in the atom.
The VMC and DMC energy curves in Fig. 1 have very similar shapes, indicating that the source of the finite size errors is the same in each case. The finite size errors must therefore arise from the determinants used in the trial wave functions. These effects are reduced by the k-point corrections but clearly a significant error remains, which might be due to effects from the open shell configurations. We have tried to extrapolate the energies in Fig. 1 to an infinite system size, and although this results in improved values of the cohesive energy we are not convinced that the extrapolations are justified. We have therefore chosen to report our best results for the QMC solid energies as those for the largest system size studied of 512 atoms.
To obtain our final estimates of the solid energies we corrected them for the zero-point vibrational energy of the ions. The zero-point vibrational energy, E ZPE was estimated using the standard Debye formula, E ZPE ϭ9k B T D /8, where T D is the Debye temperature. Using T D ϭ150 K ͑Ref. 30͒ gives E ZPE ϭ0.0145 eV per atom.
The final cohesive energies together with the experimental value and some DFT values are given in Table II . Our best QMC result is the DMC calculation with the CPP, which gives a cohesive energy in good agreement with experiment. The VMC cohesive energies are slightly smaller than the DMC ones. This is expected because the VMC and DMC atomic energies are essentially equal and exact, while the DMC solid energy is lower than the VMC solid energy because the DMC energy corresponds to calculating the energy with the exact Jastrow factor ͑but an approximate nodal surface͒. In Table II we also report all-electron results for the cohesive energy of sodium calculated within the local density approximation ͑LDA͒ and the PBE and Becke-LeeYang-Parr ͑BLYP͒ generalized gradient correction schemes. We believe that it is reasonable to compare with all-electron DFT results because our QMC calculations with CPPs include core-valence correlation effects. Our DFT cohesive energies are in good agreement with those of the recent study by Jaffe et al. 31 The LDA slightly overestimates the cohesive energy, while the PBE slightly underestimates it. The cohesive energy obtained with BLYP is, on the other hand, much too small.
The comparison between the atomic and solid energies is nicely illustrated by Fig. 2 . To construct this figure we have taken the zero of energy to be that of a Na ϩ ion with its electron very far away, which is precisely the zero of energy for a pseudopotential calculation of a sodium atom. With this choice of zero the energy of the neutral sodium atom is equal to the negative of the ionization energy, while the energy of the solid is lower still by the cohesive energy. Figure 2 shows that the LDA, PBE, and BLYP density functionals give very similar values for the atomic ionization energy, which are somewhat larger than the experimental value. The LDA and PBE density functionals yield quite good cohesive energies, 
IV. BANDWIDTH
We have calculated the occupied bandwidth within the QMC approach as the difference in energy between removing an electron from the lowest energy single-particle orbital at the ⌫ point and removing an electron from the highest energy occupied single-particle orbital. For each calculation we used the Jastrow factor optimized for the ground state. A much smaller error bar in the energy per atom is required for calculating the bandwidth than for the cohesive energy because the bandwidth is the difference between two energies for the entire simulation cell whereas the cohesive energy is the difference in energies per atom. For this reason we have not been able to perform DMC bandwidth calculations for the larger system sizes. Instead we have performed VMC bandwidth calculations for systems with up to 512 atoms and DMC calculations for systems with up to 216 atoms. For each system size we have added a finite-size correction calculated as the difference between the LDA bandwidth for the k-point grid used in the QMC calculation and the LDA bandwidth calculated with a large grid corresponding to a simulation cell containing 15 625 atoms, for which the finite size error in the LDA bandwidth is estimated to be less than 0.01 eV. The sizes of the k-point corrections vary from 0.64 eV for the eight-atom cell down to 0.09 eV for the 512-atom cell.
Various data for the occupied bandwidth of sodium and for jellium at densities of r s ϭ3.94 are given in Table III . By comparing the LDA bandwidth with the free electron bandwidth at the same density (r s ϭ3.94) we deduce that the lattice potential leads to a very small increase in the bandwidth of about 0.02 eV. We also found that the CPP gives only a very small change in the bandwidth, and therefore we calculated this change using a correlated sampling approach within the VMC approach. For all system sizes the CPP reduced the bandwidth, but only by 0.01-0.05 eV. Figure 3 shows the occupied VMC, DMC, LDA, and PBE bandwidths of sodium as a function of the size of the simulation cell. The DMC results for small system sizes are in reasonable agreement with the VMC results. Our VMC calculations show a broadening of the bandwidth for all system sizes studied ͑up to 512 electrons͒. Our best estimate of the QMC bandwidth was obtained from VMC calculations on the 512-electron simulation cell.
The bandwidth of sodium obtained from photoemission experiments 2,3 is 2.5-2.65 eV, which is significantly narrower than the free electron bandwidth of 3.23 eV at the same average valence charge density. This band narrowing has been attributed to electron-electron interaction effects. Recently there has been renewed interest in this problem because new and more sophisticated many-body calculations have suggested that the effect of the electron-electron interactions may be to broaden the bandwidth. In their calculations using the GI method Yasuhara et al. 4 obtained a bandwidth of about 3.6 eV, which is similar to the result obtained in more recent calculations by Takada 34,35 using a similar approach.
The effect of the electron-electron interaction on the occupied bandwidth of the HEG results from a delicate competition between exchange and correlation effects. Within HF theory, the occupied bandwidth of the HEG at a density of r s Ӎ4 is about 4 eV larger than the free electron value, but electron correlation reduces the bandwidth to a value much closer to the free electron bandwidth. Because of the large cancellation between the exchange and correlation terms the need for a sophisticated treatment of electron-electron interactions for the bandwidth problem is clear.
According to Yasuhara et al. 4 the conflict between their theoretical bandwidth of 3.6 eV and the experimental values of 2.5-2.65 eV might be resolved by invoking the effects of the electron-electron interaction on the final states in the pho- 25 LDA, present work 3. 23 Free electron (r s ϭ3.94) 3. 13 Free electron (r s ϭ4) 3.6 4 GI ͑jellium r s ϭ4) toemission process, although this suggestion has been strongly criticized. 36 Our VMC calculations give a bandwidth consistent with that of Yasuhara et al. 4 However, QMC calculations of the bandwidths of silicon 37 and diamond 38 have given bandwidths larger than experiment. This overestimation of the bandwidth presumably results from the quality of the nodal surface of the state at the bottom of the band being poorer than for the state at the top of the band.
V. PAIR CORRELATION FUNCTIONS
Since the PCFs are local quantities they may be described accurately using fairly small simulation cells. We have used a simulation cell containing 64 atoms which adopts a closed shell electronic configuration, and consequently the trial wave function has the proper symmetry. We fixed a spin-up electron halfway between two nearest neighbor atoms, i.e., r fix ϭ(a/4,a/4,a/4). DMC results for the spherically averaged parallel and antiparallel PCFs are shown in Fig. 4 , both with and without the CPP. For comparison, DMC results for the HEG ͑Ref. 39͒ at the same average density are shown as solid lines.
The PCFs for sodium have a little more structure than the HEG ones, but the extent of the exchange and correlation holes is very similar. The parallel-spin PCF is hardly affected by the presence of the CPP but the anti-parallel-spin PCF is reduced for very small r and slightly increased around the first peak at about rϭ1.5r s . It turns out that the presence of the CPP increases the expectation value of the direct valence electron-electron interaction energy, both overall and when an electron is fixed at r fix . The expectation value of the CPP is, however, strongly negative, so that overall the CPP lowers the total energy. Note that the CPP affects the correlations between all the electrons, and one cannot expect the shapes of the PCFs plotted in Fig. 4 necessarily to reflect the overall changes in interaction energies due to the CPP.
VI. CONCLUSION
We have applied the VMC and DMC methods to sodium. The introduction of core-valence correlation via a CPP increases the binding of electrons to the atomic cores, resulting in excellent values for the atomic ionization energy. Using the DMC method and the CPP we obtain a good value for the cohesive energy of the solid, which has a similar level of accuracy to that obtained with the LDA and PBE density functional methods. The effect of the CPP largely cancels in the QMC cohesive energies. Sodium may be a difficult case for calculating the cohesive energy using the DMC method, because there is no fixed-node error in the pseudoatomic energy, so that the use of the fixed-node approximation always serves to reduce the cohesive energy. It is also clear from our results that significant finite size errors are present even for quite large system sizes, which may be due to the effects of the open shell configurations.
The LDA, PBE, and BLYP schemes make significant errors in the descriptions of the attraction of the valence electrons to the cores. These errors largely cancel in the cohesive energy within the LDA and PBE schemes, but in the BLYP scheme the cohesive energy is far too small. These results show the importance of using an accurate description of exchange and correlation in sodium.
Including the CPP narrows the occupied bandwidth slightly and has discernible effects upon the antiparallel spin PCF in the solid. The CPP may be important for other properties, and there are other situations in which incorporating CPPs leads to substantial improvements. Our VMC value for the occupied bandwidth of sodium of 3.7Ϯ0.4 eV is significantly larger than the experimental value of 2.5-2.65 eV, but is in good agreement with a recent many-body calculation 4 which used a sophisticated approximation for the electron self-energy. However, DMC calculations for silicon 37 and diamond 38 gave occupied bandwidths which are too large, and we suspect that the same may apply to our sodium calculations. A widely accepted solution to the bandwidth problem has not so far emerged. On the other hand, we believe that our conclusions that the effects of the static lattice potential and the dynamical core polarizability on the occupied bandwidth are very small are reliable.
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APPENDIX A: CONSTRUCTING REAL ORBITALS
We use many-body Bloch wave functions constructed from the lowest energy single-particle orbitals calculated on a grid of k points,
where the q i are integers, the b i are the primitive reciprocal lattice vectors, and (0рlрq 1 Ϫ1), (0рmрq 2 Ϫ1), and (0рnрq 3 Ϫ1). In this study the offset vector, k s , was set to zero.
The Bloch orbitals at an arbitrary point in k-space are complex. If the set of wave vectors consists of Ϯk pairs one can always construct a set of real orbitals spanning the same space as the original complex set. A necessary and sufficient condition for the grid of Eq. ͑A1͒ to consist of Ϯk pairs is that k s ϭG s /2, where G s is a reciprocal lattice vector of the simulation cell lattice. If k is a Bloch function of wave vector k then k * is a Bloch function of wave vector Ϫk. Therefore we can make two real orbitals from k and k * as follows:
͑A2͒
The orbitals ϩ and Ϫ are orthogonal if k and k * where the cutoff function f (r) is the 1/r Coulomb interaction defined within the ''nearest image'' convention, which corresponds to reducing the vector r into the Wigner-Seitz ͑WS͒ cell of the simulation cell, v E is the Ewald potential, and n is the electronic charge density from the many-electron wave function ⌿. The electron-electron contribution to the total energy is the expectation value of Ĥ e-e exact with ⌿, minus a double counting term, It is straightforward to show that with this expression the Hartree energy is evaluated with the Ewald interaction while the exchange-correlation energy is evaluated with the cutoff interaction.
In a DMC calculation we require the local energy at every time step, but the DMC charge density, n, is only known at the end of the run. Also, it is rather inconvenient to have to subtract the double counting term. We therefore define an approximate MPC Hamiltonian as 
where n A is an approximate charge density obtained either from an independent particle calculation or a VMC calculation. Because of the presence of the third term on the right hand side, which is a constant, there is no double counting and the interaction energy is simply E e-e ϭ͗⌿͉Ĥ e-e ͉⌿͘. It is straightforward to show that The error due to using the approximate charge density n A is second order in (nϪn A ) and the operator (v E Ϫ f ) becomes small for large simulation cell sizes. For any reasonable ap proximation to the charge density and simulation cell size the error term is usually extremely small and we neglect it, although it could be calculated at the end of the simulation. In our implementation the first term in Eq. ͑B3͒ is evaluated in real space and the second term in Fourier space. The third term is a constant which is evaluated in Fourier space at the start of the calculation. We use the MPC Hamiltonian of Eq. ͑B3͒ in both VMC and DMC calculations.
