Boundary or initial conditions have been formulated for the solutions of ordinary and partial differential equations created by the strong necessery conditions.
Introduction
Three decades ago the strong necessary conditions method (SNCM) has been created for solving nonlinear partial differential equations resulting from variational prenceples. We were interested in exact analytic solutions. Main idea leading to achievement was to replace the Euler-Lagrange equations by other variational method, which possessed the order smaller then the oryginal ones. Moreover, the set of the solutions derived by the considered method, has to be included in the set of the solutions of the original Euler-Lagrange equations. Crucial role in SNCM is played by the set of topological invariants. Set of solutions of NPDE depends on the subset of implemented invariants. The empty subset of invariants always corresponds to empty set or set of trivial solutions. For some simple examples of the applications of SNCM, see references [1] - [9] . In 2001 Professor Boles law Szafirski has pointed out that it is unknown, how to implement boundary and initial conditions as well as how to set the Cauchy problem in SNCM, [12] . This paper shows a way for satisfying His requirement.
Ordinary Differential Equations
In this section we present application of SNCM in an initial conditions problem. regarding ordinary differential equations both: linear and nonlinear.
Linear
As introductory example we consider linear equation resulting from the SNCM applied to Lagrangean of the one dimensional harmonic oscilator:
In order to set the strong necessary conditions we perform the gauge transformation of (1) using the following topological invariant density of G dx dt :
Note that L depends on the two functions:L = L(x, dx dt ). According to the strong necessary conditions we have to optimize L regarding both, x and dx dt :
Equations (3) read:
We eliminate dx dt , from this system, and we get the equation, which has to be satisfied by the function G:
Hence
The solution of this equation has the form
Then, we formulate Cauchy problem
Solving (9) -(10), provided that (8), where we take into account "plus" sign, we get
where c 2 is the integration constant. Now we take into account (11), hence
If we take into account the Euler-Lagrange equations for this problem
then its solution is
where A = const, B = const, and this does not satisfy the Bogomolny equations (9) -(10), where G is given by (8) . Obviously, the solution of Bogomolny equations, given by (12) , with and without providing that (13) , satisfies (14).
3 Partial Differential Equations 3.1 Field Equation Associated to π 2 (S 2 ) homotopy group [13] As an example we consider the Heisenberg continous model represented by the following Hamiltonian:
where the field variable w consists of classical spin components:
where S α are componets of the classical spin. I 1 is density of the topological invariant:
We apply the strong necesseary conditions to (16) and we obtain the system of dual equations, which can be also obtained as a two-dimensional version of the system of the dual equations derived in [4] :
c.c.,
w * ,y
c.c.
We make this system self-consistent by choosing G n = const (n = 2, 3) and (as in [4] by choosing G 1 = i (1+ww * ) 2 . Next, expressing the complex fields w and w * by real fields:
we derive from (21) -(23), the pair of equations, governing real fields V (x, y) and U (x, y):
Solving (25) and(26) we get:
where F 1 (·) and F 2 (·) are some functions. After taking into account the formula (24), we obtain that F 1 , F 2 are connected with w, w * , by the formulas
and C 1 is an arbitrary real constant.
The Cauchy problem
Basing on the general solutions (27),(28) of (25), (26) we present the Cauchy problem for partial differential equations of the first order created by the strong necessery conditions. The considered example consists of two independent variables x and y and two functions. Therefore it is possible to formulate the following constrains for the general solutions:
where f 1 (x) and f 2 (x) are given functions. It is possible for the considered Heisenberg model to derive analogous relations to U (0, y) and V (0, y), which relate integration constants to initial or boundary conditions. Constraining (27) and (28) to (31) and substituting y = 0 we obtain:
Since f 1 (x) and f 2 (x) are given therefore F 1 and F 2 can't be arbitrary:
Therefore, the only freedom for F 1 and F 2 is gauge transformation regarding C 1 constant. This full solution can be extended by applying semi-strong necessary conditions concept (this concept was presented in [3] ).
The Cauchy problem for the restricted baby Skyrme model
The restricted baby Skyrme model has the following hamiltonian
In [11] , the Bogomolny decomposition for this model, was derived by using the concept of strong necessary conditions (the Bogomolny equations for this model, but for some special forms of the potential, and by another way, and some solutions of these equations, were derived in [10] ). We apply this concept to the hamiltonian gauged on the invariants is as follows, [11] 
where G i , (i = 1, 2, 3) are some unspecified functions of ω, ω * (of course,
, we can derive the Bogomolny decomposition, which in this case, has the following form, [11] ω ,x ω * ,y − ω ,y ω * ,
We find now an exact localized solution (with localised density of energy), of the Bogomolny decomposition (38), for the case of the so-called, "Mexican hat" potential: V = λ 3 (ωω * − γ 2 ) 2 . We use "hedgehog ansatz":
where (r, θ) are polar coordinates in the cartesian x − y plane. After inserting this ansatz into (38), we have the Cauchy problem
We solve this problem and we have
where
and 
Conclusions
The first conclusion concerns just possibility to solve the ordinary differential equations subjected to the strong necessary conditions. In the case of linear ODE the conclusion can be formulated on the base of (1) and (15), which are relations between the initial and the end points of the trajectory and the integration constants. The formulas (25) and (26) establish Cauchy-Riemann system, which is a start point for the theory of analytic functions. Hence, because of Riemann theorem, this may be a step to the investigations of conformal maps.
Moreover, as far as the Cauchy problems for Heisenberg model and for restricted baby Skyrme model, are concerned, after using of strong necessary conditions and deriving Bogomolny equation for this problem, one can formulate Cauchy problem and solve it.
