









A key goal for humans and artificial intelligence systems is to develop an accurate
and unified picture of the outside world based on the data from any sense(s) that may
be available. The availability of multiple senses presents the perceptual system with
new opportunities to fulfil this goal, but exploiting these opportunities first requires the
solution of two related tasks. The first is how to make the best use of any redundant
information from the sensors to produce the most accurate percept of the state of the
world. The second is how to interpret the relationship between observations in each
modality; for example, the correspondence problem of whether or not they originate
from the same source.
This thesis investigates these questions using ideal Bayesian observers as the un-
derlying theoretical approach. In particular, the latter correspondence task is treated
as a problem of Bayesian model selection or structure inference in Bayesian networks.
This approach provides a unified and principled way of representing and understand-
ing the perceptual problems faced by humans and machines and their commonality.
In the domain of machine intelligence, we exploit the developed theory for prac-
tical benefit, developing a model to represent audio-visual correlations. Unsupervised
learning in this model provides automatic calibration and user appearance learning,
without human intervention. Inference in the model involves explicit reasoning about
the association between latent sources and observations. This provides audio-visual
tracking through occlusion with improved accuracy compared to standard techniques.
It also provides detection, verification and speech segmentation, ultimately allowing
the machine to understand “who said what, where?” in multi-party conversations.
In the domain of human neuroscience, we show how a variety of recent results in
multimodal perception can be understood as the consequence of probabilistic reason-
ing about the causal structure of multimodal observations. We show this for a locali-
sation task in audio-visual psychophysics, which is very similar to the task solved by
our machine learning system. We also use the same theory to understand results from
experiments in the completely different paradigm of oddity detection using visual and
haptic modalities. These results begin to suggest that the human perceptual system
performs – or at least approximates – sophisticated probabilistic reasoning about the
causal structure of observations under the hood.
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A key goal for humans and artificial intelligence systems is to develop an accurate
and unified picture of the outside world based on the data from any sense(s) that may
be available. The availability of multiple senses presents the perceptual system with
new opportunities to fulfil this goal, but exploiting these opportunities first requires the
solution of some interesting computational problems.
In the event that each sensor carries redundant information about the uncertain state
of a source, multiple sensors allow the state to be inferred more precisely. For exam-
ple, an aircraft control system may compute the best estimate of an aeroplane’s loca-
tion given the readings from two different radar towers. As another example, consider
searching for your dog, which has run off in the forest during a walk. You may navigate
toward some combination of moving leaves on the horizon and the dog’s bark. In both
examples, using the two independent observations can improve the accuracy of local-
ization. To model this type of task in a graphical model formalism [Bishop, 2006a], we
can use a graph like Figure 1.1. Here an object’s unknown state (e.g., the dog or aero-
plane’s location) produces some observations xi (e.g., radar returns or moving leaves
and barks) which are probabilistically related to the true state y. The computations
required for optimal (i.e., minimum variance) estimation of the state given the obser-
vations in such models are relatively straightforward [Clark and Yuille, 1990], and we
term this process sensor fusion.
Some other quantities of interest are defined by the relation between observations
in multiple modalities, and may not correspond directly to physical properties of the
world (such as location). For example, when searching for your lost dog, using both
auditory and visual information may help you localise it more accurately. However,
consider the scenario in which you may hear a bark, but recognise it as coming from a
1






Figure 1.1: Graphical model of the classical sensor fusion scenario, in which observa-
tions xi, produced by a source of unknown state y, are used to infer the state y.
totally different direction than the one your dog ran off in, or being in a totally different
tone than your dog’s bark. In this case, you may decide that the sound must be caused
by some other animal and therefore, having no relation to your lost dog, should be
discounted in your search. This example includes uncertain causal structure, where the
causality of your observation (did this observation come from my pet, or some other
pet?) is uncertain and also to be computed. So the significance of a particular obser-
vation depends on its relation to its source and other observations, but these relations
may themselves be uncertain. The questions of the unknown state which may be re-
sponsible for the observations, and their causal relation to the state, are conditionally
dependent and as such cannot be considered independently for optimal inference.
In some situations, this relation between observations may be of key independent
interest (the actual content of the observations may even be only secondary!). For
example, in a meeting, while it is important to understand directly observed audio-
visual quantities such as what was said and who was there, it may be equally important
to understand the relation between the audio-visual observations, who said what?
In this thesis, we investigate such problems in multisensor perception in which both
state and relational structure are unknown. We term these two related problems state
and structure inference respectively. A key novel step in this work is the casting of
such tasks with unknown causal structure as problems of Bayesian model selection.
This allows us to construct formal probabilistic models of these tasks using Bayesian
networks with unknown latent state variables and causal structure (conditional de-
pendencies). Using this common theoretical ground, we are able to understand the
commonality in problems of multisensory perception spanning both the domains of
artificial intelligence / machine learning and human neuroscience. This enables us to
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investigate and contribute to both domains. We now discuss the application of these
concepts to machine perception problems in some more detail.
1.1 Machine Learning
Optimal fusion of redundant multisensor observations can be applied to build bet-
ter machine perception applications. In principle, multisensor fusion is useful to an
agent because more precise inferences about the world can be drawn given multiple
observations with independent noise. For example, in Figure 1.1, assume our prior
knowledge about y is given by y∼N (0, p0), and assume observations xi are Gaussian
xi ∼ N (y, pi) with precision pi. (Note that we use precisions rather than variances




p0 + p1 + p2
, (1.1)
py|x1,x2 = p0 + p1 + p2. (1.2)
The increased precision of the posterior distribution py|x1,x2 is clear, as it is the sum of
the precision of the individual observations (eq. (1.2)). The best estimate ŷ can simply
be taken to be the mean µy|x1,x2 of the posterior distribution (eq. (1.1)).
Applying statistical learning techniques to machine perception problems, fu-
sion of multiple modalities or features is a common technique to improve perfor-
mance. In speech recognition, for example, visual lip features have been fused
with audio data to improve recognition performance [Nefian et al., 2002]. In track-
ing, performance has been enhanced by fusion of color, texture and edge fea-
tures within video [Serby et al., 2004], as well as fusing entirely separate audio and
video modalities [Beal et al., 2003, Perez et al., 2004, Hershey and Movellan, 1999,
Chen and Rui, 2004].
All these studies have generally considered cases in which the observations are
known to be generated from the same latent source (Figure 1.1), and the task is to
1In this thesis, we will use the notation x ∼ N (µ, p) or N (x|µ, p) equivalently to denote a random
variable x distributed normally with mean µ and precision p. Precisions are used throughout, except in
the context of the psychophysics model in Section 4.3, where we use variances to maintain consistency
with the experiment being modelled.
2See Appendix A.1.2.3 for details and derivation. Note that in our notation, for a distribution such
as N (y|µy|x1,x2 , py|x1,x2), the sufficient statistics µy|x1,x2 and py|x1,x2 are written with subscripts x1,x2 to
indicate, for clarity, the data which the distribution is conditioned on.
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make the best estimate of the latent source state by fusing the observations — we
will call models assuming such a fused structure pure fusion or classical sensor fu-
sion models. However, as we have seen, in many real world situations, any given pair
of observations are unlikely to have originated from the same latent source. The per-
ceptual system is therefore faced with a type of correspondence (or binding) problem
([Treisman, 1996]). The more general task in multisensor perception is therefore to
infer the association between observations and any latent states of interest as well as
the latent state itself. Inference of the latent state may require fusion (integration) or
fission (segregation) depending on the association.
This type of problem has been of long standing interest in the radar
community where it is known as data association [Bar-Shalom and Tse, 1975,
Bar-Shalom et al., 2005]. Here, the association decisions might, for example, be
made between a pool of candidate radar detections and existing aircraft tracks be-
fore the tracks are be updated on the basis of the new observations. However,
popular methods in this domain [Bar-Shalom and Tse, 1975, Bar-Shalom et al., 2005]
have tended to be heuristic heavy due to the strict real time requirements cou-
pled with typically high dimensional, large data sets, with some notable exceptions
[Stone et al., 1999, Vermaak et al., 2005].
In a probabilistic modelling context, data association is an example of a struc-
ture inference or model selection problem. Here, the potential existence of a causal
connection between a given pair of latent and observed variables is itself an un-
known. Early studies of this type of uncertain structure problem by the proba-
bilistic modelling community described efficient inference for some classes of net-
work using Bayesian multinets [Geiger and Heckerman, 1996]. The Bayesian multi-
net approach has been applied, for example, to infer the (time varying) connectiv-
ity structure in Markov chains [Bilmes, 2000]. If potential conditional indepeden-
cies are not known a priori, they can themselves be discovered in data using Con-
text Specific Independence [Boutilier et al., 1996]. All this is in contrast to learn-
ing a fixed Bayesian network structure from large data sets, which is also topical
[Silva and Scheines, 2006, Mansinghka et al., 2006].
Inspired by radar/sonar data association algorithms [Fortmann et al., 1983], some
machine learning for computer vision studies have begun to consider this issue
[Rasmussen and Hager, 2001]. Nevertheless, computer vision studies have tended
to see data association as a nuisance variable: a prerequisite for correct fusion in
a multisensor and/or multi-target context, but otherwise uninteresting, and to be in-
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tegrated out as quickly and efficiently as possible. In contrast, we will argue that
for many applications, the association is itself a useful output worthy of careful
explicit modelling and consideration. Data association can be of intrinsic interest
for understanding complex semantic structure in the data. This is clearly the case
in problems of audio-visual perception, where the association represents who said
what. For example, typical meeting room goals for a human or automatic tran-
scription machine [Hain et al., 2005] might include understanding speech and iden-
tifying the participants. However, without explicitly computing the association be-
tween audio and visual observations and latent sources, such an agent might have a
notion of ‘who was there’ and ‘what was said’, but not ‘who said what’ – a rela-
tional concept, specifying the existence of causal connections between different vari-
ables which are critical to the meeting understanding problem. Some recent studies
have included computation of speaker association in audio-visual tracking for meet-
ing analysis using particle filters [Gatica-Perez et al., 2007, Checka et al., 2004]. For
computing data association, an alternative approach to structure inference in explicit
parametric models is based on computing and thresholding the mutual information be-
tween modalities [Slaney and Covell, 2000, Fisher and Darrell, 2004]. However, this
has the drawback of being purely a method to estimate association without a principled
framework for simultaneous inference of other quantities of interest such as tracking
[Gatica-Perez et al., 2007] or recognition [Nefian et al., 2002] which parametric mod-
els can provide.
1.2 Theoretical Neuroscience
Beyond the building of machine applications, Bayesian probabilistic modelling of
perceptual tasks is as an elegant and successful approach to understanding many
aspects of human perception. In psychophysics, this is frequently called ideal
observer modelling. It has seen extensive application in visual perception (e.g.,
[Kersten et al., 2004, Yuille and Kersten, 2006]); in understanding how prior belief is
combined with observations (e.g., in perception [Kersten et al., 2004] and sensorimo-
tor control [Kording and Wolpert, 2004a]); and in understanding how multisensory in-
formation is combined into a unified percept [Ernst and Bulthoff, 2004]. In the case
of multisensory perception – the topic of this thesis – standard probabilistic models
for sensor fusion (Figure 1.1) and the resultant equations for inference (eqs. (1.1) and
(1.2)) turn out to be a good explanation of human perception for many tasks and pairs
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of senses.
For example, in the audio-visual domain, disparate per-scenario theories were
previously posed for multisensory spatial and frequency perception. Visual capture
was posed to explain the observed visual dominance in spatial judgement scenarios
such as the ventriloquist effect [Alais and Burr, 2004] and auditory-capture to explain
the auditory dominance observed in frequency judgement tasks [Shams et al., 2000,
Recanzone, 2003]. However, these can both be understood [Alais and Burr, 2004,
Witten and Knudsen, 2005] as special cases of a single principle of optimal sensor
fusion, for scenarios in which visual observations have much higher precision (spa-
tial measurement) and those in which audio observations have much higher preci-
sion (frequency measurement), respectively. In these cases, because of the estima-
tion by weighted mean predicted by classical sensor fusion eq. (1.1), the higher
precision modality would appear to dominate when modalities are combined. Un-
der experimental intervention to manipulate the precision of the modalities, the fi-
nal percept does indeed vary smoothly as a function of the individual observa-
tions and their precisions; thus optimal fusion eq. (1.1), rather than simple one-
way dominance, is revealed to be the underlying principle implemented by the brain
[Ernst and Bulthoff, 2004, Witten and Knudsen, 2005].
Recent studies in human multisensory perception have highlighted a va-
riety of pairs of senses and tasks for which human performance in mul-
tisensory perception tasks is near Bayes optimal (i.e., conforming with
eqs. (1.1) and (1.2)). Examples include visual-haptic size perception
[Ernst and Banks, 2002, Gepshtein and Banks, 2003], visual-proprioceptive
hand localization [van Beers et al., 2002] and audio-visual spatial localization
[Alais and Burr, 2004]. Different cues within a given sensory modality can also
independently provide information about a given stimulus source and hence, provide
an additional opportunity for sensor fusion. Within vision, texture and motion cues to
depth [Jacobs, 1999] and texture and stereo cues to slant [Hillis et al., 2004] appear to
be combined according to optimal sensor fusion principles.
In some recent studies, classical sensor fusion as a theory for human multisen-
sory perception has broken down as an explanation of the data [Hillis et al., 2002,
Hairston et al., 2003, Wallace et al., 2004, Roach et al., 2006, Recanzone, 2003]. In-
terestingly, these experiments share the common feature that they have presented mul-
tisensory stimuli which are sufficiently discrepant that it is no longer reasonable to
assume that the causal relation between the multisensory observations is fixed (as in
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Figure 1.1). In these cases, we should perhaps not be surprised that the classical sensor
fusion models fail to explain the data well. If the brain is indeed performing Bayesian
inference about object state given its observations, it should also infer distributions over
the causal structure if this is also uncertain. In Chapter 4, we will investigate whether
structure inference can provide an explanation for some of these experiments, thereby
maintaining Bayesian inference or ideal observers as a general theory for human mul-
tisensory perception. Specifically, we consider two sets of experiments: investigating
localization in the audio-visual [Hairston et al., 2003, Wallace et al., 2004] domains,
and oddity detection in the visual and visual-haptic [Hillis et al., 2002] domains.
1.3 Thesis Outline
This theses addresses theoretical and applied questions in multisensory perception,
particularly those where the correspondence between observations and latent sources is
not entirely known. Chapter 2 introduces the use of Bayesian networks and Bayesian
model selection as a common theoretical framework for modelling these types of prob-
lems. Solutions to toy problems are illustrated to give insight into the modelling frame-
work before more complicated, realistic applications are considered in later chapters.
Applying this basic theory, Chapter 3 describes a large scale machine learning sys-
tem developed for machine understanding of audio-visual scenes. The theoretical and
modelling details for this application are described in detail in Chapter 3, Section 3.2.
Extensive evaluation, highlighting the benefits of the Bayesian structure inference ap-
proach to audio-visual machine learning is conducted in Chapter 3, Section 3.3. Our
theoretical approach can also be applied as a model of human multisensory percep-
tion. In Chapter 4, we show how a variety of previously unexplained recent results
in neuroscience can be understood a consequence of the perceptual system perform-
ing probabilistic inference and model selection in computing the percept of the world.
In Chapter 4, Section 4.2 we model experiments on human audio-visual localization,
which correspond to the task which we build a machine learning system to perform in
Chapter 3. In Chapter 4, Section 4.3 we model experiments on human visual-haptic
oddity perception, in which the model selection approach developed in this thesis turns
out to be critical to explain the results. Finally, Chapter 5 concludes the thesis, dis-
cussing the commonality of the problems we address in artificial intelligence and neu-





In this chapter, we introduce the probabilistic foundations of multisensor perception
problems where the data association is unknown. To clearly illustrate the method and
benefits of this approach, we describe the task and generic modelling framework by
way of a series of toy models for single (Section 2.1) and multiple (Section 2.2) latent
sources.
2.1 Modelling a Single Source
In order to formalize the perceptual problem of combining information from multiple
sensory modalities to obtain an accurate, unified percept of the world, we use a prob-
abilistic generative modelling framework. The task of perception can be abstracted
to one of performing inference in the generative model , where ‘latent’ quantities of
interest (e.g., location of a person) are inferred on the basis of sensor observations.
Figure 2.1 represents this situation when the association – or structure - between the
latent source state y and observations xi is unambiguously known.
In the event that the data association (e.g., who said what) is not known a priori, we
need a framework capable of inferring both the state and the association. We can frame
such inference as a model selection (or structure inference) problem as schematically
represented by the graphical models in Figure 2.2. Here, observations in two different
modalities D = {x1,x2} are potentially generated from a single source with latent state
l (Figure 2.2(a)). Under this generative model, the source state is assumed drawn inde-
pendently along with binary visibility/occlusion variables (M1,M2) in each modality.
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Figure 2.1: Graphical model of the classical sensor fusion scenario, in which observa-
tions xi, produced by a source of unknown state y, are used to infer the state y. The
association between the source state and observations is assumed to be unambiguous.
Subsequently, the observations are generated with xi being dependent on l if Mi = 1 or
on a background distribution if Mi = 0. Alternately, all the structure options could be
explicitly enumerated into four separate models (Figure 2.2(b)).
Perceptual inference then consists of computing the posterior over the latent state
and the generating model (either as specified by the two binary structure variables Mi
or a single model index variable) given the observations. An observation in modality
i is perceived as being associated with (having originated from) the latent source of
interest with probability p(Mi = 1|D). This will be large if the observation is likely
under the foreground distribution (i.e. correlated with the prior and other observations)
and small if it is better explained by the background distribution.
2.1.1 An Illustrative Example
To illustrate with a toy but concrete example, consider the problem of inferring a single
dimensional latent state l representing a location on the basis of two point observations
in separate modalities. For the purpose of this illustration, let the latent location be
governed by an informative Gaussian1 prior l ∼N (l|0, pl) with the binomial visibility
variables having prior probability p(Mi = 1) = πi. If the state is observed by sensor
i (Mi = 1), then the observation in that modality is generated with precision pi, such
that xi ∼ N (xi|l, pi). Alternately, if the state is not observed by the sensor, its obser-
vation is generated by the background distribution N (xi|0, pb), which tends toward
1The assumption of a one dimensional Gaussian prior and likelihoods is to facilitate illustrative
analytical solutions; this is not in general a restriction of our framework as can be seen in Section 3.2.






















Figure 2.2: Graphical models to describe “unreliable generation” of multimodal obser-
vations from a single source. (a) Variable structure interpretation. (b) Variable model
interpretation.
un-informativeness with precision pb→ 0. The joint probability can then be written:
p(D, l,M1,M2) = N (x1|l, p1)M1N (x1|0, pb)(1−M1)N (x2|l, p2)M2
·N (x2|0, pb)(1−M2)N (l|0, pl)p(M1)p(M2). (2.1)
If we are purely interested in computing the posterior over latent state l, we integrate
over models or structure variables: ∑M1,M2 p(D, l,M). For the higher level task of
inferring the cause or association of observations, we integrate over the state to com-
pute the posterior model probability, benefiting from the automatic complexity control
induced by Bayesian Occam’s razor [MacKay, 2003]. We define for brevity the in-
dicators mi and mi, representing the cases of association (Mi = 1) and disassociation
(Mi = 0) respectively. Then, based on eq. (2.1), we can write down the data likelihoods
as in eqs. (2.2)-(2.4)2:





x21 p1 pl/(p1 + pl)
)





x21 p1(p2 + pl)−2x1x2 p1 p2 + x22 p2(p1 + pl)
p1 + p2 + pl
]
. (2.4)
The structure posterior p(M|D) = p(D|M)p(M)/p(D) is dependent on the relative
data likelihood under the background and the marginal foreground distribution. For
2See Appendix A.1.2.4 for derivation and details
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Figure 2.3: Schematic of data association inference given multimodal observations, xi.
Likelihoods of the observations in each of two modalities are in black, prior is in grey.
Observations (a) x1,x2 strongly correlated, (b) x2 strongly discrepant, (c) x1,x2 both
strongly discrepant, (d) x1,x2 both moderately discrepant.
example, the posterior of the completely disassociated model eq. (2.2) depends on
the background distribution likelihoods, which only vary weakly with the data due
to their low precision. This posterior therefore, primarily depends on the data via the
normalisation constant. In contrast, the posterior of the fully associated model eq. (2.4)
depends on the three way agreement between the observations and the prior. The model
structure inference computed using eqs. (2.2)-(2.4) is plotted as p(M|D) in Figure 2.3
for various illustrative cases.
The convenient form of the structure posterior p(M|D) (eqs. (2.2)-(2.4)), can be
used to easily compute the latent state ‘location’ posterior p(l|D) as the following




where the model conditional location posterior term p(l|M1,M2,D) is computed from
classical sensor fusion equations (eqs. (1.1) and (1.2)). Figure 2.3 also plots this in-
ferred latent location posterior p(l|D), which can be contrasted with the pure fusion
models (refer Figure 2.3(box)) estimates as follows:
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• [Figure 2.3(a)] Observations and the prior are all strongly correlated: Both obser-
vations are inferred to be associated with latent source. The location posterior is
approximately Gaussian with p(l|x1,x2)≈N (l|l̂, pl|x) where pl|x = p1 + p2 + pl
and l̂ = p1x1+p2x2pl|x . This matches the pure fusion estimates.
• [Figure 2.3(b)] Observation x2 is strongly discrepant with x1 and the prior: Sen-
sor 2 is inferred to be occluded. The resultant approximately Gaussian location
posterior fuses only x1 and the prior; pl|x = p1 + pl , l̂ =
p1x1
pl|x
. Pure fusion pos-
terior modes can be displaced arbitrarily far away from the actual source as a
consequence of fusing the unrelated sensor (Figure 2.3(b)(box)).
• [Figure 2.3(c)] Observations x1 and x2 are strongly discrepant with each other
and the prior: Both observations are inferred to be unrelated to actual source
(both sensors occluded), in which case the posterior over the latent state reverts
to the prior pl|x = pl , l̂ = 0. In the pure fusion models, posterior distributions
could indicate dramatically inappropriate over-confidence (Figure 2.3(c)(box)).
• [Figure 2.3(d)] Correlation between the observations and the prior is only mod-
erate: The posteriors over structural visibility variables are highly uncertain.
The location posterior is a (potentially quad-modal) mixture of Gaussians cor-
responding to the four possible models. Again, the pure fusion model displays
inappropriate over-confidence over location (Figure 2.3(d)(box)).
In real world scenarios, occlusion, sensor failure, or other cause for meaningless obser-
vation is almost always possible. In these cases, assuming a typical pure fusion model
(equivalent to constraining M1 = M2 = 1) can result in dramatically inappropriate in-
ference (as illustrated in Figure 2.3(box) and the explanation above). Examples of
these types of effect in real data will be illustrated in Section 3.3.1. The biggest benefit
of our approach, however, will be evident in real world applications where meaning-
ful sources and observations result in data association (inferred through the structure
posterior) having important relational consequence rather than merely ensuring robust
tracking.
2.1.2 Incorporating Temporal Dependencies
To make good use of the techniques described in the previous section, we need ap-
propriate prior distributions to compute association with and rely upon in the event of
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complete sensor failure or occlusion. Therefore, for the tracking tasks, we take into
account temporal context. In addition to object location, the observation association
itself may be correlated in time. For example, if the target passes behind an occluder, it
may be some time before it becomes visible again on the other side. To model data with
these correlations, we introduce the graphical model of Figure 2.4(a), in which the state
l and model variables Mi are each now connected through time. To generate from this
model, at each time t the location and model variables are selected on the basis of their
states at the previous time and the transition probabilities p(lt+1|lt) and p(Mt+1i |Mti).
Conditional on these variables, each observation is then generated in the same way as
for the previous independently and identically distributed (IID) case. Inference may
then consist of computing the posterior over the latent variables at each time t given all
T available observations, p(lt ,Mt |x1:T1 ,x1:T2 ) (i.e., smoothing) if processing is off-line.
If the processing must be on-line, the posterior over the latent variables given all the
data up to the current time p(lt ,Mt |x1:t1 ,x1:t2 ) (i.e., filtering) may be employed. Mul-
timodal source tracking is performed by computing the posterior of l, marginalizing
over possible associations. We have seen previously that the posterior distribution over
location at a given time is potentially non-Gaussian (Figure 2.3(d)). To represent such
general distributions, one approach is simply to discretize the state space of l. In this
case, the dynamic Bayesian network illustrated in Figure 2.3(a) is a factorial hidden
Markov model (FHMM) [Ghahramani and Jordan, 1997] configured for data associ-
ation. See Appendix A.1.1 for details about FHMMs and the inference derivations.
In this example, exact numerical inference on the discretized distribution is tractable.
Given state transition matrices p(lt+1|lt) and p(Mt+1|Mt), we can write down recur-
sions for inference in this FHMM in terms of the posteriors αt , p(lt ,Mt1,2|D1:t) and



















Filtering makes use of the forward α recursion in eq. (2.6) and smoothing the backward
γ recursion in eq. (2.7), which are analogues of the α and γ recursions in standard
hidden Markov model (HMM) inference ([Bishop, 2006a]).
The benefits of temporal context for inference of source state and data association



































































Figure 2.4: (a) Graphical model to describe generation of observations xi with temporal
dependency. (b) Synthetic input data-set in two modalities. Posterior probability of l in
(c) pure fusion model (d) IID data association model (e) filtered data association model
and (f) smoothed data association model. (g) Posterior probability of model structure
for the smoothed data association model.
are illustrated in Figures 2.4(b)-(g). Figure 2.4(b) illustrates data from a series of T
observations, D = {xt1,xt2}Tt=1, xti ∼N (lt , p), in two independent modalities, of a con-
tinuously varying latent source l. These data include some occlusions/sensor failures
(where the observation(s) are generated from a background distribution) and an unex-
pected discontinuous jump of the source. The temporal state evolution models for l
and M are simple diffusion models.
• [Figure 2.4(c)] A pure fusion model without temporal context has very lim-
ited robustness, as inference in this model always consists of a simple precision
weighted average over observations. This procedure is not useful since the disas-
sociated observations can come from an entirely different distribution and hence,
throw off the average entirely.
• [Figure 2.4(d)] A data association model is slightly more robust, correctly infer-
ring that the pure fusion generative structure is unlikely when the observations
are discrepant. However, without temporal context, it cannot identify which
observation was discrepant. Marginalizing over the models, it produces a non-
Gaussian, multimodal posterior for l.
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• [Figure 2.4(e)] Including some temporal history, an on-line ’filtered’ data asso-
ciation model can infer which observations are discrepant and discount them,
producing much smoother inference. In this case, after the discontinuity in state,
the fully disassociated observation structure is inferred. Based on the tempo-
ral diffusion model, an approximately constant location is inferred until enough
evidence is accumulated to support the new location.
• [Figure 2.4(f)] Finally, an off-line ’smoothing’ data association model infers a
robust, accurate trajectory. For this case, the marginal posterior of the association
variables is shown in Figure 2.4(g).
The illustrative scenarios discussed here generalise in the obvious way to more obser-
vations. With many sensors, the disassociation of a small number of discrepant sensors
can be inferred even without prior information. However, in a pure fusion scheme, even
with many sensors, a single highly discrepant sensor can throw off all the others during
averaging.
We have illustrated temporal state inference with unknown data association by dis-
cretizing and computing on the entire state space. This is because the main machine
learning application (Chapter 3) described in this thesis also maintains a discrete state
space representation.
If a continuous state space is necessary, (e.g., because the dimensionality of the data
is too large for exhaustive discretization of the state space), then other approaches must
be employed. Since the posteriors under uncertain data association are non-Gaussian
(Figure 2.3), the classical Kalman filter [Kalman, 1960, Bishop, 2006a] recursions for
tracking — which require Gaussian priors and posteriors — are not directly applicable
and must be used in conjunction with some approximation . Gaussian sum approxima-
tions can be employed to collapse the non-Gaussian posterior into an appropriately cor-
rected single Gaussian at each time-step, e.g., [Bar-Shalom et al., 2005]. To improve
on this accuracy with more computational expense, the mixture of Gaussians required
to represent observations from a finite window of time-steps can be maintained, e.g.,
[Williams et al., 2006]. Alternately, sampling based approximations such as particle
filtering [Blake and Isard, 1997] can be used for maintaining non-parametric distribu-
tions over the state during tracking [Gatica-Perez et al., 2007, Williams et al., 2006].
















Figure 2.5: Graphical models to describe the generation of multimodal observations
x1,x2 which may by due to separate sources or one single source. (a) variable structure
representation (b) variable model representation.
2.2 Modelling Multiple Sources
There is another simple way in which two multimodal point observations can be gen-
erated, i.e., each could be generated by a separate source instead of a single source.
2.2.1 An Illustrative Example
The choice of the multi versus single source generating model (Figure 2.5(b)) can
also be expressed compactly as structure inference (Figure 2.5(a)) as before, but by
using two latent state variables, and requiring equality between them if M = 1 and
independence if M = 0. It is possible to enumerate all five possible model structures
and perform the Bayesian model selection given the data. However, frequently the
semantics of a given perceptual problem correspond to a prior over models which either
allows the four discussed earlier (“occlusion semantic”) or a choice between one or
two sources (“multi-object semantic”). The occlusion semantic arises for example, in
audio-visual processing where a source may independently be either visible or audible.
The multi-object semantic arises, for example, in some psychophysics experiments
[Shams et al., 2000] discussed later.
We will now illustrate the latter case with a toy but concrete example of generating
observations in two different modalities x1,x2 which may both be due to a single latent
source (M = 1), or two separate sources (M = 0). Using vector notation, the likelihood
of the observation x = [x1,x2]T given the latent state l = [l1, l2]T is N (x|l,Px) where
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Px = diag([p1, p2]). Let us assume the prior distributions over the latent locations are
Gaussian but tend toward being informative. In the multi-object model, the prior over
lis: p(l|M = 0) = N (l|0,P0) is uncorrelated, so P0 = p0I and p0→ 0. In the single
object model, the prior over lis: p(l|M = 1) = N (l|0,P1) requires the lis to be equal,
so P1 is chosen to be strongly correlated. The joint probability of the whole model and
the structure posterior are given in eqs. (2.8)-(2.11):




N (x|l,Px)N (l|0,P0)(1−M)N (l|0,P1)Mp(M), (2.9)
p(M = 0|x) ∝ N (x|0,(P−1x +P−10 )−1)p(M = 0), (2.10)
p(M = 1|x) ∝ N (x|0,(P−1x +P−11 )−1)p(M = 1). (2.11)
A compact illustration of the interesting behaviours exhibited is show in Figure 2.6.
• [Figure 2.6(a)] If observations x1 and x2 (grey cross-hairs) are only slightly dis-
crepant, then the single object model (M = 1) is inferred with high probability.
The inferred lis are pulled toward each other, away from their initial observations
xi. (See Figure 2.6(a), the shaded Gaussian posterior is displaced from cross-hair
observations toward the concordant-cues axis.) Specifically, the posterior over
l is strongly correlated and Gaussian about the point of the fused interpreta-
tion, i.e., p(l|x) ≈ N (l|l̂,Pl|x) where l̂ = P−1l|x Pxx, Pl|x = Px + P1. The location
marginals for each li are therefore the same and centred at l̂.
• [Figure 2.6(b)] If observations x1 and x2 are highly discrepant, then the two
object model is inferred with high probability. The inferred lis do not inter-
act. (See Figure 2.6(b), the shaded Gaussian posterior is not displaced toward
the concordant-cues axis, but is aligned with cross-hair observations.) Specifi-
cally, the posterior p(l|x) is spherical and centred at the observations themselves,
rather than a single fused estimate; i.e. l̂ = P−1l|x Pxx≈ x, Pl|x = Px +P0.
2.2.2 Connection to Model Selection
The model selection effect of Bayesian Occam’s razor [MacKay, 2003] is clear, par-
ticularly in the single versus multi-source case, by considering the entire normalised
data distribution for the single and multi-target hypotheses (models) in the two dimen-
sional space (x1,x2) (Figure 2.7). Consider that the single-source hypothesis (M = 1)
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M=0
p(L1|x1,x2),  p(L2|x1,x2)
Figure 2.6: Inference in multi-object semantic toy model. (a) For correlated inputs, x1 ≈
x2, the presence of one objects is inferred and its location posterior is the probabilistic
fusion of the observations. (b) For very discrepant inputs, x1 6= x2, the presence of two
objects is inferred and the location posterior for each is at the associated observation.
concentrates its probability mass p(x1,x2|M = 1) in a narrow region around x1 = x2
(Figure 2.7(a)); whereas the multi-source hypothesis (M = 0) spreads its probability
mass p(x1,x2|M = 0) more widely around the space (Figure 2.7(b)).
Inference for M shows that M = 1 (one source) is more likely when the observations
are similar x1 ≈ x2, and that M = 0 (two sources) becomes more likely some with
some sufficient discrepancy |x1− x2| (Figure 2.7(c)). Note that computing M based
on a maximum likelihood (ML) point estimate of l would result in M = 0 – the more
complex, two source explanation – being being more probable everywhere. (This is
because it would be possible to everywhere explain the data by choosing l1 = x1 and
l2 = x2.) Alternately, choosing a maximum a posteriori (MAP) estimate for can have
the opposite effect: of inferring an inappropriately extensive region for M = 1. This
is because paying the prior “cost” for two separate lis to explain the data as M = 0 is
expensive in this uninformative prior scenario.
This complexity control in Bayesian model inference will turn out to be important
to explain various interesting results in human psychophysics: including one described
briefly in the next section, as well as experiments considered in detail in Chapter 4.
2.2.3 Related Work
A real, albeit discrete domain in which these multi-object association ideas
are relevant are the psychophysics experiments reported in [Shams et al., 2000,
Shams et al., 2005]. In these experiments, a variable number (1-4) of approximately


































Figure 2.7: Illustration of Bayesian Occam’s razor effect in single vs multi source infer-
ence in multiple modalities. (a) Single object (M = 1) data likelihood. (b) Multi object
(M = 0) data likelihood. (c) Model posterior (number of objects) inferred along the
discrepant observations diagonal (x1 =−x2, grey lines).
coincident beeps and flashes are presented to the subject, who must estimate how many
were actually presented on the basis of their noisy sensory input. Since in the real
world, events frequently produce correlated multimodal observations, the hypothesis
that these observations correspond to the same event(s) (Figure 2.5(b), M = 1) is a
plausible one for the perceptual system to consider against the hypothesis that they are
unrelated (Figure 2.5(b), M = 0).
Based on the model selection described in the previous section, an apparent small
discrepancy in the likelihood peaks for beep number and flash number is likely to be
due to sensory noise in the observation of a single correlated source (Figure 2.6(a),
eq. (2.11)), leading to integration in the perception of the number of beeps and flashes
(the perceived number of flashes and beeps tends to be the same). In contrast, an ap-
parent large discrepancy is likely to be because the observations are actually unrelated
– caused by two separate sources – (Figure 2.6(b), eq. (2.10)), leading to segregation in
the perception of the number of beeps and flashes (the perceived number of flashes and
beeps show no interaction). This integration of similar observations, and segregation
of highly discrepant observation, is indeed the observed outcome of these experiments.
Our interpretation of these experiments is supported by the very recent publication of
an analysis ([Kording et al., 2007]) which independently explains these results in the
same way, with the same framework presented in this section.
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2.3 Discussion
In this chapter, we introduced a structure inference or model selection based theoretical
approach for inference of source state and observation association given multisensory
observations of uncertain correspondence. This is in contrast to the classical sensor fu-
sion model described in Chapter 1 (Figure 1.1), which assumes that observation associ-
ation is known. In describing models for inference about single sources (Section 2.1),
we showed how our approach can potentially improve on the robustness and accuracy
of classical sensor fusion state inference (Figure 2.3). Moreover, we saw that explicit
data association can be of use for representing interesting semantic content such as
the number of sources present (Section 2.2, Figure 2.6). We also discussed how a
Bayesian treatment of this structure question can be important for correct inference of
association (Section 2.2.2), as illustrated in by the analysis of a recent psychophysics
experiment (Section 2.2.3).
All of these properties will be exploited in subsequent chapters. Next, in Chap-
ter 3, we will apply the models for inference about single sources with tracking to real,
large scale machine perception problem in the audio-visual domain. Subsequently, in
Chapter 4, we will additionally apply the model for inference about multiple sources
to understand recent results in human psychophysics.

Chapter 3
Machine Learning of Audio-Visual
Scene Understanding
In this chapter, we develop and apply a probabilistic model capable of representing real
audio-visual data of variable data association. While being conceptually the same as
the toy model in Section 2.1, the audio-visual model is necessarily significantly more
detailed than the generic form. In Section 3.1, we introduce the problem setting. Sec-
tion 3.2 describes the developed model in detail: including algorithms for inference
(Section 3.2.2), which will provide detection and tracking; as well as learning (Sec-
tion 3.2.3), which will provide automatic calibration and user appearance learning. In
Section 3.3, we illustrate results for learning, tracking and computing association for
human and mechanical targets. We summarize our contributions and their relation to
other research in Section 3.4.
3.1 Introduction
To illustrate the application of probabilistic modelling of structure inference to a
real, large scale machine perception problem, we consider the task of unsupervised
learning and inference with audio-visual (AV) input. Audio-visual scene understand-
ing has most immediate application in teleconferencing [Gatica-Perez et al., 2007,
Perez et al., 2004] and machine direction and broadcast [Al-Hames et al., 2006,
Zhang et al., 2008] applications. In these scenarios, knowledge of the people’s states
and locations can be exploited by the system to good effect. For example, by
switching cameras, or steering a pan-tilt camera or digital zoom, a system can
provide the best view of a speaking lecturer [Zhang et al., 2008] or teleconference
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Figure 3.1: Schematic of scenario for audio-visual tracking and scene understanding.
User location l is inferred from visual field location when visible, as well as from inter-
microphone time delay τ when audible.
participant [Al-Hames et al., 2006] for broadcast. Microphone arrays may also be
electronically steered toward a speaker to improve speech reception for broadcast
[Zhang et al., 2008]. To be effective, all these applications require accurate knowledge
of where people are and their speaking status.
More generally, in AI and cognitive robotics, an overarching goal is to build ma-
chine perception systems which can understand and interact the world – requiring gen-
eral purpose algorithms for learning about objects and inferring their state. For every-
day scenarios and interaction with humans, this means learning to recognize and locate
moving people with vision and audition and, when interacting with multiple humans,
it means being able to infer who said what.
3.2 Modelling Audio-Visual Scenes
The particular problem scenario we will consider is learning of audio-visual detection,
association and tracking (in a fixed azimuthal plane) of single and multiple human
users by a system equipped with a digital video camera and microphone pair, as shown
schematically by Figure 3.1. Both auditory and visual modalities can potentially pro-
vide information about the source location (Figure 3.1(a)).
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In the absence of occlusion, correctly detecting known visual features in a given
frame of video obviously allows straightforward computation of source location l
based on the location of the features within the image. For an audible source, a se-
quence of samples from a horizontally separated microphone pair can also provide
information about the source location. The temporal offset τ between sound wave ar-
rivals at each microphone depends on the azimuthal location of the source. τ can be
measured by cross correlation of the signals. It can then be used to compute the angle
of incidence θ, and hence the location l of the source. For example, (from the geometry
in Figure 3.1) for small microphone separation d, large focal distance f , and speed of
sound v; the source location l is approximately given by ([Perez et al., 2004]):








Localization using this cue τ – known as the inter-aural time delay (IATD) – is common
in machine perception applications [Perez et al., 2004, Beal et al., 2003], and accounts
for a significant fraction of the information used by humans in auditory spatial local-
ization ([Alais and Burr, 2004]).
The AV localization [Perez et al., 2004, Beal et al., 2003] part of the task is simi-
lar to the task required in psychophysics experiments such as [Alais and Burr, 2004],
where humans are reported to exhibit near Bayes optimal sensor fusion. Exist-
ing machine perception work has tended to assume pure fusion and temporal inde-
pendence (which limits robustness and precludes inferring relational quantities, e.g.,
[Beal et al., 2003]); require human calibration (which limits usability, e.g., param-
eters f ,d,v in [Perez et al., 2004]); and require human specification of highly con-
strained recognition models (which limits breadth of application, e.g., facial regions
in [Perez et al., 2004]). We now tackle the broader scene understanding problem of
learning how to associate AV data through time. By learning the visual appearance,
our model will not be constrained to detecting only human faces, and by inferring mul-
tisensory data association online, our model should robustly track through occlusion
in either modality (Figure 3.1(b),(c)), and ultimately be able to infer who said what.
The overall parametric form will be that of the transformed mixture of Gaussians
(TMG) framework [Frey and Jojic, 2003, Beal et al., 2003], which as we shall see,
allows efficient inference and learning with the expectation-maximization (EM) al-
gorithm [Dempster et al., 1977, Bishop, 2006a]. The following sections describe the
model, learning, and inference procedures in detail.
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Figure 3.2: Graphical model for audio-visual data generation. Refer to Table 3.1 for
summary of notation.
3.2.1 Generative Model
Given the problem scenario illustrated in Figure 3.1, a graphical model to describe the
generation of a single frame of AV data D = {x1,x2,y}1 is illustrated in Figure 3.2.
Table 3.1 summarises the notation used. The generative process can be described as
follows: A discrete translation l representing the source state is selected from its prior
distribution πl , and its observability in each modality (W,Z) is selected from its bino-
mial prior. For simplicity, and due to the nature of our data, we only consider source
translation along the azimuth in our experiments, so l effectively ranges over all the
x-axis pixels of the image2. This could easily be expanded to include y-axis translation
as in [Beal et al., 2003]3. First, consider the all visible (pure fusion) case (W,Z = 1).
The video appearance v is sampled from a diagonal precision Gaussian distribution
N (v|µ,Φ) with parameters defining its soft template. The observed video pixels are
generated by sampling from the spherical Gaussian N (y|Tlv,ΨI), the mean of which
is the sampled appearance v translated by l using the transformation matrix Tl . The
1y is a 12,000 element vector representing the raster scanned contents of a given 120x100 pixel frame
of video, which is captured at 12.5fps. xi are vectors of the 1280 samples recorded at 16kHz from each
microphone i during the arrival of each corresponding video frame y.
2As l is actually a translation, its range during tracking can be constrained to the region around the
current location for computational efficiency[Jojic et al., 2000], however we have not needed to do this.
3For tracking vertical and horizontal movement, l would be a two-element vector specifying the
horizontal and vertical translations.


































































































































































































































































































































































































28 Chapter 3. Machine Learning of Audio-Visual Scene Understanding
latent audio signal a is sampled from a zero mean, spherical Gaussian, i.e., N (a|0,ηI).
(This model can potentially use a Toeplitz matrix η to represent spectral structure in the
signal [Beal et al., 2003], but for simplicity we consider the spherical case here.) The
time delay τ between the signals at each microphone (eq. (3.1)) is approximated as a
linear function of the translation of the source N (τ|αl +β,ω). Given the latent signal
and the delay, the observation xi at each microphone is generated by sampling from
a spherical Gaussian with the mean a; with x2 shifted τ samples relative to x1, i.e.,
x1 ∼N (x1|a,υ1I), x2 ∼N (x2|Tτa,υ2I). If the video modality is occluded (Z = 0),
the observed video pixels are drawn from a very generic Gaussian background distri-
bution N (y|γ1,εI) independently of l and audio data. If the audio modality is silent
(W = 0), the samples at each speaker are drawn from very generic background distri-
butions N (xi|0,σiI) independently of each other, l and the video.
To describe the generation of a series of correlated frames, the IID observation
model in Figure 3.2 is replicated at every time-step and a factored Markov model is
defined over the location and association variables (l,W,Z) exactly as the toy model
was developed previously (refer to Figure 2.4(a)). The state evolution over the loca-
tion shift is defined in the standard way: p(lt+1|lt) = Γ[lt ,lt+1], where the subscripts
pick out the appropriate element of the matrix Γ. The observability transitions are de-
fined similarly as p(Wt+1|Wt) = Θ
[Wt ,Wt+1] and p(Z
t+1|Zt) = Ω
[Zt ,Zt+1]. Suppressing
unambiguous indexing by t for clarity, the joint probability of the model including all
visible D = {x1,x2,y}Tt=1 and hidden variables H = {a,v,τ, l,W,Z}Tt=1 given all the
















N (x1|a,υ1)wN (x1|0,σ1)wN (a|0,η)
·N (x2|Tτa,υ2)wN (x2|0,σ2)wN (τ|αl +β,ω)






Γlt ,lt+1ΘWt ,Wt+1ΩZt ,Zt+1 . (3.2)
For convenient reference, all of the variables and parameters used in the model are
summarized in Table 3.1.
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3.2.2 Inference
Let us first consider inference given a single frame of data. The Bayesian network
described so far gives us the joint probability in eq. (3.2). Due to the structure of the
model, the full posterior over all the latent variables for a single frame of data factors
into independently computable terms:
p(a,v,τ, l,W,Z|x1,x2,y) = p(a|τ,W,D)p(v|l,Z,D)p(τ|l,W,D)p(l,W,Z|D). (3.3)
The quantities of ultimate interest for this audio-visual scene understanding task are the
location of the source and its visibility and audibility. The posterior over these quan-
tities is contained in the factor p(l,W,Z|D), which is all that need to be computed for
efficient performance once the model is trained. However, during the training phase,
it will be necessary to compute each component of the full posterior for learning with
the EM algorithm. The factors p(a|τ,W,D) and p(v|l,Z,D) are the distributions over
the latent signals before noise and will be used to train the audio and video recognition
models respectively during the M step. The audio signal posterior could also serve as
the input to any other downstream audio processing, for example, speech recognition.
Finally, the joint posterior over time delay and location is contained in the product
p(τ, l,W,Z|D) = p(τ|l,W,Z,D)p(l,W,Z|D), which will be used to train the AV link
parameters, {α,β,ω}.
3.2.2.1 Latent Signal Posteriors
In this section, we derive the posteriors over the latent variables which will be neces-
sary for training the models of the audio and video signals as well as the audio-visual
link parameters. These are all conditioned on the location l (or delay τ) and observ-
ability z≡ (Z = 1) or w≡ (W = 1) in the relevant modality.
The joint distribution over the current video data y and appearance v is the product
of Gaussians p(y,v|l,z) = p(y|v, l,z)p(v) and hence, also Gaussian. Conditioning on
the data y, the posterior p(v|l,z,y) of the current video appearance is Gaussian with
statistics p(v|l,z,y) = N (v|µv|y,l,z,νv|z), where
µv|y,l,z = ν−1v|z (Φµ+T
T
l Ψy), (3.4)
νv|z = Φ+Ψ. (3.5)
p(v|l,z,y) is the inference about the source’s appearance before being corrupted by
noise Ψ and translation Tl . (See eqs. (A.5) and (A.6) in Appendix A.1.2 for derivation
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and details.) For the purpose of video enhancement, the mean µv|y,l,z of this distribution
can be interpreted as the de-noised estimate of the image with foreground obstructions
removed [Frey and Jojic, 2003]. It is therefore intuitive that this will later be used to
train the video appearance parameters (µ,Φ) during learning (eq. (3.22)).
Similarly to the structure for video, the joint distribution over the current au-
dio data x1,x2 and latent signal a is the product of Gaussians, p(x1,x2,a|τ,w) =
p(x1|a,w)p(x2|a,τ,w)p(a). Conditioning on the data x1,x2, the posterior
p(a|τ,w,x1,x2) is Gaussian with statistics p(a|x,τ,w) = N (a|µa|x,τ,w,νa|w), where
µa|x,τ,w = ν−1a|w(λ1υ1x1 +λ2υ2T
T
τ x2), (3.6)
νa|w = η+λ21υ1 +λ
2
2υ2. (3.7)
The mean µa|x,τ,w represents the best estimate for the true speech signal. (See Ap-
pendix A.1.2.3, eqs. (A.12) and (A.13) for derivation and details.)
The posterior p(τ|w, l,x1,x2) over the inter-aural time delay τ is a discrete distri-
bution which turns out to be closely related to the cross correlation ∑i x1[i]x2[i + j]
between the signals. It can be derived in terms of the audio parameters λ1,λ2,υ1,υ2,
the generative delay model p(τ|l) = N (τ|αl +β,ω), and the sufficient statistic νa|w as









log p(τ|w, l,x1x2) = log p(τ|l)+ log p(x1,x2|w, l)+K, (3.10)
= log p(τ|l)+ 1
2
µTa|t,x,wνa|wµa|t,x,w +K, (3.11)
= log p(τ|l)+λ1λ2υ1υ2ν−1a|w ∑
i
x1[i]x2[i+ τ]+K. (3.12)
Since this is a discrete distribution, which can be normalized numerically, we only
need to take into account terms dependent on τ.
3.2.2.2 Marginal Observation Likelihoods
The marginal observation likelihoods for each modality, i.e., video p(y|Z, l) and audio
p(x1,x2|W, l), will prove convenient to have at hand when computing the final poste-
rior quantity p(l,W,Z|D). We therefore derive them in this section. These likelihoods
4 See Appendix A.1.2.4, eq. (A.16) for derivation and details.
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are useful for thinking about data association. Although they are now functions of
a discrete l, these likelihoods are analogous to the Gaussian observation likelihoods
introduced in Section 2.1.
For a visible (z ≡ (Z = 1)) target, the marginal video likelihood p(y|z, l) is de-
rived from the jointly Gaussian p(y,v|z, l) = p(y|v, l,z)p(v). Integrating out the video
appearance v, we have p(y|z, l) = Rv p(y,v|z, l), which is Gaussian with statistics
N (y|µy|l,z,νy|l,z), where
µy|l,z = Tlµ, (3.13)
νy|l,z = (Ψ−1 +TlΦ−1TTl )
−1. (3.14)
(See eqs. (A.8) and (A.9) in Appendix A.1.2.2 for derivation and details.)
Video disassociation z could be due to various causes, including absence of the
target, occlusion by another object, or sensor failure. The likelihood of the data given
z is therefore defined by a very general background distribution:
p(y|l,z) = N (y|γ1,εI). (3.15)
Note that this is now independent of location l. For the background video distribution,
a more structured, diagonal Gaussian, precision matrix is also possible, but the more
generic spherical Gaussian will turn out to be more useful in Section 3.3.3.
For an audible w ≡ (W = 1) target, the marginal likelihood p(x1,x2|τ,w) is also
derived from the jointly Gaussian p(x1,x2,a|τ,w) = p(x1|a,w)p(x2|a,τ,w)p(a). In-
tegrating out the audio signal a, we have p(x1,x2|τ,w) =
R














(See Appendix A.1.2.4, eq. (A.16) for derivation and details.) We are however, ul-
timately interested in the marginal likelihood given the location, p(x1,x2|l,w). To
obtain this from eq. (3.16), we combine it with the posterior over the discrete τ (as
computed in eq. (3.12)), and numerically integrate τ out (see eq. (3.17)). Similarly to
the video model, the marginal likelihood for background noise - conditioned on audio
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p(x1,x2|l,w) = N (x1|0,σ1I)N (x2|0,σ2I). (3.18)
Note that the background audio likelihood has eliminated the intra-modality correla-
tion between x1 and x2 (as they are no longer related via a). In an alternate formulation
of the audio background distribution, conditioning on disassociation w could simply
eliminate the inter-modality correlation (i.e. by making p(τ|l,w) uniform instead of
peaked) and index a new precision ηw instead of eliminating the intra-microphone cor-
relation entirely. We will make use of this in Section 3.3.3.
3.2.2.3 Location and association posterior
We can now relate detection and tracking in the more complex AV probabilistic model
to the generic cases discussed in Section 2.1. For a single frame, the quantity of interest
for this task is that of audibility, visibility and location given the data p(W,Z, l|D). This
is analogous to the posterior over model and location p(M1,M2, l|D) discussed in the
generic case, where we saw in eq. (2.1) that
p(M1,M2, l|D) ∝ N (x1|l, p1)M1N (x1|0, pb)(1−M1)N (x2|l, p2)M2N (x2|0, pb)(1−M2)
·N (l|0, pl)p(M1)p(M2).
With the AV marginal likelihoods eqs. (3.13)-(3.18), as computed in Section 3.2.2.2,
we can also compute p(W,Z, l|D) analogously as:
p(W,Z, l|D) ∝ p(y|Z, l)p(x1,x2|l,W)p(Z)p(W)p(l), (3.19)







·(N (x1|0,σ1I)N (x2|0,σ2I))w p(Z)p(W )p(l) (3.21)
When computing the filtered or smoothed posterior from multiple frames in the
toy model, we saw that the individual observations could be used with the FHMM
recursions eqs. (2.6) and (2.7). In the AV case, the filtered or smoothed poste-
rior p(Wt ,Zt , lt |D1:T ) is computed analogously by using new marginal likelihoods
p(y|l,Z) and p(x1,x2|l,W) in recursions eqs. (2.6) and (2.7). (See Appendix A.1.1
for FHMM recursion details.)
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3.2.3 Learning
All the parameters in this model θ = {λ1,2,υ1,2,η,α,β,ω,πl,µ,Φ,Ψ,Γ,Θ,Ω,πw,πz,γ,
ε,σ1,2} are jointly optimized by a standard EM procedure [Dempster et al., 1977,
Frey and Jojic, 2005]. Inference of the posterior distribution p(H|D) over hidden vari-
ables H given the observed data D, (as computed in (3.3)), is alternated with op-




H p(H|D,θ) log p(H,D|θ).
The update for the mean µ of the source visual appearance distribution is given by
µ ← ∑
t,l
p(lt ,zt |D1:T )µtv|y,l,z/∑
t
p(zt |D1:T ). (3.22)
This is defined in terms of the posterior mean µtv|y,l,z of the video appearance given
the data D for each frame t and translation l, as inferred during the E step in eq. (3.4).
(See eq. (A.18) and Appendix A.1.3 for details and derivation.) Intuitively, the result
is a weighted sum of the appearance inferences over all frames and transformations,
where the weighting is the posterior probability of transformation and visibility in each
frame.





p(wt |D1:T )(xti)T xti/N f ∑
t
p(wt |D1:T ), (3.23)
where N f specifies the number of samples per audio frame. (See eq. (A.24) and Ap-
pendix A.1.3 for details and derivation.) Again, it is intuitive that the estimate of
the background variance should be a weighted sum of square of signals at each frame,
where the weighting is the posterior probability that the source was silent in that frame.
In an IID context, the posterior over the relevant variables lt and Wt is only dependent
on the current observation Dt ; so the marginals p(wt |Dt) etc. would replace those used
above for weighting. A full list of updates is given in Appendix A.1.3.
3.2.4 Computational and Implementation Details
In the following sections we detail how to improve the efficiency of the
computationally expensive steps in inference and learning (along the lines of
[Frey and Jojic, 2003]), and how to ensure numerical stability during EM convergence.
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3.2.4.1 Efficiency
The major computationally intensive steps in the inference are the computation of the
observation likelihoods for every single discrete position l (eq. (3.13)) or time delay
τ (eq. (3.16)) and the computation of the posterior over τ (eq. (3.12)). Upon closer
inspection, these equations can be re-expressed in terms of correlations and convolu-
tions. This allows efficient computation by fast Fourier transform (FFT) by exploit-
ing the property that cross-correlation of two vectors x1 and x2 is equivalent to sim-
ple element-wise multiplication in Fourier domain, F [Corr(x1,x2)] = F [x1]∗ ∗F [x2]
(where superscript ∗ indicates the complex conjugate). This replaces the O(N2) corre-
lation with O(N logN) FFTs.
For example, consider the posterior over τ. From eq. (3.12), we have:
log p(τ|w, l,x1,x2) = log p(τ|l)+λ1λ2υ1υ2ν−1a|w ∑
i
x1[i]x2[i+ τ]+ logK, (3.24)
= log p(τ|l)+λ1λ2υ1υ2ν−1a|wCorr [x1,x2]+ logK. (3.25)
Considering the audio likelihood p(x1,x2|τ,w), we have from eq. (3.16):

































The expensive quadratic terms involving both sample index i and and delay τ in
eqs. (3.24) and (3.26) have been expressed as an efficiently computable correlation
in eqs. (3.25) and (3.27).
The learning procedure also involves many potentially computationally expensive
steps. For example, updating the video appearance µ in eq. (3.22) requires saving the
means of the inferred appearances µv|l,y,z for every possible discrete translation l, and
then computing their weighted sum. This potentially requires storage and computation
of O(N2) in the number of pixels N. To re-express this update in terms of convolutions
(and hence FFTs) we substitute the video appearance inference statistics of eqs. (3.4)
and (3.5) into to the numerator of update eq. (3.22):
∑
t,l
p(lt ,zt |D1:T )µtv|y,l,z = ∑
t,l
p(lt ,zt |D1:T )(Φ+Ψ)−1(Φµ+TTl Ψyt),




















p(lt ,zt |D1:T )[l]yt [i− l]
)
, (3.28)
where φ and ψ index the diagonal elements of Φ and Ψ respectively. The final update





p(zt |D1:T )Φµ+ψConv[p(lt ,zt |D1:T ),yt ]])
∑t p(zt |D1:T )
. (3.29)
The expensive quadratic term in eq. (3.28) involving both pixel index i and image
translation l has been replaced with an efficient O(N logN) convolution in eq. (3.29).
Moreover, re-expressing the update directly in terms of the convolutions of the data
rather than inference output µv|l,y,z, has eliminated the need to store µv|l,y,z, enabling
space-efficient learning. The updates for the sensor precision ψ, and template pre-
cision φ, are expressed as FFTs similarly. (See Appendix A.1.4 for list of all FFT
computations.)
3.2.4.2 Numerical Stability
There is one major numerical issue in the algorithm as described so far. We can, for ex-
ample, compute the log-likelihoods log p(y|l,Z) for individual values of Z. However,
during early cycles of learning, before the parameters are well refined, the likelihood
of one model may be much greater than the other, such that the likelihood p(y|l,Z),
and hence the posterior p(Z, l|y) ∝ p(y|l,Z)p(l)p(Z), are in danger of underflow for
one or other value of Z. Constraining entries in the table p(Z, l|y) to be above a mini-
mum small value during normalization is insufficient: for example, information about
the shape of the associated log likelihood log p(y|l,z) as a function of l would still po-
tentially be lost if p(y|l,z) p(y|z). This shape information is important for updates
such as eq. (3.22), which are necessary to properly refine the templates.
To help EM converge in a numerically stable way, for the first few cycles, we
therefore modify the computation of log-likelihoods in the E-step to constrain the
less likely model to be at most K less likely than the other. That is, if for exam-
ple, log p(y|l,z) > K + log p(y|l,z), then log p(y|l,z) is replaced with log p(y|l,z)−
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argmaxl{log p(y|l,z)}−K + log p(y|l,z). i.e., p(y|l,z) is not allowed to be more than
exp(K) less likely than p(y|l,z). Values of about K = 10 seem to be suitable. The same
procedure is performed for the audio likelihoods p(x1,x2|τ,W).
3.3 Robust Audio-Visual Scene Understanding
In this section, we will present results for unsupervised learning and inference in the
model presented in Section 3.2 using real world raw AV data. Inference of the posterior
p(lt ,Wt ,Zt |D) corresponds to source detection via W and Z, source tracking via l and
AV source verification if w∧ z. Unsupervised learning of the video parameters (µ,φ)
corresponds to learning a soft visual template for the object to be tracked. This is in
contrast to many other tracking techniques, which require operator specification of the
object to be tracked. Moreover, many other audio-visual multimodal systems require
careful calibration of the microphone and camera parameters. In this model, these
parameters are encompassed by the model AV link parameters (α,β,ω), which are
also learned, rendering the model self calibrating.
3.3.1 Inferring the Behaviour of an AV Source: Detailed Example
Results for an illustrative AV sequence after 25 cycles of EM are illustrated in Fig-
ure 3.3. In this sequence, the user is initially walking and talking, is then occluded
behind another person while continuing to speak, and then continues to walk while re-
maining silent. Figure 3.3(a) illustrates three representative video frames from each of
these segments with the inferred data association and location superimposed on each.
In Figure 3.3(c)-(f), the performance of different variants of the tracking algorithm on
this data set are compared. Likelihood and posterior modes rather than full location
distributions are shown for clarity. Audio and video likelihood peaks are indicated
by circles and triangles respectively. The intrinsic imprecision in the audio likelihood
compared to that of the video is clear in their relative spread. In each case, the mode
of the final location posterior is indicated by the continuous line.
3.3.1.1 Tracking with IID pure fusion model
In the simplest IID pure fusion model, we constrain W = Z = 1 and use the prior πl
instead of transition matrix Γ. Notice that this now corresponds to the model of Beal
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Figure 3.3: AV learning & inference results. (a) Video and (b) audio data with intermit-
tent walking, speaking and occlusion. MAP location with (c) IID pure fusion, (d) filtered
pure fusion, (e) IID data association and (f) filtered data association. Likelihood peaks
for audio (circles) and for video (triangles). Final output (dark/red line). (g) Visibility
(black) and audibility (light/green) posterior. (h) Initial and (i,j) learned video appear-
ance. (k) Learned location transition matrix.
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et al. [Beal et al., 2003]. The location inference is correct where the multimodal ob-
servations are indeed associated (Figure 3.3(c)). The video modality dominates the
fusion as it is much higher precision (i.e., the likelihood function is much sharper),
and the posterior is still therefore correct during the visible but silent period where
the weaker peaks in the audio likelihood are spurious. While the person in the video
foreground is occluded but speaking, the audio likelihood peaks are generally appro-
priately clustered. However, the next best match to the learnt dark foreground template
usually happens to be the filing cabinet in one corner or monitor in the other. With
pure fusion, the incorrect but still relatively precise video likelihood dominates the less
precise audio likelihood, resulting in a wildly inappropriate posterior.
3.3.1.2 Tracking with filtered pure fusion model
In this case also, we constrain W,Z = 1, but now enable temporal tracking with the
transition matrix Γ. This is analogous to the multi-observation Kalman filter – a stan-
dard technique for multimodal tracking ([Kalman, 1960, Bishop, 2006a]). Here, a sim-
ilar type of error as described in the IID pure fusion case is made when filtered tracking
is used (Figure 3.3(d)). The only difference is that because of the tracking functional-
ity, the jump between the two incorrect locations is eliminated and the more common
of the two previous erroneous locations is focused on.
3.3.1.3 Tracking with IID data association model
In the IID data association model (Figure 3.3(e)), we do not consider temporal track-
ing, but we do infer W and Z and marginalize over them for localization. The video
modality is correctly inferred with high confidence to be disassociated during the oc-
cluded period because the template match is poor. The final posterior during this period
is therefore based mostly on the audio likelihood, and is generally peaked around the
correct central region of the azimuth. The outlier points here have two causes. As
speech data is intrinsically intermittent, both modalities occasionally have low prob-
ability of association, during which times the final estimate is still inappropriately at-
tracted to that of the video modality as in the pure fusion case. Others are simply due
to the lower inherent precision of the audio modality.
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Figure 3.4: (a) Computer equipped with camera and microphone pair. (b) User interface
for unsupervised appearance learning, audio-visual data association and tracking.
3.3.1.4 Tracking with filtered data association model
In the full data association tracking model, we compute the full posterior
p(lt ,Wt ,Zt |D1:t) at every time t. The data association posterior p(Wt ,Zt |D1:t) (Fig-
ure 3.3(g)) correctly represents the visibility and audibility of the target at the appro-
priate times and the information from each of the sensor(s) is appropriately weighted
for localization. With the addition of temporal context, tracking based on the noisy
and intermittent audio modality is much more reliable in the difficult period of visual
occlusion. The user is now reliably and seamlessly tracked during all three domains
of the input sequence (Figure 3.3(f)). The inferred data association (Figure 3.3(g)) is
used to label the frames in (Figure 3.3(a)) with the user’s speaking/visibility status. To
cope with intermittent cues, previous multimodal machine perception systems in this
context have relied on observations of discrepant modalities providing uninformative
likelihoods [Perez et al., 2004, Beal et al., 2003]. This may not always be the case (cf.
Figure 3.3(d)), as is evident from our example video sequence where only the data
association models succeed during the video occlusion.
Using 120x100 pixel video frames and 1000 sample audio frames, our matlab im-
plementation can perform on-line real time (filtered) tracking at 50fps after learning,
which proceeds at 10fps. To use our system, the user approaches an audio-visually
equipped PC (Figure 3.4(a)) and presses the train button on our application inter-
face (Figure 3.4(b)), after which he/she is requested to intermittently move around
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and speak while 20 seconds worth of training data is collected. After data collection,
the EM algorithm is initiated and training takes about five minutes. Once trained, the
user is subsequently audio-visually detected, verified and tracked in real time. If the
same person is to re-use the system, the parameters of the Bayesian network can be
saved and re-loaded later to avoid re-training.
3.3.2 Inferring the Behaviour of an AV Source: Quantitative Evalu-
ation
In the previous section, we described in detail the processing of an example sequence
which illustrated most of the important qualitative differences in the behaviour be-
tween the model variants. In this section, we describe the results of a more extensive
quantitative evaluation of the models against ground truth for a variety of sequences.
Rather than using the typical manual markup of video sequence ground truth, we chose
to apply the promising but under-explored approach of mechanical generation of test
data.
3.3.2.1 Evaluation Procedure
We constructed a computer positionable audio-visual source using an off the shelf
speaker component driven on a rail by stepper motor (Figure 3.5). This allowed us to
control precisely and repeatably the AV source location along 2.2m of the horizontal
plane and to control its audibility and visibility as required for evaluation of audio-
visual tracking. This automatic generation of training data provided us with a source
of ground truth information without the need for manual labelling. Different visual
appearances could be selected by attaching different objects to the movable AV source
carriage.
To evaluate the models’ performance in variety of different conditions, we con-
trolled four separate variables for a total of 24 different conditions as follows: When
present, the audio signal was played at either high or low volume and was composed
of low pass filtered noise below either 16,384Hz, 2,048Hz or 256Hz (making audio lo-
calization increasingly imprecise). Although somewhat less realistic, a simple noise
signal was used rather than recorded speech, so that ground truth audibility could
be clearly controlled without the uncertainty in labelling of inter-word pauses etc.
[Siracusa and Fisher, 2007]. Indeed, this has resulted in the audio-only tracking output
having significantly less variance than, for example, the speech based example illus-
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Figure 3.5: Sound positioning device. Position is controllable across 2.2m in the hori-
zontal plane to 1mm accuracy. Inset: The speaker generating the audio source.
trated in Figure 3.3. The visual appearance of a person was simulated by attaching two
possible different sets of clothing, and the room lights were either on or dimmed.
The camera’s field of view was set up to include the central ~1.5m of the possible
source locations. The source speed was up to 0.1ms−1 (or ~0.7 pixels per frame in
this camera configuration), which produced movement sequences which were slightly
easier to track than the human sequences in Sections 3.3.1 and 3.3.3, which tended to
have larger velocities and abrupt accelerations.
For each condition, ~40s of training data was collected using three constant ve-
locity passes of the AV source across the field of view of the camera. 25s of same
condition test data was then collected using a fixed pattern of movement (see Fig-
ure 3.6) including fixed periods of (in)audibility and (in)visibility behind an occluding
curtain. We tested performance using two approaches: 1. Same condition testing,
where the training data for the matching condition was used to train the model before
testing on data from the same condition. 2. Cross condition testing, where the train-
ing data for each visual appearance in the easiest condition (lights on, high volume,
high frequency) was used to train the model before testing on all the other conditions.
These two evaluations quantify two aspects of performance: 1. The models’ perfor-
mance when trained appropriately under actual usage conditions (since a feature of
our approach is rapid unsupervised learning of particular contexts). 2. The models’
performance when there is deviation between the training and usage scenarios.
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3.3.2.2 Evaluation results
We assume for the purposes of evaluation that the probabilistic tracker is required to
make a single best guess of every quantity at every time, and take the mode of the
posterior distribution output at any point as its best answer. Figure 3.6 details the
distribution over the tracker outputs across the 24 test cases with Figure 3.6(a),(b) and
Figure 3.6(c),(d) reporting same condition and cross condition testing, respectively.
The ground truth position is illustrated by the plain black lines and the ground truth
periods of video and audio occlusion are illustrated by the shaded bars below the plots.
The distribution of outputs of the audio and video trackers is shown by the light/blue
and medium/green shaded regions respectively, and should be interpreted in the context
of the occlusion periods. In Figure 3.6(a),(c), the dark/red shaded region illustrates
the output distribution for the IID pure fusion model [Beal et al., 2003]. It almost
entirely overlaps the (medium/green shaded) video region as the video modality is
dominant and deviates drastically from the ground truth (black line) during the entire
video occlusion. In Figure 3.6(b),(d) the dark/red shaded region illustrates the output
for the filtered data association model developed in this paper. It relatively successfully
follows the target using audio only during the initial part of the video occlusion but then
fails once the audio occlusion begins. This is because, based on its simple diffusion
model of motion, it keeps predicting the same increasingly incorrect location, albeit
with decreasing confidence. This continues until the video becomes available again
and tracking is regained.
To contrast with the distribution of tracker outputs over trials (Figure 3.6), we also
present the full posterior distribution computed by the tracker for a typical same con-
dition trial in Figure 3.7. Inference based on the video modality only (Figure 3.7(a))
focuses on the next best location with confidence during occlusion (see discrepancy
between sharp posterior and ground truth in Figure 3.7(a)). (This is the same prob-
lem observed in the human trial as discussed in Section 3.3.1.1). In contrast, infer-
ence based on the audio modality only (Figure 3.7(b)) is suitably uncertain during
the period of audio silence. Combining these two modalities, pure fusion inference
(Figure 3.7(c)) is therefore dominated by the video modality and hence is confidently
incorrect during the video occlusion. Finally, by inferring also the structure posterior
(Figure 3.7(d)), the video modality can be discounted during the occlusion period, and
tracking continues based on the less precise audio data only.
The data illustrated in Figure 3.6 are quantified in Table 3.2. For each model vari-
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Figure 3.7: Posterior distribution over mechanical target location computed for a typical
same condition trial. Distribution computed by (a) video input only, (b) audio input only,
(c) IID pure fusion model, (d) filtered data association model. Ground truth is now
indicated by the dashed line.
ant, we compute four performance measures:
1. Track percentage: the percentage of successfully tracked frames, defined as
those for which the model output is within ±10pixels of the true target loca-
tion.
2. Accuracy: the average absolute error in pixels between the model’s estimate and
the true location for those frames in which the target was being tracked.
3. Audio detection rate (ADR): the percentage of frames for which the audio was
correctly identified as being audible or not.
4. Video detection rate (VDR): the percentage of frames for which the video was
correctly identified as being visible or not.
These are along the lines of standard evaluation measures for multimodal detection
and tracking, e.g., as formalised by the CLEAR evaluation campaign ([cle, 2006],
[Stiefelhagen and Garofolo, 2007]).
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A key aim of multimodal perception is to improve performance over any individ-
ual modality, so ideally the combined models should perform better than the individual
modalities. In this case, however, the pure fusion models [Beal et al., 2003] do not out-
perform the unimodal tracking under any measure because the fusion is dominated by
the video, which can be unreliable during occlusion. In contrast, the models devel-
oped here – which try to infer the structure on the fly — generally succeed in doing so
(Table 3.2, ADR, VDR columns), which allows them to fuse the modalities only when
appropriate and track most reliably. In particular, the filtered data association model we
develop here outperforms the IID pure fusion model developed in [Beal et al., 2003] by
some margin (Table 3.2, bold). The performance reported in the left and right sections
of Table 3.2 is for the same and cross condition testing respectively. As expected, the
same condition performance is generally better than the cross condition performance
for each measure. However, it is worth noting that perfect cross-condition detection
performance is not unambiguously positive as eventually we will want to discriminate
among different sources of different statistics during multi target tracking as we discuss
in the next section.
3.3.2.3 Limitations of the Model
It is worth mentioning some limitations of the current model before continuing. Thus
far we have discussed only one dimensional tracking in the horizontal plane. This
is because most of the data we are interested in exhibits variability primarily in this
plane and because the two element microphone array only provides information in this
plane, rendering multimodal cue combination only interesting in this plane. Using
the techniques in Section 3.2.4.1 ([Frey and Jojic, 2003]), it is simple and efficient to
compute visual likelihoods in both axes. However, this would render the tracking
Markov model as presented here unfeasibly slow requiring, for example, sparse matrix
techniques such as [Jojic et al., 2000]. A stronger limitation is that the difficulty of
representing visual rotation and scaling with TMG [Frey and Jojic, 2003] precludes
tracking these variations efficiently in our parametric framework. However, to some
extent the multimodal framework developed here can alleviate this problem as tracking
(in the horizontal plane at least) can continue based on the audio modality even if vision
fails due to excessive rotation or scaling.
Another class of potential problem relates to the unsupervised EM learning algo-
rithm in the TMG framework [Jojic et al., 2000, Frey and Jojic, 2003] rather than the
tracking procedure. In trying to find a single set of parameters θ that maximize the like-
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lihood of the data θ = argmaxθ p({xt1,xt2,yt}Tt=1|θ), there may be many local maxima.
For example, the foreground video model (Z = 1) can potentially learn a parameter µ
to explain every video frame t as the stationary (lt = 0) (true) room background, with
the (true) foreground user being explained away by noise Ψ on every frame. This could
be more likely than the intended maxima if:
1. The user’s appearance area is very small compared to the background area.
2. The user is more frequently occluded than not in the training data.
3. The user is silent more frequently than not in the training data.
4. The actual background of the room is highly structured, making large transla-
tions difficult to explain by rotation as required in TMG [Jojic et al., 2000].
If many of these factors are true, inappropriate templates may be learnt and Zt = 1
may be inferred for all frames. Changing the parametric framework to one with a
more explicit notion of layers [Williams and Titsias, 2004, Jojic and Frey, 2001] may
be necessary to entirely avoid these problems.
3.3.3 Inference for Multiple Sources
We have seen the benefits of a principled probabilistic approach to data association
for user detection, robust tracking through occlusion and multimodal user verification.
However, the real value of explicit structural inference comes in multi-object scenarios
where the question of single target user verification generalizes to the who said what
problem (see Figure 3.8 for schematic). Exact inference unfortunately becomes ex-
ponentially more expensive in the maximum number of objects as the objects’ states
become conditionally dependent, given their shared observations. Moreover, it is dif-
ficult to represent this scenario properly within the TMG framework, as every obser-
vation element must be explained by the same source. Nevertheless, we shall see that
with some small changes to the model as described in eq. (3.2) and Figure 3.2, we can
efficiently approximate inference in the multi-target scenario and solve the who said
what problem.












Figure 3.8: Schematic of scenario for multi-person audio-visual tracking and scene
understanding. Participant locations lA, lB, visibility, and audibility are inferred on the
basis of visual appearance and inter-microphone time delay τ.
3.3.3.1 Multi-target Tracking Framework
A first approximation to multi-target inference is simply to ignore the conditional de-
pendency between the latent states of each object. Two separate instances of the model,
(such as that of eq. (3.2) and Figure 3.2), can each can be initially trained with data
containing a target of interest. In other words, data DA containing samples of target A is
used to train a Model A using EM with ML parameters θA = argmaxθA p(DA|θA), and
Model B learns the ML parameters θB from data DB containing samples of target B,
θB = argmaxθB p(DB|θB). Once trained, these models can perform multi-target tracking





A|D1:t ,θA) and Model B computes p(ltB,WtB,ZtB|D1:t ,θB). This
is linear rather than exponential cost in the number of targets.
The suitability of this approach depends on the extent to which data from each
target behaves like explainable noise from the perspective of the tracker concerned
with the other target. This assumption does not quite hold given the model as in-
troduced in Section 3.2 and trained as described in Section 3.3. The main reasoning
3.3. Robust Audio-Visual Scene Understanding 49
behind this is the fact that after learning, the parameters in θ describe two classes
of audio data: “foreground” speech of large amplitude and associated source loca-
tion and “background” office noise of smaller amplitude and uncorrelated source lo-
cation. In the multi-target scenario, there are now three empirical classes of audio
data: foreground associated speech (generated from the target of interest), foreground
disassociated speech (generated from another target not of interest, and hence, with τ
uncorrelated with l), and background office noise.
To decide if to associate a given frame of audio data (x1,x2)t with its target, Model
A computes p(WtA|D1:t ,θA) = ∑ZA,lA p(ltA,WtA,ZtA|D1:t ,θA). This depends on two im-
portant factors in the generative model: Firstly, the three way match between the peak
of this likelihood as a function of l, the prior predicted location probability p(lt |D1:t−1)
and the likelihood of the video observation p(yt |lA,ZA,θA). (This is exactly the point
that was introduced in Section 2.1, and illustrated in Figures 2.3 and 2.4.) Secondly, the
association depends on the template match as specified by the the likelihood of the au-










·N (x2|Tτa,υ2)wN (x2|0,σ2)wN (τ|αl +β,ω). (3.30)
The new empirical class of data (disassociated speech) will be probable under the audio
template likelihood model. At the same time, it will be unlikely in terms of the match
between the shape of this likelihood, that of the video and predictive distribution from
the Markov chain. In practice, this means disassociated speech would frequently be
inappropriately classified as associated speech5. Therefore, we introduce a second
background model to account properly for all three classes of audio data that are now
present. Conveniently, the additional model only needs parameters already determined
during learning. Let W now be three dimensional multinomial, defining the following
three audio-modality likelihoods:
p(x1,x2|a,τ,W = 1) = N (x1|a,υ1)N (x2|Tτa,υ2),
p(τ|l,W = 1) = N (τ|αl +β,ω), (3.31)
5The observation likelihood under the background model w is very low as it is implausible that
every component of the two 1000 dimensional background Gaussians N (x1|0,σ1)N (x2|0,σ2) simulta-
neously become large. This is a much stronger effect than the mismatch in shape between the foreground
likelihood and the video and predictive distributions, which occur only in one dimension.
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p(x1,x2|a,τ,W = 2) = N (x1|a,υ1)N (x2|Tτa,υ2),
p(τ|W = 3) = U(τ), (3.32)
p(x1,x2|a,τ,W = 3) = N (x1|0,σ1)N (x2|0,σ2),
p(τ|W = 3) = U(τ). (3.33)
The foreground model W = 1 is unchanged (eq. (3.31)), the first background model
W = 2 (eq. 3.32)) now accounts for signals with the statistics of speech but without
any expected correlation with the predicted location or the likelihood of the video
and the second background model W = 3 (eq. (3.32)) is also unchanged from before,
accounting for background office noise.
3.3.3.2 Multi-target Tracking: Detailed Example
The results for such a multi-target scenario (Schematic, Figure 3.8) are illustrated in
Figure 3.9. In this scene, two users are having a discussion while moving around, oc-
casionally passing in front of – and therefore occluding – each other (Figure 3.8(b)).
The raw input waveform and video data are illustrated in Figure 3.9(a),(b). Model
A and B have previously been trained independently on data (similar to that of Fig-
ure 3.3(a),(b)) containing their respective users and learnt – amongst other parameters
θA,B, the video templates µA,B shown in Figure 3.9(c),(d). The trained models each






The smoothed posterior distribution over audio association p(Wu = 1|D) is shown
in Figure 3.9(g) with a light line for user A and a dark line for user B. The turn-taking
behaviour in the conversation is clear with the alternating modes in the distribution
for each. The posterior over video association p(Zu|D) is shown in Figure 3.9(h).
The initial presence of user A in the video is indicated by the initially high value for
p(ZA|D), and the subsequent entrance of user B is indicated by the rising initial value
for p(ZB|D). The fact that the subsequent occlusions as the users pass each other in
the scene are correctly inferred is clear by the later dips in the line. Finally, the MAP
location of each user is illustrated in Figure 3.9(i) along with the audio and video
likelihood modes for each model. Similarly to the situation in Section 3.3.1, during
visual occlusion, the video likelihood modes are quite spurious, but the detection and
tracking functionality ensures the spurious modes are ignored until the user is visible
again.
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Model Track % Accuracy (Pixels)
AO 28.9±7.0 4.33±0.52
VO 86.3±19.1 1.99±1.06
PF IID 86.3±19.1 1.99±1.06
PF Filt 86.4±19.1 1.99±1.06
DA IID 86.2±15.2 2.01±1.07
DA Filt 88.7±12.6 2.04±1.14
Table 3.3: Summary of multi-user tracking performance. Track % indicates percentage
of time the tracker’s output was on target — within±10 pixels of the true target location.
Accuracy indicates the absolute error in pixels of the tracker for the correctly tracked
frames.
An important and novel feature of this framework is that segmentation of the orig-
inal raw speech data x1,x2 is now provided – as a byproduct of inference, by the pos-
terior probability of audio association p(Wu|D). That is, p(Wtu = 1|D1:t) defines the
posterior probability that the speech at time t (xt1,x
t
2) originated from user u. It is,
therefore, the probabilistic answer to the question of who uttered the current frame of
speech. The speech segments uttered by each user are extracted from the raw data us-
ing p(Wtu = 1|D1:t), and illustrated in Figure 3.9(e),(f). This is the solution to the who
said what problem. In contexts such as conversation understanding, transcription and
summarization [Hain et al., 2005], the segmented speech signals could then be passed
on to a speech processing system to produce a speaker labelled transcription.
3.3.3.3 Multi-target Tracking: Quantitative Evaluation
In this section, we summarize the quantitative performance of the models in a multi-
target tracking context. We recorded five multi-party conversation video sequences
of approximately one minute each along the lines of the one examined in detail in
Section 3.3.3.2. The sequences included some different room configurations and users
– this necessitated the learning of the different audio-visual appearances. To create
ground truth, we manually labelled the location, visibility and speaking status of the
users in each frame. Given the ground truth data, we were able to quantify performance
using a similar procedure to that described in Section 3.3.2.2.
Table 3.3 details the tracking performance of the models in this multi-target sce-
nario averaged over all the recorded sequences. Based on the key measure of percent-





















































































































Figure 3.9: AV multi-object tracking and scene understanding results. (a) Raw audio
data and (b) sample video frames from a sequence where two users are conversing
and moving around, occasionally occluding each other. (c,d) Learnt templates for the
two users. (e,f) Speech segments inferred to belong to each user. Posterior probability
of audibility (g) and visibility (h) for user A (light/green) and B (black). (i) Multi user
tracking. Audio likelihood peaks are shown as circles and video likelihood peaks as
triangles. MAP locations are shown by the two dark lines.
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ADR VDR
Total Error 19.0±8.5% -
Effective Error 12.9±7.5% 3.0±4.5 %
False Pos 4.7±6.2% 1.3±4.0%
False Neg 8.1±2.7% 1.7±2.9%
Table 3.4: Individual user detection performance in a multi-party scenario.
Actual
User A User B None
User A 72.6±16.0% 9.5±15.0% 5.5±5.3%
Reported User B 11.0±13.4% 74.6±21.7% 3.3±3.3%
None 16.4±8.6% 15.9±9.3% 91.2±7.6%
Table 3.5: Confusion matrix for multi-user speech segmentation.
age of successfully tracked frames (Track %), the audio-only tracking performance is
much lower than that of Table 3.2. This is because the speech signal is less precisely
localizable and more intermittent than the noise signal used in Section 3.3.2.2. Never-
theless, combining the audio and video modalities with structure inference allows the
filtered data association model to perform better than either modality alone, as well as
better than the pure fusion model [Beal et al., 2003].
Next we evaluate the audio-visual association performance. The earlier model vari-
ants do not compute this, so we focus on the performance of the final filtered data
association model. The audio model now has three possible structures W. The total
error can first be computed as the percentage of frames for which the ground truth
Wgt and the model’s MAP estimate West do not match, Wgtu 6= Westu . Since we are
mostly interested in detecting the correct speaker Wu = 1 and not the nature of the
negatives (Wu = 2 vs Wu = 3), we combine the two negative categories when comput-
ing the effective error rate. The effective error rate can then be further broken down
into false positives, i.e. reporting user u is speaking when actually he is silent (Wu = 1
but Wgtu = 2,3) and false negatives, i.e. reporting user u is silent when actually he is
speaking (Wu = 2,3 but W
gt
u = 1). The detection rates are computed similarly for the
video modality. The results are reported in Table 3.4.
In this multi-party conversation context, an interesting quantity is the accuracy with
which the model can assign speech segments to the users. Therefore, in Table 3.5, we
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Hospedales Gatica-Perez Checka
Track % 89% 99% Not Quantified
Speaker Detection % 80% 87% 80%
Table 3.6: Tracking and association performance: comparison to other results in the
literature.
also report the average confusion matrix between the actual and reported speaker of
each segment in terms of containing speech from user A, user B or neither. The model
performs well, correctly assigning at least 72% of the speech segments to the user
uttering them.
3.3.3.4 Multi-target Tracking and association: Comparison to Related Research
While there are have been numerous studies on AV sensor fusion for tracking
and for speaker association, there have been relatively few addressing the si-
multaneous solution of these problems, as we have investigated in this chapter
([Hospedales and Vijayakumar, 2008]). We are aware of two studies which tried to
solve similar tasks to ours - those of Gatica-Perez et al. [Gatica-Perez et al., 2007] and
Checka et al. [Checka et al., 2004]. Table 3.6 reports the overall average percentage
of correctly tracked frames and correctly labelled speaker assignments in each of these
studies. Note, however, that comparison of the quantitative results is not possible, as
the specific data-sets, problem constraints, and evaluation criteria (e.g., definition of a
tracking “hit”) vary.
We now contrast the problem scenarios and models. Both these studies used par-
ticle filtering for inference, which permitted quite flexible modelling of the task (e.g.,
AV mapping). In contrast, our approach was to some extent constrained by the need
to construct a model with analytically tractable inference. This required the use of
various additional approximations, such as linearity in the time-delay to location AV
mapping (eq. (3.1)). In principle, learning the AV mapping parameters from extensive
data sets should allow better performance (as well as more convenience) than limited
manual calibration; however, in practice, the poverty of the linear mapping limited the
available performance gains here.
The study of Checka et al. ([Checka et al., 2004]) performed tracking in two di-
mensions plus scale, as opposed to our azimuthal, fixed scale tracking. They applied
much more powerful sensor capabilities than ours: two cameras and a 16 element
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microphone array. To simplify their model, they only inferred speaking status (i.e.,
our audio association, W) without also computing visibility. This precluded tracking
through visual occlusion, which we achieved and exploited. Their particle filter model
required extensive pre-calibration to specify the AV mapping and the image for back-
ground subtraction etc. Importantly, they constrain their problem to tracking human
figures (modelled as cylinders) and exploit this knowledge in their visual appearance
model to improve tracking accuracy. In contrast, our appearance model is a generic
learned template, which makes it more broadly applicable (e.g., for tracking vehicles
in surveillance [Jojic et al., 2000]).
The study of Gatica-Perez et al. ([Gatica-Perez et al., 2007]) performed tracking
and association for up to three users, in two dimensions plus scale. They also employed
a more powerful (8 element) microphone array and extensive AV pre-calibration. In
this case, they applied strong domain specific knowledge: constraining their model
to specifically track human faces. This allowed them to exploit skin color and facial
feature/contour detection in tracking. They also only infer speaking status (and not
visibility), again precluding tracking through video occlusion.
3.3.4 Summary
In this section, we have illustrated the application of the ideas introduced in Sec-
tions 2.1 and 3.2 to a real audio-visual scene understanding problem. Multisensory
detection, verification and robust tracking through occlusion of either or both modal-
ities is achieved through inference of latent state and structure. The data association
inference turns out to depend on a combination of three effects: correlation between the
shape of the observation likelihoods in each modality; correlation between the shape
of the observation likelihoods and the predictive distribution; and the goodness of the
template match in each modality.
The multi-target data association problem is more interesting as the solution to it
represents explicit relational knowledge of who was present (visible) when and who
said what when. While expensive to compute exactly, in this application, an inde-
pendence approximation in which the background models for each user explain data
generated by the other user turns out to be sufficient for robust multi-target tracking and
data association. A probabilistic segmentation of the speech is achieved as a byproduct
of the explicit computation of data association.
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3.4 Discussion
In this chapter, we introduced a principled formulation of multisensor perception and
tracking in the framework of Bayesian inference and model selection in probabilistic
graphical models. Pure fusion multisensor models have previously been applied in ma-
chine perception applications and in understanding human perception. However, for
sensor combination with real world data, extra inference in the form of data association
is necessary, as most pairs of signals should not actually be fused. Moreover, in many
cases, inferring data association is in itself an important goal for understanding struc-
ture in the data. For example, a speech transcription model should not associate nearby
background speech of poorly matching template and uncorrelated spatial location with
the visible user when he is silent. More significantly, to understand a multi-party con-
versation, the speech segments need to be correctly associated with person identity. In
our application, the model computes which observations arise from which sources by
explicitly inferring association, so it could for example, start a recording when the user
enters the scene or begins speaking and segment the speech in a multi-party conversa-
tion.
3.4.0.1 Related Research
While we have discussed relevant previous research in Section 1.1 and Section 3.3.3.4,
it is worth contrasting our study against some other broadly related pieces of recent
and ongoing work. In radar tracking and association, some work [Stone et al., 1999]
uses similar techniques to ours; however, popular methods [Bar-Shalom et al., 2005]
tend to be more heuristic, necessarily use stronger assumptions and approximations
(e.g., Gaussian posteriors) and use highly pre-processed point-input data. One inter-
esting contrast between these candidate detection based approaches and our generative
model approach is that we avoid the expensive within-modality data association prob-
lem typical of radar. This also enables use of signature or template information in a
unified way along with cross-modality correlation during inference, which is exploited
to good effect in our AV application.
Structure inference issues also arise in some other very different fields, such as sci-
entific citation indexing [Pasula et al., 2003]. Here, sources (scientific papers) induce
observations (particular citations). Because the particular string used for the citation of
a given paper varies from instance to instance, this observation process is noisy. Then
asking, for example, whether two given citations refer to the same specific paper also
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poses a structure inference problem, and requires related techniques to solve.
In audio-visual processing, [Siracusa and Fisher, 2007] independently proposes a
model which computes association between two speakers and their speech segments
by inferring the presence or absence of conditional dependencies. However, this model
it specific to the association task and does not handle the full tracking and AV template
learning problem which we address simultaneously here.
In computer vision, [Williams and Titsias, 2004] and [Jojic and Frey, 2001] de-
scribe techniques related to ours for unsupervised learning and tracking of mul-
tiple objects in video using greedy and variational inference approximations, re-
spectively. These do not require the independent learning for each target used in
our framework. However, in using only one modality, [Williams and Titsias, 2004,
Jojic and Frey, 2001] avoid the multimodal data association problem which we address
here.
3.4.0.2 Future work
Our work as described here generalizes existing pure fusion models and, using a single
probabilistic framework, provides a principled solution to questions of sensor com-
bination including signature, fusion, fission and association. As our AV application
illustrates, computing the exact posterior over source state and multi-target data asso-
ciation for real problems is potentially even real-time.
Performance could potentially be improved by adding support for color video to
the model. This would not add significant computational overhead, but would make
it easier to disambiguate multiple users. As mentioned in Section 3.3.3.4, it could
also be beneficial to compute and use more pre-processed audio and video features as
input. This could be in addition to, or instead of modelling every pixel and audio-
sample directly as we do now. Our more general theme for future research is to
close the sensorimotor loop by integrating our existing work on sensorimotor control
[Vijayakumar et al., 2001] with these probabilistic perceptual models, to extend them
into the domain of active perception.

Chapter 4
Bayesian Structure Inference in
Human Perception
In this thesis, we have argued for a structure inference interpretation of multisensory
perception in the presence of ambiguous data association. This was on the grounds of
both robustness in state inference and the value of explicit knowledge of data associa-
tion. In the previous chapter, we applied our structure inference approach to develop a
machine perception system for learning an audio-visual tracking and data association
task, where the structure inference allowed tracking through occlusion and conversa-
tion segmentation.
What of human perception? The human perceptual system potentially faces a vari-
ety of similar problems (e.g., intermittent observations and the need to know who said
what in multi-party conversations) to those solved by our machine learning system
in Chapter 3. An interesting question then, is whether the human perceptual system
makes use of any similar computations? We explore this question in this chapter.
As we will see, many recent experiments in human psychophysics have – intention-
ally or inadvertently – presented stimuli of uncertain data association, and found that
classical sensor fusion theory fails to explain the results. We will attempt to address
these explanatory shortcomings with our structure inference approach to multisensory
perception. We introduce probabilistic modelling for psychophysics in Section 4.1. We
then apply our techniques to understanding experiments (similar to those of Chapter 3)
in audio-visual localization and association in Section 4.2. In Section 4.3, we apply
our techniques to understanding another set of experiments in the completely different
paradigm of oddity detection, and with completely different modalities: visual-haptic
size cues and stereo-texture slant cues. Finally, we summarize the commonality of our
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contributions in these domains, and their relation to other research in Section 4.3.4.
4.1 Modelling Human Perception
Bayesian ideal observer modelling is an elegant and successful approach
to understanding human perception [Kersten et al., 2004]. Many recent stud-
ies have applied it to understand multisensory fusion in human percep-
tion across a variety of combinations of modalities [Alais and Burr, 2004,
Ernst and Banks, 2002, Jacobs, 1999, van Beers et al., 2002, Ernst and Bulthoff, 2004,
Gepshtein and Banks, 2003, Landy and Kojima, 2001, Battaglia et al., 2003]. In this
approach, a generative probabilistic model for the perceptual process is defined. This
describes the way in which signals are generated by a source, and how they are then
observed — including any distorting noise processes. This is analogous to the gener-
ative modelling approach commonly taken in machine learning (e.g., Section 3.2.1),
although simpler parametric forms tend to be used. Predictions made by the results of
inference in this model can then be compared to experimental results.
In the next two sections, we review standard ideal observer models for sensor fu-
sion in psychophysics and the experimental designs used to test them. This will provide
the context for the subsequent discussion of structure uncertainty in psychophysics.
4.1.1 Ideal Observer Modelling for Sensor Fusion
As we saw in Section 1.1, classical sensor fusion theory assumes that multisensory
observations xi in modalities i are generated from some source y in the world, sub-
ject to independent noise in the environment and physical sensor apparatus, e.g.,
xi ∼N (y,σ2i ). The sensors may have different variances σ2i .
For example, in [Ernst and Banks, 2002], subjects make haptic xh and visual xv ob-
servations of a bar’s height y, and must report their combined estimate (ŷh,v) of the true
height. This is an inference problem which can be represented by a generative graph-
ical model shown in Figure 4.1. Under this particular noise model, the posterior dis-
tribution of the height estimate is a Gaussian: p(y|xh,xv;σ2h,σ2v) = N (y;µy|h,v,σ2y|h,v),
with mean and variance given by eqs. (4.1) and (4.2)1:
1See Appendix A.1.2.3 for details and derivation.
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Figure 4.1: Classical sensor fusion model. Bar size y is inferred on the basis of visual
and haptic observations xv and xh [Ernst and Banks, 2002].

























For this Gaussian posterior p(y|xh,xv), the optimal estimate to make (ŷh,v) under the
standard mean square cost function [Kording and Wolpert, 2004b] is actually the mean
of the posterior eq. (4.1), which turns out to be the precision weighted mean of the
individual observations .
Psychophysics experiments such as [Ernst and Banks, 2002, Alais and Burr, 2004]
typically test human multisensory perception for optimality and the match to the ideal
observer behaviour in two ways. Firstly, the variance of the optimal response σ2y|h,v is
less than the variance of the individual observations σ2v and σ
2
h eq. (4.2). Therefore,
• the distribution of a human’s responses ŷh,v to a multisensory stimulus should
have a lower variance than their responses ŷh, ŷv to the unimodal stimuli.
Secondly, the multisensory response of the ideal observer is the precision weighted
mean of the unimodal observations eq. (4.1). Therefore,
• experimentally manipulating the variances σ2h,σ2v of the individual modalities
should produce the appropriate changes in the human perceptual response ŷh,v.
(The larger the ratio σ2h/σ
2
v , the closer ŷh,v will be to xv and vice-versa.)
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4.1.2 Ideal Observer Model Parametrisation
Before ideal observer models can be tested as described above, the model parameters
must be estimated. In Chapter 3, our audio-visual model was able to learn these pa-
rameters directly from the data using EM. However, for the purpose of testing models
of how humans combine multisensory information, we need to know the parameters
representing the characteristics of the perceptual system.
Typically, maximum likelihood estimates of the variances σ2i of individual modal-
ities i are made separately using unimodal stimuli. In some designs, for repeated pre-
sentations of the unimodal stimulus, e.g., yv, subjects report their specific estimate ŷv of
the stimulus, and the distribution of ŷvs over trials can be used to estimate σ2v by max-
imum likelihood. For example, in recent audio-visual spatial localization experiments
[Hairston et al., 2003, Wallace et al., 2004], σ2a and σ
2
v are determined as subjects point
to the perceived locations of the unimodally presented audio and visual stimuli respec-
tively.
In forced choice experimental designs, the procedure described above, wherein
subjects directly report their best estimate of the observed signal is not suitable. For
example, [Ernst and Banks, 2002] investigates the fusion of visual and haptic modali-
ties in estimating the height of a bar. Rather than asking subjects to report the perceived
height directly, subjects are asked to compare the heights of two bars and report the
larger bar. In this case, if the bars are observed to have haptic heights xh,1∼N (yh,1,σ2h)
and xh,2 ∼ N (yh,2,σ2h), then they will sometimes correctly report the larger bar and
sometimes not depending on the actual difference in heights and the noise on xh,i in
a given trial. The distribution of responses can then be modelled by a cumulative
Gaussian distribution, p(xh,1 > xh,2|yh,1,yh,2;σ2h) = p(xh,1− xh,2 > 0|yh,1,yh,2;σ2h). By
fitting the observed distribution of responses to this model distribution, the observa-
tion noise parameter σ2h is determined indirectly in contrast to the direct estimation
method discussed above. Once the unimodal parameters are estimated, predictions for
multisensory observations can be made (as discussed in Section 4.1.1) and tested.
4.2 Audio-Visual Localization
In this section, we discuss psychophysical models of audio-visual localization. This
is the same problem that was solved by our machine learning system in Chapter 3, so
we expect that the same theoretical framework should provide a good model of the
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experiment.
A key phenomena in human audio-visual localization is the ventriloquist effect,
wherein the apparent source of speaker’s voice is largely determined by vision if avail-
able [Witten and Knudsen, 2005]. We are familiar with this in the every-day activity of
television watching, where we perceive voices as coming from the on-screen characters
rather than the speakers. Historically, this type of effect was explained by theories of
visual capture, which suggested that for multisensory spatial localization tasks, vision
dominated human perception [Witten and Knudsen, 2005].
More recently, this has been understood as a specific case of optimal sensor fu-
sion [Alais and Burr, 2004, Witten and Knudsen, 2005]. Since the visual system en-
joys very high spatial localization acuity compared to the auditory system, it should
be expected to dominate during multisensory localization as we saw by the weighted
mean in eq. (4.1). [Alais and Burr, 2004] reported the results of a multisensory local-
ization task under experimental intervention which had the effect of reducing the spa-
tial acuity of the subjects’ visual system. There was to a gradual change in perceived
location from the true visual location to the true auditory location as a function of the
relative precision of the auditory and visual modalities. This led to the other extreme
where, when visual precision was degraded strongly compared to auditory precision,
an “inverse” ventriloquist effect was observed, in which the percept was dominated by
audition. Hence we can understand the ventriloquist effect not as the result of visual
capture specifically, but as a special case of optimal sensor fusion in which the highly
unequal spatial localization precision of unmodified vision and audition result in visual
dominance.
Interestingly, we saw a similar effect with the simplest audio-visual localisation
model in Chapter 3 (see Section 3.3.1.1). When there was discrepancy between the
visual and auditory modalities, the model’s final fused percept tended toward the vi-
sual, rather than auditory likelihood peak. This was because, similarly to the case of
human perception, the spatial precision of the model’s visual observation was much
higher than that of the auditory observation after EM learning. This was so despite the
model having a completely different parametric form (discrete histogram) to that of
the standard models of human perception (Gaussian).
Once updated to take structure uncertainty into account, our machine learning
model for audio-visual localization managed to “see through” the ventriloquist ef-
fect illusion beyond a certain amount of discrepancy (Section. 3.3). Is the same
thing possible for humans? A recent series of experiments [Hairston et al., 2003,
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Wallace et al., 2004] investigated just this.
4.2.1 Experimental Background
Wallace et al. report the results of a series of audio-visual localisation and unity percep-
tion tasks [Hairston et al., 2003, Wallace et al., 2004]. In these experiments, auditory
and visual stimuli were presented at a variety of locations (ya and yv, respectively)
around the subject’s periphery (see Figure 4.2 for schematic). These locations were
sometimes discrepant (Figure 4.2(a) and sometimes coincident (Figure 4.2(b)). Sub-
jects were required to report the specific perceived location of the auditory stimulus,
and whether on not they perceived the auditory stimulus as being unified with the vi-
sual stimulus2. These studies quantified how the presence and location of the visual
stimulus relative to the auditory stimulus affected the perception of unity and the per-
ceived auditory location.
The experiments produced various striking results (see Section 4.2.3 and Fig-
ures 4.4 and 4.6 for details), notably:
1. The strength of the effect of the visual stimulus on the ultimate auditory location
estimate was strongly correlated with the percept of unity or not. Moreover, in
the event that non-unity was perceived, the final percept was repelled away from
the visual stimulus.
2. The standard deviation of the estimate was strongly dependent on whether unity
was perceived or not.
3. The localization error was strongly dependent on the report of unity or not. The
unified trials had tightly and unimodally distributed error, and the non-unified
trials had more widely distributed error.
None of these results can be explained within the framework of classical sensor fu-
sion theory, (in any case, it has no notion of unity of percept or not). However, if the
brain is indeed performing Bayesian inference to solve this problem — as assumed
by the ideal observer theory — then, in addition to performing inference to localize
the stimuli source, it may also be performing – or approximating – model selection:
2The discrepancies presented here extended to those large enough to allow the possibility
of non-unified perception. This is in contrast to typical sensory integration experiments, e.g.,
[Alais and Burr, 2004], where the discrepancies were smaller and participants were explicitly instructed
that the multisensory stimuli constituted unified events.
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(a)
(b)
Figure 4.2: Schematic of the audio-visual perception task from [Wallace et al., 2004].
Participants observed audio-visual stimuli at a variety of (a) discrepant and (b) coinci-
dent spatial locations. They then reported whether they perceived the stimuli as unified
or non-unified as well as the perceived location of the auditory stimulus.
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to work out the relative likelihoods of a unified or non-unified explanation of the ob-
servations (e.g., as described in Section 2.2). We can test this more general theory of
perception by comparing the model’s predictions to the experimental results reported
in [Wallace et al., 2004].
4.2.2 Modelling Audio-Visual Localization and Unity
4.2.2.1 Model
To model this experiment probabilistically — including the structure uncertainty — we
use the approach introduced via the toy model in Section. 2.2. The graphical model in
Figure 4.3 represents the full generative model for this experiment. Here the classical
sensor fusion model (Figure 4.3, left) is included as a special case when the observa-
tions xa and xv are known to be unified (U = 1): both caused by the same stimulus ya.
Alternately, the observations may be uncorrelated (Figure 4.3, right, U = 0): xa and xv
related to separate stimuli ya and yv. Subjects directly report both their best estimates
of audio location ŷa and unity Û. To parametrize the model tractably, we assume that
U is Bernoulli: p(U) = pUu (1− pu)(1−U), and that all the other variables are Gaussian:
p(xa|ya,u) = N (ya, pa),
p(xv|ya,u) = N (ya, pv),
p(xa|ya,u) = N (ya, pa),
p(xv|yv,u) = N (yv, pv),
p(ya) = N (µy, py),
p(yv) = N (µy, py).
We can estimate the parameters of this model by setting the audio and visual ob-
servation precisions (pa and pv) to their maximum likelihood values computed from
the unimodal experiments reported in [Hairston et al., 2003]3. The prior probability of
unity pu and parameter py representing the subject’s prior belief about the stimulus lo-
cations cannot similarly be directly determined by the experimenter or modeller. These
free parameters can be fixed heuristically (e.g., as uninformative, as we do here), or fit
to the data (as in [Kording et al., 2007]).
3However, we follow [Kording et al., 2007], and assume that the visual unimodal responses were
dominated by motor noise of σm = 2.5deg. So σv = 0.01deg and σa = 7.6deg.










Unified Observations Non−Unified Observations
Figure 4.3: Graphical models to represent the audio-visual perception experiments of
[Wallace et al., 2004]. A unified (U = 1) stimulus means that one latent source produces
both observations. A non-unified (U = 0) stimulus means that the visual observation is
produced independently of the auditory stimulus. Subjects are asked to report their
percept of audio location ya and stimulus unity U given audio and visual stimuli, xa and
xv.
Note that it is not important whether yv is explicitly represented as a latent variable
or not, since it is never requested of the subjects. For the purposes of the model data
likelihood p(xa,xv|U), we could just as easily directly use a simple “background” dis-
tribution over xv in the disassociated case, p(xv|u) =
R
p(xv|yv,u)p(yv)dyv as we did in
the audio-visual application (Section 3.2.1, Figure 3.2).
4.2.2.2 Inference
To perform structure inference for this problem, the ideal observer computes the model
posterior and reports the best estimate model û = argmaxu p(u|xa,xv). By integrating
the latent state, and assuming a uniform prior over models pu = 0.5, we can compute




4See Appendix A.1.2 for derivation and details
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Given the model posteriors in eqs. (4.4) and (4.6), we can easily compute the loca-




This is in general a mixture of unity-conditional Gaussian posteriors p(ya|U,xa,xv),
with one Gaussian for each of the hypotheses U about unity, as we saw in Chap-
ter 2. The best estimate to report ŷa depends on the loss function used, but we
can assume the mean is reported under the typical mean squared error loss function
[Kording and Wolpert, 2004b]. In this case the report is given specifically by the mean
of eq. (4.7), which is:
ŷa =
paxa + pvxv + pyµy
pa + pv + py
p(u|xa,xv)+ paxa + pyµypa + py p(u|xa,xv). (4.8)
Given the derived inference equations (eqs. (4.4), (4.6) and (4.8)), we can compare




A key quantitative evaluation measure reported by [Wallace et al., 2004] was the
audio-visual bias. This was defined as the amount that the estimated auditory loca-
tion ŷa deviated from the true auditory location ya due to the presence of the visual
stimulus yv. Specifically, the bias B was defined as:
B =
ŷa− ya
yv− ya . (4.9)
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Figure 4.4: Audio-Visual gains as a function of true disparity between sources ya and
yv. Biases observed by experiment[Wallace et al., 2004] are shown by black lines and
those predicted by theory, red lines. Biases given that unity was also reported are
shown by solid lines and those given that non-unity was also reported by broken lines.
Therefore, if vision totally dominated the estimate ŷa of the auditory location ya, so
that on average ŷa = yv, then B = 1. Alternately, if vision was totally ignored while
estimating ya, then on average ŷa = ya and B = 0.
Figure 4.4 presents the bias observed in this experiment as a function of the true
disparity (ya− yv) and whether or not the trial was perceived as unified. Wallace et
al. [Wallace et al., 2004] observed strong positive bias on those trials where unity was
reported (Figure 4.4, black full lines), meaning that the final auditory percept ŷa moved
almost completely toward the visual stimulus yv. This is as would be expected under
classical sensor fusion theory, because the more precise visual modality will dominate
the estimate ŷa. This bias did not vary significantly with actual spatial disparity. How-
ever, a striking and unintuitive result was observed on those trials where non-unity was
reported. In these cases, a zero or negative bias was observed (Figure 4.4, black dashed
lines), where the bias was increasingly negative with smaller disparity. This meant that
the auditory percept ŷa moved away from the visual stimulus.
These surprising results are clearly reflected in the output of our model (Figure 4.4
(red lines)). The model can provide insights to help us understand these results in-
tuitively as illustrated in Figure 4.5. The inference for U is primarily determined by
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Distribution of AV observations for a fixed stimulus pair
Figure 4.5: Schematic illustrating how the decision boundary for U can result in negative
gains when visual yv and auditory ya stimuli are presented in close proximity.
the square difference between xv and xa (eq. (4.4)). Around observation xv, there will
therefore be a decision boundary for xa, within which U = 1 is estimated, and outside
of which U = 0 is estimated. This decision boundary effect is illustrated schematically
by the dashed line in Figure 4.5.
For unity (U = 1) to have been inferred on a given trial, the observations must
have been similar, (xa = xv; either due to noise, or because actually ya ≈ yv). Since
this is more likely to have happened because of noise in observation xa rather than
xv (because the visual precision is much higher), and since if U = 1 is probable, the
auditory estimate ŷa is pulled toward the visual observation (eq. (4.8), first term on the
right), the bias will always be large and positive (Figure 4.4, upper unbroken lines).
For non-unity (U = 0) to have been inferred on a given trial, it must have been
that observation xa was sufficiently different to xv. If ya and yv were similar similar
(e.g., yv = 0deg, ya = 5deg; Figure 4.5), then of all the audio samples xa ∼N (ya, pa)
(Figure 4.5, blue line), those which are classified as non-unified (U = 0) will have
a distribution which is truncated by the unification decision boundary (Figure 4.5,
shaded region). The mean of this truncated distribution (Figure 4.5, shaded region) is
displaced away from ya – hence the surprising negative bias observed on average (Fig-
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ure 4.4, lower broken lines, inner region). With similar ya and yv, fewer observations xa
will be estimated as U = 0 (many will lie within the decision boundary). Therefore in
this region of the graph (Figure 4.4, lower broken lines, inner region), the experimental
error bars are computed from fewer points, and are therefore larger. Alternately, if ya
and yv are very different, then the size of the truncated region (and hence the extent of
the bias away from ya) is decreased – hence the tendency of the bias to climb toward
zero with increasing disparity (Figure 4.4, lower broken lines, outer region).
Note that a classical sensor fusion model (Figure 4.4, blue line) cannot explain
the data, as it will always exhibit nearly 100% positive bias. (In eq. (4.1), it will
always infer ŷa ≈ xv, since σa  σb). Even in the trials where unity (U = 1) was
estimated (Figure 4.4, upper unbroken lines), the Bayesian model exhibits less bias
than the classical sensor fusion model, because it averages in the possibility of non-
unity (eq. (4.7)).
4.2.3.2 Perception of Unity
Other observations reported in [Wallace et al., 2004] are also reflected in the inferences
made by our model. Figure 4.6(a) shows the percentage of reports of unity as a function
of true disparity (black lines), which are well fit by our model (red lines). This is
maximum at zero disparity (ya = yv), because there, xa will tend to be similar to xv.
However, the maximum is less than 100% because, as we have seen, noise processes
occasionally result in xa being displaced far from xv and hence non-unity (U = 0)
being inferred. At the extremes, unity reports are at minimum, but not 0%, because
noise processes occasionally displace xa toward xv.
4.2.3.3 Localisation Error
The experimental standard deviation of the localization estimates ŷa for each dispar-
ity tested is shown in Figure 4.6(b) (black lines), and again is reasonably well fit by
our model (red lines). The lower standard deviation in the unified responses (Fig-
ure 4.6(b), solid lines) relative to the non-unified ones (Figure 4.6(b), broken lines) is
understandable, because these are distributed primarily according to the more precise
fused Gaussian statistics (eq. (4.2)). At lower spatial disparity, there is a counter intu-
itive increase in response standard deviation for trials perceived as non-unified. This
can be understood, because for a trial with low spatial disparity (ya ≈ yv) to have been
perceived as non-unified, the amount of noise on the observation xa would have had to
72 Chapter 4. Bayesian Structure Inference in Human Perception





















































) (b) Effect of disparity on localization variability

















































(c) Localization error distribution
Figure 4.6: (a) Dependence of perception of unity on true discrepancy. (b) Dependence
of standard deviation of localization estimates on true discrepancy. (c) Normalised
histogram of localization error. (b)-(c) Experimental observations are indicated by black
lines and theoretical predictions by red lines. Trials where unity was perceived are given
by solid lines, and those where non-unity were perceived are given by broken lines. (d)
Dependence of average location prediction on true disparity and unity percept.
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be great.
The experimental distribution of errors (ŷa− ya) in the localization estimate ŷa is
illustrated in Figure 4.6(c), (black lines). Trials perceived as unified (solid lines) tend
to have smaller localization error (because, in their location estimation, more precise
visual information xv has a stronger contribution). Trials perceived as non-unified (bro-
ken lines) have a wider distributed localization error with fewer around zero: because
more precise visual information xv has a weaker contribution. These observations are
again broadly matched by our model’s output (Figure 4.6(b), red lines).
4.2.3.4 New Audio-Visual Perception Predictions
Finally, one prediction we can make using this model, about a result which was not
reported in [Wallace et al., 2004], is how the estimated location ŷa varies as a function
of disparity and reported unity (Figure 4.6(d)). Here yv = 0, and the true auditory
location ya is the green axis-aligned line. All the estimates agree with this, on average,
at zero spatial disparity. The trials perceived as unified (Figure 4.6(d), thin solid red
line) will produce a straight line (ŷa ≈ paxa+pvxvpa+pv ). This line has a smaller gradient,
because the higher visual precision means xv (which is zero on average) is weighted
more. The trials perceived as non-unified (Figure 4.6(d), thin broken red line) will be
perceived as being displaced away from the true location ya when the spatial disparity
is moderate. (This is because of the asymmetrical gain effect discussed earlier from
Figure 4.4.) However, as spatial disparity grows larger, the perception of the non-
unified trials will gradually return to the true location ya. In contrast to the both of
the previous cases, the overall average predicted location (not sorting by unity percept)
will lie between the lines of fused trails and the line of the true locations (Figure 4.6(d),
thick red line).
4.2.4 Summary
Conclusions In this section, we have investigated the application of our modelling
framework to understanding some recent experiments in human audio-visual per-
ception. We modelled localization and perception of unity as the inference of la-
tent state and model selection respectively. Recent experiments with perplexing re-
sults [Wallace et al., 2004] turn out to be well explained by our approach. We can
also make novel predictions about related outputs not reported by this experiment
[Wallace et al., 2004].
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It is worth noting that while the classical sensor fusion equation for localisation
eq. (4.1) involves a linear combination of the individual cues xa and xv; the structure
inference solution eq. (4.8) involves a non-linear combination of cues, due to the unity
posterior factors (eqs. (4.4) and (4.6)). This has interesting implications for the neuro-
physiological architecture of the brain which performs these computations.
It is interesting to note that broadly the same class of model (which we initially de-
veloped in Chapter 2) was able to perform useful audio-visual scene understanding (in
Chapter 3) and also explain human audio-visual perception as we have just seen. This
illustrates the general applicability of our approach. In Section 4.3, we will discuss
the application of this approach to understanding recent experiments in visual-haptic
perception.
Related Research Our theoretical approach in this section is supported by a group
of very recent publications ([Kording and Tenenbaum, 2006, Beierholm et al., 2007,
Kording et al., 2007, Sato et al., 2007]) from two separate labs, which indepen-
dently modelled the audio-visual localization and unity experiments of Wallace
et al. ([Wallace et al., 2004]). Kording et al. [Kording and Tenenbaum, 2006,
Kording et al., 2007] used the same approach taken in this section – that of inferring
whether or not the observations were generated from a common source (Figure. 4.3) –
with qualitatively the same results and conclusions. Sato et al [Sato et al., 2007] also
used the same model (Figure. 4.3). In their interpretation, however, rather than being
based on the model estimate Û directly, the unity report was determined indirectly:
based on whether the estimates of the auditory and visual source locations were within
some maximum discrepancy. This is strongly effected by the the unity estimate U, so
the results and conclusions were similar. Kording et al. followed up their previous anal-
ysis of the experiments in [Wallace et al., 2004] by conducting a similar audio-visual
localisation experiment of their own ([Beierholm et al., 2007, Kording et al., 2007]).
In this study, they compared the structure inference approach (Figure. 4.3) with vari-
ous alternatives with fixed joint priors, p(ya,yv) – effectively marginalizing out uncer-
tain structure U before seeing the data – and determined that the structure inference
approach provided a significantly better fit to the data while requiring no additional
parameters.
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4.3 Visual-Haptic Oddity Detection
4.3.1 Experimental Background
A recent key experiment in the study of human sensory combination was that of
Hillis, Ernst, Banks & Landy [Hillis et al., 2002], where they compared human per-
ceptual performance using (inter-modal) multisensory cues like vision and touch as
well as (intra-modal) cues like texture and disparity within vision. Their experimen-
tal paradigm involved presenting multisensory observations of three objects based on
which the subject was required to discriminate the odd ‘probe’ object from the two
‘standard’ objects. Discrimination was on the basis of differences in the object height
in the visual-haptic case and the object slant in the texture-disparity case.
Indeed, the oddity detection task could be performed effortlessly if the probe object
was very different from the standard objects and if the probe’s two multisensory obser-
vations were in agreement. However, some of the probe’s sensory observations were
experimentally manipulated to be discordant. i.e., no longer in agreement. Some of
these discordant observations were perceptual metamers under the classical cue com-
bination theory of maximum likelihood fusion. This meant that although it would be
physically distinct, under this theory of cue combination, the probe object would be
indistinguishable from the standard objects for the whole continuum of absolute dis-
crepancies which formed metamers.
What Hillis et al. actually observed was a region of poor oddity detection around
the point corresponding to the standard stimulus, which was elongated along the cues-
discordant line. This region was significantly more extended in the intra-modal texture-
slant experiment than in the inter-modal visual-haptic experiment. From this they con-
cluded that within the senses, cues are necessarily fused (mandatory fusion), but not
across the senses. The mandatory fusion conclusion was significant, because it implies
that in certain multimodal perception tasks, humans have no conscious access to the
unimodal observations. Their modelling and resultant conclusions, however, provide
far from a complete understanding of the experimental data: The mandatory fusion
theory predicts an infinite continuum of indistinguishable metameric stimuli for which
oddity detection should be poor, and not merely an extended finite region of poor detec-
tion. This prediction was not supported by observations and hence, mandatory fusion
fails to (even qualitatively) explain the complete data.
In this section, we present new unifying theory to model multisensory oddity
detection and new analysis to explain the results in [Hillis et al., 2002]. We re-
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Figure 4.7: Schematic of visual-haptic height oddity detection experimental task from
[Hillis et al., 2002]. Subjects must choose the odd probe stimulus based on haptic (tex-
tured bars) and visual (plain bars) observation modalities. a) Probe stimulus is the
same as the standard stimuli: detection at chance level. b) Probe stimulus bigger than
standard: detection is reliable. c) Haptic and visual probe modalities are discordant:
detection rate will depend on cue combination strategy.
tain the general philosophy of ideal observer modelling, but apply a more accu-
rate model of the experiment in line with the latest theory in multisensory research
[Hospedales et al., 2007, Kording et al., 2007, Sato et al., 2007]. In this way, we are
able to provide a quantitative yet intuitive explanation of the data, which unifies
the across and within modal experiments, yet requires only one clearly interpretable
free parameter. In the rest of this section, we review the experiment of interest
[Hillis et al., 2002] in some detail. We introduce our new modelling framework in
Section 4.3.2. Section 4.3.3 summarises our results and new predictions with some
conclusions and discussion in Section 4.3.4.
4.3.1.1 Experimental Design
In the audio-visual experiments discussed so far (Section 4.2), subjects are trying to
estimate a particular unknown continuous quantity y (such as height of the bar or spatial
stimulus location) based on noisy observations xi (such as visual and haptic heights or
auditory and visual locations, respectively).
In the experiments of Hillis et al. [Hillis et al., 2002], which are the subject of this
section, a different paradigm is used - oddity detection. Here, three stimuli are pre-
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sented in two modalities5 h and v (Figure 4.7). Two are instances of a fixed standard
stimulus ys and one is an instance of the probe stimulus yp. The standard stimulus is
always concordant, meaning that there is no experimental manipulation across modal-
ities; so ys = yh,s = yv,s. The third is a probe stimulus yp, which is experimentally
manipulated across a wide range of values so that the visual and haptic sources, yv,p
and yh,p, may or may not be similar to each other and to the standard ys. The subject’s
task is to detect which of the three stimuli is the probe. If all the stimuli are concor-
dant and the probe is set the same as the standard ys = yp, then we expect no better
than random (33%) success rate (Figure 4.7(a)). If all the stimuli are concordant and
the probe is set much greater or less than the standard ys ≶ yp, then we expect close
to 100% success rate (Figure 4.7(b)). However, if the probe stimulus is experimen-
tally manipulated to be discordant so that yh,p 6= yv,p, then the success rate expected
will depend on precisely how the subjects combine their observations of yh,p and yv,p
(Figure 4.7(c)). The two dimensional distribution of detection success/error rate as a
function of controlled probe values yh,p,yv,p can be measured and used to test different
theories of cue combination.
For a single modality, e.g., h, the error rate distribution for detection of the probe
yh,p can be modelled as a one dimensional Gaussian bump centred around the stan-
dard yh,s. (If yh,s = yh,p, then detection of the odd stimulus will be at chance level.
If yh,p  yh,s, then detection of the odd stimulus will be reliable, etc.) The shape
of the two dimensional performance surface for multimodal probe stimulus detection
p(success|yh,p,yv,p) can be modelled as a two dimensional bump centred at (ys,ys).
Hillis et al. [Hillis et al., 2002] compute performance thresholds (the equipotentials
where p(success|yh,p,yv,p) = 66%) from the performance surfaces predicted by theory
and those of the experimental data. The cue combination theories are evaluated by the
match of their predicted thresholds to the empirical thresholds.
To parametrise models for testing, the observation precisions first need to be deter-
mined (as discussed in Section 4.1.2). Hillis et al. [Hillis et al., 2002] measure the vari-
ances of the unimodal error distributions and then, use these to predict the multimodal
error distribution under mandatory fusion cue combination theory (refer eqs. (4.1) and
(4.2)) — this is plausible, but as we shall see in Section 4.3.2, it is subtly different from
the right thing to do.
5To lighten the discussion, we will refer generically to the visual-haptic (v− h) modalities when
discussing concepts which apply to both the visual-haptic and texture-disparity experiments.
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4.3.1.2 Basic Cue Combination Theories
Hillis et al. identify a set of four basic theories (Figure 4.8) for how the brain might
perform the multisensory oddity detection task, each with distinct predictions about the
nature of the probe detection threshold contours (Figure 4.8, lines) around the standard
stimulus (Figure 4.8, blue dot):
1. The probe stimulus might be detected based on one observation modality i only,
ignoring the other entirely. This predicts a band, of width determined by the
unimodal variance σ2i , within which the probe is too similar to the standard to
be reliably detected. The band would be perpendicular to the axis of cue i and
centred around the standard stimulus ys (Figure 4.8(a), red lines).
2. The probe stimulus might be detected based on one cue and then the other, in a
cascaded sequence. This predicts a rectangle about the standard ys, within which
the probe is too similar to the standard to be reliably detected. The dimensions of
the rectangle are given by the intersection of the two bands from the first option,
(Figure 4.8(a), red square).
3. It might compute a single fused estimate ŷp based on the two observations
xh,p,xv,p (eqs. (4.1) and (4.2)) and then, discriminate purely based on this es-
timate. In this case, although both cues are now being used, some combina-
tions of cues would produce a metameric probe, i.e., physically distinct but per-
ceptually indistinguishable. Specifically, if we parametrise the probe stimuli as





the fused estimate is the same as the standard ŷp = ys and the probe would be un-
detectable [Hillis et al., 2002]. The band of non-detection is therefore along the
cues-discordant diagonal (Figure 4.8(b), green band). The orientation and width





mance along the cues-concordant diagonal is, however, improved compared to
the single cue estimation cases (compare quadrants 1 and 3 in Figure 4.8(a),(b))
because, as we have seen, the combined variance is less than the individual vari-







4. It might perform combined and single cue detection in sequence, giving a pre-
diction which is the intersection of the second and third options (Figure 4.8(c),
yellow area).
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Figure 4.8: Oddity detection predictions of the basic set of cue combination models
proposed by Hillis et al. [Hillis et al., 2002]. (a) Detection based on individual cues only.
(b) Detection based on a single fused estimate ŷp. (c) Detection based on both indi-
vidual cues and a single fused estimate. Shaded area indicate regions below threshold
probability of correct detection. The standard stimulus ys is indicated by a blue dot
in the centre of each plot. Tv and Th indicate unimodal visual and haptic thresholds
respectively. Coloured lines indicate multimodal detection rate contours.
4.3.1.3 Results
Two variants of the experiment were performed, one for size discrimination across
visual and haptic modalities (standard: ys = 55mm), and one for slant discrimi-
nation using texture and stereo disparity cues within vision (standard: ys = 0deg).
Comparing the threshold predictions (lines) to the results observed by Hillis et al.
[Hillis et al., 2002] (data points) in Figure 4.9, there are several points to note: i) In
the cues concordant quadrants (1&3), the multimodal performance is increased com-
pared to the unimodal performance, as predicted by the fusion theories (magenta points
and green lines are inside the red lines in quadrants 1&3). This suggests that some
cue combination is taking place, and that the first two basic theories (1,2) of inde-
pendent, unimodal, detection are insufficient. ii) Particularly in the intra-modal case
(Figure 4.9(b)), the observed experimental performance is significantly worse in the
cues discordant quadrants (2&4) than predicted by any of the basic theories (1,2,4)
which allow detection based on individual cues (magenta points are outside of the red
lines in Figure 4.9(b), quadrants 2&4). In both experiments, the last basic theory (4)
of sequential combined and single cue detection also fails, as performance is worse
than it predicts (magenta points outside the inner bounding box of lines in Figure 4.9,
quadrants 2&4).
Since the poor performance in the cues discordant quadrants 2&4 was noted to
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Figure 4.9: Oddity detection predictions and experimental results of Hillis et
al[Hillis et al., 2002]. (a) Visual-haptic experiment. (b) Texture-disparity experiment.
Red lines: Observed unimodal discrimination thresholds. Green lines: Discrimina-
tion threshold predictions assuming mandatory fusion. Magenta points: Discrimination
threshold observed experimentally.
be less prominent in the inter-modal case (Figure 4.9(a)), Hillis et al. concluded that
mandatory fusion applied within (Figure 4.9(b)) but not between (Figure 4.9(a)) the
senses [Hillis et al., 2002]. However, even in the intra-modal case, the region of non-
detection defined by the magenta points is only extended slightly away from the centre
along the cues-discordant diagonal, whereas the mandatory fusion theory predicts that
it should extend along an entire metameric band. The strongest conclusion that can
be drawn is therefore that intra-modal perception shows a stronger tendency toward
fusion than inter-modal perception.
None of the basic theories proposed (1,2,3,4) explain qualitative shape of the data
well - good performance in the cues concordant quadrants 1&2 as well as a limited
region of poor performance in the cues discordant quadrants 2&4. In particular, the
classical theory of ideal observer maximum likelihood combination which Hillis et
al. concluded applied in the within-modal case retains a strong qualitative discrep-
ancy with the experimental results (Figure 4.9(b), green lines and points). In the next
section, we will show how recent theoretical work on probabilistic models of sensor
combination, which has successfully explained other related experiments, can also be
applied to model multisensory oddity without the large discrepancy entailed by maxi-
mum likelihood, mandatory fusion combination.
4.3. Visual-Haptic Oddity Detection 81
4.3.2 Modelling Oddity
4.3.2.1 Rethinking the ideal observer model
Classical sensor fusion models (as introduced in Section 4.1.1) have been
used extensively to explain human multisensory perception [Alais and Burr, 2004,
Battaglia et al., 2003, Ernst and Banks, 2002, Jacobs, 1999, van Beers et al., 2002,
Landy and Kojima, 2001, Gepshtein and Banks, 2003]. As we saw, the underlying
motivation for this has been to test ideal observer theories of cue combination. Since
these experiments are describable by the simple factored Gaussian parametric form
(Figure 4.1) the optimal computations to use for inference were those described by
eqs. (4.1) and (4.2).
However, the perceptual task in [Hillis et al., 2002] is not actually properly de-
scribed by the standard factored Gaussian parametric form. The reason for this is that
the task posed - “Is stimulus 1, 2 or 3 the odd one out?” - is actually no longer sim-
ply an estimation of a combined stimulus ŷh,v or a forced choice comparison between
two such combined stimuli. Such an estimation is involved in solving the task, but
ultimately the task effectively asks subjects to make a probabilistic model selection
[MacKay, 2003, Mackay, 1991] between three models6. This can be understood intu-
itively by considering the following reasoning process: I have experienced three noisy
multisensory observations. I do not know the true values of these three stimuli, but I
am told that they come from two categories, standard and probe. Is it more plausi-
ble that: 1. Multisensory stimuli two and three come from one category, and stimulus
one comes from a different category? Or is it more plausible that: 2. Stimuli one
and three come from one category, and stimulus two comes from a different category?
Or: 3. Stimuli one and two come from one category, and stimulus three comes from a
different category?
With this in mind, to take a Bayesian ideal observer point of view on this experi-
ment, we clearly need a slightly more sophisticated model selection approach than the
simple factored sensory fusion approach of Section 4.1 and Figure 4.1. This should
integrate over the distribution of unknown stimulus values ys and yp (since subjects are
not directly asked about these) in determining the most plausible model (assignment
of oddity).
A generative model Bayesian network formalisation of the oddity detection task for
6It can also be understood as finding the most likely assignment of points in a clustering task. Specif-
ically, consider mixture of Gaussian clustering of three two-dimensional points into two clusters with
unknown means.
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Figure 4.10: Model for oddity detection by model selection. There are three possi-
ble models, indexed by p, corresponding to each possible assignment of oddity. To
compute the stimulus most likely to be odd, compute the evidence for each model
p({xh,i,xv,i}i=1,2,3|p). Standard and probe stimulus values ys,yp are not directly re-
quested of the subjects, and are only computed indirectly in the process of evaluating
the model likelihoods.
the three multisensory observations {xh,i,xv,i}3i=1 is shown in Figure 4.10, where the
task is to determine which observation is the probe. The graph on the right indicates
that the probe visual-haptic observations are related via their common parent, the latent
probe stimulus of value yp. The graph on the left indicates that the four observations
composing the other two standard stimuli are all related to the standard stimulus value
ys. The three different instantiations of this model are given by the different probe
hypotheses p = 1,2,3 which separate the standard and probe stimuli into different
clusters (via the set difference operator, ′\′ in our notation). For example, p = 3 would
mean that observations {xh,1,xv,1,xh,2,xv,2} (Figure 4.10, left) should be similar to each
other (all being drawn from the standard ys) and potentially dissimilar to observations
{xh,3,xv,3} (Figure 4.10, right), which were generated independently from yp. With
uniform prior belief about which stimulus p is the probe, the ideal Bayesian observer































































Figure 4.11: Model oddity detection performance as a function of probe value (grey-
scale) with 66% contours (lines) for comparison with human performance (dots). This
model still predicts an infinite region of non-detection along the cues-discordant diago-







and report the model with the highest likelihood p̂ = argmaxp p({xh,i,xv,i}3i=1|p,θ).
Here, θ summarises all the fixed model parameters, e.g., the observation variances σ2h
and σ2v . This model evidence evaluation procedure integrates over the specific latent
stimuli values ys and yp, as subjects are not directly asked about them. In the event
that all distributions involved are Gaussian, eq. (4.10) is simple to evaluate (see Ap-
pendix A.2.2, for detailed parametric form and derivation).
This model (Figure 4.10, eq. (4.10)) predicts probe detection only outside of the
cues-discordant diagonal (Figure 4.11(a),(b), lines), which is qualitatively similar to
the simple factored fusion model (Figure 4.8(b)) and still does not match the data
(Figure 4.11(a),(b), points).
Some intuition about how this works can be gained by considering the form
of the entire normalised data distribution p({xh,i,xv,i}i=1,2,3|p,θ) for each model p
[MacKay, 2003], which in this case factorizes into a standard and probe component
(eq. (4.10)). For example, the model p = 3, predicts that the probability mass of the
distribution of observations {xh,1,xh,2,xv,1,xv,2} should lie around a four dimensional
line through the standard (where xh,1 = xh,2 = xv,1 = xv,2) while the distribution of probe
observations {xh,3,xv,3} should lie around the line where xh,3 = xv,3 in two dimensional
space. Assuming, without loss of generality, that the true model is p = 3, then ob-
servations at the point indicated by the diamond in Figure 4.11(a) will be correctly
84 Chapter 4. Bayesian Structure Inference in Human Perception
classified: The correct model p = 3 will have high likelihood, as the first four obser-
vations will be very similar and lie within the standard probability mass, and the two
probe observations will be similar to each other and lie within the probe probability
mass. An incorrect model, e.g., p = 1, will have low likelihood because the obser-
vation {xh,2,xh,3,xv,2,xv,3} are not at all similar, and so do not lie within the standard
probability mass.
Consider instead the point indicated by the cross in Figure 4.11(a). Here, under
the hypothesis that p = 3, while the standard observations do lie within the standard
probability mass, the discordant probe observations do not lie within the probe proba-
bility mass (which was around the line where xh,3 = xv,3), so this hypothesis is unlikely.
However, the other hypotheses are also unlikely. For example, consider the alternative
p = 1, then although {xh,1,xv,1} does lie within the probe mass, the remaining obser-
vations {xh,2xh,3,xv,2,xv,3} have discordant components and now no longer lie within
the standard mass. Therefore no one model is clearly the most probable, and detection
is unreliable.
We should not expect the ideal observer model to explain the empirical data just
yet, however, as there is one final aspect to the task which has not yet been modelled.
This is the structure uncertainty, which we discuss next.
4.3.2.2 Structure Inference
All of the oddity detection models discussed so far (Figures 4.1 and 4.10) have assumed
a fixed structure. Recent multisensory perception experiments [Hillis et al., 2002,
Hairston et al., 2003, Wallace et al., 2004, Shams et al., 2000, Shams et al., 2005,
Roach et al., 2006] have, however, presented subjects with what is essentially a vari-
able causal structure. It is therefore unsurprising that the simple fixed structure
ideal observer models have failed to explain the results. As we saw in Section 4.2,
and as was argued recently in the literature [Kording et al., 2007, Sato et al., 2007,
Hospedales et al., 2007], the results of these experiments can be explained by extend-
ing the underlying Bayesian model appropriately.
The new variable introduced in these recent experiments is uncertainty in whether
a given pair of observations are actually related or not. In Section 4.2 we considered
the experiments reported in [Hairston et al., 2003, Wallace et al., 2004]. Here, sub-
jects were presented with stimuli from a range of audio and visual stimulus positions;
so some were concordant and others were not. They were asked to point out where
they thought the audio stimulus came from and whether they thought the visual stim-
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ulus co-occurred with the audio stimulus. When the audio and visual stimuli were
similar, a unified percept was reported and the reported position was approximately
the weighted average of the stimulus as we might expect from maximum likelihood
integration [Kording et al., 2007, Sato et al., 2007]. When the stimuli were very dis-
crepant, they were reported to be non-unified, and the position report showed no or
negative interaction. The extra uncertainty here is whether the multisensory stimuli
did indeed come from the same source or not. This is equivalent to posing uncertain
causal structure in the probabilistic model for the ideal observer. We introduced the
approach needed to solve this type of problem in multisensory perception as structure
inference [Hospedales et al., 2007]. Kording et al. [Kording et al., 2007] carried out a
detailed analysis of these experiments [Hairston et al., 2003, Wallace et al., 2004] and
showed that the structure inference approach was necessary to explain the results, but
termed the procedure causal inference.
Structure Inference in Oddity Detection Returning to the oddity experiment of in-
terest, the region of the probe stimulus space not explained by current models is that
in which Hillis et al. [Hillis et al., 2002] have manipulated the multisensory probe ob-
servations such that they have implausibly large cross-modal discrepancy. In doing
so, they have introduced variability which the models so far (Figures 4.1 and 4.10)
cannot represent, so it is unsurprising that they do not predict the data well (Fig-
ures 4.8 and 4.11). Specifically, in the regions of data discrepancy, probe stimuli yh,p
and yv,p are discordant enough that even the model in Figure 4.10 (which represents the
probe stimulus using only one variable for both modalities yp) is no longer a plausible
explanation of the observations.
The relevance of this to the experimental results becomes evident when we note
that only the probe stimuli can have discordant (inconsistent) multimodal observa-
tions. Therefore, the subjects could potentially detect the probe on the discordant-
cues axis (on which neither of the models so far can detect the probe) if they can
infer this change in structure – a potential explanation for the exact source of dis-
crepancy identified earlier between the observed results and our model so far. In-
deed in their post experimental analysis, Hillis et al. [Hillis et al., 2002] noted
that, “Sometimes [the subjects] used a difference in perceived size, but frequently
they noticed the conflict between the visually and haptically specified sizes and
used the perceived conflict to make the oddity discrimination.”. Although unlike
[Hairston et al., 2003, Wallace et al., 2004], Hillis et al. did not systematically ask sub-
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jects for their perception of multisensory unity or not for each stimulus, this comment
strongly suggests that the subjects in [Hillis et al., 2002] did infer and use the informa-
tion about the unusual structure in their task (as they have in other related experiments
[Kording et al., 2007, Hairston et al., 2003, Wallace et al., 2004]). Next, we formalize
how to model the structure uncertainty in this experiment.
Modelling Structure Inference Our model selection interpretation of the oddity de-
tection problem (Figure 4.10), can easily be updated to take into account the potential
dis-association of the two probe stimulus modalities as shown in Figure 4.12. (Note
that the original simple factored model (Figure 4.1, [Hillis et al., 2002]) cannot be up-
dated in this way.) Here, the Bernoulli association variable C has been introduced to
represent the uncertain structure; whether the multisensory probe observations have
a common source or not. This unavoidably introduces the free parameter πc in the
prior for C, p(C) = πCc (1−πc)(1−C). If we were certain a-priori of common causation
(πC = 1), we then have the special case of the model from Figure 4.10. If 0 < πc < 1,
then while computing the evidence for each model p({xh,i,xv,i}3i=1|p), we integrate
over the causal structure C, e.g., whether we are feeling and seeing the same thing or
not. The exact value of πc used will depend on particular combination of senses or cues
being used and the particular context and task (and it may vary between people, as do
σ2v ,σ
2
h etc). Under the hypotheses of common causal structure C = 1, we assume that
the two observations xh,p,xv,p were produced from a single latent variable yp, while







To evaluate the likelihood of each stimulus being the probe, the ideal Bayesian
observer would compute the model likelihoods p({xh,i,xv,i}3i=1|p,θ) in eq. (4.11). This
is again simple to compute if all the stimulus distributions are Gaussian, requiring only
numerical integration of the binary causal structure variable, C. The specific parametric
solution used is given in the Appendix A.2.3.
Model Parameters Now we discuss how we set the four parameters of this model:
The noise level on each modality, e.g., σ2v ,σ
2
h, the prior belief about the distribution
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Figure 4.12: Graphical model for oddity detection via structure inference. Again the
three possible assignments of oddity correspond to three possible models indexed by
p = 1,2,3. The uncertainty about common causal structure in of the probe stimulus is
now represented by C which is computed in the process of evaluating the likelihood of
each model p.
over bar heights y, and the prior probability of fusion πc.
We cannot use any of the standard parametrisation methods discussed specifically
in Section 4.1.2 in our interpretation of the experiment as a discrete three way model
selection problem. However, we can still set the unimodal variances σ2v ,σ
2
h in an anal-
ogous way - by matching the simulated unimodal experiment to the unimodal experi-
mental results (Figure 4.9, red lines). Specifically, we take the model of eq. (4.11), Fig-
ure 4.12 and consider only one modality at a time. (Without using the extra structure
variable as this is only relevant for multimodal observations.) For any given setting
of σ2i , we can simulate the whole unimodal experiment and measure the 66% perfor-
mance threshold. So, we simply perform a one dimensional search to find the value
of σ2i which produces the threshold most closely matching the unimodal experimental
data (Figure 4.9, red lines).
For a Bayesian model, we are unavoidably required to specify some prior belief
about the latent stimulus sizes y, and it is mathematically convenient for these to also
use a Gaussian parametric form p(y) = N (y;µy,σ2y). We use the same distribution
for all the latent ys. We assume subjects have correctly estimated the true mean µy
of the latent distributions which is the standard stimulus – 55mm in the intra-modal
experiment and 0deg in the inter-modal experiment. The variance of the subjects’ prior
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belief σ2y is slightly harder to set appropriately. We set the prior for each experiment
relatively uninformatively (σy = 20mm and σy = 100deg) for all subjects to ensure
the whole state space investigated by the experiment was plausible under the prior
distribution. Subsequent analysis showed that, unlike for σ2h,σ
2
v , the results are in any
case highly insensitive to the specific value of σ2y .
Finally, we expect the prior probability of fusion πc to be somewhat dependent
on the subject and the within versus across-modal experimental conditions. In the
subsequent analysis, we coarsely fit πc for each subject and experimental condition
to minimise the mean square error between the predicted and experimental contours
(refer Section 4.3.3.1 for details).
With the complete and parametrised model of the experiment structure, we now
expect that an ideal observer using this model for inference should explain the data. In
the next section, we compare the predictions of our ‘variable structure’ oddity detection
model (Figure 4.12, eq. (4.11)) to the experimental data.
4.3.3 Results
To evaluate our multisensory oddity detection model as developed in Section 4.3.2,
we compute the success rate distribution produced by our model when detecting
the probe, p̂ = argmaxp p(p|ys,yh,p,yv,p), as a function of the probe values yv,p and
yh,p. We can then compare the 66% performance thresholds of the model’s success
rate distribution pm(p̂correct|ys,yh,p,yv,p) against the human success rate distribution
pe(p̂correct|ys,yh,p,yv,p) as measured in [Hillis et al., 2002] (Figure 4.9, dots).
A subtle but important point to note for doing this correctly is that on any par-
ticular trial, while the experimenter controls the stimuli ys,yh,p,yv,p, the human sub-
ject uses the noisy observations {xh,i,xv,i}i=1,2,3 as input for their computation. It is,
therefore, insufficient to simply control {xh,i,xv,i}i=1,2,3 and compute the model’s re-
sponse pe(p|{xh,i,xv,i}i=1,2,3) as this is not what is being reported by the experiment
in [Hillis et al., 2002]. To produce truly comparable results to that of the human ex-
periment, we need to compute the model output as a function of the pre-noise input
(ys,yp) as is controlled in the human experiments. We, therefore, integrate over the











p(xh, j|ys)p(xv, j|ys)dxh, jdxv, j. (4.12)
We approximate this by sampling 50,000 noisy observations {xh,i,xv,i}i=1,2,3 for
every probe condition ys,yh,p,yv,p and averaging over the response of the model
to each sample. The importance of correctly simulating the noise processes in
psychophysics models was recently discussed in the analysis of a related experi-
ment [Kording et al., 2007]. The measured pe(p̂correct|ys,yh,p,yv,p) for human sub-
jects can now be correctly and directly compared to the success rate of the model
pm(p̂correct|ys,yh,p,yv,p).
4.3.3.1 Bayesian Multisensory Oddity Detection Results
Detection Threshold Contours Figures 4.13(a) and (b) illustrate the across and
within modality results, respectively. The experimental data (dots) are shown along
with the global performance of the model across the whole input space (grey-scale
background, with white indicating 100% success) and the 66% performance contour
(blue lines). The human experimental measurements broadly define a region of non-
detection centred about the standard and slanted along the cues discordant line and
stretched slightly outside the bounds of the inner unimodal threshold rectangle. The
extent of the non-detection region along this line is increased somewhat in the within
modality case as compared to the across modality case [Hillis et al., 2002].
As discussed in Section 4.3.1.2, none of the simple models – single cue based
estimation (Figure 4.8(a), red lines), mandatory fusion (Figure 4.8(b), green lines) or
combination thereof – explain these particular observations. Moreover, the classical
maximum likelihood mandatory fusion theory makes the qualitative error of predicting
infinite bands of indiscriminability (Figure 4.8, green lines). In contrast, our Bayesian
model provides an accurate quantitative fit to the data (Figure 4.13, blue lines).
To quantify this, we followed [Hillis et al., 2002] in computing the distance from
the standard to each experimental threshold point and the closest predicted threshold
along the vector to that point (Figure 4.13, points and lines). We could then com-
pare the root mean square error (RMSE) between the experimental threshold distance
and the threshold distance predicted by the various models. The qualitative discrep-
ancy between the data and the solely unimodal or solely mandatory fusion models is
clearly highlighted by this measure: Since for many experimental data points there
are no predicted thresholds on that vector, these models have infinite error. The two
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remaining simple models were based on sequentially testing each unimodal cue inde-
pendently (Figure 4.13(a), red rectangle) and sequentially testing the fused estimate
followed by each unimodal cue independently (Figure 4.13(c), yellow region). We
therefore compared our Bayesian model against the sequential unimodal and sequen-
tial fusion models which had RMSE of 0.8mm, 0.9mm and 1.1mm respectively in the
across-modality experiment and RMSE of 2.6deg, 3.9deg and 5.0deg respectively in
the within-modality experiment. Our Bayesian ideal observer model therefore provides
the best quantitative match to the data as well as the only explanation of the data’s spe-
cific qualitative form: good performance in quadrants 1&3 as well as a limited region
of poor performance in quadrants 2&4.
To produce these contours, we fit the prior probability of fusion pc to the data, so as
to minimise the contour error, determining πacrossc = 0.995 and π
within
c = 0.999, which
are plausible values. It is very unlikely that different visual cues at the same retinal
location are due to different objects, hence the stronger prior for fusion within vision.
Seeing and manipulating different objects simultaneously is somewhat more common,
so the weaker prior for fusion in the across modality case is expected.
Perception of Fusion To gain some intuition into this, we can again consider the
normalised distribution of the data eq. (4.11) under each model here as compared to the
fixed structure case discussed in Section 4.3.2.1, eq. (4.10). Now, after marginalising
over C, the probability mass in the probe part of this distribution is a mixture, spread
both around the line xh,p = xv,p as before (C = 1) and also more uniformly over the
space (C = 0). Therefore, multisensory observations involving sufficiently discordant
points are relative plausible under the probe distribution, allowing points in quadrant
2&4 to be correctly classified; which was not possible in the example described in
Section 4.3.2.1.
To understand clearly how the Bayesian model works, we can also consider
its marginal inference for the fusion (common multisensory source) of the probe
pm(C|ys,yh,p,yv,p), shown in Figure 4.13(c),(d). This corresponds to the human an-
swer to the question “Do you think your visual and haptic observations are caused by
the same object, or have they become discordant?”. This question was unfortunately
not asked systematically in [Hillis et al., 2002], but the subjects’ self reporting of a de-
tection strategy based on discordant cues is in line with the strategy that falls out of
inference with our model.
Along the cues concordant line, the model has sensibly inferred fusion (Fig-




























































































(d) Within Modality Reported Fusion
 
 


















Figure 4.13: (a,b) Oddity detection rate predictions for an ideal Bayesian observer
(grey-scale background) using a variable structure model; Oddity detection contours
of the model (blue lines) and human (magenta points) are overlaid with the Hills et al.
[Hillis et al., 2002] model prediction (green lines); Chance=33%. (c,d) Fusion report
rates for ideal observer using variable structure model. Chance=50%. Across modality
conditions are reported in (a,c) and within modality conditions are reported in (b,d).




























































































(d) Within detection rate given fission
 
 


















Figure 4.14: New predictions by the ideal Bayesian observer using the variable structure
model. (a,b) Detection rate for trials where fusion was reported (Chance = 33%). (c,d)
Detection rate for trials where fission was reported (Chance = 33%). Across-modality
condition in (a,c), within modality condition in (b,d). Blue lines indicate contours of
detection threshold (66%).
ure 4.13(c),(d), quadrants 1&3). In these regions, the model can effectively detect the
probe (Figure 4.13(a),(b), quadrants 1&3), and the fused probe estimate ŷp is different
to the standard probe estimate ŷs.
On the other hand, considering trials moving away from the standard along the cues
discordant line, the model eventually infers fission (Figure 4.13(c),(d), quadrants 2&4).
The model infers the probe stimuli correctly in these regions (Figure 4.13(a),(b),
quadrants 2&4) where the mandatory fusion models cannot (Figure 4.13(a),(b), quad-
rants 2&4, green lines) because the probe and standard estimates would be the same
ŷp = ŷs. The strength of discrepancy between the cues required before the fission is
inferred depends on the variance of the observations (σ2h and σ
2
v) and the strength of
the fusion prior πc, which will vary depending on the particular task and combina-
tion of modalities. A total of nine experiments were reported in [Hillis et al., 2002].
Appendix A.2.1 includes the resultant fits of our model to the remaining experiments
along with the comparative error analysis (RMSE) to the other models.
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4.3.3.2 New Oddity Detection Predictions
The internal working of the Bayesian model developed here provide new directly
testable predictions about human behaviour in this task. If the participants were also
asked for their percept of fusion/fission as well as their oddity estimate (e.g., as in the
audio-visual experiments [Hairston et al., 2003, Wallace et al., 2004]), then the model
makes some specific and surprising predictions for oddity detection rate as a function
of whether a given trial was also perceived as fused or not. These are illustrated in
Figure 4.14.
• Although overall performance for detecting probes away from the standard was
good (Figure 4.13(a),(b), all quadrants), for those trials where fusion was specif-
ically reported, the discrimination will be more reliable off the cues-discordant
axis (Figure 4.14(a),(b)). Explicitly, see the increased extent of the detection
threshold contour along the cues discordant axis in Figure 4.14(a),(b) compared
to Figure 4.13(a),(b).
• More strikingly, for those trials where fission was reported, the discrimination
will only be reliable off the cues-concordant axis (Figure 4.14(c),(d)). This is
the opposite effect to that of trials overall (Figure 4.13(a),(b)) and fused trials
(Figure 4.14(a),(b)). To gain some intuition about this, consider that for a cues-
concordant trial to have been inferred as fission, there must have been unusu-
ally large noise separating the observations xh,i and xv,i composing the particular
multimodal stimulus i which were inferred to be the probe. However, this event
would be just as unlikely in happening to a pair of the true standard observations
(causing wrong probe identification) as it would be in happening to the pair
of true probe observations. Hence, probe detection under these circumstances
would be unreliable.
4.3.4 Summary
In this section, we have developed a Bayesian ideal observer model for multisensory
oddity detection and used it to re-examine the experiments of Hillis, Ernst, Banks &
Landy [Hillis et al., 2002]. In [Hillis et al., 2002], the standard maximum likelihood
ideal observer approach seemed to fail with drastic qualitative discrepancy compared to
the empirical results; however, this was due to an subtly inappropriate model. With the
complete model of the experimental task developed here, the Bayesian ideal observer
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approach provides an accurate quantitative explanation of the data with only one free
parameter πc which represents a clearly interpretable quantity: prior probability of
common causation. Optimization intuitively sets it to be greater in the within modality
case than the across-modality case.
Two novel steps were required to correctly model this problem. The first was the
understanding of the problem as a model selection task related to clustering. The un-
known bar size or surface slant is of key consequence for the oddity detection, but not
directly reported and should therefore be modelled, but integrated over, by a Bayesian
observer. Our interpretation of the problem is also satisfying in that all the variables in
the model represent concrete physical quantities. (E.g., haptically observed bar height
xh,i for each object i, unknown discrete index p of the odd object.) This is unlike the
original analysis [Hillis et al., 2002], which attempted to model the detection rate con-
tours directly without, for example, a notion of which particular object p was odd: a
quantity which the brain is clearly computing, as it is the goal of the task. Moreover,
within the field of perceptual modelling, we are interested in possible computational
mechanisms of inference – in this case for p – which we propose here, but which were
not proposed originally [Hillis et al., 2002].
The second novel step required was the use of a model with variable struc-
ture to appropriately reflect the subject’s uncertainty in the causal structure C of
their observations due to the experimental manipulation. This structure inference
approach [Hospedales et al., 2007] has recently been used to understand other simi-
larly perplexing experimental results in human audio-visual multisensory perception
[Kording et al., 2007, Hairston et al., 2003, Wallace et al., 2004, Shams et al., 2000,
Shams et al., 2005].
In summary, the standard maximum likelihood integration approach to sensor fu-
sion has dramatically failed to explain the experimental data in [Hillis et al., 2002].
This data can now be understood as result of the perceptual system, as a Bayesian
ideal observer, computing the most likely probabilistic model for noisy data under un-
certain causal structure. This theory provides an accurate and intuitive explanation of
the data and, via the parameter πc, unifies the within and across-modal scenarios.
4.3.4.1 Related Research
The framework proposed may seem more complicated than the simple factored cue
combination approach ([Hillis et al., 2002], Figure 4.1). However, this is necessary
and appropriate, because the actual experimental task of oddity detection under causal
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structure uncertainty is more complicated than the classical task of stimulus estimation
by cue combination. E.g., we represent, and propose a mechanism for inference of p
which is not included in [Hillis et al., 2002] (Figure 4.1). Our approach is parsimo-
nious, in that within the research theme of investigating the extent to which human
perception is Bayesian optimal [Ernst and Bulthoff, 2004, Knill and Richards, 1996],
models should use the same generative process as the perceptual experiment. By mod-
elling the three sets of stimuli, including the selection of a probe stimulus and po-
tential disassociation within that stimulus, we have done just this – and provided the
best explanation of the data. Finally, despite any apparent complexity, the new model
introduces only one new parameter compared to the models in [Hillis et al., 2002].
The theory and practice for modelling uncertain causal structure in inference tasks
has a more extensive history in other fields. In artificial intelligence, the theory goes
back to Bayesian multinets [Geiger and Heckerman, 1996], and is applied today, for
example, in building artificial systems to explicitly understand audio-visual corre-
lations [Hospedales and Vijayakumar, 2008] for multisensory speaker detection. In
radar tracking, this problem is known as data association [Bar-Shalom and Tse, 1975],
and its solutions are used to sort out multiple radar detections of uncertain causal rela-
tion to multiple aeroplanes into consistent and accurate estimates of the aircraft loca-
tions.
A variety of recent multisensory cue combination studies have reported
cue fusion when the cues are similar and fission when the cues are dissimi-
lar [Hairston et al., 2003, Wallace et al., 2004, Shams et al., 2000, Shams et al., 2005,
Roach et al., 2006]. Recently, some authors have tried to understand these type of ef-
fects as being the result of a correlated joint prior over the multisensory sources like yh
and yv. This may be Gaussian in their difference [Ernst, 2005, Bresciani et al., 2006],
reflecting a prior belief that they should be similar. This prior is insufficient, as it
can not explain complete segregation (complete non-interaction of the observations)
observed in many experiments, because the jointly Gaussian prior always attracts the
estimates of the stimuli together. Alternately, the joint prior may take the special form
of a Gaussian-uniform sum [Roach et al., 2006], to reflect the fact that the observations
are sometimes correlated and sometimes not. This is related to our model in that if we
chose not to represent structure uncertainty C, and simplified our generative model by
p(yh,p,yv,p|θ) = ∑C p(yh,p,yv,p|C,θ)p(C|θ), then the joint probability of the visual and
haptic stimuli would have approximately a Gaussian-uniform sum form. Inference of
the probe stimulus values yh,p,yv,p is this case would tend to be fused if the observations
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xh,p,xv,p were similar and independent if the observations were dissimilar. However,
this would be unsatisfactory as the experiment would now not be as accurately rep-
resented by the model. Moreover, the model would then not explicitly represent the
structure C, which subjects do infer explicitly as reported in [Hillis et al., 2002] and
other related experiments [Hairston et al., 2003, Wallace et al., 2004]. A final reason
to explicitly represent and infer causal structure in a perceptual model is that it may
even be of intrinsic interest. For example, as we saw in the audio-visual context of
Chapter 3, knowledge of structure corresponds to knowledge of “who said what” in a
conversation [Hospedales and Vijayakumar, 2008].
4.3.4.2 Conclusions
In conclusion, the classical maximum likelihood integration theory, and other simpler
theories for cue combination, appeared to fail with qualitative discrepancy in either the
across or within-modal oddity detection experiments reported in [Hillis et al., 2002].
In this section, we have seen that these experiments can be explained quantitatively by
a more accurate Bayesian observer model for this experiment, which exploits structure
inference [Hospedales et al., 2007, Kording et al., 2007]. The structure inference ap-
proach therefore unifies the existing results for across and within-modality scenarios –
and makes new testable predictions for further experiments. This result suggests that
the brain may use a single principle for combining sensory information: including ob-
servations made both within and across modalities. Moreover, in addition to the audio-
visual domain and direct estimation paradigm investigated by previously (Section 4.2,
[Kording et al., 2007, Sato et al., 2007]), we have now provided evidence that structure
inference occurs in combining visual-haptic as well as texture-disparity observations,
and does so in a completely different oddity detection paradigm. The commonality
of these results – across and within different types of modalities, and across different
experimental paradigms – begins to suggest that structure inference may actually be a
commonly evolved principle for combining perceptual information in the brain.
4.4 Bayesian Models of Human Perception: Discussion
4.4.1 Summary
In this chapter, we have applied our work on explicit probabilistic reasoning about mul-
tisensory data association to modelling recent experiments in human neurosciences.
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Using this structure inference framework, we were able to provide a qualitative im-
provement in explanatory power over previous state of the art models for these ex-
periments. Specifically, in the audio-visual domain, only by explicit representation of
variable Bayesian network structure were we able to explain, for the first time, the phe-
nomenon of unity perception and its interaction with location perception. In the visual-
haptic and texture-disparity domains, this enabled us to explain the observed oddity de-
tection rate contours – as well as perception of unity, although this was not measured
in the experiment. It is significant that we were able to explain the results from two
completely different sets of experiments – in different paradigms, and with different
combinations of modalities – using a single probabilistic framework. This is impor-
tant, because it suggests that human multisensory perception involves much more so-
phisticated probabilistic reasoning “under the hood” than had previously been thought
based on classical sensor fusion models. Our results fit nicely into the emerging
view of Bayesian inference as a general model for human perception, which includes
likelihood and prior combination ([Kording and Wolpert, 2004a]), fusion of multi-
ple independent cues ([Ernst and Banks, 2002, Alais and Burr, 2004]), and now cue
combination under uncertain data association ([Hospedales and Vijayakumar, 2007,
Kording et al., 2007]).
4.4.2 Task “Irrelevant” Modalities
Some authors have recently struggled to understand – in terms of the contemporary
maximum likelihood integration framework – the “partial multisensory integration”
observed when performing multisensory discrimination or detection tasks in the pres-
ence of a distracting task-irrelevant stimulus [Bresciani et al., 2006, Roach et al., 2006,
Ernst, 2005]. In these cases, the task-irrelevant, distracting observation has an interme-
diate effect on the percept: It is not ignored entirely (even when subjects are explicitly
instructed to ignore it), but it does not affect the final percept as strongly as would be
predicted by maximum likelihood integration (eq. (1.1)). How can this be explained?
In our structure inference framework (Figure 2.2), this is easy to explain. The brain
would also consider the possibility that the “irrelevant” stimulus i is, actually, relevant
(via the inference for association variable Mi (eqs. (2.2)-(2.4))). An instruction to the
effect that it is irrelevant might reduce the strength of the prior probability πMi of as-
sociation Mi in the context of this task, but may not reduce πMi to zero if the brain
has learned over a lifetime of experience that these modalities are typically correlated
98 Chapter 4. Bayesian Structure Inference in Human Perception
(πMi  0). This is because internal estimates of perceptual parameters may not be
consciously accessible, and instead may be adapted over time with experience (e.g.,
[Ernst, 2007] illustrates learning potential correlation (Mi > 0) from previously uncor-
related (Mi = 0) cues). As such, for a previously correlated modality i, without exten-
sive retraining that now Mi = 0, then in estimation of the stimulus, the brain weights
the probability of Mis relevance (eqs. (2.2)-(2.4)). In the light of the prior and the evi-
dence, this should produce an intermediate answer between integration and segregation
(eq. (2.5)) as is observed ([Bresciani et al., 2006, Roach et al., 2006, Ernst, 2005]).
4.4.3 Additional Association Cues
In many contexts, there will be multiple types of cues to association. For example,
in audio-visual perception (where we have focused on spatial alignment of the two
observations) the temporal synchrony of the observations is also an important indicator
of whether they should be unified or not – and hence, what location should be inferred.
In the experiments discussed in this chapter, such additional cues have generally been
controlled in order to focus on the effect of the main cues of interest.
Some recent work has examined the consequence of such additional cues on fusion.
For example, fusion in visual-haptic size perception (as in [Ernst and Banks, 2002])
decreases with increasing spatial disparity [Gepshtein and Banks, 2003] – presumably
due to decreasing posterior probability of unity. These additional dimensions of ob-
servations, and their effect on structure inference, can easily be included in the general
framework proposed in this thesis. For example, similar and very recent work in this
avenue has modelled the strong dependence of the ventriloquist effect (audio-visual
localization) on temporal synchrony as well as spatial alignment of the audio-visual
cues [Sato et al., 2007].
4.4.4 Relation to Other Neurosciences
What about the neuro-physiological implementation of these computations? There
is some physiological evidence broadly in line with the behavioural psychophysics
results and computational theories discussed in this chapter. In the audio-visual do-
main, for example, the superior colliculus (SC) is well studied, and known to respond
to both audio and visual stimuli. Multi-sensory response strength is increased com-
pared to unimodal response, when stimuli are spatially coincident, and decreased when
stimuli are spatially discrepant [Witten and Knudsen, 2005]. Interestingly, recent re-
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search suggests that AV multisensory interaction occurs very rapidly, and early in
the processing hierarchy. The AV beep-flash counting illusion ([Shams et al., 2000],
discussed in Section 2.2.3) has been the subject of much recent study. In experi-
mental trails where the illusion occurs – and a beep creates the percept of a flash –
increased response is visible in cortical area V1 under magnetic resonance imaging
(MRI) [Watkins et al., 2006]. When the illusion occurs, visual event related poten-
tials (VEPs) – qualitatively similar to those induced by true visual flashes – are also
observed as rapidly as 170 ms after the auditory stimulus [Shams et al., 2001].
What kind of neural architecture might be able to perform the computations de-
scribed in this chapter within the constraints of the known physiology (e.g., the latency
of response discussed above)? Theoretical work on probabilistic population coding
describes how neural populations could potentially encode probability distributions
in their distributed firing statistics [Knill and Pouget, 2004, Pouget et al., 2003]. For
many Bayesian computations, and in particular, those involved in multisensory fusion,
we need to compute products of probability distributions. This has been shown theo-
retically for population codes, via common basis function layer [Deneve et al., 2001].
More recently, it has been shown that a population code exploiting the Poisson-like
firing statistics of cortical neurons would be particularly well suited for performing
such computations [Ma et al., 2006]. This would only involve a single linear opera-
tion, without the need for separate normalization steps, and hence potentially be very
fast. It could also extend to encoding non-Gaussian distributions. Further experimental
work is needed to confirm whether any of these proposed population coding models
are actually implemented by biological neural networks.
Recent research into abstract human learning and reasoning has found Bayesian
structure inference to be a surprisingly powerful explanatory model for higher level
human cognition (e.g., categorical learning and reasoning [Tenenbaum et al., 2006]).
The inferences in these tasks are performed over a much more general set of model
structures than the very constrained sets we have considered in this chapter. Inter-
estingly, however, despite the apparent dissimilarity between cognitive reasoning and
subconscious perceptual processes, the mechanisms and principles are involved very
similar. This suggests the intriguing possibility that probabilistic inference might be a
broadly evolved mechanism for computation in the brain.

Chapter 5
Conclusions & Future Directions
5.1 Summary
In this thesis, we have considered the modelling of multisensory perception
tasks relevant to both humans and machines. Prior work in multisensory ma-
chine perception has successfully applied classical sensor fusion theory to improve
the performance of machine perception systems relative to those with a single
sensory modality [Beal et al., 2003, Perez et al., 2004, Hershey and Movellan, 1999,
Chen and Rui, 2004, Nefian et al., 2002, Serby et al., 2004]. However, as we saw in
Section 3.3.1, this approach is limited because it is not robust to occlusion, sensor fail-
ure or other cause for outlying data. Although other heuristic schemes could be used to
improve the robustness of these algorithms, without an explicit representation of data
association, they are intrinsically limited in their ability to infer potentially important
relational quantities such as “who said what?”.
Classical sensor fusion theory has also been successfully applied by prior
work in the human neurosciences to understand a broad range of phenom-
ena in human multisensory perception. For a variety of senses and senso-
rimotor tasks, classical sensor fusion appears to provide a unifying explana-
tion of the particular manner in which humans combine information from multi-
ple senses [Ernst and Bulthoff, 2004, Ernst and Banks, 2002, van Beers et al., 2002,
Alais and Burr, 2004, Jacobs, 1999, Hillis et al., 2004, Gepshtein and Banks, 2003].
Recent experiments however, have presented psychophysical tasks in which subjects
discounted implausibly discrepant stimuli [Hairston et al., 2003, Wallace et al., 2004,
Roach et al., 2006, Recanzone, 2003], and even made explicit use of the discrepancy to
solve tasks [Hillis et al., 2002]. These results cannot be explained by classical sensor
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fusion theory.
We modelled problems in multisensory perception with ambiguous data association
using Bayesian networks with uncertain structure (Chapter 2). The generality of this
formulation allowed us to apply it both to problems in machine learning of perceptual
tasks and to problems in human psychophysics.
In machine perception (Chapter 3, [Hospedales and Vijayakumar, 2008,
Hospedales et al., 2007]), we built a model to represent the high dimensional,
intermittently correlated audio-visual data generated by a speaking and moving
human. By performing inference in this model, we were able to perform audio-visual
detection and tracking of human subjects. Moreover, we were able to do so in real
time. By learning the parameters of the model with EM, we were able to learn the
audio-visual mapping and the subject’s appearance, which permitted unsupervised
multisensory tracking. Ultimately, by approximating the full multi-target tracking
problem with two independent models, the model was able to perform multi-target
tracking and data association, answering the question of who said what, where?
Unsupervised learning of such representations is an important step forward within the
overarching theme of building more autonomous and capable cognitive robotics and
AI systems.
In human perception (Chapter 4, [Hospedales and Vijayakumar, 2007]), we ap-
plied our framework for multisensory perception to analyse two recent experi-
ments in the audio-visual [Hairston et al., 2003, Wallace et al., 2004] and visual-haptic
[Hillis et al., 2002] domains. In the audio-visual domain (Section 4.2), we saw
that by carefully considering the experimental task posed by [Hairston et al., 2003,
Wallace et al., 2004], the appropriate model to use is a simplified version of - but
in essence the same as - the machine perception model we developed in Chapter 3.
By applying this model, we were able to explain numerous previously unexplained
and counter-intuitive results in this series of experiments. In the visual-haptic do-
main (Section 4.3), we investigated the ground-breaking but perplexing experiments
of [Hillis et al., 2002]. By applying our structure inference approach at two different
levels (oddity and data association), we were able to provide the first complete explana-
tion of the results of this experiment, which had not previously been fully qualitatively
explained. These results – in such disparate modalities and experimental paradigms –
are important because they suggest that apparently low level tasks in human mutisen-
sory perception may involve much more sophisticated probabilistic reasoning under
the hood than had previously been thought.
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5.1.1 Summary of Contributions
The main contributions of our work are summarized as follows:
1. The interpretation of multisensory perception tasks with unknown data associa-
tion as problems in Bayesian model inference (Chapter 2).
2. Specification of Bayesian models for various kinds of abstracted perceptual tasks
(Chapter 2).
3. Application of our models to solve a large scale problem in machine learning
for audio-visual scene understanding. This enabled real time detection, tracking,
and speech segmentation; representing the quantities who said what, where?
(Chapter 3)
(a) Our model uses a flexible appearance template, rather than fixed domain
specific knowledge such as facial features. As a result, it has broader ap-
plicability to other scenarios than most in the literature.
(b) Our model performs unsupervised learning of the appearances and audio-
visual mapping, and is therefore self calibrating. This is in contrast to
typical scenarios requiring hand initialization of the target to be tracked,
and extensive, time-consuming audio-visual calibration across the entire
space.
4. Application of our models to understanding previously unexplained results in hu-
man audio-visual localisation and unity perception as consequences of Bayesian
inference in the perceptual system (Chapter 4).
5. Application of our models to understanding previously unexplained results in
human visual-haptic oddity detection as consequences of Bayesian inference in
the perceptual system (Chapter 4).
This work in this thesis has led to the following publications:
• Structure Inference for Bayesian Multisensory Perception and Tracking
Timothy Hospedales, Joel Cartwright and Sethu Vijayakumar
Proc. International Joint Conference on Artificial Intelligence (IJCAI ’07)
Bibliographic Reference: [Hospedales et al., 2007]
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• Structure Inference for Bayesian Multisensory Scene Understanding
Timothy Hospedales and Sethu Vijayakumar
IEEE Transactions on Pattern Analysis and Machine Intelligence, to appear.
Bibliographic Reference: [Hospedales and Vijayakumar, 2008]
• Bayesian Multisensory Oddity Detection
Timothy Hospedales and Sethu Vijayakumar
Neural Computation, submitted.
Bibliographic Reference: [Hospedales and Vijayakumar, 2007]
5.2 Future Work
Machine Multisensory Perception In the context of our machine perception work,
there are two avenues for future work that stand out. The first primarily deals with
addressing weaknesses of the specific audio-visual formulation described in this thesis,
and the second deals with unifying our system into a more complete sensorimotor
framework.
Key limitations of the current formulation include some lack of robustness in the
EM learning procedure (Section 3.3.2.3) and the lack of elegance of the solution in the
current multi-target tracking framework (Section 3.3.3). Both limitations are largely
due to the nature of the underlying TMG [Frey and Jojic, 2003] parametric framework
chosen initially for this application. The lack of an explicit notion of visual layers
and necessity of explaining the visual observation as a cyclically rotated template was
the root cause of the EM learning limitations discussed in Section 3.3.2.3. For the
same reason, it is difficult to represent the simultaneous effect of multiple sources
on a given modality in the current formulation. To track multiple targets, we were
therefore required to use entirely parallel models (Section 3.3.3). It would be more
satisfying to define and perform inference on a single generative model for multi-
ple targets (as was possible for the toy model in Section 2.2). Although this would
incur more computational cost, the cost could potentially be dealt with, for example,
via greedy [Williams and Titsias, 2004], variational [Jojic and Frey, 2001] or sampling
[Williams et al., 2006] approximations.
A more interesting aim for future research is to unify our structure inference ap-
proach to multisensory perception within a complete sensorimotor loop. The topic of
exploring with active perception has been of recent interest [Vijayakumar et al., 2001].
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Some aspects of active perception require computations very similar to those investi-
gated in this thesis. For example, in robot control it may be important to know the state
(e.g., weight) of a manipulated object. In additional to passive sensor estimates (e.g.,
from vision), this can be estimated by observing the joint torques required to actively
manipulate the object [Petkos and Vijayakumar, 2007]. Alternately, it can be estimated
by observing the tactile forces applied during manipulation [Hoffmann et al., 2007].
Making the best estimate of the object state given all these observations is therefore
an information fusion problem similar to those addressed in this thesis. Deciding how
to actively manipulate the object in order to maximize the information gained in a
multisensory context is an interesting open question.
Human Multisensory Perception In the context of studying human multisensory
perception, there are also a number of interesting avenues for future work. Obviously
there are further experiments, combinations of modalities, and tasks that can be inves-
tigated and compared to theory to discover the extent to which they are explainable by
classical sensor fusion or the more sophisticated structure inference discussed in this
thesis. A bigger interesting question is whether, in the cases where structure inference
appears to apply, the brain is literally computing Bayesian model inference, approx-
imating it (e.g., by ML, MAP or regularization), or simply applying a collection of
clever task-specific heuristics which result in a similar response. Experimental designs
should be conceived which can distinguish between these possibilities.
There is also the open question of parametrization. For Bayesian perception -
even classical sensor fusion - the nervous system needs to have internal estimates
of parameters such as the variance of its sensory apparatus. In our machine percep-
tion model, we used expectation-maximization to make ML estimates of these of-
fline. How these parameters (some of which can even be updated rapidly and on-
line [Jacobs and Fine, 1999]) are learnt by the nervous system is an interesting open
question. Adaptation of cross-modal parameters, such as joint priors and associ-
ation probabilities, in the light of multisensory observations is particularly topical
[Ernst, 2007, van Beers et al., 2002].
Finally, there is the mechanistic question of the underlying neural implementation
of Bayesian computations. As we discussed in Section 4.4.4, there has been recent
theoretical work showing how various Bayesian computations could be performed by
population code [Ma et al., 2006]. However, the actual existence of such population




A.1 Audio-Visual Model Details
In this section we describe in more detail the inference and learning procedures used
in the audio-visual model described in Chapter 3.
A.1.1 Factorial Hidden Markov Models
Standard hidden Markov models (HMMs, [Bishop, 2006b]) assume that the observa-
tions at every time are dependent on a single latent variable. In contrast, when there
are multiple independent contributors to the observation at every time, FHMMs (Fig-
ure A.1, [Ghahramani and Jordan, 1997]) provide a useful representation.
Specifically, in a FHMM, the latent state yt is composed of i = 1..N factors yti
which have independent transition probabilities, so p(yt |yt−1) = ∏Ni p(yti|yt−1i ). The
observations xt at each time-step potentially depends on all the latent factors p(xt |yt).
(When applied to data association specifically, the FHMM observation distribution
p(xt |yt) will use some of the latent factors yi to gate the dependency of observations xi
on other factors y j , (e.g., eq. (2.1)).
Inference and learning rules for FHMMs can be derived analogously to those for
HMMs. The forward inference recursion αt , p(x1:t ,yt) – typically applied in tracking




































p(yt+1i |yti)α(x1:t ,yt). (A.1)
The backward inference recursion γt , p(yt |x1:T ) – which is required for learning
– can be derived as follows:





























This inference procedure is of O(MN) complexity for N Markov chains with M
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states each, rendering it intractable for large numbers of chains. However, for tracking
with data association in two modalities, (as discussed in Chapters 2 and 3), it is easily
computable as only three chains are required.
A.1.2 Gaussian Linear Algebra Results
In this section, we show some results in linear algebra with Gaussians used throughout
this thesis. Suppose we have two jointly Gaussian vectors x,z specified by the form
p(x,z) = p(x|z)p(z), where
p(x|z) = N (x;Gz,Ψ),
p(z) = N (z;µ,Φ).
This form is common in perceptual inference problems, where observations x are de-
scribed as being generated from a source z via some transformation G and sensor noise
Ψ. The variability of source z is in turn described with mean µ and precision Φ. In this
context we are interested in the data distribution p(x) and the conditional distribution
p(z|x) for inference. Since x and z are jointly Gaussian, these are both also Gaussian.
A.1.2.1 Conditional p(z|x)
Since p(z|x) ∝ p(z,x), we can determine the parameters of the conditional by rewriting
the joint as a completed square in z. Dropping the common −12 factor, the exponent of
p(x,z) is
(x−Gz)T Ψ(x−Gz)+(z−µ)T Φ(z−µ),
= xT Ψx−2xT ΨGz+ zT GT ΨGz+ zT Φz−2µT Φz+µT Φµ,
= zT (GT ΨG+Φ)z−2zT (GT Ψx+Φµ)+(xT Ψx+µT Φµ), (A.3)
= (z−µz|x)T Φz|x(z−µz|x)T −µz|xΦz|xµz|x +xT Ψx+µT Φµ. (A.4)
Where the mean µz|x and precision Φz|x of the conditional p(z|x) = N (z;µz|x,Φz|x)
can be determined by comparison with the exponent eq. (A.3) to be:
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In our perceptual inference context, the posterior precision eq. (A.5) is now the
sum of the likelihood (Ψ) and prior (Φ) precisions while the posterior mean eq. (A.6)
is now a precision weighted sum of the likelihood (x) and prior (µ) components.
A.1.2.2 Marginal p(x)
The marginal distribution p(x) is determined from the joint p(x,y) as p(x) =R
z p(x,z) =
R
z p(z|x)p(x). From the exponent of the joint p(x,z) in eq. (A.4), we
see that integrating out the z factor leaves −µz|xΦz|xµz|x + xT Ψx + µT Φµ, which we
will rewrite as a completed square in x to find p(x). Taking the x dependent terms, we
have
−µz|xΦz|xµz|x +xT Ψx
= xT Ψx− ((GT ΨG+Φ)−1(GT Ψx+Φµ))T (GT ΨG+Φ)
·((GT ΨG+Φ)−1(GT Ψx+Φµ)) ,
= xT
(
Ψ−ΨG(GT ΨG+Φ)−1GT Ψ)x−2xΨG(GT ΨG+Φ)−1Φµ,
= xT (Ψ−1 +GΦ−1GT )−1x−2xΨG(GT ΨG+Φ)−1Φµ, (A.7)
where in eq. (A.7), we have used the Woodbury identity1 to simplify the precision
term. The resulting Gaussian p(x) = N (x;µx,Φx) can be identified as having mean
and precision given by:
µx = Gµ, (A.8)
Φx = (Ψ−1 +GΦ−1GT )−1. (A.9)
A.1.2.3 Multisensory Conditional p(z|x1,x2)
The conditional distribution p(z|x) derived in Section A.1.2.1 generalizes straightfor-
wardly to multiple observations. Consider making two observations x1 and x2 of z
such that: x1 ∼N (λ1G1z,Ψ1) , x2 ∼N (λ2G2z,Ψ2) and z∼N (µ,Φ). (Note that we
have introduced an extra scaling factor λi of the observations i; it will be used in Chap-
ter 3.) The conditional Gaussian is again determined by rewriting the joint product of
Gaussians as a completed square in z: p(z|x1,x2) ∝ p(x1,x2,z) = p(x1|z)p(x2|z)p(z).
Dropping the common −12 factor, the exponent of the joint is:
1(A−1−A−1C(B−1 +CT A−1C)−1CT A−1)≡ (A+CBCT )−1
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where the mean µz|x1,x2 and precision Φz|x1,x2 of the conditional p(z|x1,x2) =

















2 Ψ2x2 +Φµ). (A.13)
In our perceptual inference context, the posterior precision eq. (A.12) is now the sum
of the both of the likelihood (Ψ1 and Ψ2) and prior (Φ) precision terms, illustrating
the increase in precision to be gained from making multiple independent observations.
The posterior mean is now a precision weighted average of each of the observations x1
and x2, and the prior mean µ.
In the simplest scenario of scalar variables xi and z without linear translations (λi =
1,Gi = 1), then eqs. (A.12) and (A.13) are simplified to:
φz|x1,x2 = (Ψ1 +Ψ2 +Φ), (A.14)
µz|x1,x2 = φ
−1
z|x1,x2(Ψ1x1 +Ψ2x2 +φµ), (A.15)
where Ψ1,Ψ2,Φ and µ are now scalar.
A.1.2.4 Multisensory Marginal p(x1,x2)
The multisensory marginal distribution p(x1,x2) is again determined from the joint




z p(z|x1,x2)p(x1,x2). From the exponent
of the joint p(x1,x2,z) in eq. (A.11), we see that integrating out the z factor leaves
−µTz|x1,x2Φz|x1,x2µz|x1,x2 +xT1 Ψ1x1 +xT2 Ψ2x2 +µT Φµ, so that
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In the simplest scenario of scalar variables xi and z without linear translations (λi =













where Ψ1,Ψ2,Φ and µ are now scalar. This is used in Chapter 4.
A.1.3 EM Parameter Updates
To optimize the model parameters θ = {λ1,2,υ1,2,η,α,β,ω,πl,µ,Φ,Ψ,Γ,Θ,Ω,πw,πz,
γ,ε,σ1,2}, we make use of the posterior p(H|D,θ) over all hidden variables H =
{a,v,τ, l,W,Z}Tt=1 (as computed in eq. (3.3)) and maximize the expected complete
log likelihood of the data
R







p({a,v,τ, l,W,Z}Tt=1|{x1,x2,y}Tt=1) log p({a,v,τ, l,W,Z,x,x2,y}Tt=1).
The following sections list all the updates and some illustrative example derivations.
A.1.3.1 Video Appearance Model Updates
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Here, we have identified
R
v p(v|y, l,z)v as the mean eq. (3.4) from the inference phaseR
v p(v|y, l,z)v = µv|y,l,z. Explicit indexing by frame t was dropped for clarity.








































p(zt |D1:T )(yt− γ)2. (A.23)
These updates make use of the sufficient statistics from the video inference, µv|y,l,z and
νv|z (as computed in eqs. (3.4) and (3.5)). Nz , ∑t p(zt |D1:T ) and Nz , ∑t p(zt |D1:T )
are defined for convenience to be the total weight of associated and disassociated video
frames respectively in the training sequence. Ny is the total number of pixels per frame
and the inner product xT x is written as x2.
A.1.3.2 Audio Appearance Model Updates
Consider optimizing for the audio background noise precision parameter σ1. The up-






















p(v|l,Z,D)p(Z, l|D)(1−w)(xT1 x1−Nxσ−11 ),
∑
W,t
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Here, explicit indexing by frame t was dropped for clarity and Nx is the total number of
audio samples per frame. The remaining audio parameter updates are derived similarly
and listed below:
λ1 ← ∑t,τ
p(τt ,wt |D1:T )xT1 µa|x1,τ,w





p(τt ,wt |D1:T )xT2 Tτµa|x2,τ,w


















































p(wt |D1:T )(xt2)2. (A.31)
Here we make use of the sufficient statistics from the audio inference, µa|x,τ,w and νa|w
as computed in eqs. (3.6)-(3.7). The full posterior over delay, location and association
p(τt , lt ,Wt ,Zt |D1:T ) = p(τt |lt ,Wt ,D1:T )p(lt ,Wt ,Zt |D1:T ) is also used (as computed
by eqs. (3.9) and (3.20)). Nw = ∑t p(wt |D1:T ) and Nw = ∑t p(wt |D1:T ) are defined
for convenience to be the total weight of associated and disassociated audio frames
respectively in the training sequence.
A.1.3.3 Multimodal Updates
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2−2ταl−2τβ+α2l2 +2αlβ+β2) , (A.34)
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where for brevity we define the notation Qtt,l,w , p(τ
t , lt ,wt |D1:T ) for the posterior
over time-delay, location and audibility.
A.1.3.4 Markov chain updates
To compute the updates for the Markov chain parameters, we make use of the sufficient
statics α eq (2.6) and γ eq. (2.7) from the inference as follows:
Γ[i, j] ←








∑t p(Zt ,Zt+1|D1:T )[i, j]
∑t γ(Zt)[i]
, (A.37)
where p(lt , lt+1|D1:T ) = α(l
t)p(Dt+1|lt+1)γ(lt)Γ[lt ,lt+1]
α(lt+1) .
A.1.4 FFT Speedup Equations
A.1.4.1 Inference
The following FFT based computations (derived along the lines described in Sec-
tion 3.2.4.1) were used to speed up inference (eqs. (3.12), (3.16) and (3.13) respec-
tively):
log p(τ|w, l,x1,x2) = log p(τ|l)+λ1λ2υ1υ2ν−1a|wCorr [x1,x2]+ logK, (A.38)




















−2log(y|l,z) = log(∣∣2πνy|l,z∣∣)+Corr[y2,(φ−1 +ψ−1)−1]
−2Corr[y,µ∗ (φ−1 +ψ−1)−1]+µT TTl νy|l,zTlµ. (A.40)
Here we make use of the audio posterior precision (3.7) νa|w = η+λ21υ1 +λ
2
2υ2 and
the video data likelihood precision matrix (3.14), νy|l,z = (Ψ−1 +TlΦ−1TTl )
−1. φ and
ψ represent the diagonal elements of Φ and Ψ respectively. ∗ denotes element-wise
multiplication.
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A.1.4.2 Learning
The following FFT based computations (derived along the lines described in Sec-













































−2ytCorr[φ∗µ,qtlz]T +yT Corr[φ∗φ∗µ∗µ,qtlz]T)] . (A.43)
Here, we define the notation qtlz , p(l
t ,zt |D1:T ) and qtz , p(zt |D1:T ) for the location
and visibility posteriors.
A.2 Oddity Detection Details
A.2.1 Complete Results
In this section, we summarize the predictions of our model and the experimental data
for eight of the reported scenarios in [Hillis et al., 2002]. In Figure A.2(a)-(d), the
across-modality predictions are shown. The unimodal variances (determined by the
red lines) and prior probability of fusion (fit to the data) vary across subjects and enable
accurate prediction of the multimodal detection contours in almost every case.
Our approach required one compromise in modelling power compared to
[Hillis et al., 2002]. One of the particular within-modality cues used in this experi-
ment, texture based slant perception, exhibits the unusual property of being perceived
with less variance as a function of the actual stimulus slant [Knill, 1998]. So the noisy
observations should ideally be modelled as xt ∼ N (yt ,σt(yt)) where σt(yt) is a de-
creasing function of the absolute magnitude of yt . This is why the human data in
the within-modal experiments (Figure A.2(e)-(h)) takes a more curved shape than the
across-modal experiments (Figure A.2(a)-(d)). This is particularly apparent when the
standard stimulus is taken to not be at (0,0) because then the variances of observations
above and below the standard are not even symmetrical (Figure A.2(f)-(h)).















































































































































































































































































Figure A.2: Oddity detection rate predictions for ideal Bayesian observer using variable
structure model (grey-scale background). Oddity detection rate threshold contours for
the Bayesian model (blue lines), mandatory fusion model (green lines) and unimodal
model (red lines) are shown along with human thresholds (magenta points). (a-d)
Visual-haptic condition. (e-h) Texture-disparity condition. Chance=33%. Contour root
mean squared error is given for; Eb: Bayesian model, Em f : sequential fused estimate
and unimodal model, Eum: sequential unimodal model.
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The simpler overall model in [Hillis et al., 2002] allowed them to model the de-
pendence of σt(yt) on yt numerically, while still retaining computational tractability
(hence, the curved green prediction lines in Figure 4.9(b)). Note, however, that this
introduces additional free parameters in the function σt(yt), which they tuned to fit the
data.
In our approach, we were not able to incorporate variable and asymmetric vari-
ance while retaining analytical and computational tractability of the model, and we
simply assumed it was constant and symmetric. Hence, the fits of our model to the
within-modal data with asymmetric variance (Figure A.2(f)-(h)) do not have the same
quantitative accuracy as for the other experiments (Figure A.2(a)-(e)). Nevertheless,
even in these cases, the essential slightly elongated region of non-detection along the
cues-discordant axis is still captured albeit without the curve related to σt(yt). In future
work, this limitation could be potentially addressed while retaining the same general
framework by including a parametrised dependency σt(yt) in the generative model and
applying a sampling, rather than analytical, approach to integrating the latent variables
{yp,yt,p,yd,p,ys} in eq. (4.11).
A.2.2 Oddity Inference
The model likelihoods can be determined by simple integrals of Gaussian products. We
assume all the observations are distributed normally given the source xh,i ∼ N (y,σ2h)
and xv,i ∼ N (y,σ2v), and that the subject’s prior belief about the source locations
is represented by ys ∼ N (µs,σy) and yp ∼ N (µs,σy). Then, the model likelihood
p({xh,i,xv,i}3i=1|p,θ) can be determined by integrals of Gaussian products. (See Ap-













N (x j,i|ys)N (ys), (A.45)


















N (xh,p|ys)N (xv,p|ys)N (yp), (A.47)
pp(xh,p,xv,p|p = 3) ∝





(−2xh,3xv,3ρhρv + x2v,3ρv(ρh +ρy)+ x2h,3ρh(ρv +ρy)) . (A.48)
Note that for simplicity, we use precisions ρi = σ−2i rather than variances σ
2
i , as-
sume that object three is odd (p = 3) and that µs = 0. All distributions are assumed to
be conditional on the parameters θ.
A.2.3 Oddity Inference with Variable Structure
Conditioned on the causal structure C ∈ {c,c} as well as the model (oddity) p, all
the likelihoods factor and are still determined by integrals of Gaussian products. To
compute the model posterior, we integrate out the binary causal structure variable C















N (x j,i|ys)N (ys),


























N (xh,p|ys,c)N (xv,p|ys,c)N (yp|c),









N (xh,p|yh,p,c)N (xv,p|yv,p,c)N (yh,p|c)N (yv,p|c),
p(xh,p,xv,p|p = 3,c) = N (xh,3;0,(ρ−1h +ρ−1v )−1)N (xv,3;0,(ρ−1v +ρ−1v )−1).(A.53)
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