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Kaaottisessa järjestelmässä, kuten esimerkiksi ilmakehässä, ennustettavuus on rajoitettu. Yksittäinen
numeerinen sääennuste tulee aina lopulta erkanemaan todellisesta ilmakehän tilasta. Numeeristen
sääennusteiden parantamiseksi on kehitetty parviennusteet, missä yhden ennusteen sijasta
tarkastellaan useamman ennusteen käyttäytymistä. Luotettavan parviennusteen luomiseksi on parven
jäsenten alkutilat valittava tarkkaan. Parvi voidaan luoda niin, että arvioituun alkutilaan lisätään
satunnaisia häiriöitä tai edeltävän parviennusteen pohjalta jalostettuja häiriöitä.
Tässä pro gradu -työssä tarkasteltiin, onko satunnaishäiriö- ja jalostushäiriömenetelmän
luotettavuudessa eroa Lorenz-96-mallissa. Luotettavuutta vertailtiin kolmella eri
todentamismenetelmällä: sijoitushistogrammilla, hajaantuminen-osuvuus-tuloksella ja
sijoitustodennnäköisyystuloksella. Parviennusteet luotiin sekä täydelliselle että stokastiselle mallille.
Häiriöiden kokoa vaihdeltiin neljän eri skaalausparametrin avulla. Ennen varsinaisten
parviennusteiden luontia mallin kaaottisuus varmistettiin selvittämällä ensimmäinen Lyapunovin
eksponentti sekä tarkastelemalla, kääntyvätkö satunnaiset häiriöt Lyapunov-vektorin suuntaan.
Tulosten mukaan häiriömenetelmien välillä oli eroa paikoin, riippuen käytetystä mallista ja
skaalausparametristä. Täydellisessä mallissa jalostushäiriömenetelmä oli parviennusteen ajan
hetkestä ja häiriön koosta riippuen luotettavampi kuin satunnaishäiriömenetelmä sijoitushistogrammin
ja hajaantuminen-osuvuus-tuloksen osalta. Stokastisessa mallissa satunnaishäiriömenetelmä oli
luotettavampi ainoastaan sijoitushistogrammin tulosten perusteella. Sijoitustodennnäköisyystulos ei
antanut selviä viitteitä suuntaan tai toiseen kummankaan mallin osalta.
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Jo 1950-luvun puolivälistä lähtien tietokoneet ovat olleet olennainen osa meteorologiaa ja
erityisesti sääennustamista. Erilaiset ilmakehää tai sen osia kuvaavat numeeriset simulaatiomallit
luovat perustan nykyiselle sääennustamiselle. Simulaatiomallit koostuvat fysiikan yhtälöistä, jotka
laskevat arvon eri tilamuuttujille sadoilla tuhansilla hilapisteillä. On selvää, että laskutoimitusten
määrä on niin valtava, että ihminen ei pystyisi suorittamaan niitä ilman tietokoneiden apua.
Tietokoneet eivät kuitenkaan ole ratkaisseet kaikkia sääennustamiseen liittyviä ongelmia. Yksi
näistä ongelmista on ennustettavuuden rajallisuus. Vielä 1950-luvulla vallitsi optimismi, että
tietokoneiden avulla esimerkiksi talouden käyttäytymistä tai vaikkapa säätä pystyttäisiin
ennustamaan tarkasti monien viikkojen tai kuukausien päähän. Tämä optimismi kuitenkin katosi,
kun havaittiin ilmakehän ennustettavuuden nopeasti saavutettava rajallisuus. Pieni virhe
ennusteen alkutilassa nimittäin kasvaa lopulta niin suureksi, että yksittäinen sääennuste menettää
merkityksensä vain joidenkin päivien kuluttua.
Sääennuste on siis herkkä alkutilan virheille, ja koska alkutilaa ei voida määritellä
täydellisesti, on alkutilan virheen kasvu väistämätön. On myös havaittu, että herkkyys
alkutilavirheelle ei ole aina sama vaan riippuu ajanhetkestä. Jonakin hetkenä virhe kasvaa
suuremmaksi hitaasti, jonakin toisena hetkenä nopeasti. Ennustevirhe, joka on ennusteen ja
ilmakehän todellisen tilan välinen erotus, muodostuu alkutilavirheen lisäksi myös mallivirheestä:
esimerkiksi ilmakehää kuvaavat liikeyhtälöt ovat epätäydellisiä ja yhtälöiden ratkaisemiseen
käytettävässä numeerisessa approksimoinnissa tapahtuu virheitä (Carr, 1999). Sekä
alkutilavirhettä että mallivirhettä voidaan käsitteellisesti tarkastella erikseen, mutta
todellisuudessa ne ovat kuitenkin kytkeytyneet yhteen. Esimerkiksi ennusteen alkutilan
määrittelyyn käytettävä alkutila-analyysi käyttää säämallin edellisiä ennusteita hyväkseen, jolloin
mallivirhe vaikuttaa väistämättä alkutilavirheeseen.
Ennustettavuuden parantamiseksi on kehitetty parviennusteet, jotka ovat yleistyneet
sääennustamisessa. Parviennuste on ennustetapa, jossa sääennuste ajetaan monta kertaa alkaen
toisiinsa nähden hieman erilaisista alkutiloista lähtien tai erilaisia ennustemalleja käyttäen.
Parviennusteen yksittäistä ennustetta kutsutaan parven jäseneksi. Parviennusteesta saadaan
arvio ennusteen epävarmuudesta sekä siitä, mikä on ennusteen todennäköisin lopputulos (WMO,
2012). Laskemalla parviennusteelle keskiarvo voidaan ennusteen luotettavuutta parantaa, sillä se
suodattaa toisistaan paljon poikkeavat parven jäsenet pois (Kalnay, 2003).
2Parviennustaminen vaatii tietokoneilta enemmän laskentaresursseja kuin yksittäinen
ennuste. Käytettävissä olevat laskentaresurssit rajoittavat parviennusteen parven jäsenien
määrää, samoin mallissa käytettävä paikallinen ja ajallinen erottelukyky eli resoluutio.
Sääennustemalleissa vaakasuuntainen paikallinen erottelukyky vaihtelee tyypillisesti noin 10
kilometristä muutamaan sataan kilometriin. Parven jäseniä on mallista riippuen noin 10–100
kappaletta (Leutbecher ja Palmer, 2008). Parven jäsenien määrän ollessa rajoitettu on ennusteen
kannalta tärkeää valita jäsenien alkutila siten, että ne edustavat mahdollisimman hyvin alkutilan
epävarmuuksia. Näin ollen parven alkutilan häiriöiden eli perturbaatioiden on edustettava
mahdollisimman kattavaa otosta alkutilan virhejakaumasta (Toth ja Kalnay, 1997).
Parviennustemallien historiassa on ollut erilaisia häiriötekniikoita, joilla on pyritty
ratkaisemaan edellä mainittu ongelma. Erilaisia häiriötekniikoita on esitelty muun muassa Tothin
ja Kalnayn (1993) artikkelissa. Tässä tutkimuksessa perehdymme kahteen eri häiriömenetelmään:
satunnaishäiriöihin ja niin sanottuihin breeding- eli jalostushäiriöihin. Satunnaishäiriömenetelmä
on yksi vanhimmista ja yksinkertaisimmista häiriömenetelmistä (Leith, 1974).
Jalostushäiriömenetelmän ensiaskeleet on otettu 1990-luvulla ja muun muassa Yhdysvaltain
National Centers for Environment Prediction (NCEP) on käyttänyt jalostusmenetelmää
tuottamissaan ennusteissa (Toth ja Kalnay, 1997).
Tämän tutkimuksen tarkoituksena on selvittää, onko satunnaishäiriömenetelmällä ja
jalostushäiriömenetelmällä eroa parviennusteiden luotettavuuden osalta Lorenz-96-mallia
käyttäen. Lorenz-96-malli on eräänlainen lelumalli eli hyvin yksinkertainen differentiaaliyhtälöistä
koostuva dynaaminen malli. Yksinkertaisuudestaan huolimatta Lorenz-96-mallin käyttäytyminen
on pohjimmiltaan sama kuin sääennustemalleissa. Sopivilla parametreilla malli käyttäytyy
kaaottisesti, minkä johdosta sen ennustettavuudella on rajansa. Tutkimusta varten tietokoneelle
ohjelmoidun mallin toimivuuden varmistamiseksi suoritetaan testit, joissa määritellään mallin
ensimmäinen Lyapunovin eksponentti. Lisäksi tarkastellaan, konvergoituvatko satunnaisesti
lisätyt häiriöt samaan suuntaan.
Mallin toimivuuden varmistamisen jälkeen vertaillaan satunnaishäiriöillä ja jalostushäiriöillä
alustettujen parviajojen luotettavuutta. Parviajot näille kahdelle häiriömenetelmälle tehdään
neljää eri häiriön kokoa määrittelevää skalaausparametriä käyttäen. Lisäksi parviajot luodaan sekä
täsmällisesti tunnetun (täydellinen malli) että arvioidun alkutilan (stokastinen malli) pohjalta.
Kirjallisuudessa on esitetty, että jalostushäiriömenetelmät ovat tuottaneet sääennustemalleissa
luotettavampia ennusteita kuin satunnaishäiriömenetelmät. Tässä tutkimuksessa selvitetään,
3onko näin myös yksinkertaisen Lorenz-96-mallin osalta. Ennusteiden luotettavuus arvioidaan
kolmella eri todentamismenetelmällä, jotka ovat sijoitushistogrammi, hajaantuminen-osuvuus-
tulos ja sijoitustodennäköisyystulos. Tilastollisia menetelmiä käyttäen arvioidaan, onko
häiriömenetelmien välillä todentamismenetelmien tuloksissa tilastollisesti merkitsevää eroa.
Tutkimushypoteesi on se, että satunnais- ja jalostushäiriömenetelmien välillä luotettavuudessa ei
ole Lorenz-96-mallissa eroa.
Tutkielman rakenne on seuraava: seuraavassa osioissa tarkastellaan kaaottisen
järjestelmän, parviennusteiden ja häiriömenetelmien teoriaa. Näiden teorioiden ymmärtäminen
helpottaa ymmärtämään mallin käyttäytymisen ja todentamiseen tehtävien testien mielekkyyttä.
Tutkimusmenetelmät ja -asetukset, muun muassa tutkimuksessa käytetty Lorenz-96-malli,
esitellään osiossa 3. Tutkimustulokset käydään testeittäin läpi osiossa 4 ja tulosten merkitystä




Ilmakehä on esimerkki kaaottisesta järjestelmästä. Kaaottinen järjestelmä on jaksoton,
toisin sanoen, järjestelmän ratkaisut eivät koskaan toista menneisyyttä täsmälleen samalla tavalla.
Lorenz osoitti (1963), että pakotettua ja dissipatiivista virtausta kuvaava järjestelmä, joka koostuu
epälineaarisista differentiaaliyhtälöistä, on epävakaa. Tämä tarkoittaa sitä, että alussa kaksi
toisiaan hyvin lähellä olevaa liikerataa järjestelmän faasiavaruudessa erkanevat toisistaan ajan
myötä. Lorenz havaitsi, että tällaisella dynaamisella järjestelmällä on ennustettavuuden osalta
olemassa äärellinen raja. Lorenz myöhemmin (1965) näytti, kuinka 28 muuttujasta koostuvassa
ilmakehämallissa pienet satunnaiset alkutilan virheet kasvavat, kunnes niistä syntyy merkittäviä
muutoksia mallin kokonaisliikekenttään. Kaaottisen järjestelmän ominaisuuksista löytyy
yhteenveto Lorenzin artikkelien (1963, 1965, 1996) lisäksi muun muassa Kalnayn (2003) teoksesta.
Niin sanottujen Lyapunovin eksponenttien ja vektorien avulla voidaan selvittää järjestelmän
tunnusomaiset piirteet ja täten määritellä, onko järjestelmä kaaottinen vai ei. Seuraavassa
kappaleessa esitellään Lyapunovin eksponenttien ja vektoreiden käsitteet, sillä näiden avulla
voidaan todeta tässä tutkimuksessa käytettävän mallin kelpoisuus.
42.2. Lyapunovin eksponentit ja vektorit
Lyapunovin eksponentit ovat N muuttujaa sisältävän dynaamisen järjestelmän
ominaispiirre. Eksponentin voidaan kuvata geometrisesti seuraavalla tavalla: tarkastellaan pistettä
dynaamisessa järjestelmässä olevalla liikeradalla ja lisätään pieniä häiriöitä pisteen ympärille, niin
että häiriöt muodostavat hyperpallon eli moniulotteisen pallon. Hyperpallo muuttuu
hyperellipsoidiksi, kun mallin jokaista häiriötä integroidaan ajan suhteen eteenpäin. Tätä vaihetta
kutsutaan lineaariseksi vaiheeksi. Järjestelmän ollessa epävakaa ainakin yksi hyperellipsoidin
akseleista venyy pidemmäksi. Epälineaaristen vaikutuksien kasvaessa merkittäviksi ellipsoidi alkaa
laskostumaan, ja ajan kuluessa eteenpäin hyperellipsoidin rakenne on lopulta muuttunut
fraktaaliseksi (Kalnay, 2003).
Lineaarisessa vaiheessa hyperellipsoidin jokaisen akselin j kasvu tai kutistuminen voidaan
kuvata termillä exp(λj t), missä kaikki λj:t ovat Lyapunovin eksponentteja. Eksponentit on
järjestetty niin, että λ1 ≥ λ2 ≥ …  ≥ λj. Hyperellipsoidin kokonaistilavuus V kehittyy yhtälön 1
mukaisesti:
ܸ(ݐ) = 	 ଴ܸ݁ି(ఒభାఒమା⋯ାఒ೙)௧, (1)
missä V0 on tilavuus alussa. Eksponenttien summa paljastaa järjestelmän luonteen:
kokonaisenergiansa säilyttävällä järjestelmällä eksponenttien summa on nolla, kun taas
dissipatiivisessa järjestelmässä summa on negatiivinen. Kaaottisessa järjestelmässä ainakin yksi
Lyapunovin eksponentti on suurempi kuin nolla, ja jos järjestelmän virtaus on rajoitettu, niin myös
yhden eksponentin on oltava nolla. Lyapunovin eksponentteja on yhtä paljon kuin ulottuvuuksia
on järjestelmässä (Kalnay, 2003). Esimerkiksi Lorenz-63-mallille (Lorenz, 1963) on eksponenttien
laskettu olevan 0,906; 0 ja -14,572, kun mallin parametrit ovat σ=10, r=28 ja b=8/3 (Feng et al.,
2014).
Määrittelemällä ensimmäisen Lyapunovin eksponentin arvo voidaan selvittää järjestelmän
vakaus. Ensimmäinen eksponentti voidaan arvioida ajamalla järjestelmää kuvaavaa mallia alkaen
satunnaisesti valitusta alkutilan häiriöstä. Pitkän aikaintegraation aikana häiriön kasvunopeus
konvergoituu kohti ensimmäistä Lyapunovin eksponenttia yhtälön 2 mukaisesti:





||࢟(௧బା௦)||||࢟(௧బ)|| ቃ ,  (2)
missä s on äärellinen aikaväli, y(t0) on satunnaisesti valittu alkutilan häiriö ja y(t0 + s) on häiriö
aikavälin s jälkeen. Lyapunovin eksponenttien voidaan siis ajatella kuvaavan hyperellipsoidin
5lineaarista pitkän aikavälin kasvua. Joten jos vähintään yksi eksponenteista on suurempi kuin nolla,
niin ainakin yksi hyperellipsoidin akseleista jatkaa venymistä (Kalnay, 2003).
Edellä esitetty kasvun kehitys käsittelee järjestelmän globaaleja kasvuominaisuuksia.
Kuitenkin ennustettavuusongelmissa usein halutaan keskittyä enemmän järjestelmän tietyn
ajanhetken paikallisiin vakausominaisuuksiin. Tätä varten voidaan määritellä paikallinen johtava
Lyapunovin vektori (Leading local Lyapunov vector) tietylle ajanhetkelle t.  Se  on vektori,  jonka
suuntaan kaikki satunnaishäiriöt y(t – s), jotka luotiin ajan s ennen t:tä, lähentyvät. Paikallisen
johtavan Lyapunov-vektorin määritelmä on:
࢒૚(ݐ) = ݈݅݉
௦→ஶ
ࡸ(ݐ − ݏ, ݐ)࢟(ݐ − ݏ) , (3)
missä ࡸ(ݐ − ݏ, ݐ) on tangentti lineaarisen mallin propagaattori, käytännössä siis matriisi, joka
muuttaa häiriön alkutilan ajan hetkestä t0 lopulliseen tilaan ajan hetkellä t (Kalnay, 2003).
Paikallinen johtava Lyapunovin eksponentti voidaan arvoida rajallisen aikavälin τ yli:
݈ଵ = ଵఛ ݈݊ ൤ห|࢒૚(௧ାఛ)|หห|࢒૚(௧)|ห ൨ , (4)
missä ࢒૚(ݐ) on häiriö hetkellä t ja ࢒૚(ݐ + ߬) häiriö hetkellä t+  τ. Paikallinen johtava Lyapunov-
vektori on riippumaton käytettävän normin määrittelystä. Vektori kuvaa mihin suuntaan ulkoisia
pakotteita vailla olevassa järjestelmässä tapahtuu suurin pysyvä kasvu tai pienin kutistuminen.
Äärellisen muutosajan jälkeen alkutilan häiriö kääntyy paikallisen johtavan Lyapunov-vektorin
suuntaan liikeradan jokaisella pisteellä (Kalnay, 2003). Tämä on havainnollistettu kuvassa 1.
Käyttäen näitä tietoja Lyapunov-eksponentista ja paikallisesta johtavasta Lyapunov-vektorista,
voidaan tarkastaa, onko tässä tutkimuksessa käytettävä numeerinen malli kaaottinen. Mallin
voidaan hyvin suurella varmuudella todeta käyttäytyvän kaaottisesti, jos johtava Lyapunovin
eksponentti on positiivinen ja jos malliin asetettavat satunnaiset häiriöt kääntyvät samaan
suuntaan, kun häiriöitä aikaintegroidaan eteenpäin.
2.3. Parviennusteiden teoria ja käyttötarkoitus numeerisessa sääennustuksessa
Kaaottisen dynaamisen järjestelmän ennustettavuudella on äärellinen raja. Tämä pätee
silloinkin, jos järjestelmää kuvaava malli onnistuisi käsittelemään kaikkia fysikaalisia prosesseja
täysin oikein. Arviota alkutilasta voidaan parantaa kattavammilla mittausmenetelmillä sekä
kehittyneemmillä data-assimilaatiomenetelmillä. Esimerkiksi Euroopan keskipitkien
sääennusteiden keskuksen (ECMWF) deterministinen ennuste on parantunut vuosina 1990–2010
6niin, että ennustettavuus on noussut noin neljästä päivästä reiluun kuuteen päivään (ECMWF,
2011). Alkutilavirhettä ei kuitenkaan koskaan saada kokonaan katoamaan, joten on
väistämätöntä, että ennuste erkanee todellisuudesta ennemmin tai myöhemmin.
Parviennuste on tapa arvioida sääennustamisen alkutila- ja mallivirheitä. Sen pyrkimyksenä
on parantaa keskimääräistä ennusteen tarkkuutta, arvioida eri ilmiöiden
tapahtumistodennäköisyyttä, ja arvioida ennusteen osuvuuden heikkenemistä ennusteajossa.
Parviennusteessa ajetaan kahta tai useampaa ennustetta samasta alkuhetkestä eteenpäin.
Ennusteet voivat alkaa joko erilaisista alkutiloista tai ennusteet luodaan eri ennustemallien avulla
(Sivillo et al., 1997). Tässä tutkimuksessa keskitytään samasta alkuhetkestä mutta erilaisista
alkutiloista lähtevään parviennusteeseen.
Oletetaan, että ennusteen alkutila x ∈ N eli x kuuluu reaaliluvuista koostuvaan N-
ulottuvuuteen. Oletetaan, että ennusteen alkutila x on epävarma mutta se voidaan kuvata
todennäköisyystiheysfunktiolla Pd(x). Pd:n käyttäytyminen ennustemallin yhtälöiden vaikutuksen
alaisuudessa voidaan kuvata niin sanotulla Liouvillen yhtälöllä. Kattava analyysi yhtälöstä löytyy
muun muassa Ehrendorferin (1994) artikkelista. Liouvillen yhtälön ratkaisu on mahdollinen, mutta
Kuva 1. Havainnolistus häiriöiden käyttäytymisestä epälineaarisella liikeradalla. Alakulmassa
oleva hyperpallo, jonka sisällä on pieniä nuolia, kuvaa satunnaisesti alkutilaan lisättyjä häiriöitä.
Kun häiriöt kehittyvät ajan myötä faasiavaruudessa, hyperpallo alkaa muotoutua
hyperellipsoidiksi. Ellipsoidin muodostavat häiriövektorit alkavat kääntyä kohti johtavaa
paikallista Lyapunovin vektoria (Kalnay ja Toth, 1996).
7se on epäkäytännöllinen ulottuvuuksien määrän ollessa niinkin matala kuin 100. Nykyisissä
numeerisissa sääennustemalleissa Liouvillen yhtälö täten menettää merkityksensä, sillä mallien
ulottuvuudet ovat jopa kertaluokkaa 106–108 (Leutbecher ja Palmer, 2008).
Todennäköisyystiheysfunktion Pd:n tarkka käyttäytyminen ennustemallissa on mahdoton
selvittää, joten siitä on tehtävä arvio. Tähän käytetään Monte Carlo -tekniikoita, joissa alkuhetken
todennäköisyystiheysfunktiosta poimitaan otos alkutiloja, joiden aikaevoluutiota tarkastellaan.
Näin ollen kyseinen otos muodostaa parven ja yksittäinen otoksen osa on parven jäsen.
Tyypillisissä Monte Carlo -mallinnuksissa alkutilan todennäköisyystiheysfunktio voidaan tietää
täsmälleen, mutta numeerisessa sääennustemalleissa on vielä yksi ylimääräinen ongelma:
käytetty alkutilan todennäköisyystiheysfunktio on vain arvio todellisesta alkutilan
todennäköisyystiheysfunktiosta (Leutbecher ja Palmer, 2008).
Parviennusteen luomisessa on otettava huomioon useita asioita, jotta ennuste olisi
hyödyllinen. On ylipäätään tärkeää selvittää, mitä parviennusteelta halutaan ja miten se luodaan.
Tätä on pohdittu kattavasti kirjallisuudessa. Esimerkiksi Sivillo et al. (1997) on listannut viisi
parviennusteisiin liittyvää haastetta, jotka ovat parven luominen, parven koon valitseminen,
tiedon irroittaminen parviennusteesta, tiedon esittäminen parviennusteesta ja parviennusteen
tulkitseminen. Kalnay (2003) vastaavasti listaa parviennusteille kolme perustavoitetta: ennusteen
parantaminen parven keskiarvoistamisella, ennusteen luotettavuudesta suuntaa antavan arvion
tuottaminen ja kvantitatiivisen perusteen luominen todennäköisyysennusteille. Kirjallisuuden ja
tämän tutkimuksen tutkimuskysymyksen perusteella seuraavaksi tarkastellaan syvällisemmin
parviennusteen luotettavuuden mittaamisen keinoja ja parviennusteen häiriömenetelmiä.
2.4. Parviennusteen luotettavuus
Leutbecher ja Palmer (2008) antavat täydellisen luotettavalle parviennusteelle seuraavan
määritelmän: kun ennustettavan skalaarisuureen x:n kumulatiivinen todennäköisyysjakauma on
P(x), tulisi otosjakauman todellisesta ilmakehästä lähestyä P(x):ää useiden tapausten osalta. Tämä
määritelmä toimii vain siinä tapauksessa, jos parven jäsenien määrä on ääretön. Todellisuudessa
äärellisellä määrällä parven jäseniä ennuste ei voi olla täydellisen luotettava otantaepävarmuuden
vuoksi (Richardson, 2001). Äärelliselle parven koolle tilastollinen johdonmukaisuus on
saavutettavissa, jos kaikki parven jäsenet ja todellisuus ovat riippumattomia otoksia samasta
todennäköisyysjakaumasta. Luotettavassa parviennusteessa ennustettava ilmiö siis tapahtuu
samalla todennäköisyydellä kuin sen on ennustettu tapahtuvan. Esimerkiksi, jos pitkälle
tarkastelujaksolle ennustetaan 30 % todennäköisyydellä lämpötilan ylittävän 25 °C, niin tällöin
8lämpötila ylittää 25 °C 30 % todellisissa tapahtumissa tarkastelujakson aikana, jota varten on luotu
ennuste.
Parviennusteen keskiarvo on tärkeä työkalu parviennusteen arvioinnin osalta. Parven
keskiarvon avulla ennuste voi parantua, sillä se suodattaa pois niitä jäseniä, jotka eroavat
toisistaan huomattavasti ja vastaavasti painottaa niitä, jotka ovat lähellä toisiaan (Kalnay, 2003).
Parven keskiarvon avulla voidaan laskea parven hajaantuminen ja osuvuusvirhe. Hajaantumista
voidaan kuvata esimerkiksi parven varianssin avulla. Parven osuvuusvirhe kuvaa parven
keskiarvon ja todellisuuden välistä eroa. On todettu, että parven hajaantumisen varianssi s2 usean








ଶቁ → 0,ெ௝ୀଵ kun ܯ → 	∞, (5)
missä M on erillisten ennustekertojen lukumäärä ja N on parven koko. Tämä tarkoittaa sitä, että
täydellisessä parvessa parven varianssi ennustaa parven keskiarvon ja todellisuuden erotuksen
neliön (Leutbecher ja Palmer, 2008)
Ennusteparven luotettavuudesta voidaan saada kuva tarkastelemalla sitä, osuuko
todellisuus parven vaihteluvälin sisälle. Myös parven hajonnalla on merkitystä: jos parvi on yhtä
hajaantunut kuin ilmakehän klimatologia on, ei ennusteella ole juuri käytännön hyötyä siihen
verrattuna, että parven hajaantuminen on kapea. Vastavasti kapea parvi, jonka sisälle todellisuus
ei osu, ei ole luotettava. Tässä tutkimuksessa parven luotettavuutta ja käytettävyyttä arvioidaan
kolmella eri arviointimenetelmällä, jotka esitellään osiossa kolme.
2.5. Alkutilan häiriömenetelmät
Leith (1974) osoitti, että jos parviennusteen häiriöt kuvaavat oikein alkutilan analyysin
epävarmuuksia, on parviennusteesta mahdollisesti hyötyä. Häiriöiden valintaan on kuitenkin
kiinnitettävä huomiota, sillä sekä parviennusteeseen vaadittavat laskentaresurssit että ajanpuute
aiheuttavat rajoituksia (Sivillo et al., 1997). Häiriömenetelmiä on parviennustamisen historian
aikana ollut useita erilaisia. Varhaisin menetelmä on satunnaishäiriöiden asettaminen alkutilaan.
Häiriöt voidaan luoda myös edeltävien ennusteiden pohjalta (katso esimerkiksi Hoffman ja Kalnay,
1983). Nykyaikana singulaarivektorit (englanniksi singular vectors) ja jalostusvektorit (breeding
vectors) ovat suosittuja analyysikenttien häiriöiden luomisessa. Eri häiriömenetelmien
mekanismeista on saatavalla tarkemmin tietoa esimerkiksi Tothin ja Kalnayn (1993) ja
9Magnussonin et al. (2008) artikkeleista. Tässä tutkimuksessa tarkasteltavat häiriömenetelmät
rajataan satunnaishäiriö- ja jalostushäiriömenetelmiin.
Satunnaishäiriömenetelmässä, tai toisin sanoen Monte Carlo -menetelmässä, ennusteen
alkutilaan lisätään satunnaishäiriöitä ja jokaisesta poikkeutetusta alkutilasta tulee parven jäsen,
jota ajetaan parviennusteessa eteenpäin. Satunnaishäiriöt eivät voi kuitenkaan olla mitä tahansa,
vaan niiden tulee tilastollisesti olla samansuuruisia ennustevirheen kanssa: esimerkiksi häiriön
amplitudin tulee olla samankokoinen ennustevirheeseen nähden. Teknisesti tämän tekeminen on
mahdollista: esimerkiksi sekä Errico ja Baumhefner (1987) että Mullen ja Baumhefner (1994) ovat
kehittäneet menetelmän, jonka avulla häiriöt ovat todenmukaisia keskimääräiseen arvioituun
analyysivirheeseen nähden (Kalnay, 2003). Satunnaishäiriömenetelmän heikkous on kuitenkin
siinä, että häiriöt eivät kehity samalla tavoin kuin todelliset analyysivirheet. Tämä liittyy
analyysivirheessä olevien häiriöiden moninaisuuteen. Tiedetään, että analyysivirheessä on oltava
sekä nopeasti kasvavia häiriöitä että hitaasti tai ei lainkaan kasvavia häiriöitä. Ilmakehässä
nopeasti kasvavat häiriöt liittyvät esimerkiksi barokliinisesti epävakaisiin tiloihin, kun taas hitaasti
kasvavat häiriöt esimerkiksi gravitaatioaaltoihin. Satunnaiset, ei lainkaan kasvavat häiriöt syntyvät
useimmiten havaintovirheistä (Toth ja Kalnay, 1993).
Toth ja Kalnay (1993) ovat esittäneet, että alkutilan analyysiin on asetettava häiriöitä siten,
että ne edustavat kasvavia häiröitä. Perustelu tälle on se, että on hyvin epätodennäköistä, että
satunnaisesti valitut häiriöt vastaisivat rakenteeltaan näitä nopeasti kasvavia häiriöitä useita
ulottuvuuksia sisältävässä ilmakehän mallissa. Lisäksi satunnaiset häiriöt voivat kasvaa liian
hitaasti tai pahimmassa tapauksessa vaimentua mallin ajon myötä. Satunnaisilla häiriöillä
poikkeutettu ennusteajo eroaa vasta muutaman päivän päästä häiriöttömästä kontrolliajosta,
mutta tällöin ilmakehän todellinen tila on jo muuttunut lopullisesti erilaiseksi kuin ennusteajoissa.
Se, että parviennusteeseen valittavat häiriöt edustavat ilmakehän nopeasti kasvavia häiriöitä, ei
vielä riitä, sillä valittujen häiriöiden tulee myös edustaa alkutilan analyysin todellisia virheitä. Jos
nopeasti kasvavat häiriöt lisätään analyysissä sinne, missä analyysi on täydellinen, tämä heikentää
parviennusteen keskiarvosta saatavaa hyötyä (Toth ja Kalnay, 1993).
Jalostusvektoreiden käytön pyrkimyksenä on ottaa huomioon alkutilavirheiden nopeiten
kasvavat osat. Jalostusvektoriennusteen synty on esitelty esimerkiksi Tothin ja Kalnayn (1993,
1996) artikkeleissa: aluksi alkutilan analyysiin lisätään mielivaltainen häiriö, minkä jälkeen sekä
häiriötöntä että häirittyä ennustetta ajetaan eteenpäin, ja häiritystä ennusteesta vähennetään
häiriötön ennuste. Tämä ennusteiden välinen erotus skaalataan samankokoiseksi kuin
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alkuperäinen häiriö. Skaalattu erotus lisätään häiriöttömään ennustukseen ja aloitetaan uusi
kierros, jossa häiriötöntä ja häirittyä ennustetta ajetaan eteenpäin. Tätä toistuvaa kiertoa tehdään
useiden kierrosten ajan, ja näin jokaisen kierroksen jälkeen häiriön kasvuvauhti suurenee.
Häiriökentän vaimenevat ja kasvamattomat osat menettävän amplitudinsa suhteessa nopeasti
kasvaviin häiriöihin (Kalnay ja Toth, 1996).
On todettu (Kalnay ja Toth, 1996, ja Kalnay et al., 2002), että paikallinen johtava Lyapunov-
vektori ja jalostusvektori ovat toisiinsa nähden hyvin samankaltaisia. Itse asiassa jalostusvektori
on epälineaarinen laajennus paikallisten Lyapunov-vektoreiden luomiseen käytettävään
menetelmään. On samoin todettu, että jalostusvektorit ovat riippumattomia siitä normista, mitä
käytetään häiriöiden koon määrittelyyn, mikä on yhteistä paikallisten Lyapunov-vektorin kanssa.
Ainoa jalostusvektorin säätöarvo, jolla on vaikutusta häiriön kasvuun, on häiriön amplitudi.
Kuvassa 2 on havainnollistettu jalostusmenetelmän aikaevoluutiota.
Kuva 2. Piirrosesimerkki jalostusvektoreista (bred growing vectors). Paksu yhtenäinen viiva on
häiriötön ennuste (unperturbed forecast) eli kontrolliajo. Kontrolliajoon lisätään satunnainen
häiriö, joka lyhyen aikaevoluution jälkeen skaalataan takaisin alkuperäisen häiriön kokoiseksi ja
lisätään kontrolliennusteeseen uudestaan. Kun tätä toistetaan useaan kertaan, häiriön
kasvunopeus kasvaa, sillä häiriön vaimenevien ja kasvamattomien osien suhde nopeasti kasvaviin




Tässä tutkimuksessa satunnais- ja jalostushäiriömenetelmän luotettavuuden vertailuun
käytetään Lorenz-96-mallia. Lorenz-96-malli on Edward Lorenzin (1996) esittelemä
differentiaaliyhtälöistä koostuva malli, jota on käytetty muun muassa sään ennustettavuuteen
liittyvien kysymysten tutkimiseen. Malli koostuu muuttujista, joiden voidaan ajatella kuvaavan
jotain ilmakehän suuretta jaksollisen hilaketjun pisteillä, hilaruudukon edustaessa
leveyspiiriympyrää. Diskreetit muuttujat on kytketty toisiinsa spatiaalisesti. Toisen asteen
epälineaarisuus, dissipaatio ja arvoltaan vakio oleva ulkoinen pakote ovat edustettuna mallin
liikeyhtälöissä tyypillisen virtausjärjestelmän tapaan (Karimi ja Paul, 2010).
Lorenz-96 – mallin voi käsittää lineaarisena hilaruudukkona, jossa on N muuttujaa.
Muuttujan k aikaderivaatta ilmaistaan yhtälöllä 6:
ௗ௑ೖ
ௗ௧
	= (−ܺ௞ିଶܺ௞ିଵ) + (ܺ௞ିଵܺ௞ାଵ) − ܺ௞ + ܨ,  (6)
missä vakiotermi F on k:sta riippumaton (Lorenz, 1996). Tässä yhtälössä F kuvaa ulkoista
pakotetta, -Xk on vaimennustermi ja toisen asteen termit –Xk-2Xk-1 ja Xk-1Xk+1 kuvaavat
advektiotermejä, jotka säilyttävät kineettisen energian vaimennustermin poissaollessa. Mallin
parametrit F ja N määrittelevät kokonaan järjestelmän dynamiikan. On havaittu, että
pakotetermin F ollessa pienempi kuin 8/9, kaikki ratkaisut vaimentuvat tasaiseksi tilaksi, missä
Xk=F (Karimi ja Paul, 2010). Kuvissa 3 ja 4 on esimerkit mallin käyttäytymisestä.
Järjestelmän muuttujien integrointi ajassa eteenpäin voidaan toteuttaa Runge-Kutta-
menetelmän avulla. Tässä tutkimuksessa käytetään neljännen asteen Runge-Kutta-menetelmää,
missä muuttujan seuraava aika-askel n+1 on esitetty seuraavasti (Press et al. 1988):
ݕ௡ାଵ = 	 ݕ௡ + 	ଵ଺ ݇ଵ + ଵଷ ݇ଶ + ଵଷ ݇ଷ + ଵ଺ ݇ସ + ܱ(ℎହ),  (7)
missä termit k1, k2, k3 ja k4 ovat muotoa:
݇ଵ = ℎ݂(ݔ௡ ,ݕ௡)	, (8)
݇ଶ = ℎ݂ ቀݔ௡ + ௛ଶ ,ݕ௡ + ௞భଶ ቁ, (9)
݇ଷ = ℎ݂ ቀݔ௡ + ௛ଶ ,ݕ௡ + ௞మଶ ቁ, (10)
12
݇ସ = ℎ݂(ݔ௡ + ℎ,ݕ௡ + ݇ଷ). (11)
Tässä tutkimuksessa Lorenz-96-Runge-Kutta-mallin pakoteparametriksi asetetaan F=8 ja
ulottuvuuksia mallissa on N=36. Aika-askeleen koko on 0,05. Nämä arvot ovat samansuuntaisia
muissa tutkimuksissa käytettyjen arvojen kanssa. Lorenzin alkuperäisessä (1996) tutkimuksessa
todettiin, että edellä mainituilla parametreillä mallin virheen tuplaantumisaika on verrattavissa
silloisten globaalien virtausmallien virheen tuplaantumisaikaan. Fengin (2014) tutkimuksessa
parametrit ovat lähes samat lukuun ottamatta ulottuvuuksien määrä, joka on 40. Näin ollen tämän
tutkimuksen tulosten vertaaminen muiden tutkimusten tuloksiin on mielekästä. Lisäksi valitut
parametrit oletettavasti tuottavat mallille kaaottisen käyttäytymisen.
Kuva 3. Hovmöller-diagrammi Lorenz-96-Runge-Kutta-mallin tuottamasta ennusteesta 50
ensimmäisen ajan yksikön ajalta (1000 aika-askelta). Mallin pakotetermi F=8,0. Kuvan x-akselilla
on aika ja y-akselilla mallin muuttujat 1-36. Väri kertoo muuttujan arvon aika-askeleen suhteen.
Alun siirtymistilan jälkeen kuvasta voi erottaa eräänlaisia ”aallon harjoja ja pohjia” mutta
käyttäytyminen vaikuttaa kuitenkin olevan kaaottista.
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Kuva 4. Lorenz-96-Runge-Kutta-mallin muuttujan X14 käyttäytyminen 50 ensimmäisen ajan
yksikön ajalta (1000 aika-askelta). Mallin pakotetermi F=8,0. Kuvan x-akselilla on aika ja y-akselilla
muuttujan X14 arvo.
3.2. Parviennusteiden luotettavuuden todentamismenetelmät
Satunnais- ja jalostushäiriöparviennusteiden luotettavuuden vertaamiseen käytetään tässä
tutkimuksessa kolmea eri todentamismenetelmää: sijoitushistogrammia (rank histogram),
hajaantuminen-osuvuus-tulosta (spread-skill score) ja sijoitustodennäköisyystulosta (rank
probability score).
3.2.1. Sijoitushistogrammi
Ensimmäisenä esitellään sijoitushistogrammi, jonka esimerkiksi Talagrand et al. (1997) on
määritellyt seuraavasti: parviennusteessa arvioitava todennäköisyysfunktio muuttujalle x, joka on
skalaari, määritellään parven N jäsenen arvojen xi, kun i = 1,...,N, avulla. Näiden arvojen sijoitus
nousevassa järjestyksessä määrittelee N+1 intervallia. Jos todennettava havainto xT on
ylimääräinen ja riippumaton toteutuminen samasta todennäköisyysfunktiosta, joka on tuottanut
xi:t, xT on tilastollisesti erottamaton Xi:stä. Näin ollen xT sijoittuu yhtäläisellä esiintymistiheydellä
eli frekvenssillä ଵ
ேାଵ
 jokaiselle xi:den määrittelemälle intevallille. Siten xT:n sijoitus histogrammissa
xi:den suhteen määrittelee mitan parviennusteen tilastolliselle johdonmukaisuudelle.
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Sijoitushistogrammin mahdollistaa parviennusteen luotettavuuden arviointi
silmämääräisesti. Jos parven suhteellinen esiintymistiheys viittaa jonkin tapahtuman olevan P
prosenttisesti mahdollinen, tällöin tapahtuman tulisi tapahtua P prosentin todennäköisyydellä.
Näin ollen sijoitushistogrammissa todellisen tapahtuman tulisi ilmentyä yhtä suurella
todennäköisyydellä jokaisella N+1 sijoituksella. Tämän tulisi tuottaa tasainen histogrammi (Hamill
ja Colucci, 1997).  Mikäli ennusteessa on mukana systemaattisia virheitä, histogrammi on tällöin
kallellaan. U:n muotoinen histogrammi viittaa parven vaihtelevuuden puutteeseen: parvi on liian
kapea havaintoihin nähden eli alidispersiivinen. Vastaavasti reunoihin nähden keskeltä korkeampi
histogrammi viittaa parven liialliseen vaihtelevuuteen: parvi on liian leveä havaintoihin nähden eli
ylidispersiivinen (Hamill, 2001). Kuvassa 5 on esitetty esimerkit edellä mainituista
sijoitushistogrammeista.
Kuva 5. Esimerkkihistogrammit erilaisista parvista. X-akselilla on havainnon sijaluku 10-jäseniseen
parveen nähden ja y-akselilla eri sijalukujen esiintymistiheys. Tasainen histogrammi (a) viittaa
luotettavaan parviennusteeseen. Liian kapea parven hajaantuminen (b) tuottaa U:n muotoisen
histogrammin, kun taas liian leveä parvi (c) tuottaa keskeltä korkeamman histogrammin.
Harhaisessa (d) parvessa histogrammi on kallellaan.
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3.2.2. Hajaantuminen-osuvuus-tulos
Toinen luotettavuuden vertaamiseen käytettävä menetelmä on hajaantuminen-osuvuus-
tulos. Leutbecher ja Palmer (2008) tiivistävät hajaantuminen-osuvuus-tuloksen seuraavalla
tavalla: oletetaan, että käytössä on täydellinen parviennuste ja M otos riippumattomia tapauksia,
esimerkiksi eri päiviltä. J:nnessä tapauksessa todellisuus eli xT ja N parven jäsentä x1,j,...,xN,j ovat
riippumattomia otoksia todennäköisyysjakaumasta pj, jolla on keskiarvo μj ja keskihajonta σj. Jos
keskiarvo yli parven jäsenten merkitään
〈∙〉ே = ଵே∑ 	ே௞ୀଵ , (12)
niin tällöin parven keskiarvo on
〈ݔ.,௝〉ே = ଵே∑ ݔ.,௝ே௄ୀଵ . (13)
Parven keskiarvon avulla voidaan laskea parven varianssi sj2
ݏ௝
ଶ = 〈(ݔ.,௝ − 〈ݔ.,௝〉ே)ଶ〉ே										 (14)
ja neliö parven keskiarvon virheestä todellisuuteen nähden ϵj2
௝߳
ଶ = (ݔ்,௝ − 〈ݔ.,௝〉ே)ଶ. (15)
Parven hajaantumisen rms-virhe (root mean square error) on täten s ja parven rms-virhe
todellisuuteen nähden ϵ eli osuvuusvirhe (Leutbecher ja Palmer, 2008). Luotettavassa
parviennustejärjestelmässä keskimääräisen hajaantumisen tulisi olla sama kuin keskimääräisen
osuvuusvirheen. Parviennusteen johdonmukaisuuden tarkistaminen onnistuu siis vertailemalla
hajaantumista osuvuusvirheeseen (Solonen ja Järvinen, 2013). Kuvassa 6 on esitetty esimerkit
hajaantumisen ja osuvuusvirheen suhteesta.
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Kuva 6. Esimerkki hajaantumisen ja osuvuusvirheen suhteesta. X-akselilla on aika ja y-akselilla
molempien ominaisuuksien keskimääräinen RMS-virhe. Kuvassa a) hajaantuminen on suurempi
kuin osuvuusvirhe, kun taas kohdassa b) päinvastoin. Viimeisessä kuvassa c) ollaan lähellä
ihanteellista tilannetta, missä hajaantuminen ja osuvuusvirhe ovat lähellä toisiaan.
3.2.3. Sijoitustodennäköisyystulos
Sijoitustodennäköisyystulos (ranked probability score) on todentamismitta, joka vertaa
todellisen tapahtuman kumulatiivista tiheysfunktiota arvioituun parviennusteen kumulatiiviseen
tiheysfunktioon. Käytännössä todellisen tapahtuman tiheysfunktio voidaan kuvata askelfunktiona.
Sijoitustodennäköisyystuloksen voidaan ajatella olevan tiheysfunktioiden väliin jäävä alue.
Matemaattinen esitys sijoitustodennäköisyystulokselle löytyy esimerkiksi Solosen ja Järvisen
artikkelista (2013):
ܴܲܵ(ݔ) = 	 ∫ (ܲ(ݔ) − ்ܲ(ݔ))ଶ݀ݔஶିஶ  , (16)
missä P(x) on kumulatiivinen tiheysfunktio parven pohjalta tehdylle ennusteelle ja PT(x)
todellisuudelle. PT(x) on askelfunktio, missä
்ܲ(ݔ) = 0, ݇ݑ݊	ݔ ≤ ݔ்	 (17)
்ܲ(ݔ) = 1, ݇ݑ݊	ݔ > ݔ் (18)
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Parviennusteessa parven jokaiselle jäsenelle annetaan yhtä suuri painotus. Näin ollen,
todennäköisyys yhden jäsenen tapahtumiselle on ଵ
ே
, missä N on parven jäsenien lukumäärä.
Parviennusteen ennustama kumulatiivinen jakauma muuttujalle x on:
ܲ(ݔ) = 	 ଵ
ே
∑ ܪ(ݔ − ݔ௜)ே௜ୀଵ , (19)
missä x1,...,xN ovat parviennusteen N jäsenen tuloksia ja H yksikköaskelfunktio. Oletetaan, että
parven jäsenet ovat suuruusjärjestyksessä niin, että
ݔ௜ ≤ ݔ௝ , ݇ݑ݊	݅ < ݆ (20)
Kumulatiivinen jakauma on paloittainen vakiofunktio. Muutokset tapahtuvat arvoissa x i:
ܲ(ݔ) = ݌௜ ≡	 ௜ே , ݇ݑ݊	ݔ௜ < ݔ < ݔ௜ାଵ, (21)
missä määrittelyt ݔ଴ = 	 −∞ ja ݔேାଵ = ∞ on tehty käytettävyyden vuoksi (Hersbach, 2000).
Kuvassa 7 on esitetty esimerkki siitä, miten havainnon sijoittuminen parveen nähden vaikuttaa
sijoitustodennäköisyystulokseen. Mitä pienempi sijoitustodennäköisyystulos on, sen
luotettavampi ennuste on.
Kuva 7. Esimerkki sijoitustodennäköisyystuloksesta. X-akselilla on muuttujan arvo ja y-akselilla
jokaisen parven jäsenen kumulatiivinen todennäköisyys. Vihreällä väritetyn alueen ala määrittelee
sijoitustodennäköisyystuloksen. Tilanteessa a) havainto osuu parven keskelle, mutta parvi on
leveä, joten alue on suurempi kuin tilanteessa b), missä havainto on kapean parven sisällä.
Tilanteessa c) parvi on kapeampi kuin ensimmäisessä kuvassa, mutta havainto osuu parven
ulkopuolelle, jolloin alue on suunnilleen yhtä suuri kuin tilanteessa a).
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3.3. Tutkimusjärjestelyt
Seuraavissa kappaleissa on esitetty tutkimuksessa käytettävän Lorenz-96-Runge-Kutta-
mallin asetukset ja mallilla suoritettavat kokeet. Tutkimushypoteesin selvittämiseen käytettävät
kokeet jakaantuvat kahteen osaan: ensimmäisessä kolmessa kokeessa testataan mallin
toimivuutta ja viimeisessä kahdessa vertaillaan satunnaishäiriö- ja jalostushäiriömenetelmän
eroa sekä täydellisessä että stokastisessa mallissa. Näistä kokeista saadut tulokset kuvataan
edellisessä kappaleessa esiteltyjen todentamismittojen avulla. Jokaisen todentamismitan
kohdalla käytetään sopivaa tilastollista testiä selvittämään, onko häiriömenetelmien ero
tilastollisesti merkitsevä.
3.3.1. Mallin asetukset
Lorenz-96-Runge-Kutta-malli on ohjelmoitu FORTRAN-kielellä ohjelmaksi, jossa jokainen
reaaliluku ilmoitetaan kahdeksan tavun tarkkuudella (REAL*8). Mallin ulottuvuutena käytetään
N=36, eli muuttujia on X1:stä X36:ään. Pakoteparametrinä F käytetään arvoa 8 ja aika-askeleen
pituus on 0,05. Jokaisessa kokeessa deterministinen ennuste eli kontrolliennuste aloitetaan
tilasta, jossa kaikki X:n muuttujat ovat 0, paitsi X18, joka on 1. Jos kaikki mallin muuttujien arvot
ovat samat, muuttujat pysyvät samana. Sen sijaan yksikin eroavaisuus arvoissa saa mallin lopulta
käyttäytymään kaaottisesti. Eroavaisuuden sisältäväksi muuttujaksi on valittu X18 täysin
mielivaltaisesti.  Ennen jokaisen kokeen aloitusta kontrolliennustetta ajetaan 200 aika-askelta
eteenpäin, jotta ennuste ylittää alun siirtymävaiheen ja alkaa käyttäytyä kaaottisesti.
3.3.2. Tutkimuskokeet
Tutkimuksessa tehtäviä kokeita on yhteensä viisi kappaletta, joista kolme ensimmäistä ovat
mallin toimivuutta tarkastelevia kokeita ja kaksi seuraavaa varsinaisia kokeita tutkittaville
häiriömenetelmille:
1) Lyapunov-koe yhdelle parviajolle. Luodaan mallissa kontrolliennuste, jonka rinnalle
luodaan 199 uutta ennustetta. Jokainen uusi ennuste syntyy siten, että kontrolliennusteeseen
lisätään satunnaisluvuista koostettu häiriövektori. Satunnaislukujen keskiarvo on noin 0,000 ja
keskihajonta noin 0,500, joka on noin 2 % mallin klimatologiasta. Sekä kontrolliennustetta että
parvea ajetaan t=0:sta t=50:een (10000 aika-askelta). Jokaisen parven jäsenen ja
kontrolliennusteen erotuksen eli häiriön kasvunopeus λ1 lasketaan yhtälön 1 avulla jokaiselle aika-
askeleelle. Lisäksi lasketaan parven jäsenten euklidinen kulma kontrolliennusteeseen nähden.
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2) Lyapunov-koe 100 parviajolle. Järjestely on muutoin sama kuin ensimmäisessä kokeessa,
mutta tällä kertaa ennusteita ajetaan t=0:sta t=15:sta (300 aika-askelta), minkä jälkeen luodaan
uusi parvi, jota ajetaan uudestaan saman verran eteenpäin. Parviennusteita ajetaan yhteensä 100
kierrosta, joista jokaisen kierroksen jokaiselle aika-askeleelle lasketaan jokaisen λ1:n ja kulman
keskiarvo.
3) Lyapunovin vektori -koe yhdelle parviajolle. Järjestely on sama kuin ensimmäisessä
kokeessa, mutta kontrolliennusteen rinnalle luodaan 49 uutta ennustetta. Tämän lisäksi
häiriövektorin kulmat lasketaan kontrolliennusteen sijaan toisiinsa nähden. Näin ollen häiriöiden
välisiä kulmia on yhteensä 1176 kappaletta jokaiselle aika-askeleelle.
4) Satunnais- ja jalostusparviennusteet neljällä eri skaalausparametrillä, täydellinen malli.
Luodaan kontrolliennuste, jonka rinnalle luodaan kaksi 14 jäsenen ennusteparvea, joista toinen
on satunnaishäiriöparvi ja toinen jalostushäiriöparvi. Molemmat parvet luodaan lisäämällä
kontrolliajoon satunnaisluvuista koostettu häiriövektori. Satunnaislukujen keskiarvo ja -hajonta
ovat samat kuin edellisissä kokeissa. Parven jäsenet 1–7 ovat kontrolliennusteen ja
satunnaisvektorien summa ja jäsenet 8–14 ovat samat satunnaisvektorit vähennettynä
kontrolliennusteesta. Tällä taataan se, että parviennusteen alkutilassa parven keskiarvo on yhtä
kuin kontrolliennuste eli parvessa ei ole harhaa kontrolliennusteeseen nähden. Tämän lisäksi
häiriövektorit normeerataan yksikkövektorin pituisiksi, jolloin häiriövektorin keskimääräinen
muuttujien keskihajonta on 0,167 ja keskiarvo 0,000.
Molempien parvien luomisen jälkeen ajetaan sekä kontrolliennustetta että parvia t=0:sta
t=7,5:een (150 aika-askelta). Tämän jälkeen luodaan uudet parvet, mutta jalostushäiriöparvelle
häiriöt luodaan edellisen ennusteen lopputilan pohjalta: jäsenien 1–7 erotukset
kontrolliennusteeseen nähden lasketaan ja nämä erotukset normeerataan yksikkövektorin
pituisiksi ja skaalataan valitulla skaalausparametrillä. Lopulta nämä seitsemän uutta parven
jäsentä luodaan lisäämällä häiriöt kontrolliennusteeseen ja toiset seitsemän vähentämällä ne
kontrolliennusteesta. Näin jalostusparvi luodaan tästä eteenpäin. Satunnaisparven
luomismenetelmä pysyy samana kuin aiemmin mainittiin. Molempia parvia ajetaan alussa 50
kertaa eteenpäin, jotta jalostushäiriöt pääsevät jalostumaan parvessa. Tämän jälkeen alkaa
varsinainen datan keräys. Molempia parvia ajetaan 400 kierroksen verran, joista jokaisen pituus
on 150 aika-askelta. Jokaisen ajon jokaisen parven jäsenen jokainen aika-askel tallennetaan
muistiin, joiden perusteella lasketaan todentamismitat. Koko testi suoritetaan neljään otteeseen
neljälle eri skaalausparametrille η, jotka ovat 1,0; 0,1; 0,01 ja 0,001.
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5) Satunnais- ja jalostusparviennusteet neljälle eri skaalausparametrillä, stokastinen malli.
Järjestely on sama kuin kolmannessa kokeessa, mutta tällä kertaa jokaisen parven luonnin
kohdalla parvi luodaan kontrolliennusteeseen lisätyn satunnaishäiriön pohjalta. Satunnaishäiriö
on mittasuhteeltaan samankokoinen kuin parvien luomiseen käytettävät häiriöt. Parven jäsenten
käyttäytyminen verrataan pelkkään kontrolliennusteeseen nähden.
3.3.3. Tutkimushypoteesi ja tilastolliset testit tuloksille
Tutkimuksen tutkimushypoteesi on seuraava: satunnaishäiriömenetelmän ja
jalostushäiriömenetelmän perusteella luotujen parviennusteiden luotettavuudessa ei ole eroa.
Luotettavuuden todentamismenetelminä käytetään sijoitushistogrammia, hajaantuminen-
osuvuus-tulosta ja sijoitustodennäköisyystulosta. Jokaisen todentamismenetelmän kohdalla
suoritetaan tilastollinen testi, joka paljastaa, onko ero menetelmien välillä tilastollisesti
merkitsevä.
Sijoitushistogrammin osalta käytetään χ2-testiä arvioimaan, millä aika-askelilla
sijoitushistogrammi noudattaa tasaista jakaumaa. χ2:n arvo lasketaan molempien
häiriömenetelmien jokaiselle aika-askeleelle 400 ajon perusteella. Häiriömenetelmien välistä
luotettavuutta voidaan arvioida sen perusteella, kummalla menetelmällä histogrammi on
tasaisempi samalla ajanhetkellä. Hajaantuminen-osuvuus-tuloksen ja
sijoitustodennäköisyystuloksen kohdalla on käytettävä ei-parametristä tilastollista testiä. Jokaisen
aika-askeleen kohdalle on sekä satunnaishäiriömenetelmällä että jalostushäiriömenetelmälle
tuotettu 400 eri parviajoa. Voidaan olettaa molempien tulosten osalta eri parviajojen olevan
riippumattomia keskenään, mutta menetelmien välillä ei, sillä ajot ovat syntyneet samaan
kontrolliennusteen pohjalta. Näin ollen Wilcoxon signed-rank – testi (WSR-testi) on sopivin
menetelmien välisten erojen merkitsevyyden tutkimiseen. Havainnollistavat esimerkit χ2- ja WSR-




Ensimmäiseksi esitellään kokeiden 1–3 tulokset. Kuvassa 8 on kokeen 1 pohjalta esitetty
199 häiriön λ1:n aikakäyttäytyminen sekä häiriöiden ja kontrolliennusteen väliset kulmat 15 ajan
yksikön ajan. Huomataan, että λ1 vaihtelee välillä -1–2,5 ensimmäisen 0,5 aikayksikön ajan, mutta
kuitenkin kasvaen niin, että kaikki λ1:n arvot muuttuvat lopulta positiivisiksi. Jäsenten λ1:t
saavuttavat huippunsa noin 0,75 aikayksikön jälkeen, kunnes ne alkavat hiljalleen pienentyä.
Samalla parvi konvergoituu tiiviimmäksi. Kun t kasvaa, λ1 pienenee mutta pysyy positiivisena.
Kuvassa nähdään lisäksi häiriöiden ja kontrolliennusteen välisen kulman käyttäytyminen.
Satunnaisesti luodut häiriöt ovat alussa kontrolliennusteeseen nähden noin 65–115° välisessä
kulmassa, keskiarvon ollessa noin 90°. Jokaisen parven jäsenen kulman arvo pienenee ajan
kuluessa, kunnes ne jäävät 40–80° välille. Parven keskiarvo vaihtelee tasaantumisvaiheessa 60°
molemmin puolin.
Kuva 8.  Kohdassa a) on arvio ensimmäisestä Lyapunov-eksponentista ajan funktiona aikavälillä
t=0 ja t=15 (300 aika-askelta) 199 häiriön parvesta. Jokainen parven jäsen on kuvattu harmaalla
käyrällä, punainen käyrä on parven keskiarvo. Eksponentin arvo saattaa heti alussa olla
negatiivinen, mutta myöhemmin arvot ovat positiivisia. Sininen viiva esittää nollalinjaa.  Kohdassa
b) on parven häiriöiden ja deterministisen ennusteen väliset kulmat ajan funktiolla samalla
aikavälillä kuin ylärivillä. Kulmien keskiarvo on merkitty punaisella käyrällä. Alun pudotuksen
jälkeen kulmat asettuvat vaihtelemaan 40°–80° välille.
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Kokeessa 1 Lyapunovin eksponentin ja häiriön ja kontrolliennusteen välisen kulman
käyttäytymistä tarkasteltiin 10 000 aika-askelta eteenpäin. Viimeiset 9 000 aika-askelta on esitetty
kuvassa 9. Huomataan, että Lyapunovin eksponentti pienenee ajan kuluessa eteenpäin ja lähestyy
nollaa, mutta pysyy edelleen positiivisena kaikissa parven jäsenissä. Kulmien käyttäytymisessä ei
ole eroa kuvaan 8 nähden. Kokeessa 2 tarkastellaan samaa asiaa kuin kokeessa 1, mutta parviajoja
on tehty 100 kappaletta. Kuvassa 10 on esitetty jokaisen ajon keskiarvo sekä λ1:lle että kulmille.
Keskiarvot näyttävät kulkevan samoja ratoja kuin yksittäisessä tapauksessa. Erityisesti λ1:n
tasaantumisvaiheessa keskiarvojen parvi on tiukka. Kulmien keskiarvot alkavat 90° ympäriltä ja
tasaantuvat odotetusti alle 60° tasolle.
Kuva 9. Sama kuin kuva 8, mutta Lyapunov-eksponentin ja kulmien käyttäytyminen aikavälillä
t=50 ja t=500 (9000 aika-askelta). Kohdassa a) Lyapunov-eksponentti pienenee ajan kuluessa
eteenpäin, mutta pysyy edelleen positiivisena. Kohdassa b) kulmat vaihtelevat edelleen noin 40–
80° välillä, keskiarvon ollessa 60° tuntumassa.
23
Kuva 10. Sama kuin kuva 8, mutta 100 ajokerran keskiarvoille. Sininen viiva ylärivillä esittää
nollalinjaa.
Kuva 11. Kokeen 3 tulokset. Parven jäsenten ja kontrolliennusteen välisten häiriöiden kulma
toisiiinsa nähden yhden parviajon pohjalta. Parven koon ollessa 49 kombinaatioita on yhteensä
1776. Kuvassa on esitetty jokaisen kombinaation aikakäyttäytyminen t:n ollessa 0 ja 15 välillä (300
aika-askelta). Punainen viiva on kombinaatioiden keskiarvo.
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Koe 3 on viimeinen testi mallin toimivuudelle. Tässä kokeessa asetukset ovat lähes samat
kuin kokeessa 1, mutta huomio kiinnittyy vain häiriöiden välisiin keskinäisiin kulmiin. Lisäksi
parven koko on vain 49 jäsentä, jolloin keskinäisiä kulmia on yhteensä 1 176 kappaletta jokaiselle
aika-askeleelle. Kuvassa 11 on esitetty kokeen 3 tulokset. Huomataan, että kulmien vaihtelu on
suurta, mutta edellisistä kokeista havaitut samat piirteet toistuvat: kulmien keskiarvo on alussa
90° tuntumassa, minkä jälkeen kulma asettuu noin 60° tienoille.
Yhteenvetona kokeista 1–3 voidaan sanoa, että voidaan turvallisesti olettaa Lyapunovin
ensimmäisen eksponentin olevan positiivinen. Tälle antaa tukea niin pitkä yksittäinen parviajo
kuin usean parviajon keskiarvo. Häiriöiden välinen kulma kontrolliennusteen suhteen laskee
alkuhetkien 90° tasolta noin 60° tasolle. Tämä pätee myös, kun tarkastellaan häiriöiden keskinäisiä
kulmia. Yksittäiset kulmat voivat vaihdella 30°–90° välillä, mutta kulmat eivät milloinkaan pienene
0° tuntumaan, mikä merkitsisi sitä, että häiriöt olisivat samansuuntaisia toisiinsa nähden.
4.2. Todentamismenetelmien tulokset
4.2.1. Sijoitushistogrammi
Tässä kappaleessa esitellään sijoitushistogrammiin liittyvät tulokset.
Esimerkkisijoitushistogrammit on piirretty sekä täydelliselle että stokastiselle mallille
skaalausparametrille 1,0 vain muutamalle valitulle ajanhetkelle. Sen sijaan tilastolliset testit on
tehty jokaiselle ajanhetkelle ja skaalausparametrille, ja tulokset esitetään erillisissä kuvissa.
Kuvassa 12 on esitetty kokeen 4 eli täydellisen mallin pohjalta piirretyt sijoitushistogrammit
satunnaishäiriöille ja jalostushäiriöille kuudelta eri ajan hetkeltä, kun skaalausparametri η=1,0.
Koska muuttujia on kutakin ajoa kohden 36 ja ajoja yhteensä 400, saadaan tarkasteltavalle
ajanhetkelle yhteensä 14 400 kappaletta sijoituksia. Kuten kuvista näkyy, aika-askeleella t=1,5
deterministisen ennusteen sijoitus on parven jäseniin nähden useimmiten parven keskellä,
histogrammin moodin ollessa 8. Kun ajassa mennään eteenpäin, histogrammin muoto tasoittuu
tasaiseksi jakaumaksi. Viimeistään ajanhetkellä t=6,0 kohdalla jakauma on tasainen eli
kontrolliennusteen sijoituksen todennäköisyys on yhtä suuri jokaiselle sijalle.
Kuvassa 13 on esitetty χ2-testin tulokset jokaiselle neljälle skaalausparametrille. Kuvissa on
esitetty satunnaishäiriö- ja jalostushäiriömenetelmän χ2-testistä saatu arvo. χ2-testissä
vapausasteiden lukumäärä, joka määrittelee jakauman ylemmän hännän kriittisen arvon, on
histogrammin luokkien määrä vähennettynä yhdellä eli 14. Kriittinen arvo 95 %
merkitsevyystasolla on 23,685, joten χ2-arvon ylittäessä sen voidaan nollahypoteesi tasaisesta
jakaumasta hylätä. Huomataan, että χ2-arvot ovat testin perusteella parviajojen alussa monta
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kertaluokkaa kriittisen rajan yläpuolella. Tämä on odotettavaa, sillä kuvassa 12 selkeästi näkyy
histogrammin poikkeavuus tasaisesta. Ajan kuluessa χ2-arvo pienenee ja skaalausparametreillä
η=1,0 ja η=0,1 molemmat häiriömenetelmät alittavat kriittisen rajan, edeltävän kohdalla
aikaisemmin kuin jälkimmäisessä. On myös huomattavissa, että jalostushäiriömenetelmän
histogrammit tasaantuvat hieman aiemmin kuin satunnaishäiriömenetelmän, toisaalta
molemmissa p-arvo silloin tällöin vaihtelee kriittisen pisteen molemmin puolin. Pienemmillä η:n
arvoilla häiriömenetelmien välillä ei ole aivan niin selkeää eroa ja esimerkiksi η:n ollessa 0,001
kriittistä rajaa ei missään vaiheessa edes saavuteta.
Kuva 12. Sijoitushistogrammi täydellisen mallin satunnaishäiriö- (RNDM) ja
jalostushäiriömenetelmän (BRED) aika-askelilta t=1,5, 3,0, 4,5 ja 6,0, kun skaalausparametri
η=1,0. X-akselilla on kontrolliennusteen sijoitus parvessa, y-akselilla sijoitusten esiintymistiheys.
Jokaisella aika-askeleella on 36 muuttujan sijoitukset parvessa 400 parviajolta eli yhteensä 14 400
sijalukua. Ajan hetkellä t=1,5 parvet ovat molemmilla menetelmillä liian leveitä havaintoon
nähden, sillä keskimmäisten sijalukujen esiintymistiheys on selvästi suurempi kuin reunimmaisten.
Histogrammi tasoittuu ajan kuluessa eteenpäin. Tällöin ennuste on luotettava. Häiriömenetelmien
välillä ei kuvassa ole silmiinnäkyvää eroa.
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Kuva 13. χ2-testi täydellisen mallin satunnaishäiriö- (RNDM) ja jalostushäiriömenetelmän (BRED)
sijoitushistogrammeille 400 parviajon perusteella neljälle eri skaalausparametrille η. Lineaarisella
X-akselilla on aika t ja logaritmisella y-akselilla on χ2-arvo kullekin ajanhetkelle. Punainen viiva
esittää χ2-arvoa 23,685, joka vastaa 95 % merkitsevyystasoa: jos käyrä on sen yläpuolella, voidaan
nollahypoteesi tasaisesta jakaumasta hylätä. Jalostushäiriömenetelmä vaikuttaa tasoittuvan
hieman satunnaishäiriömenetelmää aiemmin a)- ja b)-kohdassa, kun taas c)- ja d)-kohdassa
kumpikaan menetelmä hädin tuskin saavuttaa punaista viivaa.
Kuvassa 14 on esitelty tulokset samalle skaalausparametrille 1,0 ja samoilta ajanhetkiltä
kuin kuvassa 12 mutta kokeen 5 eli stokastisen mallin parviajojen perusteella.  Tässä kokeessa
parvi on luotu kontrolliennusteeseen lisätyn ylimääräisen satunnaisvektorin pohjalta ja tämän
jälkeen ilman satunnaisvektoria oleva kontrolliennusteen sijoitus eri ajanhetkinä on kuvattu
sijoitushistogrammissa. Huomataan, että histogrammit ovat jo aikaisemmilla ajanhetkillä
tasaisempia kuin täydellisessä mallissa, mutta aivan tasaisia ne eivät ole ajan hetkellä t=1,5, sillä
histogrammin keskellä ja reunoilla olevilla sijaluvuilla vaikuttaa olevan ympäröiviin sijalukuihin
nähden korkeammat frekvenssit. Ajanhetkeltä t=3,0 eteenpäin histogrammit näyttävät tasaisilta.
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Kuva 14. Sama tilanne kuin kuvassa 12 eli neljä aika-askelta ja η=1,0 mutta nyt
sijoitushistogrammit on piirretty stokastisen mallin parviajoista. Huomaa y-akselin skaalan ero
kuvaan 12 nähden. Histogrammi on tasaisempi kuvissa a) ja b) kuin kuvan 12 vastaavissa mutta
keskimmäisissä ja reunimmaisissa sijaluvuissa on havaittavissa hieman korkeammat
esiintymistiheydet kuin muualla. Lisäksi jalostushäiriömenetelmällä nämä piikit ovat hieman
korkeammat kuin satunnaishäiriömenetelmällä.
Kuvassa 15 on esitetty, kuinka χ2-testistä saatu arvo käyttäytyy häiriömenetelmien välillä eri
skaalausparametreillä stokastisella mallilla. Verrattuna täydelliseen malliin nähdään osien
vaihtuneen menetelmien välillä: satunnaishäiriömenetelmä saavuttaa kriittisen rajan hieman
ennen jalostushäiriömenetelmää. Näin ollen satunnaishäiriömenetelmän histogrammit
tasaantuvat tasaiseksi jakaumaksi hieman aikaisemmin kuin jalostushäiriömenetelmän.
Molempien menetelmien saavutettaessa kriittisen rajan silmiinpistävää eroa ei enää kuitenkin ole
vaan menetelmien p-arvot fluktuoivat toistensa ympärillä. Lisäksi on huomattavissa, että arvot
silloin tällöin käyvät kriittisen arvon yläpuolella.
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Yhteenvetona sijoitushistogrammin tuloksista voidaan sanoa se, että oli kyseessä sitten joko
täydellinen malli tai stokastinen malli tai joko sitten satunnaishäiriö- tai jalostushäiriömenetelmä,
niin histogrammit eivät ole parviajon alkuvaiheissa tasaisia. Histogrammit kuitenkin tasoittuvat
ajan kuluessa eteenpäin. Vain pienimmillä skaalausparametreillä histogrammit eivät tasoitu
tasaiseksi jakaumaksi asti. Täydellisellä mallilla jalostushäiriömenetelmän histogrammit
tasaantuvat tasaiseksi jakaumaksi hieman satunnaishäiriömenetelmän histogrammeja
aikaisemmin skaalausparametrin ollessa 1,0 tai 0,01. Vastaavasti stokastisella mallilla tilanne on
toisin päin: satunnaishäiriömenetelmän histogrammit tasaantuvat hieman aiemmin kuin
jalostushäiriömenetelmän skaalausparametrin ollessa joko 0,1; 0,01 tai 0,001.
Kuva 15. Sama kuin kuvassa 13 mutta stokastiselle mallille. Jokaisella skaalausparametrillä η
satunnaishäiriömenetelmän χ2-arvo on ennen tasoittumista pienempi kuin
jalostushäiriömenetelmän ja erityisesti η:n ollessa 0,1; 0,01 ja 0,001 satunnaishäiriömenetelmä
saavuttaa kriittisen rajan ennen jalostushäiriömenetelmää.
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4.2.2 Hajaantuminen-osuvuus-tulos
Kuvassa 16 on esitetty hajaantumisen ja osuvuuden keskimääräinen RMS-virhe sekä
satunnaishäiriöparvesta että jalostushäiriöparvesta jokaiselle eri skaalausparametrille
täydellisessä mallissa. Lisäksi kuvasta löytyy keskimääräisten RMS-virheiden erotukset.
Hajaantumisen osalta satunnais- ja jalostushäiriöiden välillä ei ole eroavaisuutta, RMS-virhe
kasvaa samalla lailla ajan kuluessa eteenpäin kunnes asettuu saturaatiotasolle lukuunottamatta
skaalausparametrin 0,001 kohdalla, missä ajo päättyy ennen saturaatiota. Myös osuvuusvirhe
kehittyy samalla tavalla, mutta on huomattavissa eteenkin kahdella suurimmalla
skaalausparametrillä, että jalostushäiriöiden osuvuusvirhe on hieman suurempi kuin
satunnaishäiriöiden.
Kuva 16. Kohdassa a–d on kuvattu täydellisen mallin 400 parviajon keskiarvo sekä hajaantumiselle
(s) että osuvuusvirheelle (ϵ) niin satunnais- (alaindeksi r) kuin jalostushäiriömenetelmälle
(alaindeksi b).  Kohdat e–h ovat hajaantumisen ja osuvuusvirheen erotus sekä satunnaishäiriöille
(Rndm) että jalostushäiriöille (Bred). X-askelilla on kaikissa aika t ja y-akselilla RMS-virhe (a–d) tai
RMS-virheiden erotus (e–h). Jokaisella skaalausparametrillä on olemassa ajanjakso, jolloin
jalostushäiriöiden hajaantumisen ja osuvuusvirheen erotus on pienempi kuin satunnaishäiriöiden
vastaava.
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Kuva 17. Täydellisen mallin hajaantumisen ja osuvuusvirheen erotusten vertailu
häiriömenetelmien välillä WSR-testissä neljälle eri skaalausparametrille η (kohdat a-d). X-akselilla
on aika t ja y-akselilla testistä saatu p-arvo. Punainen viiva jokaisessa kohdassa kuvaa p:n arvoa
0,05. P-arvon vajotessa punaisen viivan alapuolelle nollahypoteesi siitä, että häiriömenetelmien
hajaantumisen ja osuvuusvirheen erotusten välillä ei ole eroa, voidaan hylätä 95 %
merkitsevyystasolla. Kuvan perusteella jokaisella η:n arvolla on aikavälejä, jossa menetelmien
välillä on eroa.
Kuvan 16 kohdissa e–h nähdään, että jokaiselta skaalausparametriltä löytyy aikaväli, missä
jalostushäiriöiden hajaantumisen ja osuvuusvirheen erotus on pienempi kuin satunnaishäiriöiden
vastaava. Aluksi erotukset ovat lähes samat, mutta jossain vaiheessa ne erkanevat toisistaan.
Esimerkiksi skaalausparametrillä 1,0 erotuksien erotus kasvaa t=1 jälkeen ja on suurimmillaan
hieman ajanhetken t=2 jälkeen, jolloin erotus on 0,099. Tämän jälkeen erotuksien erotus
pienenee, kunnes eroa ei ole enää näkyvissä. Pienemmillä skaalausparametreillä erotuksien
erotuksen maksimi on sitä myöhempänä, mitä pienempi skaalausparametri on
Kuvassa 17 on esitetty Wilcoxon signed-rank -testin (WSR-testi) tulokset jokaiselle neljälle
skaalausparametrille täydellisellä mallilla. Kuvissa on WSR-testistä saatu p-arvo kuvaa, onko
häiriömenetelmien hajaantumisen ja osuvuusvirheen erotusten välillä eroavaisuutta vai ovatko ne
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peräisin samasta jakaumasta. P-arvon painuessa kriittisen arvon 0,05 alle nollahypoteesi siitä, että
häiriömenetelmien hajaantumisen ja osuvuusvirheen erotukset ovat peräisin samasta
jakaumasta, voidaan hylätä 95 % merkitsevyystasolla. Jokaisella skaalausparametrillä η on
olemassa ajanhetki, jolloin p-arvo painuu alle kriittisen tason. Esimerkiksi kohdassa a) p-arvo on
alle 0,05 aikavälillä t=1,5 ja t=4,5. Skaalausparametrin pienentyessä yhtenäinen kriittisen arvon
alla oleva p-arvon alue alkaa myöhemmin. Huomataan, että nämä aikaintervallit täsmäävät
kuvassa 16 kohtien e–h niiden aika-intervallien kanssa, jolloin erotuksissa on näkyvä ero
häiriömenetelmien välillä. Tämän lisäksi esimerkiksi kolmen suurimman η:n arvon kohdalla
parviajojen alkuvaiheessa on lyhyitä ajanhetkiä, jolloin p-arvo on pienempi kuin 0,05 vaikka se ei
selkeästi näy kuvan 16 kuvaajissa. Tämä voi johtua siitä, että alkuvaiheilla erotuksien
absoluuttisten arvojen ollessa pieniä pienikin erotus voi olla suhteellisen suuri.
Kuva 18. Sama kuin kuva 16 mutta stokastisen mallin tulosten pohjalta. Häiriömenetelmien välillä
hajaantumisen ja osuvuusvirheen erotuksissa ei ole niin huomattavaa eroa kuin täydellisessä
mallissa mutta esimerkiksi kohdissa f) ja h) on huomattavissa jonkinlaista eroavaisuutta. Lisäksi
hajaantumisen ja osuvuusvirheen erotukset ovat alussa pienempiä kuin täydellisen mallin
erotukset (vrt. kuva 16). Erotukset tasoittuvat lopulta 0,4 tasolle, aivan kuten täydellisessäkin
mallissa.
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Kuva 19. Sama kuin kuva 17 mutta stokastisen mallin tulosten pohjalta. Hajaantumisen ja
osuvuusvirheen erotukset häiriömenetelmien välillä eivät WSR-testin mukaan poikkea niin paljon
kuin täydellisessä mallissa. Kriittisen linjan (kuvassa punaisella oleva viiva 0,05 tasplla) alle p-arvo
putoaa pisimmäksi aikaa kohdissa b) ja c) ajanhetken t=1,5 ympärillä.
Stokastisen mallin tulokset hajaantumiselle ja osuvuusvirheelle sekä niiden erotuksille on
piirretty kuvaan 18. Hajaantumisen ja osuvuusvirheen absoluuttisia arvoja verrattaessa
täydelliseen malliin tuloksiin huomataan, että RMS-virhe on suurempi kuin täydellisessä mallissa.
Vastaavasti hajaantumisen ja osuvuusvirheen erotus on pienempi täydelliseen malliin verrattuna
sekä satunnaishäiriöiden että jalostushäiriöiden kohdalla. Häiriömenetelmien erotukset ovat
kutakuinkin samansuuntaiset ja joissain tapauksissa päinvastaiset kuin täydellisessä mallissa: η:n
ollessa 0,1 satunnaishäiriömenetelmän hajaantumisen ja osuvuusvirheen erotus on ennen
ajanhetkeä t=4,5 pienempi kuin jalostushäiriömenetelmän. Vastaavasti η:n ollessa 0,001
aikavälillä t=5,0 ja t=7,5 jalostushäiriömenetelmän erotus on pienempi. Stokastisen mallin
tuloksille suoritetut WSR-testit tukevat osittain näitä tuloksia. Kuvassa 19 on esitetty WSR-testin
p-arvon käyttäytyminen. Huomataan, että skaalausparametrin η =0,1 välillä t=0,7 ja t=2,0 testin
nollahypoteesi siitä, että erotukset ovat peräisin samasta jakaumasta, voidaan hylätä. Toisaalta
η:n ollessa 0,001, parviajon loppuvaiheessa näkyvä ero kuvan 18 h-kohdassa on vain osittain
merkitsevä.
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Hajaantuminen-osuvuus-tulokset antavat viitteitä siitä, että täydellisellä mallilla
jalostushäiriömenetelmän hajaantumisen ja osuvuusvirheen erotus on jokaisella
skaalausparametrillä pienempi ainakin jollakin aikaintervallilla. Tämä aikaintervalli alkaa sitä
myöhemmin, mitä pienempi skaalausparametri on. Lisäksi suoritetut WSR-testit viittaavat siihen,
että häiriömenetelmillä on eroa: jokaiselta η:n arvolta löytyy aikaintervalli, missä menetelmien
erotusten ero on 95 % merkitsevyystasolla merkitsevä. Stokastisella mallilla erot menetelmien
välillä eivät sen sijaan ole yhtä selkeät, selkeää eroavaisuutta on huomattavissa vain
skaalausparametrillä 0,1 ja siinäkin satunnaishäiriömenetelmän hyväksi.
4.2.3 Sijoitustodennäköisyystulos
Sijoitustodennäköisyystuloksen tulokset on esitetty kuvissa 20 ja 22, joista ensimmäinen on
täydellisen mallin tulokset ja toinen stokastisen mallin. Mallien välillä on huomattavaa, että
riippumatta skaalausparametristä satunnais- ja jalostushäiriömenetelmien välille ei näy selvää
eroa. Suurimmillaan erotus on hieman alle 0,1 jalostushäiriöiden tuloksen ollessa pienempi, kun
skaalausparametrin on 0,001. Sekä täydellisessä että stokastisessa mallissa jalostushäiriöiden
sijoitustodennäköisyystulos on pienempi kuin satunnaishäiriön sijoitustodennäköisyystulos
Kuva 20. Kohdissa a-d on satunnaishäiriömenetelmän (Rndm) ja jalostushäiriömenetelmän (Bred)
keskimääräinen sijoitustodennäköisyystulos (RPS) täydellisellä mallilla neljälle eri
skaalausparametrille 400 parviajon perusteella. X-akselilla aika t ja y-akselilla RPS. Kohdissa e-h
on häiriömenetelmän RPS:n erotus (Rndm-Bred). Ero menetelmien välillä on pieni ja vaihtelee
ajanhetkestä riippuen.
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Kuva 21. Täydellisen mallin satunnaishäiriö- ja jalostushäiriömenetelmien
sijoitustodennäköisyystulosten (RPS) erotuksen merkitsevyys WSR-testissä. Punainen viiva kuvaa
p-arvon kriittistä 0,05 tasoa. Vain η:n ollessa 0,001 on selkeästi menetelmien RPS:n välillä oleva
ero merkittävä 95 % merkitsevyystasolla.
pienimmällä skaalausparametreillä ja samalla tuottaa suurimman erotuksen, molemmissa
tapauksissa ajon loppupäässä. Suuremmilla skaalausparametreillä häiriömenetelmien tuloksen
erotuksen etumerkki vaihtelee. Se, onko ero menetelmien välillä merkitsevä, nähdään kuvasta 21.
WSR-testin nollahypoteesin mukaan häiriömenetelmien sijoitustodennäköisyystuloksien välillä ei
ole merkitsevää eroa. Tämä hypoteesi voidaan kumota selkeästi vain skaalausparametrin ollessa
0,001, jolloin testin p-arvo painuu selkeästi alle kriittisen p-arvon 0,05. Muilla
skaalausparametreillä p-arvo on alle 0,05 vain ennen kuin t=1,0.
Tulokset stokastisen mallin parviajoista ovat samansuuntaiset kuin täydellisessä mallissa:
erot ovat pienet häiriömenetelmien välillä ja lähes poikkeuksetta erot eivät ole tilastollisesti
merkitseviä 95 % merkitsevyystasolla. Ainoastaan jokaisella skaalausparametrillä parviennusteen
alkupuolella ero on merkitsevä mutta ei enää t=1,0 jälkeen. Näin on myös skaalausparametrin
0,001 osalta, jonka kohdalla täydellisessä mallissa ero menetelmien välillä oli suurimman osan
ajasta tilastollisesti merkitsevä.
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Yhteenvetona sijoitustodennäköisyystuloksesta voi sanoa sen, että verrattuna muihin
todentamismenetelmiin tuloksissa oli vähiten eroa menetelmien välillä. Tulosten ero oli
merkitsevä 95 % merkitsevyystasolla vain parviajojen alkuhetkillä ja skaalausparametrin 0,001
osalta täydellisessä mallissa, missä ero oli merkitsevä lähes koko ajan. Muutoin ei sen paremmin
täydellinen kuin stokastinenkaan malli tarjonnut selkeää vastausta siihen, kumman
häiriömenetelmän sijoitustodennäköisyystulos on pienempi.
Kuva 22. Sama kuin kuva 20 mutta stokastisen mallin tulosten perusteella. Satunnaishäiriö- ja
jalostushäiriömenetelmän välillä erot ovat pieniä.
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Kuva 23. Sama kuin kuva 21 mutta stokastisen mallin tulosten perusteella. Verrattuna täydelliseen
malliin tulokset ovat hyvin samansuuntaisia, lukuun ottamatta pienintä skaalausparametriä
(kohdassa d) missä p-arvo on vain aikaintervallilla t=0,0 ja t=1,0 kriittisen p-arvon alapuolella.




Tarkastellaan kokeiden perusteella saatuja tuloksia Lyapunovin eksponentille λ1:lle ja
käsitellään niitä yhtälön 1 valossa. Oli kyseessä sitten yhden ajon tai 100 ajon pohjalta tehty arvio
Lyapunovin eksponentista, kaikki 199 parven jäsentä käyttäytyivät samalla tavalla. Parviennusteen
aivan ensimmäisillä aika-askeleilla λ1:n arvo joko kasvaa suoraan nollasta tai on ensimmäisten
aika-askelien ajan negatiivinen mutta jo ennen t=1, λ1 on saavuttanut maksimiarvon. Tämän
jälkeen λ1 alkaa hiljalleen laskea. Tämä on odotettavaa, sillä alussa häiriö saattaa välittömästi
kasvaa suuremmaksi eli yhtälön osoittajassa oleva häiriön normi ajan hetkellä t+s kasvaa
suuremmaksi kuin yhtälön nimittäjässä oleva häiriön normi alkuhetkellä. Toisaalta jotkut häiriöt
voivat joskus lähestyä alkuperäistä kontrolliennustetta muutaman aika-askeleen verran mutta
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alkavat sitten kasvaa suuremmaksi. Häiriöt on valittu satunnaisesti, joten on mahdollista, kuten
kappaleessa 2.4. on todettu, että häiriöt ovat vaimenevia tai eivät lainkaan kasva. T:n kasvaessa
suureksi λ1:n arvo lähestyy kohti nollaa. Häiriö on saturoitunut järjestelmän klimatologian
määrittelemälle tasolle. Tämä on väistämätöntä, sillä Lorenz (1963) osoitti, että jos kaaottinen
järjestelmä on keskeinen, silloin häiriön liikerata pysyy tiettyjen rajojen sisällä, eikä kasva
loputtomasti. T:n ollessa suuri häiriön normi ajan hetkellä t+s on suurempi kuin sen alkuhetkellä
mutta se ei enää kasva. Logaritmi on kuitenkin positiivinen, joten vaikka se kerrottaessa ଵ
௧
:llä
pienenee, se ei vaihda merkkiään.
Kappaleessa 2.4. viitataan ennalta tutkittuun tietoon, että häiriövektorit kääntyvät
kaaottisessa järjestelmässä paikallisen johtavan Lyapunov-vektorin suuntaan. Kokeissa nähdään,
että alussa satunnaisesti luotujen häiriövektoreiden suunta on kontrolliennusteeseen nähden
keskimäärin noin 90°. Tämä on teoriaan nähden oikea tulos. Tämän jälkeen kulmat pienenevät,
kunnes asettuvat vaihtelemaan kontrolliennusteeseen nähden noin 60° ympärille. Näin ollen olisi
houkuttelevaa todeta, että tämä olisi johtavan Lyapunov-vektorin suunta. Kokeessa 3, missä
häiriöiden kulmia vertailtiin toisiinsa nähden, huomattiin, että vektorit eivät ole toisiinsa nähden
samassa suunnassa, vaan keskimäärin alle 60° suunnassa. Tämä on arveluttava tulos, sillä
kirjallisuudessa on tuotu selvästi esille, että häiriövektorit kääntyisivät johtavan Lyapunov-
vektorin suuntaan. Silloin kaikkien häiriöiden kääntyminen yhden vektorin suuntaan johtaisi
siihen, että kaikkien vektoreiden tulisi olla melkein samansuuntaisia toisiinsa nähden.
Mikä mahdollisesti selittää sen, että häiriövektorit eivät ole yhdensuuntaisia? Kenties
Lorenz-96-malli on sen verran moniulotteinen, että häiriöt eivät käänny samaan suuntaan. Lorenz
pohtii (1996) artikkelissaan sitä, että ei ole välttämättä edes selvää mikä on johtava Lyapunovin
eksponentti ja mikä sitä vastaava vektori ilmakehälle tai ainakin realistisimmille ilmakehämalleille,
johtuen juuri näiden mallien monista muuttujista. Lisäksi on otettava huomioon, että tämän
tutkimuksen mallissa satunnaishäiriöt pelkästään lisättiin parveen ilman ortogonalisointia ja ajon
edetessä häiriöitä ei skaalattu uudestaan pienemmiksi eikä ortonormalisoitu, vaikka
kirjallisuudessa tästä on mainittu. Kirjallisuudesta löytyy tuore esimerkki Lyapunovin eksponentin
selvittämisestä Lorenz-96-Runge-Kutta-mallille: Feng et al. (2014) vertaili Lyapunov-vektorien,
jalostusvektorien ja satunnaishäiriöiden menetelmiä ja selvitti, että virheen kasvu ensimmäisten
aika-askelien aikana oli satunnaishäiriöiden osalta aluksi hieman aikaa negatiivinen, mutta pian
kasvoi 1,5–2,0 tasolle. Tämä on hyvin linjassa tämän tutkimuksen lukemien kanssa.
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Vaikka vektorien välisten kulmien testeissä ei saatu aivan niin odotettuja tuloksia, antaa mallin
muuttujien käyttäytyminen jaksottomasti (kuvat 3 ja 4) ja virheen käyttäytyminen (λ1:n
positiivisuus) viitteitä siitä, että tätä tutkimusta varten ohjelmoitu malli käyttäytyy kaaottisesti.
Näin ollen tutkimuskysymyksen selvittämisessä voidaan siirtyä parviennusteen luotettavuutta
arvioivien todentamismittojen antamien tulosten analysointiin.
5.2. Todentamismenetelmät
5.2.1. Sijoitushistogrammi
Sijoitushistogrammin etuna on se, että se mahdollistaa nopealla vilkaisulla ennusteen
luotettavuuden arvioinnin. Täydellisellä mallilla saatujen tulosten perusteella huomataan, että
ennusteen alkuvaiheessa kontrolliennuste on huomattavan osan ajoista ja muuttujista keskellä
parvea. Tämä on odotettavaa, sillä parviennustetta luodessa parven jäsenet luotiin
kontrolliennusteen ympärille niin, että jokaisella häiriön sisältävällä parven jäsenellä on vastapari.
Kun parvea viedään ajassa eteenpäin, huomataan, että keskellä oleva piikki tasoittuu ja
ennusteajon loppuvaiheessa histogrammi on tasainen. Tämäkään ei ole yllätys, sillä parven
jäsenten ja kontrolliajon erkaantuessa toisistaan kontrolliajo ajoittain ajautuu parven
ulkopuolelle. Myös skaalausparametrin pieneneminen aiheuttaa odotetun muutoksen:
tasaantuminen tapahtuu paljon myöhemmin johtuen siitä, että alkutilan häiriöt ovat niin pieniä,
että niiden ”kiihdyttämisessä” kestää jonkin aikaa.
Satunnais- ja jalostushäiriömenetelmien välillä näyttäisi olevan pieni ero täydellisen mallin
sijoitushistogrammeissa, sillä kahdella suurimmalla skaalausparametrillä
jalostushäiriömenetelmän histogrammi saavuttaa tasaisen jakauman noin 0,1 ajanyksikköä
aiemmin. Tämä kuitenkin paljastuu χ2-testin avulla, sillä 1,5 ajanyksikön välein piiretyissä
histogrammeissa ei näkynyt silmiinpistävää eroa. Se on jonkinlainen yllätys, sillä voisi olettaa, että
jalostushäiriömenetelmä, jossa nopeimmin kasvavat häiriöt jalostetaan esiin, saisi parven jäsenet
erkaantumaan toisistaan aiemmin. Sen sijaan stokastisen mallin tuloksissa menetelmillä on näkyvä
ero: jalostushäiriöparvissa kontrolliennusteen sijoitus on useammin keskellä kuin
satunnaishäiriömenetelmässä ja kaiken lisäksi myös reunimmaisten sijoitusten esiintymistiheys
(sijaluvut 1 ja 15) on suurempi kuin satunnaishäiriöissä. Tämä on arveluttava tulos: se tarkoittaisi
sitä, että kontrolliajo pysyy keskellä parvea tai on parven ulkopuolella. Täydellisen mallin osalta
vain keskimmäinen sijaluku on selkeästi muita korkeampi. Molemmilla menetelmillä molemmissa
malleissa on kuitenkin yksi yhteinen piirre: histogrammi tasoittuu loppujen lopuksi. Voi olla, että
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häiriöamplitudin pitäisi olla ylirealistisen suuri, jotta histogrammi tasaantuisi jo lyhyessä
ennusteajassa.
Voidaan arvioida, että satunnais- ja jalostushäiriömenetelmän välillä ei täydellisellä mallilla
ole suurta eroa luotettavuuden suhteen, jos vain sijoitushistogrammia tarkastellaan.
Tutkimushypoteesiä ei näin ollen voi hylätä täydellisen mallin osalta kuin ehkä kahden suurimman
skaalausparametrin osalta, jolloin jalostushäiriöparvi tasaantui hieman aikaisemmin kuin
satunnaishäiriöparvi. On kuitenkin muistettava, että sijoitushistogrammin heikkoutena on sen
kyvyttömyys arvioida parven jäsenten ja kontrolliajon välimatkoja. Tuloksissa huomataan, että
histogrammit tasoittuvat, mutta tämä on todennäköisimmin saturaation takia: jäsenten
hajaantuminen lähestyy mallin klimatologiaa. Tässä tapauksessa on kuitenkin todennäköistä, että
parven hajaantuminen on samaa luokkaa, sillä molemmissa parvissa kontrolliajo oli jokaisessa
ajossa tismalleen sama. Näin ollen suppeampi parvi toisen menetelmän kohdalla tarkoittaisi sitä,
että sen sijoitushistogrammissa reunalla olevilla sijoituksilla olisi suurempi esiintymistiheys.
Stokastisen mallin osalta vaikuttaisi siltä, että satunnaismenetelmä olisi luotettavampi, silllä χ2-
testissä lähes kaikilla skaalausparametreillä satunnaishäiriöparvet saavuttivat tasaisen jakauman
hieman aiemmin kuin jalostushäiriömenetelmät. Näin ollen tutkimushypoteesi voidaan hylätä
stokastisen mallin osalta ja todeta, että satunnaishäiriömenetelmä on luotettavampi. Toisaalta
ero oli samaa mittaluokkaa kuin mitä täydellisellä mallilla jalostushäiriömenetelmän hyväksi oli.
5.2.2. Hajaantuminen-osuvuus-tulos
Kuten yhtälössä 4 tuotiin ilmi, luotettavassa parviennusteessa erillisten parviajojen määrän
kasvaessa hajaantuminen ja osuvuusvirhe lähestyvät toisiaan. Näin ollen hajaantumis-osuvuus-
tuloksessa on tärkeää tarkastella näiden kahden erotusta ja verrata sitä eri häiriömenetelmien
osalta. Täydellisen mallin tuloksissa nähdään, että jalostushäiriöiden hajaantumisen ja
osuvuusvirheen erotus on pienempi jollain aikavälillä ennustetta kuin mitä se on
satunnaishäiriöillä jokaisen skaalausparametrin kohdalla. Wilcoxon signed-rank -tilastollinen testi
vahvisti erotuksen merkitseväksi 95 % merkitsevyystasolla. Vastaavasti stokastisessa mallissa erot
olivat paljon pienemmät ja merkitsevät lyhyemmillä aikaväleillä. Tällöinkin aikaintervallit, jolloin
ero oli merkitsevä, painottuivat alkuhetkille. Sekä täydellisessä mallissa että stokastisessa mallissa
hajaantumisen ja osuvuusvirheen erotus asettuu saturoitumisvaiheessa 0,4 tuntumaan.
Stokastisessa mallissa ajojen erotus on kuitenkin pienempi, kun taas täydellisessä mallissa
erotuksien arvo käy saturaatiotason yläpuolella.
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Syy stokastisen mallin alkuhetkien luotettavampaan ennusteeseen on seuraava:
täydellisessä mallissa parven keskiarvo on alkuhetkinä sama kuin kontrolliennuste, koska se oli
pyrkimyskin parven alkutilan määrittelyssä, jotta parvessa ei olisi systemaattista virhettä
kontrolliajoon nähden. Näin ollen osuvuusvirhe on lähellä nollaa. Parven hajaantuminen ei ole
täysin nolla ensimmäisillä aika-askelilla, tosin huomattavan pieni se voi olla erityisesti pienillä
skaalausparametreillä. Stokastisessa mallissa parven keskiarvo ei alussa ole nolla, sillä vaikka
parven jäsenet ovat toistensa vastapareja, niin parvi on luotu kontrolliajon ja siihen lisätyn
satunnaishäiriön pohjalta, mutta vertailu käy pelkästään kontrolliajoon. Näin ollen stokastisessa
mallissa osuvuusvirhe on alussa nollasta poikkeava, tosin pienemmillä parametreillä se on todella
pieni koska kontrolliajoon lisätyn häiriön koko on pieni. Täydellisessä mallissa parven kehittyessä
ajan suhteen sen hajaantuminen on saanut ”etumatkaa” parven osuvuusvirheeseen nähden,
koska osuvuusvirhe on alussa nolla.
Antavatko hajaantuminen-osuvuus-tulokset lisävaloa häiriömenetelmien luotettavuuden eroista?
Ne muutamat eroavaisuudet, jotka tuloksista nähdään, ovat lopulta melko pieniä. Täydellisessä
mallissa jalostushäiriömenetelmän voi todeta olevan aina jossain vaiheessa ennustetta hieman
luotettavampi kuin satunnnaishäiriömenetelmä: mitä pienempi skaalausparametri sen
myöhemmin ero alkaa. Näin ollen tutkimushypoteesi voidaan paikoittain hylätä täydellisessä
mallissa ja todeta, että jalostushäiriömenetelmä on tietyillä ajanhetkillä luotettavampi kuin
satunnaishäiriömenetelmä. Stokastisessa mallissa menetelmien luotettavuuden eroa ei voida
kunnolla todeta. Näin ollen tutkimushypoteesiä ei voi hylätä stokastisen mallin kohdalla.  Fengin
(2014) tutkimuksessa tulokset olivat samansuuntaisia. 500 ajon ja kuuden parven jäsenen pohjalta
tehdyssä ajossa osuvuusvirheessä ei häiriömenetelmien välillä ollut eroa. Sen sijaan
hajaantumisessa satunnaishäiriöiden RMS-virhe oli suurempi kuin jalostushäiriöiden ja
hajaantumisen ja osuvuusvirheen erotus oli satunnaishäiriöiden osalta pienempi. On kuitenkin
muistettava, että Fengin tutkimuksen mallissa ajojen alussa suoritettavaan data-assimilaatioon on
käytetty parven Kalman-suodatinta ja alkutilan määrittely on näin ollen monimutkaisempi kuin
tämän tutkimuksen alkutilan määrittely.
5.2.3. Sijoitustodennäköisyystulos
Sijoitustodennäköisyystuloksen osalta häiriömenetelmät käyttäytyivät hyvin samanlaisesti,
oli kyseessä sitten täydellinen malli tai stokastinen malli. Ainoastaan täydellisen mallin
pienimmällä skaalausparametrillä 0,001 jalostushäiriömenetelmän sijoitustodennäköisyystulos oli
jalostushäiriömenetelmän osalta pienempi ja ero satunnaishäiriömenetetelmään oli merkitsevä
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95 % merkitsevyystasolla lähes koko ennusteajan aikana. Tällöin tutkimushypoteesin voi hylätä,
mutta muutoin ei. Lukuun ottamatta edellä mainittua poikkeusta, luotettavuuden arviointiin ei
sijoitustodennäköisyystuloksesta ole sen enempää apua tässä tutkimuksessa. Voidaan kuitenkin
todeta, että ajan suhteen molempien menetelmien tulokset käyttäytyvät realistisesti:
sijoitustodennäköisyystulos kasvaa ajan kuluessa eteenpäin kunnes saturoituu tietylle tasolle.
Tätä tutkimusta tehdessä ei ole ollut tiedossa, onko tässä käytettyjen häiriömenetelmien
luotettavuutta tarkasteltu Lorenz-96-mallille muissa tutkimuksissa
sijoitustodennäköisyystuloksen avulla.  On kuitenkin tiedossa, että sitä on esimerkiksi käytetty
jalostushäiriöiden arvioimiseen monimutkaisemmilla malleilla (Guo et al., 2012) tai parven mallin
tuotetilastojen vertailuun (Ensemble Model Output Statistics) Lorenz-96-mallissa (Wilks, 2005).
5.3. Johtopäätökset
Kolmen eri todentamismenetelmän avulla voidaan päätyä siihen johtopäätökseen, että
tässä tutkimuksessa löydetyt erot häiriömenetelmien välillä olivat pieniä. Tutkimushypoteesiä
siitä, että häiriömenetelmien välillä ei ole eroa, ei voitu hylätä kuin ainoastaan muutamissa
tapauksissa. Täydellisellä mallilla sijoitushistogrammi ja hajaantuminen-osuvuus-tulos viittasivat
jalostushäiriömenetelmän olevan hieman luotettavampi paikoin ennusteajoa, yleensä sitä
myöhemmin mitä pienempiä alkuperäiset häiriöt olivat. Stokastisen mallin osalta
sijoitushistogrammi viittasi satunnaishäirömenetelmän olevan luotettavampi, mutta
hajaantuminen-osuvuus-tulos ei paljastanut suuria eroja. Sijoitustodennäköisyystulos antoi
käytetystä mallista riippumatta kaikkien samanlaisimpia tuloksia. Erojen jääminen
kokonaisuudessaan pieniksi on yllätys, sillä kirjallisuudessa jalostushäiriöiden luotettavuus
satunnaishäiriöihin nähden on havaittu ilmakehää kuvaavilla säämalleilla ja osittain ainakin
Lorenz-96-mallilla. Syitä siihen, miksi eroavaisuuksia ei tässä tutkimuksessa löydetty, pohditaan
seuraavaksi tutkimusjärjestelyiden ja todentamismenetelmien näkökulmasta.
Ensiksi keskitytään tutkimusjärjestelyihin. Ajoja molemmille parville on tehty 400
kappaletta, joista jokainen ajo on kestänyt 200 aika-askelta eli 7,5 ajan yksikköä. Parven jäseniä
on yhteensä 14 kappaletta. Mahdollisesti eroavaisuuksia olisi voinut syntyä, jos parven jäsenten
lukumäärä olisi ollut pienempi, koska erityisesti sijoitushistogrammissa ja
sijoitustodennäköisyystuloksissa kontrolliajon poikkeaminen parven sisältä ulos olisi voinut
tapahtua herkemmin, koska parvi on pienempi. Jos oletettaisiin, että jalostushäiriöt kasvaisivat
nopeammin kuin satunnaishäiriöt, tämä saattaisi näkyä näissä kahdessa
todentamismenetelmässä. Hajaantumisen ja osuvuusvirheen osalta vaikutuksia saattaisi myös
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olla, sillä yksittäisen poikkeavan parven jäsenen vaikutus on suurempi, mitä vähemmän parven
jäseniä on. Fengin (2014) tuloksissa nähtiin ero hajaantumisessa häiriömenetelmien välillä, kun
parven jäseniä oli vain kuusi. Pieni parvi olisi sikäli realistinen ja järkevä valinta, sillä ilmakehää
kuvaavissa realistisissa säämalleissa parven jäsenien määrä on korkeintaan muutamia kymmeniä.
Toinen tutkimusjärjestelyissä lopputuloksiin vaikuttava asia saattaisi olla parviajojen pituus.
Kenties tässä tutkimuksessa parvea ajettiin liian pitkään, jolloin häiriöt kehittyivät liian pitkälle,
aivan saturoituneeseen tilaan, jolloin parven häiriöt myötäilivät mallin klimatologiaa. Näin ollen
satunnaishäiriöt kasvavat riittävän suuriksi, jolloin niiden ja nopeasti kasvavien jalostushäiriöiden
välillä ei ole juuri eroa. Fengin (2014) artikkelissa jalostusaika oli 2,0 ajan yksikköä, kun tässä
tutkimuksessa se oli 7,5.
Viimeiseksi tutkimusjärjestelyiden osalta käsitellään perturbaatioiden luomista sekä
täydellisen ja stokastisen mallin valintaa. Tutkimuksen täydellinen malli tarkoittaa sitä, että
kontrolliajo on samalla havainto, johon parven jäseniä verrattiin. Kun molempiin parviin lisätään
häiriöitä niin, että parven keskiarvo on aina tismalleen sama kontrolliajon kanssa, ei parvessa ole
minkäänlaista virhettä alussa. Kenties parvesta tulee liian täydellinen tai kenties
satunnaishäiriöiden ja jalostushäiriöiden välillä ei ole minkäänlaista eroa vaan jalostushäiriöt ovat
tavallaan yksi satunnaishäiriöiden otos, erityisesti, kun edeltävän ennusteen satunnaishäiriöiden
kehitysaika on niin pitkä, että ne kerkeävät kasvaa satunnaishäiriöiden tasolle. Näin ollen
stokastisen mallin tuloksissa voikin odottaa jonkinlaisia eroja.
Tutkimusjärjestelyiden käsittelyn jälkeen pohditaan tässä tutkimuksessa käytettyjä
todentamismenetelmiä. Sijoitushistogrammin etuna on se, että se antaa kuvan mallin
luotettavuudesta, mutta ei välttämättä kvantitatiivista arviota siitä kuinka luotettava se on. On
selvää, että täydellisellä mallilla ensimmäisillä aika-askelilla malli on ylidispersiivinen, toisin
sanoen, havainnot ovat aina parven keskellä riippumatta häiriöiden koosta. Stokastisella mallilla
satunnaisparviennuste tasoittui luotettavaksi täydelliseen malliin verrattuna aikaisemmin mutta
ei kuitenkaan heti alusta alkaen. Verrattaessa näitä tuloksia hajaantumis-osuvuus-tuloksiin
huomataan, että stokastinen malli on luotettavampi ennusteen alkupuolella, kunnes
hajaantuminen ja osuvuusvirhe alkavat hieman erkaantua. Missään vaiheessa ennusteen
loppupuolella eivät hajaantuminen ja osuvuusvirhe ole samoja, vaikka sijoitushistogrammin
perusteella häiriömenetelmät ovatkin luotettavia. On kuitenkin muistettava, että kiinnostus tässä
tutkimuksessa kohdistuu enemmän häiriömenetelmien välisiin eroihin kuin täydellisen ja
stokastisen mallin eroihin.
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Kärjistetysti voidaan sanoa, että sijoitushistogrammi antaa kuvan siitä, että onko parvi liian
leveä vai suppea havaintoon nähden ja hajaantumis-osuvuus-tulos kertoo kuinka parven leveys
kasvaa suhteessa parven osuvuusvirhe. Sijoitustodennäköisyystulos tavallaan yhdistää nämä
tulokset ja esittää arvon, vaikka on toisaalta totta, että sama arvo voi tulla leveän parven keskellä
olevalle havainnolle tai kapean parven ulkopuolella olevalle havainnolle.
6. Yhteenveto
Huolimatta alati kehittyvistä laskentaresursseista ja tarkemmista ilmakehän alkutilan
määrittelymenetelmistä, sään ennustettavuudella on rajansa. Luotettavia ennusteita pystytään
tekemään korkeintaan noin viikon päähän. Yksittäinen ennuste erkanee väistämättä ilmakehän
todellisesta tilasta, sillä kaaottisessa järjestelmässä ennustevirhe kasvaa ennusteen aloituksen
jälkeen väistämättä. Sääennusteiden parantamiseksi on kehitetty parviennusteet, joissa yhden
ennusteen sijasta luodaan useampia ennusteita. Parviennusteet luovat mahdollisuuden
todennäköisyysennusteen luomiselle: voidaan arvioida, kuinka suuri todennäköisyys jollekin
ilmiölle on parven jäsenten mukaan.
Parviennuste luodaan lisäämällä ilmakehän arvioituun alkutilaan häiriöitä, jolloin häiriöidyt
tilat muodostavat parvelle uusia jäseniä. Alkutilan häiriöiden valintaan on kiinnitettävä huomiota:
häiriöiden tulee realistisesti edustaa alkutilaan liittyviä virheitä ja lisäksi niiden tulisi kattaa
voimakkaimmin kasvavat ilmakehän häiriöt. Tässä tutkimuksessa on tarkasteltu, onko alkutilaa
edeltävän parven ennustevirheiden pohjalta luotu parviennuste luotettavampi kuin satunnaisten
häiriöiden pohjalta luotu parviennuste. Edeltävää menetelemää kutsutaan
jalostushäiriömenetelmäksi ja jälkimmäistä satunnaishäiriömenetelmäksi. Tutkimushypoteesi on,
että näiden kahden häiriömenetelmän luotettavuudessa ei ole eroa.
Hypoteesin testaamista varten on käytetty yksinkertaista epälineaarisista
differentiaaliyhtälöistä rakentuvaa Lorenz-96-mallia (Lorenz, 1996). Mallin on tarkoitus käyttäytyä
kaaottisesti, joten mallin toimivuuden takaamiseksi on testattu, mikä on mallin ensimmäinen
Lyapunovin eksponentti. Eksponentti selviää tarkastelemalla kontrolliennusteeseen lisättyjen
häiriöiden aikakehitystä. Tämän lisäksi häiriöiden kulmaa kontrolliennusteeseen ja toisiinsa
nähden on tarkasteltu. Kokeiden perusteella ensimmäinen Lyapunovin eksponentti on
positiivinen, mikä viittaa mallin olevan kaaottinen. Kaaottisessa järjestelmässä häiriöt kääntyvät
ajan myötä samansuuntaisiksi. Kokeiden perusteella näin ei aivan käy, sillä häiriöt asettuvat
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keskimäärin 60° kulmaan toisiinsa nähden. Lyapunovin eksponentin positiivisuus kuitenkin antaa
vahvan näytön mallin kaaottisuudesta.
Mallin toimivuuden testaamisen jälkeen on tehty varsinaiset kokeet häiriömenetelmien
välille. Häiriömenetelmien parviajot on suoritettu kahdelle eri mallille, joista toinen on täydellinen
malli ja toinen stokastinen. Lisäksi häiriöiden koon vaikutusta on tarkasteltu neljällä eri
skaalausparametrillä. Parvien luotettavuuden määrittelemiseksi on käytetty kolmea eri
todentamismenetelmää: sijoitushistogrammi, hajaantuminen-osuvuus-tulos ja
sijoitustodennäköisyystulos. Tulosten perusteella on voitu tehdä seuraavat johtopäätökset:
täydellisellä mallilla jalostushäiriömenetelmä on sijoitushistogrammin ja hajaantuminen-osuvuus-
tuloksen perusteella ajoittain luotettavampi kuin satunnaishäiriömenetelmä mutta ero ei ole
suuri. Sijoitustodennäköisyystulos ei näytä poikkeamaa suuntaan tai toiseen lukuun ottamatta
aivan pienimpien häiriöiden osalta, jolloin jalostushäiriömenetelmä on luotettavampi.
Stokastisella mallilla sijoitushistogrammi antaa päinvastaisia tuloksia kuin täydellinen malli:
satunnaishäiriömenetelmä on hieman luotettavampi kuin jalostushäiriömenetelmä.  Vastaavasti
hajaantuminen-osuvuus-tulos ja sijoitustodennäköisyystulos eivät anna viitteitä toisen
menetelmän paremmasta luotettavuudesta toiseen nähden.
Todentamismenetelmien perusteella saaduista tuloksista ei voida vetää liian suuria
johtopäätöksiä toisen häiriömenetelmän paremmuudesta. Kokonaisuutta tarkasteltaessa voisi
sanoa, että täydellisessä mallissa jalostushäiriömenetelmä antaa viitteitä luotettavammista
ennusteista ja näin ollen tutkimushypoteesi voitaisiin hylätä. Ero ei kuitenkaan ole kovin
huomattava. Vastaavasti stokastisella mallilla eroja on vähän ja satunnaishäiriömenetelmän
puolesta. Yhteenvetona voidaan todeta, että tutkimushypoteesi voidaan hylätä paikoin riippuen
siitä, mikä skaalausparametri tai malli on käytössä. Kokonaisuutena todentamismenetelmiä
tarkastellen tutkimushypoteesiä ei kuitenkaan voida hylätä tyhjentävästi.  Tämä on hieman
ristiriidassa kirjallisuuden pohjalta saatujen tulosten perusteella, sillä jalostushäiriöiden nähdään
olevan luotettavampia kuin satunnaishäiriöiden. Toisaalta, muissa tutkimuksissa käytetyt mallit ja
järjestelyt ovat erilaisia tähän tutkimukseen nähden.
Lorenz-96-malli on yksinkertaisuudestaan huolimatta toimiva malli kaaottisen järjestelmän
ja parviennusteiden tutkimusta varten, kun tutkimukset halutaan tehdä ilman suurempia
laskentaresursseja. Tämän tutkimuksen pohjalta voitaisiin tulevaisuudessa tarkastella sitä, miten
parven ajon pituudella on väliä häiriömenetelmien paremmuuden kannalta. Lisäksi parven
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jäsenten määrää muuttamalla ja alkutilan analyysin monimutkaisuutta lisäämällä
tutkimuskysymykseen voidaan saada lisää ulottuvuuksia.
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