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Abstract
This note provides a novel, simple analysis of the method of conjugate gradients for the minimization of convex
quadratic functions. In contrast with standard arguments, our proof is entirely self-contained and does not rely on the
existence of Chebyshev polynomials. Another advantage of our development is that it clarifies the relation between the
method of conjugate gradients and general accelerated methods for smooth minimization by unifying their analyses
within the framework of the Approximate Duality Gap Technique [6].
1 Introduction
Accelerated methods in first-order convex optimization have long been the subject of fascination among optimization
researchers and enthusiasts alike, leading to a large number of different interpretations of the phenomenon of acceler-
ation in recent years (see, e.g., [1,3,5,8,9,18,20,22]). The first method that can be considered to achieve acceleration
in the blackbox model of first-order optimization1 is the method of conjugate gradients (CG), due to Hestenes and
Stiefel [10]. This method achieves the optimal convergence rate for the class of unconstrained convex quadraticmini-
mization problems2. The optimality of the method was proved in [12], which also provided lower bounds for the more
general settings of smooth convex and smooth strongly convex minimization.
In a breakthrough result, Nesterov [14] introduced a method for smooth minimization that achieved the optimal
1/k2 convergence rate. In the same work [14], it was also shown that for the class of smooth and strongly convex
minimization problems, the same method, when coupled with scheduled restarts, converges to a point x with f(x) −
f(x∗) ≤ ǫ in O(√κ log( f(x0)−f(x∗)
ǫ
)) iterations, where x∗ = argmin
x
f(x), x0 is the initial point, and κ is the
condition number of f. This result is iteration-complexity-optimal [12] for the class of smooth and strongly convex
minimization problems. Further, the results from [14] generalized to other normed spaces and the setting of constrained
minimization (see [16] and references therein).
Despite this long interesting line of work, the exact relation between CG and generic accelerated methods is still
unclear. In particular, standard analyses of CG (e.g., [19,21]) greatly depart from the analyses of accelerated algorithms
and do not reveal the similarity between these approaches. On the other hand, the analyses of accelerated methods are
often considered to rely on “algebraic tricks.” Even the later-introduced powerful technique of estimate sequences of
Nesterov (see, e.g., [15]) that led to many other important results in optimization, can be difficult to grasp.
In this note, we seek to unify the analysis of different accelerated methods and highlight through the analysis how
they relate to each other. To do so, we rely on the use of the Approximate Duality Gap Technique (ADGT), which
frames the design and analysis of first-order methods in terms of the iterative construction of an upper approximation
of the optimality gap. ADGT was introduced by the authors in [6] to provide a unifying and intuitive analysis of a
large class of first-order optimization methods. This technique is closely related to the estimate sequences technique
of Nesterov; however, it has the added benefit of being constructive and more intuitive (see [6] for more details).
∗Partially supported by the National Science Foundation under Award #CCF-1740855.
†Partially supported by the National Science Foundation under Award #CCF-1718342.
1In this model, an algorithm accesses the function via first-order oracle queries.
2Equivalently, the method is used for solving positive semidefinite linear systems.
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Within this framework, we show that it is possible to relate the steps of the methods of Nesterov [14] and Ne-
mirovski [11–13] to those of CG to provide a convergence guarantee on CG. The argument is extremely simple,
essentially hinging on the fact that the points queried by CG must be at least as good, in terms of function value, as
those that would be queried by Nesterov’s or Nemirovski’s method. This can be seen as a “polynomial-free” analogue
of the standard proof of CG, which works by arguing that CG must perform at least as well as Chebyshev iteration.
1.1 Related Work
As noted earlier, a significant body of recent research [1, 3, 5, 8, 9, 18, 20, 22] has provided different intuitive inter-
pretations of Nesterov acceleration [14], the first work to demonstrate acceleration in its full generality. Nemirovski
acceleration [11–13] is lesser known [2], and significantly less attention has been devoted to providing intuition on
how it is achieved and to relating it to Nesterov acceleration. Convergence of the CG method is typically analyzed
using Chebyshev polynomials (see, e.g. [19,21]). An exception is the analysis in [12], which motivated the accelerated
method of Nemirovski [11]. The analysis presented here is arguably more intuitive.
There are two recent works we are aware of that have established connections between CG and accelerated meth-
ods. A recent work of Scieur [17] provided an insightful unifying analysis of different quasi-Newton methods and
related them to CG. As the focus in [17] was on quasi-Newton methods, Nemirovski and Nesterov acceleration were
not considered. Also related to our work are the recent results of Drori and Taylor [7], who utilized a computer-assisted
approach to study a “CG-like” method and its corresponding (tight) worst-case convergence guarantees. This system-
atic approach also led to a few other accelerated methods for which the exact same proofs are valid. Interestingly, the
automated approach from [7] leads to two sufficient conditions that an algorithm needs to satisfy to achieve accelerated
convergence, similar to the conditions obtained directly from ADGT in this work (see Theorem 2.3).
1.2 Preliminaries
We consider the problemminx∈Rn f(x), where f : R
n → R is a convex differentiable function. Throughout the note,
‖ ·‖ denotes the standard Euclidean norm, and 〈·, ·〉 denotes the inner product. We will further be assuming throughout
that f is L-smooth and µ-strongly convex, possibly with µ = 0 (in which case it is just convex). The definitions of
smoothness and strong convexity are provided below, for completeness.
Definition 1.1. Given L ∈ R+, a continuously differentiable function f : Rn → R is said to be L-smooth, if
∀x,y ∈ Rn :
f(y) ≤ f(x) + 〈∇f(x),y − x〉+ L
2
‖y − x‖2.
A simple implication of Definition 1.1 is that for y = x− 1
L
∇f(x) :
f(y) ≤ f(x)− 1
2L
‖∇f(x)‖2.
Definition 1.2. Given µ ∈ R+, a continuously differentiable function f : Rn → R is said to be µ-strongly convex, if
∀x,y ∈ Rn :
f(y) ≥ f(x) + 〈∇f(x),y − x〉+ µ
2
‖y − x‖2.
Observe that, setting y = x∗ and minimizing the right-hand side in Definition 1.2 over y, we have, ∀x:
f(x∗) ≥ f(x)− 1
2µ
‖∇f(x)‖2.
Method of Conjugate Gradients In the standard setting of the method of conjugate gradients (CG), we want to
minimize a quadratic function f(x) = 12x
TAx − bTx over Rn, where A ∈ Rn×n is a positive semidefinite matrix.
Observe that the gradient of f at point x ∈ Rn can be expressed as∇f(x) = Ax−b. Let µ ≥ 0 denote the minimum
eigenvalue ofA and L > 0 denote its maximum eigenvalue. Then f(·) is µ-strongly convex and L-smooth.
We start by reviewing the description and some basic properties of the method of conjugate gradients applied to a
quadratic function and implemented with infinite precision. To state the method of conjugate gradients, we need the
following definition of linear Krylov subspaces:
Kk = Lin{A(x0 − x∗),A2(x0 − x∗), . . . ,Ak(x0 − x∗)}. (1.1)
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The sequence of points generated by the method of conjugate gradients can be described as:
yk = argmin
x∈x0+Kk
f(x), ∀k ≥ 1. (CG)
A useful property of (CG) used in our analysis is the following (see, e.g., Lemma 1.3.1 in [16]):
Lemma 1.3. For any k ≥ 1, Kk = Lin{∇f(y0), . . . ,∇f(yk−1)}.
Using this lemma, it is not hard to show that for all k, i such that k 6= i, it holds 〈∇f(yk),∇f(yi)〉 = 0. This
follows simply by noting that yk = argminλ∈Rk−1 f(x0 +
∑k−1
i=1 λi∇f(yi)), which implies ∂f(yk)∂λi = 0. As there
can be at most n non-zero orthogonal vectors in Rn, (CG) converges after at most n iterations.
Although the description of conjugate gradients as stated in (CG) may suggest that its iterations would be compu-
tationally intensive, there are various ways of implementing the iterations efficiently [16, 19, 21], possibly only using
a constant number of matrix-vector multiplications.
2 Generic Acceleration: the Approximate Duality Gap Technique
The Approximate Duality Gap Technique (ADGT) [6] provides a unified mathematical framework for the convergence
analysis of first-order methods and is closely related to the powerful estimate sequence technique of Nesterov. The
basic premise behind this approach is that every first-order algorithm is implicitly or explicitly constructing estimates
of the optimal value f(x∗), and, consequently, of the optimality gap f(xk) − f(x∗), given a candidate solution xk.
More formally, at every iteration k, based on its history, the algorithm constructs an upper boundUk and a lower bound
Lk such that Uk ≥ f(xk) ≥ f(x∗) ≥ Lk. Together, these estimates yield a notion of duality gap Gk = Uk − Lk,
which bounds the error of the algorithm at iteration k. The upshot of ADGT is that all different first-order methods can
be derived as minimizing different notions of approximate optimality (or duality, see [6]) gapGk, based on combining
a small number of choices for Uk and Lk.
For the purpose of this note, we confine ourselves to the unconstrained minimization of a convex differentiable
function f(x) that is L-smooth and µ-strongly convex (possibly with µ = 0) with respect to the Euclidean norm ‖ · ‖,
given access to a first-order oracle for f. (For generalizations to constrained optimization and other normed spaces,
see [4–6].) Letting xk be the query point at iteration k, accelerated methods for this setting are obtained by considering
the following estimates.
Upper Bound We define the upper bound Uk as Uk = f(yk), where yk is a point constructed based on the previous
gradient query points {xi}ki=0 and the gradient oracle answers {∇f(xi)}ki=0. In what follows, we will assume that the
point yk is such that
f(yk) ≤ f(xk)− 1
2L
‖∇f(xk)‖2.
Because the function f is smooth, this can simply be achieved by choosing yk = xk − 1L∇f(xk).
Lower Bound Each queried gradient∇f(xi) yields a lower bound on the function f in the form of
∀u ∈ Rn, f(u) ≥ f(xi) + 〈∇f(xi),u− xi〉+ µ
2
‖u− xi‖2. (2.1)
Following the arguments from [6], we assign to each iteration k a measure ak > 0 and denote by Ak =
∑k
i=0 ai the
cumulative measure of all iterations up to k. We can then consider the lower bound obtained by averaging the bound
for each xi in Equation (2.1) with weight proportional to ai and adding a regularization term
µ0
2Ak
‖u − x0‖2, where
µ0 = L− µ.
∀u ∈ Rn, f(u) + µ0
2Ak
‖u− x0‖2 ≥
k∑
i=0
ai
(
f(xi) + 〈∇f(xi),u− xi〉+ µ
2
‖u− xi‖2
)
+
µ0
2Ak
‖u− x0‖2. (2.2)
Taking u = x∗ on the left-hand side and minimizing over u on the right yields f(x∗) ≥ Lk, where:
Lk :=
∑k
i=0 aif(xi) + minu∈Rn{
∑k
i=0 ai(〈∇f(xi),u− xi〉+ µ2 ‖u− xi‖2) + µ02 ‖u− x0‖2}
Ak
− µ0
2Ak
‖x0−x∗‖2.
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Further, we denote by vk the minimizer in the definition of Lk:
vk = argmin
u∈Rn
{ k∑
i=0
ai(〈∇f(xi),u− xi〉+ µ
2
‖u− xi‖2) + µ0
2
‖u− x0‖2
}
. (2.3)
Observe that we can explicitly write vk as:
vk =
µ0x0 + µ
∑k
i=0 aixi −
∑k
i=0 ai∇f(xi)
µ0 + µAk
=
µ0 + µAk−1
µ0 + µAk
vk−1 +
µak
µ0 + µAk
xk − ak
µ0 + µAk
∇f(xk).
(2.4)
2.1 The Approximate Duality Gap and Its Evolution
The estimate Gk for the duality gap at iteration k is defined as Gk = Uk − Lk. By the construction of Uk and Lk, we
have Uk = f(yk) and Lk ≤ f(x∗), so thatGk ≥ f(yk)−f(x∗) bounds the error of yk from optimum. Following the
approximate duality gap technique [6], we will construct algorithms for which Gk goes to 0 as k grows by showing
that AkGk is non-increasing with the iteration count k. This immediately implies that
f(yk)− f(x∗) ≤ Gk ≤ A0G0
Ak
,
where A0G0 is a fixed quantity related to the initial gap and Ak →∞ as k →∞. Based on the constructed upper and
lower bound sequences Uk and Lk, the initial gap estimate can be bounded as follows.
Proposition 2.1. Let x0 ∈ Rn be an arbitrary initial point and let the gap estimate Gk be constructed as described
in this section. Then:
A0G0 ≤ L− µ
2
‖x∗ − x0‖2.
Proof. Recall that the point y0 is chosen so that f(y0) ≤ f(x0)− 12L‖∇f(x0)‖2 and that µ0 = L− µ. As a0 = A0,
using the definitions of U0 and L0, we have:
A0G0 ≤ −A0
2L
‖∇f(x0)‖2 − min
u∈Rn
{
a0 〈∇f(x0),u− x0〉+ L
2
‖u− x0‖2
}
+
L− µ
2
‖x∗ − x0‖2
≤ L− µ
2
‖x∗ − x0‖2,
as claimed.
To carry out this approach, we will now bound the change AkGk − Ak−1Gk−1 at iteration k as a function of
the sequences of points {xi, vi, yi}ki=0. In the rest of the note, we will then demonstrate how different accelerated
methods choose the query point so that AkGk −Ak−1Gk−1 ≤ 0 at every iteration k.
Lemma 2.2. Let {xi}ki=0 be an arbitrary sequence of points from Rn, let vi be defined according to (2.3) for i ∈
{0, . . . , k}, and yi be such that f(yi) ≤ f(xi) − 12L‖∇f(xi)‖2, for all i ∈ {0, . . . , k}. Define a′k = ak(µ0+µAk−1)µ0+µAk .
Then:
AkGk −Ak−1Gk−1 ≤
( ak2
2(µ0 + µAk)
− Ak
2L
)
‖∇f(xk)‖2
+ 〈∇f(xk), (Ak−1 + a′k)xk −Ak−1yk−1 − a′kvk−1〉 .
Proof. We start by bounding the change in the lower bound sequence. Denote by:
mk(u) =
k∑
i=0
ai(〈∇f(yi),u− yi〉+ µ
2
‖u− yi‖2) + µ0
2
‖u− x0‖2
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the function inside the minimum in the definition ofLk.We are interested in comparingminumk−1(u) = mk−1(vk−1)
withminumk(u) = mk(vk). We first note the direct relation betweenmk(·) andmk−1(·)
mk(vk) = mk−1(vk) + ak 〈∇f(xk),vk − xk〉+ ak µ
2
‖vk − xk‖2.
Because mk−1(u) is a sum of linear and quadratic terms in u, where the total weight of the quadratic terms is (µ0 +
µAk−1), and because it is minimized at vk−1, we have:
mk−1(vk) = mk−1(vk−1) +
µ0 +Ak−1µ
2
‖vk − vk−1‖2.
Hence, it follows that:
mk(vk) = mk−1(vk−1) +
µ0 +Ak−1µ
2
‖vk − vk−1‖2 + ak 〈∇f(xk),vk − xk〉+ ak µ
2
‖vk − xk‖2. (2.5)
Applying Jensen inequality to the quadratic terms in the right-hand side of last equation:
mk(vk)−mk−1(vk−1) ≥ µ0 + µAk
2
∥∥∥vk − µ0 + µAk−1
µ0 + µAk
vk−1 − µak
µ0 + µAk
xk
∥∥∥2 + ak 〈∇f(xk),vk − xk〉 .
Recalling from Eq. (2.4) that vk =
µ0+µAk−1
µ0+µAk
vk−1 +
µak
µ0+µAk
xk − akµ0+µAk∇f(xk), we further have:
mk(vk)−mk−1(vk−1) ≥ − ak
2
2(µ0 + µAk)
‖∇f(xk)‖2 + ak µ0 + µAk−1
µ0 + µAk
〈∇f(xk),vk−1 − xk〉
= − ak
2
2(µ0 + µAk)
‖∇f(xk)‖2 + a′k 〈∇f(xk),vk−1 − xk〉 .
We thus have the following:
AkLk −Ak−1Lk−1 = akf(xk) +mk(vk)−mk(vk−1)
≥ akf(xk)− ak
2
2(µ0 + µAk)
‖∇f(xk)‖2 + a′k 〈∇f(xk),vk−1 − xk〉 .
On the other hand, using convexity of f(·) and that f(yk) ≤ f(xk)− 12L‖∇f(xk)‖2, we can bound the change in the
upper bound sequence as:
AkUk −Ak−1Uk−1 = Akf(yk)−Ak−1f(yk−1)
= Ak(f(yk)− f(xk))−Ak−1(f(yk−1)− f(xk)) + akf(xk)
≤ −Ak
2L
‖∇f(xk)‖2 +Ak−1 〈∇f(xk),xk − yk−1〉+ akf(xk).
Combining with the change in the lower bound sequence, we finally have:
AkGk −Ak−1Gk−1 ≤
( ak2
2(µ0 + µAk)
− Ak
2L
)
‖∇f(xk)‖2
+ 〈∇f(xk), (Ak−1 + a′k)xk −Ak−1yk−1 − a′kvk−1〉 ,
as claimed.
Using Proposition 2.1 and Lemma 2.2, we can deduce sufficient conditions on the gradient query points {xi}ki=0
and step sizes {ai}ki=0 that lead to the optimal convergence rates of accelerated algorithms.
Theorem 2.3. Let the sequence of gradient query points {xi}ki=0 be such that, for all i ∈ {1, . . . , k}:
〈∇f(xi), (Ai−1 + a′i)xi −Ai−1yi−1 − a′ivi−1〉 = 0, (2.6)
where points vi are defined by (2.3), points {yi}ki=0 are such that f(yi) ≤ f(xi)− 12L‖∇f(xi)‖2, a′i = ai(µ0+µAi−1)µ0+µAi ,
and the sequence of scalars {ai}ki=0 is defined by a0 = 1, ai
2
Ai(µ0+µAi)
= 1
L
, where Ai =
∑i
j=0 aj . Then:
f(yk)− f(x∗) ≤ min
{
4
(k + 1)(k + 2)
,
(
1−
√
µ
L
)k} (L− µ)‖x∗ − x0‖2
2
.
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Proof. The assumptions of the theorem guarantee that, using Lemma 2.2,AkGk−Ak−1Gk−1 ≤ 0.Hence, combining
with Proposition 2.1, we have:
f(yk)− f(x∗) ≤ Gk ≤ A0G0
Ak
≤ (L− µ)‖x
∗ − x0‖2
2Ak
.
To complete the proof, it remains to argue about the growth of the sequence of positive numbers {Ai}ki=0. First, when
µ = 0,we have that µ0 = L, and the sequence needs to satisfy
ai
2
Ai
= 1.Because this sequence dominates the sequence
{Bi}ki=0, where Bi =
∑i
j=0 bj and bj =
j+1
2 (as
bj
2
Bj
< 1), we have that Ak ≥ Bk = (k+1)(k+2)4 . This gives the first
term from the minimum in the statement of the theorem.
For the second term in the minimum, assume that µ > 0. Then, as ai
2
Ai(µ0+µAi)
≤ ai2
µAi
2 , the sequence of numbers
{Ai}ki=0 dominates the sequence {Bi}ki=0, defined by Bi =
∑i
j=0 bj , b0 = 1, and
bj
2
Bj
2 =
µ
L
for j ≥ 1. Hence,
Ak ≥ Bk = (1 −
√
µ
L
)−k, completing the proof.
2.2 Accelerated Methods in the Approximate Duality Gap View
In the rest of the note, we show how the convergence analysis of different accelerated methods follows as an application
of Theorem 2.3. In what follows, we assume that the sequences {ai}ki=0, Ai =
∑i
j=0 aj are chosen according to
Theorem 2.3. Thus, the only thing that remains to be satisfied is the choice of gradient query points {xi}ki=0 and
solution points {yi}ki=0.
Standard Nesterov Acceleration Nesterov accelerated method [14] as described in the textbook by the same au-
thor [16] defines xi, yi by:
xi =
Ai−1
a′i +Ai−1
yi−1 +
a′i
a′i +Ai−1
vi−1,
yi = xi − 1
L
∇f(xi).
It is immediate that this choice of points satisfies the assumptions of Theorem 2.3, and the accelerated convergence
bound follows.
Nemirovski Acceleration with a Plane Search For smooth convex minimization (with µ = 0), Nemirovski accel-
erated method with a plane search [12, 13] can be stated as3:
xi = argmin
{
f(x) : x = αyi−1 + β
(
x0 − 1
L
i−1∑
j=0
aj∇f(xj)
)
, α, β ∈ R
}
,
yi = xi − 1
L
∇f(xi).
It is not hard to see (recalling the definition of vi from Eqs. (2.3), (2.4) and µ0 = L − µ), that this definition of xi in
the special case of µ = 0 precisely corresponds to
xi = argmin
{
f(x) : x = αyi−1 + βvi−1, α, β ∈ R
}
.
Hence, using first-order optimality conditions in the definition ofxi, it follows that 〈∇f(xi),yi−1〉 = 0 and 〈∇f(xi),vi−1〉 =
0, which is sufficient to satisfy the condition from Eq. (2.6), and, hence, Theorem 2.3 applies.
3Note that some versions of Nemirovski’s method minimize f over x = yi−1 + α(yi−1 − x0) + β
(
1
L
∑i−1
j=0 aj∇f(xj)
)
. This change is
irrelevant for the argument presented below, as it leads to 〈∇f(xi),yi−1 − x0〉 = 0 and 〈∇f(xi),vi−1 − x0〉 = 0. Same as argued below, this
choice is sufficient for the condition from Eq. (2.6) to hold.
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Nemirovski Acceleration with a Line Search A further refinement of the method that replaces the plane search
with a line search was also provided by Nemirovski [11], and can be stated as:
xi = argmin
{
f(x) : x = yi−1 + β
(
x0 − yi−1 − 1
L
i−1∑
j=0
aj∇f(xj)
)
, β ∈ R
}
,
yi = xi − 1
L
∇f(xi).
Again, recalling the definitions of vi and µ0, in the case of µ = 0, this choice of xi precisely corresponds to:
xi = argmin
{
f(x) : x = (1 − β)yi−1 + βvi−1, β ∈ R
}
.
Using the first-order optimality condition in the definition of xi, it follows that 〈∇f(xi),vi−1 − yi−1〉 = 0. A simple
calculation reveals that this is sufficient to ensure that the condition from Eq. (2.6) holds, which leads to the result
from Theorem 2.3.
Method of Conjugate Gradients Finally, to obtain the accelerated convergence bound for (CG), here we assume
that f(x) = 12 〈Ax,x〉−〈b,x〉 , for some positive semidefinite matrixA, whose minimum and maximum eigenvalues
are µ and L, respectively. Given that yi = argminx∈x0+Ki f(x), it follows that f(yi) ≤ f(x) − 12L‖∇f(x)‖2, for
any point x ∈ x0 + Ki. To apply Theorem 2.3, it suffices to show that vi ∈ x0 + Ki+1, ∀i. For then, any choice
of xi given by the accelerated algorithms described above would belong to x0 + Ki, which, given that f(yi) ≤
f(xi)− 12L‖∇f(xi)‖2, leads to Theorem 2.3.
The proof that vi ∈ x0 + Ki+1 is by induction on i. Clearly, the claim holds initially, as v0 = x0 − 1L∇f(x0) ∈
x0+K1. Suppose that the claim holds up to iteration i−1. Then, for any of the choices of xi described above, we have
that xi is a linear combination of yi−1 and vi−1; as both yi−1 and vi−1 are from x0+Ki, it follows that xi ∈ x0+Ki.
Observe that ∇f(xi) = Axi − b ∈ Ki+1. Recalling the explicit definition of vi from Eq. (2.4), vi is the sum of a
convex combination of vi−1 and xi, and a constant multiple of∇f(xi). As such, vi must belong to Ki+1, as claimed.
Let us make one final observation. For (CG), as each step minimizes the function over a direction that is orthogonal
to the previous directions (see Lemma 1.3), we have that, at iteration i+ 1:
f(yi)− 1
2ℓi
‖∇f(yi)‖2 ≥ f(yi+1) ≥ f(x∗) ≥ f(yi)− 1
2µi
‖∇f(yi)‖2,
where µi and ℓi are the minimum and the maximum eigenvalue of A over the complement of the subspace Ki. Once
the complement of Ki becomes one-dimensional (which happens after at most n − 1 iterations), it must be µi = ℓi,
in which case yi+1 = x
∗. This is an alternative argument that shows that (CG) converges after at most n iterations,
using upper and lower bounds that are specific to quadratic functions and (CG).
3 Conclusion
This note provides a simple and intuitive analysis of accelerated methods for smooth convex and smooth strongly
convex minimization, including the method of conjugate gradients for quadratic programs, and using the Approximate
Duality Gap Technique. Some interesting questions still remain. For example, it would be interesting to see whether
ADGT can be used to analyze the numerical stability of CG and suggest modifications that improve it.
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