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Dans ce travail, nous nous sommes intéressés aux problèmes de contrôle op-
timal stochastique où le système est gouverné par une équation di¤érentielle
stochastique du type Ito. Plus précisémment, notre intérêt sest porté sur les
conditions nécessaires doptimalité ainsi que sur le principe de la program-
mation dynamique. Le premier chapitre est une introduction à la théorie des
processus stochastiques, on rappelle les principaux outils qui seront utilisés
par la suite. Au second chapitre, on dénit le problème de contrôle et on
étudie en détails léquation de la programmation dynamique, appelée aussi
équation de Hamilton Bellmann Jacobi. Le troisième chapitre est une étude
du principe du maximum stochastique. On traite lapproche de Haussmann
utilisant la transformation de Girsanov, ainsi que celle de Peng pour les
systèmes où le coe¢ cient de di¤usion dépend explicitement du contrôle. Au
dernier chapitre nous étudions le lien qui existe entre le principe du maximum
et le principe de la programmation dynamique. On montre en particulier que
le processus adjoint est la dérivée spatiale de la fonction de valeur.
Abstract
In this work, we are interested in stochastic control problems where tyhe
system is governed by the solution of a stochastic di¤erential equation of the
Ito type. More precisely, our interest was focused on necessary conditions of
optimality as well as on the dynamic programming principle. The rst chapter
is an introduction of the theory of stochastic processes, we recall the main
tools which will be used in the sequel. In the seocnd chapter, we dene the
stochastic control problem and we study in details the dynamic programming
equation called Hamilton Bellmann jacobi equation. The third chapter is
a study of the stochastic maximum principle. We treat the Haussmanns
version using the Girsanov transformation theorem, as well as the Pengs one
for systems where the di¤usion coe¢ cient is controlled. In the last chapter
we study the link between the the maximum principle and the dynamic
programming principle. It is proved in particular that the adjoint process is
linked in some way to the derivative of the value function.
Key words. Stochastic di¤erential equation- Stochastic control- Maxi-
mum principle - Dynamic programming - Viscosity solution - Adjoint process
- HJB equation.
Processus stochastiques et Contrôle Optimal.
AMS Subject Classication. Primary 93E20, 60H30. Secondary 60G44,
49N10
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0.1 Introduction
La théorie doptimisation dynamique déterministe introduit dépuis 1940.
Lintroduction de laspect aléatoire o¤re une modélisation mathématique plus
réaliste de la situation. Nous considérons ici seulement les problèmes dopti-
misation stochastique (Les travaux de base sont Haussmann [10,11,12,13,14],
Bensoussan [4], Kushner [16], Mezerdi [18]). Les objectifs de la théorie sont :
(i) Lobtention des conditions nécessaires (ou nécessaires et su¢ santes
pour le ou les extrima (ou minina)).
(ii) Létude de la structure et des propriétés des équations exprimant ces
conditions.
On étudie les problèmes de contrôle stochastique dans lesquels la va-
riable de contrôle agit sur létat du système, ces problèmes doptimisation
sont abordés par la méthode de la programmation dynamique qui permet
dobtenir une caractérisation analytique de la fonction valeur du problème
doptimisation comme solution dun équation aux derivées partielles dite de
Hamilton-Jacobi-Bellman. Naturellement la méthode des semi-groupes est
liée à la méthode de la programmation dynamique.
Un autre type de problèmes doptimisation concerne les cas où la variable





f (Xt) dt+ g (X )

:
A chaque date t, on peut décider darrêter le processus ce qui rapporte
g (X ) ou bien de continuer et de recevoir alors
R t
0
f (Xs) ds, en esperant
que cela permette dobtenir un gain plus élevé, on cherchera les contrôles
optimaux sous forme feedback, cest à dire comme fonction déterministe du
temps et de létat du systeme à cet instant. Lorsque le domaineD est connu, le
problème obtenue est un problème de Dirichlet, et sous certaines hypothèse
de régularité sur la frontiere @D et dellipticité du coe¢ cient de di¤usion,
admet une solution régulière. Le travail de Friedeman 1975 contient une
étude détaillée de ce problème, main nous navons pas pu comprendre tout
les points des démonstrations de cet auteur. Mais ici D est bien sûr inconnu
et on a besoin dune condition supplémentaire, sur la frontière @D pour
identier le domaine D et la fonction V , cette condition dit que :
rxV (x) = rxg (x) ;8x 2 @D;
et qui exprime la continuité de rxV à travers la frontières @D illustre un
principe général dans les problèmes darrêt optimaux connu sous le nom de
"Smoth t" voir par exemple Shiryayev 1978, Jaka 1993.
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On peut également utiliser toutes les méthodes classiques pour la repré-
sentation des solutions des EDP parabolique non linéaire de second ordre,
une étude plus précise est faite dans Krylov 1987.
Il existe de nombreux cas où la fonction valeur nest pas su¢ samment
régulière pour satisfaire léquation de Bellman au sens classique. La notion
de solutions de viscosité introduite par Crandall et Lions 1992 fournit un
cadre particulièrement bien adapté à la théorie de loptimisation dynamique
stochastique.
Nous allons donner une démonstration détaillée du principe du maximum
en contrôle optimal des systèmes gouvernés par des équation di¤erentielles
stochastique du type dItô. Noter a ce sujet les travaux de Haussman 1986 ou
lon considère un problème de contrôle stochastique, en utilisant les solutions
faibles des équations di¤érentielles stochastiques données par la transforma-
tion de Guirsanov, on a suivi ici une résultat classique appelée "cône de
variation" pour transformé le problème des systèmes avec contraintes a un
autre sans contraintes, ce résultat est lune des adaptations à la dimension
m1 + 1 +m2 de la classique théorie des multiplicateurs de Lagrange.
Nous allons donner une démonstration détaillée du principe du maximum
des systèmes gouvernés par des processus des di¤usions dans le cas où seule-
ment le drift dépend du contrôle, ce résultat a été obtenu par Kushner (voir
aussi Bensoussan 1981, Haussmann 1986).
Le travail de Peng 1990 contient une étude détaillée de ce problème dans
le cas où le coe¢ cient de di¤usion contient aussi un terme contrôle. En uti-
lisant les dérivées de second ordre pour avoir une estimation des solutions
de léquation détat de lordre de  ("), et le théorème de représentation de
Reisz pour les estimations du 1er et 2nd ordre. On peut également utiliser
la méthode de Bensoussan pour établir un principe du maximum généralisé
cette méthode est basée sur la décomposition dItô voir Behlali 2002.
Il serait intéressant aussi détudier le lien qui existe entre le principe du
maximum et le principe de la programmation dynamique. Le problème est





1.1 Généralités sur les processus stochastiques
Dénition 1.1. Etant donné un espace probabilisable (
; F ) et un inter-
valle de temps T , on appelle processus stochastique toute famille de v-a
Xt : (
; F )! (R; B(R))
w!Xt(w)
: (1.1)
Le processus sera noté (
; F; P;Xt2T ) ou même simplement XT , Xt (w)
étant une fonction de deux variables t et w est également écrite X (t; w) :
En échangeant le rôle de ces variables, on peut aussi dire que le processus
stochastique est famille de trajectoires X : T ! R
t!Xt
, une telle trajectoire est
notée aussi X (:; w).
Pour représenter un phénomène aléatoire dépendant du temps, le modèle
mathématique adéquat est le processus stochastique. Par analogie au cas




X (t; w) M .
- X (:; w) appartienne à une certaine région de R.
La réponse a été donnée par le théorème de Kolmogorov qui permet de
construire une probabilité sur un espace de dimension innie.
Remarque 1.2. La ltration naturelle associée à un processus fXt; t  0g
est par dénition la famille de sous tribus Ft =  (Xs; s  t), où Ft est la
plus petite tribu rendant mesurable les applications w ! Xs (w) pour s  t.
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Dénition 1.3. Soit fFt; t  0g une ltration, soit  une variable aléa-
toire positive a valeurs dans R+ [ f+1g, on dit que  est un temps darrêt
si pour tout t; f  tg 2 Ft.
Dénition 1.4 (Martingales a temps continu). Soit fFt; t  0g une
ltration sur un espace (
; F; P ) ; et (Mt; t  0) un processus adapté à cette
ltration. On dit que Mt est une martingale si pour tout t, Mt est intégrable
et pour tout s  t
E [Mt=Fs] =Ms; (1.2)
(Mt) est une martingale de carré intégrable si pour tout t
E jMtj2 < +1:
Dénition 1.5. On dit que fWt; t  0g est un mouvement brownien
(standart) par rapport à une ltration fFt; t  0g, si fWt; t  0g est un pro-
cessus continu adapté à cette ltration nul en 0, et si les accroissements
Wt+h  Wt sont indépendants de Ft, de loi Gaussienne centrée de variance
h.
Proposition 1.6 (formule dItô). Soit f : R ! R une fonction de
classe C2 a support compact, donc
f (Wt) = f (0) +
Z t
0





f 00 (Ws) ds: (1.3)
1.2 Processus de Markov
Dénition 1.7. Soit (Xt)t un processus a valeurs dans (E; E), on consi-
dère la ltration dénie pour tout t positif par Ft = (Xs; s  t): On dit
que (Xt)t est un processus de Markov si
i) 8B 2 E ; et 8r > t; r; t 2 =
P (Xr 2 BFt) = P (Xr 2 BXt = y) , (1.4)
ii) Si on note
bP (s; y; t; B) = P (Xt 2 BXs = y) ; 8t  s; t; s 2 =:
Donc 8s; t 2 =, s  t; et 8B 2 E, bP (s; :; t; B) est E mesurable, etbP (s; y; t; :) est une mesure de probabilité sur (E; E) :
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iii) Léquation de Chapman-Kolmogorov
bP (s; y; t; B) = Z
E
bP (r; x; t; B) bP (s; y; r; dx)
est vériée pour tout s; r; t 2 =, avec s < r < t. On dit que bP est une
probabilité de transition.
Dénition 1.8. On appelle fonction de transition (Ps;t)st sur (E; E),
une famille de probabilités de transition tels que :
i) Ps;s = Id, 8s 2 =:
ii) Ps;t:Pt;u = Ps;u, 8s  t  u:
Dénition 1.9. Soit (Xt)t un processus de Markov et Ps;t une fonction
de transition sur (E; E). On dit que (Xt) admettant la fonction de transition
Ps;t si et seulement si pour toute f mesurable bornée
E [f (Xt)Fs] = Ps;tf (Xs) ; 8s < t: (1.5)
Dénition 1.10. On dit que le processus de Markov (Xt) est homogène
si
Ps+h;t+h = Ps;t ; 8s < t; et 8h > 0:
On change de notation, et on note Pt s pour Ps;t; (Pt)t0 est un semi-
groupe dopérateurs positifs sur lespace des fonctions mesurables bornées
appelé semi-groupe de transition de (Xt) ; on note que
Ps:Pt = Ps+t; et P0 = Id; 8s  t:
Dénition 1.11 (Générateur innitésimal). On notera V (E) les-
pace des fonctions mesurables bornées. On désignera par kfk = sup
x2E
jf (x)j la




f (x) bP (s; y; t; dx) = Esy [f (X(t))] ;
on considère ensuite
L (t) = lim
h!0
h 1 (Pt;t+hf   f) ; (1.6)
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Et on dit que L est le générateur innitésimal du semi-groupe Pt;s, lopé-
rateur L est non borné dans V (E) ; son domaine D (L) est lensemble des
fonctions f 2 V (E) tel que : h 1 (Pt;t+hf   f) converge dans V (E) lorsque
h tend vers 0:
Exemple (Mouvement brownien dans R2). Supposons que f 2 C2;
par la formule dItô



































Théorème 1.12 (formule de Dynkin). Soit (Xt) un processus de Mar-
kov de générateur innitésimal L (t), soit  2 C2 (Rn), supposons que  est
un temps darrêt tel que : Ey [ ] <1, donc






Lemme 1.13. Considérons lensemble Q0 = [s; t]Rn, soit  2 C1;2 (Q0) :
On considère également un processus de Markov (Xt) de générateur innité-
simal L (t), donc
Esy (t;X (t)) =  (s; y) + Esy
Z t
s




Preuve. Comme (Xt) est un processus de Markov de générateur innité-




+ L (t) ; par la formule de Dynkin
























1.3 Processus de di¤usion
Dénition 1.14. Soit (Xt)t2= un processus de Markov sur Rn; et [s; T ]
un intervalle de temps, on dit que (Xt) est un processus de di¤usion de
dimention n si






P^ (t; x; t+ h; dz) = 0;












(zi   xi) (zj   xj) P^ (t; x; t+ h; dz) = aij (t; x) ;
le vecteur b (t; x) = (b1 (t; x) ; ...; bn (t; x)) est appelé le drift, la matrice (aij (t; x))
est appelée la matrice de covariance. On note que a = T est dénie non-
négative et symétrique.
Générateur dun processus de di¤usion. On considère une fonction
f bornée de classe C2 avec toutes ses derivées. Soit (Pt)t0 le semi-groupe de
transition de (Xt) ; on montre facilement à laide de la formule dItô que :
lim
t!0














aij (x) : (1.8)
La matrice a = T est dénie positive, on a alors





















































































On note par C1;2 (Q0) lespace des fonctions  (t; x) continues dans Q0
avec ses dérivées  t;  xi ;  xi;xj ; i; j = 1; n. Et par C
1;2
p (Q
0) la classe des
fonctions  (t; x) 2 C1;2 (Q0) tel que :





Dans les théorèmes (1.15) et (1.16) on suppose que Q0 = [s; T ]  Rn; et
Q est un sous ensemble ouvert de Q0. On considère Xt la solution de lEDS
dXt = b(Xt)dt+ (Xt)dWt; (S)
étant donné létat de système à la date s par Xs = y; tel que (s; y) 2 Q, et
en ce donne  > 0 le temps de sortie de lensemble Q.
Théorème 1.15. Supposons que
a) 9C une constante : jb (t; x)j+ j (t; x)j  C (1 + jxj), 8 (t; x) 2 Q;









jM (r;X (r))j dr <1; 8 (s; y) 2 Q:
Alors
 (s; y)  Esy
Z 
s
M (r;X (r)) dr + Esy ( ;X ()) : (1.10)
10
Preuve. Considérons une suite densemble bornées (Qn)n, tel que j  1;
Q = [
j
Qj; et Qj  Qj+1  Q. Pour (s; y) 2 Qj, soit  j le temps de sortie de
lensemble Qj, donc ( j) est une suite croissante tel que :  j !  P.presque
sur, la fonction  j =  1Qj est de classe C
1;2: Daprès le lemme (1.13),
 (s; y) =  E
Z j
s
( r + L (r) ) dr + E ( j; X ( j)) ;
et comme
M (t; x)    ( t + L (r) ) ;
donc
 (s; y)  E
Z j
s




E [ ( j; X ( j))] = E [ ( ;X ())] :
Car  j ! 
j!1
P:ps, et  2 C  Q, alors
 ( j; X ( j)) !
j!1
 ( ;X ()) P . ps.
Pour R > 0 soit
IR =

1 si kXtk  R;
0 sinon.
Daprès le théorème de convergence dominée on a
lim
j!1
E [ ( j; X ( j)) IR] = E [ ( ;X ()) IR] , 8R > 0:
De plus, 9c; k, tel que :






H (r) = P (kXtk > r) ;
donc Z 1
R
rK 1H (r) dr <1:








dH (r) = 0;
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donc
j ( j; X ( j))j  C

























E [ ( j; X ( j))] = E [ ( ;X ())] :
Théorème 1.16. Supposons que les conditions (a), (b) de théorème




j r + L (r) j dr <1; 8 (s; y) 2 Q;
donc
 (s; y) =  Esy
Z y
s
[ r + L (r) ] dr + E [ ( ;X ())] : (1.11)
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1.4 Equations de Kolmogorov
1.4.1 Equation Backward





















tel que : a (s; y) =  (s; y)T (s; y) : On appele problème backward léquation
aux dérivées partielles satisfaisant
@ 
@s
+ L (s) + A (s; y) = 0; (1.13)
(A est une fonction a valeurs dans R), avec
 (T; y) =  (y) ; y 2 R: (1.14)
Si la matrice a (s; y) = (aij (s; y))i;j=1;n est dénie positive lopérateur
backward devient parabolique, si de plus il existe une constante c > 0; tel
que : aij (s; y)  c; i; j = 1; n, lopérateur backward devient uniformément
parabolique.
On se place toujours sur lensemble Q0 = (T0; T )  R, supposons que b;
 satisfont la condition de croissance linéaire. On désigne par  la solution




; par le théorème (1.16)
 (s; y) = Esy
Z T
s
A (r;X(r)) dr +  (X(T ))

: (1.15)
On considère maintenant léquation (1:13) sur un sous ensemble ouvert
Q de Q0, avec
 (s; y) = 	 (s; y) ; si (s; y) 2 @Q, (1.16)
tel que : @Q = @Q; P .presque sur, où ( ;X ()) 2 @Q. On suppose que les
conditions de théorème (1.16) ont lieu, ainsi que
 (s; y) =  Esy
Z 
s
[ r + L (r) ]dr + Esy [ ( ;X ())] ;
il vient donc que
 (s; y) = Esy
Z 
s
A (r;X (r)) dr +  ( ;X ())

; (1.17)
solution du problème (1:13) ; (1:16).
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1.4.2 Equation Forward
On considére la situation où la solution de (S) avec létat initial Xs = y
admettant une densité de probabilité p (s; y; t; x) :




P (s; y; t; x) dx; 8B 2 B (En) ;
pour T0  s  t  T . (Sous des conditions convenables) P vériant en (t; x)
lEDP (1:18), adjoint de léquation backward (1:13) avec A = 0.
Théorème 1.18. Considérons Qs;t = (s; t)  Rn avec T0  t  T ,
supposons que b; et  satisfont les conditions de croissance linéaire et de
Lipschitz dans Q0 = (T0; T ) Rn, donc si P (s; y; :; :) 2 C1;2 (Qs;T ) ; on a
 @P
@t
+ L (t)P = 0; (1.18)
avec












lEDP (1:18) est une équation forward.
Preuve. Soit  2 C1;2 a support compact dans Qs;t; par (1:13) avec









[ t (t; x) + L (t) (t; x)]P (s; y; t; x) dxdt = 0:
La formule dintégration par parties  tP en t, et (L (t) )P en x1; x2; ::; xn,
donne Z
Qs;T
 ( Pt + L (t)P ) dtdx = 0:
Théorème 1.19. Supposons que
1 ) b;  vériant les conditions (a), (b) de théorème (1.15),
2 ) 8 (t; x) 2 Q0; P (:; :; t; x) 2 C1;2(QT ),
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3 ) pour T0 < s < T; Ps(s; y; t; :); Pyi (s; y; t; :) ; Pyiyj(s; y; t; :) sont inté-
grables sur tout sous ensemble borné de Rn, donc p(:; :; t; x) est une solution
de probleme backward (1:13) avec A = 0.
Preuve. Soit  2 C2 a support compact pour T0 < s < t; considérons
 (s; y) =
Z
Rn
P (s; y; t; x) (x) dx (1.20)
= Esy [ (X (t))] :
Alors ;
 s + L (s) = 0; T0 < s < t
Dautre part, par la condition (3) on a
 s + L (s) =
Z
Rn
(Ps + L (s)P ) (x) dx = 0;
donc




Lobjectif de cette section est de fournir une première approche aux pro-
blèmes doptimisation stochastique, sappelle programmation dynamique.
Cette approche se fait à partir des données suivantes :
- Létat Xt du système à contrôler qui est donné pour un contrôle u choisi,
le contrôle est un processus Ft adapté, et prend ses valeurs dans un espace
de contrôles U , sous ensemble de Rm; m 2 IN.




f (Xt; ut) dt+ g(XT )

; (2.1)




e tf (Xt; ut) dt

: (2.2)
f est la fonction de coût intégral, g est le coût nal et  > 0 est un
coe¢ cient dactualisation. Les objectifs seront de déterminer les inma pour
ces critères et les contrôles optimaux, sils existent. Notons que leur caracté-
risation explicite ne sera en général possible que dans des cas particuliers le
plus souvent pour n = 1.
Soit U un espace, dont les éléments seront notés u; v; w; ::,dans les appli-
cations que nous avons en vue dans les chapitres suivants, U sera lespace
des contrôles feedback u(:; :) : =E ! U , tel que u peut sexprimer comme
fonction déterministe du temps et de létat du systéme.
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Les données seront pour linstant les suivantes :
(i) (Xt)t2R un processus de Markov admettant P^ u(s; y; t; B), on suppose
ici que tout u 2 U (vériant des conditions analytique convenable) corres-
pondant à P^ u(s; y; t; B), on note que (Xt)t2R est dépendant du choix de u et
de létat initiale y à la date s.
(ii) Lopérateur Lu (t) associe à P^ u (s; y; t; B) satisfait :
[Lv (s)] (y) = [Lu (s)] (y) ; si v = u(s; y): (2.3)
(iii) un ensemble A  U , A sera dans les applications lensemble des
contrôles admissibles.
2.1 Programmation dynamique et équation
dH.J.B pour les processus de Markov
2.1.1 Formulation du problème
On considère la fonctionnelle
J(s; y; u) = Esy
Z T
s
f(t;X(t); u(t))dt+ g [X (t)]

; (2.4)
que lon cherche à minimiser sur A. Nous décrivons de manière formelle com-
ment le principe de la programmation dynamique permet dobtenir les rela-
tions que doit satisfaire la fonction de valeur:
V (s; y) = inf
u2A
J (s; y; u) : (2.5)
Notons par u 2 A; le contrôle optimal vériant V (s; y) = J(s; y; u),
pour tout (s; y) 2 =  E.
2.1.2 Principe de la programmation dynamique
Lemme 2.1. On suppose que V 2 C1;2 ([0; T ] Rn) ; donc
V (s; y) =  Esy
Z t
s
(Vs + Lu(r)) dr + EsyV (t;X(t)); 8s  t  T: (2.6)
Preuve. En appliquant le lemme (1.13) avec  = V; et L = Lu.
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Soit s  t  T , supposons que nous exercions un contrôle ur sur linter-
valle [s; t] ; supposons que nous connaissions à partir de t le contrôle optimal
à appliquer u, sachant qua linstant t; létat du système est x(t) = Xs;yt .
Dune part, on a











et dautre part, considérons
~ur =

ur si s < r  t;
ur sinon.
avec la propriété du ot Xs;yr = X
t;Xs;yt
r pour r  t, on a donc
J (s; y; ~u) = Esy
Z t
s













et par la loi des espérances conditionnelles itérées
J(s; y; ~u) = Esy
Z t
s






Le principe doptimalité de Bellman dit que : si lon choisit ur sur [s; t]
de façon à minimiser lexpression J(s; y; ~u), on obtient ainsi le contrôle ~u
optimal, ceci signie que le contrôle optimal sur [s; T ] peut être décomposé
en ur; r 2 [s; t] ; et ur tel que r 2 [t; T ]. On a donc daprès (2:8)
V (s; y) = Esy
Z t
s






Nous construisons maintenant léquation de Hamilton-Jacobi-Bellman ob-
tenue à partir de (2.6). Soit v = u(s; y), et comme
J(s; y; ~u) = Esy
Z t
s
























r ) + Lv (r)V (r;Xs;yr ) + f(r;Xs;yr ; v)dr

 0:
En divisant par t  s et en faisant tender t  s vers 0, on trouve
Vs (s; y) + Lv(s)V (s; y) + f(s; y; v)  0;
pour v = ur, s  r  t, on obtient
0 = Vs(s; y) + LuV (s; y) + f(s; y; u); (2.10)
ce qui prouve que V satisfait léquation dH.J.B
0 = Vs(s; y) + min
u2A
[LuV (s; y) + f(s; y; us)] : (2.11)
Cette équation est appelée équation de la programmation dynamique ou
équation de Hamilton-Jacobi-Bellman. A cette équation aux dérivées par-
tielles il faut ajouter la condition terminale :
V (T; y) = g(y); 8y 2 Rn: (2.12)
2.2 Programmation dynamique et équation
dH.J.B pour les processus de di¤usion
On considère un modèle de contrôle où létat du système est gouverné par
léquation di¤érentielle stochastique :
dXt = b(t;Xt; ut)dt+  (t;Xt; ut) dWt; X
s;y
s = y; (2.13)
oùXt 2 Rn; etWt est un d-mouvement brownien sur un espace de probabilité
ltré (
; F; (Ft)t; P ), le processus de contrôle (ut) est Ft  adapte et a valeur
dans U , les fonctions b : [s; T ] Rn  U ! Rn;  : [s; T ] Rn  U ! Rnd;
sont supposées continues et bornées sur [s; T ]  Rn  U . On suppose aussi
que b(x; a); et  (x; a) sont des fonctions Lipschitziennes en x uniformément
en u, i.e.
9c  0;8x; y 2 Rn; jb(x; a)  b(y; a)j+ j(x; a)  (y; a)j  c jx  yj :
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2.2.1 Formulation du problème
On xe un horizon ni 0 < T < +1, étant donné un processus de contrôle
u 2 U , et (t; y) 2 [s; T ]  Rn, on note par fXs;yt ; s  t  Tg la solution de
(2:13) : Soient f : [s; T ]  Rn  A ! R, g : =  Rn ! R; des fonctions
continues et bornées, et supposons que 9c; k tel que : 8t 2 [s; T ] ; x 2 Rn; et
u 2 A
jf (t; x; u)j  c(1 + jxj+ juj)k; et jg (t; x)j  c (1 + jxj)k : (2.14)
Etant donné un processus de contrôle u 2 A; et (s; y) 2 [s; T ]  Rn, on
dénit la fonction coût :
J(s; y; u) = E
Z T
s





lobjectif étant de minimiser cette fonction coût, on introduit la fonction
valeur
V (s; y) = inf
u2A
J(s; y; u);
quon cherchera à calculer ainsi quun contrôle tel que : V (s; y) = J(s; y; u),
uest appelé contrôle optimal, si de plus le processus u peut sexprimer
comme fonction déterministe du temps et de létat du système ur = u
(r;Xs;yr );
on dit que u est un contrôle optimal feedback.
Dénition 2.2. Un contrôle feedback u(t;Xs;yt ) est admissible si
(a) 8 (s; y) 2 [0; T ]  Rn, il existe un mouvement Brownien Wt tel que
lEDS (2:13) possède une solution Xt unique (à lindistinguabilité prés).
(b) 8K > 0; Esy jX(t)jk est borné, pour s  t  T , la borne est dépendant




Remarque 2.3. Les conditions suivantes sont su¢ santes pour que le
contrôle u devient admissible
(i) 9M1 : ju (s; y)j  M1 (1 + jyj) ; 8(s; y) 2 [0; T ]  Rn; et 8 B  Rn;
avec s < t0 < T; et il existe une constante k1; tel que:
ju(t; x)  u(t; y)j  k1 jx  yj ; 8x; y 2 B; et s  t  t0:
(ii) b(t; x; u) = ~b(t; x) + (t; x)(t; x; u), tel que : ~b;  vériant les condi-
tions dItô, et  2 C1(Q0  U) bornée dans Q0  U1; pour tout U1  U tel
que Q0  [s; T ] Rn.
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2.2.2 Principe de la programmation dynamique et équa-
tion dH.J.B
Nous nous intéressons ici où cas où létat du système est gouverné par un
processus de di¤usion, donc tout ce qui suivant nest quapplication absolu-
ment immédiate du section précédent, la seule di¤érence est que la résolution
du problème doptimisation peut être fait par la formule dItô. Les problèmes
à résoudre sont maintenant les suivants :
(i) écrire les équations fournissant le contrôle optimal u.
(ii) étudier ces équations pour tâcher den tire le maximum dinformation
sur le contrôle optimal.
Ces problémes sont abordés par la méthode de la programmation dy-
namique qui permet dobtenir une caractérisation analytique de la fonction
valeur du problème doptimisation comme solution déquation aux dérivées
partielles. Donc évidemment











0 = Vs +min
u2A
[LuV (s; y) + f(s; y; u)] : (2.16)
Remarque 2.4. Pour une étude beaucoup plus précise en utilisant Itô
pour la construction de léquation dH.J.B
On suppose que V 2 C1;2 ([s; T ] Rn) par la formule dItô entre s et t, il
vient














(Vs + LuV ) (r;Xs;yr ) + f(Xs;yr ; v)dr

;
et dévisant par t  s; et en faisant tendre t  s vers 0, on obtient
0  Vs(s; y) + LuV (s; y) + f(s; y; v);
ceci étant valable pour tout v 2 U , on a alors
0  Vs + min
ur2U
[LurV (s; y) + f(s; y; ur)] :
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Dautre part, supposons que ur est optimal alors dans (2:15) on a
V (s; y) = Esy
Z t
s
f (Xr ; u






où X est létat du système solution de lEDS








r) dWr; r 2 [s; T ] ; Xs = y: (2.17)
Par un argument similaire et avec des conditions de régularités sur V; on
obtient
Vs (s; y) + LusV (s; y) + f (y; us) = 0;
donc V satisfait
V (s; y) + min
v2A
[Lv (s)V (s; y) + f (s; y; v)] = 0:
Théorème 2.5. (de vérication) Soit V 2 C1;2(Q), et V 2 C(Q) est à
croissance linéaire en y pour tout u 2 U; et satisfait léquation de Hamilton-
Jacobi-Bellman
Vs(s; y) + min
v2U
[Lu(s)V (s; y) + f(s; y; v)] = 0; (s; y) 2 Q; (2.18)
V (s; y) = g(s; y); (s; y) 2 @Q; (@Q = @Q P:ps): (2.19)
Alors ;
(a) V (s; y)  J(s; y; u), pour tout contrôle admissible u; et 8(s; y) 2 Q,
(b) si de plus, pour tout (s; y) 2 Q; il existe u (s; y) un contrôle feedback
admissible, tel que :
Lu(s)V (s; y) + fu(s; y) = min
v2U
[Lv(s)V (s; y) + f v(s; y)] ; (2.20)
donc V (s; y) = J(s; y; u); 8(s; y) 2 Q; et u(s; y) est optimal.
Preuve.
(a) Pour tout v 2 U; et (s; y) 2 Q; on a
0  Vs(s; y) + Lu(s)V (s; y) + f v(s; y); (*)
en remplaçant s; y; v par t; X(t); u(t) = u(t;X(t)) respectivement, on obtient
0  Vs(t;X(t)) + Lu(t)V (t;X(t)) + fu(t;X(t)):
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En appliquant le théorème (1.15), avec M = fu;  = V , pour avoir
V (s; y)  Esy
Z T
s
f(r;X(r); u(r;X(r)))dr + g(T;X(T ))

:





(b) On note u la valeur u qui réalise le minimum, substituant u pour u
dans (*) on obtient lEDP non linéaire
0 = Vs (s; y) + LuV (s; y) + fu (s; y) ;
par un raisonnement similaire, en appliquant le théorème (1.15), donc
V (s; y) = J(s; y; u):
Conclusion. Considérons









; (s; y) 2 Q0;
alors V doit résoudre
Vs +min [Lu(s)V + fu] = 0; (s; y) 2 Q;
V (T; y) = g(T; y); y 2 Rn:
De plus, si pour tout (s; y); u(s; y) est un point de min [Lu(s)V + fu],




(t;Xt )) +  (X

t ; u
(t;Xt )) dWt; s  t  T; Xs = y.
Corollaire 2.6. Soit V 2 C1;2p (Q); et V 2 C(Q) satisfait léquation
dH:J:B
0 = Vs +min
v2A
[Lv(s)V + f(s; y; v)] ; (s; y) 2 Q
V (s; y) = g (s; y) ; (s; y) 2 @Q:
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Et soit u un contrôle feedback admissible tel que :
Lu(s)V + fu(s; y) = min
v2A
[Lv(s)V + f(s; y; v)] ; (s; y) 2 Q:
Supposons que la fonction de transition P^ u

admet une densité de proba-
bilité P (s; y; t; x); donc V (s; y) = J(s; y; u); 8(s; y) 2 Q, et le contrôle u
est optimal.
Preuve. Il existe un ensemble N de mesure nulle tel que : pour tout
(t;X(t)) 2 Q N; on a
Lu(t)V + fu(t;X(t)) = min [Lv(t)V + f(t;X(t); v)] ;
par la même méthode que pour le théorème (2.5), il su¤ait de choisir avec












P (s; y; t; x)dxdt = 0:
Remarque 2.7. Dans le cas dun problème à horizon inni, on cherche
à minimiser la fonction de coût






où Xx = X0;x, avec une fonction valeur
V (x) = inf
u
J(x; u):
Le principe doptimalité de Bellman dit que : pour tout h > 0









et par un argument similaire au cas du problème à horizon ni (en appliquant
Itô à e tV (Xxt )), léquation de la programmation dynamique devient
V (x) + sup
u2A
[ LuV (x)  f(x; u)] = 0; 8x 2 Rn: (2.23)
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2.3 Cas Autonome




f(X(r); u(r))dr + g (X())

: (2.24)






[LvV (y) + f(y; v)] ; y 2 G; (2.25)
















@G = @G P:ps, tel que :  = inf ft : (t;X(t)) 2 @Gg :
Théorème 2.8. Supposons que V 2 C2(G); V 2 C(G), et satisfaisant
(2:25), (2:26) ; et il existe c > 0; tel que : f(y; v)  c, 8y, et J(y; u) < 1;
donc
(a)V (y)  J(y; u) pour tout contrôle feedback autonome admissible u; et
pour tout y 2 G.
(b) Si de plus, pour tout y 2 G; il existe u mesurable a valeurs dans A
tel que :
LuV (y) + fu(y) = min
v2U
[LvV (y) + f(y; v)] ; 8y 2 G;
et lEDS








r) dWr; r 2 [s; T ] ;
Xs = y;
admet une solution V (y) = J(y; u), u est un contrôle optimal feedback.
2.4 Solution classique
Les théorèmes suivantes suggèrent la stratégie pour résoudre léquation
dH:J:B, xer (s; y) 2 [0; T ] Rn (cas problème à horizon ni) et résoudre
sup
u2A
[ LuV (s; y)  f(y; u)] :
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Comme un problème de maximum en u 2 A, on note
u = u
 
s; y; V;ryV (s; y); D2yV (s; y)

; (2.28)
la valeur de u qui réalise le maximum, substituant u pour u dans léquation
dH:J:B, on obtient lEDP non linéaire
Vs   LuV (s; y)  f (y; u) = 0; (2.29)
avec la condition terminale V (T; y) = g(y). Si cette EDP non linéaire avec
condition terminale admet une solution régulière V , alors V est la fonction
valeur du problème de contrôle stochastique et u est un contrôle optimal
feedback. Cette méthode se justie donc si lEDP (2.18) où (2.29) admet
une solution C1;2; satisfaisant les conditions dapplication du théorème de
vérication.
Une condition su¢ sante dexistence de solution régulière à (2.29) est la
suivante : T est uniformément élliptique, cest à dire
9c > 0; 8x; y 2 Rn; 8u 2 A; yT(x; u)T (x; u)y  c jyj2 :
2.4.1 Théorèmes dexistence
Supposons que  (t; x) ne dépend pas du contrôle u; G est borné dans Rn;
avec les conditions
(A1) Q = (T0; T )G; @G = ([T0; T ] @G) [ (fTg G),
(A2) U est compact.
(A3)  2 C1;2(Q0) une matrice n n, et  1 existe et bornée dans Q.
(A4) b; f 2 C1(Q0  U); g (T; x) 2 C2(G); g(t; x) = eg(t; x), tel queeg 2 C1;2(Q); pour T0  t  T; x 2 @G. La matrice a(t; x) =  (t; x)T (t; x)
est supposée dénie symétrique non-négative, et 9c une constante tel que :
aij (t; x)  c, donc (2:31) devient uniformément parabolique dans Q.
Soit (s; y) 2 Q; et p 2 Rn; en dénissant le hamiltonien H par
H(s; y; p) = min
v2U
[p:b(s; y; v) + f(s; y; v)] ; (2.30)
cette équation est vériant les conditions de croissance linéaire et de Lip-
schitz. Comme  (s; y) est ne dépend pas de u alors léquation dH:J:B de-
vient semi-linéaire sous la forme





aij(s; y)Vyiyj +H(s; y; Vy): (2.31)
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Lemme 2.9. Supposons que Vy est continue dans Q, il existe donc une
fonction mesurable u : Q ! U; tel que (2:32) est vériée pour presque tout
(s; y) 2 Q.
Lu(s)V + fu(s; y) = min
v2U
[Lv(s)V (s; y) + f(s; y; v)] : (2.32)
Preuve. Léquation dH:J:B devient maintenant sous la forme (2:31),
soit
H(s; y; Vy) = min
v2U
[Vy (s; y) :b(s; y; v) + f(s; y; v)] ; (2.33)
la fonction
(s; y; v) = Vy(s; y):b(s; y; v) + f(s; y; v)
est continue dansQU , et comme U est compact par (A2), donc 9u : Q! U
une fonction mesurable tel que :
(s; y; u(s; y)) = min
v2U
(s; y; v):
Théorème 2.10. On suppose que (A1), (A3), et (A4) ont lieu, donc
(2:31) admet une solution unique V 2 C1;2(Q) et V 2 C(Q), avec V (s; y) =
g(s; y); (s; y) 2 @Q.
Preuve. Considèrons V 1; V 2; ::::. une suite de fonctions bornées dans
Q, on considère ensuite une suite de contrôle feedback u0; u1; ::: prenant u0
arbitrairement, donc V m+1 est solution du problème
V m+1s + Lu
m
(s)V m+1 + fu
m
= 0; m  0; (2.34)
V m+1(s; y) = g (s; y) sur @Q; 8(s; y) 2 Q;
Lum(s)Wm + fum = min
v2U









+H(s; y; V my ):
On applique le principe du maximum pour les équations parabolique (voir
Fleming [7]), donc V 1  V 2  :::; doù (2.31) en passant à la limite lorsque
m! +1.
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Considérons maintenant le cas où Q = Q0; et
J(s; y; u) = Esy
Z T
s
f(t;X(t); u(t))dt+ g (X(T ))

;
et on suppose que (A2) est lieu, avec les conditions :
(a) b(t; x; u) = eb(t; x) +  (t; x)  (t; x; u),
(b) eb;  2 C1;2(Q0); ; T ; x; ebx sont des fonctions bornées dans fQ0;
 2 C1(Q0  U); ; x; sont bornées,
(c) L(t; x; u) 2 C1(Q0  U); et 9k; c; tel que :
jf(t; x; u)j+ jfx(t; x; u)j  c(1 + jxj+ juj)k;
(d) g (x) 2 C2(Rn); et 9c; k; tel que :
jg (x)j+ jgx(x)j  c (1 + jxj)k :
Léquation (2.31) admet donc une solution unique V 2 C1;2p (Q), étant
donnée une condition terminale
V (T; y) = g (y) :
Théorème 2.11. Sous les conditions du théorème (2:10), il existe un
contrôle optimal feedback admissible u; tel que :
Lu(s)V (s; y) + fu(s; y) = min
v
[Lv(s)V (s ; y) + f(s; y; v)] ; 8(s; y) 2 Q:
La preuve consiste à utiliser le corollaire (2.6) avec le lemme (2.9).
Remarque 2.12. Soit (s; y) 2 Q un point de discontinuité de u, donc
 = Vyf + L
nadmet pas un unique minimum dans U en (s; y), par contre si (s; y; :)
admet un unique minimum dans U; 8 (s; y) 2 Q et comme U est compact,
donc u est continue dans Q.
Lemme 2.13. Soit U un espace compact et convexe, et Q0 = (T0; T 0)G0,
soit (s; y; u) une fonction satisfaisant
(i) (s; y; :) 2 C2; 8 (s; y) 2 Q0,
(ii) u (s; :; u) est uniformément Lipschitzienne en s et u,
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(iii) Les caractéristique de la matrice uu sont bornées par  > 0.
Soit u(s; y) lunique contrôle tel que : (s; y; u) = min
v2A
(s; y; v), donc
u (s; y) est Lipschitz dans G0 uniformément pour s 2 [T0; T 0].
Preuve. La condition (iii) implique que(s; y; :) est convexe, donc admet
un unique minimum dans U; 8 (s; y) 2 Q0, pour cela considérons y1; y2 2 G0
et prenons v1 = u(s; y1); v2 = u(s; y2), il vient alors
(s; y1; v1) = min
v2U
(s; y1; v); et (s; y2; v2) = min
v2U
(s; y2; v);
appliquant le développement de Taylor, on obtient
(s; y1; v2) (s; y1; v1)  u(s; y1; v1)(v2   v1) + 
2
jv2   v1j2 ;
et comme u(s; y1; v1)(v2   v1) est nonnégative, doncZ 1
0
u(s; y1; v1 +  (v2   v1))(v2   v1)d  
2





u (s; y2; v1 +  (v2   v1)) d   jv2   v1j2 : (**)
En additionnant (*), et (**), il vientZ 1
0
(u (p1 ()) u (p2 ()))(v2   v1)d   jv2   v1j2 ;
tel que :
p1 () = (s; y1; v1 +  (v2   v1)) et p2() = (s; y2; v1 +  (v2   v1)):
En appliquant linégalité de Cauchy-Schoirz, on obtientZ 1
0
ju (p1()) u (p2())j d   jv2   v1j :
Daprès la condition (ii), et le fait que jp1 ()  p2 ()j = jy1   y2j, on a
ju (p1()) u (p2 ())j M jy1   y2j ;
tel que M est une constante de Lipschitz pour u (s; :; v), donc
M jy2   y1j   jv2   v1j :
Dautre terme ; 8y1; y2 2 G0
ju(s; y2)  u(s; y1)j   1M jy2   y1j ;
alors  1M est une constante de Lipschitz pour u(s; :) dans G0:
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2.5 Application : Problème de Merton en ho-
rizon ni
On considère un marché nancier a deux actifs, lun sans risque repré-
sentant le compte déparge et lun risque, typiquement représenté par une




celui de lactif risqué est
dSt = Stdt+ StdWt;
r; ; et  sont des constantes avec  > 0. Pour un investisseur ou agent
qui investit dans ces deux actifs, avec une proposition de sa richèsse t dans
lactifs risqué et donc 1 t dans lactif sans risque à la date t, son processus
de richèsse évolue selon :






= (tXt+ (1  t)Xtr) dt+ tXtdWt:
Le contrôle est le processus  a valeurs dans R, on suppose que la richèsse
initiale Xt = x > 0 au temps t lagent veut maximiser lespérance de lutilité
de sa richèsse terminal à un horizon T > t, on note par X t;x le processus de
richèsse partant de x en t, la fonction valeur est donnée par :





; (t; x) 2 [0; T ] R+;
où U(x) est une fonction dutilité, A lensemble des processus  F adapte et
borné, la fonction U est croissante et concave, V (t; :) est croissante et concave
en x ?, soit 0 < x  y,  un processus de contrôle, on note :
Zs = X
t;x











  sX t;ys + (1  s)X t;ys r ds+ sX t;ys dWs	
= Zs
 





Zt = y   x donc Zs  0, comme U est croissante, donc U
 
X t;xT







  E U  X t;yT   V (t; y) ; 8:
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Alors V (t;X)  V (t; y), soit (1; x1), (2; x2) deux processus de contrôle
positives et  2 [0; 1], posons x = x1 + (1  )x2, X t;x1 (resp X t;x2) le










X t;x1s + (1  )X t;x2s
	
;
daprès la structure linéaire de lEDS de la richèsse, donc le processus
X = X t;x1 + (1  )X t;x2













sdWs; s  t; Xt = x;
cest à dire : X est un processus de richèsse partant de x en t et contrôler
par  comme U est concave, on a
U
 
X t;x1T + (1  )X t;x2T
  U  X t;x1T + (1  )U  X t;x2T  ;
donc






+ (1  )E U  X t;x2T  ; 81; 2:
Alors ;
V (x1 + (1  )x2)  V (x1) + (1  )V (x2) ;





[LV (t; x)] = 0; (2.35)















< 0, daprès la condition de 1er ordre on a
@V
@


















(un condidat pour le maximum de sup
2R
[LV (t; x)]), donc pour  léquation















= 0; (t; x) 2 [0; T [ R+; (2.37)
avec la condition terminale :
V (T; x) = U(x); x 2 R+:
Pour obtenir une solution explicite, on prend U(x) = xp, 0 < p < 1,











 (t) = 0
 (T ) = 1, on obtient alors








alors une solution de (2:37) est
V (t; x) = exp ( (T   t))xp; (t; x) 2 [0; T ] R+: (2.38)
La fonction donnée par (2.38) est régulière, strictement croissante et stric-
tement concave, donc le contrôle donné par (2:36) réalise bien le maximum
dans (2:35); et est explicitement donné par
 =
  r
2 (1  p) : (2.39)
Notons que  est constant, de plus léquation de la richèsse associée
dXt = Xt (
 (1  ) r) dt+XtdWt;
admet bien une unique solution, étant donnée une condition initiale.
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2.6 Problèmes darrêt optimaux
2.6.1 Formulation du problème
Létat du système est gouverné par léquation di¤érentielle stochastique :
dXs = b(Xs)ds+  (Xs) dWs; X0 = x; (2.40)
où Xs 2 Rn, et W un d-mouvement brownien sur un espace de probabilité
ltré (
; F; (Ft)t; P ), b : Rn ! Rn;  : Rn ! Rnd; satisfont les conditions
dItô qui garantissent lexistence et lunicité dune solution à (2.40). On note
par = lensemble des temps darrêts, on considère alors le problème








où  > 0 est un facteur dactualisation, f et g sont des fonctions de Rn
dans R. Lobjectif est de calculer cette fonction valeur V et de déterminer
un temps darrêt optimal, cest à dire : un temps darrêt   tel que :








2.6.2 Programmation dynamique et équation dH.J.B
A la date t = 0, létat du système est X0 = x, soit h > 0, supposons que
lon ne stoppe pas le processus sur [0; h], létat du système à la date h est
Xxh = x(h).











f(s;Xxs ) = e
 sf(Xxs ); et g( ;X
x
 ) = e
 g(Xx );
où




V (h;Xxh) = e
 hV (0; Xxh)
= e hV (Xxh); 8 2 =: (2.44)
On a












et comme   2 =; donc










où x(h) est létat du système à la date h: Daprès la propriété des espérances
conditionnelles itérées et avec (2.44), on a










e sf(Xs)ds+ (1  )V (Xh)  V (x)

+ (h)  0; (2.46)
on suppose que V 2 C2(Rn); et en appliquant la formule dItô entre 0 et h,
on a






rxV (Xs)T (Xs) dWs;
où Lu est lopérateur donné par




 (x)T (x)D2xV (x)

:
En prenant lespérance, on a


















LuV (Xs)ds  V (Xh)

 0;
en faisant tendre h vers 0, on obtient
V (x)  LuV (x)  f(x)  0; 8x 2 Rn:
En prenant  = 0 dans le supremum sur =, donc
V (x) > g(x); 8x 2 Rn:
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Supposons maintenant quà la date t = 0; V (x) > g(x), soit   le temps
darrêt
  = inf fs  0 : V (Xs) = g(Xs)g :
Alors sur lintervalle de temps innitésimal [0; h^ [, on a V (Xs) > g(Xs),
il nest donc évidemment pas optimal de stopper le processus sur [0; h ^  [;
par contre si V (Xs) = g(Xs) on peut obtenir comme gain V (Xs) en arrêtant
à cet instant. Ainsi le temps darrêt   est optimal.
On introduit louvert de Rn, D = fx 2 Rn; V (x) > g(x)g qui est appelée
région de continuation, puisque si Xs 2 D il nest pas optimal de le stopper,
le temps darrêt   = inf fs  0 : Xs =2 Dg est le temps de sortie de D;   est
le plus petit des temps darrêts. On a donc
V (x)  LV (x)  f(x) = 0; 8x 2 D: (2.47)
De plus par dénition de D, on a
V (x) = g(x); 8x 2 @D; (2.48)
lorsque le domaine D est connu le problème (2.47)-(2.48) est un problème
de Dirichlet. Mais ici D est bien sur inconnu et on a besoin dune condition
supplémentaire sur la frontière @D.
rxV (x) = rxg(x); 8x 2 @D: (2.49)
Théorème 2.14. Supposons que lon trouve un ouvert D  Rn, et une
fonction W satisfaisant : W 2 C1(D) \ C2(D); g 2 C1(D) \ C2(RnnD);
W > g sur D; g   Lg   f  0 sur RnnD, tel que :
(i) W (x)  LW (x)  f(x) = 0; 8x 2 D;
(ii) W (x) = g(x); 8x 2 @D;
(iii) rxW (x) = rxg(x); 8x 2 @D.
Alors en étendant la fonction W par W (x) = g(x) pour x 2 RnnD on a








De plus le temps de sortie de louvert D; D = inf fs  0 : Xs =2 Dg est
un temps darrêt optimal et D est une région de continuation.
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Preuve. Comme W 2 C2(D) de plus sur RnnD; W = g 2 C2 (RnnD),
donc W : Rn ! R est C2 par morceaux. Les conditions (ii), (iii) impliquant
que la fonctionW est di¤érentiable à travèrs la frontiere @D; etW 2 C1(Rn),
en appliquant la formule dItô, pour tout  2 =;
e W (X ) = W (x) +
Z 
0













e s [ W (Xs) + LW (Xs)] ds

: (2.50)
Daprès la condition (i), et le fait que W = g sur RnnD, on a
W (x)  LW (x)  f(x)  0; 8x 2 Rn;
on déduit daprès (2.50)
W (x)  Ex
Z 
0
e sf(Xs)ds+ e W (X )

:
Comme W  g; donc





; 8 2 =;
donc
W (x)  V (x) : (2.51)
Par dénition de D (temps de sortie), on a par (i) pour tout 0  s  D;
et Xs 2 D;
W (Xs)  LW (Xs)  f(Xs) = 0;
la relation (2:50) pour  = D; devient







W (XD) = g(XD);
alors





 V (x); (2.52)
donc (2.51), et (2.52) impliquant que W (x) = V (x); et que D est un temps
darrêt optimal, avec D comme région de continuation.
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2.7 Solution de Viscosité
Exemple de singularité. On considère le cas dun problème de contrôle
déterministe   0, avec b (x; a) = a 2 [ 1; 1], n = 1, létat du système est
gouverné par
dXt = tdt; X0 = x:
Soit f une fonction paire C2 a support compact avec f strictement dé-
croissante sur R+; on considère la fonction valeur dun problème à horizon
inni :
















e tf(x+ t)dt; x > 0; (s = 1);R +1
0












e tf 0( t)dt =  
Z +1
0
e tf 0(t)dt =  V 0(0+):
Donc V nest pas dérivable en x = 0, comme f est paire, V est aussi paire,




[ aV 0] = f;
et cette EDP nadmet pas des solution régulière sur tout R.
Cette exemple illustre la nécessité dintroduire des fonctions peu régu-
lières solutions déquations du type HJB, et adaptées à la théorie du contrôle
stochastique.
2.7.1 Notion de solution de viscosité
Suivant le type de problème à horizon ni ou inni, on considère des
équations de Bellman paraboliques :
 @V
@t
(t; x) + sup
a2A
[ LuV (t; x)  f(x; u)] = 0; (t; x) 2 [0; T [ Rn; (2.53)
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ou elliptiques :
V (x) + sup
a2A
[ LuV (x)  f(x; u)] = 0; x 2 Rn; (2.54)
lopérateur Lu étant déni par :








1 ) Soit V 2 C0 ([0; T ] Rn) ; on dit que V est une sur-solution (resp













 2 [0; T [Rn minimum (resp maximum) globale de V  '
sur [0; T [ Rn.
2 ) Soit V 2 C0(Rn), on dit que V est une sur-solution (resp sous-
solution) de viscosité de (2.54) si pour toute fonction ' 2 C2 (Rn), on a
V (x) + sup
a2A
[ Lu' (x)  f(x; u)]  0; (resp  0); (2.57)
en tout point x 2 Rn minimum (resp maximum) globale de V   ' sur Rn.
On dit que V est une solution de viscosité de (2.54) si V est à la fois
sur-solution et sous-solution de viscosité de (2.54).
Proposition 2.16. Soit V 2 C1;2 ([0; T ] ;Rn) \ C0 ([0; T ] Rn) ; (resp
C2(Rn) \ C0 (Rn)), alors V est solution de viscosité de (2.53) (resp (2.54))
si et seulement si V est solution classique de (2.53) (resp (2.54)).
Preuve. On montre le résultat dans le cas de lEDP (2.53).
Soit V 2 C1;2 ([0; T ] ;Rn)\C0 ([0; T ] Rn), supposons que V est solution
de viscosité de (2.53), comme V 2 C1;2 ([0; T ] ;Rn) ; donc '  V peut être
choisit comme fonction test, de plus tout point (t; x) 2 [0; T [  Rnest un
maximum et minimum global de V   '  0, donc on a par dénition de
solution de Viscosité : 8 (t; x) 2 [0; T [ Rn:
 @V
@t
(t; x) + sup
u2A
[ LuV (t; x)  f(x; u)] = 0;
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i.e. V est solution classique de lEDP (2.53).
Soit ' 2 C1;2 ([0; T ] ;Rn) et  t; x 2 [0; T [  Rn un minimum global de
V   ', alors on a





= 0; rxV (t; x) = rx'(t; x),
et
D2xV (t; x)  D2x'(t; x):
Donc (utilisant le fait que : si p  q, et B matrice dénie positive alors
tr (pB)  tr (qB)), on obtient


















 Lu'(t; x)  f(x; u)  sup
u2A




(t; x) + sup
u2A
 Lu'(t; x)  f(x; u)
  @V
@t
(t; x) + sup
u2A
 LuV (t; x)  f(x; u) = 0;
i.e. V est sur-solution de viscosité de (2.54). La propriété de sous-solution est
prouvée de la même manière.
Lemme 2.17.
1 ) 9c  08t 2 [0; T ] ; s 2 [t; T ] et x 2 Rn; on a
E
X t;x   x2  c (s  t) :
2 )8t  0; 8s 2 [t; T ] et x; y 2 Rn; on a
E
X t;xs  X t;ys   exp f0 (s  t)g jx  yj :
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Théorème 2.18.
1 ) Horizon ni : La fonction valeur










est lunique fonction bornée , uniformément continue en x solution de visco-
sité de (2.53) et satisfaisant la condition terminale V (T; x) = g(x).
2 ) Horizon inni : La fonction valeur








est lunique fonction bornée, uniformément continue, solution de viscosité de
(2.54).
Preuve. Nous montrons que la propriété de viscosité de la fonction valeur
découle du principe de la programmation dynamique. On montre le résultat
dans le cas dun problème à horizon inni, soit ' 2 C2(Rn) une fonction test
et x 2 Rn tel que :
min
x2Rn
(V   ')(x) = (V   ')(x) = 0: (2.58)
Daprès le principe de la programmation dynamique, on a





e sf(Xxs ; us)ds+ e
 hV (Xxh)

; 8h > 0; (2.59)
doncZ h
0












' (x) = V (x) = inf E
Z h
0




daprès (2.60), on a












Comme ' 2 C2 (Rn), on a par la formule de Taylor au voisinage de
(t = 0; y = x) ; appliqué au (t; y)! e t' (y), 8h > 0






h   x) (Xxh   x) + 
 jXxh   xj2 :
Posons
'0(y) = ' (x) + (y   x)rx' (x) +
1
2
D2x' (x) (y   x) (y   x) ; y 2 Rn;
donc
e h' (Xxh) =  h' (x) + '0 (Xxh) +  (h) + 
 jXxh   xj2 ;8h > 0:
Daprès le lemme (2.17) on a
E
(jXxh   xj2)	 =  (h) ;
donc
E
e h' (Xxh)  ( h' (x) + '0 (Xxh))   (h)




e sf(Xxs ; us)  f(x; us)ds
  cE Z h
0





 ch 32 + ch2;
où c est une constante ne dépend pas de u 2 A.








e sf(Xxs ; us)  f(x; us)ds
  ch 23 + ch2: (2.62)
Comme











en utilisant (2:61); et (2:62); on obtient





f(x; us)ds  h' (x) + '0(Xxh)

+  (h) ;
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notant que ' (x) = '0 (x), ceci sécrit encore







h) + '0 (x)

+  (h) :
Comme
rx'0 (y) = rx' (x) +D2xV (x)(y   x); et D2x'0 (y) = D2x' (x) ;











































































Xxs   x ds = ch 32
















En divisant par h et on passe à la limite lorsque h tend vers 0












et de manière équivalente
' (x) + sup
u2A
[ Lu' (x)  f(x; u)]  0; (2.63)
Donc V est sur-solution de viscosité de (2.54).
Soit x 2 Rn; tel que :
0 = (V   ') (x) = max
x2Rn
(V   ') (x) ;
alors daprès le principe de la programmation dynamique, on a















' (x) + sup
u2A
[ Lu' (x)  f(x; u)]  0; (2.64)
V est une solution de viscosité de (2.54).
On montre maintenant un résultat dunicité ce qui soulignera que la dé-
nition de solution de viscosité est une notion parfaitement adaptée à la
théorie du contrôle stochastique.
Théorème 2.19.
1) Soient V et W deux fonctions bornées, uniformément continues sur
[0; T ]  Rn, on suppose que V est une sous-solution de viscosité de (2.53)
et W est une sur-solution de viscosité de (2.53), et V (T; x)  W (T; x) pour
tout x 2 Rn, alors V (t; x)  W (t; x), 8 (t; x) 2 [0; T ] Rn.
2 ) Soient V et W deux fonctions bornées, uniformément continues sur
Rn, on suppose que V est une sous-solution de viscosité de (2.54) et W est
une sur-solution de viscosité de (2.54). Alors V (t; x)  W (t; x), 8x 2 Rn.
Preuve. On considère le cas où V et W sont seulement supposées conti-
nues, on ne peut donc pas utiliser les conditions de dérivation classique pour
caractériser un extremum de fonction, lidée est basée sur léstimation sui-
vant :
On suppose que (M;N; ) 2 Sn  Sn  R+. On pose :
G(x;M) =  tr[A(x)AT (x)M ]:
Alors
G(y;N) G(x;M) = tr(A(x)AT (x)M)  tr(A(y)AT (y)N)
= tr

A(x)AT (x)M   A(y)AT (y)N





A(y)AT (y) A(y)AT (x)
A(x)AT (y) A(x)AT (x)

est une matrice non-négative dans Sn, on a














 3tr (A(x)  A(y))  AT (x)  AT (y)
= 3 jA(x)  A(y)j2 :
Considérons maintenant la fonction
F : (x; y) 2 Rn  Rn ! F (x; y) = V (x) W (y)  1
2"
jx  yj2
où " > 0. Supposons que F admet un maximum en (x; y), donc x! F (x; y)
admet un maximum en x on obtient que :






admet un maximum en x.
Dautre part, y !  F (x; y) admet un minimum en y, on obtient que






admet un minimum en y. Appliquant la dénition de sous-solution de visco-
sité pour V à la fonction test : x! 1
2"






















En appliquant la dénition de sur-solution de viscosité pour W à la fonc-
tion test y !   1
2"





























[jb(x; u)  b(y; u)j jx  yj
"












et comme b; f; T ; sont Lipschitziennes en x, uniformément en u; et daprès
lestimation de trace, on a :
@
@t
(V (x) W (y))  c jx  yj
2
"
+ c jx  yj+ 30 jx  yj2 : (2.65)
Dautre part, comme F (x; x)  F (x; y), 8x 2 Rn on a




 V (x) W (y);
comme F (x; y)  F (x; x) on a
V (x) W (y)  1
2"
jx  yj2  V (x) W (x):
Donc
W (x) W (y)  1
2"
jx  yj2  0; (2.67)
puisque F (x; y)  F (y; y); on a
V (x)  V (y)  1
2"




jx  yj2  (V +W ) (x)  (V +W ) (y) ; (2.69)
et comme V; et W sont bornées donc
1
"
jx  yj2  c, cest à dire
jx  yj  cp": (2.70)
En notant par m le module de continuité de V + W , (V et W sont
uniformément continue). Donc




Daprès (2:69); on a
1
"
jx  yj2  m (jx  yj) ;
et daprès (2:70); on a
1
"
jx  yj2  m  cp" : (2.71)
En substituant (2:70) et (2:71) dans (2:65); on obtient
@
@t
(V (x) W (y))  cp"+ c0"+m(cp") =  (") ;
daprès (2:66) on a








On étudie la 2nd approche doptimisation dynamique stochastique dans
laquelle la variable de décision est un contrôle Ft adapte; on commence par
un résultat de Haussmann pour le principe du maximum pour des systèmes
avec contraintes, utilisant le théorème de Guirsanov et un résultat analytique
sappelle "cône de variation" pour la transformation de probleme a un autre
probleme sans contraints mais avec les multiplicateurs de Lagrange.
3.1 Principe du maximum pour des systèmes
avec contraintes
3.1.1 Théorème de Guirsanov
On se place toujours sur un espace probabilisé complet, disons (
; F; Ft; P ) ;
et on se donne fWtg un d-mouvement brownien sur cet espace, on considère
également un processus ft : 0  t  Tg ; T < +1, Ft-adapte a valeur dans
Rn, tel que : Z T
0
jtj2 dt <1; P:ps: (3.1)
Posons










; t() si s = 0: (3.2)
Par le lemme dItô, t () est une solution Ft-adapte de lEDS





E jttj2 dt <1, donc fst() : s  t  Tg est une
martingale.
Lemme 3.3. Si sup
t;w
jt(w)j2 = C <1; donc fst() : s  t  Tg est une














sr^mr2 dr  Z T
s
e2mCdr <1;
en utilisant (3.3), on a sr^m = 
s




Le lemme de Fatou donne alors
Est() = E lim 
s
t^m















 st(2) exp [c(t  s)] :







ecT cdt < +1: (3.5)
Ce que termine la preuve (en utilisant (3:3)).
Corollaire 3.4. Supposons que (3.1) a lieu, donc st() est une sur-
martingale dans [s; T ].
Corollaire 3.5. Supposons que (3.1) a lieu, si Est() = 1, donc 
s
t()
est une martingale dans [s; T ].
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s = 1, donc
sT est une martingale sur [s; T ].
Théorème 3.6.(Guirsanov) Supposons que (3.1) a lieu, et ET () = 1,
donc P donné par
dP
dP
= T () est une mesure de probabilité sur (
; F; fFtg),
et




est un mouvement Brownien sur
 

; F; fFtg ; P

.
Preuve. Voir (Haussmann 1986).
3.1.2 Solution déquation di¤érentielle stochastique
Considèrons Cn  C (0; T ;Rn) : lespace des fonctions continues de [0; T ]
dans Rn, soient Gn = B(C(0; T ;Rn)); et Gnt le -algèbre engendré par la
famille densembles
ffX 2 C(0; T ;Rn) : Xs dans Bg ; 0  s  t; et B 2 B(Rn)g :
Sur (
; F; fFtg ; P ) on considère lEDS suivante :
dXt = b(t;Xt)dt+ a(t;Xt)dWt; X0 = x; (3.7)
où X0 est F0-mesurable, et
b (t; x) : [0; T ] Cn ! Rn; a (t; x) : [0; T ] Rn ! Rnd:
Une solution de (3.7) est un processus (Xt)t0; Ft-adapté et a trajectoires
continues, cest à dire : X 2 Cn  Cn(0; T ;Rn), tel que :











On notera : kXkt = sup f jX (s)j : 0  s  tg ; pour X dans Cn.




ja (t; x)j2 dt  K0, x 2 Rn,








a (s;Xs) dWs; et p  1, donc il existe une constante K; tel
que :
kXkpt  K (1 + jX0jp + kMkpt ) P:ps: (3.8)
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Preuve. Daprès (C2), on a fMtg est une martingale de carré intégrable,









(utilisant le fait que (a+ b+ c)2  3 (a2 + b2 + c2)). Par (C2) on a
kXk2t  K







Le lemme de Gronwall donne alors
kXk2t  K
 







1 + jX0j2 + kMk2t

ds
 K  1 + jX0j2 + kMk2t  eKt:
Pour p > 2 utilisant le fait que (1 + a)q  2q (1 + aq) si a > 0.
Théorème 3.8. Supposons que (C1),(C2) ont lieu, et il existe " > 0; et
; K0 <1, tel que : 8s 2 [0; T ]













Donc il existe une constante 0 > 0; (dépendant de ";K0; K1; et n), tel
que : si (p2   p)  < 0; alors ET ()p  K, (dépendant de "; n et p).
Preuve. Voir Haussmann 1986.






donc il existe p > 1; et K <1 (dépendant de " et p), tel que :
E fT ()gp  K:
Preuve. La preuve consiste à utiliser le théorème (3:8) ; avec  = K0T ,
et p est prouche de 1.
Corollaire 3.10. Sous les conditions de corollaire précédent, on a
E () = 1:
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Théorème 3.11 (Itô). Si les fonctions b; a sont Lipschitziennes en x;
i.e.
9K1 : ja(x)  a(y)j+ jb(x)  b(y)j  K jx  yj ; 8x; y 2 Rn;
alors (3.7) admet une solution unique.
La solution construit au théorème précédent est appelée solution forte de
(3.7).
Dénition 3.12(Solution faible). On dit que lEDS
dXt = eb(t; x)dt+ ea(t; x)dWt; Xs = x; (*)
admet une solution faible, sil existe un espace de probabilité ltré (
; F; P; Ft) ;
et fWtg un d-mouvement brownien tel quil existe Xt dans (
; F; Ft; P ) sa-
tisfaisant à (*). Insistons sur le fait que (
; F; Ft; P; fWtg) nest pas donné
à priori, et Xt est Ft-mesurable mais non nécessairement Fwt -mesurable.
Notre objet est maintenant de donner une relation entre le théorème de
Guirsanov et lEDS dItô. Nous allons établir le résultat suivant.
Théorème 3.13 (Cameron-Martin-Guirsanov formula).
Considérons
dXt = b(Xt)dt+ (Xt)dWt; X0 = x; (3.9)
tel que b : [0; T ] Rn ! Rn; et  : [0; T ]! Rnd. On dénit




tel que s : Rn ! Rn une fonction bornée. Soit
P (F ) =
Z
F
t () dP; (3.10)
pour F 2 Ht, tel que Ht est une -algèbre engendré par
















Donc Wt est un mouvement Brownien. On obtient





est une solution faible de (3.12), si Xt est une solution (faible
où forte) de lEDS (3.9).
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3.1.3 Formulation de problème
Considérons lensemble U , que nous supposons non vide. Soient
fi : [0; T ] Rn ! R; i =  m1; :::; 1; 0; 1; :::;m2;
b : [0; T ] Rn  U ! Rn;  : [0; T ] Rn ! Rnd;
des fonctions mesurables.
On notera U0 : lensemble des fonctions u : [0; T ]  Cn ! U , u (t; x) est
fGng mesurable; et il existe un espace de probabilité (
; F; fFtg; P; fWtg)
constitué des processus Xt vériant :
(i) P X 10 = ,




jXtjq dt <1; E
R T
0
jutjq dt <1, avec ut = u(t;X).
Dans le paragraphe suivant, nous étudierons un résultat pour le principe





fi(t;Xt; ut)dt+ gi(XT )

; i =  m1; :::; 0; :::;m2: (3.13)
On suppose quil existe q <1; tel que :
jfi(t;X; u)j+ jgi(X)j  K2 (1 + jXjq + jujq) :
Pour U  U0, dénissons
inf fJ0(u) : u 2 U; Ji(u)  0 si i > 0; Ji(u) = 0 si i < 0g ; (3.14)
alors u 2 U est admissible si : Ji(u)  0 si i > 0; et Ji(u) = 0 si i < 0.
Supposons que u est donné par la résolution du problème (3.13). Notre
objet est maintenant de donner les conditions nécessaires doptimalité.
Supposons que:
F (t;X) = span fb (t;X; u)  b (t;X; v) : u; v 2 Ug ; (3.15)
:


















;  (t; x)+  = 2(t; x)
 12; (3.17)




j (t; x)j2 dt  K0; jb(t; x; u)j2  K1(1 + jxj2 + juj2),
(t; x) : Rn ! Rn sur F (t; x),  (t; x)+  K0; 8 (t; x),
(D2) 9 bK : ju(t; x)j  bK (1 + kXkt) P:ps,
(D3) 9" > 0 : E exp  " jX0j2	 <1.
Lemme 3.15. Sous les hypothèses (D1), et (D3), on a E kXkpT <1; tel
que : 1  p <1.
Preuve. Voir Haussmann 1986.
Prenant UG : lensemble des fonctions u : [0; T ]  Cn ! U; u(t; x) est
fGng  mesurable; tel que :
9Ku : jutj  Ku (1 + kXkt) ; ut = u(t; x), (3.18)
pour u 2 UG.
Et on prend la situation du théorème (C.M.G), létat X est donc donné
par le théorème de Guirsanov, avec
ut =  (t;Xt)
+ [b(t;Xt; ut)  b(t;Xt; ut )] . (3.19)
Les conditions (D1), (D2), (3.18), impliquant que :
jut j2  Ku(1 + kXk2t ); P .ps;
daprès les corollaires (3.9), (3.10), et le théorème de Guirsanov, on a




E fT (u)pg  Ku;
tel que : p > 1 dépandant de Ku, et





est un mouvement Brownien sur (
; F; fFtg ; P u) ; avec
dP u = T (
u)dP:


































Théorème 3.16 (Kunita-Watanabe). Soit fWtg un d-mouvement
Brownien sur (




-martingale de carré inté-




et fMtg une martingale de carré intégrable orthogonale à fWtg ; tel que :Z T
0




Lemme 3.17. On suppose que (D1), (D3) ont lieu, donc UG  U0; et
u 2 UG.
Preuve. Voir Haussmann 1986.




































martingale de carré intégrable, et daprès le théorème de décomposition du
martingale, il existe un processus mesurable t; tel que :Z T
0
E jtj2 dt <1; (3.21)
etMt une martingale de carré intégrable orthogonalea fWtg ; avecM0 = 0,
tel que :
Lt = L0 +
Z t
0
sdWs +Mt, P:ps: (3.22)
Théorème 3.18. Sous les conditions (3.16), (3.17), (D1), il existe deux


























 ; et R T
0




jj2 dt <1; et EuMT = 0:




jj2 dt+ j[M ]T j
p0)











jLT j = jLj  K2
Z T
0




























c2E jLT   L0j2p
0o 1p0
<1:
Inégalité de Doob. Soit fmtg une martingale et p < 1, donc il existe
une constante c; tel que :
E kmkpT  cE jmT jp : (3.23)
Preuve. Voir Doob 1953 pages 317, 354.
Lemme 3.20.





t dt; u 2 UG:
Preuve. Daprès (3.6), et (3.22), il vient
EuL = EL+ Eu
Z T
0












dW u = 0; et EuMT = 0.
Conclusion. Le contrôle optimal u est donné par la résolution de







t ) dt+ J(u
); (3.25)
ut = f(t;Xt; ut)  f(t;Xt; ut ); (3.26)
ut =  (t;Xt)
+ [b(t;Xt; ut)  b(t;Xt; ut )] : (3.27)
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3.1.4 Cône de variation et transformation du problème
Dénition 3.21. Considérons Le simplex dans Rn
C =
(






Soit u 2 U;  > 0; et Z : C ! U , tel que : Z(0) = u, on dit que
M : Rn ! Rm1+1+m2 est un di¤érentiel conique de J au voisinage de Z au
point u si
J(Z(p)) = J(u) +Mp+  (jpj) : (3.29)
Tel que : p 2 Rm1+1+m2 ; et j (jpj)j =jpj ! 0
jpj!0
.
Dénition 3.22. Un cône convexe D  Rm1+1+m2 de sommet 0 est un
cône de variation de J au point u; si pour tout (d1; :::; dn)  D, 9 > 0; et
Z : C ! U; Z(0) = u; tel que : J  Z est continue, et M = (d1; d2; :::; dn)
est un di¤érentiel conique de J au voisinage de Z au point u.
Lemme 3.23. Supposons que le problème (3.24) possède une solution u,
soit D un cône de variation de J au point u, donc 9e 2 Rm1+1+m2 ; e 6= 0;
tel que : e:d  0; 8d 2 D \ (Rm1  L); si u 2 U:
On note que :




y 2 R1+m2 : y0 < 0; yi < Ii; i = 1;m2
	
;
avec Ii = +1 si i 2 I , Ii = 0 si i 2 I+:
Théorème 3.24. Supposons que le problème (3.24) possède une solution
u; soit D un cône de variation de J en u, donc 9 2 Rm1+1+m2 ;  6= 0;
i  0, si i  0, tel que :
J(u) = 0J0(u);
et :d  0, 8d 2 D.
Utilisant maintenant les résultats précédents pour la construction dun
cône de variation pour le problème (3.24). Supposons que 9K0; K1; K2; bK; tel
que :
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(D4) 9q 2 (0;1) : jf(t; x; u)j+ jg(x)j  K2(1 + jxjq + jujq),




j(t;Xt)j2 dt  K0; et jb(t; x; u)j2  K1(1 + jxj2 + juj2),







< 0;8" > 0;
(D8) ju(t; x)j  bK (1 + kXkt) ;
(D9) fu 2 UG : u(t; :) est Ht mesurableg  U; et u(t; :) estHt mesurable;
tel que : fHtgTt0 est une famille de -algèbre, Ht  Gnt .
Considérons U t : lensemble des contrôles perturbé à linstant t: Et soit
q > maxf2; qg; et prenons U t = Lq(Cn; Ht; P X 1; U), dépuisHt  Cnt ; donc
U t séparable, (voir Halmos (1950) pp 168-177) pour obtenir la séparabilité
uniforme et on introduit les conditions suivants :
(D10) 9V un ensemble dénombrable des fonctions mesurables de (A;F)
dans (U;B(U)).
(D11) Pour chaque t dans [0; T ] ; 9it : (Cn; Ht) ! (A;F), tel que it
mesurable et pour v dans V , v  it est une fonction bornée dans Cn et
fv  it : v 2 V g est dense dans U t:
Exemple.
U : lensemble du contrôle -en utilisant linformation complet- ici U = U0;
et Ht = Gnt . Soit Bt une -algèbre engendré par
ffX : Xsdans Bg ; s  t; s rationnel, B  Rng :









t; tel que : X t(s) = X(t^ s), on prend (A;F) = (Cn; Gn); donc
v : (Cn; Gn)! (U;B(U))
est mesurable si v 2 V . Il est claire que :
jv  it(x)j  max
juij ; i = 1; n	 ;
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donc v  it est bornée, et V t est dense dans U t (Halmos 1950), dépuis
V t = fv  it : v 2 V tg;
et V t  V .
Précisons tout dabord ce que nous entendons par la transformation du
problème (des systemes avec contraintes) a un problème avec les multiplica-
teurs de Lagrange.
Pour v 2 V; on dénit
vs = f(s;Xs; v  is(x))  f(s;Xs; u(s;Xs)); (3.30)
et
vs =  (s;Xs)




2q(2 + q) 1; qq 1
	
: (3.32)
Considérons à présent les fonctions








Daprès (D4), (D6), (D7), et le fait que v est borné dans V; on a 9k(v)
tel que :
j vsj  K(v)
h
(1 + E kXkqs) + E
jsj2	 12  1 + E kXk2s 12 i ; vs  K(v) 1 + E kXkqs 1p + E jsj2	 12 (1 + E kXkqs) 1q  ;
 v; et  
v
sont intégrables en s; et il existe T (v) un ensemble de mesure nulle,














sds =  
v
t :
Soit T0 = [
v2V
T (v); T0 est de mesure nulle. Soit D un cône convexe en-
gendré par
f vt : t 2 [0; T ] =T0; v 2 V g : (3.34)
Nous allons établir le résultat suivant.
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Théorème 3.25. D est un cône de variation de J au point u pour le
problème (3.24).
Preuve. Voir Haussmann 1986:
Théorème 3.26. Supposons que (D4), (D10), (D11) ont lieu, et b (t; x; :),
f (t; x; :) sont continues pour tout (t; x), donc il existe  2 Rm1+1+m2,  6= 0,
i  0 si i  0, iJi(u) = 0 si i > 0, et un ensemble de mesure nulle T0;
tel que pour tout t 2 [0; T ] nT0; et v 2 U t
E
n
H(t; t; v(x); ePt; )o  E nH(t; t; u(t; x); ePt; )o ; (3.35)
où eP 0t = 0t (t;Xt)+ : (3.36)
Preuve. Les théorèmes (3.24) et (3.25) conduisent à lexistence de ; tel
que (3.35) est vériée 8v 2 V .
Soit maintenant v 2 fv  it : v 2 V g ; sous les conditions (D10), (D11)
pour v dans U t; il existe une suite fvmgm dans V tel que : vm  it ! v dans
Lq (C
n; Ht; P X 1; u), on peut alors extraire une sous suite notée vmit ! v




H(t;Xt; vm  it (x) ; ePt; )p <1:
Utilisant (D4), (D6), (D8), et le fait que
sup
m
E jvm  it (x)jq <1; et E jvm  it (x)jq ! E jv(x)jq <1:
le théorème de convergence dominée fournit (3.35) pour tout v 2 U t:
Corollaire 3.27. Sous les conditions du théorème (3:26), 8t 2 [0; T ] nT0;





t;Xt; u; ePt;  eFto  E nH(t;Xt; ut ; ePt; ) eFto : (3.37)
Tel que : eFt = X 1 (Ht) :
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3.2 Principe du maximum de premier ordre
On principe le théorème (3:26) constitue un principe de maximum, mais
parce que le processus adjoint P contient  (inconnu), ce résultat nest pas
très utile. On va maintenant étudier de manière plus approfondie le cas sans
contrainte, on donne un résultat de principe du maximum basé sur la solu-
tion forte de lEDS, lavantage de cette étude est quon donnera la formule
explicite de processus adjoint.
3.2.1 Formulation du problème
Soit (
; F; fFtgt ; P ) un espace probabilisé ltré, W = fWtgt un mouve-
ment Brownien, eU : lensemble des contrôles admissibles. Supposons que le
problème (sans contraintes) (3:39) possède une solution u, et pour chaque
contrôle u; soit
X = (X(t); 0  t  T )
une solution de lEDS suivante
dXt = b(t;Xt; u

t )dt+  (t;Xt) dWt; Xs = x: (3.38)
Maintenant soit q > max f2; qg ; tel que : eU  Lq ([0; T ] 
;U) ; et
supposons que :
(E1)  (t; x) : Rd ! Rn sur F (t; x) ;
(E2)
 (t; x)+  K0; R T0 j (t; x)j2 dt  K0;
(E3) ju (t; x)j  bK (1 + kxkt) ;







" jxj2	 (dx) < 1; f est continue en u,
8 (t; x) 2 [0; T ] Rn,
(E6) g est continue, f est continue en (x; u), 8t 2 [0; T ],
(E7) jb (t; x; u)  b(t; y; u)j+ j (t; x)   (t; y)j  K1 jx  yj ;
(E8) jb(t; x; u)j2  K1
 
1 + jxj2 + juj2 ;
Remarque 3.28.
1 ) Xt est solution forte de léquation (3.38),
2 ) Xt est appelée la réponse du contrôle ut:
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On suppose que le problème
inf
n
J(u) : u 2 eUo (3.39)









(E9) 8 (t; u) ; b; ; f; g sont continûment di¤érentiables en x; et
jgx (x)j+ jfx (t; x; u)j  K
 
1 + jxjq 1 + jujq :
Considérons
eU t = u (X(:)) : u 2 U t	  Lq (
; Ft; P; U) :
Pour v 2 V xé, on dénit le processus fevtg par evt (w) = (v  it) (X (w)) ;
et on considère eV = fev : v 2 V g un ensemble dense dans eU t, avec eV  eU ,
soient maintenant :
F v (t; x) = b(t; x; vt)  b(t; x; ut ); et Gv (t; x) = f(t; x; vt)  f(t; x; ut ):
On note que : F v (t;Xt) ; Gv (t;Xt) ; et jF v (t;Xt)jq ; sont intégrables.
3.2.2 Principe du maximum et processus adjoint
Supposons que le contrôle us est optimal, s =2 N0, N0 un ensemble de
mesure nulle, donc
J(us)  J(us); 8u 2 eV :
Soit " > 0; posons :
u" =












J (u") j"=0  0:
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On considère les fonctions
F " (t; x) = b(t; x; u"t)  b(t; x; ut );
et
G" (t; x) = f(t; x; u"t)  f(t; x; ut ):
Donc
F " (t; x) =

F u (t; x) si t 2 [s  "; s] ;
0 sinon,
et
G" (t; x) =






t  Xt ; "t = 0; (3.40)
donc






t )  b (t;Xt ; ut ))  F " (t;Xt + "t)] dt
+( (t;Xt + 
"
t)   (t;Xt )) dWt:
Lemme 3.29.
8p 2 [1; q] ; E k"kpt = O("p): (3.41)
Preuve. Par (3:40), (E7); et le fait que F u est Lipschitzienne, et daprès
le théorème (3.18), on obtient






[ (t;Xt + 
"





F u (r;Xr ) dr
q ;
alors
E k"kqt  K
Z t
0








E jF ujq dr !
"!0
E jF u (s;Xs )jq <1:
Le lemme de Gronwall donne alors E k"kqt = O("q); et linégalité de
Jensen fournit (3.41) pour tout p 2 [1; q].
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Corollaire 3.30. Si 1  p  q, donc
E k4F "kPT = O("p); et E
Z T
0
j4G"j dt =  (") : (3.42)
On note : 4" = " (t;Xt + "t)  " (t;Xt ) ; pour " = " (t; x) :
Preuve.
1)j4F "t j = jF "(t;Xt + "t)  F "(t;Xt )j
= jb (t;Xt + "t ; u"t)  b (t;Xt + "t ; ut ) + b (t;Xt ; u"t)  b (t;Xt ; ut )j
 jb (t;Xt + "t ; u"t)  b (t;Xt ; u"t)j+ jb (t;Xt + "t ; ut )  b (t;Xt ; ut )j ;
comme b est Lipschitzienne, donc j4F "t j  2K1 j"t j ; ce qui termine la preuve
-utilisant le lemme (3:29)-.
2) Sous les conditions (E4); (E7) ; et le fait que ut est borné, alors


















=  (") .









Lemme 3.31. E k"   "kpT =  ("p) ; pour 2  p < q.
Preuve. Soit e = "   "; donc
de = d"   d"
= fb (t;X"t ; ut ) dt+  (t;X"t ) dWtg   fb (t;Xt ; ut ) dt+  (t;Xt ) dWtg
 fb (t;Xt ; ut ) " + F " (t;Xt )g dt+
dX
k=1
k (t;Xt ) 
"dW kt :
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a valeurs dans [0; 1] ; tel que :





edW kt + de1 + de2 + de3;





















  kx (t;Xt ) "tdW kt ;
de3 = 4F " (t;Xt ) dt:
Par le corollaire (3:30), on a
E ke3kpT = k4F " (t;Xt ) dtkpT
= O ("p) :
Daprès le théorème (3.18), il existe une constante c0; tel que :










le lemme (3:29) conduit à



















(q p) dt ! 0
"!0
, x est bornée, et x ! x (t; x) est continue. De
la même manière on a E ke1kpT =  ("p) ; ce qui termine la preuve (utilisant
linégalité de Gronwall).
Soit  (t; ) la solution fondamentale de












i.e.  (:; ) est solution de (3.44) si t >  , et  ( ; ) = Id.
Lemme 3.32. Soit p <1; donc E j (t; )jp est uniformément borné en
t;  .
La preuve consiste à utiliser (3:44), et le fait que bx et x sont bornées.
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Lemme 3.33. Soit s  t  T , donc pour p 2 [2; q]
E j"t   " (t; s)F u(s;Xs)jp =  ("p)
uniformément en t.
Preuve. Comme F " (t;Xt ) = 0 pour t > s, 
"
t =  (t; s) 
"
























F u (r;Xr ) dr;
(3.45)



























=  ("p) ; (3.46)
car E k"kps = E k"   " + "kps =  ("p) ;(utilisant les lemmes (2:29) et




F u (r;Xr ) dr   "F u (s;Xs )










F u (r;Xr ) dr









E jF ujq dr;
i.e.
E 1" R ss " F udr
q est uniformément borné en ", les relations (3.45), (3.46),
(3.47), et le lemme (3:32) impliquant que :
E j"t   " (t; s)F u (s;Xs )jp  E j (t; s)jp j"t   "F u (s;Xs )jp
=  ("p) :
Corollaire 3.34. Si t  s donc
"t = " (t; s)F
u (s;Xs ) + t;
tel que : supE jtjp =  ("p) :
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Preuve. Utilisant les lemmes (3.31) et (3.33).
Retournant maintenant au fonction J; on a







t )  f(t;Xt ; ut ) +G"(t;Xt + "t)] dt
+E [g (XT + 
"




















tel que : E j1j =  (") :









T )  gx (Xt )] "T :
Soit p, tel que : q (p  1) 1 > p > q (q   1) 1 ; donc p (p  1) 1 < q; et
daprès linégalité de Cauchy-Shoirtz et le corollaire (3:30)











j4f "xjp dt+ j4g"xjp
 1
p
+  (") ;









=  (") :
Soit "n !
n!1
0, il existe donc une sous suite "nk , tel que k"nkkT ! 0 P:ps;
et
4f "nkx  !
nk!1
0, car x! fx est continue. Sous les conditions (E3), (E5),















Soit " > 0; tel que : E k"kqT < 1; (i.e. " petit comme dans le lemme









j4f "xjp dt! 0:
De la même manière, pour j4g"xjp, et daprès (3:28) ; on aZ T
0
G" (t;Xt) dt =
Z s
s "
Gu (t;Xt ) dt
= "Gu (s;Xs ) + 2;
avec E j2j =  (") :
Lemme 3.36.
J0 (u







t ) (t; s) dt+ gx (X

T ) (T; s)

F u (s;Xs )
+"EGu (s;Xs ) +  (") :
Preuve. Daprès le lemme (3.35), on a
J0 (u

















par le corollaire (3:34)
"t = " (t; s)F
u (s;Xs ) + t, t  s:















jfx (t;Xt ; ut ) "t j dt = E
Z s
s "






jfx (t;Xt ; ut )j2 dtE k"k2T "
 1
2
=  (") ;
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en utilisant les lemmes (3:29) ; et (3:31), il vientZ
E jfxj2 dt <1,
et
E k"k2T  2E k"k2T + 2E k"   "k2T = O("2);
donc







t ) (" (t; s)F
u (Xs ) + t) +G
" (Xt )] dt
+Egx (X

t ) (" (t; s)F
u (Xs ) + t) + E1;
et comme Z T
0
G" (t;Xt ) dt =
Z s
s "
Gu (t;Xt ) dt
= "Gu (s;Xs ) + 2;
donc







t ) (t; s) dt+ gx (X

T ) (T; s)

F u (s;Xs )
+"EGu (s;Xs ) +  (") :
Théorème 3.37. Supposons que (E3), (E6), (E7), (E8), et (E9), ont
lieu, si u est optimal, donc il existe un ensemble N0 de mesure nulle, tel
que :
8t =2 N0 ; max
u2U




t ; pt), P:ps; (3.49)
où









s) (s; t) ds+ gx (X












s) (s; t) ds+ gx (X





par le lemme (3:36), on a







t ) (t; s) dt+ gx (X

T ) (T; s)

F u (s;Xs )
+"EGu (s;Xs ) +  (")
= "E fp0t [b(Xs ; us)  b(Xs ; us)]  [fx (Xs ; us)  fx (Xs ; us)]g
+  (")
= "E fH(s;Xs ; us; ps) H(s;Xs ; us; pt)g+  (") ;
pour t =2 N0, et u 2 eV
E fH(t;Xt ; ut; pt)g  E fH(t;Xt ; ut ; pt)g : (3.50)
Soit maintenant v 2 eUt, donc il existe une suite fung ; tel que : unt tend
vers v dans Lq (
; Ft; P; U), alors on peut extraire une sous suite unt ! v
presque sur, comme unt est borné dans L
q (
; Ft; P; U), donc E jf(t;Xt ; unt )j
q
q
est uniformément borné en n, et












car E jptjq <1; et par lintégrabilité uniforme
E jH(t;Xt ; unt ; pt) H(t;Xt ; v; pt)j ! 0:
Donc (3.50) est vériée pour tout ut dans eUt. On obtient à laide de
corollaire (3.27), 8u 2 U
E fH(t;Xt ; u; pt)=Ftg  E f(t;Xt ; ut ; pt)=Ftg ; P .ps;
i.e.
H(t;Xt ; u; E fpt=Ftg)  H(t;Xt ; ut ; E fpt=Ftg); P:ps:
En utilisant les théorème (3.26), (3:37) pour avoir un principe du maxi-
mum plus général.
Théorème 3.38. Supposons que b; f sont continues en u pour tout (t; x),
et b (t; x; u), f (t; x; u) ; g(x); sont continûment di¤érentiables en x pour tout
(t; u) ; avec
jbxj+ jxj  K1; et jbj2 + jj2  K1
 
1 + jxj2 + juj2 ;
(1) 8 (t; x) ;  (t; x) : Rd ! Rn sur F (t; x) ; R T
0
j (t; x)j2 dt  K1; et (t; x)+  K0:
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(2) 9q 2 [1;1[, tel que :
jf j+ jgj  K2 (1 + jxjq + jujq) ; et jfxj+ jgxj  K2
 
1 + jxjq 1 + jujq ;
(3) 9" > 0; E exp  " jX0j2	 <1;
(4)U fermé, contient lensemble des contrôles ut Gnt -adapté, tel que :
ju (t; x)j  K1 (1 + kXkt) ; et supposons que u est un contrôle optimal pour
le problème (3:39).
Donc il existe  2 Rm1+1+m2 :  6= 0, i  0 si i  0, iJi (u) = 0 si
i > 0, et un ensemble N0 de mesure nulle tel que : pour t 2 (0; T ] nN0
max
u2U
H (t;Xt; u; pt; ) = H (t;Xt; u

t ; pt; ) ; P .ps,
où















3.3 Principe du maximum de Peng
Dans cette section on donne une généralisation du principe du maximum
de premier ordre dans le cas où  est dépendant du contrôle u. Dans le cas
particulier ou u" = u + "v, et le domaine A est convexe ce résultat a été
obtenue par A-Bensoussan.
S-Peng a formulé un principe plus général que nous exposons maintenant,
on introduit léquation (3:54) pour avoir une estimation de solution de léqua-
tion détat de lordre de  ("), car si on utilise seulement léquation (3:53) on
aura une estimation de lordre O (").
3.3.1 Formulation de problème
Soit (
; F; Ft; P ) un espace de probabilité ltré, fWtgt un d-mouvement
brownien standard, tel que Ft =  fWs : 0  s  tg, on considère léquation
di¤érentielle stochastique suivante :
dX(t) = b (X(t); u(t)) dt+  (X(t); u(t)) dWt; (3.51)
X(0) = x;
b (x; v) : RnRk ! Rn,  (x; v) : RnRn ! L  Rd;Rn,  =  1; 2; :::; d.
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E jv(t)jm <1;m = 1; 2; :::





f (t;X(t); u(t)) dt+ g (X(T ))

, (3.52)
f(x; v) : Rn  Rk ! R; et g(x) : Rn ! R.
Lobjectif est de calculer
V (t; x) = inf
v2U
J (x; v) :
(F ) On suppose que : b; ; f; g , sont deux fois dérivables par rapport à la
variable détat x, et bx; bxx; x; xx; fxx; gxx; sont continues en (x; v), bx; bxx;
x; xx; fxx; gxx sont bornées, et b; ; fx; gx, sont bornées par c (1 + jxj+ jvj).
Remarque 3.39. On pose ' (x; u" (t)) = '" (x) ; pour ' = b; ; bx; bxx;
x; xx; et ' (x; u (t)) = ' (x) ; pour ' = b; ; bx; bxx; x; xx; 8x 2 Rn:




v si t 2 [ ;  + "] ;
u (t) sinon.
où "   < T est xé, " su¢ sament petit, et v est Ft adapté.
On considère les équations suivantes :
dX1 (t) = [b
" (X (t))  b (X (t)) + bx (X (t))X1 (t)] dt (3.53)
+ ["(X (t))  (X (t)) + x(X (t))X1 (t)] dWt;
dX2 (t) = [(b
"




bxx(X (t))X1 (t)X1 (t)]dt




xx (X (t))X1 (t)X1 (t)]dWt:

























E jX1 (t)j2  4E
Z t
0








jbx (X (s))X1 (s)j2 ds+ 4E
Z t
0
jx (X (s))X1 (s)j2 ds;
(en utilisant linégalité (a+ b)2  2a2+2b2). Par (F ) il existe une constante




jbx (X (s))X1 (s)j2 ds+ E Z t
0




E jX1 (s)j2 ds:
Par dénition de u" (t) ; on aR T
0
E jb" (X (s))  b (X (s))j2 ds+ R T
0




















E jX1 (t)j2  
Z t
0
E jX1 (t)j2 ds+ (1 +M) "

:

















Remarque 3.41. On pose X3 = X1 +X2 pour la simplicité.
Il sagit souvent dutiliser les inégalités (3.56), (3.57), dans la suite. En
appliquant le développment de Taylor au pointX; et à lordre 1 aux fonctions
b" (X +X3) ; et " (X +X3), il vientZ t
0
b" (X (s) +X3 (s)) ds+
Z t
0




























b (X (s)) ds+
Z t
0




bx (X (s))X3 (s) ds+
Z t
0




[b" (X (s))  b (X (s))] ds+
Z t
0































 ["xx (X (s) + X3 (s))  xx (X (s))] ddX3X3 (s) dWs












bxx (X (s)) (X2 (s)X2 (s) + 2X1 (s)X2 (s))










xx (X (s)) (X2 (s)X2 (s) + 2X1 (s)X2 (s))






 ["xx (X (s) + X3 (s))  xx (X (s)) ddX3 (s)X3 (s)] ;
alors
X (t) +X3 (t) = X0 +
Z t
0
b" (X (s) +X3 (s)) ds+
Z t
0









X" (t) = X0 +
Z t
0
b" (X" (t)) ds+
Z t
0
" (X" (s)) dWs;
donc
X" (t) X (t) X3 (t) =
Z t
0











A" (s) dW (s) :
Comme b et  sont Lipschitziennes, donc il existe une constante ; tel
que :
E jX" (t) X (t) X3 (t)j2  6
Z t
0




E jG" (s)j2 ds+ 6
Z t
0
E jA" (s)j2 ds:
75
Daprès (F), on a
E jG" (s)j2  CE jX3 (s)X3 (s)j2 + CE jX2 (s)X2 (s)j2 + CE jX1 (s)X2 (s)j2
+CE jX2 (s)j2 ;
par (3:56), (3:57); et linégalité de Cauchy-Schwartz, on a E jG" (s)j2 =  (").
De la même manière et comme x et xx sont bornées, on aE jA" (s)j2 =  ("),
donc
E jX" (t) X(t) X3 (t)j2  K
Z t
0
E jX" (s) X(s) X3 (s)j2 ds+  (") :
Par le lemme de Gronwall, on a
E jX" (t) X(t) X3 (t)j   (") exp (KT ) =  (") :
Et par linégalité de Bukholder-Davis-Gundy on obtient (3:55).
Lemme 3.42. Sous les conditions de lemme (3:40), on a
 (")  E
Z T
0









gx (X (T ))X3 (T ) +
1
2





(f (X (t) ; u"(t))  f (X (t) ; u (t))) dt

: (3.58)
Remarque 3.43. Dans le cas où  est ne dépend pas de u; on utilise
seulement léquation (3.53), et la relation (3:58) devient sous la forme
 (")  E
Z T
0




[f (X (s) ; u" (s))  f (X (s) ; u(s))] ds: (3.59)

















[f (X (t) +X3 (t) ; u
"(t))  f(X(t); u(t))] dt
+E [g (X (T ) +X3 (T ))  g(X(T ))] +  (") ;
en appliquant le développement de Taylor aux fonctions f (X(t) +X3 (t) ; u" (t)) ;
et g (X (T ) +X3 (T )) en X(t); et à lordre 2, il vient
f (X(t) +X3 (t) ; u
"(t))  f (X (t) ; u(t)) (3.60)




fxx (X (t) ; u
"(t))X3 (t)X3 (t) + 
 jX3(t)j2 ;
g (X (T ) +X3 (T ))  g(X(T )) (3.61)
= gx (X (T ))X3 (T ) +
1
2
gxx (X (T ))X3 (T )X3 (T ) + 
 jX3(t)j2 ;
daprès (3:56) et (3:57), on a
  jX3(t)j2 =  (") ;




















[gxx (X (T ))X1 (T )X1 (T )] +  (T ) +  (") ; (3.62)
tel que :
 (T ) = E
Z T
0
(fx (X (t) ; u



















E [gxx (X (t)) (X1 (T )X2 (T ) +X2 (T )X1 (T ) +X2 (T )X2 (T ))] :
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Par (F), on a
[1] E [fx (X(t); u"(t))  fx(X(t); u(t))]X3 (t) dt  K
R +"






"(t))  fxx (X(t); u(t)))X3 (t)X3 (t) dt
 K R T
0




[fxx (X(t); u(t)) (X1 (t)X2 (t) +X2 (t)X1 (t) +X2 (t)X2(t))] dt:
 K R T
0
E (X1 (t)X2 (t)) dt+K
R T
0




E (X2 (t)X2(t)) dt.
Par (3.56), et (3.57), avec linégalité de Cauchy-Schwartz, on a
 (T )  K "  p"+ "+ "  "+ 2"p"+ "2+ "p"+K"2 =  (") :
En substituant dans (3:62) on conclut.
3.3.2 Inégalité variationelle et processus adjoints
Grâce à (3:58), on a deux estimations à faire, on calcule en premier les-




fx (X(t); u(t))X3(t)dt+ gx(X(T ))X3 (T )

, (3.63)




fxx (X (t) ; u(t))X1(t)X1(t)dt+ gxx (X (T ))X1(T )X1(T )

, (3.64)
On considère lEDS suivante :
dz(t) = (bx (t) z(t)   (t)) dt+ (x (t) z (t) +  (t)) dWt; z(0) = 0 (3.65)
( (:) ;  (:)) 2 L2F (0; T ;Rn)
 
L2F (0; T ;Rn)
d
;
tel que :  = ( 1; :::;  d), et L
2
F (0; T ;Rn) : lespace des processus adapté et
de carré intégrable a valeurs dans Rn.
Voici une forme linéaire continue sur L2F (0; T ;Rn) (L2F (0; T ;Rn))d
I ( (:) ;  (:)) = E
Z T
0
fx (t) z(t)dt+ Egx(T )z(T ): (3.66)
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L2F (0; T ;Rn)(L2F (0; T ;Rn))d est un espace de Hilbert, donc par le théo-
rème de représentation de Riesz, il existe un couple unique (p (:) ; q (:)) dans









qj (t) ;  j (t)
#
dt = I ( (:) ;  (:)) ; (3.67)
8 ( (:) ;  (:)) 2 L2F (0; T ;Rn) (L2F (0; T ;Rn))d :
En utilisant le théorème de représentation de Riesz avec (3.53), (3.54)













































j"x (X (s))  jx (X (s))

X1(s)ds:
Donc (3.58) devient sous la forme
 (")  E
Z T
0











EXT1 (T ) gxx (X(T ))X1(T ); (3.70)
tel que :















XT1 (s)Hxx(X(s); u(s); p(s); q(s))X1 (s) ds;
et pour cela on pose : Y (s) = X1(s)XT1 (s), et en appliquant la formule dItô,
on obtient





x (X (t))]dt (3.72)
+







" (t) = X1 (t) (b
" (X (t))  b (X(t)))T + (b" (X (t))  b (X(t)))X1(t)
+x (X (t))X1(s) (
"(X (t))   (X (t)))T
+(" (X (t))   (X (t)))XT1 (t)Tx (X (t))
+ (" (X (t))   (X (t))) (" (X (t))   (X (t)))T ;
 " (t) = X1(t) (
" (X (t))   (X (t)))T + (" (X (t))   (X(t)))XT1 (t):




" (t) dt  E
Z T
0
(" (X (t))   (X (t))) (" (X (t))   (X (t)))T dt




 " (t) dt   (") :
Consédérons léquation linéaire associée à (3:72)
dZ (t) = fZ (t) bTx (X (t)) + bx (X (t))Z(t) +
dX
j=1
jx (X (t))Z (t)
jT
x (X (t))gdt
+ (t) dt+ fZ (t)Tx (X (t)) + x (X (t))Z(t) +  (t)gdWt; (3.73)
Z (0) = 0, ( (:) ;  (:)) 2 L2F (0; T ;Rn;n)(L2F (0; T ;Rn;n))d,  = ( 1;  2; :::;  d) :
Rn;n : lespace des matrices symétriques, muni dun produit scalaire
(A1;A2) = tr (A1;A2) , 8A1; A2 2 Rn;n:
80
Voici une forme linéaire continue sur L2F (0; T ;Rn;n) (L2F (0; T ;Rn;n))d
M ( (:) ;  (:)) = E
Z T
0
(Z (t) ; Hxx (t)) dt+ E [(Z (t) ; gxx (X(T )))] ;
(3.74)
donc il existe (P (:) ; Q (:)) unique dans L2F (0; T ;Rn;n)  (L2F (0; T ;Rn;n))d,
tel que :
















XT1 (s) fxx (X (s) ; u(s); p(s); q(s))X1 (s) ds
+EXT1 (T ) gxx (X(T ))X1 (T )
  (") :
Donc (3.70) devient sous la forme
 (")  E
Z T
0

















Daprès (3.70), on a
 (")  E
Z T
0









("(X (t))  (X (t)))T P (t) ("(X (t))   (X (t)))
i
dt;
en utilisant la dénition de u"; et en faisant tendre " vers 0, on obtient




tr [( (X(t); v)   (X(t); u(t))) P (t) ( (X(t); v)   (X(t); u(t)))]
pour tout u 2 U , où dune manière équivalente : 8v 2 U




T (X () ; v)P ()











Et les processus adjoints p (t) ; et P (t) sont donnés par :





 fx(t;X(t); u(t))dtg + q(t)dW (t), t 2 [s; T ] ;
p(T ) =  fx (X (T ))
(3.75)








fjx (t;X(t); u(t))T Qj(t) +Qj(t)jx (t;X(t); u(t))





j (t) , t 2 [s; T ] ,
P (T ) =  fxx(X(T ))
(3.76)
Remarque 3.44. Sous les conditions (S6), (S7), (S8) léquation (3.75) (resp
(3.76)) admet une solution (p (:) ; q(:)), (resp (P (:); Q(:))) unique.
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Chapitre 4
Lien entre PD et PM
Nous avons étudie dans les chapitres 1 et 2, les deux approches dopti-
misation dynamique stochastique PM et PD. Il serait intéressant maintenant
détudier le lien entre ces deux approches. Le problème est alors dessayer
dobtenir des relations entre léquation dH:J:B; et le système Hamiltonian,
cest à dire entre la fonction valeur V et les processus adjoints pt; Pt.
On dénit U : un espace métrique, la variable t désigne le temps, on
suppose que t 2 [s; T ], avec 0  s, et T < 1; on considère lEDS contrôlée
suivante :
dX(t) = b(t;X(t); u(t))dt+  (t;X (t) ; u (t)) dW (t); t 2 [s; T ] ; (4.1)
X(s) = y:
La fonction coût est de la forme :
J(s; y; u(:)) = E
Z T
s
f (t;X (t) ; u (t)) dt+ g(X(T ))

: (4.2)
On note par Uw [s; T ] lensemble de tout (
; F; P;W (:); u(:)), satisfaisant :
(S1) (
; F; P ) un espace probabilisé complet,
(S2) fW (t)gtsun d-mouvement Brownien sur (
; F; P ) ; on suppose que
F st =  fW (r) ; s  r  tg ;
(S3) u : [s; T ] 
! U est fF st g-adapté dans (
; F; P ),
(S4) Léquation (4:1) possède une unique solution dans (
; F; F st ; P ) ;
(S5) f (:; X (:) ; u (:)) 2 L1F (0; T ;R) ; g (X (T )) 2 L1F (
;R) :
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4.1 Formulation de problème Ssy
On dénit
V (s; y) = inf
u
J(s; y; u(:)); 8 (s; y) 2 [0; T ] Rn; (4.3)
V (T; y) = g(y); 8y 2 Rn:
Remarque 4.1. Pour simplier lécriture, on pose
rxV (t; x) = Vx (t; x) ; DxxV (t; x) = Vxx(t; x);
on note : ' (t;X (t) ; u (t)) = ' (t) ; pour ' = b; bx; bxx; ; x; xx; f; fx;
fxx; g; gx; gxx, tel que : u est un contrôle optimal.
On suppose que
(S6) (U; d) un espace métrique séparable complet,
(S7) b; ; f : [0; T ]RnU ! Rn; Rnm; R (respectivement), g : Rn ! R;
sont uniformément continues, et 9L > 0; tel que : pour ' = b, , f , g, on a j' (t; x; u)  ' (t; bx; u)j  L jx  bxj ; 8t 2 [s; T ] , x; bx 2 Rn, u 2 U;
j' (t; 0; u)j  L, 8 (t; u) 2 [0; T ] U;
(4.4)
(S8) b; ; f; g sont C2 en x, et il existe L > 0; et  : [0;1)! [0;1), ( :
module de continuité) tel que : pour ' = b; ; f; gj'x (t; x; u)  'x (t; bx; bu)j  L jx  bxj+  (d (u; bu)) ;
j'xx (t; x; u)  'xx (t; bx; bu)j   (jx  bxj+ d(u; bu)) ; (4.5)
8t 2 [0; T ], x; bx 2 Rn, u; bu 2 U .
On considère léquation dH:J:B associée au problème (Ssy)(  Vt (t; x) + sup
u2U
G (t; x; u; Vx (t; x) ; Vxx (t; x)) = 0, (t; x) 2 [s; T ) Rn;
Vt=T = g(x), x 2 Rn;
(4.6)
où
G (t; x; u; Vx(t; x); Vxx(t; x)) = LuV (t; x)  f(x; u)








Et dautre part, on associé à toute couple admissible (X (:) ; u (:)) les deux
couples (p (:) ; q (:)) ; et (P (:); Q(:))
(p (:) ; q (:)) 2 L2F (0; T ;Rn) [L2F (0; T ;Rn)]m ;
(P (:); Q(:)) 2 L2F (0; T ;Sn) [L2F (0; T ;Sn)]m :
(4.8)
Si (Xt ; u

t ) est une solution optimale pour le problème (Ssy), et (p (:) ; q (:))
(resp (P (:) ; Q (:))) est lunique solution adapté de (3.75) (resp (3.76)), donc :
(X (:) ; u (:) ; p (:) ; q (:) ; P (:) ; Q (:)) est le 6-solution pour le problème (Ssy),
et (X (:) ; u (:) ; p (:) ; q (:)) est le 4-solution pour le problème (Ssy) ;
Nous allons maintenant faire un calcul formel à partir de (Ssy), on déduit
une relation entre PD et PM, (autrement dit : entre V; et les processus
adjoints pt et Pt), calcul qui sera justié plus loin, et montrer comment les
propriétés connues dans le cas où V 2 C1;2 ([0; T ] Rn) ; décrits dans le cas
où V =2 C1;2 ([0; T ] Rn) : La notion de solution de viscosité joue un rôle
crucial.
4.2 1er cas : V (:; :) 2 C1;2 ([0; T ] Rn)
Théorème 4.2. Supposons que les conditions (S6), (S7) ont lieu, soit
(s; y) 2 [0; T ]  Rn, et (X(:); u(:); p(:); q(:)) le 4-solution optimale pour le
problème (Ssy), on suppose que V 2 C1;2 ([s; T ] Rn), donc 8t 2 [s; T ]
Vt (t;X
(t)) = G (t;X(t); u(t); Vx (t;X(t)) ; Vxx (t;X(t))) ; (4.9)
= max
u2U
G (t;X(t); u; Vx (t;X(t)) ; Vxx (t;X(t))) :
De plus, si V 2 C1;3 ([0; T ] Rn) ; et Vtx est continue, donc
Vx(t;X
(t)) =  p(t); 8t 2 [s; T ] ; P:ps;
Vxx(t;X
 (t)) (t) =  q(t), 8t 2 [s; T ] , P:ps: (4.10)
Preuve. On a
V (t;X(t)) = E
Z T
t
f (r)dr + g (X (T )) =F st

; 8t 2 [s; T ] ; P:ps. (4.11)
On dénit
m (t) = E
Z T
s









m(t) est F st -martingale de carré intégrable, donc par le théorème de repré-
sentation du martingale












Et dautre part, en appliquant la formule dItô à V (t;X(t)) ; on a










(t))T  (t) dW (t): (4.15)
Par comparaison entre (4:14); et (4:15) on obtient






 (t)T Vxx (t;X(t)) (t)

;
M(t) = Vx (t;X
(t))T  (t) : (4.16)
Ce que prouve la 1er égalité dans (4:9): Comme V 2 C1;2 ([0; T ] Rn)
satisfaisant léquation dH:J:B, donc la 2nd égalité est vériée aussi par (4:6),
on a
G(t;X(t); u(t); Vx(t;X(t)); Vxx(t;X(t)))  Vt(t;X(t)) = 0
 G(t; x; u(t); Vx(t; x); Vxx(t; x))  Vt (t; x) ; 8x 2 Rn; (4.17)
si V 2 C1;3 ([0; T ] Rn) ; et Vtx est continue, alors
@
@x
fG(t; x; u(t); Vx(t; x); Vxx(t; x))  Vt (t; x)g =x=X(t) = 0; (4.18)
cest à dire :
0 = Vtx (t;X













































1 ; :::; (Vx)
nT : (4.21)
Dautre part, en appliquant la formule dItô à Vx (t;X(t)) ; on obtient
dVx (t;X










 (t))(t)dW (t); (4.22)









+f x(t)gdt+ Vxx (t;X(t)) (t) dW (t); (4.23)
on note que
 Vx (T;X(t)) =  gx(X(T )):
Donc par unicité des solutions de léquation (3.75) on obtient (4.10) -par
comparaison entre (4.23), et (3.75)-
Corollaire 4.3. Soit (s; y) 2 [0; T ]  Rn, supposons que les conditions
(S6 ), et (S7 ) ont lieu, soit (X (:) ; u(:)) le couple optimal pour le problème
(Ssy), on suppose que V 2 C1;2 ([0; T ] Rn), donc
V (t;X (t)) = V (s; y) 
Z t
s




(r))T  (r) dWr:
Remarque 4.4. le corollaire précédent donne une représentation explicite
pour le processus dItô V (t;X (t)), en particulier :
t! V (t;X (t)) +
Z t
s
f  (r) dr; t 2 [s; T ]
est une martingale.
Exemple. On prend U = [ 1; 1] ; et n = m = 1. Létat est donné par
dXt = 2utdt+
p
2dWt, t 2 [0; T ] ;
Xs = y:
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On considère la fonction coût




u2 (t) + 1

dt  log chX(T )

;
où : chx = 1
2
(ex + e x), pour (s; y) xé, et u (:) 2 Uw [s; T ]. En appliquant
la formule dItô à : log chX(t):
Posons f(x) = log chx, donc




f 00(x) = (thx)0
=
chx (shx)0   shx (chx)0
ch2x
= 1  th2x = th 2x:
Alors



























= log chy +
Z T
s










u2 (t) + 1




(u (t)  thX (t))2 dt  0;
car  





(u (t)  thX(t))2 dt  0;
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donc














2dW (t); t 2 [0; T ] ;
X(0) = 0;
On obtient, en appliquant la formule dItô à : g (X(t)) = thX(t)


















d hX; Xit ;






































2 [chX(t)] 2 dW (t), t 2 [0; T ] ;
thX(T ) à la date T:
Par lunicité des solutions (p (:) ; q(:)) de léquation (3:75); donc





Et dautre part, daprès le théorème de représentation du martingale, on
a 9Q 2 L2F (0; T ;R) ; tel que :
E














(chX(T )) 2 =F st

= Q(t)dW (t), t 2 [0; T ] ;
E

(chX(T )) 2 =F sT

= [chX(T )] 2 ;
(4.25)
par lunicité des solutions de léquation (3.76), et par comparaison avec (4.25),
on a
P (t) = E

(chX(T )) 2 =F st

:
Par la formule dItô











P (t) = E

(chX(T )) 2 =F st

;
 [chX(t)] 2  Vxx (t;Xt ) :
4.3 2em cas : V (:; :) =2 C1;2 ([0; T ] Rn)
On va maintenant étudier le cas où V =2 C1;2 ([0; T ] Rn), et donnant une
généralisation de (4.10), où V 2 C ([0; T ] Rn). Considérons les ensembles
suivantes
D1;2;+t+;x V
 bt; bx = ((; ; ) 2 R Rn  Sn : lim
t&bt;x!bx
I





 bt; bx = ((; ; ) 2 R Rn  Sn : lim
t&bt;x!bx
I






 bt; bx = V (t; x)  V  bt; bx  (t  bt)   (x  bx)  1
2
(x  bx)T  (x  bx) :
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D1;2;+t+;x V
 bt; bx : le 2nd ordre sous-di¤érentiel (à droite) de V 2 C ([0; T ] Rn) ;
au point
 bt; bx 2 [0; T ] Rn.
D1;2; t+;x V
 bt; bx : le 2nd ordre sur-di¤érentiel (à droite) de V 2 C ([0; T ] Rn) ;
au point
 bt; bx 2 [0; T ] Rn.
Nous dénissons
D2;+x V

















 bt; bx = V  bt; x  V  bt; bx   (x  bx)  1
2
(x  bx)T  (x  bx) :
D1;+t+ V
 bt; bx = ( 2 R = lim
t&bt





 bt; bx = ( 2 R=lim
t&bt





 bt; bx (resp D2; x V  bt; bx) est le 2nd ordre sous-di¤érentiel (resp sur-
di¤érentiel) partiel de V au point bx; (bt xé), D1;+t V  bt; bx (resp D1; t V  bt; bx)
est le 1er ordre sous-di¤érentiel (resp sur-di¤érentiel) partiel de V au point bt;
(bx xé).
Sous les conditions (S1)-(S2), la fonction V (uniformément continue) est
lunique solution de viscosité de léquation dH:J:B, on obtient alors 8 (t; x) 2




G (t; x; u; ; )  0, 8 (; ; ) 2 D1;2;+t+;x V (t; x) ;
 + sup
u2U
G (t; x; u; ; )  0, 8 (; ; ) 2 D1;2; t+;x V (t; x) ;
V (T; x) = g(x):
(4.32)
Notation. [s;1) = fbs 2 Sn=bs  sg, ( 1; s] = fbs 2 Sn=bs  sg ; pour
tout s 2 Sn. On note
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' (t;X (t) ; u (t)) = ' (t) ; pour ' = b; bx; bxx; ; x; xx; f; fx; fxx; g;
gx; gxx; et
' (t;X (t) + z (t) ; u (t)) = ' (t; ) ; pour ' = b; bx; bxx; ; x; xx:
4.3.1 a)V (t; :) =2 C2 (Rn)
Théorème 4.5. Soit (s; y) 2 [0; T )  Rn; et soit (X; u; p; q; P;Q) une
solution optimale pour le problème (Ssy). Sous les conditions (S6), (S7), (S8),
on a 8t 2 [s; T ]
f p(t)g  [ P (t);1)  D2;+x V (t;X(t)) ; P:ps; (4.33)
D2; x V (t;X
(t))  f p(t)g  ( 1; P (t)] ; P:ps: (4.34)
Preuve. On xe t 2 [s; T ], z 2 Rn, t  r  T: On note par Xz (:) la
solution de lEDS
Xz (r) = z +
Z r
t
b (;Xz () ; u()) d+
Z r
t
 (;Xz () ; u ()) dW () :
(4.35)
Posons z (r) = Xz (r)   X (r). Nous allons maintenant indiquer que
(4:35) est une EDS sur
 

; F; fF sr grs ; P (:=F st )







jz (r)j2K =F st

 K jz  X (t)j2K ; P:ps; (4.36)







z(r)T bxx (r) 
z(r)


















j (r) ; (4.37)
z (t) = z  X (t) :
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dz (r) = bx (r) 









j (r) ; (4.38)
z (t) = z  X (t) :
Où les quantités z (r)T bxx (r) 
z (r) ; z (r)T jxx (r) 
z (r) ; "z1 (r) ; "
j
z2 (r) ;
"z3 (r) ; "
j
z4 (r) ; sont données par
z (r)T bxx (r) 
z (r) =

z (r)T bxx (r) 




z (r)T jxx (r) 
z (r) =

z (r)T 1jxx (r) 






















(1  ) z (r)T jx (r; )  jxx (r)	 z (r) dr:
1er étape (estimation). On montre que pour une constante K  1, il
existe une fonction croissante continue  : [0;1) ! [0;1) ; indépendant de






























"jz4 (r)K dr=F st    jz  X (t)j2KP:ps:
On pose E [:=F st ] =E










fbx (r; )  bx (r)g dz (r)
 dr;
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Et jz (r)j4K dr
 K jz  X (t)j4K :




"jz2 (r)2K dr  K jz  X (t)j4K :




































 K jz  X (t)j4K :




"jz4 (r)K dr  K jz  X (t)j :
2nd étape (relation du dualité). Appliquant la relation du dualité




f x (r) :



















































z (r) + z (r)jx (r)




z (t) =  (t)  (t)T :
où
"z5 (r) = "z1 (r) 







z (r) :"jz2 (r)
T + "jz2 (r) 







"jz6 (r) = "
j
z2 (r) 
z (r)T + z (r) "jz2 (r)
T :
En appliquant la relation du dualité aussi entre z (:) et P (:) ; en utilisant
























Rappelons que : z 2 Rn est rationnel si touts ses coordonné sont ration-
nels, et que lensemble des nombrs rationnels est dénombrable, donc
V (t;X (t)) = E
Z T
t
f (r;X(r); u (r)) dr + g (X (T )) =F st

;
et (4:36), (4:39), (4:41), sont vériées pour tout z rationnel, et 

; F; P (:=F st );W (:) W (t);u (:) =[t;T ]
 2 Uw ([t; T ]) ;
avec : sup
srT
(jp (r) j+jP (r)j) < +1.
3em étape Completion de preuve. Soit z rationnel, donc
V (t; z)  V (t;X(t))  Et
Z T
t
ff (Xz (r) ; u (r))  f (X (r) ; u (r))g dr
+Et fg (Xz (T ))  g (X (T ))g : (4.42)
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Daprès le développement de Taylor, on a
V (t; z)  V (t;X (t))  Et
Z T
t
f x (r) :














Etz (T )T gxx (T ) 
z (T )
+   jz  X (t)j2 ; (4.43)
comme




















z (r)T Hxx (r) 













z (r) dr: (4.44)
Substituant (4:39); et (4:44) dans (4:43); il vient
V (t; z)  V (t;X (t))




z (r)T Hxx (r) 
z (r) dr (4.45)
 1
2
Etz (T )T gxx (T )) 
z (T ) +  (jz  X (t)j) :
Maintenant daprès (4:41); on a
V (t; z)  V (t;X (t))
  p(t):z (t)  1
2
z (t)T P (t)z (t) +   jz  X (t)j2
=  p(t): (z  X (t))  1
2
(z  X (t))T P (t) (z  X (t))
+   jz  X (t)j2 : (4.46)
Comme V (t; x) est continue donc (4.46) est vérié pour tout z 2 Rn;
alors
( p(t); P (t)) 2 D2;+x V (t;X (t)) : (4.47)
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Et daprès (4:28) ; on obtient (4:33) ; i.e.
f p(t)g  [ P (t);1)  D2;+x V (t;X (t)): (4.48)
Pour (4:34), on xe w 2 
; tel que (4:46) est vériée, 8z 2 Rn. Par






V (t; z)  V (t;X)   (z  X)  1
2








jz Xj2 ( p(t) + ) : (z  X) 
1
2
(z  X)T (P (t) + ) (z  X) :
(4.50)
i.e. p =  p(t), et P   P (t); ce qui prouve (4:34).
Remarque 4.6. Si V 2 C1;2 ([0; T ] Rn), par (4:33) et (4:34); on ob-
tient 
Vx (t;X
 (t)) =  p(t);
Vxx (t;X
 (t))   P (t): (4.51)
4.3.2 b) V(:; x) =2 C1 ([0; T ])
On étudie maintenant le sous et le sub-di¤érentiel de la fonction valeur
au point t; On considère la fonction H donnée par
H (t; x; u) = G(t; x; u; p(t); P (t)+tr
 
T (t; x; u) [q (t)  P (t) (t)]); (4.52)
(p(:); q(:)), (P (:); Q (:)) : les solutions des équations (3:75), (3:76) associées
avec (X (:) ; u (:)).
Théorème 4.7. Sous les conditions de théorème (4.4), on a
H (t;X (t) ; u (t)) 2 D1;+t+ V (t;X (t)) ; 8t 2 [s; T ] ; P:ps: (4.53)
Preuve. Soit  2 [t; T ] ; tel que : t 2 [s; T ], on note par X (:) la solution
de lEDS








 (;X () ; u
 ()) dW () :
(4.54)
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Posons :  = X (r)   X (r) pour r 2 [ ; T ] ; et avec la probabilité





j (r)j2K =F s

 K jX () X (t)j2K ; P:ps; (4.55)
en prenant lespérance E [:=F st ] on obtient, (on note que F
s





j (r)j2K =F st

 K j   tjK ; P:ps: (4.56)
Pour le processus  (:), on introduit les équation variationnelles de pre-
mier, et de second ordre (en appliquant les formules de Taylor du premier et
du seconde ordre), pour r 2 [ ; T ] ; on a
d (r) = b

x (r)  (r) dr +
mX
j=1
jx (r)  (r) dW






 () =  
Z 
t
b (r) dr  
Z 
t
 (r) dW (r) : (4.57)
d (r) =





T bxx (r)  (r)

















j (r) ; (4.58)
 () =  
Z 
t
b (r) dr  
Z 
t
 (r) dW (r) :
Nous montrons une estimation pour "i; i = 1; 3, et "
j
i; i = 2; 4; et
j = 1; 2; :::;m.
































"j4(r)K =F st    j   tjK P:ps:
On note que : 

; F; P (:=F s ) ;W (:) W () ; u (:) =[;T ]
 2 Uw [ ; T ] ; P:ps: (4.59)
Maintenant par dénition de la fonction valeur, on a
V ( ;X(t))  E
Z T

f (r;X (r) ; u




pour tout rationnel  > t; on a
V (t;X (t)) = E
Z T

f (r;X (r) ; u (r)) dr + g (X (T )) =F st

; (4.61)
et (4:56), (4:59), (4:60); sont vériées, avec
(
; F; P (:=F s ) ;W (:) W () ; u (:) =[;T ]) 2 Uw [ ; T ] ; 8 > t ; (4.62)
et sup
srT
(jp(r)j+ jP (r)j) < +1; ( rationnel).
On note E (:=F ts) par E
t [:], donc pour  > t; on a






f  (r) dr +
Z T

[f (r;X (r) ; u
 (r))  f  (r)] dr





f  (r) dr + Et
Z T

f x (r) : (r) dr + E

















gxx (T ) : (T )  (T )
T

+  (j   tj) ;
99
donc
V ( ;X(t))  V (t;X (t))   Et










f  (r) dr +  (j   tj) : (4.63)
Pour le terme de droite de (4.63) on a lestimation suivante, on note que



























= (   t)
Z 
t
Et j' (r)j2 dr
Z 
t
Et j (r)j2 dr
 1
2




























= (   t)
Z 
t
Et j' (r)j2 dr
Z 
t
Et j (r)j2 dr
 1
2
=  (j   tj) ; 8t 2 [s; T ); P:ps: (4.65)
Donc daprès (4.57), et (3.75)
Et (p () : ()) = E
t (p (t) : () + (p ()  p (t)) : ()) ;





b (r) dr  
Z 
t






















b (r) dr  
Z 
t




De la même manière, on a
Et ()






 (r)T P (t) (r)

dr+ (j   tj) : (4.66)
Daprès (4:63); (4:64); (4:66); il vient pour tout  rationnel  > t



























f  (r)) dr

+  (j   tj) ;
= (   t)H (t;X (t) ; u (t)) +  (j   tj) ; (4.67)
alors
H (t;X (t) ; u (t)) 2 D1;+t+ V (t;X (t)) ;
Theoreme 4.8. Sous les conditions de théorème (4:5) ; on a 8t 2 [0; T ] ;
[H (X (t) ; u (t)) ;1) f p(t)g  [ P (t);1)  D1;2;+t+;x V (t;X (t)); P:ps
(4.68)
D1;2; t+;x V (t;X
 (t))  ( 1; H (X (t) ; u (t))]f p(t)g ( 1; P (t)] ; P:ps
(4.69)
Remarque 4.9. Daprès le théorème (4:2); on a
q (t) =  Vxx (t;X (t)) (t) : (4.70)
Et daprès (4.51), on a
Vxx (t;X
 (t))  P (t):
Nous allons établir maintenant une relation générale entre q; P; et .
Proposition 4.10. Sous les conditions de théorème (4.5), on a
8t 2 [s; T ] ; tr

 (t)T (q (t)  P (t) (t))

 0; P:ps; (4.71)
cest à dire :
H (t;X (t) ; u (t))  G (t;X (t) ; u (t) ; p(t); P (t)) ; P:ps:
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Preuve. Daprès (4:68); et le fait que V est solution de viscosité de
léquation dH:J:B; on a
 H (t;X (t) ; u (t)) + sup
u2U
G (t;X (t) ; u (t) ; p(t); P (t))  0;
alors
0   G (t;X (t) ; u (t) ; p(t); P (t)) + sup
u2U
G (t;X (t) ; u (t) ; p(t); P (t))
 tr
h










 (t)T (q (t)  P (t) (t))
i
 0:
Lemme 4.11. Soit g 2 C ([0; T ]) ; tel que : g (t) = g(T ) pour t  T ,
g (t) = g (0) pour t  0. Supposons que 9 2 L1 (0; T ) ; tel que :
lim
h!0
[g (t+ h)  g(t)] 1
h











[g (r + h)  g(r)] 1
h
dr; (4.72)
tel que : 0      T .











































= g ()  g () ; (4.73)
ce que preuve (4:72):
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Nous terminons ce paragraphe en précisant une théorème de vérication
dans le cas où V=2 C1:2 ([0; T ] Rn) :
Théorème 4.12. Supposons que les conditions (S6 ), (S7 ) ont lieu. Soit
V 2 C ([0; T ] Rn), la solution de viscosité de léquation dH:J:B, donc
V (s; y)  J (s; y;u(:)) ; (s; y) 2 [0; T ] Rn; (4.74)
et de plus, soit (s; y) 2 [0; T ]Rn; et (X (:) ; u(:)) un couple admissible du
problème (Ssy) tel que :
9  ; ;  2 L2 (s; T ;R) L2F (s; T ;Rn) L2 (s; T ;Sn) ;
avec  
(t); (t); (t)










t;X (t) ; u (t) ; p(t); P (t) dt; (4.76)
donc (X (:) ; u (:)) est optimal.
Preuve. (4; 74) est vérie, (utilisant le fait que la solution de viscosité de
léquation dH:J:B est unique).
Maintenant pour V (:; :) 2 C ([0; T ] Rn), il existe ' (:; :) 2 C1;2 ([0; T ] Rn) ;
tel que : ' (t; x)  ' (t; x; ; ; ), (; ; ) 2 R  Rn  Sn; et (; ; ) 2
D1;2;+t+;x V (t; x), avec
('t (t; x) ; 'x (t; x) ; 'xx (t; x)) = (; ; ) ; (4.77)
tel que : V   ' admet un maximum en (t; x) 2 [0; T ] Rn. Soit
 (r; z)  '  r; z; t;X(t);  (t) ; (t); (t) ;
où
 
 (t) ; (t); (t)

satisfaisant à (4:76); et (4:77) dans lespace probabilisé
(
; F; P (:=F st )). En appliquant la formule dItô à  (r; x (r)) ; il vient
Et fV (t+ h;X (t+ h))  V (t;X (t))g





) + x (r;X














E fV (t+ h;X (t+ h))  V (t;X (t))g
























[EV (t+ h;X (t+ h))  EV (t;X (t))]
 E[ (t) +  (t) :b (t) + 1
2
ftr (t)T (t) (t)g]; (4.79)
Utilisant le lemme (4:11), il vient avec g(t) = EV (t;X (t))














f (t;X (t) ; u (t)) dt; (4.80)
donc
V (s; y)  J(s; y; u(:)):




Dans ce mémoire, nous nous sommes intéressés aux problème de contrôle
optimal de systèmes gouvernés par des équations di¤érentielles stochastiques
du type Itô. En particulier, laccent a été mis sur les deux approches les plus
connues dans la littérature sur le contrôle : le principe du maximum sto-
chastique ainsi que sur la programmation dynamique. Nous avons présenté
en détails lapproche de Haussmann pour le principe du maximum pour des
systèmes avec contraintes. Celle ci est basée essentiellement sur le théorème
de Guirsanov et le théorème de représentation des martingales. Nous avons
aussi présenté lapproche de Peng pour les systèmes où le coe¢ cient de di¤u-
sion dépend explicitement de la variable de contrôle. La deuxième approche à
laquelle nous nous sommes intéressé est celle de la programmation dynamique
qui nous amène à étudier une équation parabolique fortement non linéaire
vériée par la fonction de valeurs. La notion de solution de viscosité y joue
un rôle crucial. Enn nous nous sommes intéressés au lien qui existe entre
les deuc approches. Il a été montré en particulier que le processus adjoint est
intimement lié à la dérivée de la fonction de valeurs.
Il serait intéressant de voir ce qui se passe quand il sagit de di¤usions
avec sauts. Cest ce que nous envisageons de faire dans un proche avenir.
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