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Abstract In this paper we nd an explicit formula for the most general vector evolu-
tion of curves on RP
n 1
invariant under the projective action of SL(n;R). When this
formula is applied to the projectivization of solution curves of scalar Lax operators with
periodic coecients, one obtains a corresponding evolution in the space of such oper-
ators. We conjecture that this evolution is identical to the second KdV Hamiltonian
evolution under appropriate conditions. These conditions give a Hamiltonian inter-
pretation of general vector dierential invariants for the projective action of SL(n;R),
namely, the SL(n;R) invariant evolution can be written so that a general vector dier-
ential invariant corresponds to the Hamiltonian pseudo-dierential operator. We nd
common coordinates and simplify both evolutions so that one can attempt to prove the
equivalence for arbitrary n.
Short title: Invariant Equations and the AGD Bracket.
1991 Mathematics Subject Classication: 58F08, 53C57, 58G35.
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1. Introduction
In this paper we try to answer the following question: let L(t; ) be a family of scalar
dierential operators with periodic coecients following an evolution (in t) which is
Hamiltonian with respect to the second KdV Hamiltonian structure or Adler{Gel'fand{
Dikii bracket. Consider a family of solution curves (t; ) associated to L(t; ). Is there
a simple way to describe the evolution of (t; )? The importance of studying the space
of solutions of L was pointed out by Wilson in [Wi]. These curves are also used to
provide a discrete invariant of the Poisson bracket, one of the two invariants which
classify the symplectic leaves, [OK]. The answer to this question could, of course, oer
an alternative denition of the bracket.
Here, we aim to show that the evolution of the solution curve is important by
itself. In fact, we will see that the evolution of its projectivization (t; ) corresponds
to the most general evolution of curves on real (n   1)-dimensional projective space
RP
n 1
which is invariant under the projective action of SL(n;R). The study of the
explicit form of this kind of equations lies naturally within the scope of the classic
subject of Klein geometries and dierential and geometric invariants, which had its
high point in the last century before the appearance of Cartan's approach to dierential
geometry. Recently Olver et al., [OST], used this theory to characterize all scalar
evolution equations invariant under the action of a subgroup of the projective group in
the plane, a problem of interest in the theory of image processing. Following Olver's
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which is invariant under the SL(n;R) projective action. We conjecture that this in-
variant equation corresponds to the Adler{Gel'fand{Dikii evolution under the duality
described below. This correspondence can be shown to be true for many xed values
of n, but we haven't succeeded in proving the general case, which is considerably more
involved. We will guide the reader in simplifying the proof in the general case, so that
he or she can attempt to prove the conjecture for any particular value of n.
Denote by A
n
the innite-dimensional manifold of scalar dierential operators (or
2
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n
) be a solution curve associated to L the Wronskian of whose
components equals one. Due to the periodicity of the coecients of L, there exists a
matrix M
L
2 SL(n;R), called the monodromy of L, such that

L




(); for all  2 R:
(M
L
is dened by the Floquet matrix of the dierential equation.) This same property













j  j represents the norm on R
n
), and is also shared by the projective coordinates of this
projection, whenever we consider the actions of SL(n;R) on the sphere and on projective
space, respectively. Observe that the monodromy is not completely determined by the
operator L, but by its solution curves. Namely, if one chooses a dierent solution curve,
its monodromy won't be equal to M
L
in general, but it will be the conjugate of M
L
by an element of GL(n;R). That is, L only determines the conjugation class of the
monodromy. Of course, this problem does not exist once the solution curve has been
xed.
Conversely, let  : R ! RP
n 1
be a curve on RP
n 1
. Assume that the curve
 is non-degenerate and right-hand oriented, that is the Wronskian determinant of the
components of its derivative 
0
is positive. (This is equivalent to the Wronskian of the
components of (; 1) being positive; for example, the curve would be convex and right-
hand oriented in the case n = 3.) Assume also that  satises the following monodromy
property:
( + T ) = (M)(); for all  2 R; (1:2)
for a givenM 2 SL(n;R). HereM represents the usual action of SL(n;R) on RP
n 1
,
induced by the action of SL(n;R) on R
n
. One can associate to  a dierential operator
of the form (1.1) in the following manner: We lift  to a curve on R
n
, say to f()(1; ).
We choose the factor f so that the Wronskian of the components of the new curve
3
equals 1. There is a unique choice of f with such a property (up to perhaps a sign),
namely
f =W (1; 
1













where  = (
1
; : : : ; 
n 1
) and W represents the Wronskian determinant.
It is not very hard to see that the coordinate functions of the lifted curve are
solutions of a unique dierential operator of the form (1.1). Such an operator denes









































































0 1 0 : : : 0






























and X is a fundamental matrix solution associated to the dierential equation (1.3).





is a periodic matrix and so are the coecients of the operator dening (1.3).
A short comment is due at this point: if M is the monodromy matrix associated
to , for even n the monodromy matrix associated to L could be either M or  M ,
depending on whether the rst component of M(1; ) is positive or negative. Hence, it
would be more correct to talk about the action of PSL(n;R), the space obtained from
SL(n;R) by identifying M and  M . Since this choice makes no dierence in what
follows, we will keep SL(n;R) for the sake of simplicity.
From these descriptions we get two parallel pictures, one in the manifold A
n
and
another one in the space C
n
of non-degenerate curves on RP
n 1
. In the next sections,
we will study how the Adler{Gel'fand{Dikii Hamiltonian evolution in A
n
is related to
the SL(n;R) invariant evolution in C
n
. We will explicitly show that, for low values of
n, both evolutions are equivalent under the above identication, and we will conjecture
that this is actually true for all values of n.
4
2. The evolution equations on A
n
2.1. The Adler{Gel'fand{Dikii bracket
We start by describing one of the Hamiltonian evolutions on the manifold A
n
, the well
known Adler{Gel'fand{Dikii bracket, or second KdV Hamiltonian Structure.
Given a linear functional H on A
n




















where res selects the coecient of @
 1
and is called the residue of the pseudo-dierential










where by (  )
+
we denote the non-negative (or dierential) part of the operator. The
map H ! V
H













`(H)F ) d; (2:1)
cf. [A], [GD] or [O1]. The original denition of the bracket was given by Adler, [A], in
an attempt to make generalized KdV equations bi-Hamiltonian systems. Gel'fand and
Dikii proved Jacobi's identity in [GD]. In the case n = 2, this bracket coincides with
the Lie-Poisson structure on the dual of the Virasoro algebra. Two other equivalent
denitions of the original bracket were found in [KW] and in [DS]. The original denition
is rather complicated, so we will explain and use the one in [KW].
2.2. The Kupershmidt{Wilson bracket
In a very interesting paper, [KW], Kupershmidt and Wilson gave an equivalent but
rather simpler denition of the bracket (2.1). Consider L to be an operator of the form
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(1.1). Assume that the operator L factors into a product of rst-order factors




































. The variables v
i
, 1  i  n   1, are what Kupershmidt and
Wilson called \modied" variables. Even though the factorization is not unique (and
so some reduction had to be involved in the proof of [KW]), one can nd a unique
factorization once a solution curve has been xed, as we will see later.
Assume that the coecients u
i
, 0  i  n   2, of L evolve following a Hamilto-
nian evolution with respect to the second KdV Hamiltonian structure. The result in
[KW] then states that the corresponding \modied" coordinates v
i
evolve following a
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being the Frechet derivative of u
i




we denote the adjoint
matrix operator, the transposed of the matrix whose entries are the adjoint operators
of the entries of the original matrix. Thus, the original Adler{Gel'fand{Dikii bracket
arises from a very simple bracket dened on the space of \modied" variables v.
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Many facts are known about this Hamiltonian structure. Since it is Poisson (degen-
erate), the manifoldA
n
foliates into symplectic leaves, maximal submanifolds where the
Hamiltonian ow always lies. These leaves are classied locally by the conjugation class
of the monodromy matrix associated to the operators lying on the leaf. In other words,
if two operators are close and have conjugate monodromies, there is a Hamiltonian path
joining them. There exists another discrete invariant that classies the leaves globally,




3. Invariant evolution equations on C
n




described in the Introduction makes it natural to study
evolution equations on the space C
n
whose associated ow leaves the Adler{Gel'fand{
Dikii symplectic leaves invariant. In other words, we are interested in partial dierential
equations of the form

t









for a function (; t), with the property that, if the initial condition has a monodromy
property (1.2), then every solution (; t) of (3.1) has also a monodromy property,
and the conjugation class of the monodromy matrix is independent of t. The simplest
evolution equations having this property are those of the form (3.1) with F independent
of  which are also invariant under the standard projective action of SL(n;R) on the
dependent variables  = (
1
; : : : ; 
n 1













such that whenever (; t) is a solution of (3.2) so is (M)(; t), for all M 2 SL(n;R).
To see that the monodromy class of the solutions (; t) of an equation (3.2) invariant
under the action of SL(n;R) is indeed preserved under the evolution, note that (3.2)
is also invariant under translations of the independent variable . Hence, if the initial
condition (; 0) of (3.2) has a matrix M 2 SL(n;R) as monodromy, and we consider a
dierent curve in the ow (; t), we have that (   T; t) is also a solution. If (3.2) is
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SL(n;R)-invariant, M(   T; t) will also be a solution of (3.2). Applying uniqueness
of solutions of (3.2) (whenever possible), M(   T; t) = (; t), so that (; t) has the
same monodromy as (; 0). If there is no uniqueness of solutions, both Hamiltonian
and invariant evolutions are obviously much more complicated; we won't deal with
those cases in this paper.
Remark: note that the evolution associated to an SL(n;R) invariant equation (3.2)
preserves exactly the monodromy (not just the monodromy class) of its solutions.
In this paper we conjecture that the Adler{Gel'fand{Dikii evolution on A
n
and the
SL(n;R) invariant evolution (3.2) on C
n
are identical under the identication described
in the Introduction, provided that the coecients of the Hamiltonian H (the pseudo-
dierential operator describing the dierential of the functionalH) are equal to a vector
dierential invariant of the projective action. We will nd the most general SL(n;R)
invariant evolution of the form (3.2), showing then how the conjecture can be proved
for a number of values of n and where the main problem lies in the proof of the general
case.
The most general evolution equation of the form (3.2) invariant under the projective
action
(; t) 7! (M)(; t)
of SL(n;R) can be found using the general innitesimal techniques described in [O1],
[O2]. First of all, the innitesimal generators of the projective SL(n;R) action are




























; 1  i; j  n  1: (3:3)
The vector elds (3.3) are a basis of a realization of the Lie algebra sl(n;R). Note
that all these vector elds are independent of the variables (; t), and they are also











is a vertical vector eld, its prolongation is the vector


































, D is the total derivative operator with respect to 





































is the total derivative operator with respect to t. In general, the vector eld prv is











(1  i  n   1; k; j  0). However, when prv is applied to a function (like






(k  1) involving explicitly t-derivatives, (3.4)




























(1  i  n   1; j  0). Following [O1], we can express the necessary and
sucient condition for (3.2) to be invariant under the action of SL(n;R) \innitesi-
mally" as follows:



















Note that, although both prv, D and D
t
are formally dened on innite-dimensional
jet spaces, in practice they will always act on functions depending on a nite number
of the local coordinates. Finally, using the fact that  is a function of  only and (3.5),













. In other words, F is
a relative vector dierential invariant of the Lie algebra sl(n;R) given by (3.3), whose
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associated weight is the matrix
@
@
. Using standard techniques (cf. [O2]), we can give
the following characterization of the general solution of (3.8):
3.1 Theorem. The most general solution F of equation (3.8) is of the form
F = I;




: : : 
n 1
) is any matrix with non-vanishing
determinant and whose columns 
i










) = 0; for all v 2 sl(n;R); i = 1; : : : ; n  1:
The problem of calculating the most general absolute dierential invariant I of a
given Lie algebra of vector elds is a classical one, [H], [L], [T], whose solution in a
modern formulation can be found in [O2]. The general result asserts that their exist n




,: : : ,J
n 1
, such that
any dierential invariant is a function of the J
i









D. Since in our case the generators (3.3) are independent of , we
can take J
0
= , so that the operator D reduces to D in this case. Therefore, we can
state the following Theorem:
3.2 Theorem. The most general (-independent) absolute dierential invariant of
the sl(n;R) Lie algebra (3.3) is a function of n  1 fundamental dierential invariants
J
i
(; : : : ; 
(m)
) and their total derivatives with respect to .
For n = 2, it is straightforward to compute the fundamental sl(2;R) invariant J
1
.
















In this case, the matrix
@
@
is just a function, which makes a simple matter to nd
a particular vector dierential invariant of weight
@
@





; therefore, Theorem 3.2 implies the following:
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3.3 Theorem. For n = 2, the most general evolution equation (3.2) invariant under





I(S;DS; : : : ;D
l
S);
where S is the Schwartzian derivative of (; t), and I is an arbitrary (smooth) function.
Even for the case n = 3, it is not an easy matter to nd the n   1 fundamental




from scratch. Fortunately, however, the dierential invariants of the projec-
tive action of SL(n;R) have been the object of considerable study in classical projective
dierential geometry, [W]. From this viewpoint, the dierential invariants of a projec-
tive curve describe the properties of the curve invariant under the group of motions
of projective space, or in other words the properties of the curve independent of the
particular system of projective coordinates used to represent it. An intrinsic descrip-
tion of a projective curve must therefore be done in terms of its sl(n;R) dierential
invariants. It is not hard to see (as we will explain in the following section) that the
coecients of the operator L dened by a projective curve  as in (1.3) are a set of
functionally independent dierential invariants. Obviously, they determine the curve
up to a projective transformation; this was already known to Wilczynski, [W], and it is
a generalization of the well known result in Euclidean geometry that the curvatures of
a curve in Euclidean space, expressed as functions of the Euclidean-invariant arclength,
uniquely characterize the curve up to an Euclidean motion. We shall explain in the
following sections how this equivalence between fundamental dierential invariants and
coecients of the operator L is the key to the duality of evolutions.
4. The explicit formula for the SL(n;R) invariant evolution
In this section we will describe a complete set of independent dierential invariants
for the projective action of SL(n;R), and we will give the explicit expression of the
relative invariant (3.8) with the required weight, for arbitrary n. The complete set of
dierential invariants was already found by [W] and is precisely given by the coecients
of the operator L determined by the curve , as mentioned in the Introduction.
11





















be the dierential operator determined by  through the relation (1.3). Then the
coecients u
i
, 0  i  n 2, form a complete set of functionally independent dierential
invariants for the SL(n;R) action on RP
n 1
.











is the determinant obtained from the Wronskian
determinantW (f; f
1
; : : : ; f
n 1
) = 1 when we substitute the (k+1)
th















. Thus, the coecients of L are functions
of the components of the curve  and their derivatives. From this it follows that the
coecients of the operator L are functionally independent functions. Indeed, if there
were a functional relation among these functions one could choose an operator whose
coecients did not satisfy this relation. The projectivization  of the solution curve of
such an operator would then have coecients u
k
(), k = 0; : : : ; n   2, not satisfying
the functional relation, and we would get a contradiction.
The coecients u
i
are easily shown to be invariants. Indeed, letM 2 SL(n;R) and
let M be the image of the curve  under the projective action of M . If we lift  to a
solution curve of L, say (f; f), and we also lift the curve M, we see that the latter is
simplyM (f; f) (the dot denoting matrix multiplication). SinceM (f; f) represents
a non-degenerate linear combination of the solution curve (f; f), both lifted curves




(M) for all k. Q.E.D.
Next, we will nd the explicit expression for n independent relative vector invari-










2 sl(n;R). That is, we





: : : 
n 1
) (4:1)
each of whose columns 
i
is a solution of equation (3.8), and such that the determinant
of  does not vanish.
Before going into the details of how one nds this matrix, we need several prelim-
inary denitions and results:
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4.2 Denition. For i
1
; : : : ; i
k




















































































































Finally, for k = 1; 2; : : : ; n the variables q
k
n











k means that the index k is to be omitted.
The following statements follow easily from elementary properties of determinants:
4.3 Lemma.
i) For any k; i
1
; : : : ; i
r




































































































ii) If we dene q
0
m




























= 1 by denition. The ane algebra is the subalgebra of the sl(n;R)




, 1  r; s  n   1. The corre-
sponding group of transformations is the ane group, i.e., the semidirect product of
the translation group with the general linear group in the variables (
1










)! R is invariant




, r = 1; : : : ; n  1, and their derivatives.









), whose innitesimal generators are the k
th
prolongations (i.e.,






















: 1  r; s  n  1: (4:3)
For k  n   1, at a generic point of J
k
the n(n   1) vector elds (4.3) span the
(k+ 1)(n  1)-dimensional subspace of the tangent space of J
k
whose elements are the
\vertical" vector elds (whose component along
@
@
vanishes). By Frobenius theorem,
this implies that there are no ane dierential invariants of dierential order between 1
and n  1, and the only zero-th order invariant is clearly (a function of) the coordinate
. It is also immediate to check that for k  n   1 the vector elds (4.3) are linearly
independent at a generic point. Hence the maximal dimension of the span of these vector
elds stabilizes for k = n   1. Olver's general results, cf. [O2], imply that the ane
algebra has n  1 fundamental invariants of order n, and that an arbitrary dierential
invariant can be expressed as a function of , the fundamental invariants, and their




1  r  n   1, have all dierential order n, and are clearly functionally independent
and invariant under general ane transformations of the variables (
1
; : : : ; 
n 1
) by
their denition, they can be taken as the n  1 fundamental invariants. Q.E.D.
4.5 Lemma. The variables q
s
r




(k  2) and their derivatives. We will call the latter
functions basic homogeneous variables.
Proof. We will prove the lemma by induction on r   s. For r   s = 1, the lemma









< m can be expressed in
terms of the functions q
k 1
k
and their derivatives. Let q
s
r
be such that r  s = m. From


























so that by the induction hypothesis q
s
r
can be written in terms of the functions q
k 1
k
and their derivatives if, and only if, the same is true for q
s 1
r 1
. Repeating this argument
s  2 times, we see that q
s
r
will be a function of the q
k 1
k
's and their derivatives, if only
if this is the case for q
1
m+1






















which, by the induction hypothesis, proves the lemma. Q.E.D.
We are now going to make an ansatz for the matrix . Namely, we will look among
matrices  of the form





















































Id is the identity matrix, and A is a strictly upper triangular matrix to be determined.
Obviously, a matrix  of this form will have a non-vanishing determinant.




































; i < j
0; i  j.
(4:6)
Proof. We only need to show that each one of the columns of  is a particular
solution of equation (3.8). Assume that  = (
1
: : : 
n 1





















































Obviously, it suces that (4.7) hold for all the basic vector elds (3.3). We will therefore
consider the following three cases:






, then prv = v and (4.7) trivially holds, since both sides of
the equality vanish.
































) = 0; 1  i; j; r; s  n  1:
In matrix notation the latter equation becomes
 prv
rs
(A) = 0; r; s = 1; 2; : : : ; n  1;




(A) = 0; r; s = 1; 2; : : : ; n  1: (4:8)
(By prv
rs
(A) we mean the matrix obtained when we apply the vector eld prv
rs
to
each of the entries of the matrix A.) Since the matrix A in (4.6) depends only on the
ane invariant coordinates q
r
n
, 1  r  n 1, by Lemma 4.4 we deduce that (4.8) holds
for this matrix.







































































can be easily rewritten in a nice way. In fact, the (j; i) entry of






















































whenever j < i. Therefore, the






























































































To complete the proof, we only need to check that (4.9) is satised when A is given by
(4.6). What follows are straightforward calculations.






















































































































































































































; 1  i < j  n  1:

























which is indeed an identity, since both sides equal
j! (n+ l   j)!
i!n! (l   i)!
:
This concludes the proof of the Theorem. Q.E.D.
As an immediate consequence we obtain the following corollary:
4.7 Corollary. The most general equation for the evolution of curves on RP
n 1




where  and A are given by (4.5) and (4.6), and I is any vector dierential invariant
for the action.
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5. The equivalence of evolutions
5.1. The SL(2;R) case
We will describe the case n = 2 rst to illustrate the procedure to be followed in general.




















Theorem 3.3, the most general evolution on C
2
invariant under the SL(2;R) action is






Here I is a dierential invariant of the action, that is, a function of S() and its
derivatives with respect to , where S() is the Schwartzian derivative of  given by
(3.9).
Given a curve  on C
2
with a monodromyM , there is a unique operator of the form












) is its solution curve. Once the solution
curve is xed one can factor L = (@ v)(@+v) in a unique fashion so that (@+v) 
1
= 0
and (@   v)(@ + v) 
2




















Assume now that  is evolving according to equation (5.2). Then, due to its dependence






































































for some Hamiltonian functional H depending on v and its derivatives.
Two comments are due at this point. First of all, let
H
v
be the kernel of the




denote the corresponding kernel














The proof of this statement can be found in [KW], p. 420.
The second comment is as follows: notice that
H
u
is a dierential invariant, since
it depends on the coecients u and their derivatives, which are themselves independent
dierential invariants. This was pointed out throughout Sections 3 and 4. On the other
hand, the latter result doesn't hold for the Frechet derivative with respect to v, since
the coecients of the rst-order factors are not invariant with respect to the action of
SL(n;R). Thus, in order to nd the equivalence of evolutions, we must write the Adler{
Gel'fand{Dikii evolution of v in terms of the Hamiltonian as a function of u. That is,
the proper correspondence is between the -evolution and the u-evolution, since the
coecients u are invariants of the SL(n;R) action. We are using the variables v to
simplify calculations, since the original denition of the Adler{Gel'fand{Dikii bracket
in terms of the u coordinates is too complicated. These two comments are obviously
valid in the general case and not only for n = 2.

























=  (@+2v), and we have thus shown that






5.2. The general case
The proof for other values of n follows the same ideas that we showed in the case n = 2.
The main practical problem is, of course, the complication of the calculations involved.
20
Our goal is to show that whenever a non-degenerate right-hand oriented projective
curve  follows the evolution 
t
= (Id+A)I, then the corresponding coecients of
its associated operator follow the Adler{Gel'fand{Dikii evolution provided the vector
dierential invariant I is related to
H
u
in a suitable way. In this section we will simplify
the problem and establish a closer connection between both evolutions before showing
where the main problem lies. In any case, using this simplied version it is relatively
easy to establish the equivalence of both evolutions for a xed value of n.
5.1 Proposition. A choice of modied variables v can be expressed in terms of the






























= 0 by denition, and 







1 1 : : : 1
! !
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)    (@ + y
0
) uniquely so that the coecients y are given by (5.4). Let us














; : : : ; 
n 1
). We choose y so that 
i
is a solution of
(@ + y
i 1






= 0; i = 1; : : : ; n:




















; : : : ; 
i+1




+   + y
i 1









). On the other hand, if 
1
; : : : ; 
i
are the independent
solutions of this operator, then the coecient of @
i 1















Substituting in (5.5) we get (5.4) for i  1 straightforwardly. The formula for y
0
is an









= 0, while the
relationship v = 

 1
y is simply the denition of (2.2) of v. Q.E.D.

































is dened as in the case n = 2. We are going to simplify both equations
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 1 1 0 0 : : : 0
 2 1 1 0 : : : 0
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whose matrix elements m
j
i
are all functions of the coecients u
i
and their derivatives.










, the vector (h
1
; : : : ; h
n 1
) is easily seen to be





is determined by the other coecients, from the condition that the
associated Hamiltonian vector eld V
H
u
be tangent to A
n
.) That is, (5.9) will hold pro-
vided a certain linear combination of I with dierential invariant coecients coincides
with the coecients (h
1
; : : : ; h
n 1





One can see this relation between I and H
u
from a dierent point of view. Any
relative invariant is the product of the particular solution  of (3.8) given by (4.4),
times an invertible matrix of dierential invariants, such as M. That is, we conjecture
that one can nd a relative invariant of the form ~ = (Id+A)M
 1
such that the evo-
lution 
t
= ~I is equivalent to the Adler{Gel'fand{Dikii evolution whenever I equals
the coecients of H
u
. This gives a Hamiltonian interpretation of sl(n;R) dierential
invariants.






























1 ::: r+j s ::: i
@
s
, where r+ j  s is in the r
th
place.
Thus, the left-hand side of (5.10) does not represent a major problem. With respect to
the right-hand side, we can write this expression in terms of q's. There are old formulas,





















































In particular, observe that the 
i
's are all functions of q
n 1
n
and its derivatives. Using
formulas similar to these and Lemma 4.3 skillfully enough, one should expect to be able
(although this is by no means trivial) to simplify that part of the equation. The main
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But for higher dimensionsM involves more complicated expressions of the coecients
u in a fashion we were not able to decipher. Hence the diculty of proving (5.10) in the
general case. We were also unable to show the existence of M in the general case. On
the other hand, one can use all the hints given here to attack a xed dimension, and we
did so up to n = 6, nding the value of M straight from the equation itself. The main
problems is the choice of variables; in fact, the goal would be to nd a dierent set of
variables making the equivalence between the Adler{Ge'lfand{Dikii and the SL(n;R)
invariant evolutions totally transparent.
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