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Feature-directed attention has been recently studied in various psychophysical, electrophysiological, and
imaging studies. Convincing evidence has been obtained for its global effectiveness, but there is a debate
about the processing fate of non-attended features. A number of studies demonstrated feature-directed
attention being associated with co-selection of non-relevant object features, thus resulting in selection of
the entire object, whereas most other studies did not examine the extent to which processing of non-
attended target features was affected. Here, we present the results of two psychophysical experiments
consisting of a Posner-like paradigm in which subjects were cued either to an individual feature or the
entire object. We measured reaction times to changes in speed or colour of one of two simultaneously
presented gratings. Our results strongly support the view that feature-based selection is a unique selec-
tion process different from object-based selection in that it can be associated with active suppression of
non-relevant features.
 2008 Elsevier Ltd. All rights reserved.1. Introduction
In order to generate appropriate behaviour, the brain has to se-
lect pieces of information from the environment that are relevant
for the current behavioural goal and, at the same time, disregard
other information currently not relevant. This process of selecting
and disregarding environmental stimuli for further processing is
called attention. During the past decades, the phenomenology of
attention (e.g. Pashler, 1998; van der Heijden, 1992) and its under-
lying neuronal mechanisms (Desimone & Duncan, 1995; Knudsen,
2007; Reynolds & Chelazzi, 2004) have been intensively studied.
There is now convincing evidence that attention does not consist
of a single, monolithic process, but instead comprises at least the
two subsystems of bottom-up and top-down selection (Corbetta
& Shulman, 2002; Egeth & Yantis, 1997). Whereas bottom-up
mechanisms are mainly driven by the relative saliency of a stimu-
lus within its environment, top-down mechanisms may bias selec-
tion of information for further processing based on endogenous
factors that are not restricted to the physical composition of a
stimulus. For example, whilst abrupt motion onset of an object
within a relatively still environment is a salient event that auto-
matically directs attention to that stimulus, the property ‘‘blue”ll rights reserved.
nstitute, Center for Cognitive
8334 Bremen, Germany. Fax:
. Wegener).of an object might not be salient at all, but directing attention to
that feature may help to ﬁnd a speciﬁc object within a crowded
scene much faster and more reliably. The inﬂuence of top-down
modulation on visual processing has been well established for
the selection of space (Mangun, Buonocore, Girelli, & Jha, 1998;
Moran & Desimone, 1985; Posner, 1980) and objects (Duncan,
1984; Kahneman, Treisman, & Gibbs, 1984; O’Craven, Downing, &
Kanwisher, 1999; Roelfsema, Lamme, & Spekreijse, 1998). In addi-
tion, there is convincing evidence from psychophysics (Rossi &
Paradiso, 1995), neurophysiology (Treue & Martínez Trujillo,
1999) and neuroimaging studies (Saenz, Buracas, & Boynton,
2002) that attentional modulation can be feature-based, indicated
by a space-independent, global increase in both, detectability and
signal strength for the attended feature.
However, a debate exists concerning the processing fate of non-
attended features of the task-relevant object. In support of one of
the key predictions of the integrated-competition hypothesis for
object-based selection (Duncan, 1996; Duncan, Humphreys, &
Ward, 1997), it has previously been demonstrated that directing
attention to a relevant object feature can be associated with auto-
matic co-selection of non-attended and behaviourally irrelevant
features of that object (Blaser, Pylyshyn, & Holcombe, 2000;
O’Craven et al., 1999; Rodriguez, Valdes-Sosa, & Freiwald, 2002;
Schoenfeld et al., 2003), indicating that feature-directed attention
may result in object-based selection. For example, O’Craven et al.
(1999) conducted an fMRI-study using face and house stimuli, both
transparently superimposed on each other within the same region
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attending to the motion of the face not only enlarged the signal
from motion-sensitive regions MT/MST, but also within the fusi-
form face area. The same pattern of results was true for the
fMRI-signal at the parahippocampal place area when instead of
the face the motion signal of the house stimulus had to be at-
tended. These results suggest that attending to one particular fea-
ture of a target object is associated with enhanced processing of
other constituent features of that object, although these might be
irrelevant for the current task demands. Accordingly, in a recent
psychophysical experiment it was shown that participants were
more accurate in reporting a certain attribute of one of two super-
imposed transparent surfaces when this attribute belonged to the
same surface to which they had been previously cued to report an-
other attribute (Rodriguez et al., 2002). A processing beneﬁt for
irrelevant features of an attended object has also been found in a
recent study combining fMRI and event-related potentials
(Schoenfeld et al., 2003). Furthermore, enhanced processing was
demonstrated for object features belonging to a different sensory
modality in another EEG-study (Molholm, Martinez, Shpaner, &
Foxe, 2007).
Given the evidence for object-based selection, the question
arises whether co-selection of irrelevant object features is a man-
datory concomitant whenever attention is directed to one of the
target object’s features. To be speciﬁc, given that selection of only
one particular object feature will allow for a behavioural advantage
over object-based selection, is it possible that instead of co-selec-
tion there is active suppression of irrelevant features? If this would
be the case, then feature-directed attention may result in activa-
tion of mechanisms quite different from those being associated
with object-based selection and hence, would support a character-
isation of feature-based attention as a unique selection process
regarding the processing fate of non-attended object features. To
test for this hypothesis, we conducted two psychophysical experi-
ments in which subjects were required to report changes in speed
or colour in one of two moving gratings as fast as possible. It
should be noted that subjects only were required to detect a
change, but not to indicate the dimension or location of the change.
Thus, reaction times were not confounded by additional cognitive
operations. In Experiment 1, in order to allocate attention subjects
were provided with a cue indicating prospective location and
changing feature, whereas in Experiment 2 subjects were only pro-
vided with information about the location of the object that most
probably would undergo a feature change. We were interested in
the following two questions: First, will reaction times for changes
in colour or motion occurring at the attended or unattended object
differ if the actually changing feature had been cued at the begin-
ning of the trial? Second, how are these reaction times related to
another condition in which attention cannot be directed to a par-
ticular feature but must solely be based on space and object iden-
tity? Our results indicate that feature-based selection can
accelerate reaction times over those obtained with object-based
selection, but does so at the cost of non-attended features for
which reaction times are signiﬁcantly extended. The ﬁndings
strongly suggest that a behaviourally irrelevant feature of an at-
tended object must not necessarily be subject of co-selection, but
can be actively suppressed. Thus, our results support the view that
under appropriate conditions attention can be dominated by fea-
ture-based mechanisms of selection.
We discuss our observations in the light of recent psychophys-
ical and neurophysiological studies on object- and feature-based
attention and present some suggestions for possible underlying
neuronal mechanisms and the determinants for the precise kind
of attentional modulation. Part of the results has been published
previously in abstract form (Wegener, Ehn, Aurich, Galashan, &
Kreiter, 2007).2. Methods
2.1. Subjects
Ten subjects (5 male, mean age 25.8 years) volunteered in the
study and gave their written informed consent. Nine of them were
naïve regarding the aim of the study, and one subject was one of
the authors. All had normal or corrected-to-normal vision and
were tested prior to the study by means of the Freiburg Visual Acu-
ity Test (Bach, 1996). All ten subjects participated in Experiment 1,
and six of them (including the author) subsequently also per-
formed Experiment 2. The study conformed to the Code of Ethics
of the World Medical Association (Declaration of Helsinki) and
was approved by the local authorities.
2.2. Visual stimulation and task
Subjects sat 45 cm in front of a 22 inch monitor (NEC MultiSync
FE2111SB, NEC Display Solutions, Munich, Germany) with the head
stabilized by a head-chin rest. Stimuli consisted of two drifting
sine-wave gratings, enveloped by a Gaussian function with a width
of 1.13 deg at half height, thus resulting in a diameter of roughly
6.3 deg. Gratings were modulated from black to white with a spa-
tial frequency equal to 1.2 cycles/deg. Stimuli were presented at
the horizontal meridian on either side of the ﬁxation point, with
their centres located at 10.7 deg eccentricity, and drifted by
2.6 deg/s in either upward or downward direction. In case of mo-
tion changes, speed was instantaneously increased by 50%, in case
of colour changes, the white-component of the grating was chan-
ged to pale yellow.
Stimuli were generated on a Pentium computer with an Nvidia
Quadro NVS graphics card, and displayed on a dark background
with a resolution of 1280  1024px at 100 Hz refresh rate. Eye
movements were measured using a custom-made remote videooc-
ulography system with a CCIR Monochrome Camera (DMK 83
Micro/C, The Imaging Source, Bremen, Germany).
We carried out two experiments, each requiring detection of
either a speed or colour change on one of the gratings. Prior to
the experiments, subjects were familiarized with the task and were
allowed to train proper ﬁxation by running a maximum of 100
training trials. The task was designed as a Posner paradigm
(Posner, 1980) and is outlined in Fig. 1. In Experiment 1, subjects
were cued with location and feature information about the upcom-
ing change of the grating, whereas in Experiment 2, only informa-
tion about the location of the object to undergo the change was
cued. In Experiment 1, the cue consisted of an arrow pointing to-
wards the probable target location that was either grey (in case
of indicated speed changes), or pale yellow (in case of indicated
colour changes). In Experiment 2, we used a black arrow with a
white frame that only indicated which of the two objects was most
likely to undergo the feature change. The cue was presented in the
centre of the screen, with the ﬁxation point superimposed on it,
and was present throughout the trial. Cue validity in both experi-
ments was 75%. Subjects initiated a trial by starting ﬁxation and
pressing a button. With a delay of 1300 ms, the two gratings ap-
peared drifting either in the same or in opposite directions. After
a pseudo-random time interval of 640 to 3520 ms length (with dis-
crete steps of 320 ms) either speed or colour changed on one of the
gratings. Subjects were required to respond to any change, be it
cued or uncued, as fast as possible by releasing the button. Reac-
tion time (RT) of the respective trial was indicated to the subjects
by immediate auditory feedback. We used an especially pleasant
sound for RTs of 300 ms and faster, and four different neutral tones
for RTs exceeding 300, 400, 500, or 600 ms, respectively. Eye move-
ments extending 1.5 from the ﬁxation point, a button release prior
to any feature change (false alarm), or absence of a response
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trial. For each subject, experimental trials were obtained withinnine consecutive sessions in Experiment 1, and within three con-
secutive sessions in Experiment 2. We thus aimed to gather the
Fig. 2. Results of Experiment 1 for representative subject HR. (a) Effects of space-
based attention. Cueing correctly either speed or colour caused signiﬁcantly shorter
RTs in response to a change of the respective feature at the cued location as
compared to the uncued location. (b) Effects of global, space-independent feature-
based attention. At the uncued location, cueing the correct change feature resulted
in signiﬁcantly shorter RTs than cueing the wrong feature. (c) Effects of feature-
based attention at the attended location. Although attention is directed to the
correct object, cueing the correct change feature resulted in signiﬁcantly shorter
RTs than cueing the incorrect feature. Error bars indicate SEM.
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dimension was incorrect (which were three in Experiment 1 and
only one in Experiment 2).Within each session, we required 96 suc-
cessful trials, i.e. trials with no error outcome. At a given day, not
more than one experimental session was conducted per subject.
2.3. Data analysis
Responses occurring within the ﬁrst 150 ms after a feature
change were disregarded and counted as false alarms. Similarly,
to minimize inﬂuence of outliers, for each subject and behavioural
condition (cf. Fig. 1) responses with reaction times larger than the
respective mean RT plus two standard deviations (SD) were
counted as misses. Performance was calculated as the percentage
of correct responses from the sum of all correct responses, false
alarms and misses.
Unless otherwise stated, statistical signiﬁcance was tested by
means of the Mann–Whitney U-test. All tests were performed on
a 95% signiﬁcance level.
3. Results
We will ﬁrst provide the subjects’ behavioural data during the
two experiments, and then proceed with a detailed description of
Experiment 1. Experiment 2 served as the reference condition for
the various cueing conditions of Experiment 1. It is summarized
in the third subsection, which is attributed to the cross-comparison
of the two experiments.
3.1. Behavioural data
In Experiment 1, we acquired data from ten subjects within
nine consecutive sessions. 3.1% of all responses were rejected
due to reaction times exceeding mean RT + 2SD of the respective
subject and stimulus condition, and were counted as misses.
Excluding eye errors, average performance was 94.4%. The ratio
of false alarms that occurred during trials in which a speed change
was cued (2.8%) did not differ from those in which a colour change
was cued (2.5%). In Experiment 2, six subjects participated in three
consecutive sessions. Here, in addition to regular false alarms and
misses, 2.9% of all responses were rejected, resulting in an overall
performance of 94.1%. For both experiments, we tested for system-
atic differences in the ratio of false alarms and misses depending
on the behavioural condition. However, no such differences were
found. This is in accordance with what must be expected, since
ﬁrst, regarding false alarms all trials for a given feature change
dimension were indistinguishable until the change actually oc-
curred, and second, for deﬁning misses a relative criterion based
on RT distribution within each condition rather than an absolute
value was used. Moreover, using the Kruskal–Wallis test and
Dunn’s post test for multiple comparisons, in none of the experi-
ments performance or median RT did reveal any signiﬁcant differ-
ence for consecutive sessions, excluding that learning effects
during the course of the experiments affected the data.Fig. 1. Stimulus sequence and cue assignments. (a) In both experiments subjects were r
(illustration for Experiment 2 shows the example of a colour change). Subjects initiated a
the screen with the ﬁxation point superimposed on it (tCP). In Experiment 1, the cue indic
arrow] or colour [yellow arrow]). In Experiment 2, only location of the target object was
delay of 1300 ms, and then two drifting gratings appeared (tGAB) that changed either spe
(tFC). Subjects were required to respond to any change of one of the two gabors as fast as
both experiments. Dotted white arrows in the display indicate direction of motion and
experiments, the cue provided fully correct information in 75% of all trials. Half of these
For the remaining 25% of trials in Experiment 1, the cue indicated either (1) correct loca
wrong location and wrong feature. Hence, separating speed and colour changes there
presented in 4.15% of all trials. In Experiment 2, because of the absence of any feature in
half of these trials (12.5% of all trials) exhibiting speed changes and the other half colou
33.2. Effect of feature-based attention on the detection of speed and
colour changes
An example for the reaction times of a single subject within
Experiment 1 is given in Fig. 2. As shown in earlier studies (Cheal,
Lyon, & Gottlob, 1994; Eriksen & Hoffman, 1972; Posner, 1980),
detection of a feature change was faster at the cued than at the un-
cued location, indicating effects of space-based attention (Fig. 2a).
The mean RT for speed increments at the cued location was 396 ms
as compared to 459 ms at the uncued location (median 390 ms:
460 ms; p < 0.0001), and for colour changes it was 388 ms at the
cued location as compared to 446 ms at the uncued locationequired to detect a change of either the speed or the colour of one of two gratings
trial by starting ﬁxation (tSF) and pressing a button. A cue appeared in the centre of
ated location of the target object (left or right) and feature to be change (speed [grey
cued and no feature information was provided. Cue appearance was followed by a
ed or colour in a pseudo-random manner within 640–3520 ms after stimulus onset
possible, independently of the cue. (b) Overview about the behavioural conditions in
were not present on the display. Solid arrows indicate speed increments. In both
trials (37.5% of all trials) exhibited speed changes and the other half colour changes.
tion, but wrong feature to be change, (2) wrong location but correct feature, or (3)
were six behavioural conditions with at least one incorrect cue information, each
formation, the remaining 25% all trials possessed wrong location information, with
r changes. (c) Overview about the cue assignment in the two experiments.
Fig. 3. Group results of Experiment 1. Conventions as in Fig. 2. Besides an effect of
spatial attention (a) we found highly signiﬁcant effects of feature-based attention at
both, the incorrectly cued (b) and the correctly cued (c) location.
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attention are illustrated for feature changes at the uncued location
(Fig. 2b). Attending the incorrect location but the correct feature
resulted in signiﬁcantly shorter RTs for both, speed and colour, as
compared to an incorrectly cued feature. Speed changes were de-
tected with an average RT of 459 ms, whereas RTs increased to
an average of 532 ms (median 460 ms: 525 ms; p < 0.005) when
the feature cue provided wrong information, i.e. when colour
was cued instead of motion. Likewise, for colour changes at the un-
cued location the average RT was 446 ms when colour was cued,
but 539 ms (median 435 ms: 520 ms; p < 0.001) when a speed
change was cued instead. Fig. 2c compares the average RT for cor-
rectly and incorrectly cued feature changes at the cued location.
Although attention is directed to the correct object, cueing the
wrong feature signiﬁcantly slowed down RTs for both, speed and
colour changes. For speed changes, incorrect feature cueing re-
sulted in an increase of the average RT from 396 to 442 ms (median
390 ms: 430 ms; p < 0.005), and for colour changes the average RT
increased from 388 to 458 ms (median 370 ms: 470 ms;
p < 0.0001).
The results of subject HR are a good example for the group of
participants. Of the ten subjects tested, eight showed an almost
identical overall pattern of results. Only one subject (OJ) did not re-
veal any signiﬁcant feature-based attention effects, and one subject
(MW) did show clear feature-based effects, but interestingly no
signiﬁcant space-based effects. Table 1 summarizes the outcome
of statistically testing the RT of single subjects in the various con-
ditions. We performed 60 tests overall, only 11 of which did not
reach signiﬁcance. Of these tests, seven belonged to the two sub-
jects that did show aberrant results. The four remaining non-signif-
icant data sets all showed the same tendency as the corresponding
data for the other subjects. The overall results of the ten subjects
are summarized in Fig. 3. Space-based attention effects caused an
increase of the mean RT of 20.8% for speed changes, and of 15.9%
for colour changes at the uncued location. Feature-based attention
effects at the unattended location were associated with an increase
of the mean RT of 12.9% for speed changes, and of 9.0% for colour
changes, when the feature was incorrectly cued. Likewise, at the
attended location the mean RT increased by 16.7% for incorrectly
cued speed changes and by 10.4% for incorrectly cued colour
changes. All effects were highly signiﬁcant (p < 0.0001, Mann–
Whitney test).Table 1
Results of Mann–Whitney test on RT distributions of individual subjects for the different
Subject Space-based effects Feature-based effects at un
Speed Colour Speed
DW *** *** –
HR *** *** **
JL *** * **
LH ** *** ***
LJ *** *** ***
MA *** *** **
MP *** *** –
MW – – –
OJ *** *** –
SW *** *** ***
For speed changes, space-based effects indicate statistical signiﬁcance for testing RTs of
not the location was correctly cued. Feature-based effects at the uncued location indicate
location was correctly cued against trials in which both feature dimensions were incorre
for testing RTs of fully correctly cued speed change trials against trials in which location
trials was done accordingly. Signiﬁcance level.
– Not signiﬁcant.
* p < 0.05.
** p < 0.005.
*** p < 0.0005.In order to test for interactions between the different cueing
conditions we performed a 2-way-ANOVA, with location cue (valid
vs. invalid) and feature cue (valid vs. invalid) as the two factors.
Since reaction time data did not reveal normal distribution in all
of the conditions, we used the single subject’s median reaction
times of the various cueing conditions for performing the ANOVA.attention conditions tested in Experiment 1
cued location Feature-based effects at cued location
Colour Speed Colour
** *** ***
*** ** ***
*** *** **
*** * ***
– *** ***
*** *** ***
– ** ***
** *** **
– – –
* *** ***
fully correctly cued speed change trials against trials in which the speed change but
statistical signiﬁcance for testing RTs of trials in which the speed change but not the
ctly cued. Feature-based effects at the cued location indicate statistical signiﬁcance
but not the feature change was correctly cued. Statistical testing of colour change
Fig. 4. Group average of median reaction times obtained from Experiment 1 for (a)
speed changes and (b) colour changes, sorted by cue condition. Cueing the feature
correctly yielded signiﬁcantly faster reaction times than incorrect cueing at both,
the spatially attended and unattended location. Note that there was no difference if
only one of the cue dimensions, either feature or location, was incorrect. Error bars
indicate SEM.
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the ANOVA did not reveal signiﬁcant interactions amongst location
and feature cue (speed: F(1,36) = 0.00, p = 0.97; colour:
F(1,36) = 0.00, p = 1.00), indicating that the feature cue had the
same effect at attended and unattended locations, but conﬁrmed
all main effects of location and feature cueing.
3.3. Comparison of feature cueing with object/location cueing
Within Experiment 2, subjects had to detect the same feature
changes as in Experiment 1, but were not provided with informa-
tion about which feature was most likely to change, i.e. in this re-
spect, the cue was neutral. Instead, the cue only provided
information about which of the two objects was the probable tar-
get. As in Experiment 1, cueing the correct object location was
associated with signiﬁcantly shorter RTs to feature changes on that
object. For speed changes, the mean RT was 337 ms at the cued
location, and increased by 40.5% to 474 ms (median 340 ms:
475 ms; p < 0.0001) at the uncued location. Likewise, for colour
changes the mean RT increased from 311 ms by 18.1% to 367 ms
(median 310 ms: 360 ms; p < 0.0001).
The purpose of Experiment 2 was to contrast the results of
Experiment 1 with a condition in which attention has to be object-
and/or space-directed instead of feature-directed. For this, we
compared RTs of the six subjects that participated in Experiment
2 with the RTs of the same six subjects from Experiment 1.
Fig. 5 shows the distribution of reaction times for colour and
speed changes obtained in Experiment 1 and 2 by using correct,
incorrect, and neutral feature cues at the attended and unattended
location, respectively. Plotting the cumulative frequency of RTsconsistently shows the steepest curve for correctly cued feature
changes, whereas incorrectly cued feature changes possess the
broadest distribution indicated by the shallower and right-shifted
curve. The RT distribution for the detection of feature changes that
were neutrally cued, i.e. only by object location, is located between
that of the two conditions from Experiment 1, indicating slower
RTs as compared to correctly cued feature changes, and faster
RTs as compared to incorrectly cued changes. Fig. 6 summarizes
the difference between the conditions for the group of subjects.
In the ﬁgure, for each of the four conditions tested in Experiment
2 bars indicate the difference in mean RT as compared to the
respective stimulus condition in Experiment 1. For speed changes
at the cued location we found highly signiﬁcant (p < 0.0001) short-
er RTs within Experiment 1 (mean 351 ms; median 340 ms) when
the cue provided correct information about the changing feature,
as compared to responses to speed changes within Experiment 2
(mean 369 ms; median 360 ms). However, the opposite was true
for incorrectly cued feature changes at the cued location, where
within Experiment 1 RTs to speed changes were signiﬁcantly
(p < 0.0001) larger (mean 431 ms; median 400 ms) than those
for the same feature change in Experiment 2 (Fig. 6a, left panel).
A corresponding pattern of results was obtained for colour changes
at the cued location. Again, cueing the correct change feature in
Experiment 1 allowed for signiﬁcantly (p < 0.0001) shorter RTs
(mean 307 ms; median 300 ms) than RTs obtained after object
cueing in Experiment 2 (mean 336 ms; median 320 ms), but incor-
rect feature cueing resulted in signiﬁcantly (p < 0.005) longer RTs
(mean 350 ms; median 340 ms) (Fig. 6b, left panel).
Effects of feature cueing were not restricted to the object at the
cued location, but could also be found at the uncued object location
(Fig. 6, right panels). Providing correct information about the chang-
ing feature resulted in slightly shorter RTs (speed: mean 447 ms;
median 440 ms; colour: mean 370.0 ms; median 365 ms) than pro-
viding information about probable object location only (speed:
mean 452 ms; median 445 ms; colour: mean 390 ms; median:
380 ms), which for colour changes reached signiﬁcance (p < 0.05).
However, incorrect cueing of the feature change resulted in a highly
signiﬁcant (p < 0.0001 for speed and colour) RT-increase (speed:
mean 519 ms; median 500 ms; colour: mean 423 ms; median
410 ms).
3.4. Test for priming effects
Since in both experiments 75% of all trials were correctly cued,
the task design necessarily resulted in a high probability for a di-
rect repetition of either a colour or motion change in two subse-
quent trials. In priming studies, stimulus repetitions have been
shown to potentially inﬂuence reaction times (Tipper, 1985;
Tulving & Schacter, 1990). To test for such priming-induced effects,
we checked whether RTs obtained by correctly cued trials differed
according to the preceding trial’s changing feature. Concerning
speed changes at the cued location in Experiment 1, we selected
all speed change trials, in which both, location and feature had
been correctly cued, and sorted RTs depending on whether at the
same location the trial had been preceded by another correctly
cued speed change trial, or alternatively, by a correctly cued colour
change trial. Concerning speed changes at the uncued location, we
only accounted for effects of feature priming. Hence, we selected
all speed change trials, in which the speed change but not the loca-
tion was correctly cued, and sorted RTs depending on whether the
trial had been preceded by another speed change trial or, alterna-
tively, by a colour change trial. For these preceding trials we only
required correct feature cueing, independent of the spatial cue
and the actual location of the target. Within Experiment 2, where
the cue did not provide feature information, RTs of correctly cued
speed change trials were sorted depending on whether the preced-
Fig. 5. Cumulative and relative frequency of reaction times in Experiments 1 and 2 for (a) speed changes, and (b) colour changes. Colour of the small histograms on the right
of each panel and colour of the lines in the cumulative plots correspond to experimental conditions given in the inset of the upper left plot. Note that cueing the changing
feature correctly always resulted in the shortest reaction times, whereas cueing the incorrect feature is associated with longer RTs than those obtained for the object cueing
condition, indicating suppressive processes.
2702 D. Wegener et al. / Vision Research 48 (2008) 2696–2707ing trial required detection of a same or alternatively a colour
change at the same location. For incorrectly cued trials we com-
pared trials in which a speed change was preceded by the same
feature change independent of its spatial position and compared
these to trials in which it was preceded by a colour change. We
proceeded accordingly for colour change trials. If reaction times
had been inﬂuenced by priming, we would have expected differ-
ences in the mean RT for trials that had been preceded by a trial
with the same changing feature compared to those that had been
preceded by a trial with a different changing feature. Fig. 7 shows
the results of the analysis for both experiments. At the cued loca-
tion, all data points fall more or less on the bisector of the x- and
y-axis, indicating no differences in RT depending on the preceding
change feature. At the uncued location, data points are a bit more
scattered, but there is no systematic deviation from the bisector.
Accordingly, statistical testing did not reveal a signiﬁcant differ-
ence for any of the experimental conditions regarding a possible
inﬂuence of the preceding trial on mean RTs. Hence, we conclude
that RTs observed in our experiments were not inﬂuenced by any
form of priming.
4. Discussion
In this study, we used speciﬁc cues to direct the subject’s atten-
tion to the dimension of the behaviourally relevant feature changeand/or the target object’s location (cf. Baldassi & Verghese, 2005;
Liu, Stevens, & Carrasco, 2007). The purpose of the study was to
test whether attention can be selectively directed to an isolated
feature of an object without co-selection of other features of that
object. This is an important issue, since it has been stated that
attention to a certain feature of an object also selects other features
of the same object, even if these are irrelevant for the task at hand
(Duncan, 1996; Duncan et al., 1997). However, our results indicate
that this must not necessarily be the case. Beside of a general
beneﬁt due to space- and/or object-based selection mecha-
nisms—insofar as cueing the target object’s location shortened
reaction times—we found strong evidence that feature-directed
attention can result in selection and predominant processing of
an individual feature. First, cueing the changing feature correctly
resulted in shorter reaction times at the uncued location. In this
case, the cue only provided valid information for the selection of
a certain feature, but no valid space- or object-directed informa-
tion. Finding shorter reaction times for correctly cued feature
changes therefore strongly supports a global, space-independent
involvement of feature-based selection mechanisms. Second, cor-
rectly cueing both, the target object’s location and changing fea-
ture, resulted in shorter reaction times as compared to incorrect
cueing of the same changing feature, or only cueing the target ob-
ject’s location. In this case, the cue provided valid space and/or ob-
ject-directed information, but additional information about the
Fig. 6. Comparison of Experiments 1 and 2 for (a) speed changes at cued (left panel)
and uncued (right panel) object location, and (b) for the respective colour change
conditions. Bars indicate the difference of RTs between Experiments 1 and 2 (= DRT)
for corresponding stimulus conditions when cued either with the correct feature
(left bars in diagrams) or the incorrect feature (right bars in diagrams). Error bars
indicate SEM.
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wrong or absent feature information, indicating again a beneﬁt
from feature-based selection mechanisms. Third, when compared
to space/object cueing alone, incorrect cueing of the changing fea-
ture slowed down reaction times signiﬁcantly at both, the attended
and the unattended location. In this case, the cue provided either
correct or incorrect information about the target object’s location,
but at both sites combining this with incorrect feature information
had a signiﬁcantly stronger effect on slowing down reaction times
than providing no feature information at all. Therefore, selection of
a speciﬁc feature may go along with suppressive mechanisms for
unattended features.Fig. 7. Test for priming effects at (a) cued and (b) uncued location. The diagram compare
an identical feature change (x-axis) versus detection of a different feature change (y-ax
considered. Each data point represents the mean RT of a single subject for one of the four
indicates an outlier whose correct x-value was 817 ms.To summarize, our results consistently show that feature-based
selection is (a) globally effective, and (b) potentially predominant
over object-based selection, since in the latter case attention is al-
ways directed to the correct object, but reaction times are differen-
tially affected depending on whether attention is speciﬁcally
directed to the correct object feature, the incorrect object feature,
or to the entire object. This ﬁnding is incompatible with a hypoth-
esis stating that attention to features unavoidably selects other
constituting features of the target object as well. However, our re-
sults suggest that under appropriate stimulus and task conditions
feature-directed attention can result in a unique selection process
that is characterised by facilitated processing of the attended fea-
ture, and suppressed processing of unattended features.
4.1. Can other than attentional factors have caused our ﬁndings?
Is it possible that the reaction time effects described in this
work are caused by mechanisms different from selective attention?
A prominent phenomenon inﬂuencing detection accuracy and
reaction times is priming, of which various forms and causes have
been described (Neill, 1977; Neill, Valdes, Terry, & Gorfein, 1992;
Park & Kanwisher, 1994; Tipper, 1985, 2001; Tulving & Schacter,
1990). Priming refers to the ﬁnding that prior experience with a
stimulus can inﬂuence performance for that stimulus on subse-
quent trials, either in enhancing reaction times for a stimulus that
served as a distracter in the preceding trial, or in shortening reac-
tion times for repeated target stimuli. Although priming is most
reliably observed in tasks speciﬁcally designed for the study of that
phenomenon, we nevertheless addressed the question whether in
our particular case repeated presentation of a certain feature
change could have inﬂuenced reaction times for the detection of
that change. Particularly, we asked whether direct repetition of a
certain feature change did reduce reaction times to that stimulus.
In this case, we would have been much more likely to ﬁnd shorter
reaction times for correctly cued feature changes, since these were
presented three times more often than incorrectly cued changes,
due to task design. However, feature-dependent analysis of all cor-
rectly cued trials with regard to the changing feature of the imme-
diately preceding trial did not reveal signiﬁcant effects on reaction
times. Regarding feature changes at the uncued location, it would
have been possible to narrow the analysis to trials in which a fea-
ture change was preceded by an identical or different change at the
same spatial position. However, in this case we obtained only a
very low number of trials that matched the criteria, thus excludings RTs for detection of feature changes when the preceding trial required detection of
is). For analysis, only trials in which the change feature was correctly cued were
different experimental conditions (cf. inlet in left panel). Asterisk in the right panel
2704 D. Wegener et al. / Vision Research 48 (2008) 2696–2707an inﬂuence of priming effects on average RT per se. Hence, we can
exclude the possibility that the cueing-dependent difference in
reaction times between correctly and incorrectly cued feature
changes was caused by some form of priming.
Another factor potentially inﬂuencing reaction times is an inﬂu-
ence of stimulus-driven, exogenous attention. The colour cue used
in Experiment 1 potentially shared the colour feature with the
upcoming target, thus making it different from the fully symbolic
cue used to indicate speed changes in Experiment 1 and the cue
used in Experiment 2. However, we do not think that cue differ-
ences are capable to explain our results because of the following
two reasons: First, RTs for correctly cued speed changes at the at-
tended location differ signiﬁcantly between Experiment 1 and 2,
although in both cases a symbolic cue is used. The same is true
for RT differences between neutrally and incorrectly cued colour
changes, for which again symbolic cues were used. Thus, cross-
comparison of the two experiments strongly suggests endogenous
components. Second, exogenous attentional allocation is known to
be quite fast, but after several hundred milliseconds it can be over-
ridden by top-down attentional control (Theeuwes, Achtley, &
Kramer, 2000). In our experiments, cue onset preceded stimulus
onset by 1300 ms and the earliest change of the to-be-reported
feature could have happened after additional 640 ms, resulting in
an overall minimum delay between cue onset and colour change
of 1940 ms. Taken together, it seems unlikely that the RT effects re-
ported here could have been caused by an exogenous factor inher-
ent to the colour cue.4.2. Relation to other behavioural studies of feature-based attention
One of the ﬁrst ﬁndings in accordance with globally, space-
independent effects of feature-based attention has been reported
in a study that was designed to test whether attention can be allo-
cated by other than spatial factors (Lambert & Hockey, 1986). In
one of their experimental conditions, the authors were able to
show a slight, location-independent effect of cueing the prospec-
tive form of a subsequently appearing target. Subjects had to dis-
criminate the orientation of this target and were shown to be
fastest for valid cues. However, the form cue effect disappeared
completely when subjects additionally attended a location cue.
Theeuwes (1989) re-examined these effects by doing a similar
experiment, but failed to ﬁnd any attentional effects independent
from location cues. The reason why only slight or no effects have
been found in these studies might be that in none of the experi-
ments the form cue did provide information about the task-rele-
vant orientation of the target. However, in the Lambert and
Hockey study it was at least the orientation of the cued form that
had to be discriminated, whereas in Theeuwes study it was a dif-
ferent object that was located within the cued form. In contrast,
the feature cue used in our study was intended to direct attention
to the task-relevant feature dimension and thus, perceptual pro-
cessing of that feature might have been enhanced due to atten-
tional mechanisms that directly work on the representation of
that feature.
Strong effects of feature-based attention have been found in
dual-task experiments, in which subjects were instructed to dis-
criminate a central target stimulus whilst they were occasionally
presented with a second stimulus (Rossi & Paradiso, 1995;
Shulman & Wilson, 1987). Detection or discrimination of the sec-
ond item was more likely when this stimulus shared a feature with
the primary target that was decisive for performing the task, indi-
cating that attention to this feature facilitated its processing in a
space- and object-independent manner. Similarly, in a divided-
attention paradigm Saenz, Buracas, and Boynton (2003) described
a performance increase when subjects were presented with stimulisharing the same direction of motion instead of opposite direc-
tions. These behavioural results were consistent with a previous
neuroimaging study demonstrating that directing attention to
one feature of the stimulus goes along with corresponding fea-
ture-speciﬁc changes of the fMRI-signal for an object at a remote
location (Saenz et al., 2002).
These experiments as well as additional studies (e.g. Alais &
Blake, 1999; Beauchamp, Cox, & DeYoe, 1997; Lankheet &
Verstraten, 1995; Müller, Reimann, & Krummenacher, 2003;
O’Craven, Rosen, Kwong, Treisman, & Savoy, 1997) have convinc-
ingly shown that feature-directed attention can in fact inﬂuence
processing of the attended object features, but they did not examine
the extent to which unattended features had been processed, leav-
ing open the possibility that feature-directed attention may result
in co-selection of other features of the same object, as has been pro-
posed by object-based selection accounts (Duncan, 1996; Duncan
et al., 1997). There is some experimental support for such a view.
For example, a recent study demonstrated that attention to a mov-
ing stimulus canmodulate the strength of themotion aftereffect in-
duced by a spatially separate, unattended stimulus, but this
modulation was not affected by the type of feature that had been
attended, either motion direction or colour (Arman, Ciaramitaro,
& Boynton, 2006). Hence, attention to one of the constituent fea-
tures of the distant stimulus (colour) must have spread across an-
other feature (motion), since attention to colour would not be
expected to modulate an aftereffect to motion at an unattended
site. This general ﬁnding—co-selection of behaviourally irrelevant
features—has been described in other studies, too (Molholm et al.,
2007; O’Craven et al., 1999; Rodriguez et al., 2002; Schoenfeld
et al., 2003). However, the central question for a detailed under-
standing of attentional selection mechanisms is whether co-selec-
tion is mandatory. Or vice versa, can attention be directed to a
single feature of an object without co-selecting other features?
This issue has recently been addressed by Chelazzi, Nobre, and
colleagues, who used a negative priming paradigm in order to
examine the extent to which feature-directed attention is associ-
ated with inhibitory processes for unattended features (Fanini,
Nobre, & Chelazzi, 2006; Nobre, Rao, & Chelazzi, 2006). The authors
argued that concurrent processing of non-attended features may
be observed for stimuli for which the constituent features do not
exhibit a strong conﬂict regarding their inﬂuence on behavioural
responses. Therefore, in order to maximize inter-feature competi-
tion, they introduced a Stroop-like task, in which different features
of multidimensional objects determined opposing behavioural re-
sponses. By analysing both, reaction times and event-related
potentials they found that selective processing of a behaviourally
relevant feature can indeed go along with active suppression of
irrelevant features of the same object, as indicated by a negative
priming effect. These results are in good agreement with the ﬁnd-
ings of our study and suggest that feature-based attention consti-
tutes a unique selection process that under appropriate stimulus
and task conditions goes along with facilitatory processing of the
attended feature as well as with active suppression of the non-at-
tended feature.
4.3. Possible neuronal mechanisms
Support for the ﬁnding of active sensory suppression comes
from several neurophysiological studies showing a general
involvement of inhibitory processes in top-down attentional mod-
ulation. Neurons in several visual areas have been demonstrated to
be mainly driven by the stimulus that is currently behaviourally
relevant, even if this is concurrently presented with another stim-
ulus that is more effective in driving the cell (Chelazzi, Duncan,
Miller, & Desimone, 1998; Moran & Desimone, 1985; Reynolds,
Chelazzi, & Desimone, 1999; Treue & Maunsell, 1996). Additional
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inhibitory inputs comes from a recent study on neuronal stimulus
selectivity, indicating that with attention responses to non-pre-
ferred stimuli are much more efﬁciently suppressed (Wegener,
Freiwald, & Kreiter, 2004). Predictions for behavioural conse-
quences deriving from these results have recently been tested in
a series of psychophysical experiments (Wegener, Galashan,
Markowski, & Kreiter, 2006) and conﬁrmed this study in showing
that attention is closely associated with mechanisms of noise
reduction, i.e. with active suppression of non-attended contents.
Modulation of neuronal activity by feature-based attention has
been described by a variety of studies carried out in visual cortical
areas of both, the ventral and dorsal processing stream (for review
see: Maunsell & Treue, 2006). For example, in ventral area V4 it
was demonstrated that neuronal ﬁring activity is differentially
inﬂuenced by attention to either the colour or the orientation of
a distant stimulus in a globally, feature-dependent manner
(McAdams & Maunsell, 2000). Likewise, in dorsal area MT Treue
and Martínez Trujillo (1999) showed that attending a particular
direction of motion also modulates activity of other neurons at dis-
tant locations. The authors proposed a feature-similarity gain mod-
el, in which feature-directed attention globally scales neuronal
responses in a multiplicative fashion, with the sign and strength
of modulation being determined by the similarity of the attended
direction and the directional tuning of remote neurons (Martínez
Trujillo & Treue, 2004; Treue & Martínez Trujillo, 1999).
A further explanation for neuronal mechanisms underlying fea-
ture-based selection employs a modulation of the actual strength
of functional connectivity between areas participating in the
respective visuomotor computation. Recent proposals suggest that
communication between distant neuronal populations critically
depends on the phase coherence of oscillatory activity between
neuronal groups (Fries, 2005; Kreiter, 2001, 2006). Thus, reac-
tion-time effects mediated by feature-based attention as observed
in this study might be caused by attention-dependent changes of
effective coupling between neuronal modules of the sensorimotor
pathway. If attention to one of the constituent features of the tar-
get object is associated with an increase in coherence between sen-
sory processing stages and subsequent stages, then detection of the
behaviourally relevant feature change and generation of the appro-
priate motor output is supposed to be much faster. In contrast, cue-
ing the changing feature incorrectly would result in coupling of the
wrong feature domain with subsequent processing stages. Detec-
tion of the unattended feature change would require establishing
phase-locking between sensory neurons in the formerly unat-
tended feature domain and the subsequent processing stages, at
the cost of processing time. Moreover, attending the entire object
instead of a single feature may be hypothesized to prepare dy-
namic coupling in the early feature processing pathways, but not
to establish the dynamical links selecting one of them for behav-
ioural output prior to any behaviourally relevant feature change.
Thus, in agreement with our results reaction times are supposed
to be slower than for correctly cued features, but faster than for
incorrectly cued features, since it is not necessary to redirect an al-
ready established routing path.
The above interpretation implies a close relationship between
attention and the strength of synchronous oscillatory activity,
which has indeed been found in several monkey studies. In various
sensory areas, attention-dependent modulation of the ﬁne tempo-
ral structure of neuronal activity was recently demonstrated by
cross-correlation analysis of single cell activity ( Steinmetz et al.,
2000; Wegener, 2004) as well as by analysis of the local ﬁeld po-
tential (Taylor, Mandon, Freiwald, & Kreiter, 2005) and the relation
between spike timing and local ﬁeld potential (Fries, Reynolds,
Rorie, & Desimone, 2001). Moreover, evidence for the proposed
switching of synchrony between different modules and their sub-sequent processing stage has been described for different V1 sites
and their V4 targets (Smiyukha et al., 2006). Additionally, in a recent
study also a close relationship between the strength of synchroni-
zation and behavioural response times has been described
(Womelsdorf, Fries, Mitra, & Desimone, 2006). Thus, the interpreta-
tion that feature-based selection might be achieved through mod-
ulation of effective coupling between distant neuronal populations
is in good agreement with current knowledge on the relation be-
tween attention and modulation of the ﬁne temporal structure of
neuronal activity. Further studies to directly estimate such a rela-
tionship would be very illuminative.
4.4. Factors determining the structure of attentive processes
What is the reason why many other studies found co-selection
of behaviourally irrelevant object features, whilst we found active
suppression? Inherent to many studies on visual attention is the
assumption that attention processes are dynamically adapted to
the current processing needs. Hence, the most obvious factor
determining the speciﬁc kind of attentional modulation is given
by the requirements of the behavioural task. Any task depending
on complex object analysis is expected to favour mechanisms of
object-based selection, whereas tasks requiring detailed analysis
of an isolated feature may favour mechanisms to facilitate process-
ing of the relevant feature and suppress processing of non-relevant
features. In accordance with this assumption, recent work has
shown that task requirements in fact do have an impact on sensory
processing (Adams & Mamassian, 2004; Liu & Cooper, 2001). Of
particular interest is a study by Rossi and Paradiso (1995) showing
that attention to features of a foveally presented grating inﬂuences
the probability by which a peripheral grating can be detected in a
task-dependent manner, indicating that processing demands de-
ﬁned by the task are capable to dynamically determine the way
top-down regulation modulates visual processing.
Another factor affecting the processing fate of non-attended
features may arise from the structure of the object itself. Experi-
mental evidence for co-selection of non-attended features has been
gained by many studies using superpositions of visual stimuli
(Arman et al., 2006; Blaser et al., 2000; O’Craven et al., 1999;
Rodriguez et al., 2002; Schoenfeld et al., 2003). Overlapping stimuli
may inherently support binding of their constituent parts due to
two reasons. First, for such stimuli selecting the target feature can-
not be based on spatial coordinates. Especially for a feature that
does not pop-out selection might instead be achieved by accessing
the object representation to which it is bound, thus supporting co-
selection of other constituent features of that object. Second, in
overlapping pictures binding is a general prerequisite for percep-
tion and therefore might generally support selection of all constit-
uent object features. In contrast, the single gratings used in our
study do not overlap and accessing the target feature is not sup-
posed to critically depend on binding processes for the object.
Therefore, it is possible that these stimuli are better suited to allow
for selective feature analysis than do superimposed stimuli. How-
ever, how the structure of the stimulus precisely inﬂuences the
way attentional mechanisms modulate sensory processing must
be issued to future work.
4.5. Concluding remarks
The data presented here strongly suggested to consider feature-
based attention as a unique selection process. The main reason for
this is that active suppression of non-attended features represents
a process substantially different from co-selection of non-relevant
object attributes, as found for object-based selection. There are
various open questions regarding the neuronal basis of this sup-
pression as well as its ultimate cause. However, any research
2706 D. Wegener et al. / Vision Research 48 (2008) 2696–2707attributed to the underlying processes as well as their discussion
will proﬁt from a differentiation between the direction of attention
(to feature, object, space and the like) and the neuronal selection
process itself. In our view, the diverse ﬁndings on the conse-
quences of feature-directed attention do not necessarily represent
a conﬂict, but rather point toward the manifoldness by which
attentional processes may modulate neuronal processing. Hence,
an important issue for future research is to determine the relation
between behavioural requirements, stimulus conﬁguration, and
the selection process.
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