The purpose of this paper is to improve the classical VIKOR method with a holistic view, and evaluate the alternatives with invariant reference points and scales to achieve the rank preservation. The VIKOR method, as a commonly used multi-attribute decision making model, is prone to rank reversal when the alternative is added, deleted or replaced. The phenomenon of rank reversal indicates that there is a contradiction in the consistency and credibility of the evaluation results. First, the new improved VIKOR called R-VIKOR focuses on the selection of historical extreme values of indicators, the process of data normalization, and the determination of virtual ideal solutions. It should be emphasized that the improved method is the improvement and extension of VIKOR. In addition, the theoretical basis of R-VIKOR with the ability to preserve rank is discussed. The R-VIKOR can ensure that the evaluation result of the selected alternative can be fixed, which is just like a unified ruler measuring objects, and the problem of rank reversal can be solved naturally. Finally, several examples and random experiments are examined to verify the validity and credibility of R-VIKOR.
I. INTRODUCTION
Recently, multi-attribute decision making (MADM) methods have been applied more and more commonly in many scientific decision-making problems, such as economics, computer science, engineering, medicine, neutrosophic environment and other related fields [1] - [19] . The numerous MADM approaches provide some quantitative calculation methods for weighing alternatives, which enable decision makers (DMs) to easily and quickly obtain an acceptable ranking result from many alternatives. However, many methods have serious problem of rank reversal, which leads to the unreliability of the evaluation process, such as analytic hierarchy process (AHP) [11] - [20] , evaluation based on distance from average solution (EDAS) [21] , technique for order of preference by similarity to ideal solution (TOPSIS) [22] , VIseKriterijumska Optimizacija I Kompromisno Resenje (VIKOR) [23] , preference ranking organization method for enrichment of evaluations (PROMETHEE) [24] , etc. Rank preservation and rank reversal are important issues The associate editor coordinating the review of this manuscript and approving it for publication was Tossapon Boongoen .
in MADM, which are the basis to ensure the effectiveness of decision-making methods. Recognizing the importance of rank preservation in decision-making methods, many scholars began to study the problem of rank reversal in depth [12] , [25] - [32] . For example, Saaty and Sagir [11] presented that rank preservation was often a normative or desired concern to make life more orderly and tractable. Mousavi-Nasab and Sotoudeh-Anvari [12] pointed out that in rank reversal phenomenon the ordering of alternatives inverted when an alternative was added or eliminated from the list of alternatives. The problem of rank reversal was first raised in the literature [26] for AHP, and further discussed in the literature [27] , [28] . Wang and Elhag [25] analyzed the cause of rank reversal and proposed an approach to keep the local priorities unchanged in AHP by normalization. Ishizaka and Labib [29] reviewed the development of AHP since its birth, and used much length to state the solution of the AHP rank reversal problem, including variable weight, normalization, multiplication aggregation, and so forth. Wang and Luo [30] showed us the rank reversal of several decision making methods through examples, but did not give a corresponding solution. Keshavarz-Ghorabaee et al. [31] studied the rank VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ reversal problem of EDAS, and pointed out that the EDAS method was more efficient than the TOPSIS method, but it did not give an improved method to overcome the rank reversal. Aires and Ferreira [32] studied the pertinent literature on rank reversal, based on 130 related articles published from 1980 to 2015 in international journals, which was a relatively comprehensive review. In order to overcome the problem of rank reversal, Cables et al. [33] established a new method namely reference ideal method (RIM) to select the positive ideal solutions (PISs) and the negative ideal solutions (NISs) that can be adjusted between the maximum values and the minimum values of the indicator. From the overall point of view, the PISs and NISs of all indicators should be existed and unique. Adjustment is only a deformation method adopted to solve the rank reversal, which may not completely conform to the objective logic. Furthermore, in the process of material selection, Jahan and Edwards [34] conducted an empirical analysis of the normalization methods of different types of indicators in MADM model, which provided a reference for solving the problem of rank reversal. Once the rank reversal occurs which means that the decision-making method itself has design flaw. Thus the existence of rank reversal makes the credibility of evaluation results greatly reduced, which is a challenge that makes DMs confused [12] . It is necessary for us to fully consider the method design steps to avoid inconsistent measurement standards. Similarly, the classic VIKOR, as a frequently used method of MADM, has a phenomenon of rank reversal. The VIKOR method was studied to solve a discrete decision problem with noncommensurable and conflicting criteria [12] - [35] and introduced a concept of relative importance of the criteria and a balance between the total and individual satisfaction [36] . Then it was developed with a stability analysis to determine the weight stability intervals and with tradeoffs analysis [37] . Mousavi-Nasab and Sotoudeh-Anvari [12] revealed that classical VIKOR may generate rank reversal problem in material selection problems. Recently, there have been a growing number of extended methods that combine VIKOR with other information processing methods, deepening the breadth and complexity of the problems being handled, such as interval number [38] , trapezoidal fuzzy numbers [39] , incomplete criteria weights [40] , and neutrosophic set [41] - [43] . Although these extensions have broadened the scope of VIKOR methods, the potential unreliability of these methods still exists due to the unsolved problem of rank reversal itself. In [44] , the rank reversal of the VIKOR method was evaluated, and random experiments were carried out to confirm that the VIKOR method not only has rank reversal but also was strongly influenced by parameters. They also found that the influence of the number of alternatives was stronger than that of the number of indicators [44] . However, they did not provide a solution to the rank reversal of the VIKOR method. In fact, the number of indicators and the number of alternatives to be selected only depend on the evaluation problem itself, which is uncontrollable. Moreover, Antucheviciene et al. [36] explained the consistency of evaluation, and verified that the final ranking results of VIKOR-F may be depending on normalization approaches. Mousavi-Nasab and Sotoudeh-Anvari [12] also pointed out that the cause of rank reversal may be the utilization of an unsuitable normalization method, and observed that the topranked alternative in VIKOR may be changed by rank reversal phenomena. To the best of our knowledge, there are few research literatures have completely solved the problem of rank reversal of VIKOR method from the theoretical and experimental aspects, especially the theoretical analysis.
As mentioned above, we believe that only if the problem of rank reversal is solved, the decision-making purpose of the credibility of the evaluation method and the consistency of the evaluation results can be achieved. It is worth learning what Mufazzal and Muzakkir [45] pointed out that was the proximity of alternatives from the best possible value/ideal solution should be considered, and revealed that the proposed method was robust against rank reversal phenomenon, but lacked sufficient theoretical support. In dealing with the rank reversal, we are pleasantly surprised to see that some studies have risen to the theoretical level and analyzed the inherent essential reasons for the reversal of order [46] , [47] . The intrinsic reason for the rank reversal is that the design of the decision-making method is always limited to the evaluation of data, which is a relative mode [46] . We can get comprehensive and objective evaluation results by jumping out of the local evaluation and standing from the overall perspective. We believe that evaluation in an absolute mode is a valuable and effective method to realize rank preservation. The R-TOPSIS method established in [47] can be regarded as an improvement in the TOPSIS absolute mode, and the expected rank preservation effect was achieved. However, compared with the improvement of the TOPSIS method, the VIKOR improved method for achieving rank preservation in the overall view has not yet appeared. When the alternatives are added, deleted, etc., the traditional VIKOR method is prone to rank reversal, which leads to contradictions and confusions before and after ranking. Such weakness raises a challenge for the rationality and effectiveness of evaluation, because rank reversal makes it impossible to determine which evaluation order is acceptable. Towards resolving the VIKOR defect, we proposed an improved method based on historical extreme values of criteria to resist rank reversal of VIKOR, which is called R-VIKOR. The main contributions of this study are as follows:
1) We propose a novel extended VIKOR method to overcome rank reversal problem, which is suitable for MADM problems with arbitrary attribute indicators.
2) The new improved R-VIKOR method focuses on the selection of historical extreme values of indicators, the process of data normalization, and the determination of virtual ideal solutions. In addition, we emphatically discussed the theoretical basis of the improved method with the ability to preserve rank.
3) We confirm the validity and credibility of this method by means of several examples and random experiments, which indicates that the problem of rank reversal has been solved and the credibility of the evaluation process has been guaranteed.
Based on the deepening realization about VIKOR method, the remainder of this work is organized as follows. Section 2 presents the classic VIKOR method and a new improved R-VIKOR method, which paved the way to further discussion. Section 3 analyzes the theoretical basis of the new R-VIKOR method in rank preservation. Section 4 carries out the computational experiments and gives the results, further proves the superiority of this method in rank preservation. The last section summarizes the whole paper and provides some important conclusions.
II. VIKOR METHOD AND A NEW IMPROVEMENT
Usually, we discuss the MADM problem, which involves n indicators and m alternatives, and the attribute weight vector denoted by W = {w 1 , w 2 , · · · , w n } which given by the decision maker, with n j=1 w j = 1, w j > 0, j = 1, 2, · · · , n. The value of alternative A i under criteria C j is denoted as f ij , i = 1, 2, · · · , m; j = 1, 2, · · · , n, and all attribute information constitutes an original decision matrix as follows:
In the evaluation process of the classic VIKOR method, if the number of alternatives increases or decreases, it may bring about changes in the reference value calculation results, including the best criterion value, the worst criterion value, the group utility values, and the individual regret values, etc. It is easy to cause the change of evaluation result, and may lead to the occurrence of rank reversal. The change of reference value is essentially the change of evaluation scale. Therefore, in the evaluation, if the best alternative and the worst alternative can be found and used as the constant reference values, then the evaluation results of alternatives are fixed, and so the rank reversal phenomenon can be avoided naturally. Based on this understanding, we try to solve the problem of rank reversal by improving the classical VIKOR method.
A. THE CLASSICAL VIKOR METHOD
We briefly review here the implementation steps and the main aspects of the classical VIKOR method.
Step 1: Determine the best f + j and the worst f − j values for all criteria C j , j = 1, 2, · · · , n.
If C j is a benefit attribute, then
If C j is a the cost attribute, then
Step 2: Calculate the values S i (group utility) and R i (individual regret), i = 1, 2, · · · , m , for each alternative, respectively.
(4)
Step 3: Calculate the values Q i , i = 1, 2, · · · , m, for each alternative by the relation.
where
And the parameter v ∈ [0, 1] is the weight introduced to support the strategy of maximum group utility while (1−v) ∈ [0, 1] is also as weight to weigh the individual regret, here v = 0.5. Obviously, when the denominator in the Eq. (6) is equal to zero, the formula is meaningless, which is a shortcoming of VIKOR method.
Step 4: The alternatives are ranked in ascending order according to the scores S i , R i and Q i , and then the final evaluation result is obtained. In VIKOR method, the smaller the score of evaluation results, the higher the ranking.
B. A NEW IMPROVED MATHOD FOR VIKOR
The problem that causes the rank reversal of the VIKOR method is that the view is limited to local data rather than processing the data from a global perspective. Assuming that based on the statistical data and expert knowledge of the evaluation problem, the historical maximum and historical minimum of each attribute can be determined separately. Since the improved method can achieve the effect of rank preservation, that the method is abbreviated as R-VIKOR. The R-VIKOR method consists of the following six steps:
Step 1: Determine the historical maximum value M j and historical minimum value m j for each alternative, respectively. That is to say, for any attribute value f ij , the condition m j ≤ f ij ≤ M j always satisfies whether the alternative is deleted, added or replaced in the evaluation process.
Step 2: Normalization of indicator data. If C j is a benefit attribute, then
Step 3: From the overall perspective, the maximum and minimum values of each indicator data after normalization are determined as follows:
where r − j ≤ r ij ≤ r + j , i = 1, 2, · · · , m; j = 1, 2, · · · , n. In other words, from the overall perspective, we assume that there are two virtual positive and negative ideal solutions, N + and N − respectively in the normalized data set. Of course, the positive ideal solution is the optimal solution, while the negative ideal solution is the worst solution. This is the invariable measurement object to improve the traditional VIKOR method which can be represented as
Step 4: Calculate the values S i and R i (i = 1, 2, · · · , m) for each alternative, respectively.
where N i = {r i1 , r i2 , · · · , r in }, i = 1, 2, · · · , m.
Step 5: Calculate the new quantitative values NQ i for each alternative by the following relation, i = 1, 2, · · · , m.
When the normalization alternative N i satisfies the condition N i = N + , we can obtain the result of S − = 0 and
Thus, the Eq. (15) can be rewritten to
And v ∈ [0, 1] has the same meaning as in the conventional VIKOR method, and is omitted here. The above Eq. (18) is always meaningful because of 0 < R + ≤ 1.
Step 6: The alternatives are ranked in ascending order according to the scores of S i , R i and NQ i , and then the final evaluation result is obtained. In R-VIKOR method, the smaller the score of evaluation results, the higher the ranking.
Remark 1: The R-VIKOR method presented in this paper with a holistic view of the assessment problem, and the historical maximum and historical minimum value are determined. Accordingly, the optimal solution and the worst solution that may be involved in the evaluation problem are introduced into the evaluation, and they are fixed. It can be regarded as an absolute mode, while the traditional VIKOR method is a partial mode or a relative mode [46] . At the same time, there may be problems in the traditional VIKOR method that cannot be evaluated, which are also being improved.
Remark 2: The R-VIKOR method is essentially an extension of the classic VIKOR method, but there are four differences as follows. Firstly, the best value and the worst value of each attribute indicator are different. The R-VIKOR method is determined based on historical statistics for global judgment or expert knowledge. Secondly, the normalization of the original attribute data introduced by the R-VIKOR method, which relies on the historical best and worst values of attribute indexes. Thirdly, the new R-VIKOR method determines the positive ideal solution and the negative ideal solution immediately after normalization.
Their attribute values are transformed from the best value and the worst value before normalization, which is similar to the determination of the ideal solution of TOPSIS method, but has been improved to the overall ideal solution. Fourthly, the final quantized value is simplified by introducing overall positive and negative ideal solutions, as shown in Eq. (18).
III. FURTHER THEORETICAL ANALYSIS ON RANK PRESERVATION OF R-VIKOR METHOD
This section tries to analyze the theoretical basis of the new R-VIKOR method in rank preservation mentioned above. Why introduce virtual historical optimal attribute values and worst attribute values, as well as positive ideal solution and negative ideal solution, can fundamentally overcome the problem of rank reversal? No matter in the case of adding, deleting, or replacing the original alternative, the ranking of the original alternatives retained remains the same, which is the ranking preservation. In other words, the ranking will not be inconsistent with the change of alternatives.
Theorem 1:
m, be an arbitrary alternative, with set v ∈ [0, 1], a constant, then the quantitative values NQ i by R-VIKOR method is a constant.
Proof: Consider the normalization of alternative A i = {f i1 , f i2 , · · · , f in }, we can have the following result: N i = {r i1 , r i2 , · · · , r in }, i = 1, 2, · · · , m. A i is known and determined, and the corresponding R i is also determined.
Hence, we have
And,
Since N i is a constant vector and W = {w 1 , w 2 , · · · , w n } is a known weight vector, S i and R i are definite constants.
And because R + = max j w j is a constant, we can easily get that NQ i is also a constant. Thus, we are done. Remark 3: The proof of Theorem 1 is very straightforward. It is not difficult to find that the evaluation results of alternatives are always the same, which brings about the preservation of evaluation ranking. The R-VIKOR method stands in the whole history of the evaluation process, and gives some key parameters, so that the evaluation results of the alternatives are determined to be constant. Since the problem is evaluated from an overall perspective, naturally in the local assessment, we should use the global same scale to calculate quantitatively. Correspondingly, the normalized positive and negative ideal solutions are introduced into the evaluation as invariant reference points. Generally speaking, it is consistent with the thinking logic that the evaluation results should not change with the change of local evaluation objects when we quantitatively evaluate the alternatives with the same scale, no matter whether they are added, deleted or replaced. The R-VIKOR method finds the essential cause of the problem, that is, the evaluation cannot change with the change of the evaluation object. Therefore, the improved method of this paper is a meaningful extension and exploration of the VIKOR method.
Theorem 2: Let A i = {f i1 , f i2 , · · · , f in }, i = 1, 2, · · · , m, be an arbitrary alternative, we have (1) If max j w j ≥ R i S i , then the quantitative value NQ i by R-VIKOR method will be increased with the increase of the parameter v, (i = 1, 2, · · · , m);
(2) If max j w j ≤ R i S i , then the quantitative value NQ i by R-VIKOR method will be decreased with the increase of the parameter v, (i = 1, 2, · · · , m);
(3) Especially if w j = 1 n , j = 1, 2, · · · , n, then the quantitative value NQ i by R-VIKOR method will be decreased with the increase of the parameter v, (i = 1, 2, · · · , m).
Proof: (1) According to Eq. (18), we can calculate the derivative of NQ i with respect to v as follows:
Obviously, because R + = max j w j > 0, if max j w j ≥ R i S i , then dNQ i dv ≥ 0, we can get the result that the value NQ i will be increased with the increase of the parameter v.
(2) Based on above, if max j w j ≤ R i S i , we can have the opposite result, which is dNQ i dv ≤ 0. In this case, NQ i will be decreased with the increase of the parameter v. (3) If w j = 1 n , j = 1, 2, · · · , n, it means that the attribute is equal weight. In this case, we can easily find
Thus, dNQ i dv ≤ 0, we can also have the same result that NQ i will be decreased with the increase of v.
This completes the proof. Remark 4: From Theorem 2, we know that the evaluation score of every alternative is monotonically increasing or decreasing with respect to the parameter v. In this paper, we all discuss the problem of rank reversal under the condition that the parameter v is fixed. Of course, once the parameter v is selected, v is a constant, and combined with Theorem 1, it can be determined that the evaluation result will not change. The difference in the value of the parameter v may lead to different ranking results. In fact, we often choose the value of the parameter v as 0.5, which is equivalent to giving the same weight to the maximum group utility as to the individual regret, which is also more in line with our idea of compromise.
IV. COMPUTATIONAL EXPERIMENTS AND NUMERICAL RESULTS
In this section, several examples will be used to illustrate the contribution of the method proposed above. We take the first example from Blanca Ceballos et al. [44] to show that the R-VIKOR method is more reasonable than the classic VIKOR method, which has no unsolved problems. The second one is used to illustrate the rank preservation of the R-VIKOR method, which is a randomly generated MADM problem. In the example, we have carried out a variety of experiments to delete or add alternative, further confirming the theoretical analysis. In the first two examples, the value of the parameter v is 0.5. At last, the third example will continue to carry out random experiments to discuss the effect of the parameter v on the ranking results.
Example 1: As pointed out in the literature [44] , the VIKOR method has no solution in the case that the denominator is meaningless. The following happens to be an invalid example of using the VIKOR method, while there is no problem with using the improved VIKOR method. The main results calculated by VIKOR method are shown in Table 1 . Because R i , i = 1, 2, 3, have the same value, the denominator of the formula is meaningless. At this case, the VIKOR method is invalid.
Below we use the R-VIKOR method to calculate, and assume that the historical maximum and minimum values of each indicator are as follows: m 1 = m 2 = m 3 = m 4 = m 5 = 1, M 1 = M 2 = M 3 = M 4 = M 5 = 100. The ranking result obtained by improved R-VIKOR method is A 3 A 2 A 1 , while the ranking result obtained by TOPSIS method is A 2 A 3 A 1 .
There are differences between R-VIKOR and TOPSIS for the evaluation of alternative A 2 and A 3 . In fact, the scores of A 2 and A 3 are very close under the two methods, that is, the difference between A 2 and A 3 is not obvious. And this difference may be the result of compromises between group utility and individual regret. In addition, it should be pointed out that when the traditional VIKOR method fails, the R-VIKOR method gives the evaluation results, but at this time the acceptable advantages and the acceptable stability in decision making are not necessarily satisfied. The normalized matrix by R-VIKOR method and comparison results with TOPSIS are listed in Table 2 .
Example 2: In order to test whether the R-VIKOR method really solves the problem of rank reversal, the following random numerical experiments are carried out. Assuming that all the indicators are benefit attribute, and the historical maximum value is 100, and the historical minimum value is 0. In other words, for every f ij such that f ij ∈ [0, 100]. Therefore, we can easily get the following results: m 1 = m 2 = m 3 = m 4 = 0, and M 1 = M 2 = M 3 = M 4 = 100. Through random experiment, the following MADM problem with four benefit attributes and five alternatives is generated, whose values are shown in Table 3 . Assume that the criteria weights are equal. Table 3 also shows the comparison results of the VIKOR method and the improved method in this paper, and their ranking is consistent. At the same time, the two conditions of the acceptable advantage and acceptable stability in the decision making in VIKOR method are not necessarily valid due to the normalization of the indicators in the improved R-VIKOR method. The same order of the original set of alternatives under the two methods is both as follows:
The evaluation ranking of both methods is that the smaller the score, the higher the ranking. Therefore, alternative A 5 ranks first. Based on the original data, the ranking results obtained by the two methods are consistent, that is, the trend of the final ranking is the same, but the scores of the two methods are quite different. The specific evaluation results of the two methods are shown in Figure 1 . In particular, under the classic VIKOR method, the scores for alternatives A 5 and A 3 are 0 and 1, respectively. There is nothing wrong with using VIKOR to obtain such results in an assessment, but it is not appropriate if the historical extremes are known. From the historical extreme value given in this example, all criteria are benefit attributes, and we can easily find that A 5 is not the best alternative in history and A 3 is not the worst alternative, i.e. 
Thus, the traditional VIKOR method has some limitations when considering the global value. By contrast, the improved R-VIKOR method takes historical extreme values as important parameters of the method, and the evaluation results obtained are easy to accept.
Then, we delete or add the original set of alternatives. Results are shown in Tables 4-6. It is very clear that when deleting A 3 , adding A + or A − to the original alternative matrix, the improved R-VIKOR method achieves rank preservation. In the case of deleting A 3 , the rank of R-VIKOR method is
Correspondingly, the rank of VIKOR method is
Obviously, there is no rank reversal in the improved R-VIKOR method, and the scores of the retained alternatives remain unchanged, which is consistent with the theoretical analysis. However, under the classical VIKOR method, the order of alternatives A 1 and A 4 has been reversed. The main results by dropping A 3 are shown in Table 4 . Figure 2 shows the evaluation results of the two methods after deleting A 3 . Compared to the original data, the evaluation results of the VIKOR method have changed significantly and the order has reversed, while the improved R-VIKOR method maintains the consistency of the evaluation.
In the last two cases of adding A + or A − , we can also determine that the improved VIKOR method achieves rank preservation, while the VIKOR method has the problem of rank reversal, where A + = {100, 100, 100, 100} , A − = {0, 0, 0, 0} .
Because A + is the best alternative, it naturally ranks first. When adding A + , we can easily get the following results with adding A + by improved R-VIKOR method: At the same case, we can obtain the different results by VIKOR method:
The difference is exactly the ranking of A 2 and A 4 with adding A + . Obviously, the phenomenon of rank reversal appears under VIKOR, which indicates the contradiction and unreliability of evaluation results. The comparison results with adding A + between VIKOR and improved R-VIKOR are shown in Table 5 . Figure 3 shows the evaluation difference between the two methods in the case of adding A + . Compared to the original data, the evaluation results of VIKOR method have also changed greatly in this evaluation, while the R-VIKOR method continues to maintain stability and is fully consistent with Theorem 1.
Because A − is the worst alternative, it naturally ranks end. In the last case, we can obtain the following ranking for the paper method:
In this case, the VIKOR method obtains the same sort result. The main results in this case are shown in Table 6 . Figure 4 shows the specific evaluation results of the two methods under the addition of A − . In this case, the evaluation results of the two methods are ranked in the same order. Compared to the previous evaluation, the VIKOR method has a large fluctuation in scores, while R-VIKOR is stable. Through numerical experiments, we can confirm that the classical VIKOR method is likely to cause rank reversal when the alternatives are added, deleted or replaced, while the improved R-VIKOR method achieves rank preservation. The empirical analysis and the theoretical analysis confirm each other. This method not only preserves order, but also keeps the evaluation results unchanged. Therefore, in the solution of the rank reversal problem, the R-VIKOR method achieves the consistency of the evaluation scale under the overall perspective, in line with human cognitive logic.
Example 3: In this example, we will demonstrate the influence of the value of parameter v on the evaluation results through random experiments. Without loss of generality, it is assumed that the indicators discussed are all benefit indicators. The following MADM problem with four indicators and four alternatives is randomly generated. The specific values are shown in Table 7 . We also assume that the historical maximum value of all attribute values is 100, and the historical minimum value is 0. The first experimental situation is that all indicators have the same weight.
Obviously, Figure 5 shows that the evaluation scores of the alternatives monotonically decrease with the increase of the parameter v under the same weight, which is consistent with Theorem 2.
The variation range of parameter v is 0 to 1 in Figure 5 . When the value of the parameter v is different, the ranking of the evaluation results is not completely consistent, which reflects the difference in the importance and preference of DMs on group utility and individual regret. For example, when v = 0.2, we can obtain that NQ 1 = 0.7700, NQ 2 = 0.8010,
thus, the sort result is
When v = 0.5, compared with v = 0.2, the scores of the alternatives decrease. At this time, the specific scores are NQ 1 = 0.6800, NQ 2 = 0.6375,
Secondly, consider different criteria weights, assuming that w 1 = 0.5, w 2 = 0.25, w 3 = 0.125, w 4 = 0.125. Utilizing the R-VIKOR method, we have
S 1 = 0.6575, S 2 = 0.3150,
max j w j = w 1 = 0.5,
then 
So max
Based on Theorem 2 and the above calculation, it is not difficult to find that the evaluation scores of A 1 , A 2 , and A 4 are monotonically decreasing with respect to v, while A 3 is monotonically increasing with respect to v. Figure 6 further confirms Theorem 2, which is consistent with the above analysis results.
When the weights of criterion are different, the Theorem 2 conditions are used for discrimination. It can be seen that the scores may have two trends under the influence of the parameter v. Similarly, different parameters v may lead to different ranking results when the weights are different. For instance, if v = 0.1, then NQ 1 = 0.7588, NQ 2 = 0.4410,
If v = 0.5, then NQ 1 = 0.7138, NQ 2 = 0.3850,
If v = 0.9, then NQ 1 = 0.6687, NQ 2 = 0.3290,
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Clearly, the evaluation scores have some differences due to different values of parameter v, which may lead to the reversal of order. However, the parameter v is equivalent to the weight of the maximum group utility. In order to ensure the consistency of the evaluation, v needs to be set in advance, that is, once v is given, v is fixed. Therefore, according to the discussion of Theorem 1 and the above examples, there is no rank reversal problem in the evaluation of R-VIKOR method under fixed parameter v.
Remark 5: From Example 1, it can be determined that the improved R-VIKOR method does not have any invalid evaluation. Obviously, the focus of this paper is to overcome the problem of rank reversal caused by changing the number of alternatives. Through Example 2, the case verification and Theorem 1 are mutually confirmed. The R-VIKOR method overcomes the problem of rank reversal. Once the evaluation problem is determined, it is necessary to determine the historical extreme values, so whether to add or delete the alternatives, the problem of rank reversal should not occur. However, changing the number of indicators will lead to the change of indicator weight, which will change the evaluation problem, so this paper does not discuss the influence of the number of indicators in the rank reversal phenomenon. From Example 3, it can be seen that parameter v has a great influence on the evaluation results, so it is very important to choose v with different preference according to the actual evaluation problems.
V. CONCLUSIONS AND REMARKS
The main contribution of this paper is to improve the classic VIKOR and solve the problem of rank reversal, which can achieve rank preservation. As a frequently used MADM method, the credibility and consistency have gradually become the criteria for selecting this method. This improved method has several novelties.
Firstly, the values of the best indicators and the worst indicators based on statistical data and expert knowledge are confirmed, and the positive and negative ideal solutions as a reference point are given. Secondly, in order to eliminate the influence of dimension on data decision making, the original decision matrix is normalized. Thirdly, the operation of the improved method is relatively simple, and the reason of solving the problem of rank reversal is proved theoretically. What's more, the evaluation results of the alternatives obtained by R-VIKOR are fixed, and will not change with the addition, deletion or replacement of the alternatives, which is just as a unified scale to measure objects. Moreover, the influence of parameter v on the evaluation score is also discussed.
Finally, the feasibility and effectiveness of the proposed method in solving the problem of rank reversal has carried out by several computational experiments. It was revealed that the constructed method achieves rank preservation, which is consistent with theoretical analysis. No matter how the alternatives are added, deleted or replaced, the evaluation scores of the remaining alternatives will not be changed.
On contrary, the VIKOR method has been in the phenomenon of rank reversal in many experiments.
This presented method provides an absolute advantage of preventing rank reversal problem and proves a reliable MADM method for solving various decision problems. In the future, we will study and try to solve the rank reversal problem of hybrid methods involving VIKOR method, which is more difficult and complicated.
