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Abstract
We present a new algorithm called Highest Utility First Search (HUFS) for searching trees
characterized by a large branching factor, the absence of a heuristic to compare nodes at different
levels of the tree, and a child generator that is both expensive to run and stochastic in nature. Such
trees arise naturally, for instance, in problems which involve candidate designs at several levels of
abstraction and which use stochastic optimizers such as genetic algorithms or simulated annealing to
generate a candidate at one level from a parent at the previous level. HUFS is applicable when there
is a class of related problems, from which many specific problems will need to be solved. This paper
explains the HUFS algorithm and presents experimental results comparing HUFS with alternative
methods.  2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
In this paper we describe a new class of trees, which we call Stochastically-Generated
(SG) trees, that arise naturally in Computer Aided Design. We describe an algorithm, called
Highest Utility First Search (HUFS), for searching such trees. HUFS is guided by estimates
it makes of the utility of searching the subtree under each existing node of the tree, and
we will also discuss how HUFS makes and uses these utility estimates. We will start by
describing the class of trees and introducing some terminology related to utility.
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1.1. Stochastically generated trees
In many kinds of engineering design tasks, the design process involves working with
candidate designs at several different levels of abstraction. For example, in designing a
microprocessor, one might start with an instruction set, implement the instructions as a
series of pipeline stages, implement the set of stages as a “netlist” defining how specific
circuit modules are to be wired together, etc. There are typically a combinatorially large
number of ways a specific design at one level can be implemented at the next level down,
but only a small, fixed set of levels.
The design space is a (virtual) tree. The nodes are the design alternatives at the various
abstraction levels, and the children of a parent design are all the designs at the next level
down that implement that parent. Design in such a domain can be seen as a process of
searching this tree for a high-quality leaf, e.g., for a leaf that represents a fast, cheap
microprocessor.
Many complex design and optimization problems are typically structured this way in
current practice. For instance, the generation of machine code in an optimizing compiler
involves a series of stages in which the code may be represented first as a parse tree, then
as a sequence of three-address codes, and finally as machine code. Furthermore, the design
of artifacts like aircraft and ships involves stages called preliminary, intermediate, and final
design, in which the artifact being designed is represented in successively greater detail.
Recently, a number of techniques for stochastic optimization have been shown to be
useful for finding good children of a design alternative. These techniques include simulated
annealing [10,19], genetic algorithms [1,7,12,13], and random-restart hill climbing [20].
A design at one level is translated into a correct but poor design at the next level, and a
stochastic optimizer is used to improve this design.
An inherent feature of a stochastic method is that it can be run again and again on the
same inputs, each time potentially producing a different answer. These alternatives can
each be used as inputs to a similar process at the next lower level. Thus, these optimizers
can be seen as generating a tree of good design alternatives. These trees are much smaller
than the original trees, and consist only of relatively high-quality alternatives, but there can
still be significant variations in quality among alternatives and these trees can still have
a large branching factor (in the thousands for examples we have looked at). So, there is
still a problem of controlling the search within the smaller tree, that is, for deciding which
alternative to generate a child from next.
This problem has a number of features that distinguish it from other tree search
problems:
• The branching factor is high, as mentioned.
• The cost to generate a single child is high, ranging from half a second to tens of
minutes in domains we have looked at.
• The child-generation process is stochastic. We do not have an operator that will give
us all the children of a node, or even an operator which will generate children one by
one in some systematic order.
• There is no concern for minimizing path length from the root to the goal node. All that
matters is the quality of the design returned and the total amount of work involved in
finding this design (i.e., the total path length of all arcs traversed in the search).
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Furthermore, while we will assume that, as in other tree search problems, we have
heuristic evaluation functions that can be used to compare design alternatives within a
level, we cannot assume that these functions are comparable across levels. In engineering
domains such as microprocessor design, the alternatives at different levels are of entirely
different types (e.g., an instruction set versus a wiring diagram) and cannot easily be
compared.
We will use the term Stochastically Generated (SG) trees to refer to trees with these
characteristics.
SG trees also arise when genetic algorithms (GAs) are used for engineering optimiza-
tion. It is traditional for a GA to simply generate a sequence of populations, but it is possible
to save a population part way through the optimization and later restart the GA from that
point. Because of the stochastic nature of GAs, a different sequence of populations will be
generated each time the computation is restarted from the saved population. By saving a
number of populations and restarting a number of times, a tree can be generated in which
the nodes are the saved populations and the operation that generates a child from a parent
is to run the GA for some number of iterations. It has been shown [16] that searching such
a tree of populations can speed up optimization compared to just generating sequences of
populations.
It might seem that for a tree of GA populations we do have heuristic evaluation functions
that are comparable across levels, since at all levels the alternatives are populations. In the
empirical work discussed below, for instance, we use the quality of the best individual
in a population as the evaluation function. However, while the numbers returned by this
function for populations at different levels are comparable in a formal sense, comparing
them does not give any useful guidance on which population to run the GA on next. It is
normal for populations lower in the tree (i.e., resulting from more iterations of the GA) to
contain better individuals than populations higher in the tree; indeed, in our experiments
lower populations almost always have a better heuristic value than higher populations.
Using these values to guide a standard best-first search results in going straight from the
root of the search tree to a leaf, with no branching. This is demonstrably [16] suboptimal
in our test domain.
The problem is that, while populations at different levels are the same kind of objects
in a formal sense, they are still objects that are at different stages of the optimization
process, and a heuristic value which at an early stage signifies a good quality may
at a later stage signify a very poor quality. Thus, heuristic functions that simply look
at a population and compute some metric on it are unlikely to give useful search
guidance when compared across levels. Therefore, trees of populations can be seen as
SG trees.
The approach HUFS takes to searching SG trees is to compute a “value” function
for each level of the tree. The value function converts the heuristic score of a node,
which is not comparable across levels, into an estimate of the quality of the search
process that starts with this node, which is comparable across levels. Thus, the question
of what determines the quality of a search becomes crucial. This issue will be discussed
next.
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1.2. Utility guided search
Finding the globally optimal design in the kinds of problems considered here is
computationally intractable, so our goal is not a search process which finds the best design
but one which has the best tradeoff between the quality of the result we get and the cost in
search time it takes to find that result. In decision theoretic terms [11,17] we are looking for
the search process with the highest expected utility. In the work reported here, we follow
Russell and Wefald [14] in defining utility to be the difference
intrinsic value of result− cost of time
where the “intrinsic value of result” depends on the quality of the final design but not on
when it is produced, while the cost of time is some fixed cost per unit of time the design
process takes.
Specifically, we model utility in the following manner. We assume that for each level i of
the tree we have a score function Si(d) which evaluates the quality of a design alternative
d at that level. We will assume we have a “ground-level” value function, V0(s) which
specifies the intrinsic value of a final result as a function of its score s. We will assume the
optimizer for level i has a fixed cost, ci , for generating a child. So, if a search process takes
ni runs of the optimizer for level i and results in a design d , then the utility of the process
is
V0
(
S0(d)
)−∑
i
(nici).
In our test domains the scores are actually costs to be minimized, so we will assume that
a lower score is better and that the value functions are monotonic non-increasing. We
separate the intrinsic value into two functions V and S because they are handled differently
at levels above the ground level; the Si are provided as part of the input but HUFS computes
the Vi for i > 0. There is no analogous reason to decompose c, so it is not broken into
separate time and cost-per-time components.
The method HUFS uses for estimating utility is based on reasoning about Child Score
Distributions of the design alternatives in the tree. The Child Score Distribution of an
alternative d is a probability distribution G(s | d):
G(s | d)= P (S(d ′)= s | parent(d ′)= d))
that is, G(s | d) is the probability that a randomly chosen child generated by the optimizer
from parent d will have score s. Note that each run of a stochastic optimizer on a given
input can in fact be seen as making an independent, random choice from the set of children
the optimizer is capable of producing from that input. Thus, the scores of the children
generated from a parent alternative can be treated as a sequence of independent random
variables each drawn from the same distribution. This distribution is the Child Score
Distribution of the parent.
In order to get the data HUFS uses to estimate G(s | d), it is necessary to run the
optimizers a substantial number of times. However, once collected this data can be used
to estimate the G’s for any problem in a set of related problems. It will be assumed that
there is a need to solve many problems in this set, enough so that the cost of getting the
estimation data is insignificant when amortized over the number of problems to be solved.
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The following sections will discuss, respectively,
• the example design problem that has been our initial testbed,
• the way HUFS estimates G(s | d),
• the way it uses G(s | d) to estimate utilities and thus to guide the search,
• the empirical test we have done and their results,
• the related work in the literature,
• the conclusions that can be drawn from the work presented here.
2. The example problem: Module placement
The initial example problem that we have been using to drive our work is the problem
of positioning rectangular circuit modules on the surface of a VLSI chip: a given set of
rectangles must be placed in a plane in a way that minimizes the area of the bounding box
circumscribed around the rectangles plus a factor that accounts for the area taken by the
wires needed to connect the modules in a specified way.
The input to the placement problem is a “netlist”. A netlist specifies a set of modules,
where each module is a rectangle of fixed size along with a set of “ports”. A port specifies
an (x, y) location in the rectangle where a wire may be connected. A netlist also specifies
a set of “nets”. A net is a set of ports that must be connected by wires. (See Fig. 1.)
The output from a placement problem is a location and orientation for each module.
Modules may be rotated by any multiple of 90 degrees and/or reflected in X, Y, or both.
(See Fig. 2.) Rectangles may not overlap.
The quality of a placement is determined by two factors. One is the amount of wasted
space in the placement, i.e., the area of a rectangular bounding box drawn around all the
modules minus the total area of the modules themselves. The other factor is the estimated
area taken by wires. Wire area is the total estimated length of wire needed to connect the
ports as specified by the netlist times a constant representing the wire width. Wire length
for a single net is estimated as half the perimeter of a rectangular bounding box around the
ports the net connects, and wire length for the entire netlist is the sum of the lengths for
Modules:
Module1: size: 10 x 40, Ports: Port1, location (10,20)
Port2, location (0,20)
Port3, location (5,0)
Module2: size: 20 x 30, Ports: Port1, location (20,15)
Port2, location (0,15)
Port3, location (10,0)
Module3: . . .
Nets:
Net1: [Module1 Port1], [Module2 Port2], [Module3 Port1]
Net2: [Module1 Port2], [Module1 Port3], [Module3 Port3]
Net3: . . .
Fig. 1. The module placement problem—inputs.
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Module1: XY: (15, 0), Rotation: 90 degrees, Reflect X: false, Reflect Y: true
Module2: . . .
Fig. 2. The module placement problem—output.
Fig. 3. A slicing tree and one corresponding placement.
the nets. Note that the wire length is itself only a heuristic estimate, but for the purpose
of this work we take it as our ground-level evaluation. The final “score” of a placement is
a weighted sum of the wasted area and the wire area. The lower the score, the better the
design.
We break the placement process into two stages, giving an SG tree with three levels: the
input specifications, the results of the first stage of the process, called “slicing trees”, and
the results of the second stage, the placement to be output.
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First we choose a slicing tree (Fig. 3). A slicing tree is a binary tree. Each leaf is a
module to be placed. Each non-leaf node represents a rectangular region containing all
the modules that are its descendants. For example, node B in the tree represents the inner
dashed box in the corresponding placement. In particular, a non-leaf node specifies that
the two rectangular regions represented by the node’s two children will be placed next to
each other in a specified relative configuration. For example, node A represents one child
rotated and placed below the other. Fig. 4 shows the four essentially different ways two
modules can be places next to each other: module B is above module A, and either none,
one, or both of the modules can be rotated. All other ways to place two modules next to
each other can be achieved by using one of these four and then rotating and/or reflecting
the two modules as a group. For instance, to get module A to the right of module B, with
module B rotated, start with module B above A, with module A rotated, then rotate the two
as a group. As Fig. 3 illustrates, a slicing tree can be seen as recursively slicing the overall
circuit area into rectangular regions, subregions, etc.
While a slicing tree specifies relative rotations of its parts, it does not specify reflections.
Thus, if you have a concrete placement that corresponds to a given slicing tree, you
can reflect any of the subregions in X and/or Y, and get a different concrete placement
that still corresponds to the same slicing tree. Fig. 5 shows another concrete placement
that corresponds to the slicing tree in Fig. 3. The reflections that have been done can be
determined from the small grey rectangles in the corners of the modules. Note that such
reflections cannot change the bounding box area of the circuit, and hence cannot change the
wasted area, but they can change the distances between ports, and thus the total wiring area.
We evaluate a slicing tree by a weighted sum of the wasted area and an estimate of the
wire area. The wire area estimate is based on module sizes, and distances in the slicing
tree.
The optimizer for slicing trees starts by generating a random binary tree with the
specified modules as leaves. To turn the binary tree into a slicing tree it is necessary to
assign one of the four adjacencies to each non-leaf. This is done in a greedy manner,
(a)
(b)
Fig. 4. The four possible adjacencies of subnodes. (a) Four basic configurations; (b) Other configurations can be
achieved by rotating and reflecting the basic four.
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Fig. 5. Another corresponding placement.
moving from the leaves to the root, assigning each node the adjacency that minimizes the
area of the bounding box for this node, given the bounding boxes of the node’s children.
We define a set of neighbors as those trees that can be reached from the current tree by
choosing two nodes and interchanging the subtrees rooted at those nodes. Adjacencies are
updated by the same greedy method used to set them initially. At each step of the optimizer,
we generate the neighbors of the current tree in a random order until we find a neighbor
that is better than the current tree. When we find a better one, we make that the current
tree and repeat. If no neighbor is better, the optimizer halts. The optimizer also halts after
a specified number of iterations.
The second stage of the placement process converts a slicing tree into a concrete, specific
placement by choosing a set of reflections (two bits: reflect in x? reflect in y?) for each
node in the slicing tree. This gives us enough constraints to determine a specific location
and orientation in the plane for each rectangle, i.e., a concrete placement. Reflections are
optimized in the same way that slicing trees are, with one set of reflections defined to be a
neighbor of another if they differ in only one bit, i.e., can be reached from each other by
changing one of the two reflections at one node of the slicing tree.
3. Estimating and updating G
As mentioned above, HUFS makes its decisions by estimating the utility of searching
subtrees of the tree of design alternatives. These utility estimates are in turn based on
estimates of the Child Score Distributions, G(s | d). This section will describe how
G(s | d) is estimated, and the following section will describe how G(s | d) is used to
estimate utilities and how these utilities are used to guide the search.
G(s | d) is estimated in a two-phase process. First an a priori estimate of G(s | d) is
produced, based only on the score of d and on data from previous runs of the optimizer on
other design alternatives. Then, if and when children of d are generated, their scores are
used to revise this initial estimate.
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In following subsections we will describe how we make the a priori estimate of G(s | d),
then we will describe how this estimate is revised using the child scores. First, however,
we will discuss our approach to modeling uncertainty about distributions.
3.1. Representing uncertainty about distributions
The score distributions HUFS uses are only estimates. There is always some uncertainty
about what the actual distributions are. It has turned out to be useful to represent this
uncertainty explicitly. This is done by modeling the distributions as coming from some
parameterized family of distributions, and representing the uncertainty as a probability
distribution over the parameter values.
Fig. 6 shows the actual distribution of child scores for two netlists (i.e., these are the
scores of the slicing trees that are the netlists’ children.) and Fig. 7 shows the actual
distribution of child scores for two slicing trees (these are scores for placements). The
appropriate family to use to model these distributions is not immediately obvious, so we
simply used the family of normal distributions, Zµ,σ (s).
A particular distribution in this family is specified by giving two parameters, µ and
σ which are, respectively, the mean and the standard deviation. Uncertainty about a
distribution can be modeled by giving, not a specific pair (µ,σ ), but rather a probability
distribution on the space of pairs. This distribution is defined as
H(µ,σ | d)= P (G(s | d)= Zµ,σ (s)).
Fig. 6. Child Score Distributions for two netlists.
Fig. 7. Child Score Distributions for two slicing trees.
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That is, H(µ,σ | d) is the probability that G(s | d) is the particular normal distribution
specified by the pair (µ,σ ).
Ĝ(s | d), the estimated probability of a child having score s, can be calculated from H :
Ĝ(s | d)=
∫
µ
∫
σ
H(µ,σ | d)Zµ,σ (s)dσ dµ. (1)
3.2. The initial estimate of G
Each estimate HUFS makes of G is generated via Eq. (1) from a corresponding estimate
of H . Thus, to get its initial estimate, Ĝ0(s | d), HUFS calculates H0(µ,σ | d), its initial
estimate of H .
Consider Fig. 8, which is a scatter plot of µ versus S(d). Each point represents one
slicing tree, each from a different circuit. The values for µ were obtained by generating
20 children for each slicing tree and calculating the mean of the scores of these children.
As can be seen from the scatter plot, the value of µ for an alternative’s child scores are
more or less correlated with the alternative’s score, but for any given score there is some
spread in the values of these parameters. We model the distribution of µ values as a normal
distribution whose mean is a linear function of the parent alternative’s score, of the square
of this score, and of two parameters of the netlist: B , the sum of the bit-widths of all the
wires in the netlist and A, the square root of the sum of the modules’ areas. The standard
deviation is modeled as a constant.
Similarly we model σ as having a Poisson distribution whose mean is a linear function
of the same parameters as the mean of µ’s distribution, and whose standard deviation and
λ are constants. This results in the following equation for H0:
H0(µ,σ | d)
=Z(µ,µµ(S(d), S2(d),A,B), σµ)P (σ,µσ (S(d), S2(d),A,B), σσ , λ),
Fig. 8. µ versus parent score for 20 netlists.
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where Z(x,µ,σ) is the standard normal density function with mean µ and standard
deviation σ , evaluated at x , P(x,µ,σ,λ) is the Poisson density function, with mean,
standard deviation, and lambda given by µ, σ , and λ, and the functions µµ, and µσ are
linear functions.
The coefficients of the linear functions, as well as the constants σµ, σσ , and λ, are
estimated based on data both from previous work on the current problem (the current
circuit) and from previous problems. To do this estimation. we start by finding twenty
design alternatives that already have children. These parents are taken first from siblings of
the alternative whose H0 we are computing. If there are not enough siblings, we use other
alternatives at the same level in the current problem, and finally we use alternatives from
a set of calibration runs (see below). For each parent we calculate the mean and standard
deviation of its childrens’ scores, and use this data in a least-squares fit to estimate the
coefficients and constants needed for calculating H0.
Given H0, we can calculate Ĝ using Eq. (1).
3.3. Calibration data
The pool of design alternatives from which we estimate the coefficients of H0 is
initialized from a set of calibration data. For each of a number of randomly generated
problems a parent design alternative is generated at each level but the lowest (i.e., for
the rectangle placement problems, a netlist and a slicing tree are generated for each of
20 circuits). Then 15 children are generated from each parent in order to determine the
values of µ and σ for the parent’s Child Score Distribution.
Note that this gives a substantial startup cost for applying these methods in a new
domain, but that this cost can be amortized over all subsequent use of the method in that
domain. Also note that this cost grows linearly with the number of levels. If there had been
a level below placements, we would have needed to generate 15 children at this level from
one placement per circuit for each of the 15 circuits.
3.4. Updating Ĝ
Each time we generate a child from alternative d and determine that child’s score, we
can revise H using the standard Bayesian formula,
Hi(µ,σ)= P(µ,σ | si )= P(si | µ,σ) ∗ P(µ,σ)
P (si)
= Zµ,σ (si) ∗Hi−1(µ,σ )
Ĝi−1(si | d)
,
where Hi is our estimate of H after seeing i children, H0 is our a priori H as above,
Ĝi−1(si | d) is the Ĝ derived from Hi−1, and si is the score of the ith child of d . From Hi
we then get Gi via Eq. (1).
4. HUFS
This section describes the HUFS algorithm. One way to understand HUFS is to view
it as the result of applying a series of modifications to a simple greedy algorithm we will
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refer to simply as “Greedy”. We will describe Greedy and the sequence of improvements
which leads from Greedy to HUFS.
4.1. Greedy
In practice, an engineer faced with a design task like those discussed above may take
the following simple approach: work from top down, generating a small, fixed number of
alternatives at a given level. Choose the best of the designs generated at this level, using
some heuristic that compares alternatives within the level, and then use this best design as
the (only) parent from which to generate designs at the next level. This process is carried
out level by level until the resulting designs are at the lowest level. The best of these ground-
level designs is then output as the result of the search. We call this method “Greedy”
because it proceeds top-down, without ever looking back to reconsider the choices made
at higher levels.
This method has the advantages of simplicity, low storage cost, and predictable
execution time, but if G(s | d) is known it is possible devise methods which have higher
expected utility.
4.2. Optimal Stopping—single level
Let us start with a simplified situation, and assume that there is only one level of
optimization (and thus two levels of representation: the problem specification is the root of
the search tree and its children are solutions, i.e., leaves).
Since the result of one run of the optimizer does not affect the following runs, we can
view the scores of successive children as being independently drawn from some fixed
distribution. This allows us to apply a result from the area of statistics known as Optimal
Stopping [5,15].
Suppose that we generate n children from the root, and that they have scores s1 . . . sn.
The utility of this process is then the value of the best child we find minus the cost of doing
n runs: V (min1in si)− cn. In the single-level case our only decision is whether to stop
and return the best child so far as our result, or to generate another child. When should we
stop?
Note that generating another child only improves our utility if that new child is better
than the best so far, enough better to balance the cost of generating the new child. Let sb be
the best child score we’ve seen so far. The better (lower) sb is, the less likely a new child is
to be an improvement, and the smaller each improvement will be. Thus, the average benefit
from generating a new child decreases as sb gets better. But the cost of generating a child
is constant, so as sb decreases, the net incremental utility of generating one more child
also decreases. It can be shown [5,15] that we get the highest overall utility for the design
process if we keep generating children until the incremental utility of generating another
child is negative. Note that the incremental utility is a local measure, i.e., the utility of
taking one more child, but that stopping when this local utility becomes negative actually
leads to the optimal global utility for the overall design process.
If we know the Child Score Distribution G, the value function V , and the cost c we can
calculate ∆U(sb), the incremental utility for a given current best child score sb . It is the
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difference between the value of the best child we will have after one more optimizer run
and the value of the current best child, minus c. Since we do not yet know the score of the
next child (and since we don’t even know G, but rather only our estimate, Ĝ), we take the
average over all possible scores, weighted by Ĝ):
∆U(sb) =
∞∫
0
(
max
(
V (s),V (sb)
)− V (sb)− c)Ĝ(s | d)ds
=
sb∫
0
(
V (s)− V (sb)
)
Ĝ(s | d)ds − c.
(Remember that we are assuming V is monotonic non-increasing. If it is not, we assume it
can be made monotonic by adjusting the score function so that it is better predictor of V .)
So, the first improvement for a single-level search is to not generate a fixed number
of children at each level, but rather to generate children until ∆U(sb)  0. Since ∆U is
monotonic in sb , this is equivalent to stopping as soon as sb  t , where the threshold score
t is the score such that ∆U(t)= 0.
Given this stopping criterion, we can calculate the expected value and expected cost of
the whole (single-level) process. First, consider the expected value of the process. This is
just the expected value of the V function applied to the score of the resulting design. That
is, if we let dr be the alternative finally returned as the result of the design process, then
the expected value of the process is E(V (S(dr))) where E is expected value. S(dr) must
be less (better) than t , our threshold score for stopping, so
P
(
S(dr)= sr
)= P (S(d0)= sr | S(d0) t)= Ĝ(sr )∫ t
0 Ĝ(s | d)ds
,
where d0 is any ground-level object. So the expected value of the final resulting design is
E
(
V (S(dr ))
)=
∫ t
0 Ĝ(s
′ | d)V (s′)ds′∫ t
0 Ĝ(s
′ | d)ds .
The probability that any one run of the optimizer will find a design with score  t is just∫ t
0 Ĝ(s | d)ds, so the average number of runs until we find such a design is
E(n)= 1/
t∫
0
Ĝ(s | d)ds.
So, for a single-level search, the overall utility of the search, US , is
US(d)=E
(
V (S(dr))
)− cE(n)=
∫ t
0 V (s)Ĝ(s | d)ds∫ t
0 Ĝ(s)ds
− c∫ t
0 Ĝ(s)ds
assuming we use the optimal stopping criterion.
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It is interesting to note that if one takes the definition of t , ∆U(t)= 0, substitutes in the
definition of ∆U , and solves for V (t), the result is
V (t)=
∫ t
0 Ĝ(s | d)V (s)ds − c∫ t
0 Ĝ(s | d)ds
=US(d).
That is, the utility of the search is just the value of the threshold score. We stop for any
score better than t , so E(V (S(dr ))), the value of our result, must be more than V (t) by
some amount. It turns out that the cost c ∗E(n) exactly balances this and brings the utility
(which is value− cost) back down to V (t).
4.3. Optimal Stopping—multiple levels
Now let us consider extending these results to multiple levels. If we had the Ĝ’s, V , and
c at each level we could treat each level as a separate single-level problem and apply the
single-level method above: we would start at the root, generating children from it as if this
were a single-level problem, until the single-level method said to stop. Then we would take
the best child we had generated and use it as the parent in a similar process at the next level
down, and so on.
In fact, we assume that we do have Ĝ(s | d), and c for each level. The value of c can
be estimated empirically if need be, and the method for calculating Ĝ(s | d) was described
above. Also, we assume that V0, the value of a final result, is provided by the user. However,
this still leaves us in need of V for the other levels. What is the value of a design alternative
such as a slicing tree, which is not at the lowest level?
An alternative at any level above the lowest has no value in and of itself. Its only value
comes from the fact that it can be used to generate children, grandchildren, etc. That is, its
net value is the value of the final design we will get if we search under it, minus the cost of
doing that search. In other words, the value of a non-ground design alternative is the utility
of searching under it:
Vi
(
Si(d)
)=USi(d).
(Note that if we define “searching under” a ground-level design as just returning that
design, this equation also applies at the ground level, since in this case dr = d and n= 0,
so US0(d)= V0(S0(dr))− n ∗ c0 = V0(S0(d)).)
Then we can calculate the value of an alternative di at level i with score sp as
Vi(sp)= Vi−1(ti−1),
where ti−1 is the threshold score at which we stop generating children of di , that is, ti−1 is
defined such that
ti−1∫
0
(
Vi−1(s)− Vi−1(ti−1)
)
Ĝi(s | sp)ds = ci−1.
So if V0 is given by the user we can calculate V1, V2, and so on. If we do this, it turns
out that, for instance, the utility we calculate for a netlist is not just a utility for generating
slicing trees from that netlist, it is also the utility of the whole search under the netlist all
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the way down to the placement level, assuming we use Greedy with Optimal Stopping as
our search algorithm. For example,
US2(d) = E
(
US1(dr1)
)− c1 ∗ n1
= E(US0(dr0)− c0 ∗ n0)− c1 ∗ n1
= V0(dr0)− (c0 ∗ n0 + c1 ∗ n1).
4.4. Greedy with Updating, Pseudo-Optimal Stopping, and Parent Changing
So far in describing HUFS we have assumed that the Ĝ’s were constant. As described
above, however, Ĝ(s | d) needs to be updated each time we generate a child from d . As
we generate children from a parent and update its utility, it often happens that the child
scores are worse than expected initially, and updating the parent’s Ĝ reduces our estimate
of its utility, reduces it so much that this parent no longer has the highest estimated utility
among its siblings. In this case it makes sense to switch parents. That is, when working at
a given level it makes sense to let the parent at each step be the alternative at that level that
currently looks best, i.e., has the highest estimated utility. Doing so gives us Greedy with
Updating, Pseudo-Optimal Stopping, and Parent Changing.
4.5. Highest Utility First Search (HUFS)
There are two final steps to take to convert Greedy with Updating, Pseudo-Optimal
Stopping, and Parent Changing into Highest Utility First Search. Notice that, even though
the score functions Si and Sj at levels i and j 	= i cannot be compared, the utility estimate
US(d) is comparable across all levels of the tree: the utility of a netlist is the expected
utility of searching under it for a placement, as is the utility of a slicing tree. The utility of
a placement is just its value, since no search cost needs to be paid to turn a placement into
a placement.
Since all utilities are comparable, there is no reason to confine ourselves to the current
level when we are looking for the best parent to generate the next child from. We should
look at all design alternatives at all levels, and choose the one with the highest utility. If the
alternative with the highest utility is at the lowest (ground) level, this means that the action
of returning it as the answer right now, with no further computing, has higher utility than
searching under anything at any higher level, so that is what we should do: stop and return
it.
This amounts to Best First Search where best is determined by the utility estimates,
hence our naming the algorithm Highest Utility First Search. Note that the utility estimate
is still based on Greedy with Pseudo-Optimal Stopping (but without Parent Changing); it
does not reflect the actual search algorithm. An interesting direction for future work is to
find a way to make the utility estimates reflect the actual HUFS algorithm.
There is one final complication: empirical tests of the algorithm as described so far
showed that occasionally HUFS would underestimate the mean of an alternative’s G or
overestimate its standard deviation, and would keep generating children well past the actual
optimal stopping point, until it finally corrected the estimate. In order to prevent this, an
additional mechanism was added to HUFS. When HUFS estimates the utility of a design
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alternative d , it also calculates how many child scores need to be drawn from Ĝ(s | d) in
order to have a probability of 0.95 that at least one of the children has a score less than t . If
this many children have already been generated without finding one with a score less than
t , HUFS takes this as evidence that its Ĝ(s | d) is inaccurate, and marks d as “cut off”.
Alternatives marked as cut off are ignored when HUFS looks for the alternative with the
highest utility.
4.6. Summary of HUFS
We started with a single-level search and precise knowledge of G, and used the stopping
rule from the statistics literature which is optimal for this case. We extended it to multiple
levels (which the literature does not do) to get Greedy with Optimal Stopping. We
then moved to the actual situation where we have only imprecise knowledge of Ĝ, and
represented that knowledge by a probability distribution on Ĝ’s parameters. This led to
the need to update Ĝ after we generate each child and see its score. This updating may
give the parent a worse score than one of its siblings, so the next modification was that
when we generated a child we used the parent with the highest utility among the current
parent and its siblings. We saw that the utility estimate was a heuristic estimation of how
good each alternative in the tree was and could be compared across levels, giving us best
first search where best means highest utility, i.e., HUFS. Finally, if HUFS has generated
so many children from an alternative that, based on Ĝ, it should by now have found a
child good enough to make it stop generating children from this parent, then HUFS stops
generating children from it even if it has not found such a child.
5. Empirical test
We have tested HUFS on two problems: the rectangle placement problem described
above and a problem involving genetic algorithms and the conceptual design of an airplane.
We will describe the tests and results from the rectangle placement problem, and then
describe the GA problem, how we tested HUFS on it, and the results.
5.1. Rectangle placement
The test problems in the rectangle placement task were a set of randomly generated
netlists. Each netlist had 20 modules. We rather arbitrarily chose the value function at the
lowest level to be V0(s)= 1e6− s. The cost to generate a child was set to the average time
in seconds it took to run the optimizer (0.3 for a placement, 1.9 for a slicing tree) times a
“cost factor”. In our tests we used four different cost factors: 1500, 1000, 500, and 250.
The calibration data was generated by taking 20 netlists and generating 15 slicing
trees for each, then taking one of those slicing trees for each netlist and generating
15 placements. For each test run, one of these problems was used as the problem to solve
and the other 19 were used to provide calibration data.
For each test problem, for each cost factor, we ran HUFS five times. We computed time
for a run by multiplying the number of times each optimizer was run by the average run-
time for that optimizer and summing over the optimizers. We averaged the run-times and
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Fig. 9. Score versus time: HUFS and Greedy.
the scores of the resulting placements across the five runs per cost factor. Fig. 9 gives the
results.
Note that the time taken by HUFS itself is not included in these graphs. Because time
taken by HUFS’s calculations is not affected by the time taken to generate a child, one
can vary the relative overhead per child caused by HUFS from very small to very large
simply by changing the size of the circuits, and thus the time to generate a child. The size
of circuits used for these tests was a compromise between having realistic sizes and being
able to run experiments in a reasonable time.
HUFS is currently implemented in Common Lisp. After a child is generated, HUFS
takes 1 to 5 seconds to do its updates and choose the next parent.
We compared HUFS with Greedy, and with two intermediate algorithms that have
features of both HUFS and Greedy. We also compared HUFS with a genetic algorithm
that modified the slicing tree and the reflections simultaneously. First we will discuss the
comparison to Greedy, then with the intermediate algorithms, and then with the GA.
Greedy must be told how many children to generate at each level. For our experiments, it
was run with several different combinations of the number of slicing trees and the number
of placements to be generated. Fig. 9 compares the results with the results from HUFS.
Each point represents the average of five runs with a given c (HUFS) or number of children
per level (Greedy). The points labeled “Greedy 5” were produced by runs that generated
5 slicing trees and 10, 20, 30, 40, or 50 placements, and similarly for the points labeled
“Greedy 10”, “Greedy 15”, and “Greedy 20”.
Tables 1 and 2 break out the data for HUFS with a cost factor of 500 and for Greedy with
20 trees and 50 placements. There averages are over five runs per circuit. Table 3 shows
the difference between these points. Note that with the cost factor set at 500, the average
difference in utility of 15,000 is the cost of 30 seconds of computing.
HUFS uses a single mechanism to make what might be seen as two different kinds of
decisions: how much effort to spend at each level and how to allocate effort at a given
level between the available alternatives at that level. In order to determine how much of
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Table 1
Score versus time: HUFS, n= 20
HUFS, cost factor = 500
Score Time
Circuit Mean Stdev Mean Stdev
0 110839 8563.31 41.265 8.05777
1 85847 7766.05 34.735 12.5845
2 80384.2 8352.99 29.6 13.0189
3 92587 7999.37 43.21 11.2278
4 101370 10115.4 36.94 13.2415
5 42624.2 4021.97 31.955 8.55862
6 69395 5641.32 11.075 6.48235
7 114957 8913.72 49.29 11.8699
8 83189 11166.4 37.065 14.161
9 112541 7230.09 23.37 12.3255
Table 2
Score versus time: Greedy, n= 20
Greedy, 20 trees, 50 placements
Score Time
Circuit Mean Stdev Mean
0 120713 9277.74 53
1 94321 10788.6 53
2 86973 5961.63 53
3 97771.2 12283.9 53
4 109568 13480.2 53
5 47515.2 4280.52 53
6 64907.5 7193.53 53
7 122443 9146.99 53
8 94456.2 10493.9 53
9 111312 7192.59 53
HUFS advantage is from each of these kinds of decisions, we implemented and tested two
algorithms that combine features of both HUFS and Greedy.
The first of these algorithms is Greedy with Pseudo-Optimal Stopping (GPOS). GPOS is
just like Greedy, except that instead of generating a fixed number of children from a parent
at each level, it estimates Ĝ the same way HUFS does, and keeps generating children from
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Table 3
Differences: Greedy −HUFS
Greedy−HUFS
Circuit Score Time Utility
0 9874 11.73 −15741.5
1 8474 18.26 −17606.5
2 6588 23.40 −18288.8
3 5184 9.79 −10079.2
4 8198 16.06 −16228
5 4891 21.045 −15413.5
6 −4487 41.92 −16475
7 7486 3.71 −9341
8 11267 15.935 −19234.7
9 −1229 29.63 −13586
Average 5624.67 19.1495 −15199.4
a parent until the expected incremental utility, ∆U , is negative. (Note that, like Greedy,
GPOS chooses a single parent at each level based on the scores of the alternatives at that
level.)
The second of these algorithms is called Utility-based Parent Switching (UPS). Like
Greedy, UPS generates a fixed number of children at each level, but for each of these
children it estimates US(d) for the alternatives at the parent level and chooses the parent
for which this utility estimate is highest. Thus, if the process of generating a child and
updating the parent’s utility decreases that parent’s US(d) (i.e., if the child’s score is worse
than expected), UPS may generate the next child at that level from a different parent.
So, GPOS uses a HUFS-like mechanism for allocating resources between levels but a
Greedy like mechanism for allocating resources within a level while UPS does the reverse.
GPOS and UPS are both like Greedy in that they are strictly top-down, generating children
at one level at a time and never going back to a previous level.
We tested both GPOS and UPS on the same 20-module problems as for HUFS and
Greedy. Fig. 10 shows results for GPOS as well as HUFS and Greedy, while Fig. 11 shows
results for UPS. Surprisingly, it appears that essentially all of the benefit of HUFS (at least
on this task) comes from switching between parents within a level and not from switching
levels or from having a variable number of children at a given level. The fact that HUFS
and UPS perform better than GPOS and Greedy means that the heuristic score by itself was
less accurate than the utility estimate (updated after generating children) was at picking the
right alternative to be the parent for the next level.
Besides Greedy, there is no other algorithm that is entirely appropriate to test HUFS
against, due to the lack of prior work on searching SG trees. It would not, for instance,
be very relevant to test HUFS against a method that ignored the slicing trees and only
manipulated rectangles; that would be as much a test of the particular abstraction level
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Fig. 10. Score versus time: GPOS, HUFS, and Greedy.
Fig. 11. Score versus time: UPS, HUFS, and Greedy.
represented by slicing trees as it would be a test of HUFS. Any advantage due to HUFS
would likely be overwhelmed by the advantage due to the slicing trees from the fact that
they incorporate the constraint “modules may not overlap” into the definition of the search
space.
There is, however, an approach to solving the placement problem which while not
strictly a hierarchical search does make use of slicing trees. This approach is to do a
simultaneous optimization at all levels. It is possible to simultaneously vary the tree and
the reflections, rather than separating tree optimization and reflection optimization into
disjoint blocks of work as HUFS does. In effect, each alternative such a search considers
is a path through an SG tree from root to leaf, including a design alternative at each level.
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This space could be searched in a number of ways, but we have chosen to implement a
genetic algorithm, named OPAL, to do the search.
Each individual in an OPAL population contains both a slicing tree and a bit string
representing the reflections. Mutation and crossover operators operate on both the tree and
the bit string. We will first describe OPAL in more detail, and then discuss how it was used
to test HUFS.
OPAL is a generational genetic algorithm, i.e., all the children for a new generation are
created before any is actually added to the population, then the new generation completely
replaces the old one. OPAL keeps track separately of the best individual seen so far. If
the best-so-far does not improve, OPAL eventually reseeds, that is, replaces the population
with a combination of previous “best-so-far” individuals and and new random individuals.
OPAL chooses parents for mutation and crossover using a tournament, whose size grows
from 2 at the start of a run to half the population at the end of a run. For each bit in the bit
string, the mutation operator flips it with a probability that decreases from 0.25 at the start
of a run to 1/lth at the end, where lth is length of the bit string. The mutation operator also
interchanges two subtrees of the slicing tree. (The bit string is adjusted so that, in effect,
the nodes of the swapped subtrees carry their reflections with them as they are moved.)
The crossover operator chooses a random subtree from one parent and all the subtrees
from the other parent whose leaves are disjoint from the leaves of the initial subtree. For
example, in Fig. 12 the subtree whose leaves are the modules A, B, and C is the randomly
chosen subtree. The remaining modules are D, E, and F, so the subtrees with those leaves
Fig. 12. Tree crossover.
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Fig. 13. Genetic algorithm on combined space.
Fig. 14. GA on combined space, adjusted score.
are selected from the second parent, and connected randomly to make the new tree, which
is the result of the crossover.
Fig. 13 compares the results for the genetic algorithm search on the combined space
with results for HUFS and greedy. A comparison based on actual running time is not
entirely fair, because the implementation of the mutation and crossover operators is not
very efficient. In order to simplify the programming task we reused much of the code from
the optimizers HUFS calls for the separate levels, and this introduced some overhead.
However, a major reason for separating the levels in the first place is to simplify the
programming task so in a sense doing a less optimal but easier-to-program version just
leveled the playing field. None the less, it is also reasonable to adjust the cost of the
combined search by assuming that the cost per new individual generated by the genetic
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algorithm was the same as the cost for the slicing tree optimizer per candidate that it
considered plus the analogous cost for the reflection optimizer. Fig. 14 shows the result
of making this adjustment.
This is a conservative (low) estimate of the cost of the combined problem because there
is likely to be at least some extra overhead in the combined solver. It also does not take into
account the fact that a combined solver is a more complex programming task, especially as
the number of levels grows. In fact, if the optimizers for the various levels are proprietary
code for which source is not available it may be infeasible to construct the combined solver
in the first place.
5.2. Trees of GA populations
In order to test the generality of HUFS, we have also applied it to guide the search
through a tree whose nodes are populations of a genetic algorithm.
As discussed in the Introduction, it is possible to build a tree in which a node is a saved
population from a GA and in which the operator that generates a child population from
a parent population is to run the GA for some number of iterations [16]. Because of the
stochastic nature of a GA, this is an SG tree, and it can be searched using HUFS.
Our tests used GADO [13], a GA that has a number of features oriented towards
engineering design optimization. The optimization task we used was the conceptual design
of a supersonic civil transport aircraft. Each design is represented by 12 real numbers,
specifying such things as the wing span and the overall length of the aircraft. A design
must satisfy a number of constraints, including the constraint that it must have room for
some specified number of passengers, and the measure of merit to be optimized is a sum
if the estimated weight of the aircraft and the estimated amount of fuel required to fly
some specified route. For our tests, a “problem” was specified by giving the number of
passengers to be carried and the fraction of the route that was to be flown at subsonic
speeds. The “fitness function” optimized by the GA was a weighted sum of the measure
of merit and a penalty function for any violated constraints. It takes about half a second of
CPU time to evaluate the fitness of one design. The score of a population was the fitness of
its best individual. The value of a population as a solution was a constant minus the score.
Two changes were made in HUFS for this new problem. First of all, unlike in the
rectangle placement problem, an alternative population at any level below the root of the
tree can be returned as a solution. Therefore, the utility of a population is the maximum of
its utility as computed by HUFS as previously described and its value as a solution.
Secondly, the G’s in this domain appear to be somewhat asymmetric, so rather than
modeling them as normal distributions, we modeled then as “triangle” distributions.
A triangle distribution has a probability density function Tl,m,r (s) defined by 3 positive
real parameters, l, m, and r . This density function has its highest value at a score of m and
falls off linearly on either side, reaching a density of 0 at scores of m− l and m+ r . (See
Fig. 15.)
The initial estimates of the distributions of parameters l, m, and r were all normal
distributions, with parameters computed in a way similar to the corresponding parameters
in the module placement problem.
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Fig. 15. The triangle probability distribution.
Fig. 16. Time required to achieve a score: GPOS, HUFS, and Greedy, 20-module circuits.
For our tests, the tree of populations had 6 levels counting the root. The operator
that generated a population was to run GADO for 600 iterations, where each iteration
involves evaluating one aircraft design. Thus, a leaf was the result of 3000 iterations. Each
population contained 30 designs.
The pool of calibration problems consisted of 9 problems, chosen to span the space of
possible problems. The test problems were 4 additional, randomly chosen problems.
For Greedy we used equal numbers of children at each level. Fig. 16 shows the average
cost, in CPU seconds spent in the GA, and the average value of the result for 3 settings of c,
the cost to generate a child (for HUFS) and for 2, 3, and 4 children per level (for Greedy).
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6. Related work
The two bodies of literature that are most relevant to our work on HUFS are the work
on utility-based meta-reasoning by Russell and Wefald reported in [14] and the work on
monitoring anytime algorithms by Zilberstein and colleagues. Another relevant paper is
[6]. These will be discussed in turn, followed by a discussion of a few other related papers.
The key points that Russell and Wefald make are that it is often impossible due to time
constraints for a problem solver to do all computations that are relevant to the problem it
is solving, and therefore it can be useful to reason explicitly about the utility of alternate
computations, and to use this reasoning to guide the choice of which computations to
actually do. They also note that this utility can often be expressed as the difference between
an intrinsic utility of the solution itself and a time cost that accounts for the decreased in
utility as delay increases. Both our focus on utility and our formulation of utility as value
minus cost of computation time were drawn from this work.
Russell and Wefald also present applications of their ideas to game-tree search and to
problem solving (state-space) search. Of these specific algorithms, the most relevant ones
here are DTA* and LDTA*. As the names imply, these algorithms are related to A*. They
apply to problems like the 15-Puzzle in which the goal is to find the shortest path through a
state space from an initial state to a goal state and for which there is an admissible heuristic
for estimating the distance from any node to the goal. They are based on the insight that
to be useful, a computation must change the decision about what the current best move is,
and it can only do so by increasing the current estimated distance-to-goal of the node that
that step leads to. Search can only raise this estimate because the heuristic function is not
exact. By reasoning about the probability distribution of errors in the backed up heuristic
values, it is possible to estimate the probability that a search will change the current best
move and to estimate the utility of the search. LDTA* is a variation of DTA* which learns
the probability distributions as it solves the problem.
While DTA* and LDTA* are similar in flavor to HUFS, the class of problems they apply
to is quite different from the problem of searching an SG tree. DTA* and LDTA* are based
on the fact that there is a relationship between the structure of the solution sought (the
path from start to goal) and the structure of the computation that finds it, and an aspect
of this structure (its length) is central to the quality of the solution. In an SG tree, there is
no relation between the structure of the solution and the structure of the computation that
leads to it. Since solution quality and thus utility are defined so differently in state-space
path problems versus SG trees, the methods DTA* and LDTA* use to estimate utility, and
the way they use the estimates to guide search, are quite different from those of HUFS.
Hansen and Zilberstein [8,9] are concerned with anytime algorithms [2]. An anytime
algorithm is one that can be stopped after working for a variable amount of time. If it is
stopped after working for a short time, it will give lower quality results than if it is stopped
after working for a longer time. The single-level problem discussed above, i.e., repeated
execution of one stochastic optimizer, is thus an anytime algorithm—if there is more time,
more runs can be done and the average quality of the result will be better, and if there is
less time fewer runs can be done and the quality will be worse.
Hansen and Zilberstein [8] define the “myopic expected value of computation” (myopic
EVC) which is equivalent in our terms to the incremental utility of generating another child.
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Their rule for stopping, stop when myopic EVC is negative, is equivalent to ours. However,
Hansen and Zilberstein are concerned with the general case of anytime algorithms (and
also with the cost of the monitoring, which we do not consider), and thus do not derive any
more specific formula for myopic EVC. They also do not consider multi-level systems.
Zilberstein and Russell [21,22] also define a stopping rule similar to ours and prove that,
under conditions similar to those that hold in our single-level case, it is optimal.
It is worth noting that while repeated stochastic optimization can be seen as an anytime
algorithm, HUFS as a whole is not an anytime algorithm. If it is stopped before any ground-
level design is produced, then it gives no answer at all. Steinberg and Rasheed’s [16] is an
initial report on a version of HUFS that allows for a deadline, that is, a maximum time
by which the result must be available. With deadlines, HUFS does become an anytime
algorithm.
Etzioni [6] describes an approach to a planning problem that is quite different from
our problem here, but he uses a notion called “marginal utility”. Marginal utility is the
incremental value divided by the incremental cost, and is analogous to our EIV − c but
is based on a model of utility as “return on investment” rather than our model of utility
as “profit”. He also includes an interesting learning component to estimate means of
distributions for cost and value.
The Stage system by Boyan and Moore [3,4] learns an objective function that
characterizes good starting points for a stochastic local search. Like HUFS it attempts
to characterize the results of an entire search by applying an estimator to the initial point
of a search. Stage does not use utilities; rather it estimates the goodness of a search starting
point based on the kind of problem-specific features that HUFS uses to estimate G.
Tsitsiklis and van Roy [18] develop some results on optimal stopping that are related to
time-difference (reinforcement) learning.
7. Conclusions
It is clear from the empirical experiments that, at least on some tasks, HUFS requires
significantly fewer optimizer runs than Greedy. It also outperforms a method that combines
the slicing tree and the reflections into a single search space, and searches that space with
a genetic algorithm. However, for the longest of the runs, the advantage of HUFS over the
combined method was small.
While HUFS is somewhat complex to implement, we believe it will be useful in many
problems that require searching an SG tree. We also believe that, since SG trees have been
identified as a problem class with an effective solution method, there will be a number of
problems that will be recognized as, or cast into the form of, SG trees. The work on trees
of populations demonstrates the potential advantages of doing so.
More generally, this research shows that very useful utility arguments can be made for
stochastic methods, and suggests trying to apply utility reasoning in the context of other
stochastic algorithms.
This research also suggests that there may be other significant search tasks which, like
hierarchical optimization, have not been studied much in the context of heuristic search,
but for which such study would yield fruitful results.
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There are at least three directions in which HUFS could be improved. First of all, we
hypothesize that if HUFS could model and predict the Child Score Distributions more
accurately, it could do even better. This suggests that research on the characteristics of
Child Score Distributions of stochastic optimizers, and on learning probability distributions
in general, would be valuable.
Secondly, HUFS requires that the costs of running the optimizers, on the one hand, and
the value function for the resulting designs, on the other hand be expressed in comparable
units. For instance, in the rectangle placement problem this might amount to deciding how
many minutes of CPU time a square micron of chip area is worth. It is not clear that this
can be easily done in a real-world setting. This relationship between time cost and quality
value can be simply thought of as a control knob which determines how long HUFS runs
for and which can be set empirically, but it would be useful to find a way out of having to
specify these parameters in comparable terms.
Finally, it takes a fair amount of computation to generate the calibration data. In many
domains this is justified by the fact that the cost can be amortized by using this same
calibration data for many problems, but further research in ways to minimize this overhead
would be useful.
Hierarchical optimization is ubiquitous in engineering design, and gives rise to search
problems quite distinct from those traditionally studied. The work presented here is a first
step towards the principled approaches for solving this new class of problems.
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