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 Discovering unseen patterns from web clickstream is an upcoming research 
area. One of the meaningful approaches for making predictions is using 
sequence prediction that is typically the improved compact prediction tree 
(CPT+). However, to increase this method's effectiveness, combining it with 
at least other methods is necessary. This work investigates such PageRank-
based methods related to sequence prediction as All-K-Markov, DG, Markov 
1st, CPT, CPT+. The experimental results proved that the integration of 
CPT+ and PageRank is the right solution for next page prediction in terms of 
accuracy, which is more than a standard method of approximately 0.0621%. 
Still, the size of the newly created sequence database is reduced up to 35%. 
Furthermore, our proposed solution has an accuracy that is much higher than 
other ones. It is intriguing for the next phase (testing one) to make the next 
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Sequence learning is a significant component of learning in numerous areas of intelligent systems, 
DNA sequencing [1] and web page prediction. With the increase in information and communication, the 
study of web page prediction becomes one of the meaningful and challenging tasks. Moreover, Sequential 
pattern mining is a very active research topic, where hundreds of papers present new algorithms and 
applications each year [2]. They have numerous real-life applications since data is naturally encoded as 
sequences of symbols in many fields such as bioinformatics, market basket analysis, text analysis, energy 
reduction in smart homes, web page clickstream analysis, and e-learning [2]. One of the crucial branches of 
sequential pattern mining is sequence prediction. Given a set of training sequences, the problem of sequence 
prediction involves how to find the next item of a target sequence by only observing its previous items [3]. 
Numerous models have been proposed by researchers to address this sequence prediction issue. Some of 
them use, for example, neural networks, pattern mining, and a probabilistic approach. However, Markov 
Chains are also prevailingly used for this.  
As an essential part of data mining, next page prediction has become more common in the real 
world. An example of this is clickstream analysis that one of its significant tasks is to find essential items and 
is also one of the hot topics these days. The principal aim of this article is to investigate various methods 
using the PageRank and sequence for next page prediction on real clickstream datasets. In this paper's scope, 
we focus on techniques related to sequence prediction for next page prediction. This paper is organized as 
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follows. Section 2 introduces the background. Section 3 describes related work. In the next section, we 
present our proposed approach. In section 5, we offer results and discussion. Finally, section 6 concludes. 
 
 
2. BACKGROUND  
2.1. Next page prediction 
The next page prediction task consists of predicting the next page of a sequence based on the 
previously observed pages. For instance, if a user has visited some webpages X, Y, Z, in that order, one may 
want to predict what is the next webpage that will be visited by that user. There are two major steps for 
making the next page prediction shown below. 
Step 1: Training sequences → building a sequence prediction model → prediction model 
Step 2: (prediction model, a specific sequence) → prediction algorithm → prediction. 
 
2.2.  Common sequence prediction models 
One of the typical models are proposed for Webpage prediction is a rules-based model [4-9]. The 
dependency graph (DG) sequence prediction model was proposed in work [10]. The authors used a prediction 
algorithm patterned after that proposed by James Griffioen and Randy Appleton [11]. They have presented a 
prefetching scheme for the World Wide Web aimed at reducing the latency perceived by users. Also, the 
prediction algorithm constructs a dependency graph that depicts the pattern of accesses to different files 
stored at the server [10]-using the first-order Markov prediction method described in [11] for file prediction, 
Padmanabhan and Mogul [12] constructed a dependency graph containing nodes for all files ever accessed at 
a particular WWW server. To effectively predict, [13] estimated from n-grams to yield the conditional 
probabilities for sequence prediction.  
The paper [14] describes how the conflict can be resolved with partial string matching and reports 
experimental results showing that mixed-case English text can be coded in as little as 2.2 bits/characters with 
no prior knowledge of the source. The work used the concept of compressibility shown to play a role 
analogous to that of entropy in classical information theory, where one deals with probabilistic ensembles of 
sequences. [15] is a model for making sequence prediction using the text-compression method; it limits the 
growth of storage by retaining the most likely prediction contexts and discarding (forgetting) less likely ones. 
A robust model is CPT that is described in [3] as below. 
The CPT's advantage is that it could compress the training data so that all relevant information is 
available for each prediction. It also offers a low time complexity for its training phase and is easily 
adaptable for different applications and contexts [3]. An improved model of CPT is CPT+. The CPT+ 
address this issue by proposing three novel strategies to reduce CPT's size and prediction time, and increase 
its accuracy. Experimental results of CPT+ on seven real-life datasets show that the resulting model (CPT+) 
is up to nearly 100 times more compact and nearly five times faster than CPT, and has the better accuracy 
than other models such as AKOM [13], CPT [3], DG [10], Lz78 [12], PPM [14], and TDAG [15]. This work 
aims to improve the effectiveness of next page prediction by using the integration of PageRank with a start-
of-the-art approach called CPT+ and providing a comparison of this proposed approach with other ones.  
 
2.3.  Using PageRank for sequence prediction 
The research [16] indicates that PageRank has gone from being used to evaluate the importance of 
web pages to a much broader set of applications. The PageRank algorithm supporting the sequence prediction 
is described as below. Let SDfull be the original sequence database. After the PageRank computation is 
processed, the sequence database is arranged into two parts. Part 1: SDhigh is a set of sequential data series 
with a high average PageRank index and the second part: SDlow is a set of sequential data series with a low 
average PageRank. The relationships of these data sets are determined by the formula (1): 
 
𝑆𝐷𝑓𝑢𝑙𝑙  =  𝑆𝐷ℎ𝑖𝑔ℎ  ∪  𝑆𝐷𝑙𝑜𝑤 (1) 
 
Consider 𝑆𝐷ℎ𝑖𝑔ℎ is a data set containing strings of the form *PPR, where* is any sequence of data 
and predictable PPR page (PPR always follows strings *). It is considering the websites that visit the PPR page, 
when the PageRank index of the PPR page is high, the more pages that will directly visit the PPR page 
(according to PageRank's nature). This means that the number of sequences that successfully predict the PPR 
page will increase. Conversely, when the PageRank of a PPR page is low, the fewer pages will go directly to 
the PPR page and is the number of strings that predict the PPR page's success will drop. When calculating the 
average of the PageRank indices on the data sequence, the higher the average number of sequential series, the 
more strings of form * PPR will appear. This also means that the number of predicted success sequences will 
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be more and will be added to the number of predicted success sequences according to the CPT+ algorithm. 
Therefore, the integration of PageRank calculation into CPT+ is significant for predicting Web access. 
 
 
3. LITERATURE REVIEW 
This research [17] aims to predict the user's behaviour using the Apriori prefix tree (PT) algorithm. 
Using the popularity value of pages, the authors of the work [18] bias conventional PageRank algorithm and 
model a next page prediction system that produces page predictions under given top-n value. The work [19] 
introduced an approach for personalized page ranking and recommendation by integrating association mining 
and PageRank to meet user's search goals. The effectiveness of their proposed method was verified through a 
few experimental evaluations. 
The work [20] proposed a PageRank-like algorithm is proposed for conducting web page access 
prediction, and they extended the use of PageRank algorithm for next page prediction with several 
navigational attributes. In the research [21] provides a solution to web page access prediction aiming to 
increase accuracy and efficiency by reducing the sequence space with the integration of PageRank into 
CPT+. Moreover, the work [22] proposed a method in which an ambiguous prediction problem can be 
resolved using web PageRank and Markov model. Its experimental result shows a reduced number of vague 
predictions after applying the PageRank method. Assuming a set of successive past top-k rankings, the paper 
[23] introduced a method for predicting the ranking position of a web page by ranking trend sequences used 
for Markov models training. Due to the accuracy of the low order Markov model usually is not satisfactory, 
the article [24] utilized popularity and similarity-based PageRank algorithm to make predictions when the 
ambiguous results are found. The work [25] proposed the use of a PageRank-based algorithm for the web 
site's graph, and they proved, through experimentation, that their approach results in more accurate and 
representative predictions than the ones produced from the pure usage-based approaches.  
However, these Markov based models suffer from some significant drawbacks, most of them 
assume the Markovian hypothesis that each event solely depends on the previous circumstances, and thus, 
prediction accuracy using these models can decrease [26]. Furthermore, both rules-based models and Markov 
based models do not use all the information contained in training sequences to perform predictions, and this 
can severely reduce their accuracy [26]. Also, the research [27] investigated related work for web page access 
prediction. The research indicates that the combination of the CPT+ [26] with the PageRank is a meaningful 
choice for next page prediction. The scope of this research is that it deals with issues regarding predicting the 
next items effectively in clickstream or web access context that is being used in various areas in real life. For 
instance, the result of this work can be applied to predicting behaviour in the e-commerce context or predicting 
users' trends while visiting various websites. 
 
 
4. RESEARCH METHOD 
In this section, we first utilize K-fold cross validation to divide each real dataset into ten equal parts 
and perform the work [21] on training datasets. Secondly, we evaluate various sequence prediction based 
methods by using [28] for smaller datasets with their size shorten by the approach [21].  
 
4.1.  Integrating K-fold cross validation method to improve data mining accuracy for web access 
prediction 
The objective of cross-validation is to test the model's ability to predict new data [29]. In particular, 
the K-fold cross validation method [30] divides the set of observations into K groups, approximately with 
equal size [31]. K is usually chosen as 5 or 10, and as K becomes extensive, the size difference between the 
training set and the subsamples will be smaller again, as this difference decreases, the deviation of the 
technique the lower the [32]. The data is trained and tested K times, each time t, trained on the set D\Dt and 
tested on Dt (D is the original data set, and Dt is the set test data) [30]. The estimate of cross-validation 
accuracy is the sum of the correct classifications divided by the number of entities in the original dataset. The 
purpose of K-fold cross validation is mainly used to estimate the ability of the machine learning model on 
invisible data. 
 
4.2.  Develop training data sets and improve accuracy 
4.2.1. Data 
We changed the dataset KOSARAK (collected from http://fimi.ua.ac.be/data) into a sequence 
database (including 100,000 sequences) in a format that is defined as follows. There is a text file which 
represents a sequence from a sequence database. A single space and a -1 separate each item from a sequence. 
The value "-2" shows the end of a sequence. 
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4.2.2. Method 
We propose a combination among numerous techniques such as K-folder-validation check, 
PageRank algorithm on sequence database, analysing sequences to predict next pages effectively. The 
proposed procedure includes 4 main phases introduced below. 
Phase 1 : we run randomly all sequences inside the considered datasets (also the input sequence database). 
Then we split the randomized dataset into 10 equal parts. The first part is used as a testing dataset 
called DBTest1, 9 remaining parts become another dataset for a training dataset called DBTrain1. 
Phase 2 : We calculate the PageRank value for all sequences in the dataset DBTrain1. Thanks to the [21] we 
reduced redundant sequences.  
Phase 3 : We analyse sequences and use an effective sequence prediction to predict next pages on the testing 
dataset (DBTest1).  
We repeat the mentioned phases for 9 remaining parts according to the theory of K-Fold Cross 
Validation. 
Phase 4 : We evaluate the accuracy of sequence-prediction-based models, analyse and draw conclusions. 
 
4.2.3. Evaluation framework 
We used the evaluation Framework introduced in the article [26] to evaluate prediction models. A 
prediction can be either a success if the prediction is accurate, a failure if the prediction is inaccurate, or a 
none-match if the model is unable to perform a prediction. Besides, coverage is the ratio of sequences 
without prediction against the total number of test sequences, and accuracy is the number of successful 
predictions against the total number of test sequences [26].  
 
 
5. RESULTS AND DISCUSSIONS  
After creating 10 data sets according to the above method, we proceeded to take ten training sets 
(with the size of 90,000 lines) of these 10 data sets to implement the solution to shorten the data series. By 
using the PageRank algorithm, sequential databases with corresponding precision are created, as illustrated in 
Table 1. In which Ri is the accuracy of the collapsed sequential databases during the ith K-Fold Check 
Validation. According to Table 1, the values 100, 98, 96 down to 58, 56 are the size (in per cent) of the 
collapsed database, respectively, compared to the training database. 
Experimental results show that when applying the PageRank solution to reduce the training data, 
gradually set size from 2%, 4%, 6%, up to 34% (corresponding to the compact data set is 98%, 96%, 94%, 
down to 66%), accuracy is higher than that of the initial training database. The compact training sequence 
database's construction took a long time due to the large data set (100,000 lines), and the number of nodes in 
the directed graph is many (23,496 nodes). 
According to the test results illustrated in Figure 1, the average predictive accuracy of the initial 
training database (sized 90,000) is 99.936%, when removing the redundant data series to the database If the 
collapsed data reaches a size of 66% (59,400 lines), the average predicted accuracy is 100% (an increase of 
0.0621%). Figure 1 illustrates a chart comparing the average of the predicted accuracy on the collapsed 
datasets in size without losing the predictive accuracy by PageRank and CPT+. 
Note that, when the size is reduced to 66%, the peak accuracy is 100%, and a process of degradation 
of accuracy is reached when the size is 62% or less. From the above experimental results, we have the basis 
to confirm that when using the reduced training data set of size, 66% (59,400) to continue for the next stage 
is the test phase (predictive) is very feasible. Comparison of web access prediction models by integrating 
PageRank: The empirical results detailed in Table 1 and Figure 2 show that the solution of integrating 
PageRank with CPT + and DG is suitable with the predicted accuracy of web access is approximately 100% 
for CPT+ and over 80 % for DG. In contrast, the solution of integrating PageRank with CPT (an old version 
of CPT+) is not suitable because the accuracy of web access prediction, in this case, has not reached 50%. 
Furthermore, Figure 2 also shows that integrating PageRank with CPT+ is more effective than all 
the other methods (DG, Markov1, AKOM, LZ78, CPT) (see Appendix from 1 to 6). It can be easily 
understood that the pattern of DG stands in second place with accuracy from 80% to 93%. There is a steady 
increase from 80% (accuracy) at a size of 100% to 93% at 56% (reduced sequence database). Besides, 
Markov1 is the third place with accuracy from 65% to 83%. The figures for AKOM and LZ78 show similar 
trends. In contrast, the accuracy of CPT is below 50% in most cases. The figure for CPT indicates a steady 
fall from about 48% to about 38% (accuracy) when reducing the size of the sequence database using the 
PageRank algorithm. The pattern of CPT+ is relatively stable, with the accuracy reached approximately 
100% in most cases. Therefore, our proposed approach to integrating PageRank with CPT+ is an effective 
solution for predicting web access. 
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Table 1. The comparison of the accuracy of sequence prediction models 
Size (%) Average of accuracy 
DG CPT Markov1 AKOM LZ78 CPT+ 
100 80.116 48.088 65.932 59.451 59.945 99.936 
98 80.585 48.031 66.338 59.773 60.319 99.941 
96 81.060 48.007 66.799 60.171 60.630 99.948 
94 81.486 47.946 67.312 60.591 60.922 99.955 
92 81.996 47.955 67.986 61.145 61.415 99.960 
90 82.499 47.924 68.580 61.577 61.811 99.964 
88 83.044 47.631 70.282 62.123 62.267 99.968 
86 83.517 46.994 70.076 62.702 62.707 99.971 
84 84.087 46.332 70.925 63.353 63.265 99.972 
82 84.678 45.741 71.728 64.083 64.002 99.976 
80 85.292 44.877 72.592 64.829 64.502 99.966 
78 85.931 44.091 73.495 65.780 65.095 99.982 
76 86.828 43.295 74.501 66.478 65.897 99.985 
74 87.834 42.397 75.466 67.283 66.486 99.990 
72 88.497 41.700 76.362 68.146 67.260 99.993 
70 89.311 41.105 77.278 69.733 68.037 99.997 
68 89.931 40.611 78.080 68.887 68.773 99.998 
66 90.307 40.281 78.918 70.293 69.443 99.998 
64 90.781 39.932 79.299 70.986 70.407 99.985 
62 89.613 39.124 80.771 71.879 71.195 99.979 
60 90.731 39.084 81.868 72.873 72.534 99.862 
58 92.086 38.125 83.127 73.959 73.317 99.690 









Figure 2. The comparison of PageRank algorithm 





In this paper, we presented an investigation about the sequence prediction used to predict the next 
page. Experimental results on the real dataset Kosarak shows that the integration of CPT+ with PageRank is 
a bit higher than any sequence prediction based models. Besides, the size of the shortening sequence database 
is reduced down to nearly 35%. This cutting in terms of the size of sequence databases takes advantage of the 
testing phase (prediction phase). Thus, the combination of PageRank with sequence processing support to the 
CPT+ for next page prediction. In particular, redundant sequences are removed from datasets (sequence 
databases). The prediction space is shorten depending on the number of removed sequences. Besides, after 
removing neccessary data, the accuracy is still not changed even better. From present time continuing 
forwards in time, we are goint to develop a novel algorithms or continue improving the available algorithms 
such as CPT+, PageRank to solve the next page prediction issue more effective. A part from that, a solution 
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Appendix 1. The accuracy of model DG on reduced datasets 
No. l % R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 
1 100 80.065 79.995 80.076 80.085 80.237 80.157 79.92 80.07 80.212 80.344 
2 98 80.63 80.429 80.59 80.52 80.747 80.52 80.251 80.743 80.707 80.713 
3 96 81.18 80.934 81.078 80.973 81.267 80.882 80.838 81.197 81.028 81.218 
4 94 81.674 81.201 81.53 81.374 81.508 81.36 81.365 81.689 81.508 81.654 
5 92 82.132 81.779 82.018 81.909 82.032 81.91 81.953 82.059 82.091 82.075 
6 90 82.74 82.092 82.549 82.453 82.537 82.525 82.43 82.594 82.433 82.639 
7 88 83.248 82.855 82.857 83.08 83.072 83.142 83.038 83.026 83.005 83.119 
8 86 83.555 83.389 83.383 83.525 83.331 83.565 83.558 83.62 83.649 83.594 
9 84 84.165 83.819 83.979 84.268 83.879 84.151 84.272 84.161 83.941 84.236 
10 82 84.649 84.701 84.554 84.749 84.466 84.739 84.738 84.751 84.487 84.944 
11 80 85.208 85.404 85.147 85.509 85.254 85.303 85.194 85.119 85.25 85.528 
12 78 85.811 85.996 85.92 86.03 85.849 85.9 85.766 85.915 85.879 86.245 
13 76 86.289 86.899 86.861 86.86 86.724 86.913 86.806 86.809 86.92 87.198 
14 74 87.138 87.803 88.146 88.039 87.732 87.926 87.766 87.896 87.871 88.027 
15 72 88.003 88.527 88.658 88.496 88.574 88.417 88.553 88.705 88.574 88.463 
16 70 88.978 89.299 89.096 89.757 89.531 89.069 89.655 89.066 89.676 88.98 
17 68 89.878 90.225 89.525 90.213 90.196 89.558 90.23 89.736 90.287 89.458 
18 66 90.481 90.268 89.934 90.267 90.324 90.526 90.317 90.581 90.353 90.022 
19 64 90.458 90.619 91 90.597 90.199 91.262 90.689 91.42 89.876 91.223 
20 62 88.913 89.501 90.19 89.244 89.281 90.143 89.301 90.331 89.29 90.006 
21 60 90.161 90.345 91.406 90.259 90.218 91.56 90.449 91.447 90.214 91.37 
22 58 90.896 91.491 93.213 91.581 91.286 93.448 91.661 93.109 91.598 93.278 
23 56 92.504 92.633 94.186 92.907 92.992 94.048 93.006 94.153 92.887 93.903 
 
 
Appendix 2. The accuracy of model CPT on reduced datasets 
No. % R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 
1 100 47.971 48.06 48.004 47.911 47.807 48.033 47.873 48.165 49.009 48.052 
2 98 48.136 48.086 47.95 47.889 47.862 48.119 48.007 48.155 48.061 48.049 
3 96 48.103 48.037 47.988 47.819 47.857 48.082 47.983 48.147 47.972 48.081 
4 94 48.017 47.979 47.915 47.808 47.807 47.976 47.933 48.131 47.884 48.01 
5 92 48.05 47.873 47.885 47.816 47.798 48.054 47.915 48.116 47.998 48.04 
6 90 48.007 47.897 47.913 47.783 47.784 48.005 47.813 48.071 47.965 47.999 
7 88 47.941 47.656 47.577 47.569 47.477 47.625 47.508 47.765 47.677 47.511 
8 86 47.401 47.143 46.774 46.937 46.938 46.853 46.964 46.986 47.141 46.806 
9 84 46.971 46.594 45.902 46.444 46.282 46.032 46.43 46.148 46.602 45.914 
10 82 46.26 45.992 45.065 45.812 45.64 45.244 45.813 45.395 47.141 45.048 
11 80 45.743 45.313 44.204 45.198 44.924 44.291 45.146 44.441 45.328 44.179 
12 78 45.168 44.53 43.167 44.377 44.325 43.3 44.581 43.46 44.651 43.352 
13 76 44.455 43.961 42.202 43.729 43.607 42.426 43.826 42.427 43.93 42.383 
14 74 43.757 43.184 41.243 42.981 42.659 41.358 43.111 41.276 43.107 41.289 
15 72 42.939 42.448 40.576 42.205 42.114 40.676 42.237 40.619 42.571 40.614 
16 70 42.217 41.645 40.219 41.442 41.497 40.425 41.367 40.244 41.643 40.354 
17 68 41.281 41.075 39.792 40.999 40.958 40.051 40.804 39.857 41.236 40.057 
18 66 40.913 40.885 39.47 40.628 40.634 39.772 40.437 39.554 40.795 39.726 
19 64 40.479 40.365 39.18 40.266 40.276 39.467 40.119 39.302 40.498 39.225 
20 62 39.95 39.913 38.789 39.994 39.731 39.088 36.628 38.902 40.013 38.883 
21 60 39.543 39.56 38.385 39.404 39.279 38.645 39.343 38.513 39.553 38.622 
22 58 39.156 38.942 37.944 38.947 34.848 38.133 38.833 38.194 39.014 38.045 
23 56 38.337 38.503 37.113 38.397 38.363 37.373 38.359 37.313 38.561 37.395 
 
 
Appendix 3. The accuracy of model Markov1 on reduced datasets 
No. % R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 
1 100 65.924 65.934 66.004 65.737 66.04 66.115 65.77 65.864 65.997 65.93 
2 98 66.189 66.243 66.538 66.263 66.417 66.502 66.229 66.236 66.428 66.335 
3 96 66.841 66.744 67.061 66.714 66.803 67.031 66.587 66.671 66.811 66.722 
4 94 67.282 67.037 67.442 67.248 67.262 67.463 67.252 67.292 67.379 67.466 
5 92 67.905 67.892 68.002 68.007 67.941 68.082 67.903 67.794 68.283 68.046 
6 90 68.623 68.381 68.704 68.556 68.582 68.587 68.736 68.387 68.67 68.576 
7 88 69.23 69.18 69.161 69.264 69.244 69.379 79.289 69.704 69.198 69.167 
8 86 69.888 69.952 69.849 70.278 69.804 70.228 70.093 70.276 70.619 69.777 
9 84 70.68 70.931 72.02 70.966 70.324 71.034 70.969 70.836 70.884 70.609 
10 82 71.848 71.885 71.8 71.911 71.704 71.659 71.729 71.625 71.752 71.367 
11 80 72.822 72.696 72.598 72.754 72.448 72.674 72.499 72.483 72.635 72.307 
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Appendix 3. The accuracy of model Markov1 on reduced datasets (continue) 
No. % R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 
12 78 73.399 73.603 73.32 73.654 73.565 73.478 73.328 73.625 73.654 73.322 
13 76 74.146 74.548 74.331 74.641 74.577 74.39 74.463 74.648 74.799 74.468 
14 74 75.188 75.694 75.243 75.521 75.472 75.361 75.562 75.462 75.794 75.364 
15 72 76.124 76.84 75.873 76.477 76.593 76.156 76.574 76.165 76.811 76.002 
16 70 77.104 77.65 76.747 77.771 77.536 76.998 77.476 76.887 77.77 76.844 
17 68 77.848 78.579 77.554 78.375 78.329 77.718 78.292 77.856 78.646 77.599 
18 66 78.727 79.258 78.457 79.112 78.991 78.94 78.924 78.804 79.346 78.62 
19 64 75.587 79.831 79.69 79.743 79.784 80.016 79.861 79.876 71.241 79.608 
20 62 80.523 80.561 81.052 80.637 80.548 81.185 80.619 81.042 80.782 80.834 
21 60 81.457 81.467 82.372 81.656 81.447 82.408 81.606 82.53 81.645 82.4 
22 58 82.588 82.506 83.921 82.596 82.486 84.188 82.669 84.065 73.708 84.019 
23 56 83.534 83.485 75.681 83.639 83.844 84.483 83.848 84.578 83.774 84.461 
 
 
Appendix 4. The accuracy of model AKOM on reduced datasets 
No. % R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 
1 100 59.185 59.346 59.538 59.357 59.612 59.542 59.397 59.546 59.415 59.568 
2 98 59.604 59.648 59.882 59.753 59.922 59.754 59.729 59.962 59.739 59.733 
3 96 60.071 60.094 60.399 60.097 60.205 60.346 60.048 60.151 60.076 60.22 
4 94 60.375 60.299 60.707 60.583 60.665 60.592 60.513 60.808 60.689 60.678 
5 92 61.064 61.089 61.123 61.167 61.122 61.157 61.092 61.199 61.274 61.158 
6 90 61.6 61.442 61.716 61.553 61.686 61.571 61.568 61.514 61.617 61.502 
7 88 62.082 62.066 62.108 62.181 62.165 62.153 61.974 62.317 61.944 62.239 
8 86 62.485 62.649 62.642 62.815 62.722 62.832 62.822 62.977 62.58 62.5 
9 84 63.413 63.4 63.37 63.429 63.157 63.411 63.441 63.529 63.114 63.266 
10 82 64.092 64.206 64.081 63.969 64.147 63.968 64.07 64.267 64.184 63.842 
11 80 64.808 65.013 64.754 64.708 64.711 64.882 64.862 64.885 64.942 64.729 
12 78 65.414 67.713 65.591 65.507 65.489 65.565 65.567 65.837 65.535 65.586 
13 76 66.011 66.489 66.295 66.528 66.356 66.43 66.553 66.733 66.777 66.61 
14 74 66.895 67.211 67.311 67.306 67.234 67.202 67.374 67.391 67.486 67.418 
15 72 67.778 68.477 68.021 68.213 68.278 67.823 68.316 68.056 68.456 68.046 
16 70 68.465 69.222 68.609 69.352 69.242 68.323 69.132 76.887 69.37 68.725 
17 68 69.304 69.86 62.262 69.891 69.885 69.047 69.852 69.397 70.082 69.293 
18 66 70.042 70.392 69.943 70.603 70.376 70.187 70.423 70.179 70.705 70.075 
19 64 70.727 70.964 71.004 70.916 71.238 70.869 70.942 71.225 71.214 71.106 
20 62 71.496 71.544 72.261 71.91 71.719 72.022 71.751 72.33 72.001 72.06 
21 60 72.363 72.379 73.412 72.724 72.624 73.459 72.464 73.557 72.691 73.53 
22 58 73.331 73.767 74.001 73.658 73.515 75.005 73.495 74.901 73.708 75.039 
23 56 74.334 74.289 75.502 74.808 74.761 75.579 74.601 75.572 74.713 75.699 
 
 
Appendix 5. The accuracy of model LZ78 on reduced datasets 
No. % R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 
1 100 59.805 59.89 60.14 59.744 60.027 59.745 60.134 59.739 59.962 60.266 
2 98 60.166 60.35 60.424 60.259 60.243 60.466 60.386 60.235 60.431 60.23 
3 96 60.386 60.491 60.72 60.546 60.665 60.834 60.403 60.502 60.949 60.799 
4 94 60.989 60.618 60.682 61.02 60.901 61.151 60.959 61.06 60.812 61.026 
5 92 61.306 61.364 61.566 61.474 61.201 61.472 61.272 61.433 61.619 61.439 
6 90 61.777 61.854 61.71 61.803 61.931 61.692 61.873 61.878 61.617 61.972 
7 88 62.424 61.931 62.412 62.308 62.291 62.599 61.783 62.201 62.293 62.425 
8 86 62.646 62.649 62.609 62.463 62.824 62.889 62.702 62.856 62.881 62.554 
9 84 63.674 63.371 63.101 63.687 63.413 62.962 63.295 62.815 63.114 63.22 
10 82 64.439 64.256 63.48 64.117 64.043 63.774 64.218 63.947 63.98 63.763 
11 80 64.724 64.89 64.332 64.634 64.6 64.356 64.475 63.947 64.811 64.255 
12 78 65.239 65.556 64.836 65.281 65.295 64.459 65.197 64.77 65.567 64.745 
13 76 66.156 66.354 65.634 66.083 66.184 65.179 66.25 65.367 66.457 65.301 
14 74 66.566 66.986 66.011 66.843 66.735 66.115 66.785 65.936 67.056 65.826 
15 72 67.526 68.008 66.409 67.668 67.685 66.534 67.806 66.408 67.771 66.785 
16 70 68.134 68.272 67.42 68.7 68.74 67.533 68.113 67.221 68.796 67.436 
17 68 68.78 69.168 68.132 69.241 69.363 68.263 69.278 68.061 69.292 68.149 
18 66 69.342 69.941 68.896 69.821 69.558 69.263 69.463 68.948 70.05 69.143 
19 64 70.191 70.649 70.27 70.63 70.524 70.349 70.388 70.255 70.478 70.376 
20 62 70.988 71.286 71.259 71.288 70.83 71.367 71.208 71.33 71.334 71.297 
21 60 71.678 71.992 72.705 72.168 71.722 75.572 71.814 72.623 72.301 72.771 
22 58 72.449 72.767 74.832 73.048 72.645 74.104 72.746 73.943 73.025 74.16 
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Appendix 6. The accuracy of model CPT+ on reduced datasets 
No. % R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 
1 100 99.927 99.941 99.936 99.924 99.938 99.938 99.941 99.934 99.936 99.947 
2 98 99.921 99.958 99.937 99.925 99.941 99.951 99.951 99.942 99.935 99.946 
3 96 99.931 99.97 99.944 99.933 99.946 99.954 99.952 99.956 99.949 99.947 
4 94 99.937 99.964 99.949 99.943 99.954 99.966 99.959 99.957 99.959 99.957 
5 92 99.94 99.977 99.955 99.959 99.966 99.966 99.959 99.966 99.957 99.959 
6 90 99.956 99.976 99.967 99.962 99.964 99.967 99.956 99.964 99.962 99.964 
7 88 99.954 99.978 99.969 99.969 99.963 99.974 99.969 99.971 99.965 99.972 
8 86 99.96 99.979 99.974 99.97 99.966 99.979 99.981 99.962 99.97 99.966 
9 84 99.967 99.979 99.979 99.975 99.969 99.977 99.979 99.961 99.967 99.971 
10 82 99.976 99.98 99.974 99.982 99.974 99.978 99.986 99.966 99.972 99.97 
11 80 99.973 99.984 99.982 99.977 99.997 99.978 99.988 99.969 99.973 99.84 
12 78 99.977 99.989 99.985 99.981 99.981 99.99 99.985 99.983 99.968 99.981 
13 76 99.981 99.985 99.987 99.987 99.974 99.996 99.983 99.987 99.978 99.987 
14 74 99.982 99.998 99.998 99.991 99.984 99.998 99.989 99.991 99.978 99.993 
15 72 99.986 99.993 100 99.991 99.991 99.998 99.988 100 99.984 100 
16 70 99.988 99.998 99.998 99.998 99.998 99.998 99.998 99.998 99.995 100 
17 68 99.998 100 99.998 99.998 100 99.995 99.998 99.993 99.998 100 
18 66 100 100 99.995 99.997 100 99.997 100 99.997 99.997 100 
19 64 99.997 100 99.954 99.997 100 99.938 100 99.997 99.997 99.957 
20 62 100 99.997 99.941 99.997 99.997 99.955 100 99.947 99.997 99.93 
21 60 99.997 99.866 99.748 99.994 99.824 99.751 99.997 99.718 99.675 99.76 
22 58 99.636 99.613 99.84 99.581 99.543 99.892 99.693 99.718 99.515 99.844 
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