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Abstract. We present pumping lemmas for five classes of functions definable by frag-
ments of weighted automata over the min-plus semiring, the max-plus semiring and the
semiring of natural numbers. As a corollary we show that the hierarchy of functions de-
finable by unambiguous, finitely-ambiguous, polynomially-ambiguous weighted automata,
and the full class of weighted automata is strict for the min-plus and max-plus semirings.
1. Introduction
Weighted automata (WA for short) are a quantitative extension of finite state automata used
to compute functions over words. They have been extensively studied since Schützenberger’s
early works [31], in particular decidability questions [20, 1], model extensions [11], logical
characterisations [11, 19], and various applications [25, 9] have been thoroughly investigated
in recent years.
The class of functions computed by WA enjoys several equivalent representations in
terms of automata and logics. Alur et al. introduced some years ago the expressive model of
cost register automata (CRA for short) [3, 4], an alternative model for computing functions
over words inspired by programming paradigms, that received a lot of attention recently [22,
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24, 10, 2]. The idea is to enhance deterministic finite automata with registers, storing values
that can be combined by using operations over a fixed semiring. In [3], it was shown that
CRA are strictly more expressive than WA. Interestingly, it was also shown that a natural
fragment of CRA is equally expressive to WA, which provides a new viewpoint on this class
of functions.
Regarding logics, Droste and Gastin introduced in [11] the so-called Weighted Logic
(WL), a natural extension of monadic second order logics (MSO) from the boolean semiring
to a commutative semiring. The semantics of this logics maps an MSO formula over strings
to one or zero in the semiring, depending whether the input satisfies the formula or not.
Furthermore, WL uses sum and product quantifiers that allow to aggregate the output
of boolean formulas producing an output value in the semiring. Although WL is far more
expressive than WA, it was shown in [11] that a natural syntactic restriction of WL is equally
expressive to WA, giving the first logical characterisation of WA. Weighted logics or, more
generally, quantitative logics have found many applications in understanding WA [12, 19],
verification [7] and computational complexity [5].
The decidability and complexity of various decision problems for WA have also been
investigated, unfortunately often with negative results [20, 1]. For this reason, research
has focused on various fragments of WA over different semirings. For example, over a
one-letter alphabet, where WA are equivalent to linear recurrences, some new decidability
results were recently shown for limited fragments [26, 27]. Further restrictions of WA involve
bounding their numbers of runs. Among them, the most studied classes are unambiguous
automata, finitely-ambiguous automata, and polynomially-ambiguous automata, where the
numbers of accepting runs is bounded by one, a constant, a polynomial in the size of input,
respectively [33, 18, 17]. These subclasses of WA turned out to be robust, enjoying equivalent
characterisations in terms of cost register automata [3] and weighted logics [19].
Although functions defined by WA and its subclasses have been studied in terms of
representations and decidability, little is known about expressibility issues. Indeed, we are
not aware of any general techniques to show if a function is definable or not by some WA,
or any of its subclasses. Results related to the expressiveness of WA usually require so-
phisticated arguments for each particular function [18, 22] and there is no clear path to
generalise these techniques. As a matter of fact, the strict inclusions between unambigu-
ous, finitely-ambiguous, polynomially-ambiguous, and the full class of WA are “well-known”
to the community, but it is hard to find references to formal proofs (see related work be-
low). In contrast, for regular languages or first-order logics there exist elegant and powerful
techniques for showing inexpressibility, as for example, the Myhill-Nerode congruence for
regular languages [15] or Ehrenfeucht-Fraïssé games [14, 13, 21] and aperiodic congruences
for first-order logic [32]. One would like to have similar techniques in the quantitative world
that simplify inexpressibility arguments for WA, CRA or WL. Such techniques would help
to understand the inner structure of these functions and unveil their limits of expressibility.
In this paper, we embark in the work of building an expressibility toolbox for weighted
automata. We present five pumping lemmas, each of them for a different class or subclass of
functions defined by WA over the min-plus semiring, the max-plus semiring or the semiring
of natural numbers. For each pumping lemma we show examples of functions that do not
satisfy the lemma, giving very short inexpressibility proofs. Our results do not attempt
to fully characterise the class or subclasses of weighted automata in terms of pumping
properties, nor to provide conditions that can be verified by a computer. Our goal is to
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devise a systematic way to reason about expressibility of weighted automata and to provide
simple arguments to show that functions do not belong to a given class.
Related work. In [16], it is shown that over the min-plus semiring polynomially-ambiguous
automata are strictly more expressive than finitely-ambiguous automata. In [18] strict in-
clusions between unambiguous automata, finitely-ambiguous automata, and the full class of
WA are shown over the max-plus semiring. In both papers the strict inclusions are shown
by analysing particular functions. Using results from [8] one can deduce that unambiguous
automata are strictly included in the other classes over the min-plus and max-plus semirings.
Gathering these results we obtain strict inclusions between unambiguous automata, finitely-
ambiguous automata, and the full class of WA over the min-plus semiring. However, to
our knowledge, there is no reference for a strict inclusion between polynomially-ambiguous
automata and the full class of WA. Recently there has been some work on the semiring of
rational numbers with the usual plus and product [24, 6]. In these papers the polynomial-
ambiguous fragment over the one-letter alphabet is characterised in terms of a fragment
of linear recurrence sequences. Both papers provide proofs that polynomially-ambiguous
weighted automata are strictly contained in the full class of weighted automata over the
semiring of rationals.
Differences with the conference version. Compared to [23], we present new pumping
lemmas for the max-plus semiring (Section 6) regarding finitely ambiguous and polynomially
ambiguous max-plus automata. As a corollary we obtain a strict hierarchy of functions
similar to the one for min-plus automata.
Organization. In Section 2 we introduce weighted automata and some basic definitions.
In Section 3 and Section 4 we present pumping lemmas for weighted automata over the
semiring of natural numbers and its extension using the operation min. In Section 5 we
show the pumping lemma for polynomially-ambiguous automata over the min-plus semiring,
then we turn to the max-plus semiring in Section 6. Concluding remarks can be found in
Section 7.
2. Preliminaries
In this section, we recall the definitions of weighted automata. We start with the definitions
that are standard in this area. A monoid M = (M,⊗,1) is a set M with an associative
operation ⊗ and a neutral element 1. Standard examples of monoids are: the set of words
Σ∗ with concatenation and empty word; or the set of matrices with multiplication and the
identity matrix. A semiring is a structure S = (S,⊕,⊙,0,1), where (S,⊕,0) is a commutative
monoid, (S−{0},⊙,1) is a monoid, multiplication distributes over addition, and 0⊙s = s⊙0 =
0 for each s ∈ S. If the multiplication is commutative, we say that S is commutative. In this
paper, we always assume that S is commutative. We usually denote S or M by the name of
the semiring or monoid S or M. We are interested mostly in the tropical semirings: the min-
plus semiring (N∪ {∞},min,+,∞,0) and the max-plus semiring (N∪ {−∞},max,+,−∞,0).
We are also interested in the semiring of natural numbers with infinity (N ∪ {∞},+, ⋅,0,1),
where∞+n =∞ for every n ∈ N∪{∞} and∞⋅n =∞ if n ≠ 0 and 0 otherwise. We denote the
tropical semirings by Nmin,+ and Nmax,+; and the later semiring by N+,×. Note that N+,× is
an extension of the standard semiring of natural numbers N and all our results for N+,× also
hold for N. We use the extended version of N to transfer some results from N+,× to Nmin,+
(see Section 4). Given a finite set Q, we denote by SQ×Q (SQ) the set of square matrices
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(vectors resp.) over S indexed by Q. The algebra induced by S over SQ×Q and SQ is defined
as usual.
We also consider two finite semirings that will be useful during proofs. We consider the
boolean semiring B = ({0,1},∨,∧,0,1) and the extended boolean semiring B∞ = ({0,1,∞},∨,∧,0,1)
such that ∞∨ n =∞ for every n ∈ {0,1,∞}, ∞∧ 0 = 0, and ∞∧ n =∞ if n ∈ {1,∞}. Both
finite semirings will be used as abstractions of Nmin,+ and N+,×, respectively.
In this paper, we study the specification of functions from words to values, namely, from
Σ∗ to S. We say that a function f ∶ Σ∗ → S is definable by a computational system A (e.g.,
by a weighted automaton) if f(w) = ⟦A⟧(w) for any w ∈ Σ∗, where ⟦A⟧ is the semantics of
A over words.
2.1. Weighted automata. Fix a finite alphabet Σ and a commutative semiring S. A
weighted automaton (WA for short) over Σ and S is a tuple A = (Q,Σ,{Ma}a∈Σ, I,F ) where
Q is a finite set of states, {Ma}a∈Σ is a set of matrices such that Ma ∈ S
Q×Q and I,F ∈ SQ
are the initial and the final vectors, respectively [30, 12]. We say that a state q is initial if
I(q) ≠ 0 and accepting if F (q) ≠ 0. We usually say that an entry Ma(p, q) = s is a transition
and write p a/sÐ→ q. Furthermore, we say that a run ρ of A over a word w = a1 . . . an is a
sequence of transitions: ρ = q0
a1/s1Ð→ q1
a2/s2Ð→ ⋯ an/snÐ→ qn, where si ≠ 0 for all 1 ≤ i ≤ n and
I(q0) ≠ 0. We refer to qi as the i-th state of the run ρ. The run ρ is accepting if F (qn) ≠ 0,
and the weight of an accepting run ρ is defined by ∣ρ∣ = I(q0)⊙ (⊙ni=1 si)⊙F (qn). We define
RunA(w) as the set of all accepting runs of A over w. Finally, the output of A over a word
w is defined by ⟦A⟧(w) = It ⋅Ma1 ⋅ . . . ⋅Man ⋅F =⊕ρ∈RunA(w) ∣ρ∣ where I
t is the transpose of I
and the second sum is equal to 0 if RunA(w) is empty. For a word w = a1 . . . an we usually
denote Mw =Ma1 ⋅ . . . ⋅Man and then ⟦A⟧(w) = I
t ⋅Mw ⋅F . Note that Mw(p, q) provides the
cost of moving from state p to state q reading the word w. Functions defined by weighted
automata are called regular functions.
A weighted automaton A is called unambiguous (U-WA) if ∣RunA(w)∣ ≤ 1 for every
w ∈ Σ∗; and A is called finitely-ambiguous (FA-WA) if there exists a uniform bound N
such that ∣RunA(w)∣ ≤ N for every w ∈ Σ
∗ [33, 18]. Furthermore, A is called polynomially-
ambiguous (PA-WA) if the function ∣RunA(w)∣ is bounded by a polynomial in the length
of w [17]. We call the classes of functions definable by such automata unambiguous regular,
finitely-ambiguous regular and polynomially-ambiguous regular.
Note that every unambiguous WA over Nmin,+ and Nmax,+ can be defined by a WA over
the semiring N+,× (recall that ∞ is in N+,×). This follows essentially from the fact that an
unambiguous automaton over the min-plus (or max-plus) semiring can be translated into a
cost-register automaton that uses only the + operation (see e.g. [3, Theorem 13]). Such a
cost-register automaton can be seen as a linear cost-register automaton over the N+,×, which
itself translates easily into a WA over the semiring N+,×.
Therefore, the class of unambiguous regular functions over Nmin,+ (and Nmax,+) is in-
cluded in the class of regular functions over N+,×. The inclusions are strict since regular
functions over Nmin,+ (and Nmax,+) are always bounded by a linear function in the size of
the word, and it is easy to define the function f(w) = 2∣w∣ over N+,×. Below, we give several
examples of functions defined by WA over N+,× and Nmin,+ that will be used in paper. Recall
that in the latter semiring 0 =∞ and ⊙ = +. Transitions p a/sÐ→ q, where s = 0 are omitted.
Example 2.1. Let Σ = {a, b}. Consider the function f1 that for given word w ∈ Σ
∗ outputs
the length of the biggest suffix of a’s (and ∞ if the word ends in b). This is defined by the
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b / 0
a / 0
b / 0 a / 1
W1 over Nmin,+
a / 1b / ∞
a / 1
b / 1 a / 1
W ′
1
over N+,×
a / 1
b / 0
a / 0
b / 1
W2 over Nmin,+
b / 1 a, b / 0a, b / 0
b / 1 a / 0a / 0
W4 over Nmin,+
a / 1
b / 0
a / 0
b / 1
a / 0
b / 0
W3 over Nmin,+
a / 1
b / 0 # / 0
a / 0
b / 1
# / 0 # / 0
a / 0
b / 1
a / 1
b / 0
W5 over Nmin,+
Figure 1: Examples of weighted automata. For WA over Nmin,+ the initial and accepting
states are labelled by 0 in the corresponding vector, and∞ otherwise. Similarly, for
WA over N+,× the initial and accepting states are labelled by 1 in the corresponding
vector, and 0 otherwise.
WA W1 over Nmin,+ in Figure 1. One can easily check that W1 is unambiguous, hence f1
is an unambiguous regular function over Nmin,+. In Figure 1, the WA W
′
1
over N+,× also
defines f1.
Example 2.2. Let Σ = {a, b}. Consider the function f2 that for a given word w ∈ Σ
∗
outputs min{∣w∣a, ∣w∣b}, namely, counts the number of each letter and returns the minimum.
This is defined by the WA W2 in Figure 1. The WA W2 is finitely-ambiguous, hence f2 is a
finitely-ambiguous regular function.
Example 2.3. Let Σ = {a, b}. Consider the function f3 that for a given word w = a1 . . . an ∈
Σ∗ outputs min0≤i≤n{∣a1 . . . ai∣a + ∣ai+1 . . . an∣b}. This is defined by the WA W3 in Figure 1.
This WA is polynomially-ambiguous, hence f3 is a polynomially-ambiguous regular function.
Example 2.4. Let Σ = {a, b}. Consider the function f4 that for a given word w ∈ Σ
∗
computes the shortest subword of b’s (if there is none it outputs ∞). This is defined by
W4 in Figure 1. The WA is polynomially-ambiguous, hence f4 belongs to polynomially-
ambiguous functions.
Example 2.5. Let Σ = {a, b,#}. Consider the function f5 such that, for any w ∈ Σ
∗ of the
form w0#w1# . . .#wn with wi ∈ {a, b}
∗, it computes min{∣wi∣a, ∣wi∣b} for each subword wi
and then it sums these values over all subwords wi, that is, f5(w) = ∑ni=0min{∣wi∣a, ∣wi∣b}.
This function is defined by the WA W5 in Figure 1. Given that this WA has an exponential
number of runs, the function f5 is a regular function, but not necessarily a polynomially-
ambiguous regular function.
We will also discuss variants of the functions f1, f2, f3, f4 and f5 in the max-plus
semiring in Section 6.
We assume that our weighted automata are always trim, namely, all their states are
reachable from some initial state (accessible, for short) and they can reach some final state
(co-accessible, for short). Verifying if a state is accessible or co-accessible is reduced to a
reachability test in the transition graph [28] and this can be done in NLogSpace. Thus,
we can assume without loss of generality that all our automata are trimmed.
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2.2. Finite monoids and idempotents. We say that a monoid is finite if the set of its
elements is finite. Let M = (M,⊗,1) be a finite monoid. We say that ι ∈ M is an idempotent
if ι⊗ ι = ι. The following lemma is a standard result for finite monoids and idempotents (see
e.g. [29]).
Lemma 2.6. Let M be a finite monoid. There exists some N > 0 such that every sequence
m1, . . . ,mn, with mi ∈ M and n ≥ N , can be factorised as:
(m1 ⊗ . . .⊗mi)⊗ (mi+1 ⊗ . . . ⊗mj)⊗ (mj+1 . . . ⊗mn) ,
where i < j ≤ n and (mi+1 ⊗ . . . ⊗mj) is an idempotent.
We will mainly use two finite monoids of matrices, BQ×Q and BQ×Q∞ . For doing this
we define abstractions, i.e., homomorphisms of NQ×Q
min,+ to B
Q×Q, NQ×Qmax,+ to B
Q×Q, and NQ×Q+,×
to BQ×Q∞ . They are obtained from the homomorphisms defined on elements of the matrices,
namely h1 ∶ Nmin,+ → B, h2 ∶ Nmax,+ → B, and h3 ∶ N+,× → B∞, by setting h1(m) = 0 iff m =∞;
h2(m) = 0 iff m = −∞; h3(0) = 0, h3(∞) = ∞, and h3(m) = 1 if m /= 0,∞. For matrices
M1 ∈ N
Q×Q
min,+, M2 ∈ N
Q×Q
max,+, or M3 ∈ N
Q×Q
+,× we denote by M¯1 = h1(M1), M¯2 = h2(M2), or
M¯3 = h3(M3) their abstractions in B
Q×Q or BQ×Q∞ . By abuse of language we denote a matrix
M from NQ×Q
min,+, N
Q×Q
max,+ or N
Q×Q
+,× as idempotent, if its abstraction M¯ is idempotent.
3. Regular functions over N+,×
In this section we consider regular functions over N+,×. As a corollary of the pumping
lemma we show that FA-WA are strictly more expressive than U-WA over Nmin,+ and Nmax,+
(Example 3.2 and beginning of Section 6). Moreover, this shows that there are finitely-
ambiguous regular functions over Nmin,+ and Nmax,+ that cannot be defined by any regular
function over N+,×.
We introduce some notation to simplify the presentation. Given u ⋅v ⋅w = uˆ ⋅ vˆ ⋅ wˆ, where
u, v,w, uˆ, vˆ, wˆ ∈ Σ∗, we say that uˆ ⋅ vˆ ⋅ wˆ is a refinement of u ⋅v ⋅w if there exist u′,w′ such that
u ⋅ u′ = uˆ, w′ ⋅w = wˆ, u′ ⋅ vˆ ⋅w′ = v, and vˆ ≠ ǫ. We underline the infixes v and vˆ to emphasise
the refined part.
Theorem 3.1 (Pumping Lemma for regular functions over N+,×). Let f ∶ Σ
∗ → N ∪ {∞} be
a regular function over N+,×. There exists N such that for all words of the form u ⋅ v ⋅w ∈ Σ
∗
with ∣v∣ ≥ N , v ≠ ǫ, there exists a refinement uˆ ⋅ vˆ ⋅ wˆ of u ⋅ v ⋅w such that one of the following
two conditions holds:
● f(uˆ ⋅ vˆi ⋅ wˆ) = f(uˆ ⋅ vˆi+1 ⋅ wˆ) for every i ≥ N .
● f(uˆ ⋅ vˆi ⋅ wˆ) < f(uˆ ⋅ vˆi+1 ⋅ wˆ) for every i ≥ N .
Before going into the details of the proof let us show how to use the lemma.
Example 3.2. We show that f2 from Example 2.2 is not definable by any WA over N+,×.
Indeed, suppose it is definable and fixN from Theorem 3.1. Consider the word w = a(N+1)
2
bN
and notice that f2(w) = N . By refining w we get uˆ ⋅ vˆ ⋅ wˆ = a
(N+1)2bnbmbl for some n,m, l
such that 1 ≤m ≤ N and n+m+ l = N . Since n+m ⋅N+ l < n+m ⋅(N+1)+ l < (N +1)2 it must
be the case that f2(uˆ ⋅ vˆ
i
⋅ wˆ) < f2(uˆ ⋅ vˆ
i+1
⋅ wˆ) for all i ≥ N . However, f2(uˆ ⋅ vˆ
i
⋅ wˆ) = (N + 1)2
for i sufficiently large, which is a contradiction.
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Example 3.3. On the other hand, the function f1 from Example 2.1 satisfies Theorem 3.1.
Consider a word u ⋅v ⋅w ∈ Σ∗ and its refinement uˆ ⋅ vˆ ⋅wˆ. If wˆ or vˆ contain b then f(uˆ ⋅ vˆi ⋅wˆ) =
f(uˆ⋅vˆi+1 ⋅wˆ) because the suffix of a’s remains the same. Otherwise, f(uˆ⋅vˆi ⋅wˆ) < f(uˆ⋅vˆi+1 ⋅wˆ)
since the suffix of a’s increases when pumping. Moreover, it is straightforward to generalise
this argument and prove Theorem 3.1 for all U-WA over Nmin,+.
To prove Theorem 3.1 we use the following definitions. For a matrix M ∈ NQ×Q+,× recall
that M¯ is its homomorphic image in BQ×Q∞ (see Section 2.2). We write that M and N in
N
Q×Q
+,× are equivalent, denoted M ≡B∞ N , iff M¯ = N¯ . We also extend the homomorphic image
and equivalence relation from matrices to vectors. We say that D ∈ NQ×Q+,× is an idempotent
if D¯ is an idempotent in the finite monoid BQ×Q∞ .
Lemma 3.4. If M ≡B∞ N , then x
T ⋅M ⋅y > 0 if and only if xT ⋅N ⋅y > 0 for every x, y ∈ NQ+,×.
Proof. Suppose that xT ⋅M ⋅ y > 0. By definition xT ⋅M ⋅ y = ∑p,q x(p) ⋅M(p, q) ⋅ y(q).
Then there exist p, q ∈ Q such that x(p) ⋅M(p, q) ⋅ y(q) > 0 and, in particular, M(p, q) > 0.
Given that M ≡B∞ N we conclude N(p, q) > 0 and x(p) ⋅ N(p, q) ⋅ y(q) > 0, which proves
xT ⋅N ⋅ y > 0.
Proof of Theorem 3.1. Let A = (Q,Σ,{Ma}a∈Σ, I,F ) be a WA over N+,× such that f = ⟦A⟧.
Without loss of generality, we assume that I(q) ≠ ∞ and Ma(p, q) ≠ ∞ for every p, q ∈ Q
and a ∈ Σ, namely, ∞ can only appear in the final vector F . Indeed, if ∞ is used in I or
some Ma, we can construct two weighted automata A
′,A∞ such that A′ is the same as A
but each ∞-initial state or each ∞-transition is replaced with 0, and A∞ outputs ∞ if there
exists some run in A that outputs ∞ and 0 otherwise. Note that A′ has no ∞-transition or
∞-initial state and A∞ can be constructed in such a way that only the final vector contains
∞-values. The disjoint union of A′ and A∞ is equivalent to A.
Let N = max{∣Q∣,K} where K is the constant from Lemma 2.6 for the finite monoid
B
Q×Q
∞ . For every word u ⋅ v ⋅w ∈ Σ
∗ such that v = a1 . . . an with n ≥ N , consider the output
IT ⋅Mu ⋅Mv ⋅Mw ⋅ F of A over u ⋅ v ⋅ w. By Lemma 2.6, there exists a factorisation of the
form:
Mv = (Ma1 ⋅ . . . ⋅Mai) ⋅ (Mai+1 ⋅ ⋯ ⋅Maj) ⋅ (Maj+1 ⋅ . . . ⋅Man)
for some i < j where Mai+1...aj is an idempotent (i.e., M¯ai+1...aj is an idempotent). We define
the refinement uˆ⋅vˆ⋅wˆ of u⋅v⋅w such that uˆ = u⋅(a1 . . . ai), vˆ = ai+1 . . . aj , and wˆ = (aj+1 . . . an)⋅w.
Furthermore, define x = I ⋅Mua1...ai , D = Mai+1...aj , and y = Maj+1...anw ⋅ F . Note that
f(uˆ ⋅ vˆi ⋅ wˆ) = xT ⋅Di ⋅ y for every i ≥ 0 and D is an idempotent (i.e., D¯ is an idempotent). It
remains to show the following lemma.
Lemma 3.5. For every idempotent D ∈ NQ×Q+,× and x, y ∈ N
Q
+,× where D and x do not contain
∞-values, one of the conditions holds:
xT ⋅Di ⋅ y = xT ⋅Di+1 ⋅ y for every i ≥ ∣Q∣, or (3.1)
xT ⋅Di ⋅ y < xT ⋅Di+1 ⋅ y for every i ≥ ∣Q∣. (3.2)
We start showing that Lemma 3.5 holds when y = ep for some p ∈ Q, where ep(q) = 1 if
q = p and 0 otherwise. Note that z = ∑p∈Q z(p) ⋅ ep for every vector z.
We say that p is D-stable (or just stable) if D(p, p) > 0. Note that if p is stable, then
Di(p, p) > 0 for every i > 0 (recall that D is idempotent). Furthermore, D ⋅ ep = ep + z for
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some z ∈ NQ+,×. Suppose that p is stable and D ⋅ ep = ep + z for some vector z. Then for i > 0:
xT ⋅Di+1 ⋅ ep = x
T ⋅Di ⋅ (ep + z) = x
T ⋅Di ⋅ ep + x
T ⋅Di ⋅ z
Given that D is idempotent and Di ≡B∞ D, by Lemma 3.4 we have that x
T ⋅Di ⋅z > 0 if, and
only if, xT ⋅D ⋅z > 0. Therefore, if xT ⋅D ⋅z > 0, we get that xT ⋅Di ⋅ep < x
T ⋅Di+1 ⋅ep for every
i > 0, in particular, for every i ≥ ∣Q∣. Otherwise, xT ⋅D ⋅ z = 0 and xT ⋅Di ⋅ ep = x
T ⋅Di+1 ⋅ ep
for every i > 0, in particular, for every i ≥ ∣Q∣.
Let P ⊆ Q be the set of all non-stable states in D. Consider the relation ⪯D ⊆P ×P such
that p ⪯D q if p = q or D(p, q) > 0. One can easily check that ⪯D forms a partial order over
P , namely, that ⪯D is reflexive, antisymmetric, and transitive. Indeed, transitivity holds
because D is idempotent. To prove antisymmetry, note that for every non-stable states p
and q, if p ⪯D q, q ⪯D p and p ≠ q hold, then D(p, p) > 0. This is a contradiction since p is
non-stable.
Since ⪯D is a partial order, we prove the lemma for y = ep by induction over ⪯D. Formally,
we strengthen the inductive hypothesis such that conditions (3.1) and (3.2) hold for every
i ≥ Nq, where Nq = ∣{q
′ ∈ P ∣ q′ ⪯D q}∣ (notice that Nq ≤ ∣Q∣ for every q). The base case is for
Np = 0, which means that p is stable. In the inductive case Np > 0 the state p is non-stable.
Then
xT ⋅Di+1 ⋅ ep = x
T
⋅Di ⋅ (c1 ⋅ eq1 + . . . + ck ⋅ eqk) = c1(x
T
⋅Di ⋅ eq1) + . . . + ck(x
T
⋅Di ⋅ eqk)
for pairwise different states q1, . . . , qk and positive values c1, . . . , ck ∈ N such that qj is either
stable or qj ≺D p. Thus all states q1, . . . , qk satisfy our inductive hypothesis.
Consider the partition of q1, . . . , qk into sets C= and C< such that C= and C< satisfy
condition (3.1) and (3.2), respectively. If C< = ∅, then for every i ≥ Np we have:
xT ⋅Di+1 ⋅ ep = c1(x
T
⋅Di ⋅ eq1) + . . . + ck(x
T
⋅Di ⋅ eqk)
= c1(x
T
⋅Di−1 ⋅ eq1) + . . . + ck(x
T
⋅Di−1 ⋅ eqk)
= xT ⋅Di ⋅ ep. (3.3)
Note that xT ⋅Di ⋅eqj = x
T ⋅Di−1 ⋅eqj holds by the inductive hypothesis and because Np > Nqj
for every qj . Suppose otherwise, that C< ≠ ∅ and there exists a state qj that satisfies
xT ⋅Di ⋅ eqj < x
T ⋅Di+1 ⋅ eqj for every i ≥ Nqj . Then it is straightforward that equality (3.3)
becomes a strict inequality and condition (3.2) holds.
We have shown that either (3.1) or (3.2) holds for y = ep. It remains to extend this to
any vector y ∈ NQ+,× (possibly with ∞). Note that
xT ⋅Di+1 ⋅ y = y(q1) ⋅ (x
T
⋅Di+1 ⋅ eq1) + . . . + y(qk) ⋅ (x
T
⋅Di+1 ⋅ eqk)
for some states q1, . . . , qk such that y(qj) > 0 for every j ≤ k. We consider two cases. First,
if there exists j such that y(qj) = ∞ and x
T ⋅Di ⋅ eqj > 0 for i ≥ N , then x
T ⋅Di ⋅ y = ∞
for every i ≥ 0. Thus, xT ⋅Di ⋅ y satisfies condition (3.1). Second, suppose that for every
j we have y(qj) ≠ ∞ or x
T ⋅ Di ⋅ eqj = 0 for i ≥ N . It suffices to consider the case when
y(qj) ≠∞ for all j. Then if some x
T ⋅Di ⋅ eqj satisfies condition (3.2) we have that x
T ⋅Di ⋅ y
satisfies condition (3.2). Conversely, if every xT ⋅Di ⋅ eqj satisfies condition (3.1) we have
that xT ⋅Di ⋅ y satisfies condition (3.1).
One could try to simplify Theorem 3.1 changing the condition i ≥ N to i ≥ 0. Unfor-
tunately, we do not know if the theorem would remain true. A naive approach would be
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to use a generalisation of Lemma 2.6, but intuitively, the behaviour of non-stable states is
problematic. We conclude with the following remarks, straightforward from the proof. We
will use them in Section 4.
Remark 3.6. Changing y to y′ such that y ≡B∞ y
′ does not influence whether condition (3.1)
or condition (3.2) holds in Lemma 3.5 (notice that here we need that the abstractions have
values in B∞ not in B). Similarly, changing x to x
′ such that x ≡B∞ x
′ does not influence
whether condition (3.1) or (3.2) holds.
Remark 3.7. The constant N and the refinement of w depend only on the finite monoid
B
Q×Q
∞ . In particular they are independent of the initial vectors I and F .
4. Finite-min regular functions
In this section we focus on regular functions over N+,× with some min operations allowed.
Formally, we say that f ∶ Σ∗ → N ∪ {∞} is a finite-min regular function, if there exist
regular functions f1, . . . , fm over N+,× such that f(w) =min{f1(w), . . . , fm(w)}. It is known
that over Nmin,+, FA-WA are equivalent to a finite sum of U-WA [33], hence the functions
defined by FA-WA are included in the class of finite-min regular functions. As a corollary of
the pumping lemma in this section we show that PA-WA are strictly more expressive than
FA-WA over Nmin,+ (Example 4.2 and Example 4.3).
We start by introducing some notation. Generalising the notation used in the previous
section, we define for n > 0 an n-pumping representation for a word w ∈ Σ∗ as a factorisation
of the form
w = u0 ⋅ v1 ⋅ u1 ⋅ v2 ⋅ . . . un−1 ⋅ vn ⋅ un,
where w = u0 ⋅ v1 ⋅ u1 ⋅ v2 ⋅ . . . vn ⋅ un and vk ≠ ǫ for all k. A refinement of an n-pumping
representation for w is given by
w = u′0 ⋅ y1 ⋅ u
′
1 ⋅ y2 ⋅ . . . u
′
n−1 ⋅ yn ⋅ u
′
n,
if vk = xk ⋅ yk ⋅ zk, u
′
k = zk ⋅ uk ⋅ xk+1; where z0 = xn+1 = ǫ and yk ≠ ǫ for every k. Let
S ⊆ {1, . . . , n} such that S ≠ ∅. Let yk be a factor of the refined n-pumping representation
of w. By yk(S, i) we denote the word y
i
k if k ∈ S and yk otherwise. By w(S, i) we denote
the word
w = u′0 ⋅ y1(S, i) ⋅ u
′
1 ⋅ y2(S, i) ⋅ . . . u
′
n−1 ⋅ yn(S, i) ⋅ u
′
n.
In other words, in w(S, i) we pump i times each factor yk, for all k ∈ S. Note that the
pumping always refers to the refinement of the n-pumping representation.
Theorem 4.1 (Pumping Lemma for finite-min regular functions). Let f ∶ Σ∗ → N∪ {∞} be
a finite-min regular function. There exists N such that for all n-pumping representations
w = u0 ⋅ v1 ⋅ u1 ⋅ v2 ⋅ . . . un−1 ⋅ vn ⋅ un,
where ∣vi∣ ≥ N for all i, there exists a refinement
w = u′0 ⋅ y1 ⋅ u
′
1 ⋅ y2 ⋅ . . . u
′
n−1 ⋅ yn ⋅ u
′
n,
such that for every sequence of non-empty, pairwise different subsets S1, . . . , Sk ⊆ {1, . . . , n}
with k ≥ N one of the following holds:
● there exists j such that f(w(Sj , i)) < f(w(Sj , i + 1)) for all but finitely many i;
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● there exist j1 ≠ j2 such that f(w(Sj1 ∪ Sj2 , i)) = f(w(Sj1 ∪ Sj2 , i + 1)) for all but finitely
many i.
Before proving Theorem 4.1, we show how to use it with two examples.
Example 4.2. We show that f3 from Example 2.3 is not definable by finite-min regular
functions. Indeed, fix N from Theorem 4.1 and consider the n-pumping representation
w = (bN ⋅ aN)N . We index each pumping factor with a pair (s, j), where j ≤ N denotes
the block bNaN , and s ∈ {1,2} denotes the factor in the block. First, notice that f3(w) =
N ⋅ (N − 1) because runs minimising the value for W3 change the state after reading the
last b in one of the blocks. We define the sets Sj = {(1, j), (2, j)} for j ∈ {1, . . . ,N}. Clearly
f3(w(Sj , i)) = f3(w) for all j and i, because the run minimising the value changes the state
after the last b in the j-th block. On the other hand f3(w(Sj1∪Sj2 , i)) < f3(w(Sj1∪Sj2 , i+1))
for all i and j1 ≠ j2. Hence f3 does not satisfy the pumping lemma for finite-min regular
functions.
Example 4.3. We show that f4 from Example 2.4 is not definable by finite-min regular
functions. Indeed, fix N from Theorem 4.1. Consider the N -pumping representation w =
(bNa)N . Then by definition f4(w) = N . In the refinement all pumping parts will be of the
form bn for 1 ≤ n ≤ N . We define the sets Sj = {1, . . . ,N} ∖ {j} for all 1 ≤ i ≤ N . Clearly
f4(w(Sj , i)) = N for all j and i. On the other hand f4(w(Sj1∪Sj2 , i)) < f4(w(Sj1∪Sj2 , i+1))
for all i and j1 ≠ j2. Hence f4 does not satisfy the pumping lemma for finite-min regular
functions.
Proof of Theorem 4.1. Let f1, . . . , fm be regular functions over N+,× such that f(w) =min{f1(w), . . . , fm(w)}
for every w. Furthermore, consider Aj = (Qj,Σ,{Mj,a}a∈Σ, Ij , Fj) the corresponding WA
for fj. Let Q = ⋃jQj (we assume that Q1, . . . ,Qm are pairwise disjoint) and consider the
set of matrices {Ua}a∈Σ where Ua ∈ N
Q×Q
+,× such that Ua(p, q) =Mj,a(p, q) whenever p, q ∈ Qj
and 0 otherwise. Then fj(w) = (I
′
j)
t ⋅Uw ⋅F
′
j for every j and w ∈ Σ
∗ where I ′j and F
′
j are the
extensions of Ij and Fj from Qj into Q such that I
′
j(q) = Ij(q) and F
′
j(q) = Fj(q) whenever
q ∈ Qj and 0 otherwise. Notice that {Ua}a∈Σ synchronise the behaviour of f1, . . . , fm in a
single set of matrices and project the output of fj with I
′
j and F
′
j . Let N =max{K,m + 1}
such that K is the constant from Lemma 2.6 applied to BQ×Q∞ .
Let w = u0 ⋅v1 ⋅u1 ⋅v2 ⋅ . . . un−1 ⋅vn ⋅un. be an n-pumping representation as in the statement
of the theorem. For every i we apply Theorem 3.1 to u≤i ⋅ vi ⋅ t≥i, where u≤i = u0 ⋅ v1 ⋅ . . . ui−1
and t≥i = ui ⋅ vi+1 ⋅ . . . un, and {Ua}a∈Σ (recall that the refinement of u≤i ⋅ vi ⋅ t≥i depends only
on {Ua}a∈Σ, and not on the initial or final vector, see Remark 3.7). So by Theorem 3.1 we
obtain a refinement
w = u′0 ⋅ y1 ⋅ u
′
1 ⋅ y2 ⋅ . . . u
′
n−1 ⋅ yn ⋅ u
′
n,
where each yi is idempotent w.r.t. {Ua}a∈Σ.
Note that the refinement is the same for each function fj. Therefore, we obtain
fj(w) = (I
′
j)
t
⋅Uu′
0
⋅D1 ⋅ . . . ⋅Uu′
n−1
⋅Dn ⋅Uu′n ⋅ F
′
j
where all Di = Uyi are idempotents.
Lemma 4.4. Let S ⊆ {1, . . . , n} be a non-empty set and fix one function fj. Then fj(w(S, i)) <
fj(w(S, i+1)) for every i ≥ N iff there exists k ∈ S such that fj(w({k}, i)) < fj(w({k}, i+1))
for every i ≥ N .
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Proof. By definition fj(w(S, i)) = (I
′
j)
t ⋅ Uu′
0
⋅Ds1
1
⋅ . . . ⋅ Uu′
n−1
⋅Dsnn ⋅ Uu′n ⋅ F
′
j where sk = i if
k ∈ S and sk = 1 otherwise. Since all Di are idempotents then for all k:
(I ′j)
t
⋅Uu′
0
⋅Ds1
1
⋅ . . . ⋅D
sk−1
k−1 ⋅Uu′k−1
≡B∞ (I
′
j)
t
⋅Uu′
0
⋅D1 ⋅ . . . ⋅Dk−1 ⋅Uu′
k−1
Uu′
k
⋅D
sk+1
k+1 ⋅ . . . ⋅D
sn
n ⋅Uu′n ⋅ F
′
j ≡B∞ Uu′k ⋅Dk+1 ⋅ . . . ⋅Dn ⋅Uu
′
n
⋅ F ′j .
Hence, the lemma follows from Remark 3.6.
To finish the proof we analyse f(w(S, i)) =min{f1(w(S, i)), . . . , fm(w(S, i))}. Consider
a sequence of subsets S1, . . . , Sk with k ≥ N . Suppose there is a set Sl such that for every
1 ≤ j ≤m, we have fj(w(Sl, i)) < fj(w(Sl, i + 1)) for every i ≥ N . In this case, f(w(Sl, i)) <
f(w(Sl, i + 1)) holds for all i ≥ N , so the first condition of the theorem is met.
Suppose otherwise that no such Sl exists. In particular, for every Sl there is at least one
j such that fj(w({s}, i)) = fj(w({s}, i + 1)) for all i ≥ N and all s ∈ Sl, hence fj(w(Sl, i)) =
fj(w(Sl, i + 1)) for all i ≥ N . For every Sl let Xl ⊆ {1, . . . ,m} be the set of indices j such
that fj(w(Sl, i)) = fj(w(Sl, i + 1)) for all i ≥ N . By the above assumptions, every Xl is
non-empty. Since k ≥ N >m there exists l1, l2 such that Xl1 ∩Xl2 ≠ ∅. From Lemma 4.4 it
follows that for i ≥ N it holds: fj(w(Sl1 ∪Sl2 , i)) = fj(w(Sl1 ∪Sl2 , i+1)) for all j ∈ Xl1 ∩Xl2 ;
and fj(w(Sl1 ∪Sl2 , i)) < fj(w(Sl1 ∪Sl2 , i+1)) for all j ∈ {1, . . . ,m}∖ (Xl1 ∩Xl2). Hence for i
sufficiently large f(w(Sl1 ∪Sl2 , i)) =minj∈Xl1∩Xl2 (fj(w(Sl1 ∪Sl2 , i))) = f(w(Sl1 ∪Sl2 , i+ 1)),
which concludes the proof.
5. Poly-ambiguous regular functions over the min-plus semiring
In this section we focus on polynomially-ambiguous regular functions over Nmin,+. We ex-
pect that there is a wider class of functions, definable like in the previous section, where
Theorem 5.1 holds, but this is left for future work. A consequence of this section is that WA
are strictly more expressive than PA-WA (see Examples 5.2 and 5.3).
We will use in the following the notation of n-pumping representations from Section 4.
A sequence of non-empty sets S1, . . . , Sm over {1, . . . , n} is called a partition if the sets are
pairwise disjoint and their union is {1, . . . , n}. Furthermore, we say that S ⊆ {1, . . . , n} is a
selection set for S1, . . . , Sm if ∣S ∩ Si∣ = 1 for every i.
Theorem 5.1 (Pumping Lemma for polynomially-ambiguous automata). Let f ∶ Σ∗ →
N ∪ {∞} be a polynomially-ambiguous regular function over Nmin,+. There exist N and a
function ϕ ∶ N→ N such that for all n-pumping representation:
w = u0 ⋅ v1 ⋅ u1 ⋅ v2 ⋅ . . . ⋅ un−1 ⋅ vn ⋅ un,
where ∣vi∣ ≥ N for every i ≤ n, there exists a refinement:
w = u′0 ⋅ y1 ⋅ u
′
1 ⋅ y2 ⋅ . . . u
′
n−1 ⋅ yn ⋅ u
′
n,
such that for every partition π = S1, . . . , Sm of {1, . . . , n} with m ≥ ϕ(maxj(∣Sj ∣)), one of the
following holds:
● there exists j such that f(w(Sj , i)) = f(w(Sj , i + 1)) for all but finitely many i;
● there exists a selection set S ⊆ {1, . . . , n} for π such that f(w(S, i)) < f(w(S, i + 1)) for
all but finitely many i.
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Example 5.2. We show that f5 from Example 2.5 is not definable by any PA-WA. Indeed,
let N and ϕ be the constant and the function from Theorem 5.1. Consider the following
2m-pumping representation: w = (aN ⋅bN#)m where m ≥ ϕ(2) (here maxi(∣Si∣) will be equal
to 2). We index the j-th block of a’s with j and the j-th block of b’s with j′. We define the
subsets S1, . . . , Sm as Sj = {j, j
′}. Clearly, for all j we have f5(w(Sj , i)) < f5(w(Sj , i + 1)).
On the other hand for every selection set S we have f5(w(S, i)) = f5(w(S, i + 1)). Hence f5
does not satisfy Theorem 5.1.
Example 5.3. The function f5 in Example 2.5 is essentially the function f2 from Exam-
ple 2.2 applied to the subwords between the symbols #, where the outputs are aggregated
with +. In a similar way one can define a min-plus automaton recognising f6(w) = ∑i f4(wi)
for any w ∈ Σ∗ of the form w0#w1# . . .#wn with wi ∈ {a, b}
∗, where f4 is the function
computing the minimal block of b’s from Example 2.4. We show that f6 is not definable by
PA-WA over Nmin,+. Consider the following 2m-pumping representation: w = (b
N ⋅a ⋅bN#)m
where m ≥ ϕ(2) (here maxi(∣Si∣) is again 2). As in Example 5.2, we index the first j-th
block of b’s with j and the second j-th block of b’s with j′, and we set Sj = {j, j
′}, for
1 ≤ j ≤ m. Clearly, for all j we have f6(w(Sj , i)) < f6(w(Sj , i + 1)). On the other hand
for every selection set S we have f6(w(S, i)) = f6(w(S, i + 1)). Hence f6 does not satisfy
Theorem 5.1 either.
Consider the set of matrices NQ×Q
min,+ over the min-plus semiring. Recall that here ⊕ =
min, ⊙ = +, 0 = ∞, 1 = 0, and the product of matrices M,N ∈ NQ×Q
min,+ is defined by M ⋅
N(p, q) = minr(M(p, r) +N(r, q)). Also, recall that for any M ∈ N
Q×Q
min,+ we denote by M¯
the homomorphic image of M into the finite monoid BQ×Q (see Section 2.2). Similar as in
Section 3 and Section 4, we say that D ∈ NQ×Q
min,+ is an idempotent if D¯ is an idempotent in
the finite monoid BQ×Q.
The following lemma states a special property of polynomially-ambiguous automata
that we exploit in the proof of Theorem 5.1.
Lemma 5.4. Let A = (Q,Σ,{Ma}a∈Σ, I,F ) be a polynomially-ambiguous weighted automa-
ton over the min-plus semiring. For every idempotent D ∈ {Mw ∣ w ∈ Σ
∗} and for every
p, q ∈ Q, there exist constants c, d ∈ Nmin,+ and b ∈ N such that D
b+i(p, q) = c ⋅ i + d for all
i ≥ 0.
Proof. We can view D¯ ∈ BQ×Q as the adjacency matrix of a graph. Now we show that
the cycles of the directed graph defined by D¯ can be only self-loops. Indeed, assume by
contradiction that there exists a cycle passing through r, s ∈ Q with r ≠ s then D¯(r, s) =
D¯(s, r) = D¯(r, r) = D¯(s, s) = 1 (because D¯ is an idempotent). Since D ∈ {Mw ∣ w ∈ Σ
∗}, it
can be checked using a simple pumping argument as in [34] that A cannot be polynomially-
ambiguous. Therefore, D¯ forms an acyclic graph with some self-loops and the states in Q
can be ordered as p1, . . . , pn, such that D¯(pj, pi) = +∞ for every i < j.
If D(p, q) = +∞ then it suffices to take c = d = +∞ since D is an idempotent. Otherwise,
Di(p, q) = min (∑1≤k≤iD(pjk−1 , pjk)), where the minimum is taken over all sequences (jk)k
such that pj0 = p, pji = q and 1 ≤ jk−1 ≤ jk ≤ n for all k. Notice that there are at most n
distinct elements D(pjk−1 , pjk) with jk−1 < jk. If a sequence (jk)k sums up to the minimal
value Di(p, q) then we can assume without restriction that the remaining elements of this
sequence correspond to a single self-loop D(pj , pj), for some j = jk such that D(pj, pj) ≤
D(pjl , pjl) for every 0 ≤ l ≤ i. A simple computation shows that there exists some i0 such that
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for all i ≥ i0 the unique self-loop in the sequence has the minimal value c = minjD(pj , pj)
among all self-loops.
Consider now all sequences (jk)k such that 1 ≤ jk−1 < jk ≤ n, that contain an index j
with c = D(pj, pj). Fix such a sequence (jk)k such that ∑kD(pjk−1 , pjk) is minimal and let
m be its length. The lemma follows by taking b =m+ i0 and d = ∑kD(pjk−1 , pjk)+ i0 ⋅ c.
Proof of Theorem 5.1. Consider a polynomially-ambiguous WA A = (Q,Σ,{Ma}a∈Σ, I,F )
over Nmin,+ such that f = ⟦A⟧. We take for N the constant from Lemma 2.6 for the finite
monoid BQ×Q. The function ϕ ∶ N→ N will be determined later in the proof.
Consider an n-pumping representation w like in the statement of the lemma. Recall
that the output ∣ρ∣ of a run ρ over the word w is defined as I ⋅Mw ⋅ F . By Lemma 2.6, for
every vk there exists a factorisation vk = xkykzk such that Myk is an idempotent and ∣yk∣ ≤ N .
We denote Dk =Myk and define:
w = u′0 ⋅ y1 ⋅ u
′
1 ⋅ y2 ⋅ . . . u
′
n−1 ⋅ yn ⋅ u
′
n
such that each word yk is the factor of vk corresponding to the idempotent Dk. In the
remaining of the proof we denote w≤k = u
′
0
⋅ y1 ⋅ . . . u
′
k−1. For every S ⊆ {1 . . . n} we denote by
w≤k(S, i) the word w≤k with all yj pumped i times for all j < k such that j ∈ S.
Recall that RunA(w) is the set of all accepting runs on w, and let ρ ∈ RunA(w). Every
run induces two states for each 1 ≤ k ≤ n: states preceding and following each word yk. In
the rest of the proof these will be the most important parts of a run. To work with them,
we define the abstraction of ρ, denoted by ρ¯ ∶ {1, . . . , n} → Q ×Q, such that ρ¯(k) = (p, q)
where p and q are the states of ρ reached after w≤k and w≤k ⋅ yk, respectively. Similarly,
for S ⊆ {1, . . . , n}, i ≥ 1, and ρ ∈ RunA(w(S, i)) we define ρ¯ ∶ {1, . . . , n} → Q ×Q such that
ρ¯(k) = (p, q) where p and q are the states of ρ reached after w≤k(S, i) and w≤k(S, i) ⋅yk(S, i),
respectively. We denote by RunA(w) the set of all ρ¯ with ρ ∈ RunA(w), and same for
RunA(w(S, i)). Observe that since all Dk are idempotents, RunA(w(S, i)) = RunA(w) for
all subsets S and i ≥ 1.
The next step is to prove that the cardinality of RunA(w) is bounded by a polynomial
P (⋅) depending only on A, namely such that ∣RunA(w)∣ ≤ P (n). Let w
′ be the word
obtained from w where each u′i is replaced with a word u
′′
i of length at most ∣B
Q×Q∣ such that
Mu′
i
=Mu′′
i
(it is straightforward to prove that u′′i exists by the pigeonhole principle). Then
∣RunA(w
′)∣ ≥ ∣RunA(w)∣. Recall that ∣yi∣ ≤ N and that N depends only on ∣B
Q×Q∣. Then
by definition ∣w′∣ ≤ (N + ∣BQ×Q∣) ⋅ (n + 1) and thus ∣RunA(w
′)∣ ≤ R((N + ∣BQ×Q∣) ⋅ (n + 1)),
where R is the polynomial bounding the number of runs in A. The claim follows with
P (n) = R((N + ∣BQ×Q∣) ⋅ (n + 1)).
Fix a non-empty set S ⊆ {1, . . . , n} and a run ρ ∈ RunA(w). For every k ∈ S let bkρ¯(k),
ck
ρ¯(k) and d
k
ρ¯(k) be the constants from Lemma 5.4 such that D
bk
ρ¯(k)
+i
k
[ρ¯(k)] = ck
ρ¯(k) ⋅ i + d
k
ρ¯(k)
for i ≥ 0. Since ρ is accepting, ck
ρ¯(k), d
k
ρ¯(k) < +∞. We show that:
(1) ⟦A⟧(w(S, i)) = ⟦A⟧(w(S, i + 1)) for all sufficiently large i iff there exists a run ρ ∈
RunA(w) such that c
k
ρ¯(k) = 0 for every k ∈ S;
(2) ⟦A⟧(w(S, i)) < ⟦A⟧(w(S, i + 1)) for all sufficiently large i iff for every run ρ ∈ RunA(w)
there exists k such that ck
ρ¯(k) > 0.
Since ∣yk ∣ ≤ N , the set of idempotents in Lemma 5.4 is finite. So we may assume a
common bound i0 such that b
k
ρ¯(k) = i0 for all k in Lemma 5.4. Let ρ ∈ RunA(w(S, i + 1)) be
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a run realising the minimum value for i ≥ i0. Given that Dk is idempotent one can obtain
a run ρ′ ∈ RunA(w(S, i)) such that ρ¯
′ = ρ¯ by removing one copy of each yk. In particular
∣ρ′∣ ≤ ∣ρ∣, which proves ⟦A⟧(w(S, i)) ≤ ⟦A⟧(w(S, i+ 1)). It follows that it suffices to show (1)
above.
To prove (1) suppose first that ⟦A⟧(w(S, i)) = ⟦A⟧(w(S, i + 1)) for all sufficiently large
i. Let ρ ∈A(w(S, i+ 1)) and ρ′ ∈ A(w(S, i)) be the previous runs realising the minimum on
w(S, i+1) and its shortening, respectively. By Lemma 5.4 Di0+i+1
k
[ρ¯(k)] = ck
ρ¯(k) ⋅(i+1)+d
k
ρ¯(k).
If ck
ρ¯(k) > 0 for some k then the inequality ⟦A⟧(w(S, i0 + i)) ≤ ⟦A⟧(w(S, i0 + i + 1)) would
be sharp, which is a contradiction. For the other direction suppose there exists a run
ρ ∈ RunA(w) such that c
k
ρ¯(k) = 0 for every k ∈ S. Then for every i ≥ 0 there exists a run
ρi ∈ RunA(w(S, i0 + i)) such that ∣ρi∣ ≤ ∣ρ∣+∑k d
k
ρ¯(k). Since ⟦A⟧(w(S, i0 + i)) ≤ ⟦A⟧(w(S, i0 +
i+1)) ≤ ∣ρ∣+∑k d
k
ρ¯(k) it follows that ⟦A⟧(w(S, i0+i)) = ⟦A⟧(w(S, i0+i+1)) for all sufficiently
large i.
Given the previous discussion, let R¯k = {ρ¯ ∈ RunA(w) ∣ c
k
ρ¯(k) > 0} for every k ∈ {1, . . . , n}.
The set R¯k represents the abstractions of the runs over w that will grow when pumping
w({k}, i). Then, we can restate (2) as: ⟦A⟧(w(S, i)) < ⟦A⟧(w(S, i + 1)) for all sufficiently
large i iff ⋃k∈S R¯k = RunA(w).
We are now ready to prove the theorem. Fix a partition S1, . . . , Sm of {1, . . . , n} for some
m ≥ ϕ(max ∣Sl∣) (ϕ will be defined below). Suppose the first condition is not true, namely,
for all 1 ≤ j ≤ m there exists arbitrarily big values i such that f(w(Sj , i)) ≠ f(w(Sj , i + 1)).
From (2) it follows that f(w(Sj , i)) < f(w(Sj , i+1)) for all sufficiently large i and ⋃k∈Sj R¯k =
RunA(w) for every j ≤m. Let L =max ∣Sl∣. We assume that L > 1, otherwise every selection
S contains a whole set Sk for some k and we are done.
To construct the selection set S = {k1, . . . , km} we define by induction the sets Gj . For
every j ∈ {1, . . . ,m} let Gj = RunA(w)∖⋃l≤j R¯kl (where k0 is undefined, so G0 = RunA(w)).
Intuitively, Gj correspond to runs that are not covered by the set {k1, . . . , kj}. For the
inductive case, suppose that j ≥ 0 and Gj ≠ ∅. Since ⋃k∈Sj+1 R¯k = RunA(w), by the
pigeonhole principle there exist kj+1 ∈ Sj+1 such that ∣R¯kj+1 ∩Gj ∣ ≥ ∣Gj ∣/∣Sj+1∣. We add kj+1
to S and so ∣Gj+1∣ ≤ ∣Gj ∣ − ∣Gj ∣/∣Sj+1∣ = ∣Gj ∣ ⋅ (∣Sj+1∣ − 1)/∣Sj+1∣ ≤ ∣Gj ∣ ⋅ (L − 1)/L. Suppose
this procedure continues until j =m and Gm ≠ ∅. Then 1 ≤ ∣RunA(w))∣ ⋅ ((L − 1)/L)
m, and
∣RunA(w))∣ ≥ (L/(L−1))
m. However, we know that ∣RunA(w))∣ is bounded by a polynomial
function P (n) depending on ∣A∣. Thus, it suffices to choose ϕ such that m ≥ ϕ(L) implies
(L/(L − 1))m > P (L ⋅ m) ≥ P (n) ≥ ∣RunA(w))∣ (recall that S1, . . . , Sm is a partition of
{1, . . . , n} and L ⋅m ≥ n). Therefore, Gm = ∅ and thus ⋃k∈S R¯k = RunA(w), which concludes
the proof.
6. Pumping lemmas for the max-plus semiring
In this section, we consider finitely ambiguous and polynomially ambiguous weighted au-
tomata over the Nmax,+ semiring. Notice that U-WA over Nmax,+ is the same class of func-
tions as U-WA over Nmin,+ and thus Theorem 3.1 also holds for this class. For this reason,
here we focus on the ambiguous cases, dividing the section into two parts to deal separately
with the finitely ambiguous and polynomially ambiguous cases.
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6.1. Pumping Lemma for Finitely Ambiguous Weighted Automata over Nmax,+.
We use the definitions of refinements and n-pumping representations from Section 3 and
Section 4. In order to formulate the pumping lemma for finitely-ambiguous functions over
the Nmax,+ semiring, we define a few more notations.
Fix a function f ∶ Σ∗ → N and a word w ∈ Σ∗. Suppose that we have an n-pumping
representation for w, and a refinement thereof. Let {1, . . . , n} be the set of all indices in the
refinement. We say that a refinement is linear if for every subset S ⊆ {1, . . . , n}, there exists
K such that f(w(S, i+1)) =K +f(w(S, i)) for all sufficiently large i. For linear refinements
we let ∆(S) denote the above value K (note that ∆ depends on f and w, which are fixed).
Furthermore, we say that S ⊆ {1, . . . , n} is decomposable if
∆(S) =∑
j∈S
∆({j}).
Theorem 6.1. Let f ∶ Σ∗ → N be a finitely ambiguous function over the semiring Nmax,+.
There exists N ∈ N such that for every n-pumping representation
w = u0 ⋅ v1 ⋅ u1 ⋅ v2 ⋅ . . . vn ⋅ un,
where n ≥ N and and ∣vi∣ ≥ N for all i, there exists a linear refinement
w = x0 ⋅ y1 ⋅ x1 ⋅ y2 ⋅ . . . yn ⋅ xn
such that for every sequence of pairwise different, non-empty sets S1, S2, . . . Sk ⊆ {1, . . . , n}
with k ≥ N , one of the following holds:
● there exists j such that Sj is not decomposable;
● there exist j1 and j2 such that {l1, l2} is decomposable for every l1 ∈ Sj1 and l2 ∈ Sj2.
Before proving the theorem we show how to use the pumping lemma on two examples.
Example 6.2. Consider the function g3 which computes
max
0≤i≤n
∣a1 . . . ai∣a + ∣ai+1 . . . an∣b,
for any w = a1 . . . an ∈ {a, b}
∗. This is defined by W3 in Figure 1 if we change the semiring of
the automaton from Nmin,+ to Nmax,+. We show that this function cannot be expressed by any
finitely ambiguous WA over Nmax,+. Towards a contradiction fix N from Theorem 6.1 and
consider the (2N + 2)-pumping representation (aN+1 bN+1)N+1. In the refinement, we index
the j-th block of a’s with j and the j-th block of b’s with j′. Let x1, . . . , xN+1 and y1, . . . , yN+1
be the lengths of all blocks of a’s and b’s in the refinement. We define the sets Sj = {j, j
′} for
all 1 ≤ j ≤ N + 1. We show that none of the conditions of the pumping lemma hold. First, it
is easy to see that all sets Sj are decomposable. Indeed ∆(Sj) = xj + yj =∆({j}) +∆({j
′}).
For the second condition we can assume that j2 > j1. Since the function counts a’s before
b’s, the set {j′
1
, j2} is not decomposable because ∆({j
′
1
, j2}) = max(yj1 , xj2). Thus, any Sj1
and Sj2 will not satisfy the second condition either.
Example 6.3. Consider the function g4 which computes the length of longest block of b’s.
This is defined by W4 in Figure 1 if we change the semiring of the automaton from Nmin,+
to Nmax,+. We shall show that g4 cannot be expressed by a FA-WA over Nmax,+. Towards
a contradiction let N be the constant from Theorem 6.1. Consider the (N + 1)-pumping
representation (bN+1a)N+1. We define the sets Sj = {j} for all 1 ≤ j ≤ N + 1. First, each set
is also decomposable for trivial reasons. Second, every index is not decomposable with any
other since the function takes into account the value of at most one block of b’s.
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Proof of Theorem 6.1. Let A be the finitely ambiguous WA that computes f . Suppose that
A has ambiguity at most m and has r states. We set the value of N in the statement of the
lemma to be max(rm,m)+1. Now, consider a word w and an n-pumping representation of w
according to the lemma. Since each vi in the representation has length more than r
m we can
refine the vi’s such that in all the ≤ m accepting runs over w, all subruns corresponding to
the subwords yi are cycles in A, for all 1 ≤ i ≤ n. It is readily verified that such a refinement
is linear, and that ∆(S) is determined by the cycles with maximal weight in the blocks
belonging to S.
Consider the language of words which can be obtained by pumping the indices of the
above refinement. Without loss of generality, assume that w has exactly m runs and denote
these runs by ρ1, . . . , ρm. Notice that if pumping a cycle in a run would increase the number
of runs then we would immediately get a contradiction with the assumption of the automaton
being finitely ambiguous. Therefore, for all words w(Sj , i) the number of runs ism and these
runs are obtained from ρ1, . . . ρm. For every j ∈ {1, . . . , n} we denote by ρl[j] the part of
the run corresponding to yj in the l-th run. Note that by construction, each ρl[j] is a cycle.
We define the weight of ρl[j] as the sum of all weights on transitions in ρl[j] and denote it
by wt(ρl[j]). We say that a cycle ρl[j] is dominant if wt(ρl′[j]) ≤ wt(ρl[j]) for all l
′.
The rest of the proof involves reasoning about the dominant cycles. First we make a
simple observation. Suppose ρl[j] is dominant, then wt(ρl[j]) = ∆({j}). We make one
more observation.
Claim 6.4. Assume that we have a linear refinement and S ⊆ {1, . . . , n} is a subset of indices
of the refinement. Then S is decomposable if and only if there exists some run ρ such that
for all j ∈ S, ρ[j] is dominant.
Proof. Assume first that S is decomposable, and consider some run ρ such that∑j∈S wt(ρ[j])
is maximal among all runs on w. We claim that ρ[j] is dominant for all j ∈ S. Assume this is
not the case. Notice that the value computed by the automaton increases by ∑j∈S wt(ρ[j])
when S is pumped in ρ. By the choice of ρ and the fact that the refinement is linear, we have
that ∆(S) = ∑j∈S wt(ρ[j]). By assumption we know that there is some j
∗ ∈ S such that ρ is
not dominant for j∗, so wt(ρ[j∗]) <∆({j∗}). But this means that ∆(S) = ∑j∈S wt(ρl[j]) <
∑j∈S∆({j}), which is a contradiction to S being linear.
For the reverse implication, consider a run ρ such that ρ[j] is dominant for all j ∈ S. In
particular, ∑j∈S wt(ρ[j]) ≥ ∑j∈S wt(ρ
′[j]) for any other run ρ′. This means that when the
set S is pumped, the value computed by the automaton increases by ∑j∈S wt(ρl[j]), which
also happens to be ∑j∈S∆({j}) since the cycles in consideration are dominant. ∎
To conclude we show that if the first condition of the pumping lemma does not hold
then the second condition must hold. Indeed, suppose that all sets are decomposable. Then
by Claim 6.4 for every set Sj there is some run ρlj in which all the cycles corresponding
to Sj are dominant. But since there are more sets than runs, there must be some j1 ≠ j2
such that lj1 = lj2 , namely, two sets which have the same corresponding runs. However, by
Claim 6.4 this means that {k1, k2} is decomposable for every k1 ∈ Sj1 and k2 ∈ Sj2 .
6.2. Pumping Lemma for Polynomially Ambiguous Weighted Automata over
Nmax,+. In this section, we will re-use the definition of linear refinement and decompos-
ability from the previous section. We will also re-use the definition of selection set from
Section 5.
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Theorem 6.5. Let f ∶ Σ∗ → N be a polynomially-ambiguous regular function over Nmax,+.
There exist N and a function ϕ ∶ N→ N such that for all n-pumping representations
w = u0 ⋅ v1 ⋅ u1 ⋅ v2 ⋅ . . . un−1 ⋅ vn ⋅ un,
where ∣vi∣ ≥ N for every 1 ≤ i ≤ n, there exists a linear refinement
w = u′0 ⋅ y1 ⋅ u
′
1 ⋅ y2⋯u
′
n−1 ⋅ yn ⋅ u
′
n,
such that for every partition π = S1, S2, . . . Sm of {1, . . . , n} with m ≥ ϕ(maxj(∣Sj ∣)) one of
the following holds:
● there exists j such that Sj is decomposable;
● there exists a selection set S for π such that S is not decomposable.
Before proving this lemma, we show how to use it on examples.
Example 6.6. Consider the function g5 such that, for any w of the form w0#w1# . . .#wn
with wi ∈ {a, b}
∗ it computes g5(w) = ∑ni=0max{∣wi∣a, ∣wi∣b}. This is defined by W5 in
Figure 1 if we change the semiring of the automaton to Nmax,+. We show that g5 cannot
be expressed by a PA-WA. Assume the contrary and let N and ϕ be the constant and
the function from Theorem 6.5. Let m be a number larger than ϕ(2). We consider the
refinements of the pumping representation (aN bN#)m. In the refinement, we refer to the
j-th block of a’s as j and to the j′-th block of b’s as j′. We define the sets in the partition
as Sj = {j, j
′} for all 1 ≤ j ≤m. It is clear from the definition of the function g5 that no set
Sj is decomposable, since only one of the blocks j and j
′ is relevant for the outer sum. Now,
consider any selection set S. Since any two elements of S belong to different blocks of the
word separated by #’s, S is a decomposable set of indices. Therefore, the function g5 is not
polynomially ambiguous over Nmax,+.
Example 6.7. Consider the function g6 that given a word of the form w0#w1# . . .#wn
with wi ∈ {a, b}
∗ computes g6(w) = ∑ni=0 g3(wi), where g3 from Example 6.2. We show now
that g6 cannot be expressed as a PA-WA over Nmax,+. Assume the contrary and let N
and ϕ be the constant and the function from the lemma above. Let m be a number larger
than ϕ(2). We consider the refinements of the pumping representation (bN aN#)m. Like in
Example 6.6 in the refinement we refer to the j-th block of b’s as j and to the j-th block of
a’s as j′. Let xj and yj be the lengths of the block of b’s and the block of a’s, respectively.
We define the sets in the partition as Sj = {j, j
′} for all 1 ≤ j ≤ m. Every set Sj is not
decomposable since ∆(Sj) = max(xj , yj). Consider any selection set S of π. It is easy to
see that S is decomposable given that all elements belong to different blocks. We conclude
that g6 cannot be defined by PA-WA over Nmax,+.
Proof of Theorem 6.5. The first part of the proof is the same as in the proof of Theorem 5.1
which only depends on the (polynomial) ambiguity of the automaton, and not on the semir-
ing. We will use the same same notation for the refinement (yk)k and in particular, all
Dk =Myk are idempotents. We will also use the notation RunA(w) of abstractions of runs
and the notation ρ¯ ∶ {1, . . . , n} → Q ×Q. Finally recall from the proof of Theorem 5.1 that
∣RunA(w)∣ ≤ P (n) for some polynomial P (⋅).
We will also reuse Lemma 5.4, but over the Nmax,+ semiring. One can easily check
that this lemma continues to hold over the max-plus semiring. The difference is that then
c, d ∈ Nmax,+. Therefore, for every k ∈ S let b
k
ρ¯(k), c
k
ρ¯(k) and d
k
ρ¯(k) be the constants from
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Lemma 5.4 such that:
D
bk
ρ¯(k)
+i
k
[ρ¯(k)] = ckρ¯(k) ⋅ i + d
k
ρ¯(k)
for i ≥ 0. Since ρ is accepting, we have ck
ρ¯(k), d
k
ρ¯(k) ≠ −∞.
First, we argue that the refinement defined by (yk)k is linear. Fix a non-empty set
S ⊆ {1, . . . , n}. For ρ¯ ∈ RunA(w) let cρ¯ = ∑k∈S c
k
ρ¯(k). Recall that every run in RunA(w(S, i))
has some abstraction in RunA(w) and A outputs the maximal value among all runs. It
follows by considering i big enough that ∆(S) =max{cρ¯ ∣ ρ¯ ∈ RunA(w)}.
Let k ∈ {1, . . . , n}. We say that ρ ∈ RunA(w) is k-dominant if c
k
ρ¯(k) ≥ c
k
σ¯(k) for every
σ¯ ∈ RunA(w). Given k ∈ {1, . . . , n} we define R¯k = {ρ ∈ RunA(w) ∣ ρ is not k-dominant}.
Claim 6.8. Assume that we have a linear refinement and S ⊆ {1, . . . , n} is a subset of
indices of the refinement. Then S is decomposable if and only if there exists ρ such that for
all j ∈ S, ρ[j] is j-dominant.
Proof. Follows the same steps as the proof of Claim 6.4. ∎
By Claim 6.8, S is not decomposable if and only if ⋃k∈S R¯k = RunA(w).
We are ready to prove the theorem. Fix a partition S1, . . . , Sm for somem ≥ ϕ(maxl ∣Sl∣).
Suppose the first condition is not true, namely, for every j, the set Sj is not decomposable.
Let L =maxl ∣Sl∣. Since no set Sl is decomposable we know that L > 1. By the observations in
the previous paragraph it suffices to construct a selection set S such that ⋃k∈S R¯k = RunA(w),
which will imply that S is not decomposable.
The remaining part of the proof follows the same steps as the last part in the proof of
Theorem 5.1. To construct the selection set S = {k1, . . . , km} we define by induction the sets
Gj . For every j ∈ {1, . . . ,m} let Gj = RunA(w)∖⋃l≤j R¯kl (where k0 is undefined, so that G0 =
RunA(w)). Intuitively, Gj correspond to runs that are not covered by the set {k1, . . . , kj}.
For the inductive case, suppose that j ≥ 0 and Gj ≠ ∅. Since ⋃k∈Sj+1 R¯k = RunA(w), by the
pigeonhole principle there exist kj+1 ∈ Sj+1 such that ∣R¯kj+1 ∩Gj ∣ ≥ ∣Gj ∣/∣Sj+1∣. We add kj+1
to S and so ∣Gj+1∣ ≤ ∣Gj ∣ − ∣Gj ∣/∣Sj+1∣ = ∣Gj ∣ ⋅ (∣Sj+1∣ − 1)/∣Sj+1∣ ≤ ∣Gj ∣ ⋅ (L − 1)/L. Suppose
this procedure continues until j =m and Gm ≠ ∅. Then 1 ≤ ∣RunA(w))∣ ⋅ ((L − 1)/L)
m, and
∣RunA(w))∣ ≥ (L/(L−1))
m. However, we know that ∣RunA(w))∣ is bounded by a polynomial
function P (n) depending on ∣A∣. Thus, it suffices to choose ϕ such that m ≥ ϕ(L) implies
(L/(L − 1))m > P (L ⋅ m) ≥ P (n) ≥ ∣RunA(w))∣ (recall that S1, . . . , Sm is a partition of
{1, . . . , n} and L ⋅m ≥ n). Therefore, Gm = ∅ and thus ⋃k∈S R¯k = RunA(w), which concludes
the proof.
7. Conclusion
We have shown five pumping lemmas for five different classes of functions. We believe that
the pumping lemmas in Section 5 and in Section 6 could be proved for a wider class of
functions that would contain the class N+,×, but this is left for future work. As a corollary of
our results, we showed that regular functions over Nmin,+ and Nmax,+ form a strict hierarchy,
namely:
U-WA ⊊ FA-WA ⊊ PA-WA ⊊ WA.
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All strict inclusions, except for PA-WA ⊊ WA, could be extracted from the analysis of
examples in [18]. However, our results provide a general machinery to prove such results.
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