Reliable temporal modelling of groundwater level is significant for efficient water resources management in hydrological basins and for the prevention of possible desertification effects. In this work we propose a stochastic method of temporal monitoring and prediction that can incorporate auxiliary information. More specifically, we model the temporal (mean annual and biannual) variation of groundwater level by means of a discrete time autoregressive exogenous variable (ARX) model.
INTRODUCTION
Groundwater is a significant source for the functions of a watershed. It replenishes the surface waters, supports the ecosystems viability and is a primary source for drinking and agricultural purposes. Groundwater level reduction affects the base flow in rivers, evapotranspiration rates, and water quality, as well as human welfare, agricultural and industrial activities (Famiglietti ) . Examination and modelling of temporal trends of groundwater monitoring wells or of basin averages provide useful information about the aquifer temporal response to different meteorological (e.g. precipitation extremes) or anthropogenic effects (groundwater over-exploitation). Therefore, the modelling of temporal variations of the groundwater level provides a useful management tool in sparsely monitored basins that helps to assess future trends (Margat & Van der Gun ) .
In the case of temporal estimation it is desirable to formulate a predictive model of groundwater table level that can incorporate various physical variables that determine the groundwater level, such as meteorological data (e.g. precipitation), evapotranspiration, runoff and water usage. A stochastic model is required due to the considerable uncertainty of certain variables (e.g., evapotranspiration), the spatial variability of conditions within the basin, the sparse nature of sampling in space-time and the inadequacy of available measurements. For example, water usage is estimated based on data from the official boreholes, whereas One can find advantages and disadvantages in all data driven techniques depending on the modelled phenomenon and the available data characteristics: data size, extreme values, statistical distribution, data value range and time span. The major advantage of machine learning techniques is their capability to model complex non-linear phenomena.
The general disadvantage of all the machine learning techniques is related to the loss of physical interpretation and the complexity of their structure, the a priori requirements and computational complexity (Todini ) . Other drawbacks of ANN, SOM and GP are the calculation of locally optimal values, constants miscalculation and overfitting.
The biggest disadvantages of the SVM and Wavelet Transforms lies in the choice of the right kernel (or wavelet) and on the slow training section (Abe ). EPR have provided an improved framework of operation compared to the classic machine learning methods, it searches via genetic algorithms for the best form of the function structure and like the other methods requires the dataset to be as large as possible to capture the behaviour of the modelled phenomenon. Finally, the major disadvantage of machine learning techniques is the requirement of extensive data.
Small datasets are a drawback especially for the training section as a significant number of parameters need to be determined (Giustolisi & ARX models, on the other hand, combine simple predictive models with a linear threshold function without hidden layers and a priori requirements. They are less complex than the machine learning methods and under specific conditions, optimal process interpretation, can be equally accurate. Thus, the application of a model that can physically explain the relationship between the groundwater level and hydrological variables is generally preferred to simulate and predict the groundwater level temporal variability. Such a model is the ARX. Furthermore, in this work the available datasets are small. The ARX model embedded in a Kalman filter has an advantage over other data driven techniques when small datasets are available due to the recursive update of the system parameters and of the predictions, conditionally on observed data, as the data are successively processed.
ARX models proposed by Knotters & Bierkens () have also proved to be useful tools for modeling the dynamic relationship between meteorological variables and water This study aims to model the temporal variability of the mean annual groundwater level in a sparsely monitored basin of great interest for the welfare of the local community by exploiting the available field data and maximizing the possible information gain. We adopt the discrete time ARX model for the variation of the water to one year and biannually, since we are limited by the available measurements. Hence, we employ a coarse-grained version of the original model which has the same form due to the linearity of the ARX equation. We also include the impact of anthropogenic activities, i.e., pumping data, in the ARX model. As we show below, the model predictions are in very good agreement with the data after the initial period of parameter adaptation. The temporal variation of the mean annual and biannual groundwater level allows us to assess the aquifer's behavior during the last 30 years and its response to precipitation and pumping.
STUDY AREA
The study area is located in the south central part on the island of Crete in Greece (Figure 1 0.000017. The p-value assesses the hypothesis of no correlation. If p-value is small, i.e. less than 0.05, then the correlation coefficient R is significant. R values denote an important correlation for an interval of 0.5-0.70 and a strong correlation for the interval 0.7-0.9 (Tichy ).
In addition, the correlation analysis of the sub-annual data provide the following results: groundwater level and precipitation have R ¼ 0.76, p-value: 1 × 10 À6 , groundwater level and pumping have: R ¼ À0.68, p-value: 1 × 10 À6 while precipitation and pumping: R ¼ À0.81, p-value: 1 × 10 À6 .
A hydrogeological tool (Haitjema & Mitchell-Bruker ) has been also applied to the basin (Varouchakis et al. a) to examine if the aquifer is recharge or topography controlled. The equation that describes the tool involved in the numerator the average annual recharge or infiltration rate, i (m/d) and the square of the average distance between surface waters, L (m). In the denominator, a factor m between 8 and 16 for aquifers that are strip like or circular in shape respectively, the (horizontal) aquifer hydraulic conductivity, K (m/d), the aquifer thickness, H (m) and the maximum distance between the average surface water levels and the terrain elevation, d (m). If the ratio is greater than one then the aquifer is topography controlled while if less than 1 then it is recharged controlled. Solving the equation using the basin's hydrogeological data (Varouchakis ) the calculated ratio is equal to 0.7 (Varouchakis et al. a) and thus less than 1. This result means that the aquifer is recharge controlled. Therefore, precipitation surplus is affecting the water levels by recharging the aquifer. 
METHODS

Background of ARX groundwater level model
where Z(t k ) is the average groundwater level at time t k , Δt is the time step, i.e. Δt ¼ t k À t kÀ1 , and P(t k ) is the precipitation surplus over Δt. Precipitation surplus is used as the only exogenous variable, as proposed by Knotters & Bierkens () . P(t k ) is defined as the spatial average of the cumulative annual precipitation PÃ(t k ) of the nearby rainfall stations and the respective time interval minus the mean annual actual evapotranspiration, EvÃ(t k ) i.e.,
where,
and P(t 0 ) is the average precipitation over the contributing rainfall stations. 
where σ 2 ε is the error variance and
Equation (1) 
ARX groundwater level model for the Mires basin
We apply the ARX model to simulate the mean annual and biannual groundwater level of the basin. We use a recursive discrete time ARX model, which we embed in a discretetime Kalman filter to estimate the model parameters and predict the optimal mean annual and biannual groundwater level.
Herein we propose and apply an extension of the original model which incorporates the abstraction rate of the wells operating in the basin,
where A(t k ) is an estimate of the annual abstraction rate 
whereẑ(t k ) ¼ (ẑ 1 , . . .ẑ N ) T is the vector of system state variables at time t k , F(t k ) is the state transition matrix from time t kÀ1 to time t k , B(t k ) is the control matrix that represents the impact of the external inputs p(t k ) on the state of the system at time t k , whereas w(t k ) is a Gaussian vector that accounts for random noise. The noise properties are defined by
where δ(t k , t m ) is the Kronecker delta previously defined and 
where z(t k ) is the vector of observed state variables, M(t k ) is the observation matrix and v(t k ) is the observation noise vector that accounts for measurement errors. If z i (t k ) is the
The vector v(t k ) represents multi-dimensional Gaussian white-noise random processes with the following statistical properties:
where R(t k ) is the covariance matrix of the observation errors. It is usually assumed that the observation errors are independent, which means that R(t k ) is a diagonal matrix whose elements equal the variances of the corresponding observation errors. The observation errors are also independent of the system noise, i.e.:
The calculations can be divided into two steps. First, Equation (7) is used to predict the state at time t k based on measurements up to time t kÀ1 . Secondly, at time t k as the new measurement becomes available the prediction is corrected by means of Equation (10). This yields the optimal linear estimate for the state at time t k based on the measurements up to time t k . The matrices F, B, M, Q and R must be known. The matrices F and B, however, are functions of the system parameters. These parameters are not known a priori for the ARX model in the water table level application.
Therefore, the Kalman filter cannot be directly applied.
The following set of equations describes the KFAA that estimates recursively the parameters and the state equation
output of an ARX model (Ljung ) .
KFAA of ARX model
Linear model structures such as ARX that are equivalent to linear regressions can be expressed in the following general framework (Ljung ; Lanzi et al. ):
In the above equation,θ(t k ) represents the vector of the true parameters (true description of the system),
is the regression vector which is equal to the gradient of the predicted model output, z(t k ), with respect to the parameter vector, and v(t k ) is the measurement error innovation. The predicted output based on the parameter vector up to t kÀ1 is given bŷ
whereẑ(t k ) is the prediction of z(t k ) and χ(t k ) is the (n×1) regression vector that represents the gradient ofẑ(t k ) with respect to the parametersθ(t kÀ1 ). Since the true system parameters are unknown a priori it is assumed that θ(t k ) ¼θ(t kÀ1 ). The estimation algorithm minimizes the mean square prediction error, E z(t k ) Àẑ(t k ) ð Þ 2 h i , which means that Equation (15) is solved for all time steps using the parametersθ(t kÀ1 ).
The general recursive parameter identification equation is:
whereθ(t) is the vector of parameter estimates at time t k , z(t k ) is the observed output at time t k , andẑ(t k ) is the prediction of z(t k ) based on observations up to time t kÀ1 . The (n×1) vector K(t k ) is the Kalman gain that determines the sensitivity of the current prediction error z(t k ) Àẑ(t k ) on the update of the parameters estimate.
The above formulation assumes that the true system parametersθ(t k ) follow a random walk described by
where w θ (t k ) is a Gaussian white noise random vector pro-
R 1 (t k ) is the (n×n) covariance matrix of the parameter random changes at each time step t k .
The following general form of the Kalman gain K(t k ) is derived by means of the least mean square parameter estimation algorithm (Ljung ; Lanzi et al. ),
where the (n×n) covariance matrix J(t k ) is given by,
and
In the above equations, P(t kÀ1 ) is the (n×n) parameter error covariance matrix at t kÀ1 , S(t k ) is the residual (innovation) covariance during the parameters update process, and R 2 (t k ) is the scalar variance of the innovations v(t k ) in Equation (14)
The (n×n) parameter error covariance matrix P(t k ) is updated as follows:
: (21) The Kalman filter algorithm is entirely specified by the sequence of data z k , k ¼ 1, . . . , K, the gradient χ(t k ), the parameter covariance matrix R 1 , the variance of the innovations R 2 , the true parameters θ(t k ) or an initial guess, and the parameter error covariance matrix P 0 (t k ). The recursive estimate of the parameters and the output of the ARX model is implemented in the Matlab ® programming environment using originally developed code.
For the specific application,θ(t) is the (4×1) vector of the parameter estimates (a, b, c and d) of the state Equation (6) at time t k , K(t k ) is a (4×1) vector, χ(t k ) is the (4×1) regression vector corresponding to each variable input involved in the state Equation (6) The parameters of the last single-year validation period are considered optimal based on the available data and can be used for future predictions. In order to test their efficiency they are inserted as initial parameters in the ARX model. From Figure 5 it can be observed that the model's adaptation is faster and better compared to the model's behaviour presented in Figures 3 and 4 , where random values for initial parameters were used. A similar behaviour is observed if the parameters for the three-year prediction window are used as initial parameters, while the predictions are also improved. That similar behaviour is due to the similar parameter values that are obtained after a significant number of time steps. The two-year prediction window also delivers very similar calibration results and predictions in between the three-year and the single-year prediction windows. Therefore, to avoid confusion at the plotted results the outcomes of the two latter time windows only are presented.
In addition, as will be explained below the four-year prediction window results are not presented as the observed values are calculated with significant error.
In this work, mean annual values have been used mainly because of pumping data shortage. Modelling of Figure 5 | ARX model results using precipitation surplus and pumping rate as exogenous variables. Black circles denote the measurements; blue crosses denote the ARX model output using random initial parameters for a single-year prediction window; red boxes denote the ARX model output using as initial parameters the optimal calculated from the last step during the validation process for the same prediction window; black stars denote the predictions using as initial parameters those calculated for the three-year prediction window; VP denote the validation period. Please refer to the online version of this paper to see this figure in colour: http://dx.doi.org/10.2166/hydro.2016.063. According to Equation (6), the mean annual groundwater level value Z(t k ) estimate at time t k depends on groundwater level Z(t kÀ1 ) measured at the previous step, The initial data analysis showed that the precipitation is primarily correlated to the groundwater level while pumping has a lower correlation. However, the declining trend results The strong negative correlation between rainfall and pumping leads to a similar effect to the groundwater level as both affect the groundwater level in the same direction.
Increased rainfall and decreased pumping both lead to groundwater level increase, while the opposite also applies.
Thus, the original model was trained first to capture the declining trend according to the rainfall variability and then pumping was added which follows closely the opposite of precipitation trend. Therefore, because of this correlation, The root-mean square prediction error (RMSPE) metric is employed to assess the adaptation of the ARX model to the measurement values. RMSPE is described by the following equation,
whereẐ(t k ) is the predicted groundwater level, Z(t k ) is the corresponding measured value, and K is the length of the time series. After initial fluctuations ( Figure 4) 
