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ON THE THEORY OF HIGHER RANK
EULER, KOLYVAGIN AND STARK SYSTEMS, III:
APPLICATIONS
DAVID BURNS, RYOTARO SAKAMOTO AND TAKAMICHI SANO
Abstract. In an earlier article we proved the existence of a canonical Kolyvagin de-
rivative homomorphism between the modules of Euler and Kolyvagin systems (in any
given rank) that are associated to p-adic representations over number fields. We now
explain how the existence of such a homomorphism leads to new results on the structure
of the Selmer modules of Galois representations over Gorenstein orders and to a strategy
for verifying (refinements of) the Tamagawa number conjecture of Bloch and Kato. We
describe concrete applications relating to the multiplicative group over arbitrary number
fields and to elliptic curves over abelian extensions of the rational numbers.
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1. Introduction
1.1. Discussion of the main results. In an earlier article [9] we proved the existence,
under a variety of technical hypotheses on a p-adic Galois representation T , of a canonical
‘higher Kolyvagin derivative’ homomorphism between the modules of Euler and Kolyvagin
systems that are associated to T in any given rank, as had been conjectured to exist by
Mazur and Rubin.
This homomorphism was constructed in the setting of representations T that are free
with respect to the action of an arbitrary Gorenstein Zp-orderR and, in particular, implied
that, under the stated hypotheses, higher rank Euler, Kolyvagin and Stark systems could
control the R-module structures of Selmer modules associated to the representation.
This article is a natural sequel to [9] and has three main purposes.
Firstly, we will prove that, for both the canonical and unramified Selmer structures,
all of the technical hypotheses that are necessary to develop the general theory of [9]
essentially follow from the same ‘standard’ hypotheses on Galois representations that are
introduced by Mazur and Rubin in [28] in order to develop the classical theory of (rank
one) Kolyvagin systems. This shows that the theory developed in [9] can be used in natural
arithmetic settings to study Selmer modules that are endowed with a natural action of a
Gorenstein order.
Secondly, with potential applications to leading term conjectures in mind, we explain
how the constructions and results in [9] can be combined with an analysis of the deter-
minant modules of Galois cohomology complexes to develop a strategy for reducing the
proof of natural equivariant refinements of the Tamagawa number conjecture of Bloch and
Kato to the proof of the original (non-equivariant) conjecture, as formulated in [3] and
later re-worked and extended by Fontaine and Perrin-Riou in [18].
Finally, we shall use these results to give the first arithmetic applications of the theory
of higher rank Euler, Kolyvagin and Stark systems.
To give a little more detail, we note first that, to help the reader, we have listed the
basic hypotheses under which we can develop the general theory of [9] in §3.1.3.
The proof that these explicit hypotheses are sufficient (and, in some cases, also neces-
sary) to guarantee that all of the hypotheses stated in loc. cit. are satisfied requires a
detailed analysis of Galois cohomology groups and is given in §3.
This analysis culminates in the statement of Theorem 3.6 but, in the course of the
argument, we will also establish several supplementary results that are of independent
interest.
For example, we will describe an explicit, and usable, criterion for the higher Kolyvagin
derivative homomorphism constructed in [9] to be surjective and hence for the structure
of Selmer modules over Gorenstein orders to be controlled by a higher rank Kolyvagin
system that arises as the derivative of a higher rank Euler system (see Theorem 3.6(v)).
This result essentially resolves in arbitrary rank the problem that is explicitly raised by
Mazur and Rubin in [28, Question 5.3.22] in the context of rank one Kolyvagin systems
and which they comment ‘seems to be very difficult’.
In the course of proving Theorem 3.6 we shall also give an explicit characterization of
those representations over Gorenstein orders for which there exists a suitable analogue
of the ‘core vertices’ that plays a key role in the (non-equivariant) theory of Kolyvagin
systems that is developed by Mazur and Rubin in [28].
Such a result is essential for the development of any ‘equivariant’ theory of Kolyvagin
systems and is stated as Theorem 3.14 (and see also Remarks 3.15 and 3.16).
Next we turn to discuss how this theory can be applied in the study of leading term
conjectures and, in particular, how it can be used to reduce the proof of ‘equivariant’
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valuation rings.
At the outset we recall that such reductions have in fact already occurred, implicitly
at least, in numerous previous articles starting, we believe, with the article [5] of Greither
and the first author.
However, when considering Tamagawa number conjectures with respect to coefficient
rings that are not regular, such arguments have hitherto always relied on difficult Iwasawa-
theoretic assumptions such as the validity of main conjectures, the vanishing of µ-invariants
and the validity of appropriate versions of the ‘refined class number formula’ conjectured
independently by Mazur and Rubin [30] and the third author [38] and of the ‘order of
vanishing’ conjecture for p-adic L-series due to Gross [19].
We would like to stress that the key feature of the approach we describe here is that it
is completely independent of all such hypotheses.
Nevertheless, if one wishes to apply the theory developed in [9] in a given arithmetic
setting, then one of course needs an appropriate supply of Euler, Kolyvagin or Stark
systems of the appropriate rank.
As a first step in this direction, we will explain in §4.2 how the general formalism of [3]
and [18] naturally leads to the conjectural construction of a family of higher rank Euler
systems (in the sense of [9]) that are explicitly related to the leading terms of motivic
L-series.
We show that this family of ‘Bloch-Kato Euler systems’ provides a simultaneous (con-
jectural) generalization of several well-known families of Euler systems, including both the
higher rank Euler system of ‘Rubin-Stark’ elements that is constructed by Rubin in [35]
and the Euler system of ‘zeta elements’ that is constructed by Kato in [24].
In Theorems 4.21 and 4.27 we will then apply the general theory of [9] to show that,
under certain mild hypotheses, the existence of the Bloch-Kato Euler system allows one
both to prove that natural Iwasawa-theoretic Selmer modules are torsion and also to reduce
the proof of equivariant Tamagawa number conjectures with respect to coefficient rings
that are not regular to the proof of a collection of Tamagawa number conjectures over
discrete valuation rings.
To help explain the interest of the latter result, we recall that whilst the equivariant
Tamagawa number conjecture is, even in important arithmetic settings, still rather poorly
understood and supported by little concrete evidence, in the same cases the corresponding
Tamagawa number conjectures over discrete valuation rings can often coincide with clas-
sical theorems or conjectures and so are either known to be true or at least to be strongly
supported by theory.
In the remainder of the article we shall then focus on two important special cases in
order to describe the first arithmetic applications of this general theory.
Firstly, in §5 we discuss the example that was originally considered by Rubin in [35]
and then subsequently by Bu¨yu¨kboduk in [11].
In particular, the main result (Theorem 5.1) of this section shows that Rubin-Stark
Euler systems control detailed aspects of the fine Galois structure of ideal class groups
over abelian extensions L/K of arbitrary number fields and also give rise to strong new
evidence in support of the equivariant Tamagawa number conjecture for the untwisted
Tate motive over L/K.
This result strongly refines all previous results in this direction including, in particular,
the main results of Bu¨yu¨kboduk in [11] as well as of the earlier articles [34] and [35] of
Rubin.
For example, whilst the main result of [11] deals only with initial Fitting ideals and
assumes, amongst other things, that K is totally real and, crucially, that both L/K has
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degree prime to p and Leopoldt’s conjecture is valid, our approach allows us to determine
all Fitting ideals of the ideal class groups whilst simultaneously avoiding any hypotheses
concerning either K, the degree of L/K or the validity of Leopoldt’s Conjecture.
Then, finally, in §6 we shall consider the case of elliptic curves E over an abelian
extension F of Q with G := Gal(F/Q).
In this case we shall first investigate the precise link between Kato’s zeta elements and
the relevant ‘Bloch-Kato elements’ that we define in §4, and are thereby led to formulate
a precise generalization and refinement of the well-known conjectures that are formulated
by Perrin-Riou in [33] (see Conjecture 6.2 and Propositions 6.3 and 6.5).
We shall then apply our general approach to prove, under certain very mild hypothe-
ses, that if E validates both Perrin-Riou’s Conjecture and the ‘p-part’ of the Birch and
Swinnerton-Dyer Conjecture over Q, then Kato’s Euler system completely determines all
higher Fitting ideals over Zp[G] of the strict p-Selmer group of E over F (see Theorem
6.11) and also that the equivariant Tamagawa number is valid for the motive h1(E/F )(1)
with respect to orders in Qp[G] that are in general far from regular and are in many cases
equal to Zp[G] (see Theorem 6.14).
We recall that there are by now many circumstances in which E is known to validate
both Perrin-Riou’s Conjecture and the p-part of the Birch and Swinnerton-Dyer Conjec-
ture over Q (see Remark 6.12) and, for this reason, Theorems 6.11 and 6.14 constitute very
strong improvements of what has been proved previously concerning both the Galois struc-
ture of Selmer groups and the validity of the equivariant Tamagawa number conjecture
for elliptic curves (for more details in this regard see Remarks 6.13 and 6.15).
1.2. Some general notation. In this article, K will always denote a number field. We
also fix an algebraic closure Qc of Q and regard every algebraic extension of Q as a subfield
of Qc. For any subfield F of Qc we set GF := Gal(Q
c/F ).
Let p be a prime number and A a continuous GK -module. Then for each extension F
of K we use the following notation.
S∞(F ) is the set of archimedean places of F ;
Sp(F ) is the set of p-adic places of F ;
Sram(F/K) is the set of places of K that ramify in F/K;
Sram(A) is the set of places of K at which A is ramified.
If S is any finite set of places of K that contains S∞(K), then the ring of S-integers of
K is denoted by OK,S. The ring of integers of K is denoted by OK . For a finite extension
F/K, we denote by SF the set of places of F which lie above a place in S and we usually
abbreviate OF,SF to OF,S.
For a natural number n, the group of n-th roots of unity in Qc is denoted by µn.
Let R be a commutative ring, and M an R-module. For any ideal I we set
M [I] := {x ∈M | Ix = 0}.
If M is finitely presented, then we denote by FittjR(M) the j-th Fitting ideal of M , as
defined by Northcott in [32].
For an abelian group M we write Mdiv for its maximal divisible subgroup. For a
topological Zp-module M we write M
∨ for its Pontryagin dual Homcont(M,Qp/Zp).
In the sequel we shall refer to non-archimedean places of number fields as ‘primes’ and
say that a condition is satisfied ‘for almost all primes’ of a number field if the set of primes
that fail to satisfy the condition has analytic density zero.
52. Selmer structures
For the reader’s convenience we shall first quickly recall some basic notation and defini-
tions regarding the theory of Selmer structures. More details can be found in, for example,
either the original article of Mazur and Rubin [28] or our earlier article [9].
Definition 2.1. Let R be a finite Zp-algebra and A a topological R-module endowed with
a continuous R-linear action of GK for which Sram(A) is finite. Then a ‘Selmer structure
of R-modules’ F on A is a collection of the following data:
• a finite set S(F) of places of K such that S∞(K) ∪ Sp(K) ∪ Sram(A) ⊂ S(F);
• for each place v in S(F) a choice of an R-submodule H1F (Kv, A) of H1(Kv , A).
In the case that R = Zp we shall simply refer to a ‘Selmer structure’ rather than to a
Selmer structure of Zp-modules.
In the following examples we fix a finitely generated free Zp-module T that is endowed
with a continuous action of GK for which Sram(T ) is finite and write S(T ) for the set
S∞(K) ∪ Sp(K) ∪ Sram(T ).
Example 2.2. The ‘canonical Selmer structure’ Fcan on T is defined (in [28, Def. 3.2.1])
so that S(Fcan) = S(T ) and for each v in S(Fcan) one has
H1Fcan(Kv , T )
:=
{
H1f (Kv , T ) := ker(H
1(Kv, T )→ H1(Kurv , T ⊗Zp Qp)) if v /∈ S∞(K) ∪ Sp(K),
H1(Kv , T ) if v ∈ S∞(K) ∪ Sp(K).
Here we write Kurv for the maximal unramified extension of Kv.
Example 2.3. The ‘unramified Selmer structure’ Fur on T is defined (in [29, Def. 5.1])
so that S(Fur) = S(T ) and H1Fur(Kv, T ) = H1Fcan(Kv , T ) for each v in S(Fur)\Sp(K). For
each v in Sp(K) the group H
1
Fur
(Kv, T ) is defined to be the saturation in H
1(Kv, T ) of the
universal norm subgroup
⋂
LCorL/Kv(H
1(L, T )) where L runs over all finite unramified
extensions of Kv.
Example 2.4. We define the ‘relaxed Selmer structure’ Frel on T by setting S(Frel) =
S(T ) and H1Frel(Kv , T ) := H
1(Kv, T ) for every v in S(Frel).
Remark 2.5. In [29, Cor. 5.3], Mazur and Rubin show that the Selmer structures Fcan and
Fur coincide if and only if for every p-adic place p of K the group H0(Kp, T∨(1)) is finite.
The Selmer structure Frel naturally arises in the context of the article [10].
Remark 2.6. There are several ways in which a Selmer structure F on a representation T
as in the above examples induces Selmer structures on associated representations.
(i) The ‘dual Selmer structure’ F∗ on the Kummer dual representation T∨(1) is defined
by the condition that S(F∗) = S(F) and for each v in S(F∗) the group H1F∗(Kv, T∨(1))
is the kernel of the composite homomorphism
H1(Kv , T
∨(1)) ≃ H1(Kv , T )∨ → H1F (Kv, T )∨
where the isomorphism is given by local Tate duality and the second map is the dual of
the inclusion H1F (Kv , T )→ H1(Kv, T ).
(ii) The induced Selmer structure F(T ′) on a submodule T ′ of T is defined by the condition
that S(F(T ′)) = S(F) and for each v in S(F(T ′)) the group H1F(T ′)(Kv , T ′) is the kernel
of the natural map H1(Kv, T
′)→ H1(Kv , T )/H1F (Kv , T ). For simplicity we shall write F
rather than F(T ′) (since the subrepresentation will always be clear from context).
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(iii) The induced Selmer structure F(A) on a quotient A of T is defined by the condition
that S(F(A)) = S(F) and for each v in S(F(A)) the group H1F(A)(Kv , A) is the image of
the natural map H1F(Kv , T )→ H1(Kv , A). For simplicity we write F in place of F(A).
For any Selmer structure F as in Definition 2.1 and any place v of K outside S(F) we
set H1F(Kv , A) := H
1
ur(Kv, A). For each place v of K we also set
H1/F (Kv, A) := H
1(Kv , A)/H
1
F (Kv, A).
The ‘Selmer module’ H1F (K,A) of F on A is then defined to be the R-module obtained
as the kernel of the diagonal localization map
H1(K,A)→
⊕
v
H1(Kv , A)/H
1
F (Kv, A)
where v runs over all places of K.
The principal aim of the theory of higher rank Euler, Kolyvagin and Stark systems is
to understand the structure of such Selmer modules.
Example 2.7. In concrete cases the Selmer modules recover natural arithmetic objects.
We recall a few relevant examples.
(i) Let Fcan and Fur be the canonical and unramified Selmer structures on Zp(1) respec-
tively. Then the modules H1F∗can(K,Qp/Zp) and H
1
F∗ur
(K,Qp/Zp) respectively identify with
the Pontryagin duals of the p-primary subgroups of the ideal class groups of the rings
OK [1/p] and OK .
(ii) Let E be an elliptic curve defined over K, write Selp(E/K) for its classical p-Selmer
group and define the ‘strict p-Selmer group’ Selstrp (E/K) to be the kernel of the natural
localization map
Selp(E/K)→
⊕
p∈Sp(K)
H1(Kp, T ⊗Zp Qp/Zp).
where T denotes the p-adic Tate module of E. Then both of the groups H1F∗can(K,T
∨(1))
and H1F∗ur(K,T
∨(1)) identify with Selstrp (E/K).
(iii) Let Frel be the relaxed Selmer structure on T as in Example 2.4. Then an easy
exercise in global duality shows that H1F∗
rel
(K,T∨(1))∨ identifies with
ker
H2(OK,S(T ), T )→ ⊕
v∈S(T )
H2(Kv, T )
 .
3. Higher rank Euler, Kolyvagin and Stark systems
3.1. Notation and hypotheses. Throughout this section we assume that p is odd.
3.1.1. Field extensions. For each prime q of K we write K(q) for the maximal p-extension
inside the ray class field of K modulo q. We denote by K(1) the maximal p-extension
inside the Hilbert class field of K.
For a natural number n, we set
Kpn := K(1)K(µpn , (O×K)1/p
n
)
and we write Kp∞ for the field
⋃
n>0Kpn .
We then fix an abelian pro-p-extension K of K that satisfies the following hypothesis.
(Recall that we say that a condition is satisfied ‘for almost all primes’ if the set of primes
that fail to satisfy the condition has analytic density zero.)
7Hypothesis 3.1. The field K contains K(q) for almost all primes q of K and a non-trivial
Zp-power extension K∞ of K in which no non-archimedean place of K splits completely.
Remark 3.2. The condition that no non-archimedean place splits completely in K∞/K is
automatically satisfied if K∞ contains the cyclotomic Zp-extension of K.
We write Ω(K/K) for the set of finite extensions of K in K.
3.1.2. The representations. We fix a finite extension Q of Qp and a uniformizer ̟ of the
valuation ring O of Q and we write k for the residue field O/̟O.
We also fix a finitely generated free O-module T that is endowed with a continuous
O-linear action of GK for which the set Sram(T ) is finite.
We denote the Kummer dual HomO(T,O(1)) of T by T ∗(1) and write T for the residual
representation T ⊗O k.
We then fix a field F in Ω(K/K) and define representations
T := IndGFGK (T ) and A1 := T /̟T .
We note that both of the representations are unramified outside the finite set
(1) S := Sram(F/K) ∪ Sram(T ) ∪ Sp(K)
and are also endowed with a natural action of the ring O[Gal(F/K)].
Finally we set G := Gal(F/K) and note that the injective homomorphism of O-modules
k→ k[G](2)
that sends 1 to
∑
g∈G g will play an important role in the sequel.
3.1.3. The standard hypotheses. For each GK -module A we write K(A) for the minimal
Galois extension of K such that GK(A) acts trivially on A.
For each natural number n we then set
Fpn := FKpn , Fp∞ := FKp∞ , F (T )pn := FpnK(T/p
nT ) and F (T )p∞ := Fp∞K(T )
We can now state our standard hypotheses on the representation T and field F .
(H0) For almost all primes q of K the map Fr
pk
q − 1 is injective on T for every k ≥ 0;
(H1) the k[GK ]-module T is irreducible;
(H2) there exists τ in GFp∞ for which the O-module T/(τ − 1)T is free of rank one;
(H3) the groups H
1(F (T )p∞/K, T ) and H
1(F (T )p∞/K, T
∨
(1)) vanish;
(H4) if p = 3, then T and T
∨
(1) have no nonzero isomorphic Zp[GK ]-subquotients;
(H5) for each q in S the group H
0(Kq, T
∨
(1)) vanishes;
(Hc5) for each q in S the mapH
1
/Fcan
(Kq, T )→ H1/Fcan(Kq,A1) induced by (2) is injective;
(Hu5) for each q in S the map H
1
/Fur
(Kq, T )→ H1/Fur(Kq,A1) induced by (2) is injective.
Remark 3.3. The above numbering is motivated by the fact that, after taking account of
[9, Rem. 4.8], the hypotheses (H1), (H2), (H3) and (H4) respectively correspond to the
hypotheses (H.1), (H.2), (H.3) and (H.4) that are used by Mazur and Rubin in [28] and
[29]. In addition, hypothesis (H0) corresponds to the assumption (b) in [28, Th. 3.2.4].
In Lemma 3.10 below it is shown that the hypothesis (H5) is stronger than either (H
c
5) or
(Hu5) and implies that the Selmer structures Fcan, Fur and Frel on T coincide.
Remark 3.4. It is clear that if the data T and F satisfy any given subset of the above
hypotheses, then so does the data T and F for any intermediate field F ′ of F/K.
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3.2. Statement of the main result. In this section we fix data K,K, F and T as above.
Before stating the main result we quickly review some basic notation from [9].
For each natural number r we write ESr(T,K) for the module of Euler systems of rank
r, as defined in [9, Def. 6.4].
Let F denote either of the Selmer structures Fcan or Fur on T . We assume that the
hypotheses (H1), (H2), (H3) and (H4) are satisfied. We also assume that (H
c
5), respectively
(Hu5), is satisfied if F denotes Fcan, respectively Fur.
Then, by Proposition 3.18 below, for each natural number r, there exist O[G]-modules
KSr(T ,F) and SSr(T ,F) of Kolyvagin and Stark systems of rank r, as defined in [9, Def.
5.24 and 4.11].
We also recall that each system c = (cF ′)F ′∈Ω(K/K) in ESr(T,K), κ in KSr(T ,F) and ǫ
in SSr(T ,F) gives rise for each non-negative integer j to a canonical ideal
I(cF ), Ij(κ), and Ij(ǫ)
of O[G].
We recall, in particular, that I(cF ) is simply defined to be the image of cF which is
regarded as a homomorphism
∧r
O[G]HomO[G](H
1(OF,S , T ),O[G]) → O[G] by means of the
definition [9, Def. 2.1], whilst the definitions of Ij(κ) and Ij(ǫ) are respectively given in
[9, Def. 5.24 and 4.11].
We follow Mazur and Rubin in defining the ‘core rank’ of a Selmer structure F on T
to be the integer
(3) χ(F) = χ(F ,T ) := dimkH1F (K,T )− dimkH1F∗(K,T∨(1)).
For convenience we also abbreviate χ(Fcan,T ) and χ(Fur,T ) to χcan(T ) and χur(T ).
Remark 3.5. The canonical (resp. unramified) Selmer structure on T is in general different
from the structure that is induced on T by Fcan (resp. Fur) on T . Thus, whilst the notation
used in (3) suggests that χ(F ,T ) only depends only on T , it does actually depend on the
induced representation T .
We can now state the main result of this article concerning the theories of higher rank
Euler, Kolyvagin and Stark systems.
Theorem 3.6. Let K,K, F and T be as above and assume that the hypotheses (H0), (H1),
(H2), (H3) and (H4) are satisfied. Then all of the following claims are valid.
(i) For each strictly positive integer r there exists a canonical ‘higher Kolyvagin de-
rivative’ homomorphism
Dr : ESr(T,K)→ KSr(T ,Fcan).
In the rest of this result we let F denote either Fcan or Fur and we always assume that
the hypothesis (Hc5), respectively (H
u
5), is satisfied if F denotes Fcan, respectively Fur.
(ii) One has
χcan(T ) =
∑
v∈S∞(K)∪Sp(K)
rankO
(
H0(Kv, T
∗(1))
)
and
χur(T ) =
∑
v∈S∞(K)
rankO
(
H0(Kv , T
∗(1))
)
,
and the O[G]-module SSχ(F)(T ,F) is free of rank one.
Furthermore, if χ(F) is strictly positive, then there exists a canonical ‘regulator’
isomorphism of O[G]-modules
Rχ(F) : SSχ(F)(T ,F) ∼−→ KSχ(F)(T ,F)
9and the O[G]-module KSχ(F)(T ,F) is free of rank one.
(iii) If the core rank r := χ(F) is strictly positive, then any Euler system c in ESr(T,K)
for which Dr(c) belongs to KSr(T ,F) (as is automatically the case if F = Fcan by
claim (i)) has all of the following properties.
(a) For all j ≥ 0 one has
Ij(R−1r (Dr(c))) ⊆ FittjO[G](H1F∗(K,T ∨(1))∨)
with equality if and only if Dr(c) is an O[G]-basis of KSr(T ,F).
(b) For all j ≥ 0 one has
Ij(Dr(c)) ⊆ FittjO[G](H1F∗(K,T ∨(1))∨)
with equality if both Dr(c) is an O[G]-basis of KSr(T ,F) and O[G] is a prin-
cipal ideal ring.
(c) One has
I(cF ) ⊆ Fitt0O[G](H1F∗(K,T ∨(1))∨)
with equality if and only if all inclusions in claim (a) are equalities.
(iv) If the hypothesis (H5) is satisfied, then one has
χcan(T ) = χur(T ) = χ(Frel).
Further, if this common integer, r say, is strictly positive, then the homomorphism
Dr in claim (i) is surjective and there exist Euler systems c in ESr(T,K) for which
all of the inclusions in claims (iii)(a) and (c) are equalities.
Remark 3.7. The hypothesis (H0) is only required for the construction of Dr and so, in
particular, is not required for the validity of Theorem 3.6(ii). In the context of Theorem
3.6(iv) we recall that the hypothesis (H5) is stronger than both (H
c
5) and (H
u
5).
After establishing certain preliminary results, including an explicit characterization of
the existence of ‘equivariant core vertices’ in §3.4, we shall prove Theorem 3.6 in §3.7.
Then, in §5 and §6 we shall present concrete applications of Theorem 3.6 in the context
of the multiplicative group and of elliptic curves respectively.
3.3. Preliminary observations. We prove several useful preliminary results.
Lemma 3.8. Let (R,mR) be an artinian local ring and G a profinite group. Fix a discrete
free R-module X endowed with a continuous R-linear action of G and a non-negative
integer i.
Then if the group H i(G,X/mRX) vanishes the module H i(G,X) also vanishes.
Proof. Let j be a non-negative integer. Then, since X is a free R-module, the sequence of
R[G]-modules
0→ mj+1R X → mjRX → mjR/mj+1R ⊗R X → 0
is exact and so induces, upon passing to cohomology, an exact sequence of R-modules
H i(G,mj+1R X)→ H i(G,mjRX)→ H i(G,mjR/mj+1R ⊗R X).
In particular, since the R[G]-module mjR/mj+1R ⊗R X is isomorphic to a direct sum of
dimR/mR(m
j
R/m
j+1
R ) copies of X/mRX, the assumed vanishing of H
i(G,X/mRX) implies
that the group H i(G,mjR/mj+1R ⊗R X) vanishes.
This in turn implies that the map H i(G,mj+1R X)→ H i(G,mjRX) is surjective and, as j
is an arbitrary non-negative integer we conclude that the map H i(G,mjRX) → H i(G,X)
is surjective. Since mjRX vanishes for sufficiently large integer j, the module H
i(G,X)
vanishes.
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
Lemma 3.9. Let q be a prime of K and (R,mR) a compact complete noetherian local
ring. Let X be a free R-module of finite rank with an R-linear continuous GKq-action. If
the group H0(Kq, (X/mRX)
∨(1)) vanishes, then the following claims are valid.
(i) For any finitely generated R-module M , the group H2(Kq,M ⊗R X) vanishes.
(ii) Let N1 → N2 be a surjective homomorphism of finitely generated R-modules. Then
the induced homomorphism H1(Kq, N1 ⊗R X)→ H1(Kq, N2 ⊗R X) is surjective.
Proof. To prove claim (i) we note first the assumed vanishing of H0(Kq, (X/mRX)
∨(1))
combines with the local duality isomorphism H2(Kq,X/mRX) ≃ H0(Kq, (X/mRX)∨(1))∨
and the result of Lemma 3.8 to imply that H2(Kq,X/m
j
RX) vanishes for any positive
integer j.
In addition, since the order of R/mjR is finite, the moduleH
1(Kq,X/m
j
RX) is also finite.
This implies that H2(Kq,X) identifies with the inverse limit lim←−jH
2(Kq,X/m
j
RX) and
hence vanishes.
Next we fix a surjective homomorphism of R-modules of the form Rs →M . Then, since
the cohomological dimension of GKq is 2, the induced homomorphism
H2(Kq,X)
s = H2(Kq, R
s ⊗R X)→ H2(Kq,M ⊗R X)
is surjective, and so H2(Kq,M ⊗R X) vanishes, as claimed.
To prove claim (ii) we take M to be the kernel of the given surjection N1 → N2. Then,
since X is a free R-module, the induced sequence of R-modules
H1(Kq, N1 ⊗R X)→ H1(Kq, N2 ⊗R X)→ H2(Kq,M ⊗R X)
is exact and so claim (ii) follows directly from claim (i). 
We can now use Lemma 3.9 to justify Remark 3.3.
Lemma 3.10. Fix a place q in S for which the group H0(Kq, T
∨
(1)) vanishes. Then for
any ideal I of O[G] one has
H1Fur(Kq,T /IT ) = H1Fcan(Kq,T /IT ) = H1(Kq,T /IT ).
In particular, if hypothesis (H5) is satisfied, then the Selmer structures Fcan, Fur and Frel
coincide and the hypothesis (Hc5), and hence also (H
u
5), is satisfied.
Proof. At the outset we note that it suffices to prove the first claim. Indeed, if this is true,
then hypothesis (H5) implies H
1
/Fcan
(Kq, T ) vanishes for each q in S and the second claim
follows easily from this.
In addition, if q is p-adic, then the first claim follows directly upon combining [29,
Cor. 5.3] with Lemma 3.9(ii).
It thus suffices to prove the first claim for a place q that is not p-adic. But, in this case,
both groups H1Fur(Kq,T ) and H1Fcan(Kq,T ) are defined to be H1f (Kq,T ). In addition, the
assumed vanishing of H0(Kq, T
∨
(1)) combines with Lemma 3.9(i) and [36, Cor. 1.3.3(ii)]
to imply that H1ur(Kq,T ⊗Zp Qp) = H1(Kq,T ⊗Zp Qp) and hence that H1f (Kq,T ) =
H1(Kq,T ). Given this, the first claim follows from Lemma 3.9(ii). 
We now end this section by recording a useful consequence of hypotheses (H1) and (H3).
Lemma 3.11. Assume the hypotheses (H1) and (H3). Then for any finite abelian p-
power degree extension F ′ of K the group H0(F ′, T ) vanishes and the group H1(F ′, T ) is
O-torsion-free.
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Proof. The argument of [9, Rem. 4.8] shows that (H1) and (H3) combine to imply that
the group H0(K,T ) vanishes.
Set R := O/(p)[Gal(F ′/K)]. Then R is an artinian local ring since F ′/K is a finite
abelian p-extension and so, by applying Lemma 3.8 with X = Ind
GF ′
GK
(T ) and G = GK , we
deduce that the group H0(F ′, T ) = H0(K, Ind
GF ′
GK
(T )) vanishes.
Given this, the claimed result follows immediately from the exact sequence ofO-modules
0→ H0(F ′, T ) ×̟−−→ H0(F ′, T )→ H0(F ′, T )→ H1(F ′, T )[̟]→ 0.

3.4. The existence of equivariant core vertices. In this section we characterize the
existence of an appropriate analogue of the notion of ‘core vertex’ (in the sense of Mazur
and Rubin) in our setting.
For simplicity we set R := O[G]. Recalling that ̟ is a uniformizer of O, for each
natural number m we set Rm := R/̟mR and Am := T /̟mT .
We assume hypothesis (H2) is satisfied and fix an element τ ofGFp∞ as in that hypothesis
(so that the R-module T /(τ − 1)T is free of rank one).
We fix a positive integer m and, with S as in (1), we write Pm for the set of all primes
q of K that do not belong to S and are such that the associated Frobenius element Frq is
conjugate to τ in Gal(F (T )pm/K).
We then write Nm for the set of all square-free products of the primes in Pm. For an
ideal n in Nm, we denote by ν(n) the number of prime divisors of n. For each such n we
also use the modified Selmer structures Fn and (F∗)n that are defined in [28, Exam. 2.1.8]
and [29, Def. 2.3] (and [9, § 3.1.3]).
The following definition is the analogue in our setting of the notion of core vertex used
by Mazur and Rubin in [28] and [29] (see Remark 3.15 below).
Definition 3.12. We say that an ideal n in Nm is a ‘core vertex’ of F on Am if the
Rm-module H1Fn(K,Am) is free and the module H1(F∗)n(K,A∨m(1)) vanishes.
Remark 3.13. Assume that there exists a core vertex for F on Am. Then by combining
the global duality theorem (as in [9, Th. 3.1] or [28, Th. 2.3.4]) with [9, Lem. 3.10], and
taking account of [9, Lem. 5.4 and Rem. 5.9], one finds that an ideal n in Nm is a core
vertex for F on Am if and only if the module H1(F∗)n(K,T
∨
(1)) vanishes and, moreover,
that the following claims are true for every core vertex n in Nm:
(i) if I is any ideal of Rm such that Rm/I is a zero dimensional Gorenstein ring, then
n is also a core vertex for F on Am/IAm;
(ii) the rank of the (free) Rm-module H1Fn(K,Am) is χ(F) + ν(n).
The main result of this section characterizes the existence of core vertices in the above
sense in a way that is straightforward to use in concrete examples.
To state this result we set W := T ⊗Zp (Qp/Zp) and write Iq for the inertia group at a
prime q of K.
Theorem 3.14. Let F denote either the canonical or unramified Selmer structure on
T . Then, if the standard hypotheses (H1), (H2) and (H3) are satisfied, the following four
conditions are equivalent:
(i) For all natural numbers m there exists a core vertex of F on Am;
(ii) For all natural numbers m the Selmer structure F on Am is ‘cartesian’ in the sense
of [37, Def. 3.8];
(iii) For every place q in S, the homomorphism H1/F (Kq, T ) → H1/F (Kq,A1) induced
by (2) is injective;
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(iv) All of the following conditions are satisfied:
(a) for each p-adic place p of K the following is true:
- if F = Fcan, then the natural homomorphisms
H1(Kp,T )→ H1(Kp, T ) and H0(Kp,T ∨(1))⊗O k→ H0(Kp, T∨(1)) ⊗O k
are both surjective;
- if F = Fur, then the homomorphism H1/F (Kp, T ) → H1/F (Kp,A1) in-
duced by (2) is injective;
(b) if q belongs to S \(Sram(F/K)∪Sp(K)) and does not split completely in F/K,
then the group (W Iq/(W Iq)div)
Frq=1 vanishes;
(c) for all places q in S \ (Sram(T ) ∪ Sp(K)) the group H0(Kq, T ) vanishes;
(d) for all places q ∈ (Sram(T )∩Sram(F/K))\Sp(K), the natural homomorphisms
H1f (Kq,T )→ H1f (Kq, T ) and H1f (Kq,T ∗(1))→ H1f (Kq, T ∗(1))
are both surjective.
Furthermore, under the above equivalent conditions, one has
χcan(T ) =
∑
v∈S∞(K)∪Sp(K)
rankO(H
0(Kv , T
∗(1)))
and
χur(T ) =
∑
v∈S∞(K)
rankO(H
0(Kv , T
∗(1))).
Remark 3.15. The notion of core vertex plays key role in the theory developed by Mazur
and Rubin in [28] and [29]. In the special case that Rm is a principal ideal ring, Mazur and
Rubin are able to verify the existence of core vertices under certain hypotheses (see [28,
Cor. 4.1.9]). However, the structure theorem of modules over principal ideal rings plays a
key role in their argument (see the proof of [28, Th. 4.1.5]) and so their method cannot be
used directly to prove Theorem 3.14. In earlier articles [10] and [9], the authors developed
a theory of Kolyvagin and Stark systems under the assumed existence of core vertices in
the above sense (see, in particular, [10, Hyp. 3.15 and Rem. 3.18] and [9, Hyp. 4.2]). The
significance of Theorem 3.14 is that it now allows one to check whether the hypotheses of
loc. cit. are satisfied in concrete cases.
Remark 3.16. The notion of cartesian introduced in [37, Def. 3.8] differs slightly from
the corresponding notion defined by Mazur and Rubin in [28, Def. 1.1.4]. However, in
the setting of Galois representation over principal ideal rings, one can show that the two
notions coincide. In [37, Lem. 4.6] the second author proved that, under the hypotheses
(H1), (H2) and (H3), any Selmer structure that is cartesian (in the sense of loc. cit.) has
a core vertex in the sense of Definition 3.12. Theorem 3.14 now shows that the converse
of this result is also true (for more details see the proof of Proposition 3.18 below).
Theorem 3.14 will be proved in §3.6.
3.5. Reinterpreting the conditions. In this section we clarify the nature of the condi-
tions stated in Theorem 3.14 in order to prepare for its proof.
We observe first that the condition of Theorem 3.14(iii) asserts directly that the Selmer
structure F on A1 is cartesian in the sense of [37, Def. 3.8].
The following result implies that whenever this condition is satisfied, then for any
natural number m the Selmer structure F on Am is also cartesian.
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Lemma 3.17. Let F be any Selmer structure on T with the property that the O-module
H1/F (Kq,T ) is torsion-free for all primes q in S(F). Then for any such prime q and any
natural number m the homomorphism
H1/F (Kq,A1)→ H1/F (Kq,Am)
that is induced by the map A1 ×̟
m−1−−−−−→ Am is injective.
Proof. The proof of this result mimics the argument used by Mazur and Rubin to prove
[28, Lem. 3.7.1(i)]. However, for the sake of the reader, we provide the details.
Since ̟ is a regular element of R, there exists a natural commutative diagram with
exact rows of the form
0 // H1(Kq,T )⊗R R1 //
id⊗̟m−1

H1(Kq,A1) //

H2(Kq,T )[̟] _

// 0
0 // H1(Kq,T )⊗R Rm // H1(Kq,Am) // H2(Kq,T )[̟m] // 0.
In addition, since H1/F (Kq,T ) is a torsion-free O-module, the definitions of H1F (Kq,A1)
and H1F (Kq,Am) ensure the existence of a commutative diagram
H1F (Kq,T )⊗R R1 ∼−→ H1F (Kq,A1)

  // H1(Kq,T )⊗R R1   //
id⊗̟m−1

H1(Kq,A1)

H1F (Kq,T )⊗R Rm ∼−→ H1F (Kq,Am) 

// H1(Kq,T )⊗R Rm   // H1(Kq,Am).
Upon combining these two diagrams with the ’kernel-cokernel’ exact sequence one de-
duces the existence of the following commutative diagram with exact rows
0 // H1/F (Kq,T )⊗R R1 //
 _
id⊗̟m−1

H1/F (Kq,A1) //

H2(Kq,T )[̟] _

// 0
0 // H1/F (Kq,T )⊗R Rm // H1/F (Kq,Am) // H2(Kq,T )[̟m] // 0.
Finally we note that, since the O-module H1/F (Kq,T ) is torsion-free, the left hand vertical
map in this diagram is injective and hence, therefore, the central vertical map is also
injective, as claimed.
This completes the proof. 
The next result reduces the condition of Theorem 3.14(i) to the case m = 1.
Proposition 3.18. Let F be any Selmer structure on T with the property that the O-
module H1/F (Kq,T ) is torsion-free for all primes q in S(F). Then the following conditions
are equivalent:
(a) there exists a core vertex of F on Am for any positive integer m;
(b) there exists a core vertex of F on A1;
(c) for any prime q in S(F), the homomorphism H1/F (Kq, T )→ H1/F (Kq,A1) induced
by (2) is injective.
Proof. Condition (a) obviously implies condition (b).
To show that condition (b) implies condition (c) we fix a core vertex n in N1 for F on
A1 and set Sn := S(F) ∪ {q | n}.
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Then by using the global duality theorem (as in either [9, Th. 3.1] or [28, Th. 2.3.4]),
one deduces the existence of a natural commutative diagram of the form
0 // H1Fn(K,T )
//

H1(OK,Sn , T ) //
≃

⊕
q∈S(F)H
1
/F (Kq, T )

// 0
0 // H1Fn(K,A1)[mR] // H1(OK,Sn ,A1)[mR] //
⊕
q∈S(F)H
1
/F (Kq,A1),
where mR denotes the maximal ideal of R.
By the result of [9, Prop. 3.5], one knows that the central vertical map in this diagram
is bijective. It follows that the left hand vertical map is injective and hence that
dimk
(
H1Fn(K,T )
) ≤ dimk (H1Fn(K,A1)[mR]) = rankR1 (H1Fn(K,A1))
where the last equality is valid because H1Fn(K,A1) is a free R1-module and the k-
dimension of R1[mR] is one.
On the other hand, by [9, Lem. 3.10], one knows that the natural homomorphism
H1Fn(K,A1) ⊗R1 k → H1Fn(K,T ) is injective and hence that rankR1
(
H1Fn(K,A1)
) ≤
dimk
(
H1Fn(K,T )
)
.
Taken together, these facts imply that the left hand vertical map in the above diagram
is also bijective and hence that the right hand vertical map is injective, as claimed by
condition (c).
Finally, we note that Lemma 3.17 combines with [37, Lem. 4.6] to show that condition
(c) implies condition (a).
This completes the proof. 
In the following result we clarify the nature of the conditions in Theorem 3.14(iv).
Proposition 3.19. The conditions in Theorem 3.14(iv)(b), (c), and (d) are all valid if
and only if for all primes q in S \ Sp(K) the natural homomorphisms
H1f (Kq,T )→ H1f (Kq, T ) and H1f (Kq,T ∗(1))→ H1f (Kq, T ∗(1))
are both surjective.
Proof. It suffices to show that if either q does not belong to Sram(F/K) or q belongs to
Sram(F/K)\ (Sram(T )∪Sp(K)), then the explicit conditions given in Theorem 3.14(iv)(b)
and (c) are respectively equivalent to the surjectivity of the two maps given above.
However, before doing so, we note that for any prime q in S \ Sp(K) the result of [36,
Lem. 1.3.5(iii)] gives a commutative diagram with exact rows
(4) 0 // T Iq/(Frq − 1)T Iq //

H1f (Kq,T ) //

(WIq/(WIq)div)Frq=1

// 0
0 // T Iq/(Frq − 1)T Iq // H1f (Kq, T ) // (W Iq/(W Iq)div)Frq=1 // 0,
in which the vertical maps are induced by the natural projection R → O and we set
W := IndGFGK (W ).
We assume first that q does not belong to Sram(F/K). Then in this case one has
T Iq = IndGFGK (T Iq) and so the left hand vertical map in (4) is surjective. The surjectivity
of the central vertical map in (4) is thus equivalent to the surjectivity of the right hand
vertical map and, since WIq/(WIq)div = IndGFGK (W Iq/(W Iq)div), one finds that this is the
case if and only if either (W Iq/(W Iq)div)
Frq=1 vanishes or the prime q splits completely in
F/K.
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Furthermore, if (W Iq/(W Iq)div)
Frq=1 vanishes, then [36, Prop. 1.4.3(i)] implies that
H1f (Kq, T
∨(1)) is the orthogonal complement of H1ur(Kq, T ) with respect to the local Tate
pairing and hence that H1f (Kq, T
∨(1)) = H1ur(Kq, T
∨(1)).
By applying [36, Lem. 1.3.5(iii)], we can therefore deduce that the group
T∨(1)Iq/((T∨(1)Iq)div + (Frq − 1)T∨(1)Iq)
vanishes. Then, since the quotient T∨(1)Iq/(T∨(1)Iq)div is finite, the group
(T∨(1)Iq/(T∨(1)Iq)div)
Frq=1
also vanishes and so, by [36, Lem. 1.3.5(iii)], one has
T ∗(1)Iq/(Frq − 1)T ∗(1)Iq = H1f (Kq, T ∗(1)).
This description implies that the natural homomorphismH1f (Kq,T ∗(1))→ H1f (Kq, T ∗(1))
is surjective, as required.
We suppose now that q belongs to Sram(F/K) \ (Sram(T ) ∪ Sp(K)). In this case both
groups WIq/(WIq)div and W Iq/(W Iq)div vanish, one has T = T Iq and T Iq is naturally
isomorphic to T ⊗O RIq .
Since q belongs to Sram(F/K), the image of T Iq in T is contained in ̟ · T . In this
case, therefore, the natural map H1f (Kq,T ) → H1f (Kq, T ) is surjective if and only if the
quotient T/(Frq − 1)T vanishes. As the k-vector space
(T/(Frq − 1)T )⊗O k = T/(Frq − 1)T
is finite dimensional, this condition is in turn equivalent to the vanishing of H0(Kq, T ).
Finally we note that, as q ramifies in the abelian p-power degree extension F/K one
has Nq ≡ 1 (mod p), where Nq denotes the cardinality of the residue field of K at q, and
so the vanishing of H0(Kq, T ) implies the vanishing of H
0(Kq, T
∨
(1)), as required.
This completes the proof. 
We finish this subsection by explaining the connection between the explicit conditions
in Theorem 3.14 (iii) and (iv)(a) in the case that F is Fcan.
Lemma 3.20. For any p-adic place p of K the following conditions are equivalent.
(a) The homomorphism H1/Fcan(Kp, T )→ H1/Fcan(Kp,A1) induced by (2) is injective;
(b) The natural maps
H1(Kp,T )→ H1(Kp, T ) and H0(Kp,T ∨(1))⊗O k→ H0(Kp, T∨(1)) ⊗O k
are surjective.
Proof. The tautological short exact sequence 0 → T ×̟−−→ T → A1 → 0 induces an
isomorphism of H1/Fcan(Kp,A1) := Coker
(
H1(Kp,T )→ H1(Kp,A1)
)
with H2(Kp,T )[̟].
The homomorphism (2) therefore induces a commutative diagram:
H1/Fcan(Kp, T )


// H1/Fcan(Kp,A1)
≃

H2(Kp, T )[̟] // H
2(Kp,T )[̟]
in which the left vertical map is induced by the exact sequence
(5) 0→ T ×̟−−→ T → T → 0
and is surjective.
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Condition (a) is thus valid if and only if the left vertical and lower horizontal maps in
this diagram are both injective.
Now, by using local Tate duality, injectivity of the lower map is equivalent to surjectivity
of the natural map H0(Kp,T ∨(1))⊗O k→ H0(Kp, T∨(1)) ⊗O k.
To consider the left hand map we note H1Fcan(Kp, T ) is defined to be the image of the
natural map H1(Kp,T )→ H1(Kp, T ) and that (5) induces an exact sequence of the form
H1(Kp, T )
×̟−−→ H1(Kp, T )→ H1(Kp, T )→ H2(Kp, T )[̟]→ 0.
In view of Nakayama’s Lemma, this shows injectivity of the left hand map in the above
diagram is equivalent to surjectivity of the natural map H1(Kp,T ) → H1(Kp, T ), as
required. 
3.6. The proof of Theorem 3.14. The definitions of the Selmer structures Fcan and
Fur imply, firstly, that they both satisfy the hypotheses of Proposition 3.18 and, secondly,
that for every prime q in S \ Sp(K) one has H1Fcan(Kq,T ) = H1Fur(Kq,T ).
Given this, the observations made in §3.5 reduce the proof of Theorem 3.14 to showing
that for any prime q in S \ Sp(K) the natural homomorphism
(6) H1/F (Kq, T )→ H1/F (Kq,A1)
is injective (as required by Theorem 3.14(iii)) if and only if both of the natural maps
(7) H1f (Kq,T )→ H1f (Kq, T ) and H1f (Kq,T ∗(1))→ H1f (Kq, T ∗(1)).
are surjective.
To prove this we write G for the canonical, respectively unramified, Selmer structure
on T (and its quotients) in the case that F denotes the canonical, respective unramified,
Selmer structure on T (and its quotients).
Then, for each q in S, the definitions of F and G combine to imply that the homomor-
phism (2) induces a commutative diagram
H1/F (Kq, T )

 ''◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
H1/G(Kq, T )
// H1/F (Kq,A1)
(8)
in which the vertical map denotes the natural homomorphism (and so is surjective).
In particular, if we assume that the map (6) is injective, then the commutativity of this
diagram implies that H1G(Kq, T ) = H
1
F (Kq, T ).
But, since for each such q the O-module H1(Kq, T )/H1G(Kq, T ) is torsion free one has
ker
(
H1G(Kq, T )→ H1G(Kq, T )
)
= ker
(
H1(Kq, T )→ H1(Kq, T )
) ∩H1G(Kq, T )
= ̟ ·H1G(Kq, T )
and so, in this case, Nakayama’s Lemma implies that
H1G(Kq, T ) = H
1
F(Kq, T ).(9)
We now assume that q belongs to S \ Sp(K). Then (9) implies that the natural map
H1f (Kq,T )→ H1f (Kq, T )
is surjective, whilst [36, Prop. 1.4.3] combines with the injectivity of (6) to imply that
the natural map H1f (Kq,A∨1 (1)) → H1f (Kq, T
∨
(1)) is surjective. Here H1f (Kq,A∨1 (1)) and
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H1f (Kq, T
∨
(1)) are respectively equal to the images of H1f (Kq,T ∗(1)) and H1f (Kq, T ∗(1))
in H1(Kq,A∨1 (1)) and H1(Kq, T
∨
(1)) (by [36, Lem. 1.3.8(i)]).
It follows that there exists a commutative diagram
H1f (Kq,T ∗(1)) // //

H1f (Kq,A∨1 (1))


H1f (Kq, T
∗(1)) // // H1f (Kq, T
∨
(1))
in which all but the left hand vertical map are known to be surjective.
But, by the same argument as above, the kernel of the natural projection
H1f (Kq, T
∗(1))→ H1f (Kq, T∨(1))
is equal to ̟ ·H1f (Kq, T ∗(1)) and so Nakayama’s Lemma implies that the left hand vertical
map in the above diagram must also be surjective, as required.
At this stage we have shown that for each q in S \ Sp(K) injectivity of the map (6)
implies surjectivity of both of the maps in (7).
To prove the converse we first note that surjectivity of the maps in (7) implies, for each
q in S \ Sp(K), that both the natural map H1f (Kq,A∨1 (1)) → H1f (Kq, T
∨
(1)) is surjective
and, in addition, that H1F(Kq, T ) = H
1
G(Kq, T ). Given this fact, one need only folow the
above argument in reverse to deduce that the map (6) is injective, as required.
Finally we note that if F = Fcan, respectively F = Fur, then the equality (9) combines
with the result of [28, Th. 5.2.15], respectively [29, Th. 5.4], and our definition (3) of the
core rank χ(F ,T ) to imply the explicit formula given at the end of Theorem 3.14.
This completes the proof of Theorem 3.14.
3.7. The proof of Theorem 3.6. We are now ready to deduce Theorem 3.6 by combining
Theorem 3.14 with the main results of [9].
We shall in fact only prove Theorem 3.6 for the case F = Fcan since the corresponding
results in the case F = Fur follow by exactly similar arguments.
At the outset we note that our hypotheses (H1), (H2), (H3) and (H4) are together
equivalent to [9, Hyp. 4.7].
In addition, Theorem 3.14 implies that, under (H1), (H2), (H3), (H4) and (H
c
5), the key
condition of [9, Hyp. 4.2] is satisfied by the structure Fcan.
Next we note that our Hypothesis 3.1 on K coincides with [9, Hyp. 6.7], that our
condition (H0) is equivalent to [9, Hyp. 6.11] and that Lemma 3.11 combines with [9,
Rem. 6.2] to imply that [9, Hyp. 6.1] is satisfied whenever (H1) and (H3) are both
satisfied.
Finally we note the formula for χcan(T ) given at the end of Theorem 3.14 combines
with hypothesis (H5) and the fact F/K has odd degree to imply that the R-module⊕
v∈S∞(K)
H0(Kv ,T ∗(1)) is free of rank χcan(T ) (as required by [9, Cor. 6.17(a)]) and
that the hypothesis (H5) itself coincides with the condition stated in [9, Cor. 6.17(b)].
At this stage we have checked that all of the conditions necessary to apply the results
of [9, Th. 4.12, Th. 5.25, and Cor. 6.18(i) and (ii)], respectively of [9, Cor. 6.17 and
Cor. 6.18(iii)], to the Selmer structure Fcan are satisfied under the hypotheses of Theorem
3.6(i), (ii) and (iii), respectively of Theorem 3.6(iv).
In this way one finds that, under the stated conditions, claim (i) of Theorem 3.6 follows
from the proof of [9, Th. 6.12], claim (ii) (in the case F = Fcan) from [9, Th. 5.25(i)],
claim (iii)(a) from [9, Th. 4.12], claim (iii)(b) from [9, Th. 5.25(iii)] and claim (iii)(c) from
claims (ii) and (iii)(a) and the fact that I(cF ) = I0(R−1r (Dr(c))). In addition, the proof
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of [9, Cor. 6.17] shows that, under the hypotheses of claim (iv), the map Dr is surjective
and the rest of claim (iv) then follows easily from the final assertions of claim (iii)(a) and
(iii)(c).
This completes the proof of Theorem 3.6.
4. Bloch-Kato Euler systems and Tamagawa number conjectures
In this section, we use the special values of motivic L-functions to give a precise con-
jectural construction of a natural family of higher rank Euler systems.
We show that this construction simultaneously incorporates the known constructions of
Euler systems from Rubin-Stark elements [35], from ‘generalized Stark elements’ [8] and
from Kato’s ‘zeta elements’ for modular forms [24].
We then show that this family of Euler systems offers a new approach to the study of
refined versions of the Tamagawa number conjecture of Bloch and Kato.
4.1. Statement of the eTNC. We first quickly review the formulation of the equivariant
Tamagawa number conjecture in the case of commutative coefficients.
For convenience we shall follow the presentation of Flach and the first named author in
[4] rather than the approach of Kato in [22, 23] or the original ‘non-equivariant’ approaches
of Bloch and Kato [3] and Fontaine and Perrin-Riou [18].
4.1.1. General notation. Let K be a number field. Let M be a (pure) motive over K
with coefficients in a finite dimensional commutative semisimple Q-algebra B. Fix an
odd prime number p, and set A := Qp ⊗Q B. We also fix a Zp-order A in A. (Later
we will assume that A is Gorenstein.) Let V := Vp(M) be the p-adic e´tale realization of
M , and T be a GK -stable lattice of V , i.e., T is a free A-module of finite rank, stable
under the action of GK , and satisfies V = Qp⊗Zp T . We set V ∗(1) := HomA(V,A(1)) and
T ∗(1) := HomA(T,A(1)). For an A-module X, we write A∗ for the A-dual HomA(X,A).
WhenX is an A-module, we use the same notation X∗ to indicate the A-dual HomA(X,A),
but this abuse of notation would not make any danger of confusion.
We fix a finite set of places S of K containing S∞(K) ∪ Sp(K) ∪ Sram(T ) and for each
finite extension K ′/K, we use the following notations:
• S(K ′) := S ∪ Sram(K ′/K);
• UK ′ := OK ′,S(K ′);
• GK ′ := Gal(K ′/K);
• YK ′(T ) :=
⊕
w∈S∞(K ′)
H0(K ′w, T
∗(1));
• CK ′,S(T ) := RHomA(RΓc(UK ′ , T ∗(1)),A[−2]), where RΓc(UK ′ , T ∗(1)) denotes
compactly supported e´tale cohomology, as discussed in [10, §1.4];
• Q(a)K ′ denotes, for each integer a, the Tate motive h0(Spec(K ′))(a);
• MK ′ := Q(0)K ′ ⊗Q(0)K M and M∨K ′ is the Kummer dual of MK ′ (so that Vp(M∨K ′)
is isomorphic to Vp(MK ′)
∗(1)).
For each finite abelian group Γ we set Γ̂ := Hom(Γ,C×) and each for χ in Γ̂ we write
eχ for the idempotent (#Γ)
−1 ·∑γ∈Γ χ(γ)γ−1 of C[Γ].
In the sequel we also set BC := C⊗Q B and ACp := Cp ⊗Qp A.
4.1.2. Statement of the conjecture. For each prime q of K we write Nq for the cardinality
of its residue field, IKq for the inertia subgroup of GKq and Frq for the Frobenius element
in GKq/IKq . For each such q we set
Pq(T ;x) := detA(1− Fr−1q x | V ∗(1)IKq ) ∈ A[x].
It is conjectured that this polynomial belongs to B[x] and we assume this to be true.
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The BC[GK ′ ]-valued L-function of M∨K ′ is then defined via the Euler product
L(M∨K ′/K , s) :=
∏
q
Pq(T ; Nq
−sFr−1q )
−1 ∈ BC[GK ′ ].
This function is conjectured to have an analytic continuation to s = 0 and we assume
this to be true.
We then write L∗(M∨K ′/K , 0) for the element of BC[GK ′ ]× that is obtained as the leading
term of L(M∨K ′/K , s) at s = 0.
Next we recall that the construction of [4, §3.4] gives a canonical isomorphism of
(graded) ACp [GK ′ ]-modules of the form
ϑBKM,K ′,S : Cp ⊗Zp detA[GK′ ](CK ′,S(T )) ≃ (ACp [GK ′ ], 0).
The construction of this map is in general dependent upon conjectures concerning mo-
tivic cohomology groups. However, in the settings that are of most interest to us (and
are discussed in Remark 4.4 below), this construction is both unconditional and can be
explicitly described in terms of classical regulators, height pairings and period maps.
For each idempotent ε in A[GK ′ ] and each Zp-order R in A[GK ′ ]ε, we can now recall the
formulation of the equivariant Tamagawa number conjecture for the pair (M∨K ′ ,R).
Conjecture 4.1. In (ACp [GK ′ ]ε, 0) there is an equality of graded invertible R-modules
R · ϑBKM,K ′,S(detA[GK′ ](CK ′,S(T ))) = (R · L∗(M∨K ′/K , 0), 0).
In the sequel we shall refer to this conjecture as ‘TNC(M∨K ′ ,R)’.
Remark 4.2. It is clear that if R′ is any Zp-order in A[GK ′ ]ε that contains R, then
TNC(M∨K ′ ,R) implies TNC(M∨K ′ ,R′). To discuss other functorial properties of the con-
jecture it is convenient to use the graded invertible A[GK ′]-submodule of (ACp [GK ′ ], 0)
obtained by setting
Ξ(A, T,K ′/K) := L∗(M∨K ′/K , 0)−1 · ϑBKM,K ′,S(detA[GK′ ](CK ′,S(T ))).
Then TNC(M∨K ′ ,R) is valid if and only if one has R · Ξ(A, T,K ′/K) = (R, 0), whilst the
Deligne-Beilinson Conjecture (in the form of [4, Conj. 4(iii)]) asserts that
(10) Ξ(A, T,K ′/K) ⊆ (A[GK ′ ], 0).
In addition, the argument of [4, §3.4] shows that Ξ(A, T,K ′/K) (and hence also the validity
of TNC(M∨K ′ ,R)) is, as the notation suggests, independent of S, whilst [4, Th. 4.1] implies
that for each intermediate field E of K ′/K, with Γ := Gal(K ′/E), the following statements
are true:
(i) the projection map ACp [GK ′ ]→ ACp [GE ] sends Ξ(A, T,K ′/K) to Ξ(A, T,E/K);
(ii) there is a canonical isomorphism detA[Γ](Ξ(A, T,K ′/K)) ≃ Ξ(A, T,K ′/E).
Remark 4.3. The Tamagawa number conjecture TNC(M∨) for M∨, as formulated by
Bloch and Kato [3] and then extended and reinterpreted by Fontaine and Perrin-Riou
[18], is a conjectural formula, up to a sign, for the complex number L∗(M∨K/K , 0). We
shall say that the ‘p-part’ of this conjecture is valid if the formula is valid up to a unit of
the p-localisation of Z and one can check that this implies the conjecture TNC(M∨,Zp)
obtained above in the case K ′ = K,B = Q, A = Qp, ε = 1 and R = Zp.
Remark 4.4. Conjecture 4.1 specializes to recover several well-known conjectures.
(i) If M = Q(a)K for an integer a, then M
∨
K ′ = Q(1− a)K ′ and one has
L(M∨K ′/K , s) =
∑
χ∈ĜK′
L(χ−1, s+ 1− a)eχ,
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where L(χ−1, s) is the Artin L-series of χ−1. Using this fact it can be shown that the
p-part of TNC(Q(0)K) follows from the analytic class number formula for K.
(ii) Let E be an elliptic curve over K and set M := h1(E)(1). Then M∨K ′ = h
1(E/K ′)(1),
where E/K ′ denotes E regarded as an elliptic curve defined over K
′, and one has
L(M∨K ′/K , s) =
∑
χ∈ĜK′
L(E,χ−1, s + 1)eχ
where L(E,χ−1, s) is the Hasse-Weil-Artin L-series attached to E and χ−1. Further, if one
assumes both that the Tate-Shafarevic group of E over K is finite and that the order of
vanishing at s = 1 of L(E, s) is equal to the rank of E(K), then TNC(M∨,Zp) recovers the
‘p-part’ of the explicit formula for the leading term at s = 1 of L(E, s) that is predicted by
the Birch and Swinnerton-Dyer Conjecture. (For details of this deduction see, for example,
the argument of Kings in [25, Lecture 3].)
4.2. The Bloch-Kato Euler system. We henceforth assume that all archimedean places
of K split completely in K ′ (we will later restrict to the case that K ′/K has odd prime-
power degree in which case this condition is automatic).
We will also assume now that A is Gorenstein (although in some parts this assumption
is not strictly necessary).
4.2.1. Bloch-Kato elements. In this section we associate a canonical notion of ‘Bloch-Kato
element’ to the pair (T,K ′).
To do this we start by recalling the result of [10, Prop. 2.21].
Proposition 4.5. The following claims are valid for the complex CK ′ = CK ′,S(T ).
(i) CK ′ is a perfect complex of A[GK ′]-modules, acyclic outside degrees −1, 0, 1, and
its Euler characteristic in K0(A[GK ′ ]) vanishes.
(ii) There are canonical isomorphisms of A[GK ′ ]-modules
H−1(CK ′) ≃ H0(K ′, T ) and H0(CK ′) ≃ H1(UK ′ , T )
and a canonical split exact sequence of A[GK ′ ]-modules
0→ H2(UK ′ , T )→ H1(CK ′)→ YK ′(T )∗ → 0.
(iii) If H1(UK ′ , T ) is Zp-free and H
0(K ′, T ) = 0, then CK ′ is acyclic outside degrees
0 and 1 and constitutes an ‘admissible complex’ of A[GK ′ ]-modules in the sense of
[10, Def. 2.19].
Motivated by the exact sequence in Proposition 4.5(ii) we shall assume the following
hypothesis in the sequel (which coincides with [10, Hyp. 2.11]).
Hypothesis 4.6. YK(T ) is a free A-module.
We then set r = rT := rankA(YK(T )).
Remark 4.7. Since all archimedean places of K are assumed to split in K ′, a choice of place
of K ′ above each archimedean place of K induces an isomorphism of the A[GK ′ ]-module
YK ′(T ) with YK(T )⊗A A[GK ′ ] and so this module is also free of rank r.
The following idempotent will frequently be used in the rest of this article.
Definition 4.8. We define the ‘idempotent of admissibility’
ε = εT,K ′ ∈ A[GK ′ ]
for T and K ′ to be the sum of primitive idempotents of A[GK ′ ] that annihilate the space
H2(UK ′ , V )⊕H0(K ′, V ).
(Note that, in general, ε depends on S.)
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Remark 4.9. If T = Zp(a) for an integer a, then the idempotent εT,K ′ is denoted by ε1−a
in [8, §2.2] and is explicitly described in Remark 2.6 of loc. cit. When T is the p-adic
Tate module of an elliptic curve over Q, an explicit description of εT,K ′ is given in Lemma
6.1(iii) below.
In the following, we shall often abbreviate Cp ⊗Zp − to Cp · −.
The descriptions in Proposition 4.5(ii) imply that the complex ε(Cp ·CK ′,S(T )) is acyclic
outside degrees zero and one and that its cohomology in these respective degrees is equal
to ε(Cp ·H1(UK ′ , T )) and ε(Cp · YK ′(T )∗).
Upon combining the final assertion of Proposition 4.5(i) with Hypothesis 4.6 we can
then also deduce that both of the latter modules are free of rank r over ACp [GK ′ ]ε.
In particular, if we fix an ordered A-basis b of YK(T ), then we obtain a composite
isomorphism of ACp [GK ′ ]-modules
ε(Cp ·
∧r
A[GK′ ]
H1(UK ′ , T )) = detAε(ε(Cp ·H0(CK ′)))(11)
≃ detAε(ε(Cp · CK ′))⊗Aε detAε(ε(Cp ·H1(CK ′)))
= detAε(ε(Cp · CK ′))⊗Aε ε(Cp ·
∧r
A[GK′ ]
YK ′(T )
∗)
≃ detAε(ε(Cp · CK ′))
in which we have abbreviated ACp [GK ′ ]ε to Aε and CK ′,S(T ) to CK ′ , the first isomorphism
is induced by the canonical ‘passage to cohomology’ map for ε(Cp · CK ′) and the second
by regarding b as an ordered A[GK ′ ]-basis of YK ′(T ) via the identification in Remark 4.7
and using the corresponding (ordered) dual basis to identify
∧r
A[GK′ ]
YK ′(T )
∗ with A[GK ′].
We can then define a composite isomorphism of ACp [GK ′ ]-modules
λBKV,b,S,K ′ : ε(Cp ·
∧r
A[GK′ ]
H1(UK ′ , T )) ≃ detAε(ε(Cp · CK ′)) ≃ ACp [GK ′ ]ε,
in which the first map is the composition (11) and the second is ϑBKM,K ′,S.
This allows us to make the following key definition.
Definition 4.10. The Bloch-Kato element ηBKV,b,S,K ′ associated to the data V, b, S and K
′
is the unique element of εT,K ′
(
Cp ⊗Zp
∧r
A[GK′ ]
H1(UK ′ , T )
)
that satisfies
λBKV,b,S,K ′(η
BK
V,b,S,K ′) = εT,K ′ · L∗(M∨K ′/K , 0).
Remark 4.11. In the sequel the data V and S is usually clear from context and so, to ease
notation, we shall often abbreviate λBKV,b,S,K ′ and η
BK
V,b,S,K ′ to λ
BK
b,K ′ and η
BK
b,K ′ .
Upon appropriate specialization these Bloch-Kato elements recover important construc-
tions in the literature.
Example 4.12. Let E be an elliptic curve over K = Q. Then, with M the motive
h1(E)(1) and T the p-adic Tate module of E, one can make a choice of Zp-basis b of YQ(T )
for which the Bloch-Kato element ηBKb,K ′ can be explicitly related to a ‘zeta element’ of the
form constructed by Kato in [24]. We give details of this case in §6.1.
Example 4.13. Let L be a finite abelian extension of K and set G := GL. Fix an
integer a and a primitive idempotent ε of Zp[G], set A := Zp[G]ε and write T for the GK -
representation given by theA-moduleA⊗ZpZp(a) upon whichA acts via left multiplication
and GK via the rule σ(x⊗ y) = xσ−1A ⊗σ(y) where σA denotes the image of σ in A. Then
the A-module YK(T ) = A ⊗Zp[G] YL(Zp(a)) is free and we can fix b to be the (ordered)
basis given by the set {ε · w(j) | w ∈ W ε−j} specified in [8, Lem. 2.1] (with j = 1 − a).
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The linear dual YK(T )
∗ of YK(T ) identifies with A ⊗Zp[G] YL(a − 1), where the module
YL(a− 1) is as defined in [8, §2.1], whilst [8, Rem. 2.6] implies that εT,K agrees with the
idempotent e := ε1−a defined in loc. cit. One can also check that
(12) (
∏
q
Pq(1− a)e) · λBKb,K = λ1−a,
where q runs over all primes in S \ S∞(K), Pq(s) denotes the ‘equivariant’ Euler factor
Pq(s) :=
∑
χ∈Ĝ
(1−Nq−sχ−1(q))eχ,
and λ1−a is the ‘period-regulator’ isomorphism defined in [8, §2.2]. This equality follows
from the general observation of [10, Lem. 2.23] and the following facts: the definition of
e ensures that each factor Pq(1 − a)e is non-zero; the map λBKb,K uses the morphism ϑp
defined in [4, §3.4] and so for each q in S \ S∞(K) applies the morphism of [4, (24)] to
the complex RΓf (Kq, e(Qp ⊗Zp T )) in [4, (19)]); the definition of λ1−a implicitly uses the
acyclicity of the complexes RΓf(Kq, e(Qp ⊗Zp T )) for each q in S \ S∞(K).
The above observations combine to imply that ηBKb,K coincides with the ‘generalized Stark
element’ ηεL/K,S,∅(1− a) defined in [8, Def. 2.7].
This shows, in particular, that if a = 1, then ηBKb,K is the image under multiplication by
ε of the Rubin-Stark element denoted by ǫVL/K,S,∅ in [6, §5.1], where V is the subset of
S∞(K) obtained by restricting places in the subset W
ε
0 of S∞(L).
4.2.2. The image of Bloch-Kato elements. We recall that r denotes the rank of the (free)
A-module YK(T ). We then define the ‘image’ of ηBKb,K ′ by
im(ηBKb,K ′) :=
{
Φ(ηBKb,K ′)
∣∣∣∣ Φ ∈∧rA[GK′ ]H1(UK ′ , T )∗
}
.
This is an A[GK ′ ]-submodule of ACp [GK ′ ] and is sometimes also denoted by I(ηBKb,K ′).
In Conjecture 4.15 below we will predict that ηBKb,K ′ belongs to the exterior power bidual⋂r
A[GK′ ]
H1(UK ′ , T ) and, if this is the case, then im(η
BK
b,K ′) is an ideal ofA[GK ′ ] and coincides
with the image of ηBKb,K ′ as an element of
⋂r
A[GK′ ]
H1(UK ′ , T ).
The next result computes im(ηBKb,K ′) and will later play a key role. In this result we use
the graded sublattice Ξ(A, T,K ′/K) of (ACp [GK ′ ], 0) that is defined in Remark 4.2. We
also fix an abelian pro-p extension K/K and write Ω(K/K) for the set of finite extensions
of K in K.
Theorem 4.14. We assume that the representation T is such that for every K ′ in Ω(K/K)
the following two conditions are satisfied:
(a) the module H1(UK ′ , T ) is torsion-free;
(b) the module H0(K ′, T ) vanishes.
Then for any choice of ordered A-basis b of YK(T ), and any field K ′ in Ω(K/K) there is
an equality in (ACp [GK ′ ], 0) of the form
(im(ηBKb,K ′), 0) = Fitt
0
A[GK′ ]
(H2(UK ′ , T )) · Ξ(A, T,K ′/K)−1.
Proof. Under the assumption that the conditions (a) and (b) are satisfied for all K ′,
the first and third authors have constructed (unconditionally) a cyclic A[[Gal(K/K)]]-
submodule Eb(T,K) of ESr(T,K) comprising ‘basic’ Euler systems (see [10, Def. 2.19]).
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It is also shown that any generator ηbT of Eb(T,K) has the following properties at each
K ′ in Ω(K/K):
ηbT,K ′ ∈
(⋂r
A[GK′ ]
H1(UK ′ , T )
)
[1− εK ′ ],
A[GK ′] · λBKb,K ′(ηbT,K ′) = ϑBKM,K ′,S(detA[GK′ ](CK ′,S(T )))[1 − εK ′ ],
im(ηbT,K ′) = Fitt
0
A[GK′ ]
(H2(UK ′ , T )).
Here εK ′ = εT,K ′ is the idempotent defined in Definition 4.8, and for an idempotent e of a
torsion-free A[GK ′ ]-module X we write X[e] for the submodule of X comprising elements
that are annihilated by e in Qp ⊗Zp X. We note that the first two of the above properties
follow directly from the construction of basic Euler systems (via [10, Th. 2.17 and Def.
2.18]) and the third is proved in [10, Th. 2.26(ii)].
In particular, since Definition 4.10 implies that λBKb,K ′(η
BK
b,K ′) is equal to εK ′L
∗(M∨K ′/K , 0),
the injectivity of λBKb,K ′ combines with the first property displayed above to imply that
λBKb,K ′(η
b
T,K ′) · ηBKb,K ′ is equal to L∗(M∨K ′/K , 0) · ηbT,K ′ .
The claimed result then follows by combining this fact with the second and third equal-
ities displayed above. 
4.2.3. The Euler system. The Deligne-Beilinson Conjecture (in the form of (10)) implies
that each element ηBKb,K ′ belongs to Qp ⊗Zp
∧r
A[GK′ ]
H1(UK ′ , T ). We now use the notion of
exterior power bidual to formulate a precise refinement of this conjecture.
Conjecture 4.15. The element ηBKb,K ′ belongs to
⋂r
A[GK′ ]
H1(UK ′ , T ).
Remark 4.16. The validity of this conjecture is clearly independent of the choice of A-
basis b of YK(T ). In addition, the observations in Example 4.13 show that it extends
the ‘Generalized Rubin-Stark Conjecture’ that is formulated via the inclusion of [8, Conj.
3.5]. For the representation T = Zp(1) it therefore recovers the ‘p-part of the Rubin-Stark
Conjecture’ (as labelled ‘RS(K ′/K,S, ∅, V )p’ in [7, Conj. 2.1]) formulated by Rubin in
[35, Conj. B′].
Remark 4.17. If T satisfies certain mild hypotheses, then one can use the argument of [6,
Th. 5.12] to show that Conjecture 4.15 is a consequence of TNC(M∨K ′ ,A[GK ′ ]).
We also fix a place of K lying over each archimedean place of K and for every field
K ′ in Ω(K/K) we use the restriction of these places to K ′ to normalize the isomorphism
YK ′(T ) ≃ YK(T )⊗A A[GK ′ ] that (occurs in Remark 4.7 and) is used when defining ηBKb,K ′.
We recall that ESr(T,K) denotes the A[[Gal(K/K)]]-module of Euler systems of rank
r for (T,K)
The following result explains the significance of Conjecture 4.15.
Proposition 4.18. If Conjecture 4.15 is valid for all fields K ′ in Ω(K/K), then the set
ηBKb,K = (η
BK
b,K ′)K ′ ∈
∏
K ′∈Ω(K/K)
⋂r
A[GK′ ]
H1(UK ′ , T )
belongs to ESr(T,K).
Proof. We fix fields F and F ′ in Ω(K/K) with F ⊆ F ′ and set
PF ′/F :=
∏
q∈S(F ′)\S(F )
Pq(T ; Fr
−1
q ) ∈ A[GF ].
(Note that any prime q in S(F ′) \ S(F ) = Sram(F ′) \ Sram(F ) is unramified in F so that
Frq can be regarded as an element of GF .)
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We must show that the natural corestriction map
CorrF ′/F : Cp ⊗Zp
∧r
A[GF ′ ]
H1(OF ′,S(F ′), T )→ Cp ⊗Zp
∧r
A[GF ]
H1(OF,S(F ′), T )
sends ηBKb,F ′ to PF ′/F · ηBKb,F .
To do this we set ε := εF , ε
′ := εF ′ , G := GF , G′ := GF ′ , Aε := ACp [G]ε and Aε′ :=
ACp [G
′]ε′. We also setWF := H
1(UF , V ),WF ′ := H
1(UF ′ , V ) andW
′
F := H
1(OF,S(F ′), V ).
We also write π for the natural projection map ACp [G
′]→ ACp [G].
As a first step, we record the following result.
Lemma 4.19. One has π(ε′) ·WF = π(ε′) ·W ′F . In addition, for any primitive idempotent
e of A[G] one has e · π(ε′) 6= 0 if and only if both e · PF ′/F 6= 0 and e · ε 6= 0.
Proof. The proof is identical to that of [10, Lem. 2.22] and so we omit details. 
This result implies, firstly, that π induces a ring homomorphismAε′ → Aε and, secondly,
that π(ε′)(Cp ⊗Qp W ′F ) is contained in ε(Cp ⊗Qp WF ).
We can therefore consider the following diagram
(13)
∧r
Aε′
ε′(Cp ⊗Qp WF ′)
δF ′
//
Corr
F ′/F

detAε′ (ε
′(Cp ⊗Zp CF ′))
ϑF ′
//
̺F ′/F

Aε′
π
∧r
Aε
π(ε′)(Cp ⊗Qp W ′F )
δ′F
//
 _
ι

detAε(π(ε
′)(Cp ⊗Zp C ′F ))
ϑ′F
//
 _
ι′

Aε
×PF ′/F
∧r
Aε
ε(Cp ⊗Qp WF )
δF
// detAε(ε(Cp ⊗Zp CF ))
ϑF
// Aε.
In this diagram we use the following abbreviations:
CF := RHomA(RΓc(OF,S(F ), T ∗(1)),A[−2])(= CF,S(T )),
CF ′ := RHomA(RΓc(OF ′,S(F ′), T ∗(1)),A[−2])(= CF ′,S(T )),
C ′F := RHomA(RΓc(OF,S(F ′), T ∗(1)),A[−2]);
δF and δF ′ are the respective cases of the isomorphism (11) and δ
′
F is defined sim-
ilarly; ̺F ′/F is the projection map that is induced by the canonical descent isomor-
phism A[G]⊗LA[G′] CF ′ ≃ C ′F ; ϑF , ϑF ′ and ϑ′F are the respective isomorphisms ϑBKM,F,S(F ),
ϑBKM,F ′,S(F ′) and ϑ
BK
M,F,S(F ′); ι and ι
′ denote the natural inclusions.
It is straightforward to check that both left hand squares of this diagram commute
and the commutativity of the upper right hand square follows from the argument of [4,
Th. 3.1]. In addition, by the same general argument used in the verification of (12), the
factor PF ′/F guarantees the commutativity of the lower right hand square since ϑ
′
F uses
the acyclicity of RΓf (Kq, ε · IndGFGK (V )) for each q in S(F ′) \S(F ) whilst ϑF ◦ ι′ trivializes
these complexes by using morphisms of the type [4, (24)].
Now the upper and lower composite homomorphisms in (13) are respectively equal to
λBKb,F ′ and λ
BK
b,F . Thus, since λ
BK
b,F is injective, the claimed equality Cor
r
F ′/F (η
BK
b,F ′) = PF ′/F ·
ηBKb,F follows directly from the explicit definitions of η
BK
b,F ′ and η
BK
b,F , the commutativity of (13)
and the fact that the standard inflation invariance of L-series implies π(L∗(M∨F ′/K , 0)) =
L∗(M∨F/K , 0).
This completes the proof of Proposition 4.18. 
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Definition 4.20. We refer to the element ηBKb,K = η
BK
V,b,S,K of ESr(T,K) that is constructed
(conjecturally) by Proposition 4.18 as the ‘Bloch-Kato Euler system’ associated to the
data V, b, S and K.
Examples 4.12 and 4.13 show that the notion of Bloch-Kato Euler system constitutes a
simultaneous conjectural generalization of a number of important Euler systems.
4.3. A new strategy for proving the eTNC. In this section we explain how Theorems
3.6 and 4.14 combine with the construction of Bloch-Kato Euler systems to give a new
approach to proving Conjecture 4.1.
4.3.1. The general approach. We assume for simplicity that the motive M in §4.1 has
coefficients in a number field B, that A is a finite extension Q of Qp that occurs in the
decomposition of Qp ⊗Q B and that A is the valuation ring O of Q. We write p for the
prime ideal of B that lies above p and is such that Q = Bp and then fix a Galois-stable
lattice T in the p-adic realization of M .
We also choose an abelian p-extension K/K that satisfies Hypothesis 3.1. We then fix
a field F in Ω(K/K) and set G := GF (= Gal(F/K)).
Finally we set
S := S∞(K) ∪ Sp(K) ∪ Sram(T ) ∪ Sram(F/K).
We note that in this case S(F ) = S.
We also write ε for the idempotent εT,F of Q[G] defined in Definition 4.8.
Theorem 4.21. Assume that all of the following conditions are satisfied.
(a) YK(T ) does not vanish.
(b) Writing r for rankO(YK(T )), there exists an Euler system c = (cK ′)K ′ in ESr(T,K)
for which cF has the same image as η
BK
b,F .
(c) T and F satisfy the hypotheses (H0), (H1), (H2), (H3), (H4) and (H5) listed in
§3.1.3.
Let R denote the subring of Q[G] given by
{x ∈ Q[G]ε | x · Fitt0O[G](H2(OF,S , T )) ⊆ Fitt0O[G](H2(OF,S , T ))}.
Then the following claims are valid.
(i) R is an O-order in Q[G]ε.
(ii) R · L∗(M∨F/K , 0) ⊆ R · ϑBKM,F,S(detO[G](CF,S(T ))).
(iii) If TNC(M∨,O) is valid, then TNC(M∨F ,R) is valid.
Proof. At the outset we note that, under the assumed validity of (H1) and (H3), Lemma
3.11 implies the conditions (a) and (b) in Theorem 4.14 are satisfied for all fields K ′ in
Ω(K/K).
This shows, in particular, that the idempotent ε is equal to the sum of all primitive
idempotents of Q[G] that annihilateH2(OF,S , V ). This implies that Fitt0O[G](H2(OF,S , T ))
spans Q[G]ε and hence that R is an order in Q[G]ε, as required to prove claim (i).
Next we note that Lemma 3.10 combines with the hypothesis (H5) to imply that the
Selmer structures Fcan and Fur on T coincide. Under the stated condition (c) we can
therefore apply Theorem 3.6(ii) to deduce that χcan(T ) is equal to the integer r defined
in claim (ii). As a consequence of condition (a) we also know that r is strictly positive.
This observation combines with condition (c) to allow us to apply Theorem 3.6(iii) to
the Euler system c that arises in condition (b) in order to deduce that
(14) im(ηBKb,F ) = im(cF ) ⊆ Fitt0O[G](H1F∗can(K,T ∨(1))∨) = Fitt0O[G](H2(OF,S , T )),
where the second equality follows from Lemma 3.10 and Example 2.7(iii).
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We abbreviate the module Ξ(A, F/K, T ) that occurs in Theorem 4.14 to Ξ(F ). Then,
upon comparing the latter result with (14) one obtains an inclusion
(15) Ξ(F ) · Fitt0O[G](H2(OF,S , T )) ⊆ Fitt0O[G](H2(OF,S , T ))
and then claim (ii) follows immediately from the definition of R.
To prove claim (iii) we need to show that the validity of TNC(M∨,O) implies that
R · Ξ(F ) = R.
Thus, since claim (ii) implies R·Ξ(F ) ⊆ R, it suffices, by Nakayama’s Lemma, to show
that the modules of G-coinvariants (R · Ξ(F ))G and RG coincide.
But from Remark 4.2 we know firstly that Ξ(F )G = Ξ(K) and then also that the validity
of TNC(M∨,O) implies Ξ(F )G = O. From the latter equality we can then deduce that
(R · Ξ(F ))G = RG, as required. 
Remark 4.22. Since r > 0 (by condition (a)), the condition (b) in Theorem 4.21 is obviously
satisfied if the Euler system ηBKb,K exists, or equivalently (in view of Proposition 4.18) if
Conjecture 4.15 is valid for every K ′ in Ω(K/K).
Remark 4.23. Rings of the form R that arise in Theorem 4.21 are known as ‘associated
orders’ and are much studied in the literature (see, for example, [17, Def. 24.3]). Never-
theless, except in special cases, it is difficult to determine such orders explicitly and, in
§4.4, we explain how to use Iwasawa theory to address this issue. As an example, the
following result shows that it is even difficult to characterize explicitly the case that R is
‘minimal’.
Lemma 4.24. Assume O[G]ε is Gorenstein. Then R is equal to O[G]ε if and only if the
O[G]ε-module O[G]ε ⊗O[G] H2(UK , T ) has projective dimension at most one.
Proof. Set R′ := O[G]ε. Then, since R′ is Gorenstein, the general result of [17, Th. 37.13]
implies that R = R′ if and only if the R′-module Fitt0O[G](H2(UK , T )) is free of rank one.
Now, setting H2(UK , T )
′ := R′ ⊗O[G] H2(UK , T ), one has
Fitt0O[G](H
2(UK , T )) = Fitt
0
O[G](H
2(UK , T ))ε = Fitt
0
R′(H
2(UK , T )
′),
where the first equality follows from the proof of Theorem 4.21(i) and the second from a
standard property of Fitting ideals under scalar extension.
Then, since H2(UK , T )
′ is finite, the argument of Cornacchia and Greither in [16, Prop.
4] implies Fitt0R′(H
2(UK , T )
′) is a free R′-module of rank one if and only if the R′-module
H2(UK , T )
′ has projective dimension at most one, as claimed. 
4.3.2. A special case. In certain cases the hypothesis of Theorem 4.21(iii) can be made
more explicit.
To explain this point we fix a finite abelian extension L of K of degree prime to p and
write ∆ for Gal(L/K). We also set ∆̂ := Hom(∆,Qc,×) and fix an embedding Qc → Qcp
in order to identify this group with Hom(∆,Qc,×p ).
We fix a finite extension Q of Qp that contains the values of all characters in ∆̂ and
write O for its valuation ring.
Then for each χ in ∆̂ we define the ‘χ-component’ of a Zp[∆]-module X to be the
O-module
Xχ := eχ(O ⊗Zp X) = {x ∈ O ⊗Zp X : δ(x) = χ(δ) · x for all δ ∈ ∆}.
(This notation is not, strictly speaking, precise since we do not specify the ring O but this
ambiguity should not cause confusion.)
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In this way, for any Zp-representation T we obtain an O-representation of GK by setting
Tχ := (Ind
GK
GL
(T ))χ = (Zp[∆]⊗Zp T )χ,
where the tensor product is a Zp[∆]-module via left multiplication and a GK-module via
the action σ(x⊗ t) := xσ−1L ⊗ σ(t) for all σ ∈ GK , x ∈ Zp[∆] and t ∈ T , where σL denotes
the image of σ in ∆.
Since #∆ is prime to p this gives a direct sum decomposition of GK -representations
(16) O ⊗Zp IndGKGL (T ) =
⊕
χ∈∆̂
Tχ.
Proposition 4.25. Let T be a full GK-stable sublattice of the p-adic realisation of a
motive M over K.
We also assume to be given a subset Υ of ∆̂ that satisfies the following three conditions:
(a) for all χ in Υ the hypotheses (a), (b) and (c) in Theorem 4.21 are satisfied by the
data (Tχ,K);
(b) H2(OK,S, Tχ) is finite;
(c) Υ is stable under the action of GQ (so that
∑
χ∈Υ χ is a rational-valued character).
Then the validity of the p-part of TNC(M∨K ′) for all intermediate fields K
′ of L/K implies
the validity of TNC(M∨L ,Oeχ) for all χ in Υ.
Proof. For fields K ′ and L′ with K ⊆ K ′ ⊆ L′ ⊆ L and ∆′ = Gal(L′/K ′) we write ΞL′/K ′
for the Zp[∆
′]-lattice Ξ(Zp, T, L
′/K ′) defined in Remark 4.2. For χ in ∆̂′ we then identify
ΞχL′/K ′ with the fractional O-ideal obtained via the map Qeχ → Q sending eχ to 1.
We note that, with this notation, the conjecture TNC(M∨L ,Oeχ) is equivalent to an
equality ΞχL/K = O.
Now condition (a) implies Theorem 4.21 applies to the data (Tχ,K, S) and then condi-
tion (b) implies that, in this case, ε = eχ and so the order R in Theorem 4.21 is equal to
Oeχ. From Theorem 4.21(ii) we can thus deduce that ΞχL/K ⊆ O for all χ in Υ.
Next we note that condition (c) implies the character
∑
χ∈Υ χ takes values in Q. Hence,
by the Artin induction theorem (see [41, Chap. II, Th. 1.2]), there exists a natural number
m and an integer nK ′ for each intermediate field K
′ of L/K such that
m ·
∑
χ∈Υ
χ =
∑
K⊆K ′⊆L
nK ′ · Ind∆∆K′ (1K ′) =
∑
K⊆K ′⊆L
nK ′ · (
∑
ψ(∆K′ )=1
ψ),
where we set ∆K ′ := Gal(L/K
′) and write 1K ′ is the trivial character of ∆K ′ .
This in turn gives an equality of fractional O-ideals
(17)
(∏
χ∈Υ
ΞχL/K
)m
=
∏
K⊆K ′⊆L
( ∏
χ(∆K′ )=1
ΞχL/K
)nK′ = ∏
K⊆K ′⊆L
Ξ
nK′
K ′ ,
where we set ΞK ′ := Ξ
1K′
K ′/K ′ and the second equality is a consequence of the following fact:
if we set Γ′ := Gal(K ′/K) = ∆/∆K ′ , then∏
χ(∆K′ )=1
ΞχL/K =
∏
φ∈Γ̂′
ΞφK ′/K = ΞK ′
where the first equality follows from the functorial property recorded in Remark 4.2(i) and
the second from (16) (with L replaced by K ′) and Remark 4.2(ii).
Now the assumed validity of the p-part of TNC(M∨K ′) implies ΞK ′ is equal to O and
hence, via (17), that the stated conditions imply
∏
χ∈Υ Ξ
χ
L/K = O. Since each module
ΞχL/K is an ideal of O, it therefore follows that ΞχL/K = O, as required. 
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Remark 4.26. Proposition 4.25 clarifies the interest of Theorem 4.21 since, in important
cases, TNC(M∨K ′) is equivalent to well-known results or conjectures (cf. Remark 4.4).
4.4. Iwasawa theory. In this section we explain how Iwasawa theory can in some cases
be used to avoid the difficulty of explicitly describing the order R that occurs in Theorem
4.21 (cf. Remark 4.23).
To do this we fix a field extension K of K that satisfies Hypotheses 3.1 and a field
F in Ω(K/K). We also fix a finite abelian extension L of K of degree prime to p, set
∆ := Gal(L/K) and use the same notation as in §4.3.2.
For each finite extension K ′ of K we write RK ′ for the O-order O[GK ′ ].
Finally we fix a Zp-power extension K∞ of K in K and set H∞F := Gal(FK∞/K∞). We
write BLF for the smallest O-order in Q[GLF ] that contains RLF and the image under the
natural projection Qp[H∞F ]→ Qp[GF ] of the maximal Zp-order in Qp[H∞F ].
Theorem 4.27. Let M be a motive over K and T a full GK-stable sublattice of its p-adic
realisation. Let Υ be a subset of ∆̂ that is stable under the action of GQ and comprises
characters χ that satisfy all of the following conditions:
(a) YK(Tχ) does not vanish;
(b) Conjecture 4.15 is valid for (Tχ,K
′) for every K ′ in Ω(K/K);
(c) H2(OK,S, Tχ) is finite;
(d) the data Tχ, F and S satisfy the hypotheses (H0), (H1), (H4) and (H5) listed in
§3.1.3;
(e) for some τ in Gal(K/FKp∞K∞) the O-module Tχ/(τ − 1)Tχ is free of rank one;
(f) H1(F (T )p∞K∞/K, Tχ/πTχ) and H
1(F (T )p∞K∞/K, (Tχ/πTχ)
∨(1)) both vanish,
where π is a prime element of O;
(g) for each homomorphism ψ : H∞F → Qc,×p there exists a field Fψ in Ω(FK∞/F )
with eψεTχ,Fψ 6= 0.
Then, if the p-part of the conjecture TNC(M∨K ′) is valid for all intermediate fields K
′
of L/K, the conjecture TNC(M∨LF ,BχLF ) is also valid for every χ in Υ.
Remark 4.28. If K∞ is the cyclotomic Zp-extension of K, then the conditions (e) and (f)
used above coincide with the respective hypotheses (H2) and (H3) listed in §3.1.3. Note
also that if F is contained in K∞, then H∞F is trivial and BχLF = O[GLF ]eχ is a direct
factor of O[GLF ].
Proof. Fix χ in Υ. Then under the given assumptions (d), (e) and (f), one checks easily
that all of the hypotheses (H0), (H1), (H2), (H3), (H4) and (H5) are satisfied by the data
Tχ, F
′ and S for all fields F ′ in Ω(FK∞/F ).
Recalling Remark 4.22, the stated conditions (a) and (b) therefore allow us to apply
the argument of Theorem 4.21 to deduce that the inclusions (14) and (15) are valid with
F replaced by any such field F ′.
Further, Lemma 4.29 below implies that both of these inclusions are compatible with
the natural projection maps as F ′ varies over Ω(FK∞/F ) and so, by passing to the inverse
limit over such morphisms, we obtain, for any choice of O-basis bχ of YK(Tχ), inclusions
(18) lim←−
F ′
im(ηBKbχ,F ′) ⊆ AnnΛ∞(H
2,χ
∞ ) and Ξ
χ
∞ · Iχ∞ ⊆ Iχ∞.
Here Λ∞ is the Iwasawa algebra lim←−F ′ RF ′ and we use the following inverse limits over F
′:
H2,χ∞ is the limit of H2(UF ′ , Tχ) with respect to the natural corestriction maps; Ξ
χ
∞ is the
limit of the lattices ΞχF ′L := Ξ(O, Tχ, F ′/K) with respect to the morphisms induced by
the natural projection maps πF2,F1 : RF2 → RF1 for F1 ⊆ F2 (cf. Remark 4.2(i)); Iχ∞ is
the limit of Fitt0RF ′ (H
2(UF ′ , Tχ)) with respect to the maps πF2,F1 .
29
We note Λ∞ is a power series ring over O[H∞F ] in variables {ti}≤i≤d (for a suitable d),
the total quotient ring Q∞ of Λ∞ is a finite product of fields and the integral closureM∞
of Λ∞ in Q∞ is M[[t1, . . . , td]], with M the integral closure of O in O[1/p][H∞F ].
In Proposition 4.30 below we show that Ξχ∞ ⊆M∞. Then, by taking coinvariants under
the action of the group Gal(FK∞/F ) of this inclusion, and noting that the image ofM∞
in RF [1/p] generates BχLF over RχLF we obtain an inclusion BχLF · ΞχLF ⊆ BχLF .
To verify TNC(M∨LF ,BχLF ) we need to show the last inclusion is an equality. However,
since Υ is stable under the action of GQ, the stated conditions (a), (b), (c), (d) and (e)
imply that the hypotheses (a), (b) and (c) of Proposition 4.25 are satisfied by the data
(Tχ,K, S). The latter result therefore combines with our assumption that the p-part of
TNC(M∨K ′) is valid for all intermediate fields K
′ of L/K to imply TNC(M∨L ,Oeχ) is valid.
Given this, one deduces that the inclusion BχLF · ΞχLF ⊆ BχLF is an equality by using
Nakayama’s Lemma, just as in the proof of Theorem 4.21. 
Lemma 4.29. Let F1 and F2 be finite abelian p-extensions of K with both F1 ⊆ F2 and
S(F1) = S(F2). Set Ri := RFi for i ∈ {1, 2}. The the following claims are valid.
(i) The R1-modules R1 ⊗R2 H2(UF2 , Tχ) and H2(UF1 , Tχ) are naturally isomorphic.
(ii) The natural projection map R2 → R1 restricts to give surjective homomorphisms
Fitt0R2(H
2(UF2 , Tχ))→ Fitt0R1(H2(UF1 , Tχ)) and im(ηBKbχ,F2)→ im(η
BK
bχ,F1
).
Proof. There are projection formula isomorphisms
(19) R1 ⊗LR2 CF2,S(Tχ) ≃ CF1,S(Tχ) and R1 ⊗LR2 RΓ(UF2 , Tχ) ≃ RΓ(UF1 , Tχ).
The isomorphism in claim (i) is induced by the second isomorphism here together with
the fact that RΓ(UF2 , Tχ) is acyclic in degrees greater than two (as p is odd).
The first assertion in claim (ii) follows directly upon combining the isomorphism in
claim (i) with standard properties of Fitting invariants under ring extension.
We set Xi := H
1(UFi , Tχ) for i ∈ {1, 2} and also H := Gal(F2/F1).
Next we note that the first isomorphism in (19) combines with Lemma 3.11, Proposition
4.5 and the assumed validity of (H1) and (H3) to imply both that X1 identifies with
H0(H,X2) and that X2 is torsion-free. These facts combine to imply that the quotient
X2/X1 is torsion-free.
Thus, since the O-order R2 is Gorenstein, upon applying the functor HomR2(−,R2)
to the tautological short exact sequence 0 → X1 → X2 → X2/X1 → 0 we can therefore
deduce that the following composite homomorphism is surjective
̺H : HomR2(X2,R2)→ HomR2(X1,R2) = HomR1(X1,H0(H,R2))→ HomR1(X1,R1).
Here the first arrow is the natural restriction map and the second is induced by the
isomorphismH0(H,R2) = R2 ·(
∑
h∈H h)→R1 that sends
∑
h∈H h to the identity element
of GF1 .
In addition, by explicit computation, one checks that for any subset {ϕi}1≤i≤r of
HomR2(X2,R2) the following diagram commutes⋂r
R2
X2
∧i=ri=1ϕi−−−−→ R2
CorrTχ,F2/F1
y yπF2,F1⋂r
R1
X1
∧i=ri=1̺H(ϕi)−−−−−−−→ R1.
Given the commutativity of this diagram, the second assertion of claim (ii) follows from
the surjectivity of ̺H, the equality Cor
r
Tχ,F2/F1
(ηBKbχ,F2
) = ηBKbχ,F1
(resulting from Proposition
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4.18 and the fact that S(F2) = S(F1)) and the fact that for both j = 1 and j = 2 one has
im(ηBKbχ,Fj) = {(∧
i=r
i=1ϕi)(η
BK
bχ,Fj
) :ϕi ∈ H1(UFj , Tχ)∗ for 1 ≤ i ≤ r}.

Proposition 4.30. Under the hypotheses of Theorem 4.27, the following claims are valid.
(i) H2,χ∞ is torsion over Λ∞.
(ii) Ξχ∞ is contained in M∞.
Proof. The first inclusion in (18) implies the Λ∞-module H
2,χ
∞ is torsion if lim←−F ′ im(η
BK
bχ,F
′)
contains a non-zero divisor of Λ∞. To prove this it is in turn enough to show that for each
homomorphism ψ : H∞F → Qc×p the limit eψ · lim←−F ′ im(η
BK
bχ,F
′) is non-zero.
Now, by assumption (g) in Theorem 4.27, for each such ψ there exists a field Fψ in
Ω(FK∞/F ) with eψεTχ,Fψ 6= 0. Via the interpolation property in Definition 4.10 this
implies eψ · ηBKbχ,F ′ 6= 0 and hence also that eψ · im(η
BK
bχ,F
′) 6= 0. Given this, the non-
vanishing of eψ · lim←−F ′ im(η
BK
bχ,F
′) is an immediate consequence of the final assertion of
Lemma 4.29(ii) and this proves claim (i).
Turning to claim (ii) we note that the first claim of Lemma 4.29(ii) implies Iχ∞ is equal
to Fitt0Λ∞(H
2,χ
∞ ). It therefore follows from claim (i) that Iχ∞ contains a non-zero divisor ξ
of Λ∞.
This fact in turn implies that the Λ∞-module Aχ∞ := {λ ∈ Q∞ : λ · Iχ∞ ⊆ Iχ∞} is
contained in Λ∞ · ξ−1 and so is finitely generated. Since Aχ∞ is a subring of Q∞ that
contains Λ∞ it follows that Aχ∞ is contained in M∞.
We are now reduced to showing that Ξχ∞ is a subset of Q∞ since, if this is true, then
the second inclusion in (18) implies Ξχ∞ is contained in Aχ∞ and hence also in M∞, as
required to prove claim (ii).
To prove Ξχ∞ is a subset of Q∞ we set Y
χ
∞ := Y∞(Tχ)
∗ ⊗Zp Λ∞ and write Cχ∞ for
the inverse limit lim←−F ′ CF ′,S(F ′)(Tχ), where F
′ runs over Ω(FK∞/F ) and the transition
morphisms are induced by the first isomorphism in (19).
Then, by passing to the inverse limit over F ′ of the result in Lemma 4.5, one finds that
Cχ∞ belongs to Dperf(Λ∞), is acyclic outside degrees zero and one and that there exists a
canonical short exact sequence 0→ H2,χ∞ → H1(Cχ∞)→ Y χ∞ → 0.
In particular, since Q∞ is a semisimple algebra that, by claim (i), annihilates X
χ
∞, one
deduces that H0(Cχ∞) spans a free Q∞-module of rank r and hence that the canonical
‘passage to cohomology’ map induces an isomorphism of Q∞-modules
ϑ∞ : Q∞ ⊗Λ∞ detΛ∞(Cχ∞) ≃ Q∞ ⊗Λ∞
(∧r
Λ∞
H0(Cχ∞)⊗HomΛ∞(
∧r
Λ∞
Y χ∞,Λ∞)
)
.
Further, by the argument of [7, Th. 3.5(i)], one knows that this morphism is induced
by the inverse limit over F ′ of the composite morphisms
ϑF ′ : detΛ∞(C
χ
∞)։ RF ′ ⊗Λ∞ detΛ∞(Cχ∞)
≃ detRF ′ (CχF ′)
→ detRF ′ [1/p](H0(C
χ
F ′))⊗RF ′ [1/p] det−1RF ′ [1/p](H
1(CχF ′))
→ Qp ·
(∧r
RF ′
H0(CχF ′)⊗HomRF ′ (
∧r
RF ′
YF ′(Tχ),RF ′)
)
.
Here the first map is the natural projection, the second is induced by the isomorphism
RF ′ ⊗LΛ∞ C
χ
∞ ≃ CχF ′ given by the limit over F ′ of (19), the third is induced by the
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natural ‘passage to cohomology’ map and the fourth is induced by multiplication by the
idempotent εTχ,F ′ .
Now, if we fix a basis bχ∞ of the free rank one Λ∞-module detΛ∞(C
χ
∞), then the definition
of ϑF ′ combines with Definition 4.10 of the Bloch-Kato element η
BK
bχ,F
′ to imply that the
lattice ΞχF ′ is generated over RF ′ by the unique element cF ′ of RF ′ [1/p]εTχ,F ′ that satisfies
ϑF ′(b
χ
∞) = cF ′ · (ηBKbχ,F ′ ⊗ ∧
i=r
i=1b
∗
χ,i,F ′),
where bχ,i,F ′ denotes the i-th element of the (ordered) basis bχ regarded as an element
of YF ′(Tχ) = YK(Tχ) ⊗O O[GF ′ ] and b∗χ,i,F ′ is the element of HomRF ′ (
∧r
RF ′
YF ′(Tχ),RF ′)
that is dual to it.
In particular, since the elements cF ′ are compatible with the natural transition mor-
phisms as F ′ varies, it is enough to prove the element c∞ := (cF ′)F ′ belongs to Q∞.
This is true since [7, Lem. 3.6] implies that the inverse limit (ηBKbχ,F ′
⊗ ∧i=ri=1b∗χ,i,F ′)F ′
belongs to im(ϑ∞), whilst the element ϑ∞(1⊗ bχ∞) is a basis over Q∞ of im(ϑ∞). 
5. The multiplicative group
To give a first application of our approach, we consider the example that was originally
considered by Rubin in [35] and then subsequently by Bu¨yu¨kboduk in [11].
In this section we write ω for the Teichmu¨ller character of GK and AK ′ for the p-part
of the ideal class group of a finite extension K ′ of K.
5.1. Statement of the main result. We fix an odd prime p and set T := Zp(1).
We also fix a finite abelian extension L of K of degree prime to p and for each χ in ĜL
we use the notion of ‘χ-components’ from §4.3.2. In particular, in the sequel we will use
the valuation ring O, with fraction field Q, that was introduced in §4.3.2.
We next fix a finite abelian extension F of K of p-power degree and set G := GF and
S := S∞(K) ∪ Sp(K) ∪ Sram(LF/K).
Finally, we assume to be given a pro-p abelian extension K of K that contains F ,
satisfies Hypothesis 3.1, and so contains a Zp-power extension K∞ of K, and is such that
the Rubin-Stark Conjecture is valid for LF ′/K for all F ′ in Ω(K/K).
Then Remark 4.16 shows Conjecture 4.15 is valid for the data Tχ, S and K and so
Proposition 4.18 implies that the Bloch-Kato Euler system ηBKb,K exists for any choice of
ordered O-basis b of YK(Tχ).
We fix b as in Example 4.13 so that ηBKb,K can be interpreted in terms of Rubin-Stark
elements. We shall therefore label this Euler system as ηRSχ = η
RS
χ,K and refer to it as the
‘Rubin-Stark Euler system’ for the data Tχ, S and K.
In claim (ii) of the following result we write BLF for the Zp-order in Qp[GLF ] that is
generated over Zp[GLF ] by the integral closure of Zp in Qp[Gal(LF/(F ∩K∞))] (so that
BLF = Zp[GLF ] if F is contained in K∞).
Theorem 5.1. Assume that χ is neither trivial nor equal to ω and also that if p = 3, then
χ2 6= ω. Assume, in addition, that χ(GKv) = 1 for at least one archimedean place v of K
and that χ(GKv) 6= 1 for all v in Sram(F/K) ∪ Sp(K).
Then the rank r = rχ := rankO(YK(Tχ)) is strictly positive and the following claims are
valid.
(i) For every non-negative integer j one has
Ij(R−1r (Dr(ηRSχ )))=FittjO[G](AχLF ).
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In particular, letting j = 0, one has
I(ηRSχ,F )(:= im(η
RS
χ,F )) = Fitt
0
O[G](A
χ
LF ).
(ii) If the group AχL is trivial, then TNC(Q(0)LF ,Zp[GLF ]χ) is valid. In all cases
TNC(Q(0)LF ,BχLF ) is valid.
Remark 5.2. This result is of interest for several reasons.
(i) Theorem 5.1(i) implies Rubin-Stark Euler systems control detailed aspects of the fine
Galois structure of ideal class groups and strongly refines results of Rubin in [34] and [35]
and, more recently, of Bu¨yu¨kboduk in [11]. In particular, the main result of the latter
article deals only with j = 0 (in which case, we recall, Ij(R−1rχ (Drχ(ηRSχ ))) = im(ηRSχ,F ))
and assumes, amongst other things, that K is totally real, L/K is unramified at p and,
crucially, that both F = K and Leopoldt’s conjecture is valid.
(ii) Theorem 5.1(i) also strongly refines the main results of Kurihara and the first and
third authors in [6]. To explain this we note that [6, (2)] specialises to give a short exact
sequence of O[G]-modules 0 → AχLF → Str,χLF,p → Xχp → 0, where StrLF,p and Xp are the
pro-p completions of the transpose Selmer module StrS∞(LF ),∅(Gm/LF ) from [6, Def. 2.6]
and of the module XLF,S∞(LF ) defined after [6, (2)]. In particular, if X
χ
p is a free O[G]-
module of rank r (as is the case under the hypotheses of Theorem 5.1), then this sequence
combines with [6, Lem. 7.2] to imply that for each j ≥ 0 the ideal Fittj
O[G]
(AχLF ) is equal
to Fittr+jO[G](Str,χLF,p) and also to the higher relative Fitting ideal Fitt
(r,j)
O[G](Str,χLF,p) defined in
[6, §7.6]. Theorem 5.1(i) therefore shows that, under standard hypotheses, both [6, Conj.
7.3 and Conj. 7.8] follow directly from the Rubin-Stark Conjecture and thereby refines
the results of [6, Th. 1.10, Th. 7.5, Th. 7.9 and Th. 8.1].
(iii) Theorem 5.1(ii) provides the first cases in which the validity of conjectures of the form
TNC(Q(0)E ,B) for p-adic orders B that are not regular are deduced from the Rubin-Stark
conjecture without assuming the vanishing of suitable µ-invariants, the validity of cases of
the ‘refined class number formula for Gm’ of Mazur and Rubin [30] and the third author
[38] and the validity of an appropriate generalization of the ‘order of vanishing’ conjecture
for p-adic L-series due to Gross [19].
(iv) Fix an embedding Qc → Qcp and use it to identify ĜLF with Hom(GLF ,Qc,×p ). Then
the validity for all ψ in ĜF of the ‘p-part’ of the ‘Strong-Stark Conjecture’ of Chinburg
[15, Conj. 2.2] for ψχ in ĜLF is equivalent to the validity of TNC(Q(0)LF ,Mχ) with M
the maximal Zp-order in Qp[GLF ] (cf. [4, §4.3, Rem. 10]) and is therefore implied by
TNC(Q(0)LF ,BχLF ) (cf. Remark 4.2). It follows that Theorem 5.1(ii) implies, under mild
hypotheses, that the Rubin-Stark Conjecture implies the Strong-Stark Conjecture. This
implication is new and, in special cases, as strong as possible. For example, if L∩K(µp) =
K and there exists a unique place of L lying above each p-adic place of K, then the
argument shows the Rubin-Stark Conjecture implies the validity of TNC(Q(0)L,Zp[∆]).
5.2. The proof of Theorem 5.1. We first investigate when the hypotheses listed in §3.1
are satisfied by the data Tχ and F .
Lemma 5.3. Under the conditions of Theorem 5.1, the data Tχ and F satisfy all of the
hypotheses (H0), (H1), (H2), (H3), (H4) and (H5) listed in §3.1.
Proof. Hypothesis (H0) is satisfied since if q does not belong to S, then Frq acts on Tχ as
multiplication by χ(q)−1 ·Nq.
Since the O-module Tχ is free of rank one, hypothesis (H1) is clear and (H2) is satisfied
by taking τ to be the identity element.
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Hypothesis (H3) is satisfied as a consequence of Lemma 5.4 below and that (H4) is
satisfied since we are assume χ2 6= ω if p = 3.
Finally, the hypothesis (H5) is satisfied under the stated conditions since (Tχ/p)
∨(1)
identifies with O/(p) upon which GK acts via χ and so, for any prime q of K, the module
H0(Kq, Tχ
∨
(1)) vanishes if and only if χ(GKq) 6= 1. 
Lemma 5.4. Let K ′ be any pro-p abelian extension of K and set Fχ := F (Tχ)p∞K
′.
Then, if N denotes either (µp)χ or (Z/(p))χ−1 , the group H
1(Fχ/K,N) vanishes.
Proof. We set K† := FK(1)K ′(µp∞) and (O×K)1/p
∞
:= {x ∈ K | xpm ∈ O×K for some m}
and write Lχ for the intermediate field of L/K with ker(χ) = Gal(L/Lχ). We then also
define abelian groups ∆1 := Gal(Lχ(µp)/K) and ∆2 := Gal(Lχ(µp)/K(µp)).
Then the field Fχ is, by its definition, equal to LχK
‡((O×K)1/p
∞
). In addition, since ∆1
has order prime to p and GLχ(µp) acts trivially on N , the inflation-restriction sequence
implies that
H1(Fχ/K,N) = H
0(∆1,H
1(Fχ/Lχ(µp), N)) = Hom∆1(Gal(F
ab
χ /Lχ(µp)), N)
where F abχ denotes the maximal abelian extension of Lχ(µp) inside Fχ.
In particular, if this group does not vanish, then there exists a degree p extension E
of Lχ(µp) in F
ab
χ that is Galois over K and such that, since χ /∈ {1, ω}, the conjugation
action of ∆1 on Gal(E/Lχ(µp)) ≃ N is not trivial, whilst the conjugation action of ∆2 on
this module is trivial only if the subgroup ∆2 is itself trivial.
It follows that E is not abelian over K so that E ∩ LχK† = Lχ(µp) and hence ELχK†
is a cyclic degree p extension of LχK
† in Fχ.
In particular, if ∆2 is not trivial, then the conjugation action of Gal(LχK
†/K†) ≃ ∆2 on
Gal(ELχK
†/LχK
†) ≃ Gal(E/Lχ(µp)) is non-trivial, and this contradicts Kummer theory
since the definition of (O×K)1/p
∞
ensures that ELχK
† is generated over LχK
† by adjoining
the p-th root of an element of K†.
We can therefore assume that the group ∆2 is trivial so that Lχ ⊆ K(µp). We writeKcyc
for the cyclotomic Zp-extension of K, set K
‡ := FK(1)K ′Kcyc and note that the groups
Gal(ELχK
†/LχK
†) = Gal(EK†/K†) and Gal(K†/K‡) identify with Gal(E/K(µp)) and
∆1 = Gal(K(µp)/K) via restriction. This again leads to a contradiction since χ is non-
trivial, ∆1 acts on Gal(E/K(µp)) ≃ N either via χ or ωχ−1 and Kummer theory implies
that Gal(K†/K‡) acts on Gal(EK†/K†) via ω.
It follows that the groups H1(Fχ/K,N) must vanish, as required. 
Turning now to the proof of Theorem 5.1 we note that for each χ the representation Tχ
identifies with the module O upon which GK acts via χ−1 · ǫcyc with ǫcyc the cyclotomic
character of K.
By using this description, one checks that Tχ satisfies Hypothesis 4.6 with A = O and
that
rχ = rankO
( ⊕
v∈S∞(K)
H0
(
Kv ,Zp[∆]
χ
))
= #{v ∈ S∞(K) | χ(GKv ) = 1}.
In particular, since we assume χ(GKv) = 1 for at least one archimedean place v of K,
the rank r = rχ is strictly positive, as claimed in Theorem 5.1.
Set Tχ := IndGKGF (Tχ). Then, under the given hypotheses, the group H1F∗can(K,T ∨χ (1))∨
identifies with AχLF (by Example 2.7(i) and Lemma 3.10).
Since Lemma 5.3 allows us to apply Theorem 3.6(iii) to Tχ and the Euler system η
RS
χ ,
we can therefore deduce that there is for each non-negative integer j an inclusion
Ij(R−1r (Dr(ηRSχ ))) ⊆ FittjO[G](AχLF )
34 DAVID BURNS, RYOTARO SAKAMOTO AND TAKAMICHI SANO
and that this inclusion is an equality for all j if it is an equality for j = 0, or equivalently,
if one has im(ηRSχ,F ) = Fitt
0
O[G](A
χ
LF ).
To verify the latter equality it is enough, by Nakayama’s Lemma, to show that the
homomorphism of G-coinvariants im(ηRSχ,F )G → Fitt0O[G](AχLF )G that is induced by the
inclusion im(ηRSχ,F ) ⊆ Fitt0O[G](AχLF ) is surjective.
To do this we note that the argument of Lemma 4.29(ii) gives an identification of
im(ηRSχ,F )G with im(η
RS
χ,K). In addition, the identifications H
1
F∗can
(K,T ∨(1))∨ = AχLF and
H1F∗can(K,T
∨(1))∨ = AχL combine with [9, Cor. 3.8] to imply (A
χ
LF )G is naturally isomor-
phic to AχL and hence that Fitt
0
O[G](A
χ
LF )G = Fitt
0
O(A
χ
L).
To complete the proof of Theorem 5.1(i) it is thus enough to show that im(ηRSχ,K) =
Fitt0O(A
χ
L). However, the argument of [6, Th. 8.1] (with ΓK trivial and i = 0) shows that
this equality is implied by TNC(Q(0)L,Oeχ) and so can be deduced from the analytic
class number formula via Remark 4.4(i) and the argument of Proposition 4.25.
In a similar way, to prove the second assertion of Theorem 5.1(ii) we shall apply Theorem
4.27 to the data T = Tχ and c = η
RS
χ .
Under the stated assumptions, the conditions (d), (e) and (f) in Theorem 4.27 follow
from Lemmas 5.3 and 5.4. In addition, condition (a) of Theorem 4.27 is clear, (b) is equiv-
alent to the assumed existence of ηRSχ and (c) is true since the hypothesis that χ(GKv ) 6= 1
for all v in Sram(LF/K) ∪ Sp(K) implies that for each intermediate field F ′ of F/K the
module H2(OF ′,S, Tχ) identifies with AχLF ′ . Finally, condition (g) in Theorem 4.27 follows
from the fact that no non-archimedean place of K splits completely in K∞. Given these
observations, the second assertion of Theorem 5.1(ii) follows directly from Theorem 4.27.
It now only remains to prove the first assertion of Theorem 5.1(ii) and to do this we shall
directly apply Theorem 4.21 (and Proposition 4.25) to Tχ and η
RS
χ rather than relying on
Theorem 4.27.
In particular, just as above, the hypotheses of Theorem 5.1 imply that the necessary con-
ditions are satisfied in order to deduce from Theorem 4.21 the validity of TNC(Q(0)LF ,R)
with R equal to the O-order
{x ∈ Q[G]eχ | x · Fitt0O[G](H2(OF,S , Tχ)) ⊆ Fitt0O[G](H2(OF,S , Tχ))}.
It is thus enough to show that if AχL vanishes, then H
2(OF,S, Tχ) also vanishes, since
then one would have Fitt0O[G](H
2(OF,S , Tχ)) = O[G] and hence R = O[G]eχ = Zp[GLF ]χ.
But this is an easy consequence of Nakayama’s Lemma since, as noted above, the
present hypotheses imply both that H2(OF,S , Tχ) identifies with AχLF and that (AχLF )G is
isomorphic to AχL.
This completes the proof of Theorem 5.1.
6. Elliptic curves
In this section we discuss applications of Theorems 3.6 and 4.27 to elliptic curves. In
this way we formulate a natural generalization and refinement of a conjecture of Perrin-
Riou [33] (see §6.2) and also obtain concrete new evidence in favour of the equivariant
Birch and Swinnerton-Dyer Conjecture (see §6.4).
To do so we fix an elliptic curve E over K. (In most parts we assume K = Q.) We also
fix an odd prime p, write T = Tp(E) for the p-adic Tate module of E and set V := Qp⊗ZpT .
We also fix a finite abelian p-extension F of K and set G := Gal(F/K). We then set
S := S∞(K) ∪ Sp(K) ∪ Sram(F/K) ∪ Sram(T ).
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We write X(E/F ) and Selp(E/F ) for the classical Tate-Shafarevich and p-primary
Selmer groups of E over F and recall that the ‘strict p-Selmer group’ Selstrp (E/F ) is the
subgroup of Selp(E/F ) defined in Example 2.7(ii).
In the sequel we shall abbreviate the idempotent εT,F of Qp[G] that is defined in Defi-
nition 4.8 to ε.
For each χ in Ĝ, we set
rkχ(E(F )) := dimC(eχ(C⊗Z E(F ))).
For each a in {0, 1} we then define an idempotent of Q[G] by setting
(20) εa :=
∑
χ
eχ
where χ runs over all characters in Ĝ for which one has rkχ(E(F )) = a.
The following technical result will be useful in the sequel.
Lemma 6.1.
(i) There is a canonical exact sequence
0→ Qp ⊗Z E(F )→ H1(OF,S , V )→
⊕
p∈Sp(F )
(Qp ⊗Zp E(Fp)∧)∗
→ Qp ⊗Zp Selp(E/F )∨ → H2(OF,S , V )→ 0,
where we denote by (−)∧ and (−)∗ the p-completion and Qp-dual respectively. In
particular, we have a canonical isomorphism
H2(OF,S , V ) ≃ Qp ⊗Zp Selstrp (E/F )∨.
(ii) If X(E/F )[p∞] is finite, then H2(OF,S , V )∗ identifies with the kernel of the diag-
onal localization map Qp ⊗Z E(F )→
⊕
p∈Sp(F )
Qp ⊗Zp E(Fp)∧.
(iii) If K = Q and X(E/F )[p∞] is finite, then ε = ε0 + ε1.
Proof. Claim (i) follows by considering the long exact cohomology sequence of the exact
triangle
RΓf (F, V )→ RΓ(OF,S, V )→
⊕
w∈SF
RΓ/f (Fw, V ).
(See, for example, the bottom row of [4, (26)].)
Claim (ii) then follows from claim (i) by noting that if X(E/F )[p∞] is finite, then
Qp ⊗Zp Selp(E/F )∨ identifies with (Qp ⊗Z E(F ))∗.
To prove claim (iii) we note that H0(F, V ) vanishes and hence that ε =
∑
χ eχ, where
χ runs over all characters in Ĝ for which eχ(Q
c
p ⊗Qp H2(OF,S , V )) vanishes.
Given this fact, and the explicit definitions of ε0 and ε1, it is straightforward to derive
the equality ε = ε0 + ε1 from the description of H
2(OF,S , V ) given in claim (ii) and the
fact that, for each χ in Ĝ, the χ-component of the localization map in claim (ii) is injective
if and only if one has rkχ(E(F )) ≤ 1 (as follows, for example, from the argument of Jones
in [21, Prop. 7.1]). 
6.1. Bloch-Kato elements and Kato’s zeta elements. In this subsection we fix K to
be Q. We assume that the group X(E/F )[p∞] is finite.
In this case one has rT := rankZp(YQ(T )) = rankZp(H
0(R, T )) = 1 and so an ordered
Zp-basis b of YQ(T ) comprises a single element. To specify this element we fix a generator
γ of H1(E(C),Z)
+ and then take b to be the element of YQ(T ) that corresponds to 1⊗ γ
under the canonical comparison isomorphism Zp ⊗Z H1(E(C),Z)+ ≃ T+ = YQ(T ).
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Noting that F is totally real (since it is an extension of Q of odd degree), we next fix an
embedding ι0 : F →֒ R and use it to identify YF (T ) with Zp[G]⊗Zp YQ(T ) (as per Remark
4.7). In this way we regard b as a Zp[G]-basis of YF (T ).
We then write ηBSDF for the Bloch-Kato element η
BK
b,F in Cp ⊗Zp H1(OF,S , T ) (see Defi-
nition 4.10).
We next recall that Kato [24] has constructed a canonical ‘zeta element’ zKatoF in
H1(OF,S , V ) and we shall specify this element precisely in Definition 6.8 below.
For the moment we note only the following: the article [24] implicitly fixes an embedding
Qc →֒ C (as Qc is regarded as a subset of C) and the elements constructed in loc. cit.
depend on this choice - we always assume that this embedding is fixed so that it restricts to
give the embedding σ0 : F → R used above; we shall also further normalize the definition
of zKatoF to take account of the generator γ of H1(E(C),Z)
+ fixed above.
We can now formulate the following conjecture.
Conjecture 6.2. ηBSDF = z
Kato
F .
In the next section we shall show that this conjecture is a natural generalization and
refinement of the conjecture formulated by Perrin-Riou in [33].
In the rest of this section we state a useful, and very explicit, reinterpretation of the
conjecture.
To do this we fix a minimal Weierstrass model of E over Z and let ω be the corresponding
Ne´ron differential in Γ(E,Ω1E/Q). We then set
Ω+ :=
∫
γ
ω.
We consider the composite homomorphism
exp∗ω :
Qp ⊗Zp ⊕
p∈Sp(F )
E(Fp)
∧
∗ exp∗−−−→ Qp ⊗Q F ⊗Q Γ(E,Ω1E/Q) ω 7→1−−−→ Qp ⊗Q F
where exp∗ denotes the dual exponential map. We will also denote by exp∗ω the composition
of this map with the localization map
H1(OF,S , V )→
⊕
p∈Sp(F )
H1/f (Fp, V ) ≃
⊕
p∈Sp(F )
H1f (Fp, V )
∗ ≃
Qp ⊗Zp ⊕
p∈Sp(F )
E(Fp)
∧
∗ .
For the idempotent ε1 defined in (20), Lemma 6.1 implies that there are natural iso-
morphisms
ε1(Qp ⊗Z E(F )) ∼−→ ε1H1(OF,S , V ),(21)
and
ε1
Qp ⊗Zp ⊕
p∈Sp(F )
E(Fp)
∧
∗ ∼−→ ε1(Qp ⊗Z E(F ))∗.(22)
In particular, we may regard ε1z
Kato
F as an element of ε1(Qp⊗ZE(F )) and exp∗ω as a map
on ε1(Qp ⊗Z E(F ))∗.
Finally, we write 〈−,−〉 : E(F )×E(F )→ R for the classical Ne´ron-Tate height pairing.
Since we fix an embedding of R into Cp we shall always identify this pairing with the
pairing Cp ⊗Z E(F )× Cp ⊗Z E(F )→ Cp that it induces.
The following result will be proved in §6.3.3.
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Proposition 6.3. Conjecture 6.2 is valid if and only if all of the following conditions are
satisfied.
(a) For all χ in Ĝ with both L(E,χ, 1) = 0 and rkχ(E(F )) = 0 one has
Ω+
∑
σ∈G
ι0(exp
∗
ω(σz
Kato
F ))χ(σ) = L
∗
S(E,χ, 1).
(b) The element ε1z
Kato
F generates ε1(Cp⊗ZE(F )) over Cp[G]ε1 and it’s dual (ε1zKatoF )∗
in ε1(Cp ⊗Z E(F ))∗ is such that for all χ in Ĝ with rkχ(E(F )) = 1 one has
Ω+〈ε1zKatoF , ε1zKatoF 〉
∑
σ∈G
ι0(exp
∗
ω(σ(ε1z
Kato
F )
∗))χ(σ) = L∗S(E,χ, 1),
where we extend ι0 : F → R to a map Cp ⊗Q F → Cp in the obvious way.
(c) For all χ in Ĝ with rkχ(E(F )) > 1 one has eχz
Kato
F = 0.
In particular, if Conjecture 6.2 is true, then for every χ ∈ Ĝ we have
eχz
Kato
F = 0⇐⇒ rkχ(E(F )) > 1.(23)
Remark 6.4. The explicit conditions listed in Proposition 6.3 do not involve any characters
for which one has L(E,χ, 1) 6= 0. In fact, our proof of Proposition 6.3 will show that for
all such χ the required equality eχ · ηBSDF = eχ · zKatoF is unconditionally valid. For details
see Proposition 6.10 below.
6.2. Perrin-Riou’s Conjecture. In §6.4 we shall obtain evidence in favour of Conjecture
6.2 in the setting of general abelian fields F (see Theorem 6.11(iii)).
In this section, however, we focus on the case F = K = Q and, following Remark 6.4,
we may also assume that L(E, 1) = 0.
In the following result we show that this special case of Conjecture 6.2 recovers a well-
known conjecture of Perrin-Riou.
Proposition 6.5.
(i) If rank(E(Q)) = 1, then Conjecture 6.2 is valid for E if and only if for any point
P in E(Q) that generates E(Q)/E(Q)tors one has
logω(z
Kato
Q ) =
L∗S(E, 1)
Ω+〈P,P 〉 (logω(P ))
2,
where logω : Qp⊗ZE(Q) ≃ Qp⊗ZpE(Qp)∧ → Qp is the formal logarithm associated
to ω and we regard zKatoQ as an element of Qp ⊗Z E(Q) via (21).
(ii) If rank(E(Q)) > 1, then Conjecture 6.2 is valid for E if and only if zKatoQ vanishes.
(iii) Assume that E validates the Birch and Swinnerton-Dyer conjecture over Q and
has good reduction at p. Then the conditions in claims (i) and (ii) are respectively
equivalent to the conjectures [33, Conj. 3.3.5(i) and Conj. 3.3.2] of Perrin-Riou.
Proof. If E(Q) has rank one, then (21) gives an identification H1(OQ,S , V ) = Qp⊗ZE(Q)
and so zKatoQ = α · P for some α in Qp.
Since 〈αP,αP 〉 · (αP )∗ = 〈P,P 〉 · α · P ∗, Proposition 6.3(b) implies that Conjecture 6.2
is in this case equivalent to an equality
α · exp∗ω(P ∗) =
L∗S(E, 1)
Ω+〈P,P 〉 ,
and hence, since logω(P ) exp
∗
ω(P
∗) = 1, to an equality
zKatoQ =
L∗S(E, 1)
Ω+〈P,P 〉 logω(P ) · P.
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Since the map logω is injective, this shows that the validity of Conjecture 6.2 is equivalent
to the displayed equality in claim (i), as required.
Claim (ii) is true since if rank(E(Q)) > 1, then Proposition 6.3(c) directly implies that
Conjecture 6.2 is equivalent to the vanishing of zKatoQ .
To prove claim (iii) we assume that E validates the Birch and Swinnerton-Dyer con-
jecture and also has good reduction at p. In particular, the rank of E(Q) is equal to the
order of vanishing of L(E, s) at s = 1. If, firstly, E(Q) has rank one, then the Birch-
Swinnerton-Dyer formula implies
L′S(E, 1)
Ω+〈P,P 〉 = Eul
−1
S ·
#X(E/Q)Tam(E)
(#E(Q)tors)2
,
where EulS ∈ Q× is the product of Euler factors at primes in S, which satisfies EulS ·
L′S(E, 1) = L
′(E, 1), and Tam(E) is the product of Tamagawa factors.
The displayed equality in claim (i) is therefore equivalent to a formula
logω(z
Kato
Q ) = Eul
−1
S ·
#X(E/Q)Tam(E)
(#E(Q)tors)2
(logω(P ))
2,
and [33, Prop. 2.2.2] shows that this formula is equivalent to [33, Conj. 3.3.5(i)]. (Note
that with our choice of normalization implies that Euler factors at primes in S occur in
the formula.)
Next we assume that rank(E(Q)) > 1 and hence that ords=1L(E, s) > 1. Claim (ii)
therefore asserts that zKatoQ vanishes if and only if ords=1L(E, s) > 1 and this is precisely
the statement of [33, Conj. 3.3.2]. 
Remark 6.6.
(i) In Proposition 6.5(iii) we assume that E has good reduction at p only because this is
assumed by Perrin-Riou.
(ii) The conjectures of Perrin-Riou are much studied in the literature and, via Proposition
6.5, all results in this direction can be regarded as evidence in favour of Conjecture 6.2.
For example, in [1] Bertolini and Darmon report that they can prove the conjectures of
[33] when E has good ordinary reduction at p, whilst in [42] Venerucci proves an analogue
of the conjectures when E has split multiplicative reduction at p. More precisely, in [42,
Th. B] it is shown that zKatoQ vanishes if and only if ords=1L(E, s) > 1 and in [42, Th. A]
that if ords=1L(E, s) = 1, then there exists a non-zero rational number ℓ1 and a point P
in E(Q) such that logω(z
Kato
Q ) = ℓ1(logω(P ))
2 which proves a non-explicit version of the
displayed equality in Proposition 6.5(i). More recently, in [14] Bu¨yu¨kboduk, Pollack and
Sasaki gave a proof of Perrin-Riou’s conjecture in the good ordinary case that is different
from that of Bertolini and Darmon. For details of further known results on the conjecture,
see the discussion in [13].
6.3. Kato’s Euler system. In [24, Ex. 13.3] Kato uses zeta elements to construct an
Euler system. Since his definition of Euler systems is slightly different from ours, we
explain how to use zeta elements to construct an Euler system in our sense that has ‘good’
integrality properties.
In this section we continue to assume that K = Q. We use the standard notations from
[24].
6.3.1. The Euler system. Let N be the conductor of E and f =
∑∞
n=1 anq
n ∈ S2(X1(N))
be the normalized newform corresponding to E. Let
c,dz
(p)
m (f, 1, 1, ξ, Sm) ∈ H1(OQ(µm),Sm , T (f))
be the element in [24, (8.1.3)] (with k = 2, r = r′ = 1), where
39
• m is a positive integer,
• Sm := S ∪ {ℓ | m} (note that with our convention S contains the infinite place),
• c and d are integers greater than 1 that are coprime to 6 and to all primes in Sm
and are such that c ≡ d ≡ 1 (mod N) (this condition is necessary in order to apply
[24, Th. 6.6(1)]),
• ξ is a matrix in SL2(Z),
• T (f) is the maximal quotient of H1(Y1(N)×QQc,Zp(1)) on which Hecke operators
T (n) act via an.
Note that, by fixing a modular parametrization X1(N) → E, we can regard T (f) as the
image of the following map:
H1(Y1(N)×Q Qc,Zp(1)) →֒ H1(Y1(N)×Q Qc,Qp(1))
→ H1(X1(N)×Q Qc,Qp(1))
→ H1(E ×Q Qc,Qp(1))
≃ V,
where the second map is the Drinfeld-Manin splitting, the third is induced by the modular
parametrization. In this way one can regard T (f) as a sublattice of V .
Let VZ(f)(1) be the maximal quotient of H
1(Y1(N)(C),Z(1)) on which Hecke operators
T (n) act via an. This is regarded as a sublattice of H
1(E(C),Q(1)) ≃ H1(E(C),Q) via
the modular parametrization, in the same way as above. We have the natural comparison
isomorphism VZ(f)(1)⊗Z Zp ≃ T (f).
Let Q(µm) be the minimal cyclotomic field containing F . Then for any integers c and
d as above we define an element of Z[G] ∩Q[G]× by setting
tc,d := cd(c− σc)(d− σd),
where σa is the element of G obtained by restricting the automorphism of Q(µm) that
sends ζm to ζ
a
m.
For each matrix ξ in SL2(Z) we write δ(ξ) for the image in H1(E(C),Q) of the modular
symbol
{ξ(0), ξ(∞)} ∈ H1(X1(N)(C), {cusps},Z) ≃ H1(Y1(N)(C),Z)(1)
in VZ(f)(1) ⊂ H1(E(C),Q). We regard δ(ξ) as an element of T (f) via the comparison
isomorphism VZ(f)(1)⊗Z Zp ≃ T (f).
Since, by Manin’s theorem, the group H1(X1(N)(C), {cusps},Z) is generated by the set
{{α(0), α(∞)} | α ∈ SL2(Z)} we may, and will, choose ξ in SL2(Z) so that the Zp-module
T (f)+ is generated by e+δ(ξ), where we set e+ := (1 + c∞)/2, with c∞ denoting complex
conjugation.
We next note that the maximal abelian pro-p extension K of Q that is unramified at
primes dividing cd satisfies Hypothesis 3.1.
For each field F ′ in Ω(K/Q) we now define an element c,dzKatoF ′ in H1(OF ′,S(F ′), T (f))
as follows: writing Q(µm′) for the minimal cyclotomic field that contains F
′ (so that
S(F ′) = Sm′), we set
c,dz
Kato
F ′ := CorQ(µm′ )/F ′(c,dz
(p)
m′ (f, 1, 1, ξ, S(F
′)))
with the above choices of integers c and d and matrix ξ.
Lemma 6.7. The collection c,dz
Kato := (c,dz
Kato
F ′ )F ′ belongs to ES1(T (f),K).
Proof. This follows directly from [24, Prop. 8.12], by noting that for any prime ℓ /∈ S the
polynomial Pℓ(x) := det(1− Fr−1ℓ x | T (f)∗(1)) is equal to 1− aℓℓ−1x+ ℓ−1x2. 
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6.3.2. The definition of zKatoF . We recall that b and e
+δ(ξ) are bases of the Zp-modules
YQ(T ) = T
+ and T (f)+. In particular, since T+ and T (f)+ are both lattices of V + there
exists a unique u in Q×p such that
(24) e+δ(ξ) = u · b in V +.
With the following definition, we now make the statement of Conjecture 6.2 precise.
Definition 6.8. With u in Q×p fixed as above, and c and d any choice of integers as in
§6.3.1, we set
zKatoF := u
−1t−1c,d · c,dzKatoF ∈ H1(OF,S , V ).
Remark 6.9. If the residual Galois representation T/p is irreducible, then T (f) and T are
homothetic (by [39, Chap. I, §1.1, Exc. 4]) and u satisfies
T (f) = u · T.
In particular, Lemma 6.7 implies that the collection
(u−1 · c,dzKatoF ′ )F ′
belongs to ES1(T,K). Since T (f) and T are isomorphic Galois representations, we can
identify them and, with this identification, the system (u−1 · c,dzKatoF ′ )F ′ is identified with
c,dz
Kato = (c,dz
Kato
F ′ )F ′ .
6.3.3. The proof of Proposition 6.3. Having defined the element zKatoF we can now prove
Proposition 6.3.
At the outset we note that, if satisfied, the respective conditions (a), (b) and (c) in
Proposition 6.3 would uniquely determine the elements eχ · zKatoF for all characters χ in
Ĝ \ Ĝ0 with
Ĝ0 := {χ ∈ Ĝ | L(E,χ, 1) 6= 0}.
(Note that L(E,χ, 1) 6= 0 implies rkχ(E(F )) = 0. See [24, Th. 14.2(2)].)
Thus, if we could show that these conditions are satisfied with zKatoF replaced by ηF :=
ηBSDF , then it would follow that (1− ε′0) · zKatoF = (1− ε′0) · ηBSDF , with ε′0 :=
∑
χ eχ where
χ runs over Ĝ0.
To complete the proof of Proposition 6.3 it would then be enough to show that ε′0·zKatoF =
ε′0 · ηBSDF and this follows directly from Proposition 6.10 below.
It therefore suffices to check that the conditions (a), (b) and (c) in Proposition 6.3 are
satisfied with zKatoF replaced by ηF .
To do this we recall that ηF is characterized by an equality
λ(ηF ) = ε ·
∑
χ∈Ĝ
L∗(E,χ−1, 1)eχ,
for a canonical isomorphism λ = λBKb,F : ε(Cp ⊗Zp H1(OF,S , T ))
∼−→ Cp[G]ε and that, by
Lemma 6.1(iii), one has ε = ε0 + ε1.
In particular, since λ is injective, this shows that the element eχηF vanishes if and only
if rkχ(E(F )) > 1. This establishes that ηF has property (c) and also that the equivalence
(23) is valid.
Next we note that a straightforward check shows that ε0 · λ is given by
λ : ε0(Cp ⊗Zp H1(OF,S , T )) ∼−→ Cp[G]ε0; a 7→ EulS · Ω+
∑
σ∈G
ι0(exp
∗
ω(σa))σ
−1,
41
where EulS ∈ Q[G]× is the product of Euler factors at primes in S, which satisfies
EulS ·
∑
χ∈Ĝ
L∗S(E,χ
−1, 1)eχ =
∑
χ∈Ĝ
L∗(E,χ−1, 1)eχ.
From this, we see that ηF has the property (a).
In a similar way, an explicit check shows ε1 · λ is the following composite map:
λ : ε1(Cp ⊗Zp H1(OF,S , T ))
(21)≃ ε1(Cp ⊗Z E(F ))
P 7→(Q 7→〈P,Q〉)≃ ε1(Cp ⊗Z E(F ))∗
(22)≃ ε1
 ⊕
p∈Sp(F )
Cp ⊗Zp E(Fp)∧
∗
≃ Cp[G]ε1,
where the last isomorphism is given by
a 7→ EulS · Ω+
∑
σ∈G
ι0(exp
∗
ω(σa))σ
−1.
Since the second isomorphism sends ε1ηF to 〈ε1ηF , ε1ηF 〉 · (ε1ηF )∗, we see that ηF has the
required property (b).
This completes the proof of Proposition 6.3. 
The following (deep) result is essentially due to Kato [24].
Proposition 6.10. For each χ ∈ Ĝ0 (i.e., χ in Ĝ with L(E,χ, 1) 6= 0) one has eχ ·zKatoF =
eχ · ηBSDF .
Proof. We regard the element e+δ(ξ) of T (f)+ as an element of
YF (T (f)) :=
⊕
w∈S∞(F )
H0(Fw, T (f)) =
⊕
ι:F →֒R
T (f)+
by placing it in that component of the product which corresponds to the embedding F → R
obtained by restricting σ0.
In this way the equality in (24) implies that e+δ(ξ) = u · b where b is regarded as an
element of YF (T ) as in the definition of ηF := η
BSD
F (:= η
BK
b,F ).
To proceed, we use the homomorphism
exp∗ : H1(OF,S , V )→
⊕
p∈Sp(F )
H1/f (Fp, V )→ Γ(E,Ω1E/F )⊗Q Qp
that is induced by the dual exponential map.
In particular, we recall from Kato [24, Th. 6.6 and 9.7] that the image of c,dz
Kato
F under
exp∗ belongs to Γ(E,Ω1E/F ) and that for each χ in Ĝ0 one has
(25)
∑
σ∈G
χ−1(σ)per(σ exp∗(c,dz
Kato
F )) = LS(E,χ
−1, 1) · χ(tc,d)e+δ(ξ),
where
per : Γ(E,Ω1E/F ) = Γ(E,Ω
1
E/Q)⊗Q F → H1(E(C),R)+,∗ = H1(E(C),R)+
is the (dual) period map that is induced by sending each ω⊗ a to the map γ 7→ ι0(a)
∫
γ ω
(and then identifying H1(E(C),R)
+ with its linear dual in the canonical way).
42 DAVID BURNS, RYOTARO SAKAMOTO AND TAKAMICHI SANO
On the other hand, the definition of ηF combines with the explicit description of ε0 · λ
given in the above proof of Proposition 6.3 to imply that for each χ in Ĝ0 one has∑
σ∈G
χ−1(σ)per(σ exp∗(ηF )) = LS(E,χ
−1, 1) · b.
Upon comparing this equality with (25), and recalling that e+δ(ξ) = u ·b, one finds that
eχ · c,dzKatoF = eχ · χ(tc,d)u · ηF = eχ · tc,du · ηF
and hence that eχ · zKatoF = eχ · ηF , as required. 
6.4. The equivariant Birch and Swinnerton-Dyer Conjecture. We assume through-
out that K = Q and p > 3. We also continue assuming that X(E/F )[p∞] is finite.
In this subsection, we apply Theorems 3.6 and 4.27 to derive evidence for natural
equivariant refinements of the Birch and Swinnerton-Dyer Conjecture for E over F .
For brevity, we shall say that E ‘validates the p-part of the Birch and Swinnerton-
Dyer conjecture over Q’, or more simply that ‘BSDp(E/Q) is valid’, if the following three
conditions are satisfied:
- X(E/Q) is finite;
- the order of vanishing of L(E, s) at s = 1 is equal to rank(E(Q));
- the formula for the leading term at s = 1 of L(E, s) predicted by the Birch and
Swinnerton-Dyer Conjecture is valid up to multiplication by an element of Z×p .
Note that the last condition is equivalent to TNC(h1(E)(1),Zp).
The following observation will be used: if E has good reduction at p, then we can take
c and d so that
(26) tc,d ∈ Zp[G]×.
In fact, one can take
c = d = 1 + 6Ne
∏
ℓ∈S, ℓ 6=p
ℓ,
where ℓ runs over prime numbers and e is any choice of integer with
6Ne
∏
ℓ∈S, ℓ 6=p
ℓ 6≡ 0,−1 (mod p).
Note, however, that if E has bad reduction at p, then the element t−1c,d of Qp[G]
× need not
belong to Zp[G] and so z
Kato
F need not belong to H
1(OF,S , T ).
6.4.1. Statement of the main results.
Theorem 6.11. Assume that the following two conditions are satisfied:
(a) The image of the Galois representation ρ : GQ → Aut(T ) ≃ GL2(Zp) contains
SL2(Zp);
(b) The group E(Qℓ)[p] vanishes for every prime number ℓ in S.
Then the following claims are valid.
(i) For all non-negative integers j one has
Ij(R−11 (D1(c,dzKato))) ⊆ FittjZp[G](Sel
str
p (E/F )
∨).
In particular, the ideal
I(c,dz
Kato
F ) := {ψ(c,dzKatoF ) | ψ ∈ HomZp[G](H1(OF,S , T ),Zp[G])}
is contained in Fitt0Zp[G](Sel
str
p (E/F )
∨).
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(ii) All of the inclusions in claim (i) are equalities whenever each of the following
conditions is satisfied:
(c) E has good reduction at p;
(d) BSDp(E/Q) is valid;
(e) Either E(Q) has rank zero or E validates the conjectures [33, Conj. 3.3.5(i)
and Conj. 3.3.2] of Perrin-Riou.
(iii) If the conditions (d) and (e) in claim (ii) are satisfied, then for all χ in Ĝ one has
eχz
Kato
F 6= 0 if and only if rkχ(E(F )) ≤ 1.
Remark 6.12.
(i) There are by now many circumstances in which BSDp(E/Q) is known to be valid. For
example, if L(E, 1) 6= 0, E is semistable and has good ordinary reduction at p and p is
at least 11, then the validity of BSDp(E/Q) is proved by Skinner and Urban in [40]. In
addition, if L(E, s) vanishes to order one at s = 1, the conductor of E is square-free, p is
at least 5 and such that the Galois representation Tp(E)/p is irreducible, then the validity
of BSDp(E/Q) was recently is proved by Jetchev, Skinner and Wan in [20].
(ii) It is believed that the conjectures [33, Conj. 3.3.5(i) and Conj. 3.3.2] of Perrin-Riou
have been proved whenever E has good ordinary reduction at p - see the discussion in
Remark 6.6(ii).
(iii) Proposition 6.3(c) implies that Theorem 6.11(iii) provides evidence in favour of Con-
jecture 6.2.
Remark 6.13. Claims (i) and (ii) of Theorem 6.11 (and parts (i) and (ii) of Remark 6.12)
combine to imply that, in a wide variety of situations, Kato’s zeta elements determine the
ideal Fittj
Zp[G]
(Selstrp (E/F )
∨) for every j ≥ 0 and hence strongly control the structure of
Selstrp (E/F )
∨ as a Zp[G]-module (for example, if G is trivial, then the higher Fitting ideals
together determine this structure up to isomorphism). This observation complements the
main results of Kurihara in [26, 27] in which Euler and Kolyvagin systems of Gauss-sum
type are used to obtain information about the Galois structure of Selmer groups. However,
some of the hypotheses that are used in loc. cit. are much stronger than those used here
and include, for example, the assumed validity of main conjectures of Iwasawa theory,
vanishing of µ-invariants and non-degeneracy of p-adic height pairings.
In the next result we use Kato’s zeta element to obtain new evidence for equivariant
refinements of the Birch and Swinnerton-Dyer conjecture.
In this result we use the Zp-order in Qp[G]ε that is obtained by setting
(27) R := {x ∈ Qp[G]ε | x · Fitt0Zp[G](Selstrp (E/F )∨) ⊆ Fitt0Zp[G](Selstrp (E/F )∨)}.
Theorem 6.14. The conjecture TNC(h1(E/F )(1),R) is valid whenever all of the following
conditions are satisfied:
(i) The conditions (a), (b), (c), (d) and (e) in Theorem 6.11 are satisfied;
(ii) For any χ in Ĝ that has both L(E,χ, 1) = 0 and rkχ(E(F )) ≤ 1 one has
Ω+
∑
σ∈G
ι0(exp
∗
ω(σz
Kato
F ))χ(σ) = L
∗
S(E,χ, 1)
if rkχ(E(F )) = 0, and
Ω+〈ε1zKatoF , ε1zKatoF 〉
∑
σ∈G
ι0(exp
∗
ω(σ(ε1z
Kato
F )
∗))χ(σ) = L∗S(E,χ, 1)
if rkχ(E(F )) = 1.
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Remark 6.15.
(i) The displayed equalities in Theorem 6.14(ii) are predicted by a special case of Conjec-
ture 6.2 (see Proposition 6.3).
(ii) To give a simple application of Theorem 6.14, we assume to be given a finite set of
prime numbers Σ that contains p and an elliptic curve E over Q that has good reduction
outside Σ \ {p} and is also such that both the image in GL2(Zp) of the associated Galois
representation on T contains SL2(Zp) and also E(Qℓ)[p] vanishes for all ℓ in Σ. Now
let F/Q be any abelian extension of p-power degree that is unramified outside Σ and
such that Selp(E/F ) vanishes and set G := Gal(F/Q). Then, in this case the order R
defined by (27) is equal to Zp[G] and, as an easy special case, Theorem 6.14 implies that
TNC(h1(E/F )(1),Zp[G]) is valid whenever BSDp(E/Q) is valid. This observation strongly
refines the main results of Bley in [2] which have hitherto provided the best available
evidence in support of the equivariant Tamagawa number conjecture for elliptic curves
over abelian extensions of Q.
To end this section we show that the order R defined by (27) can be explicitly computed
in a much more general setting than is considered in Remark 6.15(ii).
We define the ‘strict p-primary Tate-Shafarevich group’ Xstrp (E/F ) of E over a number
field F to be the quotient of Selstrp (E/F ) by its maximal divisible subgroup.
Proposition 6.16. If X(E/F ) is finite, then the following claims are valid.
(i) If Xstrp (E/F ) vanishes and rkφ(E(F )) ≤ 1 for all φ in Ĝ, then R = Zp[G].
(ii) Assume that G is cyclic and write J for the maximal subgroup of G for which the
quotient Selstrp (E/F )/Sel
str
p (E/F
J ) is finite. Then, if Xstrp (E/K) vanishes for all
K with Q ⊆ K ⊆ F , the order R is equal to Zp[G](1 − eJ ).
Proof. For each intermediate field K of F/Q we set XK := Sel
str
p (E/K)
∨.
To prove claim (i) we note first that the given conditions imply ε = 1 (see the end of the
proof of Proposition 6.3). To prove claim (i) it therefore suffices to show that the given
conditions also imply that XF vanishes, and hence that Fitt
0
Zp[G]
(XF ) = Zp[G]. But this
is true since XF,tor = X
str
p (E/F )
∨ whilst Lemma 6.1(iii) implies that if rkφ(E(F )) ≤ 1 for
all φ in Ĝ, then XF is finite.
To prove claim (ii) we note first that, for each non-trivial subgroup J of G, there are
isomorphisms of J-coinvariants
(28) XF,J ≃ H1F∗can(F, T∨(1))∨J ≃ H1F∗can(F J , T∨(1))∨ ≃ XF J .
Here the first and third isomorphisms follow from Example 2.7(ii) and the second from [9,
Cor. 3.8]. In particular, since XF J ,tor = X
str
p (E/F
J )∨ is assumed to vanish, the module
XF,J is torsion-free.
Now the Tate cohomology group Hˆ−1(J,XF,tf) is equal to (XF,tf)J,tor. Thus, by taking
J-coinvariants of the tautological exact sequence 0 → XF,tor → XF → XF,tf → 0, one
finds that Hˆ−1(J,XF,tf) is isomorphic to a quotient of (XF,J)tor and so vanishes.
Next we note that, as G is a cyclic p-group and Hˆ−1(J,XF,tf) vanishes for all subgroups
J of G, the main result (Theorem 2.4 and Lemma 5.2) of Yakovlev [43] implies that
XF = XF,tf is isomorphic as a Zp[G]-module to a direct sum of the form
⊕
J Zp[G/J ]
n(J),
where J runs over all subgroups of G and each n(J) is a non-negative integer.
Taken in conjunction with the final isomorphism in Lemma 6.1(i) this in turn implies
that ε is equal to 1− eJ0 where J0 is the smallest subgroup of G with n(J0) 6= 0.
To deduce claim (ii) it thus suffices to note that J0 is the largest subgroup of GF for
which the quotient XF /XF J0 = Sel
str
p (E/F )/Sel
str
p (E/F
J0) is finite. 
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6.4.2. Verifying the hypotheses. As preparation for the proofs of Theorems 6.11 and 6.14,
we consider the hypotheses that are necessary to apply Theorem 3.6.
In the following result we do not assume K = Q.
Lemma 6.17.
(i) The hypotheses (H0) and (H4) are satisfied in all cases.
(ii) If the image of the Galois representation
ρ : GK → Aut(T ) ≃ GL2(Zp)
contains SL2(Zp), then the hypotheses (H1), (H2) and (H3) are satisfied.
(iii) If for every q in S \ S∞(K) the group E(Kq) has no element of order p, then the
hypothesis (H5) is satisfied.
Proof. Note that (H4) is vacuous since we assume p > 3. Claim (i) therefore follows from
the classical fact that, for any prime q /∈ S, every complex root of the polynomial
Pq(T ;x) = det(1− Fr−1q x | T ) = 1− aqNq−1x+Nq−1x2
has absolute value
√
Nq.
To prove claim (ii) we assume im(ρ) contains SL2(Zp). (Note that this condition is
independent of the choice of the isomorphism Aut(T ) ≃ GL2(Zp).)
In this case (H1) follows easily. To verify (H2) we note that the given assumption
combines with the Weil pairing to imply that ρ(GK(µp∞ )) = SL2(Zp). In addition, since
p > 3 the group SL2(Zp) is perfect (i.e., it has no nontrivial abelian quotients) and so, as
Fp∞/K(µp∞) is abelian, one has ρ(GFp∞ ) = SL2(Zp).
In particular, any element τ of GFp∞ such that ρ(τ) is equal to
(
1 1
0 1
)
validates
hypothesis (H2).
Finally, we shall check (H3). To do this we use the inflation-restriction exact sequence
H1(Fp∞/K,H
0(Fp∞ , T ))
Inf−−→ H1(F (T )p∞/K, T ) Res−−→ H1(F (T )p∞/Fp∞ , T ).
The first term here vanishes since one has H0(Fp∞ , T ) = H
0(SL2(Zp), T ) = 0. Also, since
the above argument implies Gal(F (T )p∞/Fp∞) is isomorphic to SL2(Zp), the last term
in the sequence is isomorphic to H1(SL2(Zp),F
2
p) and one checks easily that this group
vanishes.
The exactness of the above sequence therefore implies that H1(F (T )p∞/K, T ) vanishes,
as required to complete the proof of claim (ii).
Finally, we note that claim (iii) is true since the Weil pairing identifies H0(Kq, T
∨
(1))
with H0(Kq, T ) = E(Kq)[p]. 
6.4.3. The proof of Theorem 6.11. We set T := IndGFGQ (T ) and recall (from Example 2.7(ii))
that H1F∗can(Q,T ∨(1)) coincides with Sel
str
p (E/F ).
Next we note that the given assumptions combine with Lemma 6.17 to imply that the
hypotheses (H0), (H1), (H2), (H3), (H4) and (H5) are satisfied in the setting of Theorem
6.11 and hence that we may apply Theorem 3.6 in this context.
In particular, Theorem 3.6(ii) implies that in this case one has χcan(T ) = 1.
In addition, since hypothesis (H1) asserts that the residual representation T/p is irre-
ducible, Remark 6.9 defines an Euler system c,dz
Kato in ES1(T,K).
By applying Theorem 3.6(iii) to this Euler system we then deduce both that for each
non-negative integers j one has
Ij(R−11 (D1(c,dzKato))) ⊆ FittjZp[G](Sel
str
p (E/F )
∨)
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(as required to prove Theorem 6.11(i)) and, in addition, that all of these inclusions are
equalities if and only if the inclusion for j = 0 is an equality.
Thus, by Nakayama’s lemma and the argument of Lemma 4.29(ii), Theorem 6.11(ii)
will follow if we can show that the stated conditions (c), (d) and (e) are enough to imply
that
(29) I(c,dz
Kato
Q ) = Fitt
0
Zp
(Selstrp (E/Q)
∨).
To show this we note first that, if E has good reduction at p, then c,dz
Kato
F and z
Kato
F
differ by an element of Zp[G]
× and so in the argument, for any intermediate field F ′ of
F/Q, one can replace c,dz
Kato
F ′ by z
Kato
F ′ .
Next we note that the stated condition (e) combines with Proposition 6.5(iii) to imply
that zKatoQ = η
BSD
Q .
The required equality (29) is therefore true if and only if it is true with c,dz
Kato
Q replaced
by ηBSDQ . To complete the proof of claim (ii) it thus suffices to deduce the latter equality
from the validity of BSDp(E/Q).
To do this we note that, since (H5) is satisfied, one has Sel
str
p (E/Q)
∨ = H2(OQ,S, T )
(as a consequence of Lemma 3.10 and Example 2.7(iii)). It is then enough to note that
the validity of BSDp(E/Q) combines with Remark 4.4(ii) and Theorem 4.14 to imply that
I(ηBSDQ ) = Fitt
0
Zp
(H2(OQ,S , T )).
To prove claim (iii) we note that the given conditions combine with claim (ii) to imply
that I(zKatoF ) = Fitt
0
Zp[G]
(Selstrp (E/F )
∨).
It is then enough to note that for each χ in Ĝ it is clear that
eχ(Q
c
p ⊗Zp I(zKatoF )) = 0⇐⇒ eχ · zKatoF = 0,
whilst one also has
eχ(Q
c
p ⊗Zp Fitt0Zp[G](Selstrp (E/F )∨)) = 0⇐⇒ dimQcp(eχ(Qcp ⊗Zp Selstrp (E/F )∨)) > 0
⇐⇒ rkχ(E(F )) > 1,
where the first equivalence follows from a general property of zeroth Fitting ideals and the
second from Lemma 6.1(iii) and the (assumed) finiteness of X(E/F )[p∞].
This completes the proof of Theorem 6.11.
6.4.4. The proof of Theorem 6.14. Since we are assuming that the conditions (a), (b), (c),
(d) and (e) of Theorem 6.11 are satisfied, the argument of §6.4.3 gives an equality
I(zKatoF ) = Fitt
0
Zp[G]
(H2(OF,S , T )).
The given hypotheses also imply that the argument of Theorem 4.21 applies in this case
to show that the validity of TNC(h1(E/F )(1),R) will follow from the latter equality if one
has I(zKatoF ) = I(η
BSD
F ).
It is thus enough to note that the stated equalities in Theorem 6.14(ii) combine with
Proposition 6.3 to imply that zKatoF = η
BSD
F .
This completes the proof of Theorem 6.14.
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