Introduction and motivation
The relationships among near neighbors in a collection of events are of interest both in mathematical statistics and in many areas of applied science such as pattern recognition, the social sciences and ecology. As an example of an ecological application, a dominant species in many desert regions of the American Southwest is Larrea divaricata, the creosote bush. This plant is known to exude a chemical into the surrounding soil which, along with a widely spreading root system, inhibits additional plant growth (including that of creosote itself) in the immediate vicinity. This results in a markedly regular distribution of the creosote bush across its habitat. Distributions of different species exhibit clustering tendencies, while still others behave as the realization of a two-dimensional Poisson process. Each of these patterns contains entirely different near-neighbor relationships. For results and procedures pertaining to this area of application, see Clark and Evans (1955) , Clark (1956) , Diggle (1975) , Cox and Lewis (1976) , Cox (1976) , and references therein.
The initial motivation for the current research stemmed from consideration of the following statistical situation. Let X1, ?* * , X be i.i.d. observations from some distribution in Rd possessing continuous density f(x), and let NNi(r) represent that sample point which is the rth nearest neighbor to Xi. Ties are neglected since their occurrence is an event with zero probability. Then a natural family of statistics which may be considered for inferences about f is based on the information contained in each point and its k nearest neighbors for some k ' 1 and takes the form Thus it is only necessary to calculate pl(r, s) and p2(r, s) for each r and s, the probabilities associated with mutual and shared neighbors, respectively.
In this paper, asymptotic values for p, and P2 are obtained for arbitrary r and s by exploiting the fact that as n grows and the point density increases, attention can be restricted to small regions of the observation space, within which f is nearly constant; thus the sample behaves locally as a d-dimensional Poisson process. The organization is as follows. Section 2 defines additional notation and presents the result for mutual neighbors. In Section 3 an expression for neighbor-sharing probabilities is obtained for arbitrary r for the mutual neighbor and neighbor-sharing cases respectively. In finite samples these probabilities depend on the underlying density f and are extremely difficult to compute exactly. It is shown below, however, that both npl(r, s) and np2(r, s) approach computable limits which are independent off.
The mutual neighbor case has essentially been obtained by Cox (1981) , who generalized a formula first given in incorrect form by Clark (1956) Table 1 . Table 2 
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1, s' -The convergence of Cd to i as d -oo is fairly rapid, as shown in
presents a comparison across dimensions of p[(r, s) values, obtained from Theorems 2.1 and 4.1 and Table 1, for 1 s r _ 3. The d = oo values appear to provide reasonable approximations for rather low dimensions.
A natural question concerning nearest neighbors is the following: 'What is the probability that the observation X1 is one of the k nearest neighbors to X2 given that X2 is one of the k nearest neighbors of X1?' Write We may also be interested in the probability that two points, say X, and X2, have any of their respective k nearest neighbors in common for specified k. (Schilling (1983) ).
Related work and additional results
As mentioned previously, the probability that an arbitrary point in a Poisson ensemble is the rth nearest neighbor of its own sth nearest neighbor was first obtained by Clark and Evans (1955) 
