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Simple, robust and accurate head-pose tracking using a single camera 
Abstract 
This paper describes an inexpensive, robust method for tracking the head position and orientation of the 
user by using a single low-cost USB camera and infrared light emitting diodes concealed within spectacle 
frames worn by the user. Unlike gaze and head-pose tracking systems which rely on high-resolution 
stereo cameras and complex image processing hardware and software to find and track facial features 
on the user, the proposed system is able to efficiently locate and track the head's orientation and distance 
relative to the camera with little processing. Due to the infrared light emitting diodes having fixed 
geometry, the system does not have to contend with the varying facial features of different users and 
therefore does not require any calibration procedure or training to accommodate different users. 
Furthermore, the proposed system is unaffected by varying lighting conditions and can be used in the 
dark. Experimental results are provided demonstrating a head-pose tracking accuracy of within 0.5 
degrees when the user is within one meter of the camera. This compares well with more expensive head 
tracking systems. 
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Introduction 
Tracking the position and orientation of the head in real time is finding increasing 
application in avionics, virtual reality, augmented reality, cinematography, com-
puter games, driver monitoring and user interfaces for the disabled. While devel-
oping a computer interface for blind computer users, we encountered the need for 
a robust head-pose tracking system for accurately monitoring the gaze position of 
the user on a virtual screen. Although many head-pose tracking systems and tech-
niques have been developed, we found most existing systems either added consid-
erable complexity and cost to our application or were not accurate enough for our 
requirements. For exa mple, systems described in (Horprasert et al. 1996), 
(Kaminski et al. 2006) and (Newman et al. 2000) use feature detection and track-
ing to monitor the position of the eyes, nose and/or other facial features in order to 
determine the orientation of the head. Unfortunately these systems require consid-
erable processing power, additional hardware or multiple cameras to detect and 
track the facial features in 3D space. Although monocular systems like (Horprasert 
et al. 1996), (Kaminski et al. 2006) and (Zhu et al. 2004) can reduce the cost of the 
system, they generally performed poorly in terms of accuracy when compared 
with stereo or multi-camera tracking systems (Newman et al. 2000). Furthermore, 
facial feature tracking methods introduce inaccuracies and the need for calibration 
or training into the system due to the inherent image processing error margins and 
diverse range of possible facial characteristics of different users.  
To avoid the cost and comp lexity of facial feature tracking methods a number 
of head-pose tracking systems have been developed that track LEDs or infrared re-
flectors mounted on the user’s helmet, cap or spectacles (see (NaturalPoint 2006), 
(Foursa 2004), (Foxlin et al. 2004), and (Hong et al. 2005)). However we found 
the pointing accuracy of systems utilising reflected infrared light (NaturalPoint 
2006) to be insufficient for our application. The other LED-based systems, like 
(Foursa 2004), (Foxlin et al. 2004), and (Hong et al. 2005), still require multiple 
cameras for tracking the position of the LEDs in 3D space which adds cost and 
complexity to the system as well as the need for calibration. 
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In order to overcome much of the cost and deficiencies in existing head-pose 
tracking systems we have been developing accurate methods for pinpointing the 
position of infrared LEDs using an inexpensive USB camera and low-cost algo-
rithms for estimating the 3D coordinates of the LEDs based on known geometry.  
Our system is comprised of a single low-cost USB camera and a pair of spectacles 
fitted with three battery-powered LEDs concealed within the spectacle frame. 
Judging by our results, we believe our system to be the most accurate low-cost 
head-pose tracking system developed. Furthermore, our system is robust and re-
quires no calibration. Experimental results are provided demonstrating a head-
pose tracking accuracy of less than 0.5 degrees when the user is within one meter 
distance from the camera. 
2 Hardware 
The prototype of our infrared LED -based head-pose tracking spectacles is shown 
in Figure 1(a). Figure 1(b) shows our experimental rig for testing the system, 
which incorporates a laser pointer (mounted below the central LED) for testing the 
‘gaze’ accuracy. The baseline distance between the outer LEDs is 147mm; the 
perpendicular distance of the front LED from the baseline is 42mm.  
 
 
(a) 
 
(b) 
Figure 1. (a) Prototype LED Spectacles  (b) LED testing hardware 
Although the infrared light cannot be seen with the naked eye, the LEDs appear 
quite bright to a digital camera. Our experiments were carried out using a low-
cost, standard ‘Logitech QuickCam Express’ USB camera (Logitech 2006), pro-
viding a maximum resolution of 640x480 pixels with a horizontal lens angle of 
approximately 35°. The video captured by this camera is quite noisy, compared 
with more expensive cameras, though this proved useful for testing the robustness 
of our system. We filtered out most visible light by fitting the lens with a filter 
comprising several layers of developed, fully-exposed colour photographic nega-
tive. We found it unnecessary to remove the camera’s internal infrared filter. The 
filtering, combined with appropriate adjustments of the brightness, contrast and 
exposure settings of the camera, allowed the raw video image to be completely 
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black, with the infrared LEDs appearing as bright white points of light. Conse-
quently the image processing task is simplified considerably. 
The requirement of the user to wear a special pair of spectacles may appear un-
desirable when compared to systems which use traditional image processing to de-
tect facial features. However, the advantage of being a robust, accurate and low-
cost system which is independent of individual facial variations, plus the elimina-
tion of any training or calibration procedures can outweigh any inconvenience 
caused by wearing special spectacles. 
Furthermore, the LEDs and batteries could be mounted on any pair of specta-
cles, headset, helmet, cap or other head-mounted accessory, provided that the ge-
ometry of the LEDs is entered into the system.  
3 Processing 
The data processing involved in our system comprises two stages: 1) determining 
the two-dimensional LED image blob coordinates, and 2) the projection of the 
two-dimensional points into three-dimensional space to derive the real-world loca-
tions of the LEDs in relation to the camera. 
3.1 Blob Tracking 
Figure 2(a) shows an example raw video image of the infrared LEDs which appear 
as three white blobs on a black background. 
The individual blobs are detected by scanning the image for contiguous regions 
of pixels over an adjustable brightness threshold. Initially, we converted the blobs 
to coordinates simply by calculating the centre of the bounding-box; however the 
sensitivity of the three-dimensional transformations to even single-pixel changes 
proved this method to be unstable and inaccurate. Consequently we adopted a 
more accurate method — calculating the centroid of the area using the intensity-
based weighted average of the pixel coordinates, as illustrated in Figure 2(b). This 
method provides a surprisingly high level of accuracy even with low-resolution 
input and distant LEDs. 
 
 
(a) 
 
(b) 
Figure 2. (a) Raw video input (showing the infrared LEDs at close range — 200mm). 
(b) Example LED blob (with centroid marked) and corresponding intensity data. 
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3.2 Head-Pose Calculation 
Once the two-dimensional blob coordinates have been calculated, the points must 
be projected back into three-dimensional space in order to recover the original 
LED positions. This problem is not straightforward. Figure 3 illustrates the con-
figuration of the problem. The camera centre (C) is the origin of the coordinate 
system, and it is assumed to be facing directly down the z-axis. The ‘gaze ’ of the 
user is projected onto a ‘virtual screen’ which is also centred on the z-axis and 
perpendicular to it. The dimensions and z-translation of the virtual screen are con-
trollable parameters and do not necessarily have to correspond with a physical 
computer screen, particularly for blind users and virtual reality applications. In 
fact, the virtual screen can be easily transformed to any size, shape, position or 
orientation relative to the camera. Figure 3 also displays the two-dimensional im-
age plane, scaled for greater visibility. The focal length (z) of the camera is re-
quired to perform the three-dimensional calculations. The LED points are labelled 
L, R  and F (left, right and front respectively, ordered from the camera ’s point of 
view). Their two-dimensional projections onto the image plane are labelled l, r 
and f. L, R and F must lie on vectors from the origin through their two-
dimensional counterparts. 
 
 
Figure 3. Perspective illustration of the virtual screen (located at the camera centre),  
the 2D image plane, the 3D LED model and its projected ‘gaze’. 
Given our knowledge of the model, we are able to determine exactly where, on 
the projection rays, the LEDs lie. We know that the front LED is equidistant to the 
outer LEDs, thus providing Equation 1. 
 
 
 
We also know the ratio r between these distances and the baseline distance. 
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These constraints are sufficient for determining a single solution orientation for 
the model. Once the orientation has been calculated, we can also derive the exact 
physical coordinates of the points, including the depth from the camera, by utilis-
ing our model measurements (provided in Section 2). 
The distance of the model from the camera is irrelevant for determining the 
model’s orientation, since it can simply be scaled in perspective along the projec-
tion vectors. Thus it is feasible to fix one of the points at an arbitrary location 
along its projection vector, calculate the corresponding coordinates of the other 
two points, and then scale the solution to its actual size and distance from the 
camera. 
We use parametric equations to solve the problem. Thus the position of point L 
is expressed as: 
 
 
 
Since z is the focal length, a value of 1 for the parameter t will position L on the 
image plane. 
Thus there are only three unknowns — the three parameters of the LED points 
on their projection vectors. In fact one of these unknowns is eliminated, since we 
can fix the location of one of the points — we chose to fix the location of R to be 
at depth Rz = z, thus making its x- and y-coordinates equal to rx and ry respectively. 
The position of the point F is expressed as: 
 
 
 
Substituting these six parametric coordinate equations for L and F into Equa-
tion 1 yields: 
 
which can be rewritten as: 
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Figure 4. Relationship between parameters t and u 
Figure 4 shows a plot of Equation 6. It should be noted that the asymptote is at: 
 
and that the function has a root after the asymptote. 
Now we can calculate the point on the front-point projection vector which is 
equidistant to L and R, given a value for t. Of course, not all of these points are 
valid — the ratio constraint specified in Equation 2 must be satisfied. Thus we 
need to also calculate the dimensions of the triangle formed by the three points 
and find the parameter values for which the ratio matches our model. 
The baseline distance of the triangle is given by Equation 8 and plotted in 
Figure 5. 
 
 
 
Figure 5. Triangle Baseline Distance 
The height of the triangle is given by: 
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Figure 6. Triangle Height  
Figure 6 shows a plot of Equation 9. It should be noted that this function, since 
it is dependent on u(t) , shares the asymptote defined in Equation 7. 
 
 
Figure 7. Triangle Height/Baseline Ratio 
At this stage we are not interested in the actual baseline distance or height of 
the triangle — only their relationship. Figure 7 shows a plot of h(t)/b(t) . The func-
tion has a near-invisible ‘hump ’ just after it reaches its minimum value after the 
asymptote (around t=1.4 in this case). This graph holds the key to our solution, 
and can tell us the value of t for which the triangle has a ratio which matches our 
model. Unfortunately, it is too complex to be analytically inverted, so we must re-
sort to root-approximation techniques to find the solution. Thankfully, we can re-
duce the solution range by noting two more constraints inherent in our problem. 
Firstly, we know that we are looking for a solution in which the head is facing 
toward  the camera. Rearward facing solutions are considered to be invalid as the 
user’s head would obscure the LEDs. Thus we can add the constraint that: 
 
where M is the midpoint of line LR. This can be restated as: 
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Figure 8. z-coordinates of F and M 
Figure 8 shows the behaviour of the z-coordinates of F and M as t varies. It can 
be seen that Equation 10 holds true only between the asymptote and the intersec-
tion of the two functions. Thus these points form the limits of the values for t 
which are of interest. The lower-limit allows us to ignore all values of t less than 
the asymptote, while the upper-limit crops the ratio function nicely to avoid prob-
lems with its ‘hump ’. Hence we now have a nicely behaved, continuous piece of 
curve on which to perform our root approximation. 
The domain could be further restricted by noting that not only rearward-facing 
solutions are invalid, but also solutions beyond the rotational range of the LED 
configuration; that is, the point at which the front LED would occlude one of the 
outer LEDs. Our prototype LED configuration allows rotation (panning) of ap-
proximately 58° to either side before this occurs. 
The upper-limit (intersection between the Fz and Mz functions) can be ex-
pressed as: 
 
 
Note that this value is undefined if lx and ly are both zero (l is at the origin) or 
one of them is zero and the other is equal to the corresponding f coordinate.  
This follows from the degeneracy of the parametric equations which occurs 
when the projection of one of the control points lies on one or both of the x- and y-
axes. Rather than explicitly detecting this problem and solving a simpler equation 
for the specific case we have chosen instead to jitter all two-dimensional coordi-
nates by a very small amount so that they will never lie on the axes.  
We have determined that the lower-limit is bounded by the asymptote; however 
we can actually further restrict the domain by noting that all parameters should be 
positive so that the points cannot appear behind the camera. Note that the positive 
root of Equation 6 (illustrated in Figure 4) is after the asymptote. Since u must be 
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positive, we can use this root as the new lower-limit for t. Thus the lower-limit is 
now: 
 
 
 
Figure 9. Triangle ratio graph with limits displayed 
Figure 9 illustrates the upper and lower limits for root-approximation in finding 
the value of t for which the triangle ratio matches the model geometry. 
Once t has been approximated, u can be easily derived using Equation 6, and 
these parameter values substituted into the parametric coordinate equations for L 
and F. Thus the orientation has been derived. Now we can simply scale the solu-
tion to the appropriate size using the dimensions of our model. This provides accu-
rate three-dimensional coordinates for the model in relation to the camera. Thus 
the user’s ‘gaze’ (based on head-orientation) can be projected onto a ‘virtual 
screen’ positioned relative to the camera. 
4 Experimental Results 
Even using as crude a method of root-approximation as the bisection method, our 
prototype system implemented in C++ on a 1.3GHz Pentium processor took less 
than a microsecond to perform the entire three-dimensional transformation, from 
two-dimensional coordinates to three-dimensional head-pose coordinates. The t 
parameter was approximated to ten decimal place precision, in approximately 
thirty bisection approximation iterations. 
To test the accuracy of the system, the camera was mounted in the centre of a 
piece of board measuring 800mm x 600mm. A laser-pointer was mounted just be-
low the centre LED position to indicate the ‘gaze’ position on the board. The sys-
tem was tested over a number of different distances, orientations and video resolu-
tions. The accuracy was monitored over many frames in order to measure the 
system’s response to noise introduced by the dynamic camera image. Table 1 and 
Figure 10 report the variation in calculated ‘gaze’ x- and y-coordinates when the 
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position of the spectacles remained static. Note that this variation increases as the 
LEDs are moved further from the camera, because the resolution effectively drops 
as the blobs become smaller (see Table 2). This problem could be avoided by us-
ing a camera with optical zoom capability providing the varying focal length could 
be determined. 
 
Resolution 320x240 pixels 640x480 pixels 
Distance (mm) 500 1000 1500 2000 500 1000 1500 2000 
Avg. x-error 0.09° 0.29° 0.36° 1.33° 0.08° 0.23° 0.31° 0.98° 
Max. x-error 0.13° 0.40° 0.57° 2.15° 0.12° 0.34° 0.46° 1.43° 
Avg. y-error 0.14° 0.32° 0.46° 2.01° 0.10° 0.20° 0.38° 1.46° 
Max. y-error 0.22° 0.46° 0.69° 2.86° 0.15° 0.29° 0.54° 2.15° 
Table 1. Horizontal and vertical ‘gaze’ angle (degrees) resolution 
 
 
Figure 10. Horizontal and vertical ‘gaze’ angle (degrees) resolution graphs 
 
 500mm 1000mm 1500mm 2000mm 
640x480 pixels 20 13 10 8 
320x240 pixels 7 5 4 3 
Table 2. LED ‘blob’ diameters (pixels) at different resolutions and camera distances 
To ascertain the overall accuracy of the system’s ‘gaze’ calculation, the LEDs 
were aimed at fixed points around the test board using the laser pointer, and the 
calculated gaze coordinates were compared over a number of repetitions. The test 
unit’s base position, roll, pitch and yaw were modified slightly between readings 
to ensure that whilst the laser gaze position was the same between readings, the 
positions of the LEDs were not. The averages and standard deviations of the coor-
dinate differences were calculated, and found to be no greater than the variations 
caused by noise reported in Table 1 and Figure 10 at the same distances and res o-
lutions. Consequently it can be deduced that the repeatability accuracy of the sys-
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tem is approximately equal to, and limited by, the noise introduced by the sensing 
device. 
As an additional accuracy measure, the system’s depth resolution was measured 
at a range of distances from the camera. As with the ‘gaze’ resolution, the depth 
resolution was limited by the video noise. In each case, the spectacles faced di-
rectly toward the camera. These results are tabulated in Table 3. 
 
Distance from Camera 500mm 1000mm 1500mm 2000mm 
Accuracy at 320x240 pixels ±0.3mm ±2mm ±5mm ±15mm 
Accuracy at 640x480 pixels ±0.15mm ±1.5mm ±3mm ±10mm 
Table 3. Distance from Camera Calculation Resolution 
5 Conclusion 
The experimental results demonstrate that the proposed LED-based head-pose 
tracking system is very accurate considering the quality of the camera used for the 
experiments. At typical computer operating distances the accuracy is within 0.5 
degrees using an inexpensive USB camera. If longer range or higher accuracy is 
required a higher quality camera could be employed. The computational cost is 
also extremely low, at less than one microsecond processing time per frame on an 
average personal computer for the entire three-dimensional calculation. The sys-
tem can therefore easily keep up with whatever frame rate the video camera is able 
to deliver. The system is independent of the varying facial features of different us-
ers, needs no calibration and is immune to changes in illumination. It even works 
in complete darkness. This is particularly useful for human-computer interface ap-
plications involving blind users as they have little need to turn on the room lights. 
Other applications include scroll control of head mounted virtual reality displays 
or any application where the head position and orientation is to be monitored. 
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