
















































Basic quantities related to 2-D gravity, such as Polyakov extrinsic action,
Nambu-Goto action, geometrical action, and Euler characteristic are studied
using generalized Weierstrass-Enneper (GWE) inducing of surfaces in R
3
. Con-
nection of the GWE inducing with conformal immersion is made and various
aspects of the theory are shown to be invariant under the modied Veselov-
Novikov hierarchy of ows. The geometry of h
p
g = 1 surfaces (h  mean
curvature) is shown to be connected with the dynamics of innite and nite
dimensional integrable systems. Connections to Liouville-Beltrami gravity are
indicated.
1 INTRODUCTION
2-D gravity is one of the most interesting and intriguing toy models of the last decade.
It has been studied very intensively starting with the original papers of Polyakov [38].
The variety of dierent approaches used is rather impressive (see e.g. [15, 22]). One
of the approaches consists in the study of Polyakov's surface analogue of the path
integral in terms of original continuous surfaces without discretization, triangular-
ization, matrix models, etc. Interesting results in this direction have been obtained
recently in [35, 36, 49, 50] where a theory of conformal immersion connected with W
gravity in the conformal gauge, strings, and extrinsic geometry has been developed.
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In particular, the importance of 2-D surfaces with h
p
g = 1 was demonstrated where
h is the mean curvature. An explicit form of the eective action  
eff
for such surfaces
was constructed which is a gauge invariant combination of 2-D intrinsic gravity ac-
tion in light cone gauge  
+
, geometric action a la Virasoro  
 






In the present paper we propose a dierent approach based on generalized Weier-
strass-Enneper (GWE) inducing. The method of inducing surfaces was developed
in [27, 28]. It allows one to generate surfaces in R
3
via simple formulas and to de-
scribe their dynamics via 2 + 1 dimensional soliton equations. The GWE inducing
is a particular case. In this case the integrable dynamics of surfaces is generated by
the modied Veselov-Novikov (mVN) hierarchy of equations. We show that GWE
inducing is equivalent to the Kenmotsu representation theorem and establish a cor-
respondence with the conformal immersion theory. We express basic quantities of
the theory such as Polyakov extrinsic action, Nambu-Goto action, geometrical ac-
tion, Euler characteristic, etc. in terms of basic quantities of the GWE inducing (two




). For compact orientable surfaces with h
p
g = 1 it is
shown that the Polyakov extrinsic action is invariant under the mVN hierarchy of
ows. We demonstrate that the surfaces with h
p
g = 1 are induced via the solution
of a 1 + 1 dimensional Hamiltonian system. In the one dimensional limit this system
is a dynamical system with four degrees of freedom which is completely integrable
in the Liouville sense. Connections to Liouville-Beltrami gravity are made in relat-
ing  
eff







invariance of extremal  
eff
= 0 under mVN ows yields a family of extremal surfaces.
2 BACKGROUND
We will give here some information about the dierential geometry of surfaces, the
method of inducing surfaces and their integrable evolution, and conformal immersion.
2.1 Surfaces in R
3
We consider a surface in the three dimensional Euclidean space R
3
and will denote




. The surface can be dened by the









); i = 1; 2; 3 (2.1)
where X
i







) (i = 1; 2) are scalar functions. The basic characteristics of the surface are
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given by the rst (

1





























are symmetric tensors and ;  take the values 1; 2. Here and be-































(;  = 1; 2) (2.3)
where N
i

















(i = 1; 2; 3) (2.4)
and 
ikm
is a totally antisymmetric tensor with 
123
= 1. The metric g

completely
determines the intrinsic properties of the surface. The Gaussian curvature K of the








Extrinsic properties of surfaces are described by the Gaussian curvature K and
















































are the Christofel symbols.
Among the global characteristics of surfaces we mention the integral curvature












where K is the Gaussian curvature and the integration in (2.7) is performed over the
surface. For compact oriented surfaces
 = 2(1   g)
where g is the genus of the surface and we will generally assume that surfaces are
compact and oriented unless otherwise specied.
3
Families of parametric curves on the surface form a system of curvilinear local
coordinates on the surface. It is often very convenient to use special types of para-
metric curves on surfaces as coordinates. We will consider in particular minimal lines















For real surfaces minimal lines are complex and 

1
= 2(z; z)dzdz where bar means
the complex conjugation and  is a real function. The Gaussian curvature in this












First we recall the idea of the method of inducing surfaces following [26, 27]. The main








with matrix valued coecients ( is a square matrix). A formal adjoint operator
L
















= 0. It follows that
 
















are bilinear combinations of  and  

. Thus for solutions  ;  

of



























































do not depend on the curve  . Now consider quantities of the type X
i
(i = 1; 2; 3)
as tentative local coordinates of a surface in R
3
induced by L. For example any three




= 0 would induce a tentative surface (for xed

ikj







) = 0 for some linear operator M. Then compatability of the M
equation with L = 0 provides a nonlinear PDE for the coecients of L and we also
have an evolving family of surfaces - provided of course that the coordinate functions
t together properly to dene a surface.
The method of inducing surfaces described above is not completely new. It is in
fact the extension of the ideas of Weierstrass and Enneper for construction of minimal
4
surfaces (surfaces with h = 0). The approach of Weierstrass and Enneper is as follows.



















































dene a minimal surface with z = c and z = c^ as minimal lines. Note
 and  are determined via @
z
 = 0; @
z
 = 0. The straightforward generalization
of the Weierstrass-Enneper formulas to the case of nonminimal surfaces was given in














 = 0 (2.13)
with p real and  a 2 2 matrix. For  
T
= transpose  one sees that  

satises the











































= 0 ( 6= )


































































































































































 dzdz and the
























































and let p ! 0
as jzj ! 1. Then  
1
 a(z) and  
2
 b(z) as jzj ! 1 where a and b are arbitrary








! 0 as jzj ! 1 one


























































































This equation is the rst higher equation in the Davey-Stewartson (DS) hierarchy
for p; q with q =  p and it can be connected via a (degenerate) Miura type trans-
formation with the Veselov-Novikov NVN-II equation, so one refers to (2.19) as the






The hierarchy of integrable PDE associated with the linear problem (LP) (2.13)






















). All members of this mVN hierarchy commute with
each other and are integrable by the inverse scattering method. Thus the integrable
dynamics of surfaces referred to their minimal lines is induced by the mVN hierarchy
via (2.15). For such dynamics one is able to solve the initial value problem for the
surface, namely (g

(z; z; t = 0); d

(z; z; t = 0)) 7! (g

(z; z; t); d

(z; z; t)), using
the corresponding results for the equations from the mVN hierarchy. This integrable
dynamics of surfaces inherits all properties of the mVN hierarchy. Note that the
minimal surfaces (p = 0) are invariant under such dynamics.
For the 1-D limit one can impose on p;
~





















f ) satises the same constraints and
consequently the X
k








(k = 1; 2; 3). Dene
now real isometric coordinates ; s via z =
1
2
(s   i) to obtain p = p(s; t);
~
 =






(s; t) (k = 1; 2; 3). It follows that K = 0 and
K
m
= 2p exp( 2). These equations describe a cone type surface generated by the
curve with coordinates
~
X(s; t) - i.e. the surface is eectively reduced to a curve with
6
curvature p(s; t). The linear problem (2.13) is reduced to a 1-D, AKNS type problem


















Similarly the higher mVN equations pass to higher order mKdV equations. In this




























































. But for the 1-D constraint














(s; t) lies on a sphere of radius 1=2 (as in [11]). For  = 0
one obtains integrable motions of plane curves as in [16, 17, 32, 34]. Note also that
(2.11) implies that tangent vectors to the surface will be expressed in terms of bilinear




We go next to [35, 36, 49, 50] involving conformal immersions and will sketch some
of the results (cf. also [8, 9, 18, 19, 20, 21, 24, 25, 38, 39, 42, 43, 44, 45, 46, 47,
48, 51, 53, 55, 56]). Consider an oriented 2-D surface immersed in R
n
, realized as
a conformal immersion of a Riemann surface S, i.e. X : S ! R
n
. This means


























= 0. The Grassmannian G
2;n
of oriented 2-planes in R
n
can be















































the basis for an oriented 2-plane in R
n
and an SO(2) rotation of vectors gives rise




. In the conformal gauge above the tangent



















































= 0 ( : S ! Q
n 2
). Note
that a map S ! Q
n 2

















































































is tangent to S and H

is normal). To see this one uses the
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1; :::; n   2) are the components of the second fundamental form along the n   2
independent normals N
i















. Assuming  exists it can be determined as follows
(cf. also [21]). Express H

























































real with  the argument of

 for
 = exp( i). The rst two equations in (2.22) are the integrability conditions on




forms a tangent plane to a given surface). Now
V















Now we concentrate on R
3
although many results for R
n
appear in [35] for example








and the Gauss map can be expressed by
a single complex (Kaehler) function f(z; z) via
 = (1  f
2













; or via N =
1






















=(1 + jf j
2































=(1 + jf j
2
).






















dz ^ dz (2.26)
Note here that (2.26) is expressed via globally dened objects whereas (2.17) requires
e.g. det
~
 6= 0 or 1. We will see that for h
p
g = 1 surfaces det
~
 = (1=2p) so,
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the interior, one can only use (2.17) when p 6= 0 at interior points. Since this could
preclude some interesting situations we will use (2.26) for calculation and refer to this











































dz ^ dz (2.27)
































dz ^ dz (2.28)





A special role is played by surfaces where h
p
g = c. Thus we will introduce a local












are tangent to S and
^
N is










































































































. There will also be an analogous identical

























components of a vector
~
A in conformal gauge which transforms as a 2-D SO(3; C)




; S ! S
0
; and A ! A
0












SO(3; C)). Using the SO(2) degree of freedom involved in choosing the e^
i
to rotate
away a component A
12
of the tangential connection via g
0























































































































































. This transformation resembles [46, 47] but works
at a deeper level since  is involved (cf. [36]). Further argument with currents and
a gauge xing leaves T
zz
unxed and the condition h
p
g = 1 (or any constant) then
singles out a certain class of surfaces (cf. also [46, 47] where light cone gauge is used).
In the conformal gauge
p





, or extrinsic geometrical action (2.27), can be considered as























dz ^ dz (2.32)
(this is the same as (2.27) plus terms modulo Euler characteristic as will be shown





























































g = exp()) yielding the transformation for the induced metric in Polyakov's
2-D gravity so H
zz









g  EM tensor. Finally one notes that h
p
g = constant surfaces are char-
acterized by  f
z
= constant (cf. (3.9)).
Now [49], which begins with a summary of the R
3
situation just discussed, pro-







independent dynamical degress of freedom (independent of the X

variables) then
















] = 0 can be rewritten with  or





























g = 1 can now be obtained as



























































=(1 + jf j
2






































Note here that in (2.34) H
zz

























































the equation of motion (2.33) is used to constrain these elds. First one derives an
action invariant under Virasoro symmetries (since h
p
g = 1 surfaces have Virasoro






















v. Here u; v are independent elements of the gauge group and this






g as independent of X





















dz ^ dz (2.37)
where k = n
f















































) is given by a similar expression with u! v and the sign changed in the



























































]dz ^ dz (2.39)





















































)dz ^ dz (2.40)
This is exactly the form of the light cone action in 2-D intrinsic gravity theory. Finally
the total action on h
p



































































































This is the extrinsic geometric gravitational WZNW action on h
p
g = 1 surfaces in
light cone gauge. It combines in a gauge invariant way the geometric and light cone
action studied in 2-D intrinsic gravity.






















































independently, and one can see that this is equivalent to






g. It is automatically satised




as determined by extrinsic geometry via X

. Now






g through their parametriza-
tions in terms of the f
i
such that these elds are independent of X

. First one













 f) and chooses f = f
 1
2






































































dz ^ dz (2.43)
Thus in particular the properties of  
eff





















geometric action arising from quantization of the Virasoro group by coadjoint orbits.




modulo  (cf. Theorem 4.5). In fact the coupling term in  
eff
is needed in order to



















g). Quantization in the z sector is developed after modication





(where one is thinking of the geometric action
realization).  
eff















transform as a metric and an energy momentum tensor
respectively under Virasoro action. The Gauss map is important in establishing the
existence of the Virasoro symmetry in h
p
g = 1 surfaces.
2.4 Comments on geometry and gravity
We make here a few further comments about the Liouville equation, Liouville action,








 = exp(2) @
2
zz
log() =  K where K  Gaussian curvature. On the other hand
















































as in [15] (cf. also [9, 22] for other notations). Note that the second formula follows
from the rst via ! . The equations of motion from (2.44) are evidently






and from [15] R(exp(2)g^) = exp( 2)[R(g^)   2)]. Hence for g^ ! g = exp(2)g^
and 2 =  one has 0 = R(g) + (=2) or R(g) = R(exp()g^) =  (=2). Thus
the Liouville eld  or  is thrown into the metric and one looks for a metric with
constant Ricci curvature  (=2). Thus Liouville theory can be thought of as a theory
of metrics and and equation such as (2.45) is sometimes called a Liouville equation.
Now we know that the Liouville equation with g = g^exp() provides constant
curvature R
g
=  =2 (given a background metric g^). One has equations of motion
of the form ( = 1) 
zz
  = R(g^) + (=2)exp

as above. However we must
not confuse this with the siutation of [35, 36, 49, 50] where one should emphasize in
particular that the Polyakov action of (2.27) or (2.32) is a special action introduced
for QCD to cope with quantum uctuations. It becomes the kinetic energy term of a
Grassmannian sigma model (cf. [50, 54] where the Nambu-Goto action or area term
also becomes an action with local coupling 1=h
2
). It is not the same as the Polyakov
action of Liouville gravity, which is equivalent to the Nambu-Goto action there, but
rather a string theoretic term in QCD (as well as a crucial geometric ingredient for
W gravity). This is related to the idea that a geometric realization of W gravity as
extended 2-D gravity involves, in R
3
, surfaces of constant mean curvature density
(h
p






g). The corresponding W algebra in this case
is the Virasoro algebra. This is accomplished in a conformal gauge for the induced
metric ( H
zz
). The mathematics however, involving the Kaehler function f of (2.23),
then leads to formulas similar to those of Liouville-Beltrami intrinsic gravity a la
[9, 18, 19, 20, 38, 39, 42, 43, 44, 45, 51] for example (e.g. formulas such as (2.33),













above which can be used as basic variables (via Kaehler
functions f) in formulating an eective action  
eff
as in (2.41).
Further, following [36], one has to be careful to distinguish conformal gauge and
13
light cone gauge (cf. here [46, 47] where light cone gauge is used). Also we must
recall that in [36], the condition h
p
g = 1 is a gauge xing, and some formulas








f and in general one has also (cf. equations after (2.32) - this is
organized in Section 3).
p
g = 2j j
2

















On the other hand after gauge xing, h
p



















g arises after gauge xing but is not itself a xing (cf.
[36, 49]). One notes also that h
p
g = 1 is the conformal analogue of the condition
h = 1 of [46, 47] where light cone gauge is used with
p
g = 1=4 (in conformal gauge
p





. The role of H
zz
as induced metric corresponds then (for h
p






















and as in (2.36) for h
p





f . Such formulas also arise in
[18, 19, 20, 42, 43, 44, 45, 51] (cf. [9]) and we will look at this below. We will want
to compare now various formulas for various actions involving Beltrami coecients
(divergence terms are frequently added without changing the theory).
3 CONNECTING GWE INDUCING AND
CONFORMAL IMMERSIONS
We refer here also to [9] where some preliminary calculations were made.
3.1 Relations between quantities
It is clear that there is a strong interaction between the material just sketched on
induced surfaces and conformal immersions; we will establish some precise connections
here. This will provide some new relations between integrable systems and gravity
















































































We note that the Weierstrass-Enneper (WE) ideas motivated work of Kenmotsu [25]
which underlies some work on the Gauss map (cf. [21]) so there are natural back-
ground connections here (some of this is spelled out later). Now let 

coordinatize
the map S ! Q
1
and be represented by (2.23) for some complex function f. We can






























= 2 f (3.3)
This gives
THEOREM 3.1. GWE inducing (2.13), (2.15) and the Kenmotsu representa-



















1 + jf j
2









































for existence of a surfaces with a given Gauss map and mean curvature h and (3.5)













 i ; p =  
 f
z




one shows that equations (3.5) and its conclusion are equivalent to the system L = 0








. Evidently (3.4) holds and the Jacobian of the






) is equal to 2. QED
We will now develop some relations between the  
i
; p;  ; and f . Situations
arising from the constraint h
p
g = 1 will be distinguished from the general case when
possible, but the derivations are often run together for brevity. The situations of
most interest here involve h
p
g = 1 and we will therefore concentrate on this. First
15
























 = =2; h = 2p= (3.8)











g = 2j j
2









































f and the integrability condition

















































































Putting this in det
~




















g = c is of interest here - not h = c).
We also write (


















































































g = 1) (3.11)
Also from (2.36), noting that @
z


















































































































g = 1) (3.12)
PROPOSITION 3.2. For h
p
g = 1 we have (3.10) - (3.12).
REMARK 3.3. We indicate here some calculations designed in particular to
conrm various results in [36]. Thus for h
p

































































; h = 2p
2
Recall next that h
p
g = 1   f
z
=  1=2 and from
p
g = 2j j
2



































































































implies K = 2exp( )(logp)
zz




exp( ) and hence 
zz





g. Note that in [36] one writes 
zz
= Kexp( ) which is equivalent to
( )
zz
=  Kexp( ) or 
zz
=  Kexp(). Also we have for h
p
g = 1 the equations
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by the requirements (2.28), h
p









































































































































































@   @   (2@)]T
zz
. One can now show with a little calculation that (3.14)
and (3.15) are compatible and we have the result









with p real one achieves a t with comformal immersions via (3.4). The
condition h
p
g = 1 implies then that det
~








= (1=2p) (and h = 2p
2
)




























) and the only
























a Beltrami coecient (as is the case here). This is stated e.g. in [18, 51] and veried
in [9] and below in Section 4 (it is also implicit in [8, 10]). This means that (2.33) is
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automatically true and hence there are no a priori restrictions on  
i
; p imposed by the
t above, beyond the condition det
~
 = 1=2p. The Liouville equation 
zz
=  Kexp()
also holds automatically here as do the equations (cf. [9, 36]) @ +

@ = 0 and

@ + @ = 0.
Proof: All that remains are the last two equations which arise in [36] when
p
g =
exp() and the second fundamental form (H

) are used as independent variables.
We check these as follows. Since 2p
2
= exp( ) one has   = log(2) + 2log(p)








































































































































is then automatic. QED
3.2 Expressions and behavior for the actions
We consider next the various actions in terms of the  
i








































































































































(one notes that calculation with















































































]dz ^ dz (3.20)









































































]dz ^ dz (3.22)




































































































]dz ^ dz (3.25)
Thus we can state
THEOREM 3.5 For h
p










; and  are given
via (3.17), (3.20), (3.21), (3.24), and (3.25).
We remark in passing that the genus of our immersed surface corresponds to the
degree of the mapping S ! CP
1
and the total curvature is  = 2 2g For immersions
into R
3
this is the only topological invariant whereas for R
4
one obtains the Whitney
self-intersection number, which has an interpretation in QCD (cf. [50]). See here also
the discussion in [29] (second book), pp. 169 and 181, in connection with charge and
the Ishimori equation, and Remark 5.4.
Consider now the extrinsic Polyakov and Nambu-Goto actions (cf. (2.27) - (3.17)

























Now go to the modied Veselov-Novikov (mVN) equations based on (2.18) to obtain
















































































































is invariant under the mVN deformations which means there is an in-









surfaces which in the corresponding quantum problem would correspond
to zero modes. Further one knows that the integrals of motion are common for
the whole mVN hierarchy (where the n
th











+   ). In the one dimensional limit this hierarchy is reduced
to the mKdV hierarchy. In any event we can state




is invariant under the whole
mVN hierarchy of deformations (h
p
g = 1).









From the point of view of inducing surfaces one continues to ask what is the
role of the condition h
p


















































) = 0 (3.30)
This system has several simple properties. First it is Lagrangian wih Lagrangian





































































) = 0 (3.32)
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  (f $ g)] (3.35)
The corresponding symplectic form is 












. The equations (3.34)
are easily checked and we omit calculations. One can also say that the interaction









which has a pleasant appearance. Thus (cf. Theorem 3.4)
THEOREM 3.7. For h
p
g = 1 we have (3.30) - (3.36). Thus (3.30) is a
Hamiltonian-Lagrangian system inducing surfaces with the property h
p
g = 1 via
(2.15).
Let us next consider particular classes of surfaces with h
p
g = 1 which are gener-








































) = 0 (3.38)







































































































  (f $ g)] (3.42)
One checks that H and M are in involution (fH;Mg = 0) and thus the system
(3.39) is integrable in the Liouville sense with two degrees of freedom. The induced







































and we refer to [31] for more on this. In particular we have (cf. the end of Section
2.2)
THEOREM 3.8. For h
p








= 2i ;  real, we
obtain (3.37) - (3.43).
4 LIOUVILLE-BELTRAMI GRAVITY
We recall also some results from [18, 51] (we write here T for T
zz
at times). The
presentation in [18, 51] is somewhat abbreviated and unclear at times and we give
here an enhanced treatment of this material with proofs in order to utilize some
of the results later and also to make propaganda for these matters. We are led to
consider the subject as follows. One always will have (2.33) or (2.47) when  is
a Beltrami coecient and T is the corresponding Schwartzian. If  = H=T for
some Hamiltonian H then the equation (2.47) for example becomes a Hamiltonian
equation

@T = fT;Hg. Such an H can be constructed in light cone gauge in the form
of geometric action (cf. Remark 4.2 below). Now it is asserted in [18, 49] that the
22
























f (see below for proof). Further following [18, 51] the Polyakov light




(see Remark 4.2 below). Thus if ga  geometric action density and ipa  intrinsic
Polyakov action, then the connection is ipa = T   ga (cf. below for details). This






f the last two terms represent minus the intrinsic
Polykov action and the extrinsic Polyakov action is simply the sum of the geometric
action and the intrinsic Polyakov action. Actually the corresondence here is precise
modulo  as indicated below. To spell out the details we extract material from [18, 51]
as follows. We say more than is needed to display some of the beautiful features of this
subject and various connections to KdV are indicated for possible further application
to induced curves etc.
Thus we go to [9, 18, 51] and note that f 

f in transferring results to the present
context. Let (z; z) be coordinates on a Riemann surface (RS). A quasiconformal
automorphism z ! f(z; z); z !












@f   @f = 0 ( =

@f=@f) (4.2)
The Schwartz derivative (sometimes Schwartzian) is now dened via























and one knows that
[

@   @   2(@)]S(f; z) = @
3
 (4.4)
(direct calculation - cf. [9] for a full evaluation). This is an important result and
comes up also in connection with Ur-KdV following [41] - cf. also [38]). Equation






approach here is much more meaningful and revealing. Note here the minus sign in
the denition of T ; this applies in this section only, and when comparing with the T







+ 2T@ + T
0
]; T =  
1
2












+ g@ should be clear from context).
We note a few calculations which are needed below. For z! f(z) = z + (z) one
23
has to rst order in ; 
0
















law for T is T ! f
02















(adjust c and  to bring
notations into correspondence). In (4.9) below in general one needs innitesimal











= 1 at z (
_
f  @f=@z). Thus, f   = +






)   T + (c=12)
000
is consistent, which will imply (4.9) for




(z)T (z)dz is called a
generator of conformal transformation where [T










































as a way of using a generator concept. We refer here also to [5, 8, 10] where some of
this information also appears. One can view z  t and z  x for example so (4.5)
represents an evolution equation for T (note f;








+ T , and u of KdV  EM tensor as indicated e.g. in [5, 8, 10]).
Now to display this a la [18, 51] we assume  = H=T for some Hamiltonian H
and dene the Poisson brackets via




























+ 2T@ + T
0
(note that T = T (z; z) in general now, not just
T = T (z)). For P = T and Q = H with  = H=T one gets










(note T (z; z)=T (;

) =
(z   )(z  




























To interpert this consider a quasiconformal dieomorphismon the RS: z ! g(z; z); z !
g(z; z) (these form a quasiconformal group G). The innitesimal form is z ! z +










Then (4.9) means T (z; z) is the generator of . Finally

@f = ff;Hg = @f (4.11)













 ) ff;Hg =

@f (4.12)




) and the deni-
tion (4.7), we have for  =  and   z
f 
Z














































Now for physics, in the light cone gauge, where

f plays no role and the EM
tensor  Schwartzian as above, we can nd H such that  = (H=T ), so (4.8), i.e.

@T = fT;Hg =
^
E, holds. Under an innitesimal transformation z ! z+(z; z); z!

















































which is a multiple of the geometric action of [1, 2]. This integration is not clear in












































































(see (4.21) and cf. [9] for computation of
_
T ), and we want an












in (4.15), where H is identied with the integrand also, in a common abuse of notation.








































Here the arrow ! indicates an integration by parts where one assumes F and its
derivatives are periodic or vanish suitably at boundaries, or that the region has no
boundary (i.e. the region is a compact surface in which case the integrands must









































































































































Thus one has agreement without further integration by parts. This procedure also
gives a natural origin for geometric action, in addition to the Virasoro algebra back-
ground of [1, 3, 2, 8]. Let us summarize all this in (cf. [18, 19, 20, 51])




E of (4.4) - (4.5). If there
exists H such that  = H=T , one arrives at equations such as (4.8)

@T = fT;Hg,












@f = ff;Hg = @f . For
transformations independent of

f one can nd  = (H=T ) as in (4.14), (4.16) -
(4.21), leading to geometrical action as in (4.15).
REMARK 4.2 Polyakov light cone action arises by a simple calculation from





























REMARK 4.3 One can arrive at a number of connections of Liouville-Beltrami
theory to KdV following [9, 18, 19, 20, 42, 43, 44, 45, 51]. For example from (4.4)






with a background Hamiltonian























  1) + 2@
2
] (4.23)
The rst term is Polyakov's light cone action for 2-D gravity and the second term is




, which is necessary for covariance
of the Beltrami-Liouville system. Then such an action coupled with various matter
elds leads to KdV equations and bihamiltonian structure.















, etc. - we drop a factor (i=2) arising
















































































































]dz ^ dz = 
(where T   (1=2)S(











































to zero (making a suitable extremum). Also
S
+
 intrinsic Polyakov action so we have a direct calculation showing







for this solution  
eff
= 0.













modulo  (since from Theorem 3.4 for h
p













- cf. also (2.32)). To make this precise recall from (3.17) and



















dz ^ dz (4.27)
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THEOREM 4.5. For h
p
















 2 and thus is equivalent to the extrinsic Polyakov
action modulo  as stated previously without proof. Note that  
eff
= 0   6= 0
generally and one could regard  as xed in determining solutions.
REMARK 4.6. In [39] one wants a dimensionless term in the action for string
theory and this comes from the extrinsic curvature which is added to S
NG
. This term
is unique (up to divergence terms) and invariant under scale transformations x! x.
It is essential to include this in the action and one is led to a Grassman sigma model
with constraint as in (2.24) or (2.35). Such a string theory apparently corresponds
to QCD. In [36] one demonstrates that in R
3
the geometry of h
p
g = 1 surfaces is
equivalent to WSO(3) gravity but we have not developed this here.
We make also the following observation. Take an extremal  
eff
= 0 (cf. Theorem




















up to a factor of  as in Theorem 4.5. We will




under mVN ows corresponds to preserving the
extremal WZNW action  
eff
. Now let us make this more precise. We have (  and













(4.1)). Then via Theorem 4.5,
R







  2. On the other hand,






. Hence for common











= 0  






is preserved, and since the genus











is preserved under mVN deformations with h
p
g = 1
via Theorem 5.1, let  (preserved) be given; then the extremal  
eff
= 0 equation (for
h
p
g = 1) is also preserved, yielding a family of extremal surfaces.
5 MISCELLANEOUS RESULTS
We gather here various additional facts and observations which will be organized as
remarks.
REMARK 5.1. Now we recall also that H
zz



















 and  is given in (3.15). The formula (3.12) for T
zz
is more useful



































which is a Schroedinger equation associated with KdV, with T
zz
=2 playing the role




by analogy to KdV
but T
zz
here is only dened to be a component of an EM tensor. We note from [30]






























)H = 0 (5.3)
where K  Gaussian curvature. Then H can be regarded as <	 where 	 is a wave
function satisfying (x  
1




+ U(x; y)	 = 
2
	 for K =  U + 
2
.
There is a wide class of such 	 so many surfaces could arise related to KdV in this
manner. Note that our H
zz
and other terms involve conformal gauge but perhaps








g = 1. Thus H  1=2p
2
in some sense, while H
zz
=  plays the role of induced




















REMARK 5.2. There is also another interesting direction suggested by some
formulas in [21]. Thus given a map g : M 7! N ; w = f(z), between two surfaces




























































For N = S
2





(1) followed by a stereographic projection one
has  = 2R=(1+jwj
2







































Setting F (f) = f
z




F (f) = f
z
=(1 + jf j
2
) we see that g holomorphic
 F  0, g antiholomorphic 
^
F  0, and g harmonic  `(f)  0. This all leads to
some interesting relations among the various actions studied earlier. Thus write (h


















Now via (3.17) we see that (set d
2












































We note that the notation in [21] corresponds to an interior normal vector so a






















THEOREM 5.3. With no restriction h
p
g = 1 we get (5.7) - (5.9).
REMARK 5.4 One has a direct connection of the context of Remark 5.2 to the
classical 2-D SO(3) sigma model following [37, 40]. Here (with appropriate variables









  . The equation of motion corresponds then to (using f  w in
[37] -











1 + jf j
2
(5.10)




=h = 0 in (3.6)). One nds



















of charge k are the only solutions of (5.10) with nite action.
30
REMARK 5.5. The formulas (3.17), (3.18) for actions as well as (3.12) and
(3.25) for T
zz
and  respectively have an interesting structure and one can in fact




with their conjugates as deter-




) : C ! C
2














































































) satises the same constraints for  2 C, so we can think






(Riemann sphere) directly, without using (2.23),
















dz ^ dz (h
p
g = 1). One can rewrite this in terms of the  
i
as follows.































dz ^ dz (5.13)






































































dz ^ dz (5.14)






however and a change of variables




















































dz ^ dz (5.15)
Setting d(log 
1








dz and d(log 
2









we get d(log 
1
) ^ d(log 
2












































dz ^ dz (5.16)








are not specied a priori.




































so that all derivatives
of the  
i















(z; z) and suppose jqj
2
(z; z) = p
2














































































) ^ d(log 
2
) (5.19)











































) = 0 (5.20)




= (z + z) + (z   z);  
2
2
= (z + z)  (z   z) (5.21)





















































) = 2pq (5.23)
























Thus we have proved
THEOREM 5.6 Given (5.17) (plus (*)) one obtains (5.21) for arbitrary (; )
which can be written as  
2
1
= (x)+(y) and  
2
2
= (x) (y). Further (given (*)),












= i(+  +






















+ j+ jj  j]
Further one obtains (5.22) - (5.24).
















dz ^ dz =  S
ah
(5.26)














Also in connection with (5.17) we note that (5.17) implies  is real from (5.22) while
T
zz


















































 in Theorem 3.4 that T
zz
















































log(p) = F (z + z) +G(z   z)  p = f(z + z)g(z   z) (5.31)
Apparently however r =  q in (5.29) is not implied by  real. Thus in particular the
condition (5.17) seems to be rather strong.






of (2.31) can be computed for
h
p
g = 1. Thus in A
0
z
one has entries (1=
p
2)(1+ T ) and (i=
p
2)(1  T ) with T =
2p
2
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