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УДК 681.3
М. К. бУзА
ВЫСОКОЭФФЕКТИВНЫЕ ВЫЧИСЛЕНИЯ С ПРИМЕНЕНИЕМ  
ГРАФИЧЕСКИХ ПРОЦЕССОРОВ
Рассматриваются средства для проектирования параллельных программ. Предложена методика создания параллельных 
вычислений на гетерогенных платформах. Показана эффективность использования графических процессоров для общих вы-
числений. На реальных примерах продемонстрированы проблемы обработки данных с помощью тандема «центральный про-
цессор – графический процессор». Сформулированы требования к задачам для их эффективного выполнения на графическом 
процессоре (graphics processing unit, GPU).
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Discusses the existing tools for the design of parallel programs. Technique for designing parallel computing on heterogeneous 
platforms is offered. The efficiency of using GPU for general computing is given. Real-life examples demonstrate the problem data on 
a tandem «CPU – GPU». Requirements to tasks for their effective implementation on the GPU is formulated.
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Ежедневно в мире генерируются огромные объемы информации, которую необходимо проанализи-
ровать, трансформировать в требуемую форму, обработать, получить результаты и принять на их осно-
ве необходимые решения за разумное количество времени. При этом объемы информации измеряются 
уже в эксабайтах.
Для проведения различных манипуляций с такими объемами данных сегодня применяют многоядер-
ные и многопроцессорные системы, суперкомпьютеры и компьютерные сети. Более того, для хранения 
таких объемов информации уже недостаточно «местных» серверов и с помощью облачных технологий 
используются удаленные серверы.
Кроме того, задачи климатологии, моделирования физических процессов, разработки лекарствен-
ных средств, предсказания последствий различных природных и техногенных катаклизмов требуют 
быстрого и эффективного решения.
Все это обусловливает создание параллельных алгоритмов и использование систем параллельного 
действия для их обработки [1]. В связи с этим актуальной становится задача разработки общей тех-
нологии проектирования параллельных программ и использования ее при решении ряда прикладных 
задач на различных вычислительных установках.
Практически любая современная платформа исполнения программного кода, будь то полноценная 
операционная система или виртуальная машина (например, JAVA-машина или .NET framework), под-
держивающая мультизадачность, содержит набор API, предназначенный для управления потоками 
и создания параллельных программ. Таким образом, имеется возможность организовать параллельные 
вычисления практически на любом языке – от Assembler до скриптовых языков типа Perl. Ясно, что 
проектировать параллельные программы – не всегда оправданное решение с точки зрения временных 
затрат и качества кода, так как на разработчика часто ложится множество специфических рутинных 
задач по созданию, управлению, контролю и обеспечению синхронизации потоков выполнения. Речь 
идет, безусловно, о решении сложных (больших) задач, поскольку прикладные программы создаются 
главным образом с использованием API-платформы. Сегодня большими считаются задачи, требующие 
производительности выше 100 Тфлопс.
Математика и информатика
67
Задачи моделирования, в отличие от сложных задач, обладают сильной связностью между элемен-
тами, иногда связи между ними приближаются к принципу «каждый с каждым». Поэтому при их реше-
нии основной акцент делают на управлении параллельными процессами.
Организовать параллельную обработку можно, используя системные функции операционной систе-
мы, такие, например, как Portable operating system interface for UNIX (POSIX) [2]. Эти стандарты опи-
сывают интерфейсы между операционными системами (ОС) и прикладной программой. В пределах 
POSIX параллельные вычисления реализуются на основе обмена сообщениями (как в MPI) или общей 
памяти (как в OpenMP). Один из фрагментов стандарта POSIX содержит библиотеку функций POSIX 
threads (Pthreads) языка С для многопоточного программирования, поддерживающую мобильность раз-
работанного приложения по отношению к операционной системе. Общий недостаток этих подходов 
состоит в большом объеме работы программиста по проектированию параллельных программ.
Методика проектирования 
Обычно методы параллельных вычислений делят на практические и асимптотические. Методы 
идентифицируются их основными целями. Цель практических методов – достичь максимального со-
кращения времени за счет оптимального использования brainware, software и hardware. Асимптотиче-
ские методы предназначены для исследования некоторых теоретически возможных предельных значе-
ний. Области их применения: создание моделей, проектирование алгоритмов и определение сложности 
вычисления. Одна из фундаментальных задач асимптотических методов – решение любой полиноми-
альной по времени последовательной задачи за логарифмическое время на параллельном устройстве.
Пусть р0 – исходная последовательная программа, результат манипуляции с которой на шаге i будем 
обозначать Pi.
Зададим конечное множество операторов T T T Tn= { }1 2, , . . . ,  и множество условий 
U U U Un= { }1 2, , . . . , .
Каждый оператор Ti реализуется через выполнение функций S f f fi
i i
s
i
= { }1 2, , . . . , .  Условия U 
определяют применимость соответствующего оператора на текущем шаге преобразований. Так, на-
пример, если на i-м шаге проверка условий U1, U2, …, Un показывает, что выполняется условие Uk, 
где U1 ≤ Uk ≤ Un , то на этом шаге манипуляций будет использован оператор Тk. В зависимости от типа 
оператора функциональное наполнение компонент множества Si будет различным.
Предположим, что на i-м шаге преобразований применим оператор Тi , тогда схематично процесс 
преобразований может быть представлен следующим образом:
P P P PT T T n
n
0 1 2
1 2
 →  →  →  →. . . ,
где Pn – результат преобразований исходной программы в параллельную. В общем случае, безусловно, 
это будет параллельно-последовательная программа, так как всегда в программе P0 найдутся фрагмен-
ты, которые могут выполняться только последовательно.
Разрабатываемые параллельные алгоритмы редко позволяют достигать теоретически возможного мак-
симального ускорения при наличии достаточного количества необходимых обработчиков. И причин тому 
достаточно много. Одна из них заключается в том, что параллельные алгоритмы сложнее в разработке и реа-
лизации. Сюда относятся также затраты на ожидание в коммуникациях, ограниченная пропускная способ-
ность, неэффективные алгоритмы, непроизводительные задержки при запуске большого количества обра-
ботчиков. Известно, что имеется ряд так называемых последовательных задач, которые по своей сути нельзя 
распараллелить. Простейшим примером является итерационный метод Ньютона. Кроме того, считывание 
данных, инициализацию, интегрирование результата (сборка) также проблематично распараллелить.
Поскольку предлагаемая методика не нарушает семантики вычислений, то программа Pn будет функ-
ционально эквивалентна программе P0. Под функциональной эквивалентностью понимается, что при од-
ном и том же наборе входных данных обе программы P0(  и Pn )  на выходе дают один и тот же результат. 
Предложенная методика преобразования P0 в Pn апробирована на одном классе последовательных 
программ и показала, что особое внимание следует уделять эффективности реализаций функций f j
i  
с телами циклов.
Что касается параллельной обработки данных, то она может быть решена разбиением их на кванты по-
средством специального перекодирования, позволяющего каждый квант обрабатывать параллельно [3].
Исследования и практические результаты, описание которых изложено ниже, направлены на дости-
жение максимального ускорения при использовании различных аппаратных средств. Проблема распа-
раллеливания алгоритма на множество потоков и адаптации его для вычисления на GPU с целью уско-
рения вычислений необычайно актуальна. Для ускорения обработки последовательно-параллельной 
программы могут быть использованы вместе с CPU и графические процессоры.
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Выполнение параллельных программ
Графический процессор – это устройство, предназначенное для эффективной обработки компью-
терной графики. В современных видеоадаптерах он успешно используется как ускоритель трехмерной 
графики благодаря специальной организации конвейера в его архитектуре, изначально нацеленной на 
параллельные вычисления. Графический конвейер представляет собой набор программно-аппаратных 
средств, преобразующих описанные виртуальные объекты в матрицу ячеек видеопамяти растрового 
дисплея. Для сбалансированной нагрузки вершинных и пиксельных процессоров начали использовать 
унифицированные процессоры. Впервые это было сделано при разработке архитектуры графического 
процессора nVidia GeForce 8800 [4].
Все большее внимание исследователи обращают на возможности графических процессоров для 
ускоренного решения задач, требующих значительных вычислительных ресурсов с интенсивной вы-
числительной обработкой, а также задач, для решения которых необходима высокая пропускная спо-
собность при обработке больших массивов данных, для чего можно эффективно использовать систему 
потоковой памяти GPU [5]. 
Современная разработка nVidia с кодовым именем Fermi имеет иерархическую память, содержит 
более 3 млрд транзисторов и 512 ядер CUDA (Compute unified device architecture), что поз воляет обе-
спечить супервычисления и в 20 раз сократить энергопотребление по сравнению с традиционными сер-
верами. Она дает возможность широко использовать гетерогенные вычисления на GPU и СРU (Central 
processing unit – центральный процессор) благодаря возможности работы с С ++ и совместимости со 
средой разработки Visual Studio и достигать высокой скорости вычислений при работе с разреженными 
матрицами, задачами сортировки и поисковыми алгоритмами [6].
Выбирая видеокарты, необходимо обращать внимание на объем видеопамяти, но наиболее при-
стальное внимание следует уделять частоте шины памяти и интерфейсу (ширине шины), которые опре-
деляют быстродействие работы по обмену данными. Необходимо отметить, что при одной и той же 
пропускной способности шины определяющей характеристикой является ее ширина.
Безусловно, повышая пропускную способность шины, следует ориентироваться на другое новое 
оборудование. Сегодня активно используются шины AGP (Accelerated graphics part) и PCI Express (Pe-
ripheral components interconnect), пропускную способность их последних версий AGP8x (2,16 Гбайт/с) 
и PCI Express х16 (4 Гбайт/с) видеокарты не могут использовать для повышения производительности. 
Это выше возможности предельной потребности для сегодняшних видеокарт.
Выход из создавшейся ситуации очевиден – задействовать несколько видеокарт для повышения произ-
водительности вычислений. Забытая технология после ухода с рынка компании 3dfx была возрождена 
компаниями nVidia SLI и ATI Crossfire. Однако, решая одну проблему, мы порождаем новые – заметное 
увеличение электроэнергии (блок питания) и повышенное тепловыделение (охлаждение). Кроме того, 
такой подход требует специальной более дорогой платы. В частности, конфигурация nVidia SLI может 
функционировать только на определенных платах nForce4, а ATI Crossfire – на платах с чипсетом Crossfire 
или некоторых моделях Intel [7].
Следует заметить, что вычислительная мощь двух карт, безусловно, выше, чем одной. Все зависит 
от решаемой задачи, однако прирост производительности далек от двукратного.
Для выявления узких мест функционирования GPU был выполнен ряд экспериментов с использова-
нием технологии CUDA, являющейся кросс-платформенным программным приложением для операци-
онных систем Linux, MacОCX и Windows. 
Технология CUDA выбрана в связи с тем, что она предлагает новый путь вычислений: кластерное мо-
делирование потоков, SIMD-инструкции, произвольный доступ к памяти (scatter или gather), не использует 
графические API, позволяет применять разделяемую память, оптимизацию обмена данными между CPU 
и GPU, а также обусловливает возможность низкоуровневого программирования на ассемблере. Благодаря 
этому становится более удобным процесс подготовки данных и сокращается время вычислений.
CUDA обеспечивает масштабируемость за счет трех ключевых абстракций: иерархии групп пото-
ков, разделенной памяти и барьерной синхронизации. Программисту следует разделить решаемую за-
дачу на ряд подзадач, которые будут выполняться независимо разными блоками потоков. Разделенная 
память и синхронизация дают возможность потокам работать вместе. Блоки могут выполняться на 
любом количестве доступных ядер GPU и в любой последовательности, что и обусловливает масшта-
бируемость. Все потоки имеют доступ к единой глобальной памяти. Каждый блок потоков обладает 
разделенной памятью, которая видна всем потокам блока.
Возможны различные эвристики по взаимодействию процессов, но они учитывают особенности ре-
альной аппаратуры и системные наработки. В качестве последних можно использовать, например, сре-
ду реализации Common language runtime (CLR) платформы .NET. Это позволяет сделать процесс преоб-
разования алгоритмов решения задач для GPU независимым от платформы и языка программирования.
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Чтобы выполнить параллельные фрагменты на GPU, необходимо:
• загрузить модуль с необходимыми функциями для видеокарты;
• выделить требуемый объем памяти на GPU;
• скопировать данные из оперативной памяти в память видеокарты;
• проинициировать функции из загруженного модуля, указав степень распараллеливания;
• выполнить вычисления;
• скопировать результаты из памяти GPU в основную память СPU.
Экспериментальные данные
Для анализа возможностей видеокарты и выявления на практике преимуществ и недостатков 
SIMD-архитектуры CUDA был подготовлен ряд тестовых программ и проанализированы получен-
ные результаты.
Тестирование и измерение времени реализации различных этапов тестовых программ были выпол-
нены на видеокарте nVidia GeForce 9600 GT в следующей конфигурации: частота – 1 625 000 MHz, 
количество регистров на потоковый процессор – 8192, количество потоковых процессоров – 64, объем 
константной памяти – 65 536 байт, объем разделяемой памяти – 16 384 байт, максимальная размерность 
блока (block dimension) – 512 × 512 × 64.
Для сравнения измеряемых параметров тестовые программы были выполнены на CPU Intel 
Core 2 Duo с тактовой частотой 1,8 GHz.
В качестве первого примера было выполнено покомпонентное сложение векторов без учета вспомо-
гательных операций: передачи данных, выделения памяти и т. д. Результаты даны в табл. 1.
Т а б л и ц а  1
Время выполнения сложения векторов
Размерность данных GPU, нc CPU, нc Ускорение
64 83 810 3 961 956 47,273 070 1
128 81 854 8 845 817 108,068 231 2
256 89 956 11 715 176 130,232 291 3
512 83 809 11 095 545 132,390 853 1
Сравнительное ускорение, как видно из табл. 1, растет по мере увеличения объема обрабатывае-
мых данных.
Для дальнейшего анализа производительности GPU была протестирована программа классической 
задачи умножения и последующего сложения матриц (ABC + DE), включая все накладные расходы. 
Соответствующие результаты представлены в табл. 2.
Т а б л и ц а  2
Общее время выполнения программы
Размерность данных GPU, нс CPU, нс Ускорение
128 × 128 538 309 478 19 226 187 0,035 715 862
256 × 256 494 709 803 129 318 391 0,261 402 524
512 × 512 484 937 052 1 015 339 380 2,093 755 006
1024 × 1024 567 429 660 43 473 669 698 76,615 081 59
Удельный вес каждого этапа обработки приведен в табл. 3.
Т а б л и ц а  3
Время выполнения каждого этапа программы
Этап выполнения Реальное время, нс Относительное время, %
Выделение памяти 546 718 1,62
Копирование данных 10 042 897 29,76
Вычисление 155 327 0,46
Обратное копирование 22 239 977 65,89
Очистка памяти 766 299 2,27
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Основную часть времени, как видно из табл. 3, занимают операция копирования данных из памяти CPU 
к видеокарте и обратная запись результата. Время непосредственной обработки занимает доли процента. Для 
ускорения обработки необходимо минимизировать объем вывода. На уменьшение коэффициента ускорения 
существенно влияют: время ожидания в коммуникациях, ограниченная пропускная способность, неэффек-
тивные алгоритмы, значительные задержки при запуске большого количества процессов (планирование).
Безусловно, для решения на GPU необходимо тщательно выбирать задачи. Основные приложения 
для GPU включают моделирование в физике, обработку и анализ изображений, финансовые расчеты, 
динамику газов и жидкостей, криптографию, обработку звука (методы сжатия), анализ данных (data 
mining), моделирование свертываемости белка, квантовую химию, вычислительную математику. 
В последнее время nVidia выпустила CUDA Toolkit 3.0, поддерживающий OpenCL. В какой-то мере 
OpenCL можно считать альтернативой CUDA. OpenCL – это фреймворк, позволяющий разрабатывать 
параллельные программы для вычислений на GPU и CPU, включающий язык программирования (рас-
ширение стандарта С99) и API. Это реализация технологии GPGPU, обеспечивающей параллелизм как 
на уровне команд, так и на уровне данных.
В настоящее время графические процессоры трансформировались из устройств с фиксированным 
набором функций для обработки трехмерной графики в вычислительную платформу для общих вычис-
лений (GPGPU). По сути, теперь каждый, кому необходимо осуществлять быстрые вычисления, может 
иметь недорогой суперкомпьютер на рабочем столе. Компания nVidia уже интегрировала язык С ++ 
в свою технологию CUDA, что расширяет круг пользователей GPU. Тем не менее многое еще необхо-
димо делать вручную, например создавать потоки и планировать доступ к памяти. Кроме того, алго-
ритмы решаемых задач для достижения существенного ускорения должны хорошо распараллеливаться 
на сотни потоков, содержать минимальное количество сложных для обработки операций (деление, воз-
ведение в отрицательную степень и т. д.), иметь незначительное количество ветвлений.
Однако при сравнимых трудозатратах на подготовку программ для CPU и CUDA последние будут 
работать значительно быстрее. Существенное ускорение вычислений ожидается при использовании 
квантовых компьютеров.
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МАРшРУТИЗАЦИЯ В МУЛЬТИСЕРВИСНЫХ СЕТЯХ  
ТЕЛЕКОММУНИКАЦИЙ НА ОСНОВЕ МОДИФИЦИРОВАННОГО  
АЛГОРИТМА ДЕЙКСТРЫ
Рассматривается проблема поиска оптимальных маршрутов на графе мультисервисной телекоммуникационной сети. Для 
данных сетей, кроме полосы пропускания, должны приниматься во внимание такие параметры качества обслуживания (QoS ), как 
потери пакетов, задержка пакетов, вариация времени задержки (джиттер). Задачу маршрутизации в мультисервисных сетях пред-
лагается решать на основе критериев, учитывающих перечисленные параметры, согласно требованиям конкретных приложений. 
Эта задача сформулирована как многокритериальная задача поиска маршрута с минимальной стоимостью, причем поиск вы-
полняется только на подмножестве осуществимых путей, удовлетворяющих ограничениям на параметры качества сервиса. Пред-
ложена модификация алгоритма Дейкстры, которая позволяет осуществлять многокритериальный поиск оптимального маршрута 
с учетом ограничений на каждый критерий в отдельности, а также в случае, когда стоимость маршрута неаддитивна. Приведены 
примеры расчетов, показывающие эффективность предложенного подхода в рамках сервис-ориентированной архитектуры.
Ключевые слова: маршрутизация; мультисервисная сеть; качество обслуживания; оптимальный маршрут; алгоритм Дейкстры.
