Motivated by the well-known Papoulis-Gerchberg algorithm, an iterative thresholding algorithm for recovery of sparse signals from few observations is proposed. The sequence of iterates turns out to be similar to that of the thresholded Landweber iterations, although not the same.
a distorted version of the observed features. This distortion is usually modeled by an additive error term. So the observation process can be modeled as g = o + e = Kf + e (2) in which e represents the (additive) observation error, e.g. noise.
The objective is to find the original signal, f , from the set of available observations, g, while K is also known. That is, to solve the linear inverse problem (2) . In order to do so one might minimize the discrepancy ∆(f ) = Kf − g 2 . However, except for the very special case that the operator K has a trivial null space (see [2] for details), the minimizer is not unique. In order to address this problem, i.e. to regularize the inverse problem, one might suppose a priori assumptions and impose different constraints on the solution, which is usually taken into account by adding a penalization term to the discrepancy.
In this letter we are especially interested in the case where we have a sparsity constraint on the solution. For the sake of a more precise explanation, suppose there exists an orthonormal basis (ψ i ) in which the signal of interest can be expanded with the expansion coefficients θ i =< f, ψ i >, a large number of which are zero or negligibly small. In order to make use of this constraint for solving the inverse problem (2), define the l p -norm θ p = ( i |θ i | p ) 1/p . One might then find the minimizer of the following functional, as the solution of (2) with the aforementioned sparsity constraint:
where 0 < p < 2 and µ is the regularization parameter that can be chosen based on application.
This is a well-known problem and different approaches to solving it have been proposed. Here we will not go through the details of the problem, which have been widely studied by other authors. The reader is referred to [2] for a comprehensive discussion of the problem. For the sake of consistency, we follow the same mathematical notations as those used in [2] . Furthermore, it is worth mentioning that beside the lp-norm introduced above, some authors have as well used the total variation (TV) norm as the constraint. See, for example, [13] .
There are several methods of recovery available in the literature, among of which iterative thresholding algorithms are an important class. Iterative thresholding algorithms are, more or less, based on a thresholded version of the Landweber iterations (see, for example, [4] ). I.e. the sequence of iterates has the general form
where K * denotes the conjugate of K, and S γ is a thresholding operator. In [2] the authors prove the convergence of the above iterative algorithm to the (unique) minimizer of (3), when S γ is the soft thresholding operator (see the definition of soft thresholding in section 2). Noticeable effort has been put into accelerating the original algorithm. In [5] the authors propose a method for accelerating thresholded Landweber iterations, which is based on alternating subspace corrections. Other methods for this purpose are introduced in [6] , and [7] . Although use of soft thresholding is more common, some authors have, as well, used hard thresholding to address the above inverse problem. See [8] , [9] or [10] as examples.
Description of the proposed algorithm
In order to explain the underlying idea of the proposed method, let us begin with the following problem. In [1] Papoulis introduces an iteration method for reconstruction of a band-limited signal from a known segment. Suppose f (t)
is a signal of which we only know a small segment, g(t) = p τ (t)f (t), where
and F (ω) = 0 for |ω| > σ (bandlimitedness). The objective is to reconstruct
In order to solve this problem, we begin with G(ω), the Fourier transform of g(t), and form
In other words, we change g so that it satisfies the constraint on the original signal (bandlimitedness in this case). h 1 (t), the inverse transform of H 1 (ω), is then
, which recovers the known segment of f . f 1 (t) is supposed to be a better estimate of the desired signal, f (t), than
. This estimate can be further improved by repeating the above procedure in an iterative manner. That is, in the nth iteration, we form the function:
compute its inverse transform, h n (t), and recover the known segment of the original signal
It can be proved that F n (ω) tends to F (ω) as n → ∞ [1] .
In brief, in each iteration, we change the latest estimate of the desired signal, i.e. the output of the previous iteration, so that it satisfies the constraint (bandlimitedness in this case). Since this process might affect the entire signal, including the known segment, the known segment is then recovered before further progress.
This problem is obviously different from our original problem stated in (3), because, firstly, it concentrates on the special case of recovering a continuous signal from a known segment and, secondly, the constraint on the signal is bandlimitedness while the constraint of (3) is sparsity. Nevertheless, we will implement the above idea to solve our own problem as explained below.
Based on the above algorithm, our iterative algorithm involves two main operations in each iteration, namely, an operation to maintain the constraint followed by an operation to recover the original observations. Since we are interested in problems with sparsity constraint, a thresholding operation can maintain this constraint for us, i.e.
where f n−1 is the latest estimate of the original signal, obtained in the previous iteration, and S γ is the soft thresholding operator, defined as
where
Analogous to (6), the original observations are then recovered by
The sequence of iterates can, thus, be expressed in the following form:
with f 0 = K * g.
Although (10) is not exactly a sequence of Landweber iterations, it can still be viewed as a modified version of the thresholded Landweber iterations. Note, especially, the analogy between (10) and (4).
In this letter we only introduce the algorithm and experimentally evaluate its performance, compared to similar state-of-the-art algorithms. A detailed discussion of the convergence of the iterative algorithm and its relation to the thresholded Landweber iterations is beyond the scope of the current letter and will be postponed to future publications. The motivation behind the proposed algorithm was briefly discussed, though.
Experiments
In all the experiments described below, the thresholding operator is applied to stationary wavelet transform (SWT) [11] coefficients, obtained using DB1
(Haar) mother function for 1 level of decomposition. All thresholds are obtained using the well-known Birge-Massart strategy [12] . The iterative algorithm continues until a convergence criterion, e.g. x k+1 − x k / x k < δ, is met. For the sake of comparison, the results are compared with those obtained by L 1 norm minimization [3] and total-variation (TV) norm minimization [13] , which are two well-known state-of-the-art methods of sparse signal recovery.
Due to space constraints, the results of the experiments are included very concisely. More comprehensive results can be found at http://mkayvan.googlepages.
com/sparsesignalrecovery.
Recovery of 1D signals
First, we consider the ideal case of sampling with no distortion, i.e. we assume e = 0 in (2) . The HeaviSine test signal (figure 1), from the well-known DonohoJohnstone [14] collection of synthetic test signals, is reconstructed from different numbers, M , of randomly selected samples. Table 1 shows the the mean squared 
Recovery of 2D Signals
Here we consider the classical problem of reconstruction of images from highly incomplete frequency domain observations, which has received considerable attention, because of its important applications in medical imaging, especially in MRI. In particular, acquiring MR images involves acquisition of 2-D Fourier domain data of the image. Due to the physics of the imaging device, this process is usually carried out by taking 1-dimensional slices from the 2-dimensional
Fourier domain data of the image. This process is often too time-consuming, though, so for a rapid MR imaging it is desirable to take only a subset of these slices, e.g. a reduced number of Fourier domain samples taken over radial lines. The test image used is the Shepp-Logan phantom (figure 1) of size 256×256.
The pixels in this image take values between 0 and 1, and the image has a nonzero gradient at 2184 pixels. The setup of our experiments is the same as that of [13] which has been as well adopted by several other authors as a framework to evaluate the performance of their methods, including [15] , [16] , [17] , and [18] . Table 2 Note that especially when the noise is significant, the reconstructed image enjoys considerably less error than the noisy one from which we got our samples.
Conclusion
Motivated by the Papoulis-Gerchberg algorithm, a method for recovery of sparse signals from very limited numbers of observations was proposed. Iterative thresholding algorithms have been widely used to address this problem. Our algorithm also takes advantage of thresholding to maintain the sparsity constraint in each iteration. The signal is then reconstructed by iteratively going through a constraint-maintaining operation followed by recovery of the known features.
The performance of the method was experimentally evaluated and compared to other state-of-the-art methods.
