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General Introduction
Neuroscience operates at different levels, ranging from molecular interaction over the prop-
erties of individual neurons, to the behavior of an entire animal or human. But different
levels of investigation are often difficult to link. It is general consent that interactions at
the molecular scale of single ion- channels generate the complex properties of neurons,
and that the activity of these neurons ultimately creates the intricate fabric of percepts,
sentiments, and behavior, but it is one of the most challenging problems, to establish
an understanding of mechanisms mediating between qualities emerging at one stage from
features at stages below. The comprehension of how neural activity in sensory areas of
the brain is connected with perception is not exempt from this limitation. In contrast, the
history of the neuron doctrine in perception is exemplary for this fundamental epistemic
problem of neuroscience (for a review s. Barlow, 1996).
The mechanisms underlying the transformation of sensory stimuli into neural activity
are often well understood, but how, in turn, this activity relates to percepts remains
largely unclear. The central paradigm of sensory physiology is representation, i.e. the
identification of correlations between perceivable properties of stimuli and the activity
of individual neurons or brain areas. The activity of a visual neuron with a restricted
receptive field, for instance, represents the position of a stimulus in the visual field. This
representation of the perceivable property position is most probably responsible for our
ability to discriminate between different positions. However, our information about the
relation between the percept of position and its representation in neural activity is of
statistical nature only. Whether a correlation reflects a causal relationship or not can
usually not be resolved (Newsome, 1997). At worst, a representation could just be an
epi-phenomenon without importance for the organism.
General Introduction
The involvement of a neural representation in the generation of a percept can elegantly
be proved by electro-stimulation or lesion experiments: In macaque monkey, the applica-
tion of micro-currents in brain area MT led to a shift in the perceived depth position of
visual objects (DeAngelis et al., 1998). This demonstrated that area MT is part of the
neural network generating depth percepts. Prosopagnosia, the selective loss of the ability
to recognize faces with an unimpaired ability to recognize objects, is an example for the
effect of lesions (Haxby et al., 2000). Localized lesions of the cortex in patients with this
highly specific deficit proved the functional role of these areas for face perception. Nev-
ertheless, even future, more elaborate stimulation or, in animals, lesion experiments will
never be able to identify the site of a specified percept. Stimulation can only show that
activity in a certain area is sufficient for the generation of a percept. Lesions can only
demonstrate that an area is necessary. Yet, a localization demands more than sufficiency
and necessity. Sensory processes, if they are to be observed behaviorally, are processes of
information flow from sensory transduction to a motor activation and behavioral output
(Newsome, 1997). All observable properties of a percept, therefore, have to be repre-
sented at, and distributed over, all stages of the process: from a radical point of view, a
localization of the percept is of hardly any avail.
The information flow is, however, accompanied by information loss that leads to char-
acteristic constraints and properties of the observable percept. On the other hand, at some
point, a priori knowledge (s. e.g. Poggio et al., 1985; Blake & Bulthoff, 1990; Mallot, 1998),
not present in an individual stimulus, can modulate the processing of information. It is
decisive to identify the location, at which a priori knowledge or any constraints crucial to
the percept enter the representation for the first time.
Neurophysiology has attempted to perfect its quest for locations. The methods in
use comprise a range all the way from behavioral and electrophysiological experiments
with awake animals to computational studies. The latter are particularly suited for the
investigation of representations of basal perceptional abilities. A large amount of data
about both the psychophysical performance and the behavior of early sensory area neu-
rons, encoding the respective sensory parameters, are available. By use of computational
methods, they can be tested for mutual agreement.
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General Introduction
The present thesis is addressed to the relationship between early visual area activity
and depth perception. The choice of the model system is well considered. Visual neu-
rons, that represent fundamental depth parameters, are well known, and their behavior
is adequately mirrored by a numerical model (Cumming & DeAngelis, 2001). This allows
the simulation and detailed examination of the representation of depth in such neurons.
On the other hand, whether these neurons are the physiological correlate of depth per-
ception, is a matter of debate. Neurons encoding depth parameters are also active when
no depth can be perceived (Cumming & Parker, 1997; Krug et al., 1999). This questions
their perceptual significance. Part I of this study investigates the seeming discrepancy
between neural activity and the absence of depth percepts. It is shown, that the loss
of percepts is already discernible in the early neural representation. Psychophysical and
neural data are, accordingly, not in conflict but share one of the crucial properties. In part
II, specific features of the representation of depth (as revealed in part I) are demonstrated
psychophysically.
One more property of depth perception makes it a promising topic. In natural scenes,
depth perception relies on the combination of different depth cues (Parker et al., 1996).
Combination and integration of cues, for any of the particular senses, belong to the fun-
damental computational problems of brains and are among the most challenging areas
of sensory physiology. The neural correlate of stereoscopic depth also encodes motion, a
second powerful depth cue. This allows the joint evaluation of both cues in one of the
few physiologically plausible model systems for cue combination. In part III, it is demon-
strated that interactions of motion and stereopsis in early visual areas show many of the
properties of cue combination that were found in human observers. In part IV, the com-
bination of motion and stereopsis is analyzed with regard to theoretical cue combination
models, developed for psychophysical data. The analysis indicates that the known physi-
ological representation of both cues explains a wide range of features of the psychophysics
of cue interaction.
The present study locates crucial features of depth perception in neural representa-
tions. It demonstrates, by use of simulations, the perceptual relevance of early visual
areas. Properties of perception, previously ascribed to later stage processing, were shown
to be manifested at the earliest neural representations of depth.
3
General Introduction
The thesis is, as already stated, organized into four self-contained parts. This allows
each part to be read without recourse to preceding or subsequent ones. It also leads,
however, to some redundancy, particularly in the introduction and methods sections. I
encourage readers to skip passages not yielding new information.
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Part I
Depth Encoded in Populations of Neurons
with Localized Receptive-Fields

1. Abstract
Stereopsis is the ability to perceive three-dimensional structure from disparities between
the two-dimensional retinal images. Although disparity-sensitive neurons have been pro-
posed as a neural representation of this ability many years ago, it is still difficult to link
all qualities of stereopsis to properties of the neural correlate of binocular disparities. The
present study wants to support efforts directed to close the gap between electrophysiology
and psychophysics. Populations of disparity-sensitive neurons in V1 were simulated using
the energy neuron model. Responses to different types of stimuli were evaluated with an
efficient statistical estimator and related to psychophysical findings. The representation of
disparity in simulated population responses appeared to be very robust. Small populations
allowed good depth discrimination. Two types of energy neurons (phase- and position-
type model) that are discussed as possible neural implementations of disparity-selectivity
could be compared to each other. Phase-type coding was more robust and could explain a
tendency towards zero disparity in degenerated stimuli and, for high-pass stimuli, exhib-
ited a DMax—the break-down of disparity discrimination at a maximum disparity value.
Contrast-inverted stereograms led to high variances in disparity representation, which is
a possible explanation of the absence of depth percepts in large contrast-inverted stimuli.

2. Introduction
The two retinal images differ because the eyes have different vantage points. Disparities
between the images of an object are systematically related to its position in depth and
the brain exploits this relationship when it recovers three-dimensional positions of objects
from the two-dimensional retinal images. This ability is called stereopsis or stereoscopic
depth perception (Howard & Rogers, 1995).
A neural correlate of binocular disparities is found in many species. Disparity- sen-
sitive binocular neurons were, among others, found in early visual areas of cats (Barlow
et al., 1967; Ohzawa et al., 1990), monkeys (Poggio & Fischer, 1977; Livingstone & Tsao,
1999), and owls (Pettigrew & Konishi, 1976; Nieder & Wagner, 2000). The computational
properties of these neurons have been studied in great detail (Ohzawa et al., 1990; Fleet
et al., 1996; Zhu & Qian, 1996; Qian & Zhu, 1997; Anzai et al., 1997; Livingstone & Tsao,
1999; Archie & Mel, 2000; Lippert et al., 2000; Lippert & Wagner, 2001) and are thought
to be well understood. While for many years disparity-sensitive neurons were also consid-
ered to be the neural correlate of stereoscopic depth perception (Poggio & Poggio, 1984),
recently, doubts were cast on this issue. The perceptual relevance of the neurons was
questioned because random dot stereograms (RDS) where one eye’s image was contrast-
inverted, i.e. black dots substituted by white ones and vice versa, do not evoke a depth
percept although they do generate strong responses in disparity- sensitive neurons (Cum-
ming & Parker, 1997; Cogan et al., 1993). These stimuli were called anti- correlated RDS
(aRDS). Cumming & Parker (1997) postulated a hierarchy of neural disparity processing
with high-level detectors not responding to aRDS but, unfortunately, it was nowhere but
in the owl (Nieder & Wagner, 2001) that evidence of such a hierarchical organization
could be found. Monkey data, in comparison, contradict the idea of high-level disparity
detectors: Neurons in monkey area MT showed high responses to aRDS (Krug et al.,
1999) although this area was demonstrated to be directly relevant for depth perception
by use of electro- stimulation (DeAngelis et al., 1998).
Part I: Introduction
This unsolved discrepancy between single neuron activity and perceptional qualities
demonstrates the difficulties in linking psychophysics and neurophysiology. Some efforts
have been directed to a unification of results from both research domains: Cumming &
Parker (1997), Prince et al. (2000), and Nieder & Wagner (2001) compared behavioral
responses with single cell recordings from the same animal. DeAngelis et al. (1998) demon-
strated that stimulation in area MT influences depth perception in macaque monkey. In
a theoretical study, Prince & Eagle (2000b) investigated the performance of a physiolog-
ically motivated model under several psychophysical tasks. They found effects formerly
attributed to a postulated but yet unknown second non-linear stereo-channel and could
thereby partly reconcile properties of the neurons with psychophysical data.
The aim of this computational study was to link modulated responses in single neurons
to the perception of aRDS. Populations of disparity-sensitive neurons were simulated.
Responses of the population were evaluated with a statistical estimator and subjected to
a psychophysical disparity-sign discrimination task. Disparity estimates were compared
for aRDS on the one hand and correlated stimuli on the other hand. Manipulations of
the frequency content of stimuli, of the population size, or of the responses of individual
neurons were used to investigate the robustness and precision of the represented disparity.
Furthermore, two types of disparity coding were compared: Either disparities were
encoded by position- or phase-shift of the model neurons’ receptive fields. Both types are
physiologically plausible (Cumming & DeAngelis, 2001) and either favored by data from
the owl (Wagner & Frost, 1993) or the cat (Anzai et al., 1997).
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3. Model and Model Parameters
The population model of disparity representation is specified by the following elements:
1) Stimuli with different disparities that have to be represented. 2) The receptive fields
(RF) and response characteristics of the model neurons. 3) The population parameters,
i.e. the distribution of the parameters of the neurons. 4) The statistical representation
of disparity, i.e. the way a population response is interpreted. 5) The decision function
applied to the statistical representation that allows psychophysical experiments.
Stimuli
Stimuli were random-dot stereograms as first used by Julesz (1971). Patterns were one-
dimensional and orientation selectivity of RF of visual neurons was not incorporated into
the model. Each half-image of a stimulus extended over 5 deg of visual angle and was
divided into 180 pixels/deg. The dot-size was 1/60 deg. Thus, the Nyquist frequency,
i.e. the highest spatial frequency represented in the patterns, was 30 cycles per degree.
The two possible intensity values, either 0 or 1, for a dot had equal probability and were
chosen at random. The two half-images differed by an overall positional shift only. First,
the right half-image was generated. Then, the left one was calculated by shifting the
intensities by a given number of pixels. Border conditions were periodic. Those parts of
an image that were shifted outside the 5 deg range were pasted at the other side of the
image. Descriptions of stimulus manipulations used for tests precede the results in the
next chapter.
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Receptive Fields and Energy Neurons
Neurons were modeled as binocular energy neurons. Only a brief description of these
neurons will be given here (for a detailed description e.g. Ohzawa et al., 1990; Fleet et al.,
1996). They had two monocular receptive sub-fields in each eye modeled as Gabor func-
tions (a product of a Gaussian and a cosine) characterized by four common parameters:
1) Position x0, 2) width of the Gaussian σ, 3) frequency of the cosine f , and 4) the am-
plitude. The two sub-fields in each eye only differ by a constant phase-shift of 90 deg
of the cosine, they are so-called quadrature-pairs. The position x0 of the RF determines
the part of the visual field evaluated by the neuron. The width of the Gaussian σ is a
measure of the RF-size. The frequency f of the cosine decides about the preferred spatial
frequency of the neuron and the width of the neuron’s frequency tuning is a function of
the product of the cosine frequency f and the width of the Gaussian σ. The amplitude
would scale the response strength of a sub-field, but for all model neurons it was set to 1.
Two further parameters determine the binocular properties, i.e. mainly the preferred
disparity, of the energy neuron: 5) the interocular phase-shift φ, and 6) the interocu-
lar position-shift d0 between the monocular sub-fields. The positions and phases of one
monocular pair of Gabor functions are shifted by these parameters resulting in non-zero
preferred disparities. Either the interocular phase- or the position-shift were kept con-
stantly zero. The resulting neurons were phase-shift or position-shift neurons, respectively.
In the latter case the neuron’s preferred disparity dpref was equal to the position-shift d0.
For phase-shift neurons the preferred disparity dpref was equal to the quotient of their
interocular phase-shift φ and the preferred frequency f (times the constant factor 2π).
The responses r1 and r2 of the two monocular sub-fields g1 and g2 to a stimulus i were
calculated as sum over all possible pixel-positions x:
r1 =
∑
x
g1(x)i(x) =
∑
x
e
1
2
(x−x0−d0)2
σ2 cos(2πf(x− x0 − d0) + φ)i(x) (3.1)
and
r2 =
∑
x
g2(x)i(x) =
∑
x
e
1
2
(x−x0−d0)2
σ2 sin(2πf(x− x0 − d0) + φ)i(x). (3.2)
with φ and d0 being 0 for left eye sub-fields. The response of the energy neuron was:
r = (rl1 + rr1)
2 + (rl2 + rr2)
2. (3.3)
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With rl1, rl2 and rr1, rr2 being the responses of the right and left side sub-fields to the
left stimulus il(x) and the right stimulus ir(x). Neural noise was not implemented and all
response variations of the model neurons were due to stimulus statistics.
Population Parameters and Neural Representation
Simulations were conducted with populations of up to 256 neurons. All neurons of a pop-
ulation were either of the phase-shift or position-shift type. The parameters of individual
neurons were chosen independently and at random from distributions depicted in figure
3.1.
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Fig. 3.1: Distribution of Model Parameters.The distributions of preferred frequency f
(a), width of the Gaussian σ (b), and the preferred disparity d0 (c) of all model
neurons plotted as histograms.
Best frequencies ranged from 0.4 to 20 cyc/deg. They were drawn from a lognormal
distribution with an underlying normal distribution with mean 1.6 cyc/deg and standard
deviation (s.d.) 0.7 cyc/deg. To limit the maximum preferred frequency all values bigger
than 20 cyc/deg were clipped at that value. The resulting distribution (fig. 3.1a) of
preferred frequencies was similar to the one found for neurons in the macaque visual
cortex (DeValois et al., 1982).
RF widths in units of the neurons’ best wavelengths were normally distributed (mean
0.5 and s.d. 0.25). Values smaller than 0.1 periods were clipped at that value. The
resulting distribution (fig. 3.1b) again resembled the one found for macaque neurons
(DeValois et al., 1982).
The preferred disparity of the neurons was normally distributed with mean 0 deg
disparity and s.d. 0.5 deg (fig. 3.1c) similar to data from disparity-sensitive neurons in
the macaque monkey (Cumming & DeAngelis, 2001).
13
Part I: Model and Model Parameters
Depending on the experiments the RF positions were either all equal (fig. 3.2a) or
taken from uniform distributions with a width of 4 deg of visual angle (fig. 3.2b). Effects
of cortical magnification were not incorporated and neuron parameters did not differ
between the two cases.
-2deg +2deg0deg -2deg +2deg0deg
a b
0 deg-scatter 4 deg-scatter
Fig. 3.2: Illustration of RF positioning. Either the center of all RF (symbolized by circles;
different diameters symbolize RF sizes) were at the same position (a, 0 deg-scatter)
or they were randomly distributed over a range of 4 deg of visual angle (b, 4 deg-
scatter).
Statistical Representation
The usual way to characterize the behavior of individual sensory neurons is by plotting
tuning curves. These plots depict mean responses as a function of stimulus parameters.
They are attained from responses to several stimulus repetitions by averaging over these
responses. Since neural responses vary strongly, the averaging is accompanied by a loss
of information. For the model neurons, this is especially true, because no neural noise
is added and all response variation is due to stimulus properties. In fact, energy neuron
responses vary strongly between individual stimulus patterns (investigated in detail in
Fleet et al., 1996), although their mean disparity tuning is completely determined by the
model parameters. This is exemplarily demonstrated in figure 3.3. At fixed disparity
values the response of an example neuron varies (fig. 3.3a, b). The variation reflects
differences between individual stimuli. When the response distribution is plotted as a
function of disparity (fig. 3.3c) and then averaged (fig. 3.3d) this results in a tuning
curve. It does no longer represent stimulus properties other than disparity.
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Fig. 3.3: Responses to random-dot stereograms. a, b. The distributions of responses
of an example neuron to 500 different cRDS at two different disparities d (-0.17 deg
and -0.05 deg, indicated as inset). The response distributions had similarities to an
exponential distribution. c. A contour plot of all histograms at all 71 disparity
values for the same neuron. A lighter gray value indicates higher N-values. White
indicates zero N. Dashed lines indicate the disparity values used for a and b. d.
Corresponding disparity tuning curve obtained by averaging.
As a consequence of the large variation at fixed disparity values the tuning curve
was not sufficient for an inference of input disparities from single trial responses. Yet, the
disparity d of a given stimulus was represented in the responses r of all neurons of a model
population. To evaluate the properties of this representation it was transformed into a
statistical representation, a probability distribution p. This distribution was standardized
to 1. It depicted the probability p(d|r) that for a response r the underlying stimulus S
had disparity d. To calculate p Bayes rule was used. p(d|r), the posterior probability,
could be expressed in terms of p(d), the prior probability that a stimulus with disparity
d was presented, p(r) the probability that the neural response was r and the conditional
probability p(r|d). The latter were nothing but the distributions depicted in figure 3.3.
p(r|d) depicts the probability that for a given stimulus parameter d the response is r:
p(d|r) = p(r|d)p(d)
p(r)
. (3.4)
With r = (r1, r2 . . . , rN) being the response of a population of N neurons, we obtain:
p(d|r1, r2, . . . , rN) = p(r1, r2, . . . , rN |d) p(d)
p(r1, r2, . . . , rN)
. (3.5)
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The probability of a response p(r1, r2, . . . , rN) can be expressed in terms of the conditional
probability p(r1, r2, . . . , rN |d′) and p(d′):
p(r1, r2, . . . , rN) =
∑
d′
p(r1, r2, . . . , rN |d′)p(d′). (3.6)
Substituting this in equation 3.5 yields:
p(d|r1, r2, . . . , rN) = p(r1, r2, . . . , rN |d) p(d)∑
d′ p(r1, r2, . . . , rN |d′)p(d′)
. (3.7)
For all simulations p(d) is constant, i.e. no disparity is more likely to be presented than
others or in other words, the model has no knowledge about the prior probability. Thus
p(d) can be pared down:
p(d|r1, r2, . . . , rN) = p(r1, r2, . . . , rN |d) 1∑
d′ p(r1, r2, . . . , rN |d′)
. (3.8)
If we assume that all N neurons are independent—as they really are in the model—the
joint probability p(r1, r2 . . . , rN |d′) is simply the product of all p(ri|d′):
p(d|r1, r2, . . . , rN) = p(r1|d)p(r2|d) . . . p(rN |d)∑
d′ p(r1|d′)p(r2|d′) . . . p(rN |d′)
. (3.9)
Equation 3.9 shows a simple way to transform the response of a population of (sensory)
neurons into a statistical representation of an underlying stimulus parameter. To perform
this transformation only the conditional probabilities p(ri|d) for all N neurons have to
be known. This conditional probability can be reduced to a tuning curve by calculating
the expectation value R(d) = Ed(r) for all values of d and plotting them as a function of
d. It is obvious, that this reduction results in a loss of information. The acquisition of
all conditional probabilities is equivalent to a training process, where implicit knowledge
about the relationship between neural activity and stimuli is collected.
For the model neurons, p(ri|d) was calculated on the basis of the responses to a set
of random training stimuli. For 71 disparity values evenly distributed between -0.19
deg and 0.19 deg the responses of all neurons to 500 stimuli were calculated. Then,
p(ri|d) was directly calculated as a normalized histogram and not parameterized as an
analytic function. This is similar to a digital sampling of the probability distribution.
The sampling rate or step size was varied to ensure an equal number of intervals for every
neuron. Since the response probability was a very rapidly decreasing function of response
16
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strength, only 20 intervals from zero response to one half of the maximum response of each
individual neuron were stored. This was done for reasons of memory and computing time
economy. Later, when higher responses occurred during the evaluation of equation 3.9,
those responses were set to half the maximum response. Cutting off responses did not
have any significant effects on the behavior of the model.
Psychophysical Experiments
When a statistical representation had been calculated the model could be exposed to an
experimental paradigm similar to psychophysical experiments. A disparity-sign discrimi-
nation experiment was implemented. The model had to detect whether a given stimulus
was in-front of or behind zero disparity.
An individual trial of a psychophysical experiment consisted of several steps: First, a
stimulus was chosen. The population response and the statistical representation were cal-
culated. Then, the expected value of the resulting probability distribution was calculated.
The sign of the expected disparity value decided whether it was perceived to be in-front
or behind zero disparity (the analogue of a fixation point). Disparity-sign discrimination
curves were calculated by averaging over 40 trials at every absolute disparity value (20
each with positive and negative disparity sign).
17

4. Results
The disparity represented by a response of the model population was investigated. First,
effects of population size were evaluated. Then, manipulations to correlated stimuli were
tested. The frequency content was varied. Then, finally, contrast-inverted stimuli were
presented and the disparity represented in a population response determined. In addition,
the effect of contrast-inverted backgrounds in normal correlated stimuli was tested.
All tests were performed with identical position- and phase-type populations. They
showed no significant differences except for one test. All data presented are, therefore, if
not especially stated, from phase-type populations.
Effects of Population Size
Disparity representation was influenced by the number of neurons constituting a popu-
lation. Figure 4.1 shows probability distributions p(d|r) for phase-type populations of
different size. All distributions were obtained with the same stimulus. Flat distributions
indicate that all disparities were equally probable. Populations with too few neurons were
not capable of a reliable representation. With increasing neuron number the probability
distribution of the input disparity peaked more and more at one single disparity value:
the real input disparity.
The statistical representations could be transformed into disparity-sign discrimination
curves. These curves are the usual way psychophysical performance of human and animal
observers is determined. They are independent of the statistic of an individual stimulus
and represent the efficiency of an observer or, in this case, of the neural representation.
Figure 4.2 depicts the resulting curves (mean and confidence interval for 9 populations)
obtained with 40 different stimuli at every disparity value (20 for both disparity signs
respectively). As expected from the statistical representation of individual stimuli, per-
Part I: Results
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Fig. 4.1: Statistical representation of the disparity of one example stimulus for
different population sizes. Input disparity is indicated by a diamond. Insets
indicate the number of neurons constituting the population. First residuals of a
peak occur for only two neurons (see b).
formance slowly increases with population size. However, a residual capability of a depth
discrimination is already reached with only one neuron. Large populations represented
disparity almost perfectly and allowed 100% performance. Two conditions for the posi-
tions of receptive fields are compared. The receptive fields were either centered at one
point or distributed over 4 deg of visual angle. Performance in the latter case was slightly
better for large populations of 64 and more neurons. Because this difference was only
moderate all tests described below were performed with populations that had scattered
RF (4 deg).
For small neuron numbers curves showed a typical increase and decrease of perfor-
mance as a function of disparity (fig. 4.2a-d). This modulation of discrimination perfor-
mance (frequency of about 4 deg−1 to 5 deg−1) reflected the peak of the distribution of
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the preferred spatial frequencies of the populations (fig. 3.1a). This interpretation was
confirmed by restricting the preferred frequencies of the neurons to higher or lower values
(data not shown).
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Fig. 4.2: Resulting disparity-sign discrimination curves for populations of different
sizes. Means and 95%-confidence intervals of 9 populations are plotted. When the
number of neurons increases the performance gets better. Performance is slightly
better, when receptive fields of neurons are scattered over 4 deg of visual angle (open
triangles). Each population was tested with 40 different stimuli at every disparity
value (20 positive and 20 negative disparities, respectively).
The robustness of the neural representation was then tested by successively setting
the responses of an increasing proportion of 256 neurons to zero. Only when more than
one half of the neurons constituting a population were set to zero the disparity-sign
discrimination deteriorated (fig. 4.3a-g). When 7
8
of the position-type neurons were set
to zero, performance was at chance level (fig. 4.3f) but phase-type populations performed
better than chance level at small disparity values even when 15
16
of the neurons were set
to zero (fig. 4.3e).
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Fig. 4.3: Resulting disparity-sign discrimination curves for populations with neu-
ron responses set to zero. Means and 95%-confidence intervals of 9 populations
are plotted. When the number of neurons increases the performance gets better.
Insets indicate the number of neurons still responding. Open triangles depict perfor-
mance for phase-type populations (inset PH), solid triangles depict performance for
position-type populations (inset POS). Each population was tested with 40 different
stimuli at every disparity value (20 positive and 20 negative disparities, respectively).
Disparity estimates were plotted as a function of stimulus disparity. When all neu-
rons responded disparity was well represented (fig. 4.4i and 4.5i), the variance was low
especially for phase-type neurons. They were also less affected by manipulations to the
populations. With an increasing number of neurons set to zero the variance increased
(fig. 4.4g, h and 4.5g, h) but, when most neurons were set to zero, the estimates became
finally independent of input disparity (fig. 4.4a-e and 4.5a-e).
Phase-type populations represented zero disparity when many neurons did not re-
spond, position-type populations tended to finite disparity values perhaps determined
by the preferred disparities of the remaining neurons. Interestingly, Qian & Zhu (1997)
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demonstrated that phase-type neurons like human perception tend to represent zero dis-
parity in degenerated or uniform stimuli. The residual response of a phase-type population
was a comparable situation and indeed led to comparable results.
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Fig. 4.4: Expected disparity values for position-type populations with neuron re-
sponses set to zero as a function of input disparity. Disparity estimates for
9 populations and 20 stimuli, respectively, at each input disparity value are plotted.
Insets indicate the number of neurons still responding.
Stimuli with Restricted Frequency Content
Another way of testing the robustness of the neural representation is by manipulation of
the stimuli. While the statistical estimator was “trained” with random-dot stereograms
that had a broad frequency spectrum, the frequency content of test stimuli was manipu-
lated. Stimuli were either low- or high-pass filtered. To manipulate the frequency content
of stimuli random-dot patterns, Fourier transforms were calculated. All manipulations
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Fig. 4.5: Expected disparity values for phase-type populations with neuron re-
sponses set to zero as a function of input disparity. Disparity estimates
for 9 populations and 20 stimuli, respectively, at each input disparity value are plot-
ted. Insets indicate the number of neurons still responding.
were then conducted with the transform before the manipulated stimulus was generated
by re-transformation.
The responses of populations of 256 neurons to manipulated stimuli were compared
with responses to training stimuli. To illustrate the effect of frequency manipulations
disparity-sign discrimination curves and scatter-plots for disparity estimates against input
disparities were plotted.
Low Frequency Stimuli
Figure 4.6a depicts a scatter-plot for stimuli with a Nyquist frequency of 0.8 cycles/deg.
Frequencies bigger than 0.8 cycles/deg were set to zero (rectangular low-pass). 97.5% of
the frequency spectrum present during “training” were set to zero and, consequently, the
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stimulus energy was massively reduced. Still, disparity estimates represented the stimulus
disparity, even though estimate variance was higher than for training stimuli. Irrespective
of input disparity, estimates tended towards zero disparity (fig. 4.6a). This tendency was
already seen in “destroyed” populations (fig. 4.5a-e). Again, position-type populations
did not share this tendency. They exhibited finite but random values (data not shown).
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Fig. 4.6: Disparity estimates and disparity-sign discrimination for low frequency
stimuli. a. Estimates as a function of stimulus disparity for one example pop-
ulation. Input stimuli had a restricted frequency content. The maximum frequency
was 0.8 cycles/deg (i.e. 2.5% of the Nyquist frequency of the training images). At
each disparity value 20 independent stimuli were tested. b. Mean performance
and 95%-confidence intervals for 9 populations are plotted. At each disparity value
the populations were tested with 40 stimuli (20 positive and 20 negative dispari-
ties). Open triangles depict performance for 0.8 cycles/deg Nyquist frequency, solid
triangles depict performance for 3.0 cycles/deg Nyquist frequency.
Threshold curves confirmed observations from scatter-plots (fig. 4.6). Population
responses allowed good discrimination of the sign of disparity when only 10% of the
training spectrum were present (Nyquist frequency of 3.0 cycles/degree; fig. 4.6b, solid
triangles). Only when the Nyquist frequency of the test stimuli was reduced even more (0.8
cycles/deg) performance was worse than for training stimuli (fig. 4.6b, open triangles).
High Frequency Stimuli
In high frequency stimuli, all frequency contents below a cut-off frequency were set to
zero. The Nyquist frequency was kept at 30 cycles/deg. Figure 4.7a shows an example
scatter-plot for a minimum (cut-off) frequency of 11.3 cycles/deg. The population showed
a periodic relation between stimulus disparity and disparity estimate (fig. 4.7a). Only for
larger disparity values, this periodic pattern was contaminated by a large variance. The
periodicity was a consequence of the high-frequency stimulus and did not reflect a special
property of the model population.
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Fig. 4.7: Disparity estimates and disparity-sign discrimination for high frequency
stimuli. a. Estimates as a function of stimulus disparity for one example pop-
ulation. Input stimuli had a restricted frequency content. The minimum frequency
was 11.3 cycles/deg (i.e. 38% of the Nyquist frequency of the training stimuli). All
parameters of the two populations are identical. At each disparity value 20 indepen-
dent stimuli were tested. b. Mean performance and 95%-confidence intervals for
9 populations are plotted. At each disparity value the populations were tested with
40 stimuli (20 positive and 20 negative disparity values). Asterisks, open and solid
triangles depict performance for 11.3 cycles/deg, 9.8 cycles/deg, and 7.5 cycles/deg
lower cut-off frequency, respectively (inset). c. The cut-off disparity—the lowest
disparity, where performance is worse than 75%—is plotted as a function of the in-
verse of the lower cut-off frequency (cut-off wavelength). The inset gives the slope
of the regression line.
High frequency stimuli led to periodic discrimination curves (fig. 4.7b). Performance
diminished for higher disparity values and the frequency of the oscillation was determined
by the cut-off frequency of the stimuli (fig. 4.7c).
Anti-Correlated Stimuli
In anti-correlated random-dot stereograms (aRDS) one half-image of a normal correlated
RDS (cRDS) is contrast inverted, i.e. black dots are replaced by white ones and vice
versa.
The major characteristic of the representation of disparity in aRDS is demonstrated
in the scatter plot (fig. 4.8a). While the variance was huge, estimates at the stimulus
disparity did never occur. In contrast, all other disparity values were found. The complete
absence of estimates within a range around the input disparity and the randomness of
estimates outside this limited range led to a negative correlation. This was somehow a
pseudo-correlation because stimulus disparity did not determine but prohibit a disparity
estimate.
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Fig. 4.8: Disparity estimates and disparity-sign discrimination for aRDS. a. Esti-
mates for aRDS as a function of stimulus disparity for one example population. At
each disparity value 20 independent stimuli were tested. b. Mean performance
and 95%-confidence intervals for 9 populations are plotted. At each disparity value
the populations were tested with 40 stimuli (20 positive and 20 negative disparity
values).
Disparity-sign discrimination differed, however, from chance performance. As postu-
lated from responses of individual neurons (Cumming & Parker, 1997) psychophysical
curves were inverted (fig. 4.8b). They had a small slope and hardly reached 0%.
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Fig. 4.9: Disparity-sign discrimination performance with aRDS and cRDS back-
grounds. Mean performance and 95%-confidence intervals for 9 populations are
plotted. At each disparity value the populations were tested with 40 stimuli (20
positive and 20 negative disparity values). a. RF positions had 0 deg-scatter. b.
RF positions had 4 deg-scatter. Open triangles indicate aRDS- (inset aRDS BG),
solid triangles indicate cRDS-backgrounds (inset cRDS BG).
Read & Eagle (2000) demonstrated that small cRDS (diameter of less than 2 deg of
visual angle) allow an easy discrimination of the disparity-sign. When these small stimuli
were furnished with a surrounding random-dot pattern of zero disparity, performance of
human observers was not affected if the background was a correlated pattern. When the
background was contrast-inverted, i.e. the stimulus was surrounded by a zero disparity
aRDS, performance broke down dramatically. These results could partly be reproduced
with the model populations. Normal training stimuli were furnished with either of the
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two surroundings and disparity-sign discrimination was tested. cRDS-surroundings had
no effect (fig. 4.9, solid triangles). aRDS-surroundings hampered performance. When
receptive field positions of the model neurons were centered at one point performance was
only slightly affected by an aRDS-surrounding (fig. 4.9a). Populations performed poorer
when receptive fields were scattered over 4 deg (fig. 4.9b).
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5. Discussion
The responses of energy neuron populations to random-dot stereograms were simulated.
To evaluate the representation of disparity by these responses a statistical estimator was
applied and its estimate transformed into a choice-behavior. This proceeding differed
from former approaches. Interactions of individual neurons were not restricted to linear
combinations (Fleet et al., 1996; Qian & Zhu, 1997; Prince & Eagle, 2000b). By contrast,
information contained in a population response was extracted with an optimal and un-
biased maximum-likelihood estimator (Oram et al., 1998). While parameter estimation
with a statistical estimator is not a model for a neural mechanism, Deneve et al. (1999)
have demonstrated that neural networks can mimic the behavior of maximum-likelihood
estimation (s. also Pouget et al., 1998; Deneve et al., 2001) and can therefore perform
comparably.
As in previous studies (Fleet et al., 1996; Prince & Eagle, 2000b; Lippert et al., 2000;
Lippert & Wagner, 2001), disparity estimates were calculated for neurons with localized
receptive fields only. Although receptive fields scattered over a range of 4 deg of visual
angle and spatial pooling was thus incorporated into the model, all estimates were still lo-
cal estimates of disparity. This restriction will be discussed in more detail when responses
to aRDS are treated (s. below). Depth maps (like e.g. in Gray et al., 1998; Qian & Zhu,
1997) were not calculated and stimuli had constant disparity.
Neural noise was not modeled and all response variations have to be ascribed to the
stimulus. The statistics of neural responses mirrored the statistics of stimulus patterns.
This idealized approach is rather customary (Fleet et al., 1996; Qian & Zhu, 1997; Gray
et al., 1998; Lippert et al., 2000) because no additional assumptions as to the nature of
neural noise are required. Some authors, however, implement noise into their models (e.g.
Prince & Eagle, 2000b) and the noise amplitude is a suitable means to adjust the perfor-
mance of a model to psychophysical data. Because a direct comparison to psychophysical
threshold data was not the goal of this study, modeling was confined to the most essential.
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The representation of disparity depended on the population size. Although residual
disparity-sign discrimination was already found for single neurons (fig. 4.2), high per-
formance over broad disparity ranges needed a minimum of 16 to 32 neurons. Large
populations of 256 neurons delivered an almost perfect representation of disparity. Prince
et al. (2000) report that most individual disparity-sensitive neurons in monkey V1 per-
form worse than the animal. Only some neurons are as good as the psychophysical
performance. The relationship between individual neurons or neural populations and
perception has been studied in great detail for motion-detection and monkey area MT.
Newsome et al. (1989) and Britten et al. (1992) reported that the responses of most neu-
rons contain less information than the behavioral response. Britten et al. (1996) concluded
that responses from populations of neurons are pooled to allow behavioral responses and
Shadlen et al. (1996) demonstrated that populations of at least 100 neurons reproduce
the psychophysical data best. The simulations of disparity estimation, presented here,
confirm that disparity representation should rely on populations of neurons, too.
The representation of disparity was very robust against manipulations of responses
of a large number of neurons. When more than one half of the neurons did no longer
respond, disparity was still represented (fig. 4.3). This can be explained by the response
statistics of the model neurons. As depicted in figure 3.3, response distributions are
similar to exponential distributions and zero responses are most probable. Thus, a large
proportion of neurons responds with values near zero, anyhow. Disparity is represented
in the remaining non-zero responses. When by manipulation responses are arbitrarily
set to zero this does not change a lot and consequently the disparity representation is
robust against such forces. This demonstrates indirectly that low spontaneous activity is
a mechanism ensuring robustness of neural population representations.
Representation was robust against low-pass filtering. Only when more than 90% of the
frequency spectrum present during training was cut-off the disparity representation dete-
riorated. High-pass filtering had stronger effects. Disparity estimates became a periodic
function of disparity when responses of phase-type neurons were evaluated. Performance
decayed with increasing disparity and broke down for disparity values high compared
to the maximum wavelength in the stimulus. The disparity representation reflects the
periodicity of the stimulus and reproduces the psychophysical finding that the highest
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disparity which can be detected (DMax) in filtered noise is restricted by the frequency
content of the stimulus (Prince & Eagle, 2000a).
Phase- and position-type populations represented disparity comparably well and ex-
hibit only one difference. When responses of many neurons were set to zero or low
frequency stimuli were used both types of populations tended towards disparity estimates
that were independent of stimulus disparity. For phase-type populations these estimates
were always zero (fig. 4.5 and 4.6a). For position-type populations, estimates had finite
random values (fig. 4.4). The phase-type tendency towards zero disparity was similar
to the way degraded or uniform stimuli are perceived by human observers (Qian & Zhu,
1997).
To summarize, disparity was robustly represented by the simulated population re-
sponses. Manipulations of either the number of neurons or the stimuli showed no effect
until they were really vigorous. The robustness was strengthened when disparity infor-
mation was pooled over space (i.e. the receptive fields of the neurons were scattered over
4 deg).
Results for correlated stimuli were finally compared with responses to aRDS. Energy
neurons respond to aRDS and cRDS with the same amplitude. Although the energy
neuron model can easily be extended in order to suppress responses to aRDS (Lippert
et al., 2000; Lippert & Wagner, 2001) it is instructive to evaluate the representation of
aRDS-disparity in populations of the standard model neuron. This allows a test of the
necessity of the postulation of high-level disparity-detectors that do not respond to aRDS
(Cumming & Parker, 1997; Neri et al., 1999; Nieder & Wagner, 2001). The disparity
represented by energy neurons should have the opposite phase-sign of the stimulus dis-
parity. The negative correlation between input and represented disparity indicated that,
in principle, this prediction seemed to be true. But the correlation could also be spurious.
Disparity estimates were never equal to the input disparity and, therefore, had to gen-
erate a negative pseudo-correlation because they scattered strongly. This large variance
seemed to be the main characteristic of the representation of aRDS. A contrast-inversion
effectively hampered performance, comparable only to really vigorous manipulations of
correlated stimuli.
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The high variance of disparity estimates in aRDS might explain the contrast between
perceived depth in small aRDS (Read & Eagle, 2000, and part II) and the absence of depth
percepts in large aRDS (Cogan et al., 1993). When stimuli are sufficiently small, only
local representations of disparity have to be evaluated by the brain. Then, a high variance
of the represented disparity impairs disparity-sign discrimination performance but does
not destroy depth percepts. When stimuli become larger, local disparity estimates have
to be combined and a large variance, i.e. a lack of coherence and smoothness, will impede
a conclusive percept. The same is observed for small cRDS with aRDS background.
Again, disparity information at different stimulus sites is not coherent and depth percepts
are prevented. These results indicate that the psychophysical findings of Read & Eagle
(2000) and (Cogan et al., 1993) cannot totally be explained by a local pooling over spatial
frequencies but are the result of non-local mechanisms like pooling over space or even more
complex processing that could e.g. be modeled by Markov random fields (Rangarajan &
Chellappa, 1995).
While, in the simulation, the impairment of the disparity representation by contrast-
inversion was comparable to massive manipulations of correlated stimuli (e.g. the cut-off
of 97.5% of the training frequency spectrum) the respective effect of contrast-inversion
should be even more dramatic in human or animal perception. Biological observers are
able to match changing stimulus conditions in order to make optimal use of informa-
tion contained in a stimulus. This matching behavior, however, relies on experience, i.e.
known conditional probabilities for a specified situation. If this implicit knowledge is
not available, as for non-natural contrast-inversion, adaptation cannot occur. Therefore,
contrast-inversion should massively affect psychophysical performance.
The simulations with aRDS and cRDS suggest that depth percepts should occur in
small aRDS. Perceived depth should only loosely be correlated with disparity. When
stimuli become larger any mechanism creating percepts of coherent surfaces should be
perturbed by the lack of coherence of disparity values at different positions. An increase
in stimulus size should be accompanied by a loss of depth percepts.
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Part II
Perception of Small cRDS and aRDS

6. Abstract
Correlated random-dot stereograms (cRDS) demonstrated that disparities alone, without
other cues, evoke depth percepts and disparity-sensitive neurons in early visual areas
were thought to be the neural correlate of this type of depth perception. However, anti-
correlated RDS (aRDS), where one half-image of the cRDS is contrast inverted, shed doubt
on the perceptual relevance of disparity-sensitive neurons: The latter responded strongly
to aRDS, which on the other hand evoked no depth percept. This seeming discrepancy
has led to the postulation of a hierarchy of neural disparity processing, recently validated
for the owl. But, since mammalian data could not verify a hierarchical process, the
perception of aRDS demands for another explanation, probably offered by the way small
aRDS are perceived. In this study, random-dot patterns (aRDS & cRDS) of different size
were presented to three human observers. Small aRDS could not be distinguished from
small cRDS but generated depth percepts only weakly correlated with disparity. When
stimuli became bigger they were easily distinguished. The percentage of aRDS identified as
being different from cRDS was a monotonously increasing function of stimulus size. This
suggests that the weakness of correlation between disparity and depth evoked by aRDS
explains how large stimuli are perceived. Their difference becomes apparent because they
do not satisfy smoothness and continuity constraints.

7. Introduction
The brain has developed very effective mechanisms to exploit three-dimensional spatial
information, implicitly contained in the two-dimensional retinal images. One very pow-
erful depth cue are small differences between the images on our retinae, the binocular
disparities. Since the two eyes have different vantage points, objects are projected onto
different locations on the two retinae, and the shift between the images of an object is
systematically related to its position in depth relative to the fixation point. The brain
uses this geometric relation between depth and binocular disparities to generate strong
depth percepts (Howard & Rogers, 1995)—usually called stereopsis. By use of (correlated)
random-dot stereograms (cRDS, noise stimuli without pictorial depth cues in which pixels
in the right and left images have the same contrast), it was shown that stereoscopic depth
is perceived even when all other depth cues are absent (Julesz, 1971).
Cats (Barlow et al., 1967; Ohzawa et al., 1990), monkeys (Poggio & Fischer, 1977;
Livingstone & Tsao, 1999), and owls (Pettigrew & Konishi, 1976; Nieder & Wagner, 2000)
were shown to have disparity-sensitive neurons in early visual areas. Since they seem to
be ideal for disparity based depth maps, disparity-sensitive neurons have been discussed
as the neural correlate for stereoscopic vision (Poggio & Poggio, 1984). Recently however,
doubts were cast on the perceptual relevance of these neural responses. It was shown
that RDS where one eye’s image was contrast-inverted, i.e. black dots were substituted
by white ones and vice versa, evoke no depth percept. But they cause disparity-sensitive
neurons in V1 to exhibit strongly tuned responses (Cumming & Parker, 1997; Cogan
et al., 1993). These stimuli were called anti-correlated random-dot stereograms (aRDS).
As predicted by the energy-neuron model (Ohzawa, 1998) for disparity-sensitive neurons,
tuning-curves in response to aRDS are usually just the inverted version of the tuning-
curves for cRDS. Therefore, it was argued, that single neurons responding to seemingly
false disparities at a simultaneous absence of depth percepts can hardly be the neural
correlate of depth perception. Otherwise, their activity should evoke depth percepts.
Part II: Introduction
Although, Cumming & Parker (1997) had postulated neurons not responding to aRDS—
which could be the correlate of depth perception—so far no visual area has been found
where disparity-sensitive neurons reliably distinguish between cRDS and aRDS. By con-
trast, responses to aRDS have been found in monkey area MT (Krug et al., 1999) where
electro-stimulation directly influences depth perception. DeAngelis et al. (1998) could
show that the bias of the depth perceived in a stereogram was systematically related to
the preferred disparity of a multi-unit recording at the location of the electrical stimula-
tion.
Only in the owl a hierarchy of disparity detectors could be demonstrated (Nieder &
Wagner, 2001): Neurons responding with higher latencies showed almost no aRDS-tuning.
This is, possibly, a consequence of higher firing-thresholds in these neurons (Lippert &
Wagner, 2001). Nevertheless, the lack of evidence for such a hierarchy in mammals de-
mands for another explanation of aRDS perception. The discrepancy between neural re-
sponses to aRDS and the absence of depth percepts could be due to (possibly non-local)
interactions between populations of neurons. As demonstrated (s. Part I) populations
of energy neurons represent disparity in cRDS very reliably. In contrast, when they are
tested with aRDS depth represented shows a significant variation between individual test
patterns. The represented disparity is negatively correlated with input disparity (a pre-
diction from single energy neuron behavior) but disparity estimates on a single-trial basis
cannot be predicted from the disparity aRDS stimuli.
Since all simulations were performed with localized populations results can only be
compared with psychophysical experiments using very small stimuli. Stimuli should have
the same order of magnitude as the receptive field (RF) of single neurons, i.e. some 1 deg of
visual angle in the case of V1 neurons. The same restriction should also apply, of course, to
a comparison between single neuron behavior and psychophysics. Unfortunately, aRDS
displays used by Cumming & Parker (1997) and Nieder & Wagner (2001) were rather
large. Thus, their psychophysical findings cannot easily be compared with their neural
data.
And indeed, by use of small aRDS patches (diameter of less than 2 deg) Read & Eagle
(2000) could demonstrate residual depth discrimination— at least for some of their test
persons. This is in accord with single neuron data and the population model but there
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are further predictions that can be drawn from the model. Small aRDS should be undis-
tinguishable from small cRDS. Observers should not be aware of their bad performance
with aRDS. When stimuli become bigger, depth in aRDS should break down, and they
should be perceived as a distinct stimulus class. The large variance in local disparity-
representation should simply prohibit the perception of a well-defined, flat stimulus.
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8. Methods
Ready ReadyFixationStimulusDecision
250ms
8°
2.4°
a
b
Fig. 8.1: Psychophysical stimulus. a. A red fixation cross was presented at the center of
the screen. The aRDS/cRDS stimulus (diameter of 2.4 deg or variable) is presented
at one of eight possible positions at 8 deg eccentricity. b.Every trial is started
with a green square (Ready) at the fixation cross’ position. The observer starts the
presentation of the fixation stimulus (Fixation) by pushing a button. After a variable
time delay of 750 to 2250 ms, the aRDS/cRDS patch (Stimulus) is presented for 250
ms. After stimulus end a uniform gray screen (Decision) is presented. The observer’s
decision triggers a new trial.
Experiments were conducted in a dark room. Stimuli generated with a Silicon Graphics
Octane workstation were presented on an Elsa Ecomo 17H97 computer screen. Stereo-
scopic presentation in a 120 Hz time-multiplexed mode was ensured by a Tektronics
SGS310 active-LCD display mounted in front of the screen and polarizing glasses ob-
servers had to wear.
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Each trial was started by pushing a mouse button. Observers fixated a central red
cross against a gray background (12 cd
m2
). After a random fixation time of 750-2250 ms an
aRDS or a cRDS patch was presented for 250 ms. The position of the target stimulus
was chosen at random from eight possibilities, circularly distributed at 8 deg eccentricity
from fixation (fig. 8.1). Both the short presentation time and the unknown place of
presentation were to discourage eye-movements. As a control, observers were monitored
by an infra-red camera but no eye-movements could be detected. The aRDS and cRDS
patches were presented within a circle varying diameter. Light (24 cd
m2
) and dark (< 0.2 cd
m2
)
dots had a size of 0.04 deg x 0.04 deg and a density of 50%.
Disparity was introduced by shifting either the left or the right half-image. Disparity
values varied in steps of 0.02 deg and were randomly chosen at each trial.
At the end of each trial the observer made a forced-choice decision. Either she/he had
to report whether the stimulus was in front of or behind the fixation cross or he had to
tell whether the stimulus was an aRDS or a cRDS. After the decision a new trial could
be triggered by newly pressing the mouse button.
Psychophysical threshold curves were fitted using non-linear least-square fits (Levenberg-
Marquardt-algorithm) of a Fermi function.
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9. Results
First, stimuli of 2.4 deg diameter were tested. When asked after the presentation of a
stimulus all three observers reported depth percepts for both individual cRDS and aRDS.
When disparity-sign discrimination was tested, however, only one subject’s performance
for aRDS varied from chance level in an interpretable way (fig. 9.1a, open symbols). The
variation indicated a residual reversed depth percept as expected from single neuron data.
Similar to the experiment of Read & Eagle (2000) the deviation from 50% was marginal.
The two other observers showed no interpretable performance for aRDS (fig. 9.1c,
e). The performance for cRDS was always significantly above chance-level(fig. 9.1a, c,
e; closed symbols). While observer BG showed no bias at zero disparity for neither of
the stimulus types (fig. 9.1a, squares) JL and RO were biased in their depth perception.
Observer JL tended to crossed disparities (in-front configuration; fig. 9.1c) for both
aRDS and cRDS. RO was massively biased: towards crossed disparities for cRDS and
towards uncrossed disparities for aRDS (fig. 9.1e). This bias was so massive that it
hampered the performance of RO and his performance could not well be represented
by figure 9.1. When the percentage of stimuli perceived to be in-front (crossed) was
plotted (fig. 9.2) it was obvious that all three observers’ discrimination behavior for
cRDS was a function of disparity. Biases found in figure 9.1 reoccurred with non-zero
disparities. BG’s classification of aRDS showed a slight negative correlation with disparity
(fig. 9.2b). In contrast, the classification of aRDS by JL did not seem to be a function
of disparity(fig. 9.2d). RO’s performance seemed to be a function of absolute disparity
rather than disparity-sign: Small disparities mostly lead to uncrossed, bigger disparities
mostly to crossed percepts(fig. 9.2f).
Although neither of the three observers was able to detect disparity in aRDS reli-
ably and cRDS percepts were significantly coupled to disparity-sign the respondents were
not able to distinguish between aRDS and cRDS. When confronted with a randomized
sequence of both stimulus types (fig. 9.1b, d, f) performance was below 65% and in-
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Fig. 9.1: Psychophysical performance. a, c, e. Performance for disparity-sign dis-
crimination. Initials indicate the observer. Closed triangles indicate performance for
cRDS, open triangles for aRDS. Squares indicate the percentage of zero disparity
stimuli perceived to be in-front. b, d, f. Classification of cRDS and aRDS. Ob-
servers were allowed to use any accessible cue but all three observers were incapable
of a reliable classification of the two types of stimuli. Every point represents mean
performance from at least 80 trials (at least 50 trials for squares at zero disparity).
dependent of disparity. A large proportion of aRDS stimuli were perceived as being of
cRDS-type. Thus, small-sized cRDS and aRDS evoked similar percepts.
The equality of aRDS and cRDS was corroborated by an analysis of the response
latencies in both experiments. Observers were allowed to execute experiments freely,
especially inter-trial intervals were not determined and triggered by the observer, but
they were asked to answer as quick as possible. Therefore, response latencies should
reflect major differences between the two classes of stimuli that either facilitate a task or
not. Difficulties should lead to longer response intervals. But latencies were comparable
for aRDS and cRDS in both tasks (fig. 9.3).
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Fig. 9.2: Depth ordering as a function of disparity. a, c, e. Percentage of cRDS
perceived to be in-front of the fixation cross. A Fermi function is fitted to the data.
Insets indicate slope and intersection (bias) with 50% of the fitted curve. b, d,
f. Percentage of cRDS perceived to be in-front of the fixation cross. Every point
represents mean performance from at least 40 trials.
The foregoing pertains to small stimuli with a diameter of 2.4 deg only. They were
of the same order of magnitude as receptive fields in early visual areas. To investigate if
really stimulus size was the crucial parameter prohibiting a discrimination of aRDS and
cRDS, the size of the stimuli was varied. Stimuli had one out of six possible diameters
(equally spaced from 1.2 to 7.2 deg). Since observers were trained to keep fixation the
number of possible stimulus positions was reduced. Either the stimulus was presented to
the right or the left of the fixation cross. Stimulus eccentricity was kept at 8.0 deg. Only
two absolute disparity values were used—zero disparity or 0.08 deg. All three observers
recognized cRDS independently of their size. Only the smallest cRDS were miss-classified
in a few cases (fig. 9.4). By contrast, up to 75% of the smallest aRDS were classified as
cRDS and this number decreased monotonically with increasing aRDS-size. At diameters
of 7.2 deg less than 25% were perceived as cRDS-like.
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Fig. 9.3: Response latencies for both stimuli and tasks. a, c, e. Distribution of
response latencies for disparity-sign discrimination. Open bars indicate the aRDS
histograms, closed bars indicate cRDS. b, d, f. Distribution of response latencies
for stimulus-type classification.
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Fig. 9.4: Effects of stimulus size. The percentage of stimuli classified cRDS-like as
a function of the diameter of the stimulus. Closed triangles indicate cRDS, open
triangles aRDS.
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10. Discussion
Two types of experiments were performed. First, observers were asked to discriminate
the disparity-sign in small aRDS and cRDS. Second, observers had to discriminate aRDS
and cRDS.
In accord with data from Read & Eagle (2000), disparity-sign discrimination for aRDS
was very bad or completely absent. Read and Eagle only found two out of five subjects
significantly deviating from chance performance. Simulated neural populations, in con-
trast, performed significantly better than chance level (s. part I). However, disparity
estimates from simulated neural responses to aRDS scattered immensely and thresholds
for aRDS were larger by several orders of magnitude than those for cRDS. This could
explain the vanishing psychophysical discrimination performance.
One important prediction of the model simulation (s. part I) could, on the other
hand, be validated. Small aRDS and cRDS should evoke similar percepts and should
be undistinguishable. When asked for the type of stimulus presented the performance of
all three observers was close to chance level. Most aRDS were perceived to be normal
cRDS. This is a contradiction to the obvious absence of correlation between disparity and
perceived depth in these stimuli. This is the first time, that the perceptual similarity of
both stimuli is reported. The results indicate that bad disparity-sign discrimination does
not signal the absence of depth percepts but only its independence of stimulus disparity.
Anti-correlated stereograms have been investigated for a very long time. While, in
general, anti-correlated stimuli do not evoke regular depth percepts many stimulus pa-
rameters have been identified that facilitate reversed depth in contrast-inverted stimuli.
Low dot-densities and interocular time-delays (Cogan et al., 1993) can be understood from
physiological properties of the stereoscopic system. Other parameters, like short presenta-
tion intervals, could not be linked to physiological data (Pope et al., 1999). Remarkably,
the effect of aRDS size has, so far, not been investigated. It might be the most obvious
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parameter to explain deviations between neural and psychophysical data. Perception and
single cell responses should only be comparable if stimuli are used that have the same
order of magnitude as the receptive field of single neurons, i.e. some 1 deg of visual angle
in the case of V1 neurons.
The similarity of small aRDS and cRDS and the bad disparity-sign discrimination do,
in fact, point to a straightforward explanation of the perception of large aRDS. It is the
lack of coherence that inhibits the perception of flat surfaces when aRDS are large enough.
Localized populations at different stimulus sites indicate different depth positions because
they are not sufficiently determined by disparity.
Varying the size of both stimuli verified that large aRDS are perceived as being dif-
ferent from cRDS. The percentage of aRDS detected was a continuous and monotonously
increasing function of stimulus size. This indicates that the neural mechanism responsi-
ble for the inhibition of depth percepts in aRDS is typically non-local and depends, only
in part, on local mechanisms as suggested by Nieder & Wagner (2001) and Lippert and
coworkers (Lippert et al., 2000; Lippert & Wagner, 2001).
There is no escaping the conclusion that the perceptually relevant neural representa-
tions of stereoscopic depth should respond to aRDS. They should be similar to represen-
tations of disparity in V1. Otherwise small contrast-inverted stimuli would already have
to be perceived dissimilar as from cRDS. Data from monkey visual areas support this
interpretation. By use of electro-stimulation area MT was proved to be relevant for depth
perception (DeAngelis et al., 1998), but disparity sensitive cells in MT respond to aRDS
(Krug et al., 1999).
The existence of more elaborate disparity detectors in higher brain centers, as pos-
tulated by Cumming & Parker (1997), cannot be excluded. While these remain to be
verified and are, so far, only hypothetical, psychophysical depth of visual objects is, to
some extent, represented in the activity of V1-like cells.
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Part III
Integration of Depth from Stereopsis and
Self-Induced Motion in Populations of V1
Neurons

11. Abstract
Depth-cue integration is a powerful means to disambiguate three-dimensional visual scenes.
How the brain accomplishes the integration of cues is a matter of debate. Starting with the
finding that single neurons in V1 integrate disparity and motion, it shall be demonstrated
by simulations that the population response of such motion-disparity energy detectors
robustly represents the integrated depth from disparity and motion parallax, two pow-
erful depth cues. The present model includes implicit knowledge about self-motion and
eye distance acquired during a training period. Manipulations of either of these two pa-
rameters lead to changes in the estimated depth that are expected if an integration of
the two cues occurs in the responses. The analysis can explain psychophysical reports of
perceptual similarities between motion parallax and stereo vision as well as sub-threshold
summation.

12. Introduction
The three-dimensional structure of visual scenes is encoded in two-dimensional retinal im-
ages by different depth cues. Brains are capable of a very effective and robust integration
of different cues to one consistent, uniform depth percept. Among these cues, disparity
and motion parallax are well suited for an investigation of depth-cue integration. Dis-
parities (small differences between the two retinal images) result from the difference in
perspective that is caused by the lateral shift between the two eyes (fig. 12.1a). Mo-
tion parallax is a change in perspective as a consequence of the observer’s self-motion
(fig. 12.1b). Both disparity (Julesz, 1971; Howard & Rogers, 1995) and motion paral-
lax (Rogers & Graham, 1979; Bradshaw & Rogers, 1996) are powerful depth cues that
generate vivid depth percepts. Disparity and motion parallax differ in many properties—
disparities are instantaneously present but require an integration of information from the
two eyes, motion parallax can be assessed with one eye but only in finite time. On the
other hand, they share two very important properties: they have similar geometries that
become identical for certain types of self-motion (fig. 12.1), and both are processed by
the same type of visual cortical neuron (Maunsell & van Essen, 1983; Anzai et al., 2001).
Both motion-energy detectors (Adelson & Bergen, 1985; Emerson et al., 1992) and
disparity-energy detectors (Ohzawa et al., 1990; Fleet et al., 1996) have been described,
and theoretical (Qian & Andersen, 1997; Chen et al., 2001) as well as experimental (Maun-
sell & van Essen, 1983; Anzai et al., 2001) data for motion-stereo integration in single
neurons are available. However, responses of single neurons are usually restricted to rep-
resent only a narrow range of parameter values and are usually also ambiguous. Since
a large proportion of V1 neurons is sensitive to both disparity and motion-direction, a
population of these neurons spanning a wide range of preferred disparities and motion is a
natural candidate for the joint representation of depth from disparity and motion parallax
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(binocular)
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fovea
far
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(monocular)
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fixation point
foveafar
near
induced motiondisparity
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Fig. 12.1: Geometry of disparity and motion parallax. Disparity and motion parallax
are both a result of differences between vantage points. a. Disparities are differ-
ences between the two eyes’ retinal images. While the fixation point is mapped to
the foveae and has zero disparity, images of objects nearer to the observer move away
from each other with decreasing distance. Objects farther away than the fixation
point move together with increasing distance from fixation. b. Motion parallax
is the change of the position of object images over time as a result of the observers
self-motion. When self-motion follows a circle with its center at the fixation point
and the viewing distance as radius motion parallax has exactly the same geometry
as disparity. Yet, depth information is still not contained in instantaneous position
but only image motion: Direction and speed of motion systematically relate to the
position in depth of the mapped object.
(Qian & Andersen, 1997; Anzai et al., 2001). So far, it is not understood whether and
how a population response might efficiently be exploited for depth vision. To shed light
on this question, the responses of populations of V1 neurons have been simulated, and
their ability to represent depth has been analyzed.
To ensure similar conditions for the two cues and to provide an optimal use of motion
parallax, the self-motion was restricted to a rotation of the observer around its fixation
point with maintained fixation (fig. 12.1b). In this way, exactly the same geometry was
created in the motion case as in the disparity case (fig. 12.1). Besides, such movements
have been observed in barn owls (fig. 12.2), a species that uses both disparity and motion
parallax as a depth cue (Wagner, 1989; van der Willigen et al., 1998).
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Fig. 12.2: Owls actively use motion parallax. When owls are interested in visual objects
they perform characteristic head movements suited to induce strong motion paral-
lax. a. The trace of a typical owl head movement. Plotted are the positions of an
owls head (view from above). Positions were sampled at equidistant points in time.
b. x-position of the owls head as a function of time. The movement resembles a
saw-tooth pattern with an impressing constancy of the speed for both directions.
c. During head oscillations the head is turned. d. The orientation of the head
can be explained as a compensatory rotation to keep fixation. The angle of the
head orientation is a linear function of the head position as expected for a rotatory
movement around a point of fixation (as in right panel Fig. 12.1; The dashed line
indicates the linear regression line. Data were provided by H. Wagner.)
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13. Model and Model Parameters
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Fig. 13.1: Stimulus generation. Stimuli for the population model consisted of a cloud
of geometric points distributed over a straight line perpendicular to the axis of
symmetry (mean viewing direction of the model). This stimulus was converted
into a retinal stereo-image (or ”movie” respectively) with a stereoscopic camera
model (2-camera-model) using projective geometry. The two cameras of the camera
model had a distance of 6 cm and were aligned with a common fixation point at
a viewing distance of 200 cm. The stimulus line had varying positions along the
axis of symmetry within a range of 1 cm around the fixation point. To generate
15 consecutive stereo-images forming a retinal movie with a length of 300 ms, the
camera was moved along a circle of 200 cm radius centered at the fixation point
with an angular velocity of 5 deg/s. All 15 positions used to sample the movie
were symmetrically arranged around the axis of symmetry, and for all positions
fixation of the camera model was kept constant. This procedure ensured that both
motion parallax and disparity information about the position of the stimulus line
were contained in the movie. The movie was used as input to the model neurons.
The stimulus configuration in the model is shown in fig. 13.1. Stimuli consisted of a
cloud of geometrical points randomly distributed over a range of 5 cm on a straight line
perpendicular to the viewing direction (fig. 13.1). The model was restricted to the two-
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dimensional plane defined by the viewing direction and the stimulus. The stimulus points
had a density of 4 points/cm. The stimulus plane was positioned within +/-0.5 cm from
the center of a circle of 200 cm radius. The center of this circle was the fixation point of
the 2-camera-model. Using projective geometry the perspective projection of the stimulus
points by two model eyes onto two model retinae was calculated (s. Camera Model). The
two model eyes had a distance of 6 cm (approximately the eye distance of a human), were
positioned at the circle of 200 cm radius, and were both aligned with the fixation point.
Disparities were thus naturally introduced as a consequence of stimulus position in depth
and a difference in vantage points. The camera-model was now moved along the circle
with an angular speed of 5 deg/s, keeping fixation for both cameras. During a period
of 300 ms, the retinal images for 15 equally spaced points were recorded, giving a short
stereo-movie of the resulting retinal optic flow. Changes of the retinal image over time
introduced motion parallax into the stimulus. The stereo-movie was the actual input to
the model neurons.
Camera Model
Stimuli as well as camera coordinates were expressed in homogenous coordinates. This
allowed mapping and camera movements to be treated with the same formalism. In
homogenous coordinates all operations like rotation, translation, and projection are linear
mappings (Ja¨hne, 2001). Thus retinal image coordinates i of a stimulus point with world
coordinates s can be calculated by a linear transformation:
i = P ∗V ∗ ED ∗VD ∗R ∗D ∗ s, (13.1)
where P, V, ED, VD, R, D denote the matrices for the linear transformations of the
projection, vergence, eye distance, viewing distance, rotation, and disparity, respectively.
The calculation of left and right half-image coordinates il and ir of a stereo image differed
only in V and ED which lead to disparities. The movie was generated by successively
changing R which is equivalent to a rotatory movement at a constant viewing distance.
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Motion-Sensitive Binocular Energy Neurons
Model neurons were a simple motion-sensitive extension of the well-established binocular
energy neuron for disparity-sensitive cortex neurons (Ohzawa et al., 1990; Fleet et al.,
1996). The static binocular energy neuron consists of 4 computational stages. First, each
eye’s retinal image is convolved with a quadrature pair of Gabor filters. Both filters in
one eye are identical except for their phase (quadrature pair: 90 deg phase difference).
All four Gabor filters share the same spatial frequency and width. The two quadrature
pairs in each eye only differ by a spatial displacement between the retinal positions which
generates selectivity for corresponding preferred disparities. After this the responses of
the subunits of the quadrature pairs from both eyes are combined. Two sums of a left
and right response are calculated. In a third step these sums are squared. Finally, in a
forth step, the sum of these squares is computed. It represents the response of the static
energy neuron. This model neuron can easily be extended to a motion-sensitive version
by introducing a phase constant into the argument of the cosine in the Gabor filters (Qian
& Andersen, 1997). This phase constant was a linear function of time. The slope of the
linear function was the preferred phase-velocity of the energy neuron. The response of a
motion-sensitive energy neuron was the sum over responses to frames of a retinal movie.
It was motion-direction selective. Because of the restriction to two dimensions receptive
fields of model neurons had only one spatial dimension and orientation tuning was not
included in the model.
Neural Populations
Neural populations consisted of 100 motion- and disparity-sensitive energy neurons. The
four parameters (1. preferred spatial frequency; 2. width of the frequency tuning; 3.
preferred disparity; 4. preferred velocity) for each neuron were chosen at random from
physiologically plausible distributions. Best frequencies ranged from 0.4 to 20 cyc/deg.
They were drawn from a lognormal distribution with an underlying normal distribution
with mean 1.6 cyc/deg and a standard deviation (s.d.) of 0.7 cyc/deg. To limit the
maximum preferred frequency, all values bigger than 20 cyc/deg were clipped at this
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value. The resulting distribution (fig. 13.2a) of preferred frequencies was similar to the
one found for neurons in the macaque visual cortex (DeValois et al., 1982). Receptive-
field widths in units of the neurons’ best wavelengths were normally distributed (mean
0.5, s.d. 0.25). Values smaller than 0.1 periods were clipped at this value. The resulting
distribution (fig. 13.2b) was also comparable to the one found for macaque neurons
(DeValois et al., 1982). The preferred disparity of the neurons was normally distributed
with mean 0 deg and s.d. 0.5 deg (fig. 13.2c) similar to data from disparity-sensitive
neurons in monkey V1 (Cumming & DeAngelis, 2001). Preferred phase-velocities were
drawn from a uniform distribution between -6.0 and +6.0 periods/s.
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Fig. 13.2: Physiologically plausible population parameters. Each neuron could be
described by only four parameters that were independently chosen from 4 physi-
ologically plausible distributions (s. methods; example distributions with n=1000
are plotted): a. The distribution of preferred spatial frequencies. b. The
distribution of the width of the receptive fields. Sigma is the standard deviation of
the Gaussian envelope determining the receptive-field size of a neuron, expressed in
periods of the preferred spatial frequency. c. Distribution of preferred disparity
expressed in degrees of visual angle. d. Distribution of preferred velocity ex-
pressed as phase-velocity in periods of the preferred spatial frequency per second.
Estimation of Stimulus Position
The depth represented by a population response was evaluated with a maximum-likelihood
estimator. Given the responses of all neurons and knowing the response distribution as
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a function of position in depth, this is simply an application of Bayes rule (Oram et al.,
1998). Since all model neurons are independent, Bayes formula factorizes:
p(d|r1, r2, . . . , r100) = p(r1|d)p(r2|d) . . . p(r100|d)∑
d′ p(r1|d′)p(r2|d′) . . . p(r100|d′)
(13.2)
p(d|r1, r2, . . . , r100) indicates the probability that d was the depth position of the stimulus
evoking the neural responses r1, r2, ..., r100 of neurons No. 1 to No. 100. The sum over d
′ is
a sum over all possible depth positions. To evaluate this formula, the a priori probabilities
p(ri|d) for all neurons and all possible depth positions d have to be known. This knowledge
has to be acquired during “training”. The p(ri|d) was gathered as histograms for a
training set of 250 randomly generated stimuli. The estimate of the stimulus position was
determined as d0 maximizing p(d|r1, r2, . . . , r100) such that:
p(d0|r1, r2, . . . , r100) = max
d′
{p(d′|r1, r2, . . . , r100)} (13.3)
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14. Results
The depth represented in responses of V1 neurons sensitive to both motion and dispar-
ity has been modeled. The model populations consisted of 100 physiologically-plausible
energy neurons (Qian & Andersen, 1997; Anzai et al., 2001; Chen et al., 2001). Their
response to different depth configurations for different experimental conditions was eval-
uated with a statistically effective maximum-likelihood estimator.
The estimator was ”trained” with 250 randomly generated training stimuli at each
of 71 equally spaced positions in depth (between -0.5 cm and +0.5 cm relative to the
fixation point of the model). The a priori response distributions, necessary for a maximum-
likelihood estimator to work, could be gathered with the responses to the training stimuli.
It is worth noting that all training stimuli were generated with an eye distance of 6 cm and
a rotatory speed of 5 deg/s. Consequently, the resulting response distributions enclose
implicit knowledge about this eye distance and the kind of self-movement.
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Fig. 14.1: Model estimates of depth position for trained conditions. Responses
of a model population were evaluated with a maximum-likelihood estimator. The
mean estimated position for 50 model populations is plotted as a function of the
real stimulus position. Each population was tested with 30 stimuli at each position
in depth. Conditions were the same as used during the training of the estimator
(eye distance of 6 cm and angular velocity of 5 deg/s). The dashed line indicates a
slope of 1. Error bars indicate the standard deviation.
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First, it was tested whether the statistical estimator would identify the depth config-
uration underlying a neural population response. The same type of stimulus as during
training was used and depth from neural activity was estimated for all training depth
positions. The mean estimate from 50 different and independent populations, that were
each tested with 30 test stimuli, was plotted as a function of the underlying depth posi-
tion. There was a continual increase in the estimated depth when the stimulus line was
moved further away (fig. 14.1). This correlation between presented and estimated depth
demonstrated that the population response represented the stimulus position in depth.
Test stimuli were manipulated to test the robustness of the representation and its
dependence on one or the other cue. This also allowed to draw analogies to psychophysical
experiments. When the camera did not move, i.e. motion parallax was zero and only
disparity could carry information on stimulus depth position, the depth estimate of the
maximum-likelihood estimator was still a linear function of stimulus position with only
a slight reduction of the slope (fig. 14.2a). Next, disparity information was removed
by setting eye distance to zero. The degradation of the depth estimate in this case was
similar to the changes seen when motion parallax was eliminated (compare fig. 14.2b
with fig. 14.2a). This demonstrated that each cue by itself was robustly represented
in the population response and indicated as well that each cue contributed similarly to
depth representation. Consequently, depth estimation collapsed when the two cues were
set to yield opposite values. This could be achieved by either inverting the motion of
the model (-5 deg/s) while keeping disparity constant (fig. 14.2c) or exchanging eye
positions, thereby inverting disparity, and leaving motion constant (fig. 14.2d). Thus,
if disparity and motion parallax have opposite signs, depth is no longer represented in
the responses of the neural population. It has to be kept in mind that for all these
manipulations the statistical estimator implicitly assumed self-motion as in the training
situation and heavily relied on the a priori responses distributions of the model neurons
attained under this condition. Thus, if the speed of the reversed motion was augmented
(-10 deg/s) information of reversed depth from motion parallax outplayed true depth still
indicated by disparity (fig. 14.2e), and if the eyes’ position was not only reversed, but
their distance doubled, (wrong) disparity information dominated the response leading to
a negative correlation between position and depth estimate (fig. 14.2f).
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Fig. 14.2: Model estimates for manipulated conditions. Motion was manipulated in a,
c, and e, while eye distance was manipulated in b, d, and f. a. Velocity was set to
zero. No motion parallax information was contained in the retinal movie. The mean
estimated position was still linearly related to the stimulus position. The slope was
positive but smaller than 1. Depth was still represented. b. Eye distance was set
to zero. No disparity information was contained in the retinal movie. The mean
estimated position was still linearly related to the stimulus position. c. When
motion was reversed (-5 deg/s) the depth estimate was constant and no longer a
function of stimulus position. d. When eyes were exchanged, i.e. eye distance
was negative (-6 cm) and disparity inverted the depth estimate was constant and
no longer a function of stimulus position. e. When the speed of the reversed
motion was doubled, estimates were again linearly coupled to stimulus position but
this time with a negative slope. f. When the distance of the exchanged eyes was
doubled (-12 cm), estimates were again coupled to stimulus position. Estimates
showed a negative correlation with stimulus position.
Will this representation of self-induced motion parallax as represented in a population
of motion- and disparity-energy detectors be of use for an animal or human that wants
to improve the precision of its depth judgments? To investigate this problem, data from
depth-estimation simulation was analyzed in terms of depth discrimination, as is typical
in psychophysics: there, psychometric curves result from individual estimates that are
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classified as correct or wrong according to a match or mismatch between the sign of the
stimulus position and the sign of the estimate based on the neural population response.
From these psychometric curves response thresholds are determined. Likewise, for each
population the percentage of correct responses was determined as a function of the mag-
nitude of the stimuli’s displacement from the fixation point. Then, the threshold-depth
displacement defined as displacement at 75% performance was calculated (non-linear fit
with a logistic threshold function).
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Fig. 14.3: Comparison of threshold depth detection with and without motion par-
allax. Depth estimates as plotted in Fig. 14.1 and 14.2 can be used to determine
depth discrimination thresholds (in front or behind fixation, s. text and methods).
Two training and stimulus conditions were compared. 50 populations were trained
with either a constant angular motion of 5 deg/s (stereo + motion parallax) or
without any motion (stereo alone). Depth detection thresholds were compared for
both stimulus conditions. Mean threshold and standard deviation for all 50 popu-
lations are plotted for both conditions revealing a significant difference (Wilcoxon
matched pair signed rank test, p<0.001).
To judge whether motion parallax indeed improves depth estimation in a stimulus
already containing disparities, two conditions were compared: 1) threshold of the statis-
tical estimator for self-motion as used during training and 2) threshold of the estimator
without motion. In the latter case, prior distributions were gathered without self-motion
which ensures that a lower performance in the case without parallax information is not
simply due to a mismatch between implicit knowledge about self-motion and the test sit-
uation. Nevertheless, depth encoded in the model populations is more reliable when both
motion parallax and disparity cues are present and not only the latter (fig. 14.3). Either
of the two conditions was tested with the same set of 50 independent model populations,
and a Wilcoxon matched pairs signed rank test rated this difference as highly significant
(p<0.001).
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The results demonstrate that depth from disparity and motion-parallax is represented
in the responses of a population of motion- and disparity-sensitive neurons as found
in V1. This depth representation is robust against manipulations of either of the two
individual parameters. Even if one of the two parameters is completely absent, depth
is still represented in the population response. Only if depth indicated by motion and
disparity are in opposition the population response can no longer indicate the position of
the stimulus. Finally, self-motion inducing motion parallax could be suitable to reduce
depth thresholds if depth estimates rely on the depth encoded in population activity of
motion- and disparity-sensitive neurons in V1.
When disparity and motion parallax are present as depth cues, depth estimates of an
observer rely on a combination of both cues (Rogers & Collett, 1989). Many psychophysi-
cal studies have been dedicated to this combination of motion and disparity cues (Nawrot
& Blake, 1991, 1993; Johnston et al., 1994; Bradshaw & Rogers, 1996; Turner et al., 1997;
Tittle et al., 1997; Bradshaw et al., 1998, 2000). Although the actual nature of the inter-
action seems to depend on the way stimuli are presented, two strong arguments suggest a
processing of both cues in a common neural network: in adaptation and priming experi-
ments interactions between depth from motion and disparity have been shown (Nawrot &
Blake, 1991, 1993; Bradshaw & Rogers, 1996). In addition, sub-threshold summation has
been observed (Bradshaw & Rogers, 1996) conflicting with an independent computation
of depth from either cue. The results are in accord with these findings and suggest that
populations of motion-energy detectors as found in V1 may explain a large proportion of
these psychophysical findings.
A joint processing of motion and disparity has been postulated theoretically (Qian
& Andersen, 1997) and shown experimentally (Poggio & Talbot, 1981; Maunsell & van
Essen, 1983; DeYoe & van Essen, 1988; Anzai et al., 2001). Single-neuron behavior has
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been employed to explain a depth-illusion called Pulfrich-effect, where interocular delay
induced by luminance differences evokes depth percepts in a flat motion stimulus (Qian &
Andersen, 1997; Anzai et al., 2001). This could clearly demonstrate the possible involve-
ment of V1 joint-encoding in depth cue integration. Still, the Pulfrich-effect is a depth
illusion in otherwise flat stimuli and no real depth vision. Functional and integrative
depth vision could not be linked to joint-encoding in neural correlates to date. For the
first time, the present modeling shows that psychophysically relevant integrated depth
from disparity and motion parallax is represented in responses of V1 populations. The
evaluation of this representation made use of information about the origin of the retinal
flow field, i.e. the nature of the self-motion. This is important, because identical retinal
flow-fields generate different percepts depending on whether the observer generated the
motion himself or not (Wexler et al., 2001). However, in the present model the knowledge
about self-motion was only implicitly contained in knowledge about response character-
istics of individual neurons. It is of the same kind as the knowledge of eye-distance that
is necessary to interpret disparities. Such implicit knowledge was sufficient for a robust
interpretation of visual scenes and is an effective way of reducing the complexity of depth
computation. A restriction to one class of self-motion allows a direct representation of
depth without a need for further calculations.
It was shown that stimuli with either only disparities or motion parallax generated
equal depth representations. This would explain the perceptual similarities between mo-
tion parallax and stereopsis (Rogers & Graham, 1982).
A comparison of threshold performance for disparity plus motion parallax with dis-
parity alone showed an advantage of the integrated case. This shows the possibility of
sub-threshold interactions and supports human psychophysics (Bradshaw & Rogers, 1996)
where such interactions have been observed.
Representations are just correlations between perceptual or behavioral and neural
properties. Thus, the simulations can only show that integrated depth from motion
parallax and disparity is robustly represented in neural population responses of V1. There
is no means to demonstrate that this representation is also used by the brain. However,
Deneve and coworkers have lately shown that maximum-likelihood estimation, which was
used to investigate the neural representation of depth, can also be performed robustly by
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a neural network (Pouget et al., 1998; Deneve et al., 1999, 2001). Statistical estimators
have also been used to classify representations of parameters in real neurons (Warland
et al., 1997; Zhang et al., 1998; Maynard et al., 1999). It is plausible that the integration
of depth in V1 population responses is not just a side-effect of other perceptually relevant
representations.
The present study was restricted to confined types of stimuli, self-motion, and estima-
tion tasks. As a consequence of the choice for energy neurons the model cannot deal with
such phenomena of depth vision as transparency or cross-cue adaptation. Nevertheless,
it is striking that this very simple population model can deal with a great proportion
of interactions between motion parallax and stereopsis. All results presented here were
generated with a neural hardware jointly encoding motion and disparity. By analogy with
psychophysical models this would be classified as a ”strong fusion” model (Young et al.,
1993; Curran & Johnston, 1994; Landy et al., 1995; Fine & Jacobs, 1999). And indeed,
sub-threshold interaction found in the simulated representation is a typical feature of such
models. However, using manipulated stimuli, similarities to a linear interaction between
motion and disparity were also found, as expected for a ”weak fusion” model. Similar
inconsistencies are also typical for psychophysical data and inhibited the unification of
different model types. The simulations suggest that both non-linear and linear interac-
tions in depth cue integration might be generated by one neural network and would not
necessarily have to be the result of independent networks.
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Part IV
Linear, Non-Linear, and No Interaction of
Depth from Stereopsis and Self-Induced
Motion in Populations of V1 Neurons

16. Abstract
The visual system combines information from a variety of depth cues to generate one
unique depth percept. Cue combinations allow more veridical, robust depth estimates and
overcome restrictions inherent in individual cues. The computational properties of cue
combination have been studied both psychophysically and theoretically but the diversity
of properties could neither be described by one common theoretical framework nor could
a class of neurons be identified that integrate depth. Here, the properties of a candidate
for the neural integration of motion parallax and disparity, two powerful depth cues, are
investigated and compared to two extreme types of theoretical models: weak and strong
fusion models. A joint representation of both cues in population responses of V1 neurons
shows characteristics of both model types. The joint representation heavily relies on
knowledge about the physical source of both depth cues and dramatically changes its
behavior when different kinds of self-motion generate motion parallax information. This
dependence on the geometry of self-motion yields a potential explanation for the broad
range of psychophysical interactions from linear combination to vetoing.

17. Introduction
The projection of visual scenes to two-dimensional retinal images is accompanied by a
loss of information. To reconstruct the three-dimensional structure of the scene from
the two-dimensional images the brain exploits numerous depth cues that carry only indi-
rect information about the lost dimension. Although depth vision has been investigated
for a long time (Howard & Rogers, 1995) the neural processing of depth information is
only understood in part. For most depth cues like occlusion or perspective it has been
very difficult to identify specialized neural correlates. An exception is stereopsis. Stereo-
scopic vision employs small disparities between the two eyes’ images that result from the
difference in vantage points and systematically relate to object positions in depth (fig.
17.1). Visual neurons sensitive to binocular disparities could be the neural correlate of
stereovision (Qian & Andersen, 1997; Anzai et al., 2001).
left eye right eye
fixation point
fovea
far
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disparity
Fig. 17.1: Geometry of binocular disparity. Disparities are differences between the
two eyes’ retinal images that result from differences between the vantage points.
While the fixation point is mapped to the foveae and has disparity zero, images of
objects nearer to the observer move away from each other with decreasing distance.
Objects farther away than the fixation point move together with increasing distance
from fixation.
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The combination of different depth cues to a coherent unique percept of a visual
scene is even less understood than the representation of individual depth cues. Properties
of cue combination have been studied psychophysically in great detail. Unfortunately,
experimental data are not easy to interpret since the way depth cues interact seems to
depend heavily on the experimental paradigms used and even seemingly contradictory
results have been reported. A consequence of this incoherence is the great variety of
statistical models employed to explain psychophysical data (for a review s. Fine & Jacobs,
1999). Two extreme types of models have been proposed (Fine & Jacobs, 1999): 1)
Weak fusion models generate depth estimates from a weighted linear combination of
depth estimates from individual depth cues. Interaction of cues is strictly linear and
the weights (which may change from one situation to another) represent the reliability
of individual cues. Neural implementations of a cue combination of the weak fusion
type are classically expected to possess independent neural representations for every cue
(Fine & Jacobs, 1999). 2) Strong fusion models allow non-linear interactions of different
cues. These interactions may occur at any stage of the calculation of depth. However, cue
combination was not linked to neural activity until Anzai and coworkers could demonstrate
that binocular disparities and motion, another potent depth cue, are jointly encoded in
neurons of early visual areas (Anzai et al., 2001). These authors suggested that this joint-
encoding might be a neural basis of the combination of the two cues. Using simulations of
V1 responses, it was shown in part III of this theses that such a combination or integration
can indeed be accomplished by populations of these neurons-at least for the case of self-
induced motion. When an observer’s head moves the retinal images are changed over
time. These changes are called motion parallax and evoke depth percepts with many
similarities to stereovision (Rogers & Graham, 1979, 1982, fig. 17.2).
Here, the population model is compared with theoretical models developed from psy-
chophysical data. The population model would traditionally be classified as a strong
fusion model because of two reasons: Firstly, individual neurons constituting the pop-
ulation are non-linear and combine motion and disparity non-linearly. Secondly, the
statistical estimator used to evaluate the population response is also highly non-linear.
And indeed, as already reported (s. part III), the model shows non-linear interactions
like sub-threshold summation, that are typical for strong fusion models and should not be
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Fig. 17.2: Two geometries of motion parallax. Motion parallax is the change of the
position of object images over time as a result of the observers self-motion that
changes the vantage point. Depth information is not contained in instantaneous
position but in image motion: Direction and speed of motion systematically relate
to the position in depth of the mapped object. a. Rotation: Self-motion
follows a circle with its center at the fixation point. The viewing distance and
the fixation are kept constant. Motion parallax has exactly the same geometry as
disparity. b. Translation: Self-motion is translatory. The viewing direction
is kept constant (the fixation point moves). Retinal flow fields have a different
geometry. Translatory and rotatory motion are identical when the fixation point is
at infinity.
observed in weak fusion models. Yet, as reported here, a quantitative analysis revealed
that interactions could, to some extend, be explained by a linear model (i.e. weak fusion).
As already mentioned, a major characteristic of the psychophysical literature on motion
parallax and disparity is a lack of consistency between data from different experimental
paradigms that were used by different authors. It can be demonstrated that the geom-
etry of self-motion can strongly influence the relationship between disparity and motion
cues. Cue interaction in identical neural populations differs so strongly between different
modes of self-motion that this suggests an explanation for contradictory experimental
results: Simulations suggest that the interplay between neural representation and geo-
metrical properties of psychophysical paradigms prevents a comparison between different
experimental situations.
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18. Model and Model Parameters
Model populations consisted of 100 physiologically-plausible energy neurons (Ohzawa
et al., 1990; Fleet et al., 1996; Qian & Andersen, 1997; Chen et al., 2001). Their response
to different depth configurations for different experimental conditions was evaluated with
a statistically effective maximum-likelihood estimator.
Stimuli consisted of a cloud of geometrical points randomly distributed over a range
of 5 cm on a straight line. The model was restricted to the two-dimensional plane defined
by the position of the model’s eyes and the stimulus. The stimulus points had a density
of 4 points/cm. The stimulus line had constant orientation and was positioned within a
range of +/-0.5 cm from zero depth. Depending on the two stimulus geometries (rotation
or translation, fig. 17.2) the two model eyes where either positioned on a line parallel to
the stimulus or at a circle with its center at zero depth. The viewing distance was 200
cm. The model eye had a distance of 6 cm (approximately the eye distance of an adult).
Stimuli were transformed into retinal images by use of projective geometry. Motion
parallax was introduced by either a movement of the model eyes along a line (transla-
tion) or along a circle (rotation). Stimuli as well as eye coordinates were expressed in
homogenous coordinates. This allowed mapping and eye movements to be treated with
the same formalism. In homogenous coordinates all operations like rotation, translation,
and projection are linear mappings (Ja¨hne, 2001). Thus retinal image coordinates i of a
stimulus point with world coordinates s could be calculated by a linear transformation:
i = P ∗V ∗ ED ∗VD ∗RT ∗D ∗ s, (18.1)
where P, V, ED, VD, RT, D denote the matrices for the linear transformations of
the projection, vergence, eye distance, viewing distance, rotation or translation depending
on the motion geometry, and disparity, respectively. The calculation of left and right half-
image coordinates il and ir of a stereo image differed only in V and ED which lead to
disparities.
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Retinal movies consisted of 15 binocular stereo-images calculated for 15 different eye
positions. These 15 positions were equidistantly spaced around the mean viewing direction
perpendicular to the stimulus line. The resulting stereo-movie represented a period of
300 ms. The speed of the motion was either 5 deg/s for the rotation or the equivalent
translatory speed (17 cm/s). The movie was generated by successively changingRT which
was equivalent to a rotatory or translatory movement of the eyes at a constant viewing
distance. All other matrices remained unchanged. The fixation point of the model was
always at a distance of 200 cm. For rotation, the fixation point did not move and remained
at the intersection of the zero depth stimulus and the mean viewing direction (fig. 17.2a).
By contrast, for translation, the fixation point underwent the same displacement as the
model eyes (fig. 17.2b).
The retinal stereo-movie was the input to the model neurons. Model neurons were
a simple motion-sensitive extension of the well-established binocular energy neuron for
disparity-sensitive neurons (Ohzawa et al., 1990; Fleet et al., 1996). The static binocular
energy neuron consists of 4 computational stages. First, each eye’s retinal image is con-
volved with a quadrature pair of Gabor filters. Both filters in one eye are identical except
for their phase (quadrature pair: 90 deg phase difference). All four Gabor filters share the
same spatial frequency and width. The two quadrature pairs in each eye differ only by
a spatial displacement of retinal position, which generates selectivity for corresponding
preferred disparities. Then the responses of the subunits of the quadrature pairs from
both eyes are combined. Two sums of a left and right response are calculated. In a third
step these sums are squared and in a forth step the sum of squares computed. This final
sum represents the response of the static energy neuron. It can easily be extended to a
motion-sensitive version by introducing a varying phase constant into the argument of the
cosine in the Gabor filters. This phase constant was a linear function of time, its slope
the preferred phase-velocity of the neuron. When the response of an energy neuron was
now calculated as sum over responses to frames of a retinal movie, these response became
motion-direction selective. Because of the restriction to two dimensions receptive fields of
model neurons had only one spatial dimension and orientation tuning was not included in
the model. The tuning characteristics of model neurons could then be described by only
four parameters chosen so as to be comparable to parameters of biological visual neurons:
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1) preferred spatial frequency, 2) width of the frequency tuning, 3) preferred disparity,
and 4) preferred velocity.
Not only the response of individual neurons to a retinal movie was calculated but
the response of a population of 100 neurons with parameters chosen independently and
at random from four physiological distributions. Best frequencies ranged from 0.4 to 20
cyc/deg. They were drawn from a lognormal distribution with an underlying normal
distribution with mean 1.6 cyc/deg and a standard deviation (s.d.) of 0.7 cyc/deg. To
limit the maximum preferred frequency all values bigger than 20 cyc/deg were clipped
at this value. The resulting distribution of preferred frequencies was similar to the one
found for neurons in the macaque visual cortex (DeValois et al., 1982). Receptive-field
widths in units of the neurons’ best wavelengths were normally distributed (mean 0.5,
s.d. 0.25). Values smaller than 0.1 periods were clipped at this value. The resulting
distribution was also comparable to the one found for macaque neurons (DeValois et al.,
1982). The preferred disparity of the neurons was normally distributed with mean 0 deg
disparity and s.d. 0.5 deg, similar to data from disparity-sensitive neurons in monkey
V1 (Cumming & DeAngelis, 2001). To secure a broad range of preferred velocities in
a physiologically plausible range, preferred phase-velocities were drawn from a uniform
distribution between -6.0 and +6.0 periods/s.
A given response of a population of model neurons can be transformed into an estimate
of the stimulus position using Bayes rule (Oram et al., 1998). Since all model neurons are
independent, Bayes formula factorizes:
p(d|r1, r2, . . . , r100) = p(r1|d)p(r2|d) . . . p(r100|d)∑
d′ p(r1|d′)p(r2|d′) . . . p(r100|d′)
. (18.2)
p(d|r1, r2, . . . , r100) indicates the probability that d was the depth position of the stimulus
evoking the neural responses r1, r2, ..., r100 of neurons No. 1 to No. 100. The sum over d
′ is
a sum over all possible depth positions. To evaluate this formula, the a priori probabilities
p(ri|d) for all neurons and all possible depth positions d have to be known. This knowledge
has to be acquired during “training”. The p(ri|d) were gathered as histograms for a
training set of 250 randomly generated stimuli. The estimate of the stimulus position was
determined as d0 maximizing p(d|r1, r2, . . . , r100) such that:
p(d0|r1, r2, . . . , r100) = max
d′
{p(d′|r1, r2, . . . , r100)}. (18.3)
81
Part IV: Model and Model Parameters
It is worth noting that all training stimuli were generated with an eye distance of 6 cm and
constant speed of 5 deg/s or 17 cm/s respectively. Consequently, the resulting response
distributions contain implicit knowledge about this eye distance and the respective kind
of self-motion.
The estimation procedure allowed a statistically efficient evaluation of the depth rep-
resented in the population response. The depth estimate could be used to subject the
model to psychophysical experiments.
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The interaction between disparity and motion was investigated with an approach known
from psychophysical studies (e.g. Rogers & Collett, 1989)): Disparity and motion parallax
can be manipulated independently by either varying the eye distance or varying the speed
and direction of the self-motion of the model. Disparities scale linearly with eye distance
when viewing distances are large compared to eye distance. The same holds for the
velocity of self-motion and motion parallax. Thus, both cues could independently be set
and stimuli could be generated where the cues were in conflict.
Estimates of depth under 17 conditions for eye distance and velocity of self-motion were
calculated. Apart from the training condition (6 cm eye distance and 5 deg/s or 17 cm/s)
either normal eye distance or normal velocity were multiplied by one out of 8 coefficients:
-2.0, -1.5, -1.0, -0.5, 0.0, +0.5, +1.5, or +2.0. Retinal movies were then generated with the
scaled model parameters. These movies carried disparity and motion parallax information
about depth positions that were equal to the stimulus position times the coefficient used
to manipulate the particular parameter. Mean estimates from population responses to 30
random stimuli were determined at all 71 stimulus depth positions.
The mean estimates of a population were then fitted to either a linear model with 3
free parameters or to a second order non-linear (i.e. binomial) model with 6 parameters.
Motion parallax and disparity were free-parameters. The linear model was
dline (mp, dis) = d0 + a ∗mp+ b ∗ dis, (19.1)
with de the depth estimate when mp and dis were indicated by motion parallax and
disparity, respectively. d0 is the intercept of the linear model and a and b are the linear
coefficients for motion parallax and disparity. The non-linear model was
dnon−line (mp, dis) = d0 + a ∗mp+ b ∗ dis+ c ∗mp ∗ dis+ d ∗mp2 + e ∗ dis2, (19.2)
with c, d, and e the coefficients for the non-linear terms.
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Fig. 19.1: Comparison of the linear and a second order non-linear model. Variances
explained by the linear model of cue interaction can be compared to a more general
non-linear regression model (s. text). Both models are fitted to the responses of 30
model populations and the squared correlation coefficients (R-Square) are plotted.
Open bars indicate the distributions for the linear model. Closed bars the non-
linear model (a, c). a. Distribution of explained variance for translatory motion
geometry. b. The improvement in explanation of variance for the non-linear
model is plotted as histogram for the translatory geometry. c. Distribution of
explained variance for rotatory geometry. d. Improvement (compared to the
linear model) in explained variance for rotation.
The regression coefficients for both regression models and motion geometries were
calculated. This procedure was repeated with 30 independent simulated populations.
Figure 19.1 depicts the distribution of explained variances (a, c) and the difference (or
improvement) in explained variance when the more complex non-linear model was used
(b, d). Irrespective of the motion geometry, the quality of both model fits was comparable.
The linear model can never be better than the non-linear one because it is only a special
case of the latter. The non-linear model will in general perform better. While for most
populations the improvement in explained variance was less than 5% (translation: 28
out of 30; rotation: 20 out of 30) in some cases especially for rotatory movement the
difference could be up to 15%. Regression analysis showed that in 15 (translation) and
accordingly 22 (rotation) out of 30 cases the non-linear model was significantly better
(F-Test, p<0.01). Significant non-linear effects could thus be demonstrated. The non-
linearities, however, did not contribute much to the variance of the depth estimate. The
linear model was already a good description of the properties of depth representation.
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Fig. 19.2: Scatter plots for improvement in explained variance and linear coeffi-
cients for non-linear components. The improvement in explained variance
for all 30 populations is plotted as function of the linear coefficients in the fitted
second-order non-linear model. Left column shows scatter plots for translatory
self-motion. Right column depicts the rotation case. a, b. The coefficient of
the non-linear motion parallax term is plotted against the difference in explained
variance. c, d. The coefficient of the non-linear disparity term is plotted. e,
f. The mixed interaction term between disparity and motion parallax.
All three regression coefficients c, d, and e of the non-linear terms varied and had non-
zero absolute values up to 0.5 (fig. 19.2). A correlation between the difference in explained
variance and one of the coefficients indicates that the respective term contributed to the
gain in explained variance (fig. 19.2a, c, d, f). Only the mixed term c (s. eq. 19.2) for
translation was approximately zero (fig. 19.2e). By contrast, for rotation, the interaction
term of the product of motion parallax and disparity c showed a correlation with the
explained variance (fig. 19.2f). This provides evidence that non-linear effects were in
part due to an interaction between motion and disparity when movements were rotatory.
Quite contrary to translation, where the absence of a correlation for the interaction term
indicates the absence of a non-linear interaction between motion and disparity.
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Fig. 19.3: Parameters of a linear interaction model for 30 model populations. The
depth represented in the population response has been modeled with a linear inter-
action model (s. text) for both motion geometries. Parameters of the multi-linear
regression have been plotted as histograms for 30 model populations each. Open
bars indicate parameter distributions for translatory motion; solid bars indicate
rotatory motion. a. R-Multi indicates the regression coefficient for the whole
model. b. The intercept of the linear model. c. R-Motion Parallax indicates
the regression coefficient for the depth parameter motion. For translation depth
estimates are not correlated with motion. d. The linear coefficient for motion
(equivalent to the slope in motion-direction) is zero for translation. For rotation,
the linear coefficient reaches values of 0.5. e. R-Disparity, the regression coef-
ficient for disparity is equal to the overall regression coefficient in the translation
case. For rotation, it is distributed around 0.5. f. The linear coefficients for
disparity (equivalent to the slope in disparity-direction) reach values of almost 1
when motion geometry is translatory. When it is rotatory, they reach values of
approximately 0.5. For rotations, motion and disparity have equal importance. For
translation, motion shows no effect on the depth represented.
Then, the linear models for translation and rotation were compared and dramatic
differences were found. While correlation coefficients and intercepts did not differ very
much (fig. 19.3a, b), motion parallax and disparity played completely different roles.
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When self-motion was translatory motion parallax had no effect on the depth estimates
(fig. 19.3c, d), but disparity accounted for all variance covered by the linear model. The
linear coefficient for motion was zero (fig. 19.3d, open bars), the coefficient for disparity
reached values near 1.0 (fig. 19.3f, open bars). When self-motion was rotatory, both depth
cues (fig. 19.3d, f; solid bars) equally contributed to the overall regression coefficient and
their linear coefficients both reached values near 0.5.
Thus, when self-motion is translatory, motion information is not used for depth esti-
mation. This can be illustrated using stimuli with constant disparity and varying motion
parallax (fig. 19.4). Rogers & Collett (1989) performed such an experiment with hu-
man observers. For zero disparity stimuli, human depth estimates were linearly related
to motion parallax. For larger disparity values estimates did not vary with parallax but
remained at constant values determined by disparity. Both extremes of this transitory
behavior are realized by the model. For rotation, depth represented in the population
response is a linear function of motion parallax (fig. 19.4a). The constant disparity value
shifts depth estimates by a constant offset. Motion parallax generated by translation has
no influence on the depth estimate (fig. 19.4b). The depth representation reflects the
constant disparity value as sole source of information.
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Fig. 19.4: Depth estimates for constant disparities. To demonstrate the major differ-
ence between translation and rotation disparity was fixed to constant values. Thus,
motion parallax was the only depth cue that varied. a. When the motion geom-
etry was rotatory, depth estimates were linearly related to the depth indicated by
motion parallax. Different fixed disparity values generated depth estimate offsets.
b. When the motion was translatory, motion parallax had no effect on the depth
estimate. Estimates were constant and determined by the fixed disparity value.
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20. Discussion
The integration of depth information from different sources supports reliable depth esti-
mates under changing environmental conditions. Linear interactions (weighted averaging)
have been found in many studies (e.g. Bulthoff & Mallot, 1988; Johnston et al., 1993;
Young et al., 1993; Johnston et al., 1994) and were later termed weak fusion. Deviations
from linear predictions (Curran & Johnston, 1994) and typically non-linear effects like
vetoing (Rogers & Collett, 1989), sub-threshold summation (Bradshaw & Rogers, 1996),
and cross-cue adaptation (Nawrot & Blake, 1989) led to the postulation of strong fusion.
The integration of disparity and motion in a population of V1 neurons, recently reported
to encode both cues jointly (Anzai et al., 2001), has been investigated. Integrated depth
from disparity and motion was represented in simulated population responses. The depth
representation was compared to concepts of strong and weak fusion by fitting it with a
linear and a non-linear regression model. Depth estimates from model populations were
largely explained by linear combinations of motion and disparity—a typical feature of
weak fusion. Non-linear interactions could nevertheless be observed and, though rela-
tively small, they were statistically significant. The widely linear behavior of the model
is surprising when it is compared with its structure. Individual model neurons were non-
linear neurons and encoded non-linear combinations of both cues. The depth represented
was evaluated with a non-linear statistical estimator. Naively, one would have expected
such a depth representation to behave strongly non-linearly. It seemed to be a typical rep-
resentative of a neural hardware for strong fusion. The behavior shown was, by contrast,
not in accordance with either of the two extreme theoretical concepts: strong or weak
fusion, non-linear or linear. This demonstrates that non-linear neural representations
could generate quasi-linear behavior. It suggests that perhaps both types of interaction
observed psychophysically were generated by joint-representations and did not rely on
different neural implementations.
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The influence of self-motion geometries on depth representation was investigated. Two
situations were compared. A rotation with a common and constant fixation point and cen-
ter of motion and a fronto-parallel translation with moving fixation and a center of motion
at infinity. For large viewing distances the main difference between rotation and transla-
tion is the motion of the fixation point in the latter case. As a result, both geometries
lead to different retinal flow-fields. Although depth was represented in the population re-
sponse independent of the motion type, integrated depth from both disparity and motion
was only represented when self-motion was rotatory. When self-motion was translatory,
motion parallax had no influence on depth estimates. How could motion become irrele-
vant when only the geometry of self-motion was changed while all other model parameters
remained the same? First, motion direction indicates whether a stimulus is in-front or
behind the plane of fixation when self-motion is rotatory. As opposed to translation where
motion direction is the same for all depth configurations. Second, the contrast in speed
of retinal motion is much higher when it is caused by rotation. The image of the center of
rotation does not move. Relative to this no-motion the retinal motion of an object outside
fixation is much faster than the difference in velocity between different depth planes when
translation generates motion.
The present results cannot demonstrate that motion and depth from motion was no
longer represented in the population response. They show that depth information from
motion was so strongly degraded that it was no longer used by an efficient statistical
estimator. Disparity became so superior that it completely overruled motion information.
This dramatic difference between the weighting of depth information in identical neural
hardware depending on the geometry of motion could be useful for the interpretation
of seemingly inconsistent psychophysical data. While self-motions were usually fronto-
parallel translations, to my knowledge, no psychophysical study controlled or measured
eye-movements, which could have bridged differences between translation and rotation.
Busettini and coworkers demonstrated, however, that disparities play an important role
in compensatory eye-movements which would transform a translatory geometry of self-
motion into a rotatory one (Busettini et al., 1996; Miles, 1997). The authors showed
that strong compensatory movements appeared only, when stimuli were presented a zero
disparity. Thus, only zero-disparity displays would evoke rotatory motion geometry and
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would therefore allow emancipated contributions to depth from motion. By contrast, non-
zero disparity displays would evoke only residual eye-movements leading to translatory
motion geometries. Motion could consequently not contribute to the depth percept. It
is a reasonable assumption that psychophysical data are at least to some extend due to
differences in viewing strategies forced by stimulus designs.
Data show linear interactions in a non-linear neural model of depth cue integration.
They underline the importance of knowledge about self-motion for an interpretation of
retinal flow-fields. Finally, the model demonstrates that rather small differences in ex-
perimental conditions, like the existence or absence of compensatory eye movements, can
cause dramatic changes in the use of depth cues in identical neural representations.
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General Discussion
This thesis has investigated the relation between neural activity in early areas of the visual
cortex and the perception of depth. The methods used were, on the one hand, simulations
of neural population responses and statistical estimation (in parts I, III, and IV), and, on
the other hand, psychophysical discrimination tasks (part II). While the former constitute
the core of the thesis, part II was performed to demonstrate a psychophysical effect
predicted by the computational study in part I—an experimental validation of the strength
of the chosen computational method.
It is one of the major problems of neuroscience to link neural activity and phenom-
ena at the behavioral level (Barlow, 1996). The connection between the perception of
three-dimensional visual space and its representation in visual brain areas is particularly
suited to be investigated in a computational study. For stereoscopic depth and depth
from motion, both their psychophysics and the encoding of the corresponding depth pa-
rameter in single neurons, have been described in great detail (for a review s. Howard
& Rogers, 1995). Neurons and psychophysical experiments can, therefore, be simulated
and the represented percepts and decisions can be compared to psychophysical data from
experiments with humans and animals.
Populations of visual neurons, and not single neurons, were evaluated for the infor-
mation or percepts they represented. A consideration of Taking populations inspite of
individual neurons was preferred for several reasons: The activity of individual neurons
usually represents less information than behavioral responses (e.g. Prince et al., 2000). Be-
cause of their bandpass characteristic regarding spatial frequencies, single visual neurons
in early areas will never be able to represent a whole (broad-band) stimulus. In addition,
simulating populations of neurons allowed to avoid further assumptions about parame-
ters of individual neurons. All parameters were chosen statistically from physiologically
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plausible distributions. Finally, tests with populations of very few down to one neuron
(part I) revealed the inferiority of individual neurons. However, the present study is not
suited to add strong arguments to the discussion of whether perceptual qualities are en-
coded in distributed or localized representations (Barlow, 1996; Thorpe, 1995). Although
the present findings are suited to demonstrate the representation of certain qualities of
perception in, for instance, V1, it is, for theoretical reasons, impossible to rule out repre-
sentations at later stages that could ultimately be the perceptually relevant ones. These
representations could, of course, also consist of cardinal or (grand)mother cells (Barlow,
1972).
It was already mentioned in the General Introduction that it is a delicate enterprise to
localize percepts in neural correlates. The concept of representation is a statistical one,
closely related to correlation. Stimulation and lesion studies can demonstrate both the
necessity and the sufficiency of a certain representation for the generation of a percept but
even then, a localization is still not achieved. This may be illustrated by the misleading
statement that all percepts, a human observer can talk and thereby most probably think
of, are also represented in the motor neurons innervating the vocal chords. The most
reasonable remedy for this fundamental problem is to search for the earliest representation
that comprises all crucial features of a percept under consideration. Those are the features
defining the percept. Evaluating the present thesis on this condition —identification of
the earliest representation, it turns out to be very successful. Several features of depth
vision, that were previously attributed to higher brain areas or complex computations,
were found to be already represented in V1.
A possible argument against the present proceeding could arise from the use of maximum-
likelihood estimation for the evaluation of the represented perceptual features. Statistical
estimators are not a direct model for neural computations, and the implicit knowledge
in the prior distributions of the estimator is not contained in the neural representation
under scrutiny, but rather in the estimator itself. The first objection can easily be dealt
with. Deneve et al. (1999, 2001) demonstrated that maximum likelihood estimation can
adequately be approximated by neural networks. The second objection is more funda-
mental. It reflects the problematic but indisputable fact that representations are only of
interest for our understanding of the brain’s function when they are themselves processed,
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i.e. subsequently used. A neural dead end has no explicatory power. Thus interpretation
is always necessary to make a representation meaningful. This study demonstrates that
such an interpretation of activity in early brain areas is totally well possible in a physio-
logically plausible way. The chosen (statistical) interpreter was optimally suited because
of its efficiency and because it is unbiased.
One main topic of the thesis is cue integration. Motion and disparity interact in neural
responses and share a common representation. The two independent parameters of a
visual object are distributed over a population response that shows characteristic features
of depth cue integration. This response is, consequently, a representation of unified depth
from both parameters. However, the biological interpreter of the population response is,
again, not made explicit in the model presented. Although it is a model of the interaction,
integration of two parameters of an object, distributed over a population of neurons, it
is not a possible mechanism for the general concept of binding. Such mechanisms have
to be explicit descriptions of the neural interpreter of distributed representation; be it
by hardwiring or by complex interactions in the temporal domain (e.g. synchronization,
Singer, 1995).
To summarize, simulations of neural population responses and statistical estimation
have been used to link data from the single neuron level to the level of perception. Crucial
properties of perceptual phenomena were found to be represented in populations of visual
neurons. This demonstrated the perceptual significance of earliest areas of the visual
cortex. A direct prediction of the population model was validated in a psychophysical ex-
periment. While the study could only tackle exemplary questions (even under the limited
scope of depth vision) the methodology proved to be a powerful tool. Its application to
unsolved problems in early vision appears promising.
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Summary
The topic of the present thesis is the relation between depth perception and neural activity
in early areas of the visual cortex.
To perceive the visual world as three-dimensional, the brain has to reconstruct spatial
structure from retinal images that are only two-dimensional. This ability is called depth
perception, and it relies on a variety of depth cues. Disparity and motion are only two
examples of such cues. They were, however, chosen for a computational study of the
relation between neural activity and properties of perception, because they are particularly
suited for such an investigation: visual neurons encoding both cues are well known and
the psychophysics of depth from disparity as well as motion have been studied in great
detail.
Two fundamental problems in depth vision have been addressed. The first arises from
inconsistencies between neural and psychophysical data for the processing and perception
of disparity: Disparity-sensitive neurons are a possible neural correlate for stereoscopic
depth perception. Their perceptual relevance has, however, been questioned, because
they vigorously respond to a class of contrast-inverted stimuli that do not evoke depth
percepts. A more elaborate representation of depth from disparity in higher visual areas
of the cortex was consequently postulated.
In part I of the thesis, it is shown by use of simulation of neural populations that
the seeming difference between the activity of individual neurons and perception might
evolve from properties of a population code of disparity. Data predict a lack of cor-
relation between disparity and perceived depth for contrast-inverted stimuli. Because
of the absence of a parameter determining smooth surfaces, large stimuli should evoke
confusing—but not depth—percepts, while small stimuli should generate depth percepts
largely independent of disparity.
Summary
In part II, the latter predictions from the simulated population of disparity-sensitive
neurons are confirmed in a series of psychophysical experiments. Small contrast-inverted
stimuli (diameter of less than 3 deg of visual angle) cannot be distinguished from normal
ones. They do evoke depth percepts which, however, are not determined by dispar-
ity. When contrast-inverted stimuli become larger, they are perceived as being different.
Both psychophysical experiments (part II) and simulations (part I) demonstrate, that
the absence of depth percepts in contrast-inverted stimuli is already discernible in the
early neural representation. Psychophysical and neural data, previously reported, are,
accordingly, not in conflict but share one of the crucial properties.
Part I and II are not suited to rule out the postulated existence of more elaborate
disparity detectors in higher brain centers. While these remain to be verified and are, so
far, only hypothetical, this thesis demonstrates that psychophysical depth is represented
in the earliest cortical representation of disparity.
The second fundamental problem treated relates to the richness of depth cues used by
the brain. In natural scenes available depth cues are combined to a uniform consistent
depth percept. The neural mechanisms of depth cue integration are largely unknown, al-
though their perceptual properties have been investigated in a great many of psychophys-
ical studies. The integration of disparity and motion forms, to some extent, an exception:
neurons sensitive to disparity equally encode motion (and motion direction). They are a
potential neural correlate of unified depth percepts from both cues.
In part III and IV, the properties of disparity and motion combination in population
responses is investigated by use of simulations. Represented depth is largely explained by
a linear interaction of the two cues. Non-linear phenomena like sub-threshold summation
are, nevertheless, also found and a regression analysis confirms non-linear interactions.
The depth representation is robust against various manipulations of either of the depth
cues. The absence of one of the cues, in particular, does not seriously hamper depth
estimation.
The representations of depth from retinal motion that is generated by either rotation
or translation are compared. Depth from motion was severely degraded when motion
was translatory. This yields, for the first time, an explanation for an irritating transition
in the psychophysical combination of disparity and motion found for human observers:
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Summary
When disparity is constantly kept zero, motion influences depth percepts strongly. By
contrast, constant non-zero disparity values overrule depth from motion. Eye motion was
not measured in these psychophysical experiments, but it is known from other studies
that compensatory eye movements in zero disparity displays generate rotatory motion,
while the absence of compensation in non-zero disparity displays results in translatory
motion geometry.
Part III and IV localize a broad range of cue interactions in a known neural correlate
in early visual areas. Geometrical properties of cue generation were shown to mediate
between contradictory types of cue combination. The model presented establishes, for the
first time, a physiologically plausible explanation of psychophysical findings.
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