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NO HAY OLVIDO 
(Poema) 
( ... ) 
Si me preguntáis de dÓnde vengo, 
tengo que conversar con cosas rotas, 
con utensilios demasiado amargos, 
con grandes bestias a menudo podridas 
. y con mi acongojado corazon. 
No son recuerdos los que se han cruzado 
ni es la paloma amarlllenta que duerme en el olvido, 
sino caras con lágrimas, 
dedos en la garganta, 
y lo que se desploma de las hajas: 
la oscuridad de un d1a transcurrido, 
de un dia alimentado con nuestra triste sangre. 
( ... ) 
Pera no penetremos más aliá de esos dientes, 
no mordamos las cáscaras que el silencio acumula, 
porque no sé qué contestar: 
hay tantos, muertos, 
y tantos malecones que el sol rojo partia, 
y tantas cabezas que golpean los buques, 
y tantas manos que han encerrado besos, 
y tantas cosas que quiero olvidar. 
Pablo Neruda (1904-1973) 
NÃO HÁ ESQUECIMENTO 
(Poema) 
( ... ) 
Se me perguntar de onde venho, 
terei que falar com coisas rompidas, 
com utensllios demasiados amargos, 
com grandes bestas freqüentemente podres 
e com meu aflito coração. 
Não sao recordações as que se cruzaram 
nem e a pomba amarelenta que dorme no esquecimento 
senão caras com lágrimas, 
dedos na garganta, 
e o que cai das folhas: 
a escuridão de um dia transcorrido 
de um dia alimentado com nosso triste sangue. 
( ... ) 
Mas não penetremos além desses dentes, 
não mordamos as cascas que o silêncio acumula, 
porque não sei que responder: 
há tantos mortos, 
e tantos diques que o sol vermelho partia 
e tantas cabeças que batem os navios, 
e tantas mãos que encerraram beijos 
e tantas coisas que quero esquecer. 
Pablo Neruda (1904-1973) 
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INTRODUÇÃO 
O estudo que vamos fazer se propÕe a dar solução ao sistema 
linear que resultou da dlscretização, por Elementos Finitos, de princf-
pios extremos duais aplicados à equação do calor au 8
2
u 
com cond1-
8x2 at = 
-çoes de fronteira u(O, t) = u(l, t) =O e condição inicial u(x, O) 
.,._ u (x). 
D 
Tal sistema é muito mal-condicionado e uma primeira tentativa 
de solução pelo método dos gradientes conjugados sem pré-condicionamen-
to levou-nos a resultados pessimistas. 
O sucesso dos métodos aqui expostos, que dão solução ao 
sistema, é devido a três sugestÕes chaves que gostaríamos de salientar: 
1) Aproveitamento da esparsldade da matriz; 
2) Normalização da matriz e emprego de precisão dupla; 
3) Uso das decomposiçÕes de Choleski incompletas como 
pré-condicionadoras no método dos gradientes conjugados. 
A primeira Ioi Iornecida por Vera Lopes. Baseados nesta 
fizemos uma rotina que chamamos de BANDA 7 que faz o produto da matriz 
do sistema por um vetor aproveitando ao máximo a esparsidade da matriz. 
Com ela descobrimos que nesta simples operação, básica no método dos 
gradientes conjugados, Íamos acumulando muito erro nos cálculos. 
A segunda :foi proporcionada por José Vi tório Zaga ao ter 
conhecimento dos maus resultados que obtivemos no começo. 
A terceira é de novo sugestão de Lopes. Assim enfrentamos o 
estudo dessas decomposições e fizemos testes que depois de alguns 
arranjos, aproveitando a esparsidade da matriz, nos conduziram a 
resultados promissores. 
Com respeito ao conteúdo do trabalho podemos dizer que: 
O primeiro capítulo faz ênfase nas contribuiçÕes de Zaga e de 
Lopes [ 16] na ut i 1 ização dos prindpios extremos duais para aproximar 
solução da equação do calor, chegando até o sistema que originou esta 
tese. 
i 
O segundo capítulo faz um estudo geral do método dos 
gradientes conjugados e seus pré-condicionadores para resolver sistemas 
lineares esparsos onde a matriz do sistema é simétrica posltlva 
definida. Nesta parte utilizamos pré-condicionadores da forma C = EET, 
sendo EET a decomposição de Choleski usual de C ou uma decomposição de 
Choleski incompleta de A. É incluÍda também a análise da convergência 
do método e limitantes para o erro em cada iteração nos dois casos de 
decomposiçÕes. 
O terceiro cap1 tu lo dá os fundamentos básicos de Meijerlnk 
[18] e [19] e Kershaw [14] com relação às decomposições incompletas 
usadas em combinação com o método dos gradientes conjugados para 
resolver sistemas lineares. No final do capítulo, seguindo estes 
pesquisadores, resolvemos o sistema mencionado acima. 
O quarto capítulo apresenta resultados numéricos e comentá-
rios referentes a nossas experiências na solução do sistema linear. 
Uma parte final, quinto capítulo, sobre conclusões e linhas 
de pesquisas futuras como continuação e enriquecimento de nosso 
problema é incluÍda. 
Finalmente querÍamos acrescentar que na escrita deste 
material houve momentos fugazes, fronteira do efêmero com o eterno, em 
que tentamos unir Ciência e Literatura da maneira como já o fizeram 
Sigmund Freud, o pai da psicanálise e Bertrand Russel o ilustre 
filÓsofo e matemático inglês, ganhador do prêmio Nobel de Literatura. 
Talvez não o tenhamos conseguido, mas estamos certos que tivemos muito 
prazer nesta atividade. 
i i 
CAPÍTULO I 
UM SISTEMA LINEAR ASSOCIADO A EQUAÇÃO DO CALOR 
1.1 AS ORIGENS DO PROBLEMA 
O problema resolvido nesta tese tem suas origens mais remotas 
na dissertação de Zaga [30]. onde ele aplica os prinCÍpios extremos 
duais estabelecido por Noble e Sewell em 1972 [21] para aproximar 
solução da equaçao do calor: 
au b( t J au ~x [ a(x,t) au ] + q(x, t), at + = ax ax 
u(O.tl = u(l.t) = o. a(x, t) > O Vx E (0, !), Vt E (0, T), (I. 1) 
u(x,O) = u (x). 
o 
Os ditos princípios, resumidos abaixo, -sao usados para 
problemas com uma estrutura Hamiltoniana generalizada: 
= 
{ 
r'v 
(I. 2) 
Tw 
• 
onde T e T são operadores lineares fechados adjuntos e X( v, w) é um 
funcional sobre H x H , convexo em, v e côncavo em w. H e H -sao 
v w v w 
espaços de Hilbert com produtos internos(,) e<,>, respectivamente. 
Definindo os dois novos funcionais Ja e K~ por: 
K13 (v,w) =(v, BYa)- X(v,w), (I. 3) 
podemos resumir os princípios extremos duais, baseados na interpretação 
de Lopes [16], no seguinte: 
I 
TEOREMA 1' Se X(v,w) é convexo em v e côncavo em w, então para 
qualquer solução (Y,WJ de (2) temos: 
a) J (V,WJ e a solução de 
a 
b) K~(V,W) é a solução de 
{ 
min J (v,w) 
a • 
sujeito a T v = 8~w 
{ 
max Kf3(v, w), 
Tw = 8Yav , 
1.2 OS PRINCÍPIOS EXTREMOS DUAIS E A EQUAÇÃO DO CALOR 
Zaga [30], visando aproximar solução da equação· do calor, leva 
(1.1) ao sistema (1.2) e, usando os princÍpios extremos duais de Noble 
e Sewell, chega à seguinte formulação: 
a) Princlpio do mlnimo 
onde 
{
minJ(w,w) 
a 1 2 
sujeito à restrição R 
1 
1 T 
-J J q1(x,t)w1(x,t)dtdx + 
o o 
aw 2 
[ 8/ J ]cttdx 
aw Bw a [acx. tl aw ]+q2 (x,t) 1 + b(t) 1 2 m ax = ax e R' ax 1 
w
1 
(x,OJ + w2 (x,O) = u (x) o 
w (l,t) = w
1
(0,t) = o 
1 
2 
b) Princlpio do máximo 
e R o 2 
sendo w = o. 5{u+v) 
1 
q
1 
0.5(q+r) 
e a equaçao adjunta 
a v 
- b(t) av 
at ax 
v(O,t) = v(l,t) 
v(x, T) = v 
0 
(x) 
aw aw 
[a(x,t) 
aw 
2 b(t) 2 a ax1] + ql(x,t), at"" + ax = ax 
w
1 
(x, T) - w
2
(x, T) = v 0 (x), 
w
2
{1,t) = w2 (0,t) = o . 
de 
= 
= 
w = O. 5(u-v) 
2 
q
2 
= 0.5(q-r) 
(l.l)o 
a [a(x,t) av J +r(x,t), ax ax 
o 
' 
o • t :o;; T, 
a(x,t) > o Vx E (0, 1] 
' 
Vt E (0, T]. 
sao quaisquer funções de quadrado integrável. 
( 1. 4) 
Aliás v
0
(x) e r(x,t) 
Lopes [ 161 introduz algumas simplificações ao fazer v (x) =0, 
o 
r(x,t) ~ O e consegue demonstrar que os princfpios extremos duais para 
a equação (1.1) podem ser reformulados como segue: 
3 
ã) Princlpio do mlnimo 
sendo, 
e 
{
minJ(w,w) 
a 1 2 
sujeito à restrição R1 
1 T 
-0.5 I I q(x,t)w1(x,t)dtdx 
o o 
{ 
Bw Bw 
- 1 1 R: - + b(t)- = 
1 at ax 
w (1,t) = w (O,t) 
1 1 
~x [a(x,t) 
= o 
0) Princlpio do máximo 
sendo, 
1 T 
+ 0.5 J J q(x,t)w2(x,t)dtdx 
o o 
4 
Bw2 ] 
- + ax 
1 
2 q(x,t) 
e 
{ 
aw aw 
- z z R' - + b[t) - = 
2 at âx 
w2[!,tl = w2[0,t) 
~x [a(x,t) ::1 ] + 0.5 q(x,t), 
= o . 
1.3 OS FUNDAMENTOS MATEMÁTICOS DO PROBLEMA 
onde 
1 
X H , 
' 
No passo seguinte Lopes [ 16] define o espaço de Hilbert X 
vai trabalhar. Ela escolhe um apropriado subespaço fechado X em H1 
X 
H: " { p[x, t) e L2 [[0,1) x [0, T)) I ap ax e L2 [[0,1) x [O,T))}. 
' t d H1 e' Assim X sera Hilber uma vez fique prova o que Hilbert, 
X 
o que ela faz com detalhe. 
Na próxima etapa define uma forma bilinear 5 sobre X x X, 
mostrando que ela é continua e coerciva: 
e y ~ (W1 ,~2 ) elementos de X, define 
1 T [ aw 
S(x,y) = I I a(x, t) a/ . 
o o 
aw 
1 
-+ ax 
z z ôw ôW l 
âx . ax dtdx + 
+ J1 [ w (x,T)W (x,T) + w (x,O)W (x,o)]dx. 
' 2 2 2 2 
o 
Logo aplicando o teorema de Riesz (veja, por exemplo, Céa 
[5], obtém, 
S(x,y) = < x,Ry > e 
1 J
0
u0(x)w2(x,O)dx = < b,x >, 
5 
para certo operador R e o vetor b. 
Daqui mostra que achar max K0 (w ,w ) é equivalente a resolver p 1 2 
o sistema Rx = b, que possui solução Única. Isto decorre da aplicação 
do Lema de Lax-Mllgram e seu corolário (veja [5]). De maneira 
semelhante pode-se trabalhar o problema do mfnimo de J (w ,w ). 
~ 1 2 
!.4 APROXIMAÇÃO DA SOLUÇAO DO PROBLEMA 
No capítulo II de sua tese, Lopes [16] encara a questão de 
aproximar solução para a equação do calor, em espaços de dimensão 
finita, desenvolvendo os cálculos para o caso particular onde b(t) = O, 
q(x,t) =O, a(x,t) = 1. Disto obtém, 
onde, 
au 
at 
u(O,t) = u(l,t) =O O!:t::sT, 
Daí, os princÍpios extremos duais ficam: 
max K(3 (w1 ,w) 
sujei to a 
{ aw 8 2w 2 1 at = Bx 2 
w
2
(0,tl = w
2
(1, t) = o, 
6 
( !. 5) 
e min J ( w , w ) 
" 1 2 
sujeito a 
{ aw 8
2
w 
1 2 
= 
at 
8x
2 
w
1
(o,tJ = w
1
(l,t) = O, 
u (x) - 2 u (x)w (x,O) + w (x,O) dx. 2 2 J 
o o 1 1 
Como fez anteriormente, ela trabalha lá com o prindpio do 
máximo, apenas. 
A aproximação é feita com funções chapéu em t e B- spllnes 
cÚbicas em x. As funções chapéu constituem um espaço {~ (t}} de funçÕes 
1 
onde, 
t - t I -1 t s t t s llt I -1 I 
~I ( t) = t t (!. 6) I+ I t t s t llt s I I+ 1 
o t < t 
' 
t > t I -1 I 
Em nosso caso os tl sao pontos de uma malha de (O,T]. 
As funções B- splines constituem um outro espaço de funções 
{S (z)} onde, 
3 
I (z 3 6z 2 6 + + 12z + 8) - 2 s 2 s - I 
I (- 32 3 - 62 2 + 4) I o - s z s S
3
(z) = 6 
I (3z 3 62 2 4) o I 6 - + s z < 
I (- 3 + 62 2 122 + 8); I 2 6 2 - s 2 < 
7 
Já que nosso intervalo para x é [0, 1], devemos aplicar as 
correspondentes fÓrmulas de transformação. O leitor interessado nas 
propriedades destes espaços de funções, dados acima, pode consultar 
Prenter, P.M. [23]. 
Lopes e Zaga tomam as aproximações w
1 
espaços da seguinte forma: 
e w nos referidos 
2 
N M 
w (x,t) 
1 
=L L C f' (t)w (x), w (O) =o Vi 
i =1 J =1 i j J I i 
tendo-se ~ (x) 
I 
intervalos. 
Das relações 
w (x,t) 
2 
' s ( 
3 
X 
âx i). apos feita a transformação 
e w2(D,t) = w2(l,t) =O derivamos, 
M 
í' c ~ (t)~" (x). L l J j I J =1 
\}!' ' (o) 
I = w; • ( 1 J = o, . v1. 
Agora teremos K/3 == Kf3(C 11 , ... ,C1M,C21 , ... ,C2M, ... ,CN1, ... ,CNM), ou 
crito mais breve, K~ = K~(C 1 J). Portanto, 
- 0.5 
1 T[ N M ]2 
-o.sff L LC 1 f(tJW;"<xl dtdx 
o o 1=1 J=l J J 
- 0.5 M ]2 í' C f (T)~'' (x) dx L i j J I 
J =1 
1[ N M ]2 
- O. 5 f L L C
1 
f (O)~;' (x) dx 
o i =1 J =1 J J 
1 [ N M ]2 
+ f uo (x) L L c i 1/:J (O)t,/J;' (x) dx. 
o i=lj=1JJ 
dos 
(L 9) 
es-
(L 10) 
Para achar max Kf3(C 1J) fazemos VK13 (C 1J) = O; esta condição, 
8 
depois de alguns cálculos e arranjo de termos, pode ser escrita na 
forma de um sistema linear Ax = b, 
A = 
X = 
AA 
BB 
o 
o 
o 
o 
c 
c' 
2 
BB 
AI 
BB 
o 
o 
o 
C N.Mxl 
M 
Ju li!'' 
o 1 
.fu li!'' 
o 2 
Ju 11''' 
O N Nxl 
o 
BB 
AI 
88 
o 
o 
com C = 
J 
e 
sendo, AA, BB, Al matrizes NxN, 
o 
o 
88 
AI 
o 
o 
o 
88 
• 
c 
c'' 2J 
e 
C Nx1 
Nj 
o 
o 
o 
88 
o 
b = 
Nxl 
AI 
88 
b 
b' 
2 
o 
o 
o 
o 
88 
AA 
b HHx1 
M 
j = 2, ... ,M 
• 
AA = (aa ) , 88 = (bb ) , AI = (ai ) , 
mi mi mi 
(!.li) 
aa = 
mi 
lltJ
1 
+-- W'''(x)llt'''(x)dx 3 i m 
o 
1 
•J ~·' (xH'' (x)dx, 
i m 
o 
1 i 
bb = - .!_J li!' (x)W' (x)dx + AtJ 11'''' (x)W''' (x)dx, 
ml At 
0 
i m 6 
0 
1 m 
9 
al :oc 
mi 
1 4ât J W'''(x)W'''(x)dx. 6 
0 
1 m 
No capitulo I Lopes [16] demonstra o seguinte teorema que nos 
permitirá escrever a aproximação da solução de (1.1) 
TEOREMA.2: Se w (x,t) e w (x,t) são funções suficientemente 
1 2 
regulares que satisfazem 
aw 
1 
+ b( t) 
at 
w
1
(1,t) 
w
2
(1, t) 
aw 
1 
ax 
o a 
ax 
w
1
(0,t) =O 
ow(O,t)oQ 
2 
[ a(x, t) aw2 ] + ax 
e (w ,w) minimizao funcional J de ã) , então 
1 2 a 
u(x,t) 
e solução da equação (1. 1). 
Com isso, para um nó genérico (x.e, tk) 
solução e dada por, 
N M 
o l: 
1 :::1 
í' C ~ (t )'li" Cx,) + L 1J J k 1 (.. j=l 
I 
2 q(x,t) 
a proximação da 
Fazendo alguns cálculos algébricos e aplicando 
~· ( t ) 
a k 
fica afinal: 
= lim f/>'(t) , a 
t-7t-IX 
k 
!O 
k-1, k, k+1 ' 
2 
311t - c +c -I l [ l Ax2 i-t,k .f-t,k 
+C1 ].ou +l,k-1 
(1.12) 
se aplicapmos ~'(t) = 
a • 
11m ~'(t), 
t 7 t + a 
2 = k-1, k, k+l ficará, 
+ 
2 
3At + 
k 
2Jc 
!J.x2 fk 
I 
t:.x2 
- c + I l [66t t-t,k 
-
1
-rc + 4c + c J . 
sót L t-t,k+l e,k+l e.t,k+l 
c l + t+l,k 
(I. 13) 
Lopes [16] encerra o capítulo I I com o teorema da 
convergência do método de aproximação: 
- k k Seja Uk a soluçao de max K~(w1 ,w2 ) no espaço NM-dimensional 
\ e U a solução de max Kn(w , w ) no 
" 1 2 
demonstra que U --------7 U, mostrando que D 
k 
espaço X. Ela 
=ÔXédenso 
k=l k 
em X pois no teorema 4 do capítulo I, tinha provado que: 
Se {Xk} é uma sequência de sub-espaço de X tais que 
00 ' -D "" v X e denso em X , entao Uk ----7 U D = span 
[[~;~;;'l<>x), ~,!tl<~<;'(x)Jl· 
1.6 MAU-CONDICIONAMENTO DO PROBLEMA 
Nossa matriz A obtida na seção anterior resulta ser esparsa, 
tridiagonal por blocos, simétrica positiva definida e cada bloco é 
banda 7. No entanto ela apresenta sérios problemas numéricos no 
cálculo. Por exemplo, ao fazer o produto de A por um vetor, ordem 
li 
de A sessenta, achamos que o erro máximo no produto está entre 10 e 20, 
usando precisão simples. Isto nos remete a seguinte questão: 
Suponha que vamos resolver o sistema linear Ax = b, onde A é uma matriz 
não singular, como em nosso caso; qual é o efeito sobre a solução x, se 
A e b sofrem uma pequena perturbação? 
Se õx, õA, õb são as perturbações em x, A e b, respectl vamente e 
A(x+Ox) = b + ôb (supondo õA pequeno), pode-se provar que, salvo uma 
quantidade desprezível, 
ltôxlt [ óA ifXil ~ k(A) IIAII + ~~li l· k(A) = IIAIIIIA- 1 11. (1.14) 
k(A) é chamado o número de condição de A. Esta expressão está nos 
dizendo que para /5A e ôb pequenos o erro relativo, no cálculo da 
solução, depende fortemente de k(A). Se k(A) tem valores moderados (em 
cujo caso dizemos que A é bem condicionada), pequenas perturbações em A 
e/ou b produzem uma pequena perturbação na solução. Se pelo contrário, 
k(A) e relativamente grande (agora dizemos que A é mal-condicionada}, 
pequenas perturbações em A e/ou b, podem produzir perturbações 
catastróficas na solução. Na prática, com o computador, a forma que o 
numero de condição afeta os dados depende também da · precisão da 
máquina. 
O lei ter interessado em aprofundar mais estes assuntos pode 
consultar FORSYTHE [B] e [7], NOBLE [20] e GOLUB [9]. Neste Último é 
apresentado um algoritmo para estimar o número de condição, dado por 
CLINE, MOLER, STEWART E WILK!NSON (1979). 
Para a matriz A da seção 1.4 calculamos o número de condição 
para vários tamanhos, usando norm dois tal que k(A} é o quociente entre 
o maior e o menor autovalor de A. Da{ obtivemos para: 
A 2lx21 k(A) ' e da ordem de w' 
• 
A 45x45 k(A) . e da ordem do 106 
• 
A 93x93 k(A) e da ordem de 108. I 1. 15) 
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Todos estes fatores servem para explicar o mal 
condicionamento de nosso problema. 
Nos dois capítulos seguinte apresentaremos a teoria e algumas 
técnicas, que nos permitirão encarar o mal-condicionamento de A. 
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CAPÍTULO II 
TEORIA GERAL DO MÉTODO DOS GRADIENTES 
CONJUGADOS E SEUS PRÉ-CONDICIONADORES 
2.1 INTRODUÇÃO 
Desde sua descobe&ta independentemente por Hestenes e Stiefel 
em 1952, o Método dos Gradientes Conjugados tem apresentado eflclêncla 
e simplicidade êffi inúmeros problemas que levam à resolução de um 
sistema linear, cativando a atenção de muitos pesquisadores em conexão 
com assuntos numéricos. Estas suas duas virtudes principais foram 
assinaladas com ênfase por seus descobridores na introdução de [10). 
O método dos gradientes conjugados é a grosso modo, um método 
iterativo para resolver sistemas lineares com matrizes simétricas 
positivas definidas e está intimamente ligado ao método iterativo de 
Máxima Descida. Os métodos iterativos são muito úteis na resolução de 
sistemas lineares esparsos de grande porte, principalmente porque eles 
são fáceis de programar, pode-se armazenar só os elementos não nulos da 
matriz, podem ser usados para re:finar soluções obtidas por métodos 
diretos, fornecem um bom chute inicial para a solução de certos 
problemas, nao precisamos calcular mais casas decimais que as 
requeridas. Por isso faremos nas duas seções segui-ntes um breve resumo 
ou curto estudo destes métodos. 
Nas seções 2.3, 2.4 e 2.5 seguiremos na sua essência [3], 
[13), [171 e na 2.6 usaremos [181. 
2. 2 MÉTODOS ITERATIVOS EM GERAL 
Uma opção para resolver tanto problemas 1 ineares quanto não 
lineares é aplicar algum método iterativo. Um método iterativo, em 
geral, partindo de um chute inicial x0 para a solução vai gerando uma 
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sequência de aproximaçÕes 
para a solução. 
1 
X, 
2 
X,. • ., que em princfpio devem convergir 
De maneira abstrata um método iterativo para resolver um 
sistema linear 
Ax = b, 
pode se definir como funções ~0 • ~1 , ..•• ~k+l'''' onde 
veja [29]. 
k+t o 1 k 
x =~ (x,x, ... ,x;A,b),k=O,l, ... 
k•1 
Mui to conhecidos -sao os chamados métodos iterativos 
estacionários lineares básicos: Método de Jacobi, Método JOR ("Jacobi 
Overrelaxation Method) associado ao Método de Jacobi, Método de 
Gauss-Seidel, Método SOR (Successive overrelaxation), 
Richardson e Método de RichardSon Generalizado. 
Todos eles podem ser colocados na forma geral, 
xk+l = Gxk + f, k .:..0,1, ... 
para alguma matriz G nxn e algum vetor f. 
Método de 
(2. I) 
Em conexão com um método iterativo há duas questões 
fundamentais a resolver: por um lado o assunto da convergência da 
'·{01 k} sequenc1a x , x , ... , x • . . . para qualquer chute o inicial x ; por outro 
lado a rapidez ou taxa de convergência da mesma. 
Um resultado muito importante é que o método iterativo 
definido por (2.1) converge se e somente se p(G) < 1, onde p(G) é o 
raio espectral de G definido por 
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p(G) = max IÀ
1 
I· sendo Ã1 autovalor de G. 
l:S!:Sn 
(2.2) 
Para um aprofundamento do aqui exposto recomendamos em ordem 
de pcofund!dade dos temas tratados [11). [2), [22). [27] e [29]. 
2. 3 MÉTODO DE MÁXIMA DESCIDA 
Sejam s c ~n. A uma matriz nxn simétrica e f: s _____. ~ o 
dado por f(x) 1 T T n b E !Rn fixo funcional = - X Ax - b X +,C, X E IR , onde 
2 
e c E IR. Diz-se neste caso que f é um funcional quadrático. 
Visto que gradiente de f, no caso que tenha derivadas parcia-
is de primeira ordem contínuas, é Ax - b, conclulmos que encontrar um 
ponto estacionário para f (isto é achar X tal que 'i7f(XJ = 0) . e 
equivalente a resolver o sistema Ax - b = O. O gradiente de um 
funcional quadrático f será simbolizado por g (g(x) = 'i7f(x} = Ax- b). 
Um conceito ligado a um funcional quadrático, em nosso caso, 
que tem a ver com a interpretação geométrica do comportamento dos 
métodos numéricos para achar o mÍnimo do funcional, é a noção de 
superflcie de nlvel. 
Para o funcional dado acima o conjunto, 
Lk = { X E S; f(x) = k, k E flSJl (2.3) 
é uma superflcie de nlvel para cada k. 
Resultados dO cálculo vetorial mostram que se x E L , então 
k 
g(x) é ortogonal a Lk em x e g(x) aponta na direção que f cresce mais 
rapidamente. Assim temos que o gradiente prÓximo de um mínimo de f 
aponta para fora. 
Agora, seja A uma matriz simétrica positiva definida e 5 = IRn. 
Queremos dar uma idéia do comportamento que apresentam as 
superf1cie de nlvel de f numa vizinhança de um ponto estacionário X de 
f. 
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onde ê 
Para isto reescrevemos f como, 
f(x) = :_ (x - X) T A(x - 5/.:) + ê, 
2 
T• 
= - 1/2 b X + C. 
(2.4) 
Mas o fato de A ser simétrica, positiva definida implica que 
existem um conjunto {i\ }n de autovalores de A positivos e uma base 
1 1=1 
ortonormal de autovetores associados {v }n em IRn. Assim a matriz V = 
1 1=1 
J ' ( T( • ' [v , ... , v e ortogonal e se A = diag i\ , ... , i\ ) e z = V x - x) entao, 1 n 1 n 
AV = VA e 
f(x) = f(X +Vzl 
r(z) I (Vz)TA(Vz) • = = 2 + c 
I zT(VTAV)z . = 2 + c 
I zTAz . = + c, 2 
I n /:Àz 2 • = 2 + c, z : I I 
l =1 
Logo, se f(x) = k > ê tem-se 
onde K = 2(k - ê} > O. 
n 
I" À z2 = R, L 1 1 
I =1 
(z , ... , z 
I n 
) . 
(2.5) 
A expressão (2.5) diz que as curvas de nível de um funcional 
quadrático associado a uma matriz simétrica positiva definida são 
elipsoides. 
Para efeitos de nossa análise definamos agora: 
Dk = inf { sup llx - yll / inf llx - yll}, 
yES xEL xEL 
k k k 
(2.6) 
sendo Sk o conjunto de pontos interiores a Lk. Tomaremos (2.6) como 
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a medida de distorção de Lk. De (2.6) temos 
uma esfera. Supondo O< À ~À ~ ... ~À 
I 2 n 
queD ~leD =1seL é 
k k k 
encontramos para Lk dado em 
(2. 6)' 
À 
Dk = n = k(A). \ (2.7) 
Já podemos dizer, segundo (2.7) e o significado de número de 
condição de uma matriz, que os métodos numéricos para achar o mfnlmo de 
um funcional se comportam melhor quando as superffcies de nfvel numa 
vizinhança do domÍnio .forem esferas ou próximas a esferas, e são mal 
comportados se elas mostrarem muita distorção. Isto é, se elas diferem 
muito de esferas. 
Com os concel tos que precedem passamos a descrever o método 
de máxima descida: 
Para minimizar o funcional quadrático associado a uma matriz simétrica 
definida positiva usamos iteraçÕes do tipo 
onde Tk e 
sorte que, 
k+l k k X = X + T d, k = 0,1,,,., 
k 
't ·- -d um parame ro e d e um vetor ou direçao e busca. 
k Queremos escolher d de maneira que f diminua e 
min 
T ~ O 
k k f(x + -rd ). 
(2.8) 
achar Tk de 
(2.9) 
TEOREMA 2. 3.1 
Seja f: ~n --7 ~ o funcional quadrático 1 ' ' f(x) = 2 xAx-b x +c 
associado a urna matriz A simétrica positiva definida. Para achar o 
mfnimo de f usando o método de máxima descida descri to pelas equaçÕes 
(2.8) e (2.9) tomamos: 
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(2.10) 
(2. 11) 
k k 
sendo g o gradiente de f e g = g(x ), k = 0,1, .... 
PROVA' 
Pelo teorema de Taylor do cálculo vetorial tem-se 
f(x +h) = f(x) + gT(x)h +O (llhlll. (2.12) 
Escolhendo em (2.12) x = xk k h = rkd , vem 
Para f diminuir devemos ter f{xk+l) < f(xk), Isto acontece 
se: 
T k k g (x )d < O, (2.13) 
e T é convenientemente pequeno para ser 
k 
dk = - g(xk) satifaz (2.13). 
Isto prova que f diminue na direção de menos o gradiente e 
- k ' -mais ainda: entre todas as direçoes de busca em x essa e a direçao 
segundo a qual f dimunue mais rapidamente. De fato, se minimizarmos as 
k T k ~ derivadas direcionais em x dadas por g (x )y, onde y com llyrt = 1 e a 
direção de busca, de 
lsT(x•lyl ~ llg(x'lllllyll = llg(x'lrr, 
achamos que o mÍnimo é atingido para y = - g(xk)/lfg(xk)ll. 
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Para provar (2.11), em (2.9) fazemos d [f(xk+ -rdk)} = O dT e 
aplicando uma das regras da cadeia do cálculo vetorial escrevemos, 
o = 
T 
= (Axk - b) Tdk + Tdk Adk. 
Então fazendo T = T 
k 
k Se prova que d = O 
k 
resulta (2.11), sempre que d ~O. 
só acontecerá quando a solução Já tiver 
sido alcançada (veja {3]). A mesma referência pode ser consultada para 
o assunto relacionado com a análise da convergência do método de máxima 
descida. 
2. 4 MÉTODO DOS GRADIENTES CONJUGADOS 
Nos propomos de novo achar o mfnirno do funcional quadrático 
f(x) = I 2 
T T n 
X Ax - b X + c, X E IR , (2. 14) 
onde A é uma matriz simétrica positiva definida, usando iteraçÕes do 
tipo 
k+l k k X = X + T d , k = 0, 1, ... 
k 
selecionando Tk como em (2. 11) e 
k•l 
- g ' k = o, 1, ... 
(2. 15) 
(2. 16) 
o o ~ "' k k+l 
onde d = - g e {3
0
, {l
1
,. , . deverao ser tais que as direçoes d , d 
sejam ortogonais em relação a um certo produto interno que induz uma 
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norma em ~n e introduzimos a seguir: 
Sejam x, y E ~n e A uma matriz rum simétrica positiva 
definida, então define-se, 
LEMA 2.4.1 
< x, y > 
A 
T 
= X Ay, 
li XII A 
1/2 
= < X, X >A . 
(2.17) 
(2.18) 
As expressões (2.17) e (2.18) definem respectivamente um 
produto interno e uma norma em ~n. 
É suficiente verificar estas propriedades: 
< x, x > ~o. e < x, x > = O se e somente se x = O, 
A A 
< X + y, Z > = < X, Z > + < y, Z > , 
A A A 
llxiiA 
< À.X, 'J > = i\ < X, y > , 
A A 
~ O e llxll = O se e somente se x = O, 
A 
llx + yll :::; llxll + llyll , 
A A A 
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(2. 19) 
(2.20) 
(2.21) 
(2.22) 
(2.23) 
(2.24) 
(2.25) 
n para todo x, y, z e R e À e R. 
Provaremos (2.24) as outras derivam-se diretamente das 
definições (2. 17} e (2.18). Para qualquer parâmetro real t, 
O ~ llx + tyll 2 = 
A 
Disto decorre que a função de variável real t 
g(t) = < y, y >A 2 t +2t<x,y>A+<x,x>A, 
é uma função quadrática em t e g(t) ~ O, para todo t. 
Logo, 4 < x, y >2 - 4 < X, X > < y, y ) 
A A A 
~ O, derivando da{ 
(2.24). 
Visando reformular o algoritmo dos gradientes conjugados oh-
que a Condl. ça~o de dk e dk•l t l serve mos serem o r o gana s com respeito ao 
produto< • > é equivalente, segundo (2.16}, a escrever 
A 
.. , 
(3k = < g 
Com isso, se quisermos encontrar o mfnimo do funcional (2.14) 
ou equivalentemente resolver o sistema linear Ax = b, pelo método dos 
gradientes conjugados, fazemos: 
o e ~n arbitrário e d 0 -= o o X - g Ax - b, (2.26) 
T 
T = - l dk/ < dk dk > k • A' (2.27) 
••• k k X = X + 
'\d' (2.28) 
dk'l-1 kH 
= - g + ~ dk k • (2.29) 
~ = < ••• dk > / < ct•. dk > k g A A' (2.30) 
k k k k O, 1, ... onde g = g(x ) = Ax - b = 
• 
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No resto desta seçao iremos salientando algumas propriedades 
importantes do método descrito de (2.26) a (2.30} que vão nos permitir 
fazer uma análise da convergência e estimativas de erro. Uma das moti-
vaçÕes de ter introduzido o produto < , >A e a norma 11•11 A é precisamen-
te simplificar esta análise. 
LEMA 2.4.2 
Param=O,l, ... 
o m= {o m span { d , ... , d } span g , .•. , g } = {o o mo span g , Ag , .•. , A g } , 
1 m 1 m 
sendo span{ v , ... , v } o espaço gerado por v , ... , v . 
PROVA, 
. do polS 
Apliquemos indução 
=- g0 por (2.26). 
sobre m: para m = O o lema é verdadeiro, 
Suponhamos que seja verdadeiro para m = k; isto quer dizer 
que 
O k O k O O kO 
span {d , ... ,d} = span {g , ... ,g} = span {g ,Ag , ... ,A g }. 
Primeiro vejamos que span 
la hipótese de indução só 
o k+l o o k+l o {g , ... ,g } c span {g ,Ag , ... ,A g }; pe-
k+t o o k+l o falta ver que g e span{g ,Ag, ... ,A g }; 
mas de (2.28) multiplicando por A deduzimos, 
.. , 
g k Act" • = g + T 
k 
[2.31) 
Adk { o A o Ak+l o} . ct" { o A o k o} tambe'm E span g , g , ..• , g po1s E span g , g , , • , , A g , 
k o o k+t o ' g E span {g ,Ag, ...• A g} pela hipotese de indução. Então span 
o k+1 o o k+l o { g , ... , g } c span { g , Ag , ... , A g } . 
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Para deduzir a outra inclusão k+l o basta provar que: A g e span 
{ o k+l} ' -g , . , . , g . Pela hlpotese de induçao k o o k A g E span {d , ... ,d }, assim 
k+10 o k j A g e span {Ad , ... ,Ad}; mas por (2.31} cada d, O :s j :s k, pode se 
j+l J k+l o { o k+l} exprimir em termos de g e g , portanto A g e span g , . , , , g , 
o k+l o o k+l o Temos demonstrado que span {g , ... ,g } = span {g ,Ag, ... ,A g }. 
Por outro lado, aplicando (2.29) derivamos diretamente 
o k+l o k+l 
span{g, ... ,g }=span{d, ... ,d }, 
chegando com isto à prova do lema. 
LEMA 2.4.3 
se i ':t: j (2.32) 
se 1 * j (2.33) 
Aplicamos indução sobre i e j. 
Suponhamos O s 1, j s 1; então < d0 , d1 > = O pois, pelo já 
A 
· t <ct• ct•" > O A v1s o, , A = • gora, 
porque -r
0 
,r o g g = o. 
é calculado sendo Ótimo. 
d 
d-. 
Aplicando agora (2.26) obtemos 
Supondo o lema verdadeiro para O s i, J :s k, devemos 
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demonstrar que 
T 
k+l j g g =0, j=O,l, ... ,ke< dk+l,dJ> =O,J=O,l, ... ,k. 
• 
o j o j De span {d , ... ,d} = span {g , ... ,g }, veja lema anterior, 
j jii t I -tiramos d = E c g , para algumas cons antes c , entao 
i =O 
o. J = O,l, ... ,k-1 
De (2.31) deduzimos, 
e 
+ T 
k 
k g(x + 
= 0,1, ... ,k-1, 
d k 
d-r f(x + 
pois, -rk escolhido sendo ótimo. Já podemos escrever 
T 
g k•l dJ = o • J = 0,1, ... ,k. 
Com isto, aplicando o lema anterior para m = j, 
T 
k+l j g g 
T J 
=r [ t~'ct'). 
para algumas constantes ~r. 
ou seja, 
T 
k+l j g g =O, O,l, ... k. 
Para provar a segunda parte, usando (2.29) vem, 
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kH 
= < - g 
k+l 
= - < g <dk,dJ>. 
A 
Mas < dk, dJ > = O, j < k, pela hipótese de indução e 
A 
k+l 
< g 
De (2.31) (tiPamos) que 
J o J+l Ad e span { g , ... , g } 
e portanto, 
j+l 
Adj = L 'lr g" • 
r=O 
c para algumas constantes r . 
Logo, 
k+l 
< g = 
J+l 
T 
\" r k+1 r Lrg g = 
r=O 
o, j =O,l, ... ,k-1 
Disto deduzimos que, 
mas, 
com o qual, 
<dk+t, ct1 > =0, j=O,l, ... ,k-1, 
A 
< dk+l, dJ >A= 0, j = O,l, ... ,k. 
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Com o visto até aqui, pode-se demonstrar que o método dos 
gradientes conJugados, na ausência de erros de arredondamento, converge 
no máximo em n passos, sendo n a ordem da matriz A; porém se n for 
grande o resultado não tem interesse do ponto de vista computacional. 
Isto nos levará a introduzir o conceito de pré-condicionamento que, tem 
como objetivo acelerar a convergência e diminuir os efeitos do mau-con-
dicionamento se a matriz do sistema tiver número de condição grande. 
TEOREMA 2.4.1 
No método dos gradientes conjugados, para algum m s n, 
Axm = b 
onde n e a ordem da matriz A. 
PROVA: 
De acordo com (2. 32) {g0, g1, •.. , gn} é um conjunto ortogonal 
n m de vetores em ~ . Mas existe pelo menos algum g = O, O ~ m s n, pois a 
- •• (o 1 "} dimensao de~ e n e g ,g , ... ,g tem n + 1 elem~ntos. 
m m m , .... Logo g = Ax - b = O. Isto quer dizer que x e a soluçao de 
Ax = b. 
LEMA 2.4.4 
No método dos gradientes conjugados xk - x 0 é a proJeção 
ortogonal do erro inicial x- x0, com respeito ao produto< >A, sobre 
o espaço 
. o k+l wk = span {d 0 o, , I d } 
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Devemos demonstrar que, 
k o 
< X - X 1 dJ> =<x-x
0
,dJ>,j=O,l, ... ,k-1. 
A A (2.34) 
Da f, 
donde, 
< x' 
mas, 
o 
x, 
Usando (2.15), após várias substituiçÕes, escrevemos: 
k-1 
k o l: T dj, k o, 1,2, ... X = X + = 
J =O J 
(2.35) 
k-1 
< 
k ct' > o ct' + L -r < dj ct" > X, = < X, > A A ' A' J=O J 
k ct" < < X ' > = A 
o ct" > k O, 1,2, ... X, = A' (2.36) 
De (2.35), 
di > 
A 
= -r < d 1, d 1 > se i = 
i A' 0,1, ... ,k-1. 
Daqui vem, 
k o di < X - X 
' 
> 
A 
T = i < d1 ct' > 
' A 
Por outro lado de (2.11} 
T 
k dk 
- g 
i= 0,1, ... ,k-1. (2.37) 
• k = o, 1. ... 
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< 
k dk > < dk k dk = X - x, = X, > - < X > A A ' • 
< dk > < o dk > = X, - X, por A A (2.36) 
Então, 
o dk < X -X 
' 
> 
A 
T = k = o, 1, ... k dk, dk ' < > 
A 
(2.38) 
Em particular de (2.37) e (2.38) para j • 0,1,., .,k-1 temos, 
(2.34) é equivalente a< x- xk, dj > =O, j = O,l, ... ,k-1 o 
A 
que quer dizer que o vetor erro ek = x - xk em cada 1 teração é 
o 1 k-1 
ortogonal ao subespaço gerado por {d, d , ... ,d }. 
Com os seguintes dois teoremas enfrentamos a questão da 
estimativa de erro para o método dos gradientes conjugados: 
TEOREMA 2. 4. 2 
Para o método dos gradientes conjugados, 
o 
X liA, (2.39) 
onde Pk é o conjunto de polinÔmios pk(z) de grau menor ou 
igual a k com ~o = 1. 
Pelo lema 2.4.4 teremos, 
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para todo W E Wk. 
Mas, 
o k-1 o o k-1 o Wk = span { d , ... , d } = span { g , Ag , ... , A g } , 
e temos também, 
o o o o g = Ax - b = Ax - Ax = - A(x, x ) . 
Com fsto, 
o k o W = span {A(X- X ), ... ,A (x- x )} 
k 
e w e Wk pode se exprimir como, 
portanto, 
= 11 (I - (x - xo) liA 
o 
s IIP (A) 11 llx - x 11 · k A A 
, n Pela equivalencia das normas em R , aplicando o fato de que 
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para uma matriz 8 simétrica de autovalores À1, •.. ,Àn, 11811 2 = mf'IÀJI e 
as propriedades dos autovalores para soma e potência de matrizes, 
obteremos ~inalmente (2.39). 
Segundo o teorema anterior para estimar o fator pelo qual se 
reduz o erro inicial llx - x0 11 A apÓs k passos é suficiente construir 
um polinÔmio pk de grau menor ou igual a k tal que p/0) = 1 e pk 
sendo o menor poss1vel no intervalo [À
1
, Àn] contendo os autovalores 
de A, O < \ :S. À :S. ... :S. À. 2 n 
Os polinÔmios que satisfazem estas condiçÕes são os polinÔmi-
os de Chebyshev, Uma estimativa está dada pelo seguinte teorema: 
TEOREMA 2. 4. 3 
Para o método dos gradientes conjugados temos a seguinte 
estimativa de erro, 
llx - x•u s T [(À + À J/(À 
A k n 1 n 
-1 
- À J I llx -
1 
o 
X liA, (2.40) 
além disso se p(e) é o menor inteiro k tal que 
o 
X liA, 
O n VxEIR, 
então, 
p(E) S 1/2 ~ ln(2/E) + 1, (2.41) 
onde Tk e o polinÔmio de Chebyshev de grau k e os autovalores de A 
estão ordenados como O< À ~À ~ ... ~À. 
1 2 n 
PROVA, 
A melhor estimativa para (2.39) se obtém tomando 
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min 1 p e Il 
k k 
maxlp (;~li. 
• k 
onde TI~ é o conjunto de polinômios pk de grau k tal que pk{O) = 1. Mas 
pela teoria de aproximações, 
sendo, 
T [ (;\ + ;\ - 2;\)/(;\ 
k n 1 n 
T [ (;\ + ;\ )/(;\ 
k n 1 n 
- • ) l 
1 
. )) 
1 
onde T é o polinÔmio de Chebyshev de grau k e 
k 
1/T [(;\ + ;\ )/(;\ - ;\ )]. 
k n 1 n 1 
Para demonstrar (2. 41). seja p(e) o menor inteiro k que 
satisfaz 
1/T [(;\ + ;\ )/(;\ - ;\ )] <e. 
k n 1 n 1 
Isto quer dizer que p(e) - 1 não satisfaz. Ou seja, 
ou 
1/T [ (;\ + ;\ )/(;\ - ;\ ) ] ~ e, 
p{E)-1 n 1 n 1 
1/T [ k(A) + 
p{E)-1 k(A) -
Segundo a identidade, 
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• n 
e , k(A) = -\ 
Tk(x) = ~ [<x + Ft lk + (x- Ft )•]. x e R 
derivamos a relação, 
T [ ~ + '] k a - 1 = ~ [[ Va + ']k + [ Va- ']k] > Va.-1 fà.+l ~ [ Va + ')·. Và- I 
disto decorre, 
com o qual 
portanto, 
T [ ;:;k (~AT-) _:_+ --71] 
p(El-1 k(A) I > 
I [ Vk{A) + l]p(El-1 < 
2 Vk(AJ -1 
I [ Vk(AJ + l]p(E)-1. 
2 Vk(AJ -! 
T [ k(A) + 
p{E)-1 k(A) n :S 1/e • 
[p(e) - 1]1n (@A]'+ ') ~ ln(2/e). @A]'-! 
Usando o fato de que, 
ln((Va + 1)/(Va- !)] > 2/Va, ~ > I, 
obtemos (2.41). 
Desta análise (2.40) poderia se escrever como, 
k [ @A]' - ')k o llx - x 11 :::s 2 llx - x 11 , 
A @ÃT+l A 
(2.42) 
donde podemos concluir que se A for mal-condicionada a convergência do 
método é multo lenta. 
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Dependendo da distribuição dos autovalores de A no intervalo 
). l. 
n 
o 11m i tante dado em (2. 42) pode ser reduzido. VeJa, por 
exemplo, [12] e [26]. 
O fato de, no método dos gradientes conJugados a taxa de 
convergência ser dependente do número de condição da matriz em questão, 
nos leva a estudar técnicas para acelerá-la. Uma maneira de fazer isto 
é introduzir no método uma nova matriz C que seja uma boa aproximação 
de A de sorte que C-1A esteja próxima da matriz identidade ou pelo 
menos que o número de condição de C-1A diminua consideravelmente. Estes 
conceitos serão explorados ou na prÓxima seção. 
2.5 PRÉ-CONDICIONADORES POR DECOMPOSIÇÃO COMPLETA 
Se formos resolver o sistema linear Ax = b, A matriz 
simétrica positiva definida, pelo método dos gradientes conjugados, 
estamos aqui interessados em introduzir no método uma matriz C 
simétrica definida positiva, de maneira que resolver Ax = b seja 
equivalente a resolver um outro sistema Ãy = õ envolvendo a matriz C, 
onde se tenham estas vantagens: k(Ã) deve ser muito menor que k(A) e 
resolver o sistema Ch = g seja mais eficiente que resolver Ax = b, 
usando para C uma fatoração conveniente como C = EET, a conhecida 
decomposição de Choleski; ou C = LDLT, sendo L uma matriz triangular 
inferior e D uma matriz diagonal. 
funcional 
Equivalentemente, queremos reduzir o problema de minimizar o 
f(xJ = I T T - X Ax - b X + C 2 
ao de minimizar um outro Funcional 
1 !"•• ~T "' t(y) = 2 y Ay - u y + c. 
Seja, então, C uma matriz simétrica positiva definida e C = 
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r - -EE a decomposiçao de Choleski usual, que chamaremos decomposiçao de 
Choleski completa de C para diferenciá-la de outro tipo de decomposição 
a ser discutida na prÓxima seção e consideremos o funcional associado à 
matriz A em estudo 
.f(xl = 1 r r 2" X Ax - b X + c. 
Definamos agora o novo funcional r(y) empregando a transformação 
(2.43) 
por 
r -r 
- b (E y) + c 
= 
-1 T 
- E b y + c, 
ou, 
1 T"' ç.T "' 
r(yJ = 2 Y Ay - o Y • c, (2.44) 
onde, 
(2.45) 
LEMA 2.5.1 
A matriz Ã associada ao funcional quadrático de (2. 44) é 
- -1 
simétrica positiva definida e tanto A quanto C A possuem os mesmos 
autovaloPes. 
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PROVA' 
De (2.45) 
-logo A e simétrica. 
De (2.43) e (2.45), 
r-
= y Ay > O Vy • O, 
pois x1Ax > O Yx *O por A ser simétrica positiva definida, assim te-
mos que Ã é positiva definida. 
Para demonstrar que Ã e c-1A possuem os mesmos autovalores, 
basta ver que elas são semelhantes: 
a igualdade 
(2.46) 
prova que Ã e C-1A são matrizes semelhantes. 
COROLÁRIO 2.5.1 
Ao resolver o sistema linear Ãy = õ pelo método dos 
gradientes conjugados geramos a sequêncla 
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o 1 k y' y •... ,y , ... 
Seja 
k -T k 
x=Ey,k=O,l, ... e y, X 
as soluções dos sistemas 
Ãy = õ e Ax = b, 
respectivamente. Então, 
I) ' ET' y= X, 
2) IIm 
k->® 
l = y e lim 
k->® 
k ' X =X 
· 3) A taxa de. convergência de {xk} está determinada por k(Ã). 
PROVA: 
Para provar (1) e suficiente ver que ETX é solução de Ãy = õ. 
Vejamos, 
T" ' "' "' ~ " T ou seja, Ex e soluçao de Ay = u, portanto y = E X. 
lim 
k->® 
Ãy = õ, 
{ k} ,, -Que y converge para y e apllcaçao direta do teorema 2.4.1. 
-T Por outro lado, a continuidade do operador E nos leva a, 
k 
X = IIm 
k-->® 
k -r... ... y) =E y = x por (!). 
k->® 
Para demonstrar" (3) apliquemos a relação (2.4.2) ao sistema 
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nY- ln .... 
A 
mas, 
Da mesma maneira, 
e substituindo em (2.47) derivamos (3). 
o y li-
A 
(2.47) 
Com o objetivo de simpliricar a rererência damos as seguintes 
definiçÕes: 
DEFINIÇÃO 2. 5.1 
A matriz C "" EET introduzida nesta seção é chamada matriz 
pré-condicionadora. Às vezes diremos simpl"esmente que C = EET é um 
pré-condicionador para sistema Ax "" b. 
- -1 T , , A matriz A "" E AE e chamada matriz pre-condicionada. 
O método descrito pelo algoritmo exposto de (2.26) a (2.30) é 
chamado de o método dos gradientes conjugados sem pré-condicionar. 
Tendo em vista a apresentação de um algoritmo eficiente 
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computacionalmente tanto do método dos gradientes conjugados sem 
pré-condicionar quanto do método dos gradientes conjugados 
pré-condicionado, que definiremos depois, damos o seguinte teorema. 
TEOREMA 2. 5. 1 
O algoritmo dos gradientes·. conjugados sem pré-condicionar é 
equivalente ao seguinte: 
Selecionamos x0 e Rn arbitrário, calculamos 
o o o o g = Ax - b, d = - g (2. 48) 
fazendo logo, 
(2.49) 
k+1 k k 
X = X + Tkd , (2.50) 
k+1 k Adk g = g + -r 
k ' 
(2. 51) 
T T 
~ = g k+1 k+1 I k k g g g. k (2.52) 
(2.53) 
Já tendo demonstrado (2. 31), ' e suficiente provar as 
equivalências das expressões (2.27) e (2.49), {2.30) e (2.52). 
Para a primeira parte: de (2.29) escrevemos 
d k = _ gk + Qk-ldk-1' dk-1 k-1 R dk-2 ,.. =-g +,.. , ... k-2 
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assim fica, substituindo ~ecorrentemente na primeira igualdade, 
onde 
k k r k k-J d=-g-l.rg. 
J=l j 
Da{ obtemos, depois de aplicar (2.32): 
T 
dk l = T k k 
- g g. 
o que prova a equivalência entre (2.27) e (2.49). 
Para demonstrar a outra parte: de (2.31) resulta, 
Adk -- -1 ( k+l k) Tk g - g ' 
portanto, 
T 
k+l k+l g g 
e 
[ 
k ~ k k-j]T -1 
= -g - L r g "[' 
J =1 J k 
( k+l k) g - g 
ou 
(2.54) 
(2.55) 
(2.56) 
(2.57) 
Aplicando (2.56) e (2.57) em (2.30) derivamos (2.60), 
completando deste modo a prova do teorema (2.5.1). 
Se aplicarmos o algoritmo do teorema (2.5.1) à solução do 
sistema Ãy =O, com Ã e õ dados por (2.45) vem: 
O n • Selecionamos y e ~ arbitraria, calculamos 
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.o ' o õ ao .o (2.58) g = Ay- ' = - g 
e fazemos, 
r 
' 
.... k .... k 1 a• Ã a•. (2.59) 
" 
= g g k 
k+l k • a• (2.60) y = y + 't"k • 
"'k+l 
-· 
•• a• (2.61) g = g + "fk A • 
r r 
~. ... k+l .... k+l / "'k .... k (2.62) = g g g g 
ak+l ... k+l ' k (2.63) = - g +. ~ka ; k = o, 1, ... 
onde 
-· 
= Ãy" - õ, k Er k g y = x. 
Além disso, 
-· 
k g e a satisfazem: 
LEMA 2.5.2 
No método dos gradientes conjugados aplicado a Ãy = Õ tem-se: 
a• = ETdk (2.65) 
PROVA: 
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Para demonstrar (2.65}; de (2.28) derivamos 
ou 
mas por (2.60) 
k<l y k = y + ' k 
Y
k+l = Yk + ~ ak 
'• . 
Das duas Últimas igualdades se tomarmos dk e ãk do mesmo 
comprimento obteremos (2.65). 
Em resumo, até aqui temos dito que resolver o sistema linear 
Ax = b é equivalente a resolver o sistema linear Ãy = Õ com a vantagem 
de que k(Ã) pode ser muito menor que k{A). A tranferência de um sistema 
ao outro foi feita introduzindo o pré-condicionador C = EE1. 
Agora queremos dar um algoritmo, de reconhecida eficiência 
computacional, equivalente ao descrito de (2.58) a (2.63) para resolver 
o sistema Ãy = D, usando a matriz C e as variáveis antigas, isto é 
aquelas do método dos gradientes conjugados para resolver Ax = b. Isto 
evitará fazer o passo cada vez que formos resolver o di to sistema 
aplicando um pré-condicionador. Este algoritmo corresponde ao método 
que chamaremos no que segue Hétodo dos Gradientes Conjugados 
Pré-condicionado. 
TEOREMA 2. 5. 2 
O algoritmo dado de {2. 66) a (2. 71) é equl valente a este 
outro algoritmo: 
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Seja x0 e ~n arbitrário, 
(2.66) 
e façamos: 
T T 
T = gk hk / ct" Adk k ' 
(2.67) 
k+l k k 
X = X + 1:" d ' k (2.68) 
k+l k Ad", g = g + T k (2. 69) 
hk+l 
= 
c-1 k+t 
g ' (2.70) 
T T 
~. = l+l hk+l I gk hk, (2. 71) 
dk+l 
- hk+l k 
= + f3 d • k (2.72) 
onde 
k k k g = g(x l = Ax - b e k = O, 1, ... 
-operaçao deverá (2.70) se fazer sistema resolvendo o 
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pelo lema (2.5.2). 
Isto prova a equivalência de {2.59) e (2.67). De (2.60), 
ou 
Fazemos Tk = Tk e fica provada a equivalência entre (2.60) e (2.68). 
De (2.61), 
ou 
k+l k k 
g =g +\Ad, 
mas temos que Tk = -rk; assim resulta a equivalência entre (2. 61) e 
(2.69). 
A equivalência entre (2.62) e (2. 71) segue do que, Já foi 
demonstrado no inicio, com ~k = ~k. 
De (2.63) deduzimos, 
ETdk+l ___ E-18
k-t1 Q ETdk 
+ '"'k • 
ou 
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com ó qual 
A equivalência entre (2.58) e (2.66) é direta. 
2.6 PRÉ-CONDICIONADORES POR DECOMPOSIÇÃO INCOMPLETA 
Para certo tipo de matrizes A não singulares correspondentes 
a uma famflia de sistemas lineares Ax = b, que definiremos nesta seção, 
é possível fazer uma única decomposição LU de urna certa matriz K 
próxima a A, de modo que L e U sejam obtidas da decomposição L Ü de A, 
selecionando com antecedência alguns lugares (i,j) fora da diagonal de 
A onde os elementos correspondentes em L e U serão nulos. A vantagem da 
nova decomposição, que se chama Decomposição Incompleta de A, é que 
escrevendo A = K - R há um método iterativo para resolver Ax = b 
associado a essa expressão de rápida convergência. Se além disso A for 
simétrica positiva definida teremos a decomposição de Choleski de K ou 
decomposição de Choleski Incompleta de A, que poderá ser usada como 
pré-condicionador no método dos gradientes conjugados pré-condicionado 
para resolver Ax = b. 
Aqui apresentaremos o desenvolvimento feito por Meijerink e 
Van der Vorst [ 18] com respeito a este assunto. Antes introduziremos 
algumas definições e resultados do livro de Varga [27], fechando a 
introdução com um lema de Ky Fan [15] adaptado à nossas circunstâncias. 
2.6.1 DEFINIÇÃO 
1) Sejam A = 
que A == 
1 :s: J :s: n. 
= (b
1
j) matrizes reais 
=: b 1j para todo i, J 
rum. Dizemos 
1 :s 1 :s m, 
Em particular, se B = O teremos a definição para A 2: O. 
45 
2) Uma matriz real A = 
-1 para todo i ~ j e A 
(a
1
J) rum não singular com a
11 
!1 O 
~ O é chamada uma M-matriz. 
3) Sejam A, K, R matrizes nxn, A nao singular. Se 
A"" K- R, 
e K é não singular dizemos que A = K - R é um splittlng 
' -1 de A. Se alem disso, K ?:: O e R ?:: O dizemos que A = K-R 
é um Splittlng regular de A. 
É fácil ver que os elementos da diagonal de uma M-matrlz A 
-nxn sao positivos. De fato, se 
então fazendo o produto da linha i pela coluna i em A~1A = I temos, 
ou 
n 
ruau - Í: rlklaktl "" 1. 
k;:1 
.. , 
Como r 11 ~O, desta Última igualdade se deduz que a 11 > O , 1 ~ 1 s n. 
Agora se ti vermos o sistema 1 inear Ax "" b e A = K - R for um 
splitting de A então existe um método iterativo para resolver o sistema 
anterior associado ao Splltting A= K- R. Seja X a solução do sistema; 
assim, 
KX = RX + AX = RX + b, 
e então podemos escrever o seguinte método iterativo: 
k+l k Kx =Rx +b; k=O,l, ... (2,73) 
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TEOREMA 2. 6.1 
Seja A = (a1J) uma nxn M-matriz e 8 = (b1J) matriz nxn se 
para I • j e 
Então B é também uma M- matriz. 
TEOREMA 2. 6, 2 
Se A = K - R é um splitting regular de A e A-1 ~ O, então o 
método iterativo (2.73) converge para qualquer chute inicial x0. 
TEOREMA 2. 6. 3 
LEMA 2.6.1 
Toda H-matriz simétrica e uma matriz positiva de~lnida. 
(Lema de Ky Fan) 
Seja A = (a ) uma H-matriz de ordem n e C = 
IJ 
matriz de ordem n - 1 definida por, 
a a -a a 
1J nn ln nj 
a 
i, j = 1,2, ... ,n- 1, 
nn 
Então, C e também uma H-matriz. 
A seguir o teorema da Decomposição de LU incompleta. 
47 
uma 
TEOREMA 2.6.4 
Seja A = (a
1
j) uma nxn M-matriz e 
P = {(1, j) /I * j, 
n 
1 ~ i ~ n, 1 ~ J ~ n}. 
Então, para para cada P c P existe uma matriz triangular 
n 
inferior L = (t
11
) com diagonal unitária, uma matriz triangular 
superior U = (u
11
) e uma matriz R= (r11 } com 
u = o 
IJ 
se 
se 
se 
(l,j)eP, 
(l,j)EP, 
(l,j)~P. 
tais que o splitting A = LU - R é regular. Além disso, os fatores L e U 
são únicos. 
PROVA' 
onde 
Faremos a demonstração construindo L e U. Para isto definamos 
-· I A = 
Ao 
= 
-· A = 
Ak 
= 
k 
( ã' ) 
! J • 
A, 
Ak-1 + 
L' "A' 
r = -
kj 
k-1 
a 
kj 
R' 
; 
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(2. 74) 
• 
(2.75) 
k = 1,2, ... , n - I e (2. 76) 
se (k, j) E P, (2. 77) 
I UNICAI\IIP B!&ILIOTilCA C>;:N~AL 
~---------· ---- ~--·--
k 
" = lk 
k-1 
- a 
lk 
se(i,k)ePe O nos demais casos, (2.78) 
Lk e a matriz identidade, exceto na coluna k dada pelo vetor 
[o. o, ... ,I, - ~k a k+l,k 
-k 
a kk 
~k 
a 
k+2,k 
-k 
a 
kk 
' ... ' 
ãk ]T 
nk 
-k 
a 
kk 
(2.79) 
A prova tem duas partes fundamentais: de um lado a prova de 
Ak A-k s-ao M-mat-lzes e Lk, Rk > O k I I d t I d que , , - , "" , ... , n- ; e ou ro a o a 
construção de L, U e R. No final 
(Ln-tLn-2 ... Lt)-1 e R= Rt + ... + Rn-1. 
vamos definir U = 
Para k = 1, 
I o 
> O, (I, j) p 
} pois 
" 
= - a = - a E lj lj 1) 
I o o. (I, j) p 
" 
= - a = - a > E 
11 11 11 
daqui temos que R1 i!: o. 
Provemos 
isto e, 
-1 
' que A e 
~1 
A 
a 
lj 
uma H-matriz, 
= Ao + Rt = A+ R1 
1 
+ " lj ~ a 1J, pois 
+ e' 
I j 
as duas Últimas expressoes levam a, 
_, 
a ::s a ::s O. 
1 J l j 
Por outro lado, 
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a • o, (l, 
lj 
n-1 A • L = 
j) E P, 
-1 
a 
11 
1 
+ r 
11 
então, pelo teorema (2.6. 1), Ã1 é M-matrlz. 
Provemos que L1 ~ O. 
coluna 1 que é o vetor 
1 ' L e quase a identidade, a menos da 
onde 
-1 
a 
21 
-1 
a 
11 
> o 
.... , 
e 
ã
1 ]T n1 
-1 
a., 
s o 
•1 1 pois A e M-matriz. Portanto L ~ O. 
Para ver que A1 é M-matriz, consideremos a expressão 
onde Ok é quase a matriz nula, exceto na coluna k dada pelo vetor 
[ -· -k ã. r a a 0,0, ... o. k+l,k k+2,k nk -
-· -· -· akk a akk k kk 
n k 
(!, j} dos produtos k ""k - dadas por Agora, as entradas O A estao 
1=k+l, ... ,n j = 1,2, ... ,n, 
= i::k+l, ... ,n J = 1,2, ... ,n, 
escrevendo i= k + m como m = 1,2, ... , n- k vem, 
k 
= o k+m,k 
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j = 1,2, ... , n, 
logo, 
ou 
a• 
ktm,j 
k 
a 
k+m,j 
-· " a k+m,j 
-· 
a 
k+m, j 
+ o• 
k+m,k 
-· a k+m,k 
-· 
a 
kk 
-· 
a 
kj 
j=1,2, ... ,n 
j=1,2, ... ,n 
substituindo k = 
M-matriz. 
1 e aplicando o lema (2.6.1) obtemos que A1 ' e 
De forma semelhante pode-se demonstrar que 
k k M-matrizes e L, R ~O, k = 1, .... n- 1. 
Para construir L, U, R observemos que, 
se k < m, pois 
k k 
o r 
ik kj 
mas r:J = O se k < m de acordo com a definição de R. 
Finalmente, 
An-1 n-1 "'n-1 n-1 ( n-2 + Rn-1) •L A •L A 
n-1 n-2 n-1 n-1 
=L A +L R 
51 
-k A são 
Se definirmos 
temos que, 
U = An-1 , L n-1 n-2 1 -1 1 n-1 = (L L ... L ) , R = R + ... + R , 
A = LU - R, pois A0 = A. 
Demonstraremos que A = 
Confiramos que (LU) -1 
LU- R é um splitting regular de A. 
2: O e R 2: O; (LU)-1 = u-1L-1, mas 
u-1 = (An-1)-1 2: O pois An-1 é M-matriz; -1 n-1 1 L =L ... L, onde cada 
k -1 L 2: O, disto tudo, (LU) 2: O. 
A unicidade deriva da relação que segue e do fato que L 
possui diagonal unitária: 
A= {LU 
- R se 
se (i,j)<P, 
(i,j)eP. 
Se além de A ser M-matri~. A é simétrica, então pelo teorema (2.6.3) A 
é positiva definida e podemos demonstrar o seguinte corolário do 
teorema anterior: 
COROLÁRIO 2.8.1 
Se A é uma H-matriz simétrica, então para cada P c P , com a 
n 
propriedade que (i, j) e P implica (j, i) e P, existe uma Única matriz 
triangular inferior L e uma matriz R não negativa (R 2: 0) com t1J = O 
T • se (i, J) e P e r 1J = O se (i, j) li: P tal que A = LL - R e um 
splitting regular. 
Do teorema (2.6.2) extraímos o seguinte: 
TEOREMA 2. S. 5 
Se A, L, U e R estão definidas como no teorema (2.6.4) então 
52 
o método iterativo 
k+l k LU X = R X + b, k "' 0, 1, •.• , (2.80) 
converge à solução de Ax = b para qualquer chute inicial x0. 
A estabilidade da decomposição LU incompleta está garantida 
pelo seguinte teorema: 
TEOREMA 2. 6. 6 
Seja A "' (a ) uma nxn M-matriz e B "' (b ) com a ::s b 
lj lj lj lj 
sei=t.jeO<a .sb 
ll u 
Sejam A 1 e B1 as matrizes que surgem de A 
por eliminação da primeira coluna usando a primeira linha. Então, 
e B! e' uma M-matriz. 
De a • b !J 
com o que 
Por outro 
ou 
a {ll a 
I J !J 
derivamos a 
I J • 11 
2:: b b 
11 1J 
pois 
• 
a" 
a 
a !J 
11 
b e a s blj. 11 !J 
::s O se i * j. 
lado, o < a • b implica '/a ~ 1/b 11 11 11 
a ttalJ b b 11 !J ~ b a 
11 11 
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11' assim 
s o 
e B 
a a b l1 blj 11 lj 
' -a b 11 11 
isto e o fato que a 
' 1 J b1J levam a 
ou se-ja, 
a a b b 
11 lj 
' 
b 11 1J a 
1 J a 1 J b 
11 11 
P 81 e'M t· b ara provaP que -ma r1z, o servemos que 
b(ll = b 
i J i j 
b b 
11 lj 
b11 
= 
b b 
ij 11 - b b 
bll 
i1 lj :S o 
• 
pois B é M-matriz, pelas hipóteses do teorema (Veja teorema (2.6.1)). 
A1 é M-matriz pelo lema (2. 6.1). Aliás a~ 1 > O (propriedade 
1 ' já vista das M-matrizes). De novo pelo teorema (2.6.1) B e H-matriz. 
No método iterativo que surge ao fazer decomposição LU 
incompleta de uma matriz A correspondente ao sistema llnear Ax = b, 
temos uma estimativa de erro dada no teorema que segue: 
TEOREMA 2. 6. 7 
O método iterativo {2.80) tem a seguinte estimativa de erro: 
llxk - xll • [max {11 - ~ I , A min 
onde x é a solução 
autovalor de (LU)-1A, 
de Ax = b, e À , 
m1n 
respectivamente. 
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XII 
A 
(2.81) 
são o menor e o maior 
De LUxk+l = Rxk + b temos, 
LUxk+t k ' -
= Rx + AX entao, 
k+1 (LU)-1AX + (LU) - 1Rxk X = 
1 (LUl-1AX + (LU) -1Rx0 X = 
= (LU)-1AX + (LU)-1 [LU - A]x0 
(LU)-1A(x - x0 ) o Assim, = + X. 
1 
' [ I (LU)-1A l (}{ - xol. X - X = -
Indutivamente se prova que, em geral, 
de onde se conclui que 
Mas, se À 
max 
é um autovalor de B, (1 -
( 1-/dk é um autovalor de 
J 
concluímos o teorema. 
À) é autovalor de I-B, 
(I-B)k. Com isto tudo 
Para findar este capítulo temos de dizer que se A ~or 
M-matriz simétrica e portanto positiva definida {Veja teorema (2.6.3)) 
então para resolver o sistema Ax = b pelo método dos gradientes 
conjugados, poderá se empregar o algoritmo descrito de (2.66) e (2.72) 
- LT na seçao 2.5 trocando C por L . 
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CAPÍTULO III 
ALGUNS PRÉ-CONDICIONADORES POR DECOMPOSIÇÃO INCOMPLETA 
NO MÉTODO DOS GRADIENTES CONJUGAOOS 
O universo das decomposiçÕes incompletas é muito rico e cheio 
de resultados surpreendentes. Neste capf tu lo queremos estudar uma 
variedade delas que, em combinação com o método dos gradientes 
conjugados, tem sido bem sucedidas e foram estudas primeiro por 
Meijerink I 18 I e depois por Kershaw [ 14], que fez uma extensão dos 
conceitos daquele colocando hipóteses mais fracas. 
Seguindo o roteiro de Meijerink e Kershaw daremos no final do 
capitulo solução ao sistema linear associado à equação do calor surgida 
no capítulo I. 
3.1 UMA CLASSE DE DECOMPOSIÇÕES INCOMPLETAS 
Em seu primeiro trabalho Meijerink [18], logo após ter desen-
volvido sua teoria sobre decomposição incompleta, dá duas apllcaçÕes 
dela. Nestas aplicações usa o sistema linear que resulta da aproximação 
por discretização com cinco pontos da equação diferencial: 
a 
ax (P(x.yl a a ax u(x.y))- ay (Q(x.yl a ay u(x.y)) + ~(x,y)u(x,y)= f(x,y), 
com P(x,y), Q(x,y) > O, o-(x,y) <!:: O e (x,y) e R, sendo R uma região 
quadrada, e com condiçÕes de fronteira apropriadas. A matriz A = (a1J) 
do sistema é simétrica positiva definida e diagonalmente dominante de 
ordem n e portanto M-matriz, segundo os Capítulos III e VI de Varga 
[27]. A figura 3.1 exemplifica a estrutura da matriz A. 
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A = 
FIGURA 3. I 
Na primeira aplicação o conjunto P do teorema 2.6.4 escolhido 
por Meijerink [ 18] para se fazer a decomposição incompleta de A é 
• 
sinalizado por P sendo, 
P* = {(i.j)/ lt-jl • O,t,m}, 
onde m é a semi -banda de A. T ' -Agora se A = GG e a decomposiçao de 
Choleski Completa de A então a decomposição incompleta LLT ·de A é 
T T , " 
obtida de maneira que L pegue de G. so aquelas tres diagonais que 
conservam a estrutura de A, parte superior, o resto é zero (veja figura 
3. 2, linhas sem 
teorema 2. S. 2, 
pontilhar). Neste 
Capitulo li com 
caso o método que usa o 
C = LLT é ref'erido como 
algoritmo do 
ICCG(O), 
"Incomplete Choleski & Conjuga te Gradíents. with O extra diagonal". 
Na segunda aplicação o conjunto P do teorema 2. 6. 4 para se 
fazer a decomposição incompleta de A é sinalizado por P3, 
p3 = {(l. j) 1 11- Jl • 0,1,2,m-2,m-!,m}. 
isto é, além dos 
T preencher em L 
lugares originais de A, parte superior, agora permite 
as duas diagonais de T ' • ' , G mais prox1mas a ultima diagonal 
superior e mais uma diagonal, aquela cujos elementos satisfazem J - i = 
2; o resto é zero. No total deixa preencher 3 diagonais extras (VeJa 
fig. 3.2}. Esta variante é referida como ICCG(3). 
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FIGURA 3.2 
Dentre as causas pelas quais o método funciona há duas que 
possuem muito peso. A primeira é que a decomposição de Choleskl 
completa de A é estável. Isto quer dizer , neste caso, que podemos 
substituir na decomposição completa alguns elementos relativamente 
pequenos por zero e a decomposição que daf deriva terá quase o mesmo 
comportamento que a original. 
A segunda causa está baseada na observação feita por Meije-
rink no sentido que as entradas não nulas decresciam rapidamente na di-
reção acima da diagonal principal e abaixo da Última diagonal, na de-
composição completa. Algumas matrizes têm esta propriedade que pode ser 
aproveitada escolhendo uma decomposição incompleta apropriada, tendo 
• T • 
ass1m que LL e uma boa - ( T -1 ~ ~ aproximaçao de A e portanto LL ) A esta pro-
xima da matriz identidade. Dito de outra maneira, a maior parte dos au-
tovalores de (LLT)-1A devem estar próximos a um com o que garantimos 
rápida convergência no ICCG (Incomplete Choleski and Conjugate Gradien-
ts). 
Num segundo trabalho Meijerink [ 19]. resolvendo outros pro-
blemas práticos, introduz diferentes tipos de decomposiçÕes incompletas 
T da matriz resultante, deixando preencher em L algumas diagonais conve-
nientes obtendo diferentes ICCG. 
Como já visto, na primeira parte do seu trabalho, Meijerink 
consegue construir decomposiçÕes incompletas de uma matriz A sendo esta 
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H-matriz ou H-matriz simétrica, condição forte na demonstração da exis-
tência e unicidade. No entanto Kershaw [ 14] coloca uma hipótese mais 
fraca considerando que A seja só simétrica positiva definida, mas o 
preço disso é que a validade que ele obtém do método é só experimental. 
Essencialmente, o método de Kershaw é um IOCG(O). Seu método 
pode-se resumir como segue: 
Suponha que vamos resolver o sistema linear Ax = b, sendo A = (a1J) uma 
matriz nxn simétrica positiva definida, pelo método dos gradientes con-
jugados, empregando como pré-condicionador, uma decomposição incompleta 
de A da forma C = LLT ou C = LDL1, onde L é uma matriz triangular 
inferior e O é uma matriz diagonal. Se tivéssemos C = A= LDLT teríamos 
uma decomposição completa de A e os coeficientes de L e D seriam 
determinados recorrentemente, coluna por coluna: 
l = a j = 1,2, ... , n jl jl 
1-1 
e = a L ejk.eikdkk i ~ 2, j jl jl 
k=1 
Definimos como padrão de esparsidade o conjunto P, 
P = {ti, j) I a = O 
lj i,j = l, ... ,n} 
= i,i+l, ... ,n 
( 3. 1) 
de sorte que faremos t 1J = O se (i, j) E P. Quer dizer que L é forçada 
a ter o mesmo padrão de esparsidade que A. Por outro lado, como a con-
dição de ser positiva definida não garante que fazendo tal escolha ten-
ha que ter sempre i > O, então o algoritmo pode se interromper em al-
11 
guma parte. Isto ocorrerá quando tivermos no processo t = O ou t < O. 
ll ll 
É bom lembrar que na decomposição completa isto não acontecerá. 
Para corrigir este defeito, se acontecer t 11 ~ O substitufmos 
este valor por algum número positivo e prosseguimos com o algoritmo 
(3.1). Escrevendo 
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A = LDL1 + E, 
onde E é uma matriz de erro cujas entradas não nulas estão no conjunto 
P pode-se ver que a decisão tomada quando t ::S O faz com que o 1-ésimo 
11 
elemento da diagonal da matriz de erro seja ' nao nulo. As outras 
entradas de E ainda estarão no conjunto P. 
Deve ser claro que se l ::S O acontecer poucas vezes o 
I! 
algoritmo aumentará as possibilidades de funcionar muito bem. Isto 
dependerá fortemente de LDL1 ser uma boa aproximação de A. 
Ao aplicar o método dos gradientes conjugados, uma vez obtida 
a decomposição incompleta LLT ou LDL1, colocamos estas no lugar de C no 
algoritmo do teorema (2.5.2), capÍtulo II. 
3.2 SOLUÇÃO DO PROBLEMA INICIAL 
Os métodos que aqui usaremos para resolver o sistema Ax = b 
do capitulo I (Veja expressão (1.11)) tem a ver de um lado com os con-
ceitos de Meijerink propostos em seus dois trabalhos [18] e [19] e de 
outro lado com a variante introduzida por Kershaw em {14]. Isto porque 
a matriz A em questão ' e simétrica positiva definida, mas ' nao ' e 
M-matriz. A validade destes métodos está baseada principalmente nas 
experiências numéricas feitas e na estabilidade da decomposição de 
Choleski Completa: A= GG1 . 
Além do mais lembremos que A é também tridiagonal por blocos, 
tendo só três deles diferentes: AA, BB, A1, cada um banda 7. Desta 
maneira A possui só 11 diagonais superiores não nulas espaçadas segundo 
o tamanho dos blocos. Isto mostra que A é muito esparsa (veja fig. 
3. 3). 
Em nome da simplicidade, neste capítulo só descrevemos os mé-
todos para a solução do sistema, deixando a implementação computacio-
nal, resultados numéricos e comentários para o prÓxlmo capítulo. No en-
tanto queremos destacar antes de continuar, que, dado o mau-condlclo-
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namento da matriz e os erros de arredondamento, o método dos gradientes 
conjugados sem pré-condicionar converge para a solução só após um núme-
ro de iteraçÕes muito alto. Por exemplo, para a matriz A de (1.11) de 
ordem 255, o método fez 2685 iterações com o vetor chute inicial sendo 
o vetor nulo e usando como critério de parada a norma do gradiente me-
nor que 10-6. Para o mesmo sistema, com as mesmas condições, empregando 
um dos tipos ICCG conseguimos convergência em apenas 22 iterações. 
Vamos agora fazer a descrição dos tipos de ICCG que foram 
utilizados na solução do problema em estudo. 
A 
N e a ordem de cada bloco de A. 
N 2: 7. 
FIGURA 3. 3 
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ICCG[O): 
É o mesmo empregado por Meijerink com a variante dada por 
Kershaw adaptada à matriz da fig. 3.3. Isto quer dizer que LT terá 11 
diagonais não nulas espaçadas como na fig. 3. 3; manteremos também zero 
nas entradas (i, j) das diagonais não nulas onde a 11 = O. Com isso a 
outra parte que deveria aparecer na decomposição é ignorada. 
ICCG(3): 
T Neste caso conservamos em L a estrutura de A e deixamos 
preencher mais 3 diagonais. Elas são as diagonais número 5, 6 e 7. Veja 
fig. 3.4 em linhas pontilhadas: 
5 '- 7 N~t Nt1 rH4-
''' 
,,, 
'"" 
''" ,,, ,,, 
'"" ,, ' 
''" 
"'" 
""' 
"'' 
""' 
"'' 
''" 
,,, 
FIGURA 3.4 
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,,, 
''' ,, 
"' ' 
ICCG(2)' 
Além dos lugares originais de A, parte triangular superior, 
deixamos preencher em LT mais duas diagonais de G1 : N-4 e N-3, sendo N 
' T -a ordem de cada bloco. O resto e zero. L teria entao 13 diagonais não 
nulas. Neste caso só trabalhamos com N ~ 9. 
ICCG(-3), 
T ' • ! d! ! Em L desta vez so aparecem as quatro pr1me ras agona s e 
as quatro Últimas de G1 . É dizer, com respeito à estrutura original de 
A, parte triangular superior, ter jogado fora os lugares N-2, N-1, N, 
onde N é a ordem de cada bloco de A. Assim L1 terá no total 8 diagonais 
não nulas. 
ICCG( -7)' 
pega de parte triangular superior, so~as· quatro 
primeiras diagonais e joga fora o resto. É dizer com respel to a 
estrutura original de A, parte superior, tem Jogado fora sete 
diagonais. O resto é zero. Assim L1 tem quatro diagonais não nulas. 
O ICCG(-7) nos surpreendeu porque apesar de sua simplicidade, 
economia de memória e operações, tem um grau de precisão para um mesmo 
ll'i7f(x)ll :S E, pelo menos igual ao dos outros ICCG anteriormente 
descritos. 
Uma vez feita a decomposição incompleta LL1 de A nos 
diferentes ICCG, devemos aplicar o algoritmo dado no teorema {2.5.2), 
capitulo II trocando C por LL1. Da{ obteremos a solução do sistema Ax = 
b associado à e·quação do calor. 
A comparaçao dos ICCG aqui estudados do ponto de vista do 
tamanho do sistema e número de iteraçÕes, será exibida no prÓximo 
cap1 tulo. 
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CAPÍTULO IV 
IMPLEMENTAÇÃO COMPUTACIONAL E RESULTADOS NUMÉRICOS 
4. 1 NOTA PRELIMINAR 
Já tÍnhamos dito que nossa matriz A em estudo é simétrica 
positiva definida e tridiagonal por blocos. Cada bloco tem ordem N e A 
tem ordem NM = NxM, onde N, M são inteiros N ~ 7 e M ~ 3. 
Na prática computacional dada a grande esparsidade desta 
matriz tivemos que aproveitar ao máximo este fato. Foi por isso que em 
vez de armazenar a matriz toda guardamos só os três blocos AA, BB, Al 
(Veja expressão 1.11). Isto produz grande economia de memória. Assim, 
por exemplo, se armazenarmos a matriz cheia de ordem 495 (N = 33, M = 
15) empregaremos 495 x 495 = 245.025 posições de memória, enquanto que 
se guardarmos só os 3 blocos usaremos 33 x 33 x 3 = 3267 posiçÕes; 
teremos poupado desta maneira aproximadamente 98.7% de memória. Mas 
esta vantajosa mudança levou-nos a fazer várias rotinas complexas 
adaptadas à esparsidade de A. 
Dentre elas podemos citar: 
TRIBLOCO: que constrói os três blocos AA, BB, Al de acordo 
com as fÓrmulas dadas em (1.11); 
BANDA 7: que faz o produto de A por um vetor, utilizando só 
os três blocos; 
DESLOCAR: que identifica cada elemento a 1J de A com um 
elemento dos blocos AA, 88, Al de maneira que onde tivermos 
a poderemos substitui-lo por aa ou bb ou al , segundo 
IJ lj ij lj 
o caso; 
CHOLINHO: que guarda a decomposição de Choleskl completa de A 
numa matriz de tamanho NM x (N+4}; com isso, para a matriz de 
ordem 495 conseguimos poupar 92.5% de memória aproximadamen-
te. Também fizemos respectivas rotinas para cada ICCG nos 
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T T quais resolvemos o sistema (LL )h= g, sendo LL uma decompo-
sição incompleta de A, empregando só diagonais não nulas de 
T L (e portanto de L). 
Todos os programas foram feitos em linguagem FORTRAN e 
implementados no computador digital da linha VAX 111785 - Sistema 
Operacional VMS da UNICAMP. Além disso a matriz A foi normalizada 
dividindo cada entrada por 220 e, salvo dito o contrário, utilizamos 
precisão dupla. 
Na tabela No. 1 o produto v = Au foi calculado por meio da 
rotina BANDA 7 com precisão simples nos cáculos. A rotina BANDA 7 tinha 
sido testada antes para várias matrizes bem condicionadas, incluindo 
tamanhos grandes (ordem de A 495, por exemplo). A seleção de u(i) = i, 
i = 1, ... ,NM permitiu-nos, por um lado testar a rotina BANDA 7, que 
estava baseada no posicionamento dos elementos de A, e por outro medir 
facilmente o erro no produto. Para as matrizes bem condicionadas que 
construímos simulando a estrutura de A, obtivemos sempre erro zero 
mesmo com precisão simples. É bom notar que neSte caso k(A) = 0.14825 x 
107. 
TABELA No. 1 
PRODUTO DA MATRIZ A POR UM VETOR. ORDEM DE A 60 
O VETOR É U, ONDE U(I)=I, I=l, ... ,60. 
PRODUTO DE A PELO VETOR u, V=AU, USANDO PRECISAO SIMPLES. 
O. 4368917E+07 -0.3495408E+07 0.8738119E+06 0.3625000E+01 
0.3062500E+01 0.5125000E+01 O.S12SOOOE+01 O.S12SOOOE+01 
0.5125000E+01 0.4500000E+01 0.7625000E+01 0.8SOOOOOE+01 
0.3659092E+07 -0.1470206E+08 0.184263SE+08 0.2621440E+08 
-0.2097152E+OB O. 5242892E+07 0.99687SOE+01 0.91562SOE+01 
O. 1509375E+02 0.1475000E+02 O. 16187SOE+02 0.737SOOOE+01 
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0.1031250E+02 0.2018750E+02 0.1612500E+02 0.1083530E+08 
-o. 4334112E+OB 0.5417643E+08 0.5242880E+08 -0.4194303E+08 
0.1048578E+08 0.2162500E+02 0.1275000E+02 0.3025000E+02 
0.2512500E+02 0.2337500E+02 0.2175000E+02 0.2212500E+02 
0.2437500E+02 0.2775000E+02 O. 1607819E+08 -0.6431264E+08 
0.8039082E+08 0.3516772E+08 -0.2802330E+08 0.6959807E+07 
0.1300000E+02 0.1025000E+02 0.2125000E+02 0.1200000E+02 
0.2925000E+02 0.1950000E+02 0.2200000E+02 O. 1925000E+02 
0.2200000E+02 0.9745094E+07 -0.3922996E+08 0.4922520E+08 
O VETOR ERRO NO PRODUTO ANTERIOR É, 
O. lOOOOOOE+Ol -O.l250000E+Ol 0.8125000E+OO O.OOOOOOOE+OO 
-0.4375000E+OO O. 1500000E+Ol -O.lOOOOOOE+Ol -O.lOOOOOOE+Ol 
O. lOOOOOOE +O 1 O.OOOOOOOE+OO -O.lOOOOOOE+Ol O.OOOOOOOE+OO 
O.OOOOOOOE+OO -0,2000000E+Ol -0.2000000E+Ol -0.2000000E+Ol 
0.2000000E+01 0.7000000E+01 -0.5468750E+Ol 0.7093750E+Ol 
0.6562500E+OO O. 7250000E+Ol -0.9375000E+OO 0.4625000E+Ol 
0.2687500E+01 -0.5437500E+D1 0.1375000E+Ol -O.lOOOOOOE+Ol 
-0.40000DOE+01 -0.4000000E+01 O.OOOOOOOE+OO -o. 12oooooE+o2 
0.1000000E+01 0.7625000E+01 0.4500000E+01 0.5250000E+D1 
-0.5375000E+01 -0.3625000E+01 -0.5750000E+01 0.1212500E+02 
0.2875000E+01 O. 1750000E+Ol O. 1400000E+02 O.BOOOOOOE+Ol 
O.OOOOOOOE+OO -0.4000000E+Ol -0.4000000E-t01 0.6500000E-t01 
0.4000000E+Ol 0.5250000E+Ol 0.6250000E+Ol 0.5000000E+Ol 
0.2500000E+OO O.OOOOOOOE+OO 0.3000000E+Ol -0. 1750000E+Ol 
-0.3000000E+01 0.2000000E+Ol O.OOOOOOOE+OO -0.4000000E+Ol 
O ERRO MÁXIMO NO PRODUTO É, 0.1400000E+02 
Na tabela No. 2 exibimos o mesmo produto da tabela No.l mas 
desta vez usando precisão dupla. Os resultados falam por si só. 
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TABELA No. 2 
PRODUTO DA MATRIZ A POR UM VETOR. ORDEM DE A 60 
O VETOR É U, ONDE U(I) =I, I= 1, ... ,60 
PRODUTO DE A PELO VETOR U: V = AU, USANDO PRECISÃO DUPLA. 
0.4368917E+07 -0.3495409E+07 0.8738073E+06 -0. 11641S3E-09 
0.3492460E-09 0.2328306E-09 0.4947651E-09 0.2910383E-10 
O.OOOOOOOE+OO -o. !164153E-os -0.3492460E-09 0.1154153E-09 
0.3659087E+07 -0.1470207E+08 0.1842639E+08 0.2621440E+08 
-0.2097152E+08 0.5"2428BOE+07 -0.9749783E-09 0.8294592E-09 
0.5966285E-09 0.1469743E-08 0.5384209E-09 -O.l018634E-09 
-0.1309672E-08 -o. BlltB04E-os -0.3783498E-09 O. 1083529E+08 
-0.4334114E+08 0.5417643E+08 0.5242880E+08 -0.4194304E+08 
O. 1048576E+08 -0.6693881E-09 -0.2066372E-08 0.9604264E-09 
-0.7566996E-09 0.2968591E-08 -0.1920853E-08 0.!804437E-08 
-0.5820766E-10 0.1804437E-08 O. 1607817E+08 -0.6431266E+OB 
0.8039083E+08 0.3516772E+08 -0.2802331E+08 0.6959793E+07 
0.1!05946E-08 O. 4074536E-09 0.1105946E-08 -0.9895302E-09 
O. 1571607E-08 O. 6402843E -09 0.!804437E-08 0.6402843E-09 
O VETOR ERRO NO PRODUTO ANTERIOR É: 
0.1!64153E-09 -o. 1164!53E-os -o. sazs?seE -10 0.2328306E-09 
0.4656613E-09 0.!!64!53E-09 0.2328306E-09 0.2328306E-09 
O.OOOOOOOE+OO 0.2328306E-09 O.OOOOOOOE+OO O.OOOOOOOE+OO 
O.OOOOOOOE+OO O.OOOOOOOE+OO -0.46566!3E-09 -0.4656613E-09 
-0.1396984E-08 O. 1164153E-08 -0.8294592E-09 -0.8876668E-09 
-0.6548362E-09 0.6839400E-09 0.2182787E-09 0.4365575E-IO 
0.7858034E-09 0.1251465E-08 -0.378349BE-09 0.2328306E-09 
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O. 1862645E-08 O.OOOOOOOE+OO O.OOOOOOOE+OO -0.9313226E-09 
0.6984919E-09 -0.1455192E-09 0.4161848E-08 -0.1076842E-08 
0.5820766E-10 -0.5238689E-09 -0.1804437E-08 0.2502929E-08 
-o. 1105946E -08 -0.2386514E-08 0.1862645E-08 0.9313226E-09 
O.l862645E-08 O. OOOOOOOE +00 O.OOOOOOOE+OO 0.5820766E-09 
-0.4074536E-09 0.7566996E-09 0.9995302E-09 0.7566996E-09 
O. 5820766E -10 0.5238689E-09 -0.1746230E-09 0.5820766E-10 
-O.I746230E-09 O.OOOOOOOE+OO O.OOOOOOOE+OO O.OOOOOOOE+OO 
' I O ERRO MAXIMO NO PRODUTO E' 0.4161848E-08 
Tendo já bem claro o fenômeno que estava acontecendo quisemos 
empregar um dos ICCG para resolver o sistema Ax = b, sendo A a mesma 
matriz utilizada para as tabelas No.l e No.2 e colocando b1 como a soma 
dos elementos da linha i de A para poder medir o erro, pois antecipada-
mente sabemos que a solução exata é x
1 
= 1.0 para i= 1,2, ... ,NM. Assim 
pegamos o ICCG(2), NM = 60, e calculamos em precisão simples com crité-
-s 
rio de parada norma do gradiente menor que 10 e obtivemos 10 itera-
ções para resolver o sistema e erro máximo na solução do sistema 
0.02146065, enquanto o mesmo problema em precisão dupla deu 8 iteraçÕes 
e erro máximo na solução do sistema 0.1805181 x 10-11. 
4. 2 COMPARAÇÃO DOS DIFERENTES !CCG 
Visando ser coerentes com o exposto no capítulo Ill escolhe-
mos, por razões de espaço, a menor matriz de nosso estudo: ela é de or-
dem 21 (N = 7, M = 3, NM = 21). Após normalizada fizemos a decomposição 
de Choleski completa de 
fÓrmulas (3. 1) da seção 
A, A 
3.1. 
T 
= GG programando o algoritmo 
As diagonais não nulas de G1 
dispostas em colunas na tabela No.3. 
dado nas 
aparecem 
A diagonal da posição j tem NM - (j -1) elementos com j ~ 1, 
no resto da coluna colocamos zero. 
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A tabela 3 nos diz do decrescimento dos elementos de algumas 
diagonais. Este fato, que aconteceu em todos os casos de nossas 
experiências numéricas, ~acilitou a escolha dos ICCG que usamos. 
TABELA No. 3 
NESTA LISTAGEM APARERECEM AS DIAGONAIS, NÃO NULAS, DE GTEM COLUNAS 
SENDO A = G * GT A DECOMPOSIÇÃO DE CHOLESKI COMPLETA DA MATRIZ A DE 
TAMANHO 21. ANTES A FOI NORMALIZADA DIVIDINDO POR 2 A 20. 
DIAGONAIS NÃO NULAS NÚMEROS 1, 2, 3, 4, 
0.2724461E+OO -0.2706306E+OO 0.1146904E+OO -0.1881869E-01 
0.1795495E+00 -0.2663366E+OO 0.1456648E+OO -0.2855525E-01 
O. 1462526E+OO -0.2591758E+OO 0.1616493E+OO -0.3505633E-01 
0.1293618E+OO -0.2535853E+OO O. 1713118E+OO -0.3963366E-OI 
0.119279!E+OO -0.2494!79E+OO 0.1777045E+OO -0.1343678E-03 
0.1126630E+OO -0.2007744E+OO -0.5226397E-04 -0.2778238E-03 
0.2769147E-Ol 0.8040439E-04 -0.2949582E-03 -0.4453134E-03 
0.3576980E+00 -0.3573203E+OO 0.1528655E+OO -0.2542412E-Ol 
0.2344474E+OO -0.3509758E+OO 0.1944783E+OO -0.3878985E-01 
0.1899778E+OO -0.3409013E+OO 0.2161575E+OO -0.478698\E-01 
0.1672171E+OO -0.3329513E+OO 0.2294055E+OO -0.5438280E-OI 
0.1534866E+00 -0.3269276E+OO 0.2382785E+OO 0.1600640E-06 
0.1443721E+OO -0.2593101E+OO 0.2713916E-04 -0.!117759E-03 
0.3117704E-01 0.1558837E-03 -0.1887810E-03 -0.2639810E-03 
0.2526713E+OO -0.2506562E+OO 0.1059890E+OO -0.!734018E-01 
0.1667446E+OO -0.2467751E+OO 0.!345399E+OO -0.2627617E-01 
O. 1360171E+OO -0.2402361E+OO 0.1492157E+OO -0.3221252E-01 
0.1204872E+00 -0.2351535E+00 0.1580383E=OO -0.3636209E-OI 
0.1112623E+OO -0.2313929E+OO 0.1638430E+OO O.OOOOOOOE+OO 
0.1052419E+OO -0.1869490E+OO O.OOOOOOOE=OO O.OOOOOOOE+OO 
0.2694615E-01 O.OOOOOOOE+OO O.OOOOOOOE+OO O.OOOOOOOE+OO 
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DIAGONAIS NÃO NULAS NÚMEROS 5, 6, 7, B, 
O.OOOOOOOE+OO O.OOOOOOOE+OO O.OOOOOOOE+OO 0.1337886E+OO 
O.OOOOOOOE+OO O. OOOOOOOE+OO -0.1388239E-02 O. 8832969E-01 
O.OOOOOOOE+OO -0.5877263E-03 -0.!286909E-02 O. 7234673E-OI 
-0.28!5278E-03 0.6970721E-03 0.1049533E-02 0.6429713E-OI 
-0.423397\E-03 -0.6382536E-03 -0.8570624E-03 0.5950290E-OI 
-0.4191525E-03 -0.5642665E-03 -0.7130869E-03 0.5635724E-Ol 
-0.6029034E-03 -o. 7691B40E-D3 -0.9445967E-03 0.1321322E-OI 
0.3655032E-06 0.2407760E-06 0.5801336E-07 O. 1019022E+OO 
0.4161344E-06 O. 4557714E-06 -0.1912589E-03 0.6677444E-01 
0.1483522E-05 -0.8634036E-04 -0.2333903E-03 0.5416612E-Ol 
-0.3292\SOE-04 -0. 1729062E-03 -o. 197988BE-03 0.4773280E-Ol 
-0.1365054E-03 -0.1693559E-03 -0. 1589416E-03 0.4386064E-01 
-0. 1456925E-03 -0.1531013E-03 -o. 12335BSE-03 0.4129472E-Ol 
-o. 3177D4SE-03 -0.3407609E-03 -0.3220043E-03 O. 8977172E-02 
0.2841262E-06 0.2052213E-06 -0.8240182E-07 O.OOOOGOOE+OO 
0.1884403E-06 0.1871065E-06 O.OOOOOOOE+OO O.OOOOOOOE+OO 
0.9314815E-06 O.OOOOOOOE+OO O.OOOOOOOE+OO O.OOOOOOOE+OO 
O.OOOOOOOE+OO O.OOOOOOOE+OO O.OOOOOOOE+OO O.OOOOOOOE+OO 
O.OOOOOOOE+OO O.OOOOOOOE+OO O.OOOOOOOE+OO O. OOOOOOOE+OO 
O.OOOOOOOE+OO O.OOOOOOOE+OO O.OOOOOOOE+OO O. OOOOOOOE+OO 
O.OOOOOOOE+OO O.OOOOOOOE+OO O.OOOOOOOE+OO O. OOOOOOOE+OO 
' DIAGONAIS NAO NULAS NUMEROS 9, 10 e 11 
-0.1338120E+OO 0.5736199E-01 -0.955799BE-02 
-0.1310875E+OO 0.7263382E-Ol -0. 1450319E-01 
-0. 1273094E+OO 0.8044520E-Ol -0. 1780508E-Ol 
-0. 1244459E+OO 0.8513649E-Ol -o. 20t29SOE-ot 
-0.1223437E+OO 0.8822506E-01 O.OOOOOOOE+OO 
-0. 9766430E-Ol O.OOOOOOOE+OO O.OOOOOOOE+OO 
O. OOOOOOOE+OO O.OOOOOOOE+OO O.OOOOOOOE+OO 
-0. 1019199E+OO 0.4369064E-01 -0.7279995E-02 
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-0.1000183E+OO 0.5556367E-01 0.1110714E-01 
-0.9709674E-01 0.6174255E-Ol -0.1370707E-01 
-0.9480119E-01 0.6551539E-01 -o. 1557281E-OI 
-0.9306526E-01 0.6803893E-01 O.OOOOOOOE+OO 
-0.7370022E-01 O.OOOOOOOE+OO O.OOOOOOOE+OO 
O.OOOOOOOE+OO O.OOOOOOOE+OO O.OOOOOOOE+OO 
O.OOOOOOOE+OO O.OOOOOOOE+OO O.OOOOOOOE+OO 
O.OOOOOOOE+OO O.OOOOOOOE+OO O.OOOOOOOE+OO 
O.OOOOOOOE+OO O.OOOOOOOE+OO O.OOOOOOOE+OO 
O.OOOOOOOE+OO O.OOOOOOOE+OO O.OOOOOOOE+OO 
O.OOOOOOOE+OO O.OOOOOOOE+OO O.OOOOOOOE+OO 
O.OOOOOOOE+OO O.OOOOOOOE+OO O.OOOOOOOE+OO 
O.OOOOOOOE+OO O.OOOOOOOE+OO O.OOOOOOOE+OO 
Na tabela numero 4 comparamos os diferentes ICCG utilizados 
para o sistema linear Ax = b de acordo com o t~o de A e o número de 
iteraçÕes. Os dados foram obtidos fixando em todos os casos N = 15 e 
critério de parada norma do gradiente menor que 10-6. O termo b foi 
construído de maneira que b
1 
seja a soma dos elementos da linha 1 de A. 
A solução em todos os casos se mantém entre 10 e 11 casas decimais 
exatas, salvo no caso de NM = 495 que o ICCG(O) deu nove. 
Em todos os casos deste capítulo cada vez que utilizamos ICCG 
o -vetor de chute inicial é o vetor nulo. 
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ICCG M 
ICCG(O) 5 
ICCG(2) 5 
ICCG(3) 5 
ICCG(-3) 5 
ICCG(-7) 5 
ICCG(O) 17 
ICCG(2) 17 
ICCG(3) 17 
ICCG(-3) 17 
ICCG(-7) 17 
ICCG(O) 33 
ICCG(2) 33 
ICCG(3) 33 
ICCG(-3) 33 
ICCG(-7) 33 
ICCG(O) 65 
ICCG(2) ss 
ICCG(3) ss 
ICCG( -3) 65 
ICCG(-7) ss 
TABELA No. 4 
N = 15 
NM No. 
75 
75 
75 
75 
75 
255 
255 
255 
255 
255 
495 
495 
495 
495 
495 
975 
975 
975 
975 
975 
de iteraçÕes 
11 
9 
10 
13 
18 
32 
21 
26 
43 
27 
47 
24 
45 
121 
46 
68 
24 
56 
487 
91 
Fomos além da tabela No. 4 e pegamos a matriz de ordem 2015 
( N :::: 31, M :::: 65) com as mesmas condições com que construímos esta 
tabela e obtivemos estes resultados: 
O ICCG(O) deu 518 iteraçÕes, o ICCG(2) alcançou 153 
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iterações, o ICCG(3) atingiu 339 iterações, o ICCG(-3) 
conseguiu 568 iterações e o ICCG{-7) chegou a fazer 97 
iteraçÕes. Cada um alcançou pelos menos 8 casas decimais 
exatas, salvo o ICCG(-7) que deu 6. Para o ICCG(-7) atingir a 
mesma precisão tivemos que lhe fixar o critério de parada em 
-8 -6 ... 10 em vez de 10 e assim obtivemos 108 iteraçoes. 
4. 3 ESTUDO ESPECTRAL DE ALGUMAS MATRIZES PRÉ-CONDICIONADAS 
Visto que o cálculo de autovalores de uma matriz ' e um 
algoritmo muito caro computacionalmente, decidimos, visando fazer um 
estudo espectral de algumas matrizes pré-condicionadas, pegar o sistema 
Ax = b com ordem de A igual a 150 e b como nos casos anteriores. Na 
tabela No. 5 colocamos o número de iterações para resolver o sistema 
( ITER), menor e maior auto-valores da matriz pré-condiciona da: i\.min 
{Ã) e i\.max (Ã) e também pusemos o número de condição da matriz 
pré-condicionada K(Ã). 
TABELA No. 5 
N" 15, M" 10, K(A) "0,1033709 x 107 
NM = 150 
ICCG !TER. i\.min ( ÃJ ~max (A) 
ICCG(O) 21 0,2476 2,0536 
ICCG(2) 14 0,4799 1,8028 
ICCG(3) 17 0,3978 2,2108 
ICCG(-3) 23 0,1834 6,0122 
ICCG(-7) 20 0,5163 1, 6641 
K(A) 
8,2908 
3,7563 
5,5556 
3,2770 
3,2228 
Utilizamos sempre, para o cálculo dos auto-valores neste 
capítulo, uma rotina que calcula todos os auto-valores de uma matriz 
73 
real e simétrica por redução de Householder e o algoritmo QL [28]. Essa 
rotina, F02AAF, se encontra disponfvel na biblioteca NAG ( Numerical 
Algorithms Groups) instalada no VAX da UNICAMP 
A tabela No. 5 nos diz ainda que ao passar do sistema Ax = b 
ao sistema Ãy = b o número de condição da matriz em· questão se reduz 
consideravelmente. Isto deixa prever que os auto-valores da matriz 
pré-condicionada se juntam mais. 
Na tabela No.6 exibimos os auto-valores da matriz pré-condi-
cionada quando resolvemos o sistema Ax = b com A de ordem 90 e usando 
7 ICCG(O). Lembramos que neste caso K(A) = O. 1039039 x 10 . Enquanto, 
segundo a tabela No.6, K(Ã) = 3,7435. 
TABELA No. 6 
AUTO-VALORES DA MATRIZ PRÉ-CONDICIONADA 
0.4479627031322158 0.5753976823723465 0.7333834516595589 
0.9461145223823008 0.9677188112987500 0.9740936771830067 
0.9865899734447878 0.9949143652282402 0.9957190857956069 
0.9973024652773482 0.9974666810850144 0.9985370244238822 
0.9989620817407342 0.9990721434917120 0.9994278070131190 
0.9995642907142579 0.9996611031348182 0.9996920716392482 
0.9997995859707906 0.9998132497738346 0.9998407348620523 
0.9998504744215039 0.9998560282177615 0.9998647703686030 
0.9998816193774478 0.9999166246696718 0.9999250213860755 
0,9999294791979163 0.9999348984011355 0.9999439184017629 
0.9999540169902654 0.9999629959513538 0.9999643738353435 
0.9999667779638563 0.9999984660840078 0.9999986212361197 
0.9999996065845255 0.9999997970713921 0.9999999995592053 
0.9999999999999987 0.9999999999999995 0.9999999999999995 
1.000000000000000 1.000000000000000 1.000000000000000 
1.000000000000000 1.000000000000000 1.000000000000000 
1.000000000000000 1.000000000000000 1.000000000000001 
1.000000000474140 1.000000055064155 1.000000260370386 
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1.000000798116940 1.000001863190688 1.000008499021923 
1.000016200763876 1.000035389548189 1.000038076317347 
1.000045004418188 1.000049696930789 1.000056717203054 
1.000061200117359 1.000070418219751 1.000097659170203 
1.000112253883332 1.000121621037785 1.000145375455194 
1.000164160352738 1.000174023451671 1.000203621459794 
1.000224633450852 1.000283134731680 1.000328646880011 
1.000403834029698 1.000569474262857 1.000592445354540 
1.000916491039479 1.000992560642719 1.001549332856819 
1.002082249709986 1.002833346900283 1.005430422829039 
1.006328500956489 1.018730155094581 1.045187552152834 
1.061379924759575 1.375571918377778 1.676986919974718 
O NÚMERO DE CONDIÇÃO DA MATRIZ PRÉ-CONDICIONADA É, 0.3743586E +01. 
Feita a decomposição de Choleski completa de A nós quisemos 
saber o que acontecia se, ao resolver o sistema Ax = b pelo método dos 
gradiente conjugados, usássemos como pré-condicionador a decomposição 
incompleta C = LLT tal que LT tivesse como diagonais não nulas: num 
primeiro passo a diagonal principal de GT, num segundo a diagonal 
• T principal e a segunda diagonal nao nula de G , num terceiro a diagonal 
principal e a segunda e a terceira diagonais não nulas de GT e assim 
at_é chegar à Última diagonal não nula de GT, em cujo caso será C = LL T 
= A. Foi o interesse por resolver este assunto que nos levou a 
T • • descobrir o ICCG(-7), no qual L so tem como diagonais nao nulas as 
quatro primeiras diagonais não nulas de GT. 
Por simplicidade escolhemos A de ordem 90(N = 15, M = 6). Na 
tabela No. 7 apresentamos os resultados para cada grupo de diagonais 
(D), colocamos o número de condição da matriz pré-condicionada, K(Ã), e 
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D 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
TABELA No. 7 
N = 15 , M = 6 
!TER. K(Ãl 
91 0,1032x10 9 
18 3,0100 
18 3,0100 
19 3,0100 
19 3,0100 
19 3, 0101 
19 3,0099 
19 3,0102 
20 3,1156 
20 3,5716 
20 4,5886 
21 6,6587 
22 10,8360 
91 O, 3830x1012 
91 O. 9497x1011 
91 0.9415x10 6 
1 1,0 
numero de iterações (ITER) para resolver o sistema com b como nos casos 
anteriores. A precisão da solução em cada caso ~oi de pelo menos oito 
casas decimais exatas exceto quando usamos três diagonais em que o erro 
máximo foi de 1. 3943; dezesseis diagonais que o erro máximo ficou em 
1.7877, dezessete diagonais com erro máximo de 0.944 e dezoito 
diagonais alcançando erro máximo de O. 000147. O caso para dezenove 
diagonais era de se esperar pois, neste caso, o pré-condicionador é a 
decomposição de Choleski completa de A, ou seja, C= LLT =A. 
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CAPÍTULO V 
CONCLUSÕES E DESENVOLVIMENTOS FUTUROS 
Muitas conclusões deste trabalho foram tiradas à medida em 
que {amos avançando no material; outras estão implÍcitas nas tabelas do 
capítulo IV. No entanto, queremos aqui ressaltar algumas e dar ênfase 
em outros aspectos que consideramos de importância. 
A normalização da matriz A do sistema aumentou o número de 
iterações e a precisão para resolver o sistema na aplicação dos 
diferentes ICCG e permitiu estudar com simplicidade as diagonais nao 
nulas de G1 na decomposição de Choleski de A (A = GGr). Assim, segundo 
a tabela No. 4, capítulo IV, o ICCG (2) fez 24 iteraçÕes para resolver 
o sistema com a matriz normalizada (NM = 495), enquanto noutro teste 
f'ez 20 iterações sem normalizar a matriz e deixando :fixas as outras 
c'ondiçÕes. Os erros na solução foram 0.1722x10-11 e 0.2059x10~7 
respectivamente. 
Aqueles ICCG deram bons resultados, na solução dos sistemas 
dos exemplos lá expostos, porque os pré-condicionadores escolhidos, ba-
, - T seados numa analise das diagonais nao nulas de G , eram uma boa aproxi-
mação de A. Além disso, para A de tamanhos razoáveis como os da tabela 
No. 4, ICCG(O), ICCG(2), ICCG(3) e ICCG(-7) convergem rapidamente. O 
ICCG (-3) deixa prever convergência lenta para tamanhos de A maiores 
que os da tabela No. 4. Já o teste feito para NM = 2015 permite conjec-
turar que o ICCG(2) e o ICCG(-7) convergem mais rapidamente para taman-
hos de A muito grandes, além dos da tabela No. 4. Fomos mais longe ain-
da e pegamos A de ordem 4050 (N = 50, M = 90) e, com critério de parada 
-6 ' norma do gradiente menor que 10 , obtivemos para o ICCG(-7) so 148 
iterações dando nove casas decimais exatas na solução do sistema. 
O teste que levou a construir a tabela No. 7 diz, entre 
outras coisas, que nem sempre, conservar a estrutura de A ou introduzir 
mais diagonais na decomposição incompleta de A, é o mais eficiente do 
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ponto de vista computacional, pois com um estudo tal como esse é possí-
vel obter o mesmo grau de precisão e um mínimo de operações. A este 
respeito, por exemplo, comparamos o ICCG(2) e o ICCG(-7) tomando os da-
dos da tabela No. 4 para NM = 495 e nos propusemos a saber o número to-
tal de operações (prodUtos e divisões) que efetua cada um para resolver 
o sistema (LLT)h = g, sendo genéricamente LLT o respectivo pré-condi-
cionador em cada um dos casos. A rotina que no método ICCG(2) resolve 
(LLT)h = g é chamada SISTEMA 2 e no ICCG(-7), SISTEMA 7. Delas tiramos 
estes resultados: o ICCG(2) emprega 26 NM- 18N- 58 operações por ite-
ração e o ICCG(-7), BNM- 12 operações por iteração. Com isto o ICCG(2) 
faz aproximadamente 608NM operaçÕes no total para resolver o sistema 
enquanto o ICCG(-7) e:fetua aproximadamente 369 NM operaçÕes. É bom 
também observar aqui a economia no número de operações das rotinas 
SISTEMA 2 e SISTEMA 7, já que resultados conhecidos mostram que 
para resolver o sistema (LLT)h =g, considerando L e LT como matrizes 
triangulares chei- as, o numero de operações por iteração é da ordem de 
N~. onde NM é a ordem de A e portanto de L e L T. A causa dessa 
poupança operacional é que nas rotinas mencionadas pegamos 
diagonais não nulas tanto de L quanto de LT. 
' so as 
Outra observação pertinente é que, ao tomarmos os ICCG em 
conjunto, tivemos que fazer a decomposição de Choleski Completa de A e 
daí extraímos a decomposição incompleta para cada um. No entanto se 
considerarmos o TCCG( -7) isolado poderemos obter ainda mais economia 
evitando fazer a decomposição completa empregando fÓrmulas semelhantes 
as obtidas por Meijerink [19, p. 138]. 
' e a 
Lembremos ainda que um ponto fraco no método de Kershaw [14] 
troca dos l por algum número positivo se 
11 
experiências numéricas feitas com ordem de 
l
11 
for :S O. Em nossas 
A de 21 até 4050 só 
encontramos dois casos onde este efeito se apresentava e so uma vez por 
caso: NM = 715 (N = 11, M = 65) e NM = 2015 (N = 31, M = 65). Neste Úl-
time, por exemplo, só para i = 2015 obtivemos t 11 < O, t 11 = 
0,7267492E-04, o qual foi trocado por 1.0 e o resultado foi colocado no 
capítulo IV (Veja ICCG (O), NM = 2015). Daqui podemos conjecturar que 
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aplicando o ICCG (O) ao sistema em estudo a matriz erro nao sofre multa 
perturbação. Isto pode ser uma causa dos bons resultados do ICCG(O) no 
capitulo IV. 
Na solução do sistema real, ou seja, usando as expressÕes 
(1.11) do capÍtulo I, com os métodos ICCG(2) e ICCG(-7) para NM = 495 e 
-8 
critério de parada norma gradiente menor que 10 obtivemos para o ICCG 
..... ; ~ -7 (2) 21 iteraçoes com erro maximo no res1duo de 0.1116 x 10 e para o 
"" ' I -7 ICCG( -7) 40 i teraçoes e erro maximo no res1duo de O. 3884 x 10 . Aqui 
destacamos que a rotina BANDA 7 que calcula o produto de matriz por 
vetor tinha sido testada com o vetor u; u( i) = i, i=l, ... , NM que 
aumenta consideravelmente o tamanho das entradas de A (Veja tabela No. 
2, capítulo IV). Da{ a confiabilidade no cálculo do resfduo. Aliás, 
essa margem de erro no res1duo se manteve para ordem de A multo maior, 
por exemplo, NM = 2015. 
Em relação aos desenvolvimentos futuros do trabalho da tese 
temos dois a curto prazo que são: "Vetorização" da matriz do sistema e 
o uso de pré-condicionadores por blocos, e outros dois que seguirão aos 
primeiros: a utilização de pré-condicionadores polinomiais e o'· emprego 
de algoritmo de Lanczos aprimorado devido a Shao [25] para resolver 
sistemas de equações lineares mal-condicionados. 
Visto que já temos armazenados os blocos AA, BB, Al, 
entendemos por "Vetorização" de A o armazenamento só das diagonais não 
nulas de cada bloco (lembramos que cada bloco é BANDA 7). Pela 
simetria, para cada bloco é suficiente armazenar só 4 diagonais. Temos 
pensado, para facilitar a implementação computacional, armazenar numa 
mesma matriz R, N x 12, estes vetores colocando zero nos poucos espaços 
vazios. Isto levaria a modificar a rotina TRIBLOCO que constrói os três 
blocos e fazer outra que identifique um elemento de cada bloco com 
outro correspondente de R. Este trabalho está bem avançado, só falta 
fazer· os testes e as correções do caso. A preocupação nesta parte não é 
só do ponto de vista estético, que incontestávelmente a tem, mas também 
econÔmico. De fato, assim conseguimos considerável economia de memória 
para aqueles casos que precisarem de malhas mais refinadas. 
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O pré-condicionamento por blocos é uma motivação que 
encontramos no artigo de Concus, Golub e Meurant [6]. Eles usam 
pré-condicionadores por blocos no método dos gradientes conjugados para 
resolver sistemas lineares tridiagonais por blocos positivos definidos 
que surgem da dlscretização de problemas com valores de fronteira de 
equações parciais elÍpticas. Um papel importante nestas técnicas 
desempenha a decomposição de Choleski por blocos e a aproximação da 
inversa de uma matriz tridiagonal diagonalmente dominante que garante 
que os elementos da inversa decrescem estritamente conforme se afastam 
da diagonal principal. Em nosso caso já que não contamos com a 
propriedade da dominância e que teremos que aproximar a inversa de 
matrizes de banda maior, tentaremos, por um lado, uma espécie de 
adaptação do tipo Kershaw [14] para compensar a falta de dominância e 
por outro lado, usaremos os métodos de Aspl und [ 1] para o cálculo de 
inversas de matrizes de banda p ~ 1 e as idéias de Bevllacqua [4] para 
reduzir o armazenagem no cálculo de inversas de matrizes banda. Segundo 
os resultados numéricos obtidos em [4] os pré-condicionRdores por 
blocos levam vantagem sobre os correspondentes pré-condiciOnadores 
pontuais em menor número de iteraçÕes e trabalho por ponto (Work/n, 
onde n é a ordem da matriz do sistema). Nesta parte temos o trabalho 
bibliográfico quase completo. 
Um prÓximo passo em nossas pesqul sas ' e o uso dos 
pré-condicionadores polinomiais no método dos gradientes conjugados. 
Eles levam implícito o fascínio dos computadores vetoriais e paralelos. 
O método que seguiremos será o de Saad [24]. usado para resolver 
sistemas lineares esparsos que surgem de discretização de equaçÕes 
diferenciais parciais. A matriz A do sistema é simétrica positiva 
de:finida. As técnicas são baseadas em polinÔmios de quadrados minlmos 
no intervalo [O,b], sendo b uma estimativa de Gershgorin do maior 
autovalor, isto é não precisamos calcular os autovalores de A como 
noutras versões. Na sua essência. dado um sistema simétrico Ax = b, o 
principio de pré-condicionamento polinomial consiste em resolver o 
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sistema (pré-condicionado) p(A}Ax = p(A)b, onde p é algum polinÔmio 
normalmente de grau pequeno. A escolha de p é fel ta de maneira que a 
matriz p(A)A tenha uma distribuição adequada de autovalores, o que quer 
dizer que o método dos gradientes conjugados aplicado ao sistema 
, I, ' pre-condicionado converge rapidamente. A 1as, p e escolhido de forma a 
minimizar a norma L com uma certa 
2 
função peso w definida em [O, b] 
contendo o espectro de A. Neste trabalho estamos ainda em estado 
rudimentar. 
Finalmente, norteados pelo método de Shao [25], queremos 
aplicar sua versao aprimorada do Algoritmo de Lanczos. Ele observa que 
a estimativa do resíduo para resolver sistemas lineares pelos 
algoritmos de. Lanczos usuais é confiável para sistemas bem-condiciona-
dos mas não é este o caso para sistemas mal-condicionados. Assim, ele 
propÕe um algoritmo que corrige esta imperfeição e mostra bons 
resultados numéricos obtidos. Nesta parte nosso trabalho está apenas em 
seu começo. 
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