Finding a feasible point that satisfies a set of constraints is a common task in scientific computing; examples are the linear feasibility problem and the convex feasibility problem. Finitely convergent sequential algorithms can be used for solving such problems; an example of such an algorithm is ART3, which is defined in such a way that its control is cyclic in the sense that during its execution it repeatedly cycles through the given constraints. Previously we found a variant of ART3 whose control is no longer cyclic, but which is still finitely convergent and in practice usually converges faster than ART3. In this article we propose a general methodology for automatic transformation of finitely convergent sequential algorithms in such a way that (1) finite convergence is retained, and (2) the speed of convergence is improved. The first of these properties is proven by mathematical theorems, the second is illustrated by applying the algorithms to a practical problem.
INTRODUCTION
We use Z ≥ and Z > to denote the set of nonnegative and of positive integers, respectively. For any N ∈ Z > , we use R N to denote the N -dimensional Euclidean space.
The subject matter of this article is finitely convergent sequential algorithms. Those who work in the field know what these are, but this is more by consensus than by precise definition. In the next paragraphs we present our definition of this concept from a computer science point of view.
First we specify the class of problems that these algorithms are supposed to solve. We deal with constraints in R N of the form g (x) ≤ 0, where g : R N → R. (Equivalently such constraints could have been specified using subsets of R N or predicates on R N .) Let G be a set such that if G ∈ G, then G is a nonempty finite set for which there exists an N in Z > such that if g ∈ G, then g : R N → R. (We will use N G to denote this N and use M G to denote the number of elements in G.) We refer to such a G as a problem set. For a problem G ∈ G, if a point x ∈ R N G satisfies g (x) ≤ 0, for all g ∈ G, then x is said to be feasible for G. The tasks that are the subject matter of this article are of the form: Given a G ∈ G, find an x ∈ R N G that is feasible for G. Note that each problem set G requires its own algorithm.
A very simple example of such a problem set is the following.
G 0 = {{γ 1 , γ 2 } | γ 1 , γ 2 : R → R, γ 1 (x) = −x, γ 2 (x) = −x − 0.2}.
This G 0 has only one element and, for G ∈ G 0 , M G = 2 and N G = 1. The task associated with this example is to find a nonnegative real number. More complicated and useful examples are given in the next section. Those examples fall into the general class of convex feasibility problems; for a review see Bauschke and Borwein [1996] . The methods discussed in that review are projection algorithms, as indeed are the algorithms of most of our examples in this article. Such algorithms are widely used; for another example, see Bauschke and Combettes [2003] . It should however be noted that the following definition of a sequential algorithm is general enough to include algorithms that would not be considered to be projection algorithms (an illustration is given below).
In what follows we often restrict our attention to closed problem sets, which have the following property: If G ∈ G, H = ∅ and H ⊆ G, then H ∈ G. (This is closure under taking nonempty subsets.) Note that G 0 is not closed, since {γ 1 } / ∈ G 0 . In order to define our notion of a sequential algorithm on a problem set G, we first introduce the more general notion of a sequential scheme on G. It utilizes a set of states S that depends on the input G ∈ G. In the following description S k ∈ S, for all k ∈ Z ≥ .
Input:
G ∈ G Scheme: 
(12) else (13)
In this description σ (Z ) denotes an arbitrary element from the nonempty set Z . σ is called the choice function in nondeterministic algorithms. In order to turn the sequential scheme on G into a sequential algorithm on G, we first must specify the choice of S for any G ∈ G. After this we need to provide algorithmic specifications of Z 0 , which has to be a nonempty subset of R N G , of Z 1 , which has to be a nonempty subset of S, and for any S ∈ S, k ∈ Z ≥ , and x ∈ R N G , of Z 2 (S, k, x) , which has to be a nonempty subset of G, and for any g ∈ G, of Z 3 (S, k, x, g ) and of Z 5 (S, k, x, g ) which have to be nonempty subsets of S, and of Z 4 (S, k, x, g ) which has to be a nonempty subset of R N G , and for any S ∈ S, of Condition(S) that takes the value true or false, depending on S. An algorithm containing such nondeterministic assignment statements will have many execution paths (usually we use just paths, for short), each path consisting of a sequence of actions that may be taken as we execute the statements (deterministic or nondeterministic) of the algorithm.
As an example, for the G 0 defined earlier, we let S = {∅}, Z 0 = R,
1 ) = {x − 0.25}, and Z 4 (∅, k, x, γ 2 ) = {x + 0.75}, and Condition(S k ) = false. In the paths of this algorithm in which the constraints selected by σ ({γ1, γ 2 }) form the sequence (γ1, γ 2 , γ 1 , γ 2 , . . .), the aim of the task will be achieved in a finite number of steps. On the other hand, in a path in which the constraints selected by σ ({γ1, γ 2 }) form the sequence (γ1, γ 1 , γ 1 , γ 2 , γ 1 , γ 1 , γ 1 , γ 2 , . . .), a negative x 0 does not lead to a nonnegative x k , and the aim of the task is never achieved.
A further example, in which S = {∅}, is also an illustration of how the choice function enters into the algorithmic operation of a device, such as a computer that is connected to a network from which it receives a stream of input. The device of our simple illustration is the proposed new check-out counter of Nevada Supermarkets, which instead of giving change to customers, rounds up the purchase price to the nearest dollar, but gives a prize to a customer whenever the total amount of extra profits due to rounding up has reached 10 + u dollars, where u is an integer, 1 ≤ u ≤ U . By choosing the u large enough and the prize cheap enough, Nevada Supermarkets will not only speed up the check-out process, but will also make extra profit. To model this in our framework, we set S = {P, R}, where P signifies that either the previous customer was given a prize or we are dealing with the first customer at this check-out counter, while R signifies the alternative. We use
The w signifies the amount (in cents) of the rounding up associated with a customer. To model the unpredictable variability in w, we have to resort to using a choice function in our algorithm. To complete its details, we define γ u,1,w (x) = w + 1, γ u,2,w (x) = 100(10 1,w and is {w + x} if g = γ u,2,w , Z 5 = {R}, and Condition(S) is true if, and only if, S = P . It is easy to see that in the running of this algorithm, k signifies the customer number (starting with 1) and that customer should be given a prize if Condition(S k ) is true. It can also be seen that, for all k, 0 ≤ x k < 100(10+u), and consequently, the constraint γ u,2,0 (x k ) ≤ 0 is never satisfied. Thus this example is very different from the ones in the rest of this article (which are the ones that motivated our research); in all those examples the aim is the satisfaction of all the constraints.
Let us call the execution paths of a sequential algorithm when provided with input G its G-paths. (Often, when G is understood, we just say path instead of G-path.) Each such G-path P , produces an infinite control sequence c(
, and an infinite state sequence d (P ) = (S 0 , S 1 , S 2 , . . .), of elements of S (that we also denote by (S k ) k∈Z ≥ ). We say that the control sequence is:
Note that a cyclic control sequence is almost cyclic with C = M G , and an almost cyclic control sequence is repetitive. In our first example the control sequence (γ1, γ 2 , γ 1 , γ 2 , . . .) is cyclic and (γ1, γ 1 , γ 1 , γ 2 , γ 1 , γ 1 , γ 1 , γ 2 , . . .) is almost cyclic, and is also repetitive. In the next three paragraphs, we provide definitions of the following concepts:
-finite convergence of a solution sequence; -finite convergence of a sequential algorithm; -finite convergence of a sequential algorithm under cyclic (respectively, almost cyclic or repetitive) control; -the equivalence of two paths; -the generalization of a sequential algorithm; -the equivalence of two sequential algorithms.
We say that the solution sequence (
Under these circumstances, we say that (x k ) k∈Z ≥ converges to x K . In our first example, if the control sequence is (γ1, γ 2 , γ 1 , γ 2 , . . .), then the solution sequence is finitely convergent to a nonnegative real number; if the control sequence is (γ1, γ 1 , γ 1 , γ 2 , γ 1 , γ 1 , γ 1 , γ 2 , . . .), then the solution sequence is not finitely convergent, unless x 0 ≥ 0. In our second example, the solution sequence is finitely convergent only if, after some point, the purchase of every customer that comes to the check-out counter costs exactly some number of dollars hence there is no rounding up.
We say that a sequential algorithm on G is finitely convergent if, for every G ∈ G, the solution sequence of every G-path is finitely convergent to a point feasible for G. We say that a sequential algorithm on G is finitely convergent under cyclic (respectively, almost cyclic or repetitive) control if, for every G ∈ G and G-path whose control sequence is cyclic (respectively, almost cyclic or repetitive) the solution sequence is finitely convergent to a point feasible for G. Note that the sequential algorithm we defined on G 0 is finitely convergent under cyclic control, but it is not necessarily finitely convergent under almost cyclic control (for example, when the control sequence is (γ1,
)).
Let A and A be two sequential algorithms for the task G. For any G ∈ G, we say that a G-path P of A and a G-path P of A are equivalent if they have the same control sequence and the same solution sequence. We say that A is a generalization of A if, for every G ∈ G and every G-path of A, there exists a G-path of A equivalent to it. We say that A and A are equivalent if each of them is a generalization of the other.
The major concern of this article is: Given a task of the kind specified at the beginning of this section, for which there exists a finitely convergent sequential algorithm, how should we specify the set S of states, the sets Z 0 , Z 1 , Z 2 , Z 3 , Z 4 , Z 5 , and the Condition that determine the control sequence of the execution paths so that the resulting algorithm is more efficient than other such algorithms using alternative specifications. We do not attempt in this article to give a precise definition of the efficiency of an algorithm. We use the phrase in the intuitive sense of something that reflects the computational cost of the algorithm reaching a feasible point for a given problem.
ILLUSTRATIVE EXAMPLES
Many published algorithms can be reformulated so that they become sequential algorithms, as defined in the previous section. We give two examples from the literature.
ART3 and Its Generalization
The first example that we use to illustrate the definitions of the previous section is the algorithm ART3 [Herman 1975 ], designed to find a common point of given hyperslabs. ART3 is one of the large class of Algebraic Reconstruction Techniques (ART) that have been the subject of very active research over the past decades; for a recent example, see Gordon and Gordon [2008] . To bring ART3 in line with the notation used in this article, we define a particular problem set G A , which contains all G that satisfy:
(1) All g ∈ G are of the form
where
Note that each such function gives rise to a hyperslab:
such that that x ∈ Q g if, and only if, g (x) ≤ 0.
(2) The set of all x ∈ R N G that are feasible for G (equivalently, the intersection of all Q g for g ∈ G) is full dimensional, in the sense that it is not a subset of any (
The choices that are made to turn the sequential scheme into the GART3 algorithm (which is a generalization of the ART3 algorithm of Herman [1975] ) are the following.
}, where
(4)
The function p g of (4) is illustrated in Figure 1 .
is a control sequence of a G-path of GART3. The way ART3 is specified in Herman [1975] restricts the G-paths to those whose control sequence is cyclic. A way of achieving this, using our definition of a sequential algorithm, is the following (this way of describing things has been chosen since it introduces a notation that makes easier in the next section, the discussion of how an intuitively more efficient version can be automatically produced for a finitely convergent sequential algorithm.) Let:
F is the set of all finite sequences of elements of G including the empty sequence. Then we define ART3 as a sequential algorithm on G A by making the choices (for G ∈ G A ):
The consequence is that, given the same input, for every path of ART3, there exists a path of GART3 (whose control sequence is cyclic) equivalent to it. Therefore GART3 is a generalization of ART3. ART3 was proven to be a finitely convergent sequential algorithm on G A in Herman [1975] . Hence it is also the case that GART3 is a finitely convergent sequential algorithm on G A under cyclic control.
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MCSP and Its Generalization
The second illustrative example is the Modified Cyclic Subgradient Projection (MCSP) method of De Pierro and Iusem [1988] . For this, G B is the set of all G, in which every element g :
) and there exists a positive numberε such that:
has a solution x ∈ R N G . Such a G is said to satisfy the Slater condition. Note that G A ⊂ G B since any function g ∈ G ∈ G A is a convex function, and fulldimensionality of the intersection implies that a ball with some positive radiuŝ ε can be fit into the intersection of hyperslabs determined by elements of G such that the center of the ball satisfies (6). The problem set G B is also closed. The task of MCSP is to find, for a given G ∈ G B , an x ∈ R N G that is feasible for G. This is called the convex feasibility problem.
A subgradient of a convex function g :
N , that satisfies:
for all y ∈ R N . The set of all such subgradients is denoted by
, is the unique subgradient of g at x.
Let:
(8) We turn the sequential scheme into the generalized MCSP algorithm (GMCSP) by making the following choices.
It easily follows from the results in De Pierro and Iusem [1988] that the GMCSP algorithm is a finitely convergent sequential algorithm on G B under almost cyclic control.
A BASIC IDEA FOR IMPROVING EFfiCIENCY
Consider the lines:
in the sequential scheme of Section 1. Since the vector x k does not change as a result of these steps, they are essentially just wasting computer time. For example, in ART3 (and similarly for any other finitely convergent sequential algorithm in which every path P is forced to have a cyclic control sequence), as the k approaches K , it is the case most of the time that g k (x k ) ≤ 0. Nevertheless, the control sequence, c(P ), keeps cycling through all the M G elements of G just to find out that l g k ≤ a g k , x k ≤ u g k is satisfied. Since in practice both M G and the dimension N G of the space in which the inner product is taken, are large, this can result in a considerable computational burden with very little to show for it. For this reason it appears to be a good idea to rewrite the algorithm in such a way that it is rarely the case that g k (x k ) ≤ 0. Such considerations led us to introduce in Herman and Chen [2008] , the algorithm ART3+, which is a more efficient special case of GART3 than ART3 is. In the following sections we report on this algorithm in the more general context of this article. It is inherent in our discussion, that if ART3 is to be made more efficient in the manner described, then the resulting control sequences will no longer be necessarily cyclic. The following theorem is proved based on an approach presented in our article [Herman and Chen 2008] , and will be used in the next section. THEOREM 3.1. The GART3 algorithm is finitely convergent for G A under repetitive control.
PROOF. Let G ∈ G A . In this proof we abbreviate M G by M and N G by N . We need to show that, for any G-path whose control sequence is repetitive, the solution sequence is finitely convergent to a point that is feasible for G.
Let c(P ) = ( g k ) k∈Z ≥ be a repetitive control sequence for a G-path P , and let
We first observe that, for all k ∈ Z ≥ ,
and, for any z ∈ Q ⊆ Q g k ,
This is trivially so if g k (x k ) ≤ 0, and it is easily checked otherwise based on simple geometrical considerations on the nature of hyperslabs and the definitions in (4), see Figure 1 . Hence the solution sequence (x k ) k∈Z ≥ is bounded and so it has accumulation points. But it cannot have two different accumulation points, x and y, since in that case we would have from (10) that, for all z ∈ Q, x − z = y − z , and so Q would be a subset of a hyperplane separating x and y, contradicting that it is full dimensional. It follows therefore that the solution sequence (x k ) k∈Z ≥ is convergent to a point; let us call it
Since Q g is a closed convex set, there must exist a K ∈ Z ≥ such that x k / ∈ Q g , for all k ≥ K . From the definition of repetitive control sequence, we see that we are bound to come across a k ≥ K such that g k = g , and so (9) implies that x k+1 ∈ Q g . This contradiction shows that x * ∈ Q. Now define the positive real numbers r g , for all g ∈ G, by
and the ball B, by
By convergence, there is a K ∈ Z ≥ such that x k ∈ B, for all k ≥ K . We are now going to show that, for all
This will complete our proof since it, combined with the convergence of ( (11) and (12) imply (consult Figure 1) 
The alternative is that x * is not in the interior of Q g k , and so we must have that either a g k , x * = l g k or a g k , x * = u g k . Consider the first case. By (11) and (12) we have either that x k ∈ Q g k , and so
). The same result can be similarly derived if a g k , x * = u g k .
IMPROVING THE EFfiCIENCY OF FINITELY CONVERGENT ALGORITHMS
As a generalization of the ART3 algorithm, we say that a sequential algorithm on a problem set G is cyclic if, given input G ∈ G, the following are satisfied. S = F × H, where F is defined in (5) and H is some auxiliary set of states.
For any H ∈ H,
for all F 1 , F 2 ∈ F, k ∈ Z ≥ , x ∈ R N G , and g ∈ G. For any H 1 ∈ H and l ∈ Z ≥ , there exists H 2 ∈ H such that,
for all 
It is easy to check that the control sequence of every path of a cyclic sequential algorithm is cyclic. To demonstrate the appropriateness of our definition of a cyclic sequential algorithm, we now give the specifications for two of them. The first, which we call CART3, is essentially ART3 expressed in the form of the general definition. The other is CMCSP, which is a cyclic version of MCSP.
Given input G ∈ G A , the choices made for CART3 are:
If we plug these specifications into the sequential scheme, we get that the cyclic algorithm CART3, for input G ∈ G A , is the following.
Until false is true
It is easy to see that this algorithm is a cyclic sequential one with H = {∅}. In particular, (13) and (14) are satisfied, since Z 4 in CART3 depends only on x and g . Also, it is clearly the case that CART3 is equivalent to the ART3 in Herman [1975] and GART3 is a generalization of CART3. The cyclic MCSP (CMCSP) uses E, defined in (8), as the set, H, of auxiliary states. Given input G ∈ G B , the choices made for CMCSP are:
It is easy to see that this algorithm is a cyclic sequential one with H = E. In particular, (13) and 14 are satisfied, since Z 4 is independent of (h1, h 2 , . . . , h U ) and the tail of any element in E is also in E. GMCSP is a generalization of CMCSP.
The method by which ART3+ is obtained from ART3 in our article [Herman and Chen 2008] generalizes to obtaining a sequential algorithm A + from a cyclic sequential algorithm A. The specifications for A + are exactly the ones for A, with the exception of Z 3 and the Condition, which are replaced by:
To see the purpose of introducing such a change, consider the discussion at the beginning of Section 3. Suppose that at a time, line 7 is executed in a path either of the cyclic algorithm A or of A + (recall the definitions of a sequential scheme and a sequential algorithm in Section 1) S k = ((h1, h 2 , . . . , h U ) , H). Then, by the condition on Z 2 in a cyclic algorithm, execution of line 7 will result in g k = h 1 . Now observe what happens if the condition in line 8 is satisfied. In either algorithm we get x k+1 ← x k , and then we get to line 11. Due to the fact that the Z + 3 of A + is different from the Z 3 of A, the behavior of the two algorithms diverge from each other. After executing line 11, we have S k+1 = ((h2, . . . , h U ) , H) in the path of A + and S k+1 = ((h2, . . . , h U , h 1) , H) in the path of A. This means that as opposed to the cyclic nature of the control sequence of A, in the following repeated executions by A + of lines 7-15, we will not be assigning h 1 to g k ; avoiding the wasteful behavior of the cyclic algorithm pointed out in Section 3. However, this brings about the danger that even if A is finitely convergent to a feasible point for any input from G, A + may not share this desirable property: just because we have that h 1 (x k ) ≤ 0, it does not mean that h 1 (x k ) ≤ 0, for all k > k. PROOF. Let G be a closed problem set and A be a cyclic sequential algorithm that is finitely convergent on G. Assume that G + ∈ G is such that the control sequence c(P + ), of a G + -path P + of A + , is not repetitive. We show that this assumption leads to a contradiction. We use the notations c(P
It follows from the assumption that after some point in P + , Condition + (T l ) is never assigned the value true; for otherwise line 5 would set T l to be ((
+ and H ∈ H, and the inner loop (lines 7-15) would be executed, which would result in all the constraints in G + occurring as the next M G + elements in the control sequence c(P + ). Consequently, after some point in P + , it cannot be the case that T l = (() , H), for some H ∈ H, and the inner loop (lines 7-15) will be repeatedly executed without ever exiting from it. Since the definition of Z + 3 implies that the execution of line 11 removes the first element of (h1, h 2 , . . . , h U ), this means that after some later point, line 11 is never executed and f l ( y l ) ≤ 0 is never satisfied. Consider now, the situation following an execution of line 7 after this point. Suppose that at that time, l = l + and T l + = ((h 1 , h 2 
We are going to show that there is a G-path P of the cyclic sequential algorithm A such that c(
where F (S) is the first component of S = (F, H).
We prove this by inductively constructing a G-path, P , that satisfies the claim for all k ∈ Z ≥ .
The input to algorithm A is G. Since in algorithm A, Z 0 = R N G , it is possible for line 1 to return x 0 = y l + . Also, since in the cyclic algorithm
, where H 2 has the property that and g ∈ G; see (14) . Therefore at this moment, and even after the execution of line 5,
, and by the condition on Z 2 , we have that, after the execution of line 7, g 0 = f l + = h 1 . This shows that the base of the induction is true. Now assume that the induction hypothesis (namely that after the execution of line 7,
holds, for some k ∈ Z ≥ , and carry on constructing P so that the induction hypothesis holds for k+1 after the next execution of line 7. We make the observation that, since neither A nor A + ever changes the second component of the state, we have that 
, and Z 4 is the same for the two algorithms, it is possible to make the choice in line 13 of A so that we get x k+1 = y l + +k+1 . In line 14, by the common definition of
). Since, in both A and A + , Condition() returns false, the execution returns back to line 7. In line 7, by the definition of Z 2 in the definition of a cyclic sequential algorithm,
. This completes our inductive construction and proof.
However, by the assumption that the cyclic sequential algorithm A on G is finitely convergent, we know that the solution sequence (x k ) k∈Z ≥ of every Gpath P of A is finitely convergent to a feasible point. It follows that there exists
This contradicts the fact that f l + +k ( y l + +k ) ≤ 0 is never satisfied for k ≥ 0.
We define the algorithm A 0 for G = {g 1 , g 2 , . . . , g M G } ∈ G for a given cyclic algorithm A by the following specifications:
As a consequence of the definition of Z PROOF. We need to prove that, for every G ∈ G and every G-path P + of A + , there exists a G-path P 0 of A 0 equivalent to it. We use the notation c(P
We are going to show that there is a G-path P 0 , of the sequential algorithm A 0 with, c(P
, where H(T ) is the second component of T = (F, H). We do this by inductively constructing a G-path P 0 that satisfies the claim for all k ∈ Z ≥ . First, it is possible for A 0 to pick
. Now we assume the induction hypothesis (namely that after the execution of line 7, so that the induction hypothesis holds for k + 1 after the next execution of line 7. Whether or not the condition in line 8 is satisfied, line 10 and line 13 can return x k+1 = y k+1 . Line 11 and line 14 will return
After that, whether or not A + goes back to line 4 or line 6,
. Also it is possible for A 0 to return g k+1 = f k+1 in line 7. This completes our inductive construction and proof. THEOREM 4.3. Let G be a closed problem set and A be a cyclic sequential algorithm on G such that the sequential algorithm A 0 on G is finitely convergent under repetitive control, then A + on G is finitely convergent.
PROOF. The sequential algorithm A 0 on G is finitely convergent under cyclic control, which is a special case of repetitive control. Therefore the cyclic sequential algorithm A on G is finitely convergent, since the control sequence of any G-path of a cyclic sequential algorithm is cyclic. By Theorem 4.1, the control sequence of any G-path of A + for G ∈ G is repetitive. By the assumption of this theorem that the sequential algorithm A 0 on G is finitely convergent under repetitive control and Lemma 4.2, the algorithm A + on G is finitely convergent.
Consider now the cyclic sequential algorithm CART3, which is equivalent to ART3, as defined in Subsection 2.1. The algorithm CART3 0 is exactly the algorithm GART3 and the algorithm CART3
+ is equivalent to the algorithm ART3+ of Herman and Chen [2008] . By Theorem 3.1, GART3 is finitely convergent on G under repetitive control. Hence, it follows from Theorem 4.3 that CART3 + (and, equivalently, ART3+) is finitely convergent on G A . Thus the main mathematical result of [Herman and Chen 2008] is an immediate consequence of the general theory that is put forth in the current article.
However, in those cases when the sequential algorithm A 0 on G is known to be finitely convergent only under almost cyclic control, we cannot conclude based on Theorem 4.3, the finite convergence of A + on G. We now present an alternate procedure that produces, for any cyclic sequential algorithm A and any i 0 ∈ Z > , a sequential algorithm A ++ (i 0 ) for which we can prove a theorem analogous to Theorem 4.3, but with the less restrictive premise.
The procedure consists of replacing S, Z 1 , Z 2 , Z 3 , Z 4 , Z 5 and Condition(S) in algorithm A with:
If we plug these specifications into the algorithm CART3, which was specified earlier, we get that the algorithm CART3 ++ (i0), for input G ∈ G A is the following.
( PROOF. If line 5 executed in any G-path of A ++ (i0), then there can be at most i 0 +1 consecutive executions of the inner loop (lines 7-15) before Condition ++ (S) is satisfied. This has to be followed by another execution of line 5, which sets S to (( g 1 , g 2 PROOF. Under the assumptions of the theorem, it follows from Theorem 4.4 that the control sequence of every G-path of A ++ (i 0 ) is almost cyclic. The result now follows, since by Lemma 4.5 a solution sequence of a G-path of A ++ (i0) is also a solution sequence of a G-path of A 0 on G, which is assumed to be finitely convergent under almost cyclic control.
Our Theorem 3.1 regarding CART3 0 = GART3 and the theorem in De Pierro and Iusem [1988] , which implies that CMCSP 0 = GMCSP on G B is finitely convergent under almost cyclic control can now be seen to provide the following. 
EXPERIMENTS
There are many applications of the linear interval feasibility problem. One of these is intensity-modulated radiation therapy (IMRT) planning. In Herman and Chen [2008] we gave some anecdotal evidence for the claim that the efficiency of ART3+ is better than that of ART3 when applied to problems arising from IMRT. In this section we consider an alternative application: the conversion of pixel images to blob images-the finding of the blob coefficients to fit an image represented by pixel coefficients. Furthermore, rather than just providing some anecdotal examples, we carry out a comprehensive study that assigns statistical significance to claims of superiority. We first introduce the problem formulation, then explain the experimental setup, and finally report on the comparison results of applying CART3 (which is equivalent to ART3), CART3 + (which is equivalent to ART3+ in Herman and Chen [2008] ) and CART3 ++ (i 0 ) to solving such problems. The experiments used the software package SNARK09 [Davidi et al. 2009 ].
From Pixel Images to Blob Images
A J × J digitized image is one whose value in the interior of any pixel of a J 2 -element grid is uniform. Sometimes alternative representations of an image are superior. For example, in image reconstruction from projections [Herman 2009 ], we use blob basis functions in some series expansion methods to reduce artifacts in the reconstruction. Such a reduction is due to the fact that blob basis functions are smoother than pixel basis functions [Lewitt 1990 ].
Assume that we have a set of M basis functions {q 1 , . . . , q M }, whose linear combinations give us adequate approximations to images L. An example of such an approach is the J × J digitization. In that case M = J 2 . We number the pixels from 1 to J 2 , and define the J 2 basis functions by:
where (r, φ) are the polar coordinates. Then the
where y j is the average value of L inside the j th pixel. An alternative is to use blob basis functions [Lewitt 1990 ]. Let:
where I m is the modified Bessel function of the first kind of order m, a is the nonnegative radius of the blob, α is a nonnegative real number that controls the blob's taper (shape), and C a,α,δ is the multiplying constant:
It is easy to see that the function defined here is circularly symmetric since its value does not depend on φ, and it is a smooth function, since its first derivatives are continuous everywhere. For the purpose of this discussion, the parameters a, α, and δ, and hence the function b a,α,δ , are fixed. Consider a hexagonal grid (with spacing determined by δ), and let N be the number of grid points that cover the image region. Then, we set the number M of basis functions to N and, for 1 ≤ n ≤ N , the blob basis function b n is obtained from b a,α,δ by shifting it in the plane so that its center is moved from the origin to the grid point n, and a blob image is
where the x n is called the nth blob coefficient. For some applications (e.g., Herman [2009] ), we sometimes need to convert a pixel image into a blob image. For this we need to solve J 2 linear interval inequalities:
where (r j , φ j ) are the polar coordinates of the center of pixel j , y j is the pixel value of pixel j , and γ j ≤ 0 and ζ j ≥ 0 have some appropriately chosen values. For such a problem G, M G = J 2 , N G = N , and G ∈ G A , provided that the solution space is full-dimensional. Therefore we can solve the problem G with CART3, CART3 + , and CART3 ++ (i 0 ), as long as i 0 > M G .
The Brain Phantom
A phantom is put together by superimposing a number of elemental objects, placed at desired positions, at desired orientations, and of desired size and density. The density of the image at any point is then defined as the sum of the densities associated with all of the elemental objects within which the point lies.
The phantoms we used in the experiments are all simulations of a cross section of a human head that was reconstructed by CT [Herman 2009 ]. Based on this cross section we specified a skull enclosing the brain with ventricles, two small tumors, and a hematoma (blood clot), using five ellipses, eight segments of circles, and two triangles. We also simulated the occurrence of a textured large tumor and of inhomogeneity in our phantom. This was done by adding to the list of elemental objects a much longer list of additional elemental objects, each coinciding exactly with one pixel. To simulate random inhomogeneity, the densities assigned to these objects were randomly selected from a zero-mean Gaussian distribution. Also, SNARK09 enables us to add to the list of elemental objects, pairs of objects with a specified probability P of assigning density d 1 to the left object and density d 2 to the right object. Thus we can randomly generate infinitely many similar, but not identical, brain phantoms.
We used SNARK09 [Davidi et al. 2009 ] to obtain the density in each of 243 × 243 pixels of size 0.0752 cm, for each randomly generated phantom. So M G = J 2 = 243 × 243 = 59, 049. We used a hexagonal grid that resulted in blob images with N G = N = 51, 152.
In order to clearly see the features in the interior of the skull, we use zero (black) to represent the value 0.204 (or anything less) and 255 (white) to represent the value 0.21675 (or anything more). This way the small change in density by 0.001 corresponds to a change of twenty in display grayness, which is visible. The images we displayed using this method are referred to as windowed images. Figure 2 shows one of the phantoms together with its windowed image and the blob images, and their corresponding windowed images as provided for that phantom by CART3, CART3
+ , and CART3 ++ , respectively. Figure 3 shows the blob images as solved by CART3, and CART3
+ for another one of the phantoms, and the plots of the 131th columns of the blob images solved by CART3 and CART3
+ , respectively, against that of that phantom.
Task-Oriented Comparisons of Algorithm Performance
The task was to convert brain phantoms into their blob representations. We did four experiments: two pair-wise comparisons between CART3 and CART3 + , and between CART3 and CART3 ++ . We ran each pair twice with a different order to avoid bias due to caching. In each experiment, using current time as seed for the random number generator, 30 phantoms were generated and were solved by both algorithms that were being compared. The timings were averaged for the 30 runs. SNARK09 also reported on the significance (as measured by the P-value) for rejecting the null hypothesis that the two algorithms are equally fast, in favor of the alternative hypothesis that the one with faster average performance is in fact faster.
Each of the three algorithms, CART3, CART3 + , and CART3 ++ , initialize x 0 to be the vector all of whose components are zero (see line 1 of the scheme) and all of them initialize S 0 to be an efficient ordering (in the sense advocated in • W. Chen and G. T. Herman   Fig. 2 . Row 1 contains a phantom and its windowed image. Rows 2, 3, and 4 contain the blob images and their corresponding windowed images provided for the phantom by CART3, CART3 + , and CART3 ++ , respectively. The differences between the blob images produced by the three algorithms are so small that they cannot be identified based on such displays. Fig. 3 . The first row contains windowed images of blob images provided by CART3 and by CART3 + for a phantom different from that of Figure 2 . The second and third rows, respectively, show (dark) plots of the 131th columns of the blob images provided by CART3 and CART3 + against that of the phantom (light). The differences between the blob images produced by CART3 and CART3 + are so small that they cannot be identified based on such displays.
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• W. Chen and G. T. Herman Herman and Meyer [1993] ) of the constraints associated with the pixel indices (see line 2 of the scheme). The variant of CART3 ++ that we used in our experiments is CART3 ++ (i 0 ), with i 0 = M G + 70, 000 = 59, 049 + 70, 000 = 129, 049, see Section 4. Due to the careful choice of the tolerances γ j and ζ j , for 1 ≤ j ≤ J 2 = M G , all the algorithm runs converged to a feasible solution. The experiments were conducted on an Intel Xeon 1.7GHz processor, 1G RAM workstation. Table I gives the average timings of 30 runs for both algorithms, the speedup ratios, and the P-values (which indicate that the null hypothesis of equal average performance can be rejected with extreme significance) for each experiment.
CONCLUSIONS
We proposed two automatic transformation procedures for converting a finitely convergent sequential algorithm into another sequential algorithm that (1) retains the property of finite convergence and (2) is likely to be more efficient. As two examples, CART3 + and CART3 ++ (i 0 ) were obtained from ART3 for solving linear interval systems and CMCSP ++ (i 0 ) was obtained from MCSP for solving convex feasibility problems. From the performed experiments we conclude that in the application of converting pixel images to blob images, both CART3 + and CART3 ++ (i 0 ) are statistically significantly faster than CART3 (which is equivalent to ART3), with a speedup ratio better than 1.4. These results support our claim that our proposed approach is appropriate for automated speeding up of finitely convergent sequential algorithms.
