This paper focuses on reducing the dynamic reactions (shaking force, shaking moment and driving torque) of planar crank-rocker four-bars through counterweight addition. Determining the counterweight mass parameters constitutes a nonlinear optimization problem, which suffers from local optima. This paper, however, proves that it can be reformulated as a convex program, that is, a nonlinear optimization problem of which any local optimum is also globally optimal. Because of this unique property, it is possible to investigate (and by virtue of the guaranteed global optimum, in fact prove) the ultimate limits of counterweight balancing. In a first example a design procedure is presented that is based on graphically representing the ultimate limits in design charts. A second example illustrates the versatility and power of the convex optimization framework by reformulating an earlier counterweight balancing method as a convex program and providing improved numerical results for it.
Second, the only constraints imposed on these optimization variables all have a physical nature: mass and centroidal moment of inertia must be nonnegative. Such constraints result in point-mass counterweights for links that have nonzero angular acceleration, like in [13, 15, 17] . Based on the notion of minimum inertia counterweights [26, 27] , a simple procedure is proposed to convert the ultimate, point-mass counterweights into practical counterweights at the cost, of course, of slightly worse balancing results.
To the best of our knowledge, the only balancing optimization method that results in a guaranteed global optimum, like in the framework presented here, is the analytical method of Tepper and Lowen [10] . Tepper and Lowen's method is based on analytically manipulating the so-called Karush-Kuhn-Tucker optimality conditions [28] , in order to obtain a polynomial equation of which the roots provide all local optima for their particular formulation of four-bar CWB 1 . The global optimum is then selected as the best of all local optima. The main obstruction for applying this method to other variants 2 of the four-bar CWB problem is the symbolic manipulation required, which involves 'a great deal of computation' [10] , as opposed to the method presented here, which is inherently numerical in nature, very flexible, and easily applicable to more complicated, planar mechanisms, as shown in [29] .
The paper is organized as follows. First an introduction to convex optimization is given (Sec.
2). Section 3 formulates (one variant of) the ultimate CWB design problem, which turns out to be nonconvex in the optimization variables m * i , J * i , X * i and Y * i , i = 1 . . . 3. After that, Sec. 4 introduces a nonlinear change of variables that allows reformulating this nonconvex problem as an equivalent, convex optimization problem. Based on a numerical example, Sec. 5 introduces a design procedure that is based on graphically representing the ultimate limits in design charts. Section 6 illustrates the versatility and power of the proposed framework, by (i) reformulating Sadler and Mayne's [15] variant of ultimate CWB as a convex problem, and (ii) presenting numerical results that improve those presented in [15] . Section 7 finally discusses the obtained results. 1 Tepper and Lowen optimize minimum inertia counterweights attached to the crank and rocker of a crankrocker four-bar, so as to minimize the root-mean-square of the shaking force, subject to an upper limit on the root-mean-square of the ground bearing forces.
2 For instance, if other constraints, like upper limits on the root-mean-square driving torque, are considered.
A Convex Optimization Primer
In fact, the great watershed in optimization isn't between linearity and nonlinearity, but between convexity and nonconvexity [30] . The first part of this citation expresses a common misconception among engineers: if either the objective function or the constraints of an optimization problem are nonlinear, the problem is difficult to solve. Indeed, linear programs, that is, optimization problems with an objective function and constraints that are linear in the optimization variables, have nice properties: every local optimum is also globally optimal and there exist effective algorithms (like the well-known simplex method or the more recently developed interior point methods) that can reliably solve (that is, determine the global optimum of) even large problems, with hundreds or thousands of variables and constraints. Therefore, many engineers consider 'linear' and 'easy' on the one hand, and 'nonlinear' and 'difficult' on the other hand, as being synonyms in the area of optimization.
This is not quite true, as suggested by the second part of Rockafellar's citation: although convex programs (CPs) are nonlinear optimization problems, they do have the property that any local optimum is also globally optimal. Furthermore, very efficient and reliable algorithms exist (such as interior point methods) for solving CPs. As with linear programming, it can be said, with only a bit of exaggeration, that, if a problem can be formulated as a convex program, the original problem has been solved [25] . Formulating an optimization problem as a CP, therefore, has great advantages.
Unfortunately, recognizing convex optimization problems, or those that can be transformed into CPs, is not straightforward: the art and challenge in convex optimization is in problem formulation. Once a problem is formulated as a convex program, it is relatively straightforward to solve it. In dealing with nonlinear programs (that is, nonlinear optimization problems that are not, or can't be proven to be, convex), things are reversed: formulating the optimization problem is mostly relatively straightforward. Here, however, the art and challenge is in solving the optimization problem. This involves testing different optimization algorithms, tuning the parameters of the chosen optimization algorithm (this can itself be an optimization problem), developing a methodology to produce a good enough initial guess,. . .
In the area of CWB, most work that focuses on numerical optimization adopts the latter, 'solvingoriented' approach [14, 15, 16, 17, 18, 20, 21, 22, 23, 24] , often using so-called linearly independent vector expressions (introduced in [1] and discussed in Sec. 4.2 and Appendix A) for efficient numerical evaluation of the objective function and constraints. A notable exception constitutes MD-05-1302 Demeulenaerethe work of Tricamo and Lowen [19] , in which a nonlinear program is obtained, but the efficiency of solving it (in the sense of obtaining a local optimum: the program is not convex) is greatly enhanced by using a technique, well-known in convex programming. That is, to replace the nonlinear program
where x ∈ R n is the optimization variable vector and f 1 , . . . , f m are functions R n → R, by the equivalent nonlinear program
The nonlinear program (1) Presently, the more prominent application areas of convex optimization include [25] automatic control systems, estimation and signal processing, communication and networks, electronic circuit design, data analysis and modeling, statistics, and finance, whereas the number of applications in mechanical engineering is rather limited. Convex programming is well-known in truss-structure optimization [31, 32] , while many software packages for structural optimization are based on convex approximation methods [33] . Other mechanical applications of convex programming include grasping force optimization [34] and design of cantilever beams [35] .
Several classes of CPs exist, each of which are a subclass of a more general type of problems. Starting with the more restrictive class, we have: linear programs (LPs), convex quadratic programs (QPs), second-order cone programs (SOCPs) and semidefinite programs (SDPs):
SOCPs are of particular interest here. In an SOCP, one minimizes a linear objective function, subject to linear equality constraints, linear inequality constraints and second-order cone constraints [25] . The latter constraints are of the general form:
MD-05-1302 Demeulenaerewhere x ∈ R n is the optimization variable vector, and A ∈ R k×n , b ∈ R k , c ∈ R n and d ∈ R constitute given problem data. · 2 denotes the L2-norm:
From here on, vectors and matrices are denoted using bold characters to distinguish them from scalars.
3 Original Optimization Problem
Definition of Dynamic Reactions
Figure 1(a) shows the kinematic scheme of a planar crank-rocker four-bar. All links are assumed to be rigid. Link 1, the crank pq, is assumed to rotate at constant speed ω [rad/s], which determines the mechanism's period of motion T = 2π/ω [s]. Link 2, the coupler qr, connects the crank with link 3, the rocker sr. The latter performs an oscillating (rocking) motion. Link 4 is the fixed ground ps. φ i (t) [rad], i = {1, 2, 3, 4} measure the link angle counterclockwise from the horizontal.
is a constant angle, which is of no importance if gravity is neglected. The latter, classical assumption in the area of high-speed linkages is also made here. The link lengths are denoted as 
The magnitude F shak [N] of the shaking force hence equals
The shaking moment M shak [N-m] with respect to the point p equals:
Optimization Variables
In order to reduce the dynamic reactions, counterweights are added to each link. The counterweights' mass parameters, indicated with an asterisk (·) * , constitute the optimization variables, and are grouped into the optimization variable vector x ∈ R 12 : , i = {1, 2, 3} are defined with respect to the corresponding link coordinate system (x i , y i ), defined in Fig. 1(a) .
Using the counterweights' mass parameters directly as the optimization variables is the most general counterweight parametrization possible, and more general than assuming the counterweights to be circular (cylindrical) and using their radius, thickness and COG coordinates as the optimization variables.
Objective Function
The dimensionless balancing effect index α [-] is introduced in [5, 10] as the root-mean-square (over one period T ) of the optimized dynamic reactions with respect to the root-mean-square (rms) of the original dynamic reactions, indicated with a superscript (·) o :
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A classical way of optimizing the dynamic reactions is to define the objective function as a weighted combination of the three balancing effect indices:
where W f sh , W msh and W drv represent (dimensionless) optimization weights. Here, however, a different approach, inspired by [15, 19] , is adopted:
The advantage of this approach is that the rms shaking moment is minimized while the designer directly controls, through the designer-specified upper bounds α
of the rms shaking force and driving torque.
Mass Constraints
Besides the constraints (5b)-(5c), which keep α f sh and α drv under control, constraints are also required for the counterweights' mass parameters. For physical reasons, masses and moments of inertia must be positive. Moreover, bound constraints are required for the counterweight COG coordinates in order to obtain realistic counterweight configurations. Furthermore, the total counterweight mass is constrained to a maximum m * ,M tot [kg] . As a result, the following constraints are obtained, i = {1, 2, 3}:
Resulting Optimization Problem
The optimization problem with the optimization variable vector x (4), the objective function (5a) and the constraints (5b)-(5c) and (6a)-(6e) is nonconvex 3 . This is due to the fact that the balancing effect indices α f sh , α msh and α drv are complicated, nonconvex functions of the optimization variables. The following section reveals how this nonconvex program can be reformulated as a convex program, more specifically, an SOCP.
Convex Reformulation
The key element in deriving a convex reformulation for the optimization problem of Sec. 3.5 is to adopt another (equally general) mass parametrization, noted as µ ji and defined as i = {1, 2, 3}: 
Mass Parametrization
The µ-parameters defined by (7a)-(7d) are well-known in both robotics and dynamic balancing literature and, as stressed by Haines [13] , have a remarkable superposition property. That is, the µ-parameters of a counterweighted link are the mere sum of the µ-parameters of the unbalanced link and the counterweight (provided that they are expressed with respect to the same link coordinate system). This is trivially proven for µ 1i , µ 2i and µ 3i and based on the parallel axis theorem for µ 4i . Grouping the µ-parameters of the original mechanism in µ µ µ o ∈ R 12 , the counterweights' µ-parameters in µ µ µ * ∈ R 12 and the µ-parameters of the counterweighted mechanism in µ µ µ ∈ R 12 yields:
The constraints (6a)-(6e) on the added mass parameters are translated as follows to the µ-
All of these constraints are linear in the µ-parameters, except for (9b). In conjunction with the redundant constraint µ * 4i ≥ 0, (9a)-(9b) constitute a set of so-called hyperbolic constraints, as they describe a half hyperboloid. Using the fact [36] :
where w is a vector and x and y are scalars, (9a)-(9e) are equivalent to, i = {1, 2, 3}:
These constraints are linear in µ * ji except for (10a). Comparing the latter constraint with (3) reveals that it is a second-order cone constraint in µ * 1i , µ * 2i , µ * 3i and µ * 4i .
Linearly Independent Vectors
The following result is well-known in both dynamic balancing and experimental robot identification, see e.g. [37, 38] : if given time trajectories are imposed to all degrees of freedom of an (open or closed) kinematic chain of rigid bodies (in other words, if an inverse dynamic or kinetostatic analysis is carried out), then any force (dynamic reaction) f (t) can be expressed as:
where e(t) ∈ R n is a time-dependent vector, determined by the chain's kinematics, and p ∈ R n is a time-independent vector, of which the elements are functions of the link lengths and the MD-05-1302 Demeulenaeremass parameters. Given the kinematics of the four-bar mechanism, that is, the link lengths a i , i = {1, 2, 3, 4}, the fixed angle φ 4 and the time trajectory of φ 1 (t), the following expressions for the dynamic reactions can be obtained, see e.g. [1, 12, 39, 40, 29] :
Explicit expressions for the elements of
provided in Appendix A. The variables p f shx and p f shy are treated as one variable p f sh since
The elements of e d solely depend on the mechanism's kinematics and are constructed to be linearly independent. In dynamic balancing literature, these functions are known as linearly independent vectors, a term coined in [1] . The time-independent elements of p d are linear combinations of the µ-parameters, where the coefficients depend on the (moving) link lengths only (Appendix A):
Combining this result with the linearly independent vector expressions (11a)-(11d) reveals a key aspect of using µ-parameters: for given kinematics, the dynamic reactions are linear combinations of the µ-parameters.
Auxiliary Variables
In order to come to the SOCP reformulation, an auxiliary set of variables z d is introduced. Based on the concept of linearly independent vectors and the singular value decomposition, Appendix B shows that it is possible to define auxiliary variables
simultaneously satisfy
where the matrices Ψ Ψ Ψ d ∈ R n d ×n d only depend on the mechanism kinematics.
Furthermore, an auxiliary variable q is introduced to transform the original objective function (5a) into an objective function that is linear in the optimization variables, using the common trick 
Example 1 [19, 20] Example 2 [15] The resulting optimization problem has a linear objective function that is minimized subject to linear equality constraints, linear inequality constraints and second-order cone constraints. It is hence a second-order cone program. This convex program is equivalent to the original, nonconvex optimization problem.
Numerical Example 1 -Design Procedure
By applying the SOCP to a numerical example, previously studied in [19, 20] , this section introduces a three-step design procedure that allows the designer to make a well-balanced choice in the difficult trade-off problem that constitutes counterweight balancing. First, the raw optimization results need to be generated (Sec. 5.1). Second, the raw results are converted into trade-off curves, which constitute the heart of the presented method (Sec. 5.2). Finally, the ultimate counterweights obtained, which are point-masses, need to be converted into practical counterweights (Sec. 5.3).
Raw Optimization Results
The SOCP is applied to a planar crank-rocker four-bar linkage previously studied in [19, 20] . Table   1 defines the linkage parameters. The crank revolves with a constant speed of 500 rpm. Given that this purely inertial mechanism is balanced by mass addition only, all balancing results (in terms of the balancing indices α d ) are independent of the applied (constant) drive speed.
The following values are adopted for the upper and lower bounds on the COG coordinates used
:
Using the dimensionless parameter η, the upper limit m a Matlab toolbox for modeling optimization problems independent of the numerical solver [41] .
The SOCP numerical solver used here is SeDuMi, a dedicated software package for optimization problems over symmetric cones [42] . For all feasible problems, the resulting optimum is characterized by a total counterweight mass equal to its upper limit m * ,M tot , realized as counterweights with zero centroidal inertia J * i , that is, point-mass counterweights. For most feasible problems,
The raw optimization results are displayed in Fig. 2 as contour plots of α msh as a function of α f sh and α drv , for the four selected η-values. The white region marked I is the infeasible region, which corresponds to (α M f sh , α M drv ) pairs that yield infeasible problems. Quite logically, the size of the infeasible area I shrinks if the constraint on the total counterweight mass is relaxed (by increasing η). The white region marked F denotes the part of the feasible region for which data is not available. That is, the corresponding (α f sh , α drv ) pair can be realized using point masses that satisfy all constraints, but such pairs did simply not result from the chosen range for α Additional numerical experiments show that full force balance is possible by allowing (while keep-
2) a total counterweight mass greater than η = 2.2 times the original mechanism mass. If, on the other hand, the upper limit (15b) on α drv is dropped, the minimum required counterweight mass resulting in full force balance equals η = 1.54 times the original mass. Such large counterweight masses for obtaining full force balance are not exceptional. Full force balance of the crank-rocker four-bars considered in [1] and [10] , for instance, requires total counterweight masses equal to η = 1.47 and η = 1.67 times the original mechanism mass, respectively. only a massless four-bar can have zero driving torque [12] .
Trade-off Curves
In order to further interpret the results displayed in Fig. 2 , cuts are made in each of the Figs.
2(a) − (b) − (c) − (d) with cutting planes along the lines α drv = 1.2 and α f sh = 0.66, which gives rise to four lines in Fig. 3(a) and (b), respectively 5 . Fig. 3(b) shows that α msh is very sensitive to α drv : for instance for η = 2.00, allowing a 25% increase of α drv from 0.8 to For the selected combination (η = 0.80, α f sh = 0.66, α drv = 1.20), the resulting crank and rocker counterweight parameters are given in the P M column of Table 2 . Besides the zero lower limit on the centroidal inertia, also the lower limit on the X-coordinate of the first counterweight is active.
The nonzero Y-coordinates indicate that neither of the counterweights is inline.
The corresponding balancing effect indices are given in Table 3 . The balancing indices α d , d = {f p, f q, f r, f s} are defined in a similar manner as α d , d = {f sh, msh, drv}, but for the magnitude of the forces in the joints p, q, r and s. The rms of all joint forces increases, but in a reasonable 5 Note that the vertical line α f sh = 0.66 in Fig. 3(a) and the vertical line α drv = 1.20 in Fig. 3(b) intersect corresponding trade-off lines at equal α msh values. 6 Not shown in Fig. 4(a) is that, for η → ∞, α msh → 0.07, illustrating that for a general crank-rocker four-bar as the one considered here, shaking moment balance cannot be obtained by only adding counterweights. If shaking force balance is imposed (α M f sh = 0), while dropping the upper limit (15b) on α drv , η → ∞ results in α msh → 0.16. Demeulenaere 20 manner: between 14 and 24 percent.
Practical Counterweights
The obtained ultimate counterweights are point masses and hence not implementable in practice.
For practical implementation a particular counterweight shape has to be chosen 7 , which inevitably results in nonzero counterweight centroidal inertia, and hence worse balancing results. Both counterweights are implemented here as minimum inertia counterweights [26, 27] , which are classically used in balancing four-bar mechanisms. Such counterweights realize given mass-distance products The radius R * c,i is such that the origin of the link coordinate system lies on the counterweight's circumference:
Since the point-mass counterweights and the circular counterweights must have the same mass, the thickness is determined as: Table 3 focuses on the effect on the balancing effect indices of using circular instead of point-mass counterweights. The only difference between these counterweights is the nonzero centroidal inertia 7 In fact, the counterweight shape does not matter for the crank, since it revolves at constant speed, resulting in no influence of the counterweight inertia on the balancing effect indices. of the former (see Table 2 ). Hence, α f sh is not affected, since it is independent of the counterweights' inertia. The nonzero inertia of the circular counterweights causes all other balancing effect indices to increase, but this increase of between 7 and 11 % is judged to be surprisingly low.
The final result, using circular counterweights, is a simultaneous one-third reduction of the rms shaking force and shaking moment, at the cost of (i) an increase of the rms driving torque and joint forces between 22 and 33%, and (ii) two counterweights with a total mass that is η = 0.80 times the original mechanism's mass.
The design proposed here has by no means 'absolute' value: it just serves as a simple example of how the optimization framework can be used to balance a mechanism. For instance, the parameters In a practical setting many more considerations have an impact, one of the more important ones being the validity of the assumed rigid body model after adding so much mass to the mechanism. The authors however feel that the framework developed here can be of tremendous help in assessing the many design tradeoffs by providing a way of computing globally optimal counterweights in a reliable and extremely fast manner.
Numerical Example 2 -Benchmarking
This section illustrates the versatility and power of the proposed framework, by (i) reformulating
Sadler and Mayne's [15] variant of ultimate CWB as a convex problem, and (ii) showing that the numerical results obtained are at least as good as the ones presented in [15] . optimize the mass and COG location of point-mass counterweights (J * i = 0, i = {1, 2, 3}) connected to the crank and rocker (no coupler counterweight is allowed: m 2 = 0). The optimization variable vector x ∈ R 12 hence equals:
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Sadler and Mayne's Problem Formulation
Sadler and Mayne determine x as the solution of the following optimization problem:
where F shak and M shak ∈ R N are determined according to (26) and the integer N = T /T s relates the sample period T s to one period of motion T . Given the equality constraints m * 2 = 0 and (17e), only six optimization variables are left for optimization, that is, m * i , X * i and Y * i , i = {1, 3}. These are determined so as to minimize (using a maximum amount of 1 kg of counterweight point-mass) the maximum (over one period of motion T ) of the shaking force, subject to the constraint that the maximum absolute value of the shaking moment 8 be smaller than some user-defined upper
Convex Reformulation
Like the optimization problem discussed in Sec. 3.5, the optimization problem (17a)-(17e) is nonconvex in the optimization variables (16) . In order to obtain a convex program, several steps are required. Firstly, we observe that (17e) can be relaxed to since this constraint is expected 9 to be always active (implying J * i = 0) in the obtained optimum.
Second, a nonlinear change of variables is carried out according to (7a)-(7d). This implies replacing (17c), (17d) and (18) by the equivalent constraints (see Sec. 4.1)
as well as introducing (8) to establish the relation between µ µ µ and µ µ µ * .
Thirdly, we observe that (17a)-(17b) is equivalent to
where q is an additional, auxiliary variable. The equivalence between (17a)- (17b) and (20a)- (20c) follows from the earlier discussed equivalence between (1) and (2a)- (2b), and the property that
Finally, we exploit (11a)-(11c) to replace (20b)-(20c) by the equivalent constraints
where the relation between µ µ µ and p f sh and p msh is given by (12).
Resulting SOCP
This section shows that, based on the variables and constraints defined in the previous section, the original nonlinear optimization problem (17a)-(17e) transforms into an SOCP. First, all optimization variables are grouped into the new optimization variable vector x:
x ∈ R 36 if the input crank speedφ 1 is constant and x ∈ R 37 if it is fluctuating. The objective is simply (20a):
The minimum is to be sought subject to the following constraints:
1. linear equality constraints (8), due to the superposition of the original and counterweight µ-parameters, which converts µ µ µ * to µ µ µ;
2. linear equality constraints, due to the linear conversion (12) from µ µ µ to p d , d = {f sh, msh};
3. linear (in)equality constraints (19a) in the counterweight µ * -parameters;
4. linear inequality constraints (21a) in p msh ;
5. second-order cone constraints (19b) in the counterweight µ * -parameters;
6. second-order cone constraints (21b) in p f sh and q.
This optimization problem has a linear objective function that is minimized subject to linear equality constraints, linear inequality constraints and second-order cone constraints. It is hence a second-order cone program. This convex program is a relaxation of the original, nonconvex optimization problem, since it is based on relaxing (17e) to (18) . In practice, however, the optimum will always be characterized by J * i = 0, ∀i, implying 'practical' equivalence of the second-order cone program and the original, nonconvex program.
Numerical Results
Sadler and Mayne solve the nonconvex (and nondifferentiable) optimization problem (17a)- (17e) through a penalty function approach, that is, as a sequence of unconstrained optimization prob- Besides providing better optima two additional features of the SOCP are the following. First the obtained optimum is guaranteed to be the global optimum, and hence represents a numerically proven ultimate balancing limit. This is in marked contrast with the optima of Sadler and Mayne of which inherently nothing more can be said than that they might be (or not be, one never knows) 'quite good'. Second, the results are obtained very fast: every SOCP instance is solved in five to six CPU seconds on a PentiumIV@2.8GHz processor. 
Discussion
It has been shown that counterweight balancing of planar crank-rocker four-bars can be cast as a convex optimization problem, that is, an SOCP. Because of (i) the associated spectacular increase in computational efficiency, and (ii) the guarantee to obtain the global optimum, it is possible to numerically prove the obtained ultimate limits of dynamic balancing in a reasonable (even very small) amount of time.
Note that there exist methods, like branch-and-bound, that guarantee to find the global optimum of any (i.e., also nonconvex) nonlinear optimization problems. The compromise, however, is efficiency. The worst-case complexity of these methods grows exponentially with the number of variables and constraints; the hope is that in practice, for the particular problem instances encountered, the method is far faster. While this favorable situation does occur, it is not typical.
Even small problems, with a few tens of variables and constraints, can take a very long time (e.g., hours or days) to solve [25] .
Based on a numerical example, a three-step procedure has been proposed that allows the designer to use these ultimate limits in order to make a well-balanced choice in the difficult trade-off problem that constitutes counterweight balancing. In a second example, the versatility and power of the convex optimization framework have been illustrated by reformulating the counterweight balancing method of Sadler and Mayne (1973) as a convex program and improving their numerical results.
However, the versatility of the proposed convex optimization framework goes beyond the two casestudies given here, which, in fact, serve as mere examples. Minimizing (or constraining to some upper limit) the (weighted sum of) maximum (absolute) or root-mean-square values of any force in a four-bar mechanism still yields a convex program. This implies that also joint forces can be considered. Generating linearly independent vector expressions for the latter is somewhat more complicated than for the shaking force, shaking moment and driving torque considered here, but still feasible using e.g. the 'boot-strap' procedure outlined in [20] .
Furthermore, the applicability of the proposed framework goes beyond four-bar linkages, since it applies to any planar linkage, provided that linearly independent expressions are available for the forces and moments considered. For complicated planar mechanisms, developing such expressions by hand is cumbersome. Automated procedures, implementable in computer programs, have, however, been proposed by Elliott and Tesar [39] , Kochev [40] and the first author [29] .
The dynamic balancing limits obtained here are ultimate limits, in the sense that zero centroidal moment of inertia is allowed. Such point-mass counterweights are not implementable in practice.
The obtained results are, however, valuable in the sense that they provide an absolute reference with which practical counterweights, such as the minimum inertia counterweights designed in Sec. 5.3, should be compared. Hence, the obtained results may play the same role as does the theoretical Carnot-efficiency when assessing the efficiency of thermodynamic processes.
The proposed procedure for converting the point-mass counterweights into practical, minimuminertia counterweights is very simple, but suboptimal. In order to obtain truly optimal, practical counterweights the 'ultimate' inertia constraint that J * i ≥ 0 should be replaced by a more restrictive inertia constraint, which is to be convex in order to keep the convex structure of the overall optimization problem, and which imposes that the counterweights be implementable in practice.
Some preliminary efforts along these lines can be found in [29] techniques' of the Research Foundation -Flanders (FWO -Vlaanderen) and also benefits from Center-of-Excellence Optimization in Engineering. 
A.1 Berkof-Lowen Method
This method [1] first expresses x i and y i and their derivatives as a function of the link angles φ i , i = {1, 2, 3} and then eliminates one link angle (e.g. φ 2 ) and its derivatives through application of the loop closure equations:
where the shorthand notations s i = sin φ i and c i = cos φ i are used. This method is applied here to find the linearly independent elements of e f shx , e f shy and e drv , defined by (11a), (11b) and (11d): 
A.2 Elliott-Tesar-Kochev Method
An alternative approach, geared towards more complicated mechanisms (for which the classical method results in cumbersome computations), was proposed by Elliott and Tesar [39] and improved by Kochev [40] . Roughly speaking, this method boils down to (i) enumerating the contributions (to the dynamic reaction considered) of each link expressed in terms of the link angles and the coordinates of the link joints (e.g the points p, q, r and s for the four-bar of Fig. 1) , and (ii) eliminating linearly dependent terms according to a given set of rules. This method is applied here to find the linearly independent elements of e msh , defined by (11c):
e msh,1 = −φ 1 ; e msh,2 = −φ 2 ; e msh,3 = −φ 3 ; e msh,4 = −x q ·ÿ q + y q ·ẍ q ; e msh,5 = −x r ·ÿ r + y r ·ẍ r ; e msh,6 = − 1 a1 · (x p ·ẍ q − x q ·ẍ p + y p ·ÿ q − y q ·ÿ p ) ; e msh,7 = − 1 a2 · (x q ·ẍ r − x r ·ẍ q + y q ·ÿ r − y r ·ÿ q ) ; e msh,8 = − (Fig. 1) . For non-foldable mechanisms (see Sec. A.3) the eight functions e msh,k , k = 1 . . . 8 are linearly independent. In some special cases, however, some functions become zero or linearly dependent on other functions:
• e msh,1 (t) = 0 ifφ 1 (t) is constant;
• e msh,6 (t) = 0 and e msh,4 (t) is proportional to e msh,1 (t) if o ref = p;
• e msh,8 (t) = 0 and e msh,5 (t) is proportional to e msh,3 if o ref = s.
Hence, n msh = 5 for the example of Sec. 5, while n msh = 7 for the example of Sec. 6. The elements of p msh are linear combinations (only depending on the moving link lengths) of the µ-parameters: 
A.3 Foldable Mechanisms
The values of n d , d = {f sh, msh, mdrv}, given in Sec. A.1 and A.2, are valid only for general four-bar mechanisms, that is, mechanisms that are not foldable. In the latter case, which implies that all links can be aligned to the base, additional linear dependencies occur as shown in [43] .
For instance, if the four-bar mechanism is a parallelogram (a 1 = a 3 ; a 2 = a 4 ), only three (two iḟ 
B Balancing Effect Index Expressions
This appendix shows that it is possible to define auxiliary variables z d ∈ R n d , d = {f sh, msh, drv} that simultaneously satisfy
First consider some force f (t) in the four-bar mechanism under study, and assume it is sampled at N equidistant time instants over one period T . These samples are grouped in the force vector F ∈ R N :
where T s = T /N [s] denotes the sample period. Using F and F o to denote to denote the force vector after and before balancing, respectively, it follows that the balancing index is given by:
The equality sign in this expression is only valid provided that the number of samples N is high enough (say N > 500, which is a very nonrestrictive assumption). In order to establish (25a)-(25b), the LIV expression f (t) = e(t) T · p, e(t), p ∈ R n is evaluated at each considered time instant t k = k · T s to yield
E ∈ R N ×n only depends on the mechanism's kinematics and is given by E = [e(T s ) e(2T s ) . . . e(N · T s )] T .
E ∈ R N ×n is of full rank n, since the elements of e(t) are linearly independent. Substituting (28) into (27) subsequently yields
