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Accuracy of Atomic Positions in the Zunyite Structure 
BY W. BARCLAY KAMB 
California Institute of Technology, Pasadena, California, U.S.A.* 
(Received 14.February 1958) 
The accuracy of positional parameters in the refined zunyite structure is estimated by four different 
statistical methods, includin~ a comparison of two entirely independent refinements of the structure. 
The estimates show tolerable agreement, but disagree as to the importance of Fo measurement error 
in affecting the parameter error. Reliable estimates of ___ 0.008 A (standard eviation) for oxygen 
coordinates and __ 0-003 /l for silicon and aluminum coordinates are obtained. 
Introduction 
In  a separate paper (Kamb, 1960) a detailed study of 
the structure of zun~te  (Al13Sis020(0HhsC1) is re- 
ported. Because of current interest in accurate inter- 
atomic distances in silicate structures, I considered it 
worthwhile to compare different statistical methods 
for estimating the accuracy of atomic positions in the 
refined zunyite structure. 
There are four essentially independent ways in 
which the accuracy of atomic positions in the structure 
can be estimated: (1) a priori estimation of parameter 
variances by the method of Booth & Britten (1948); 
(2a) a posteriori estimation from the agreement of 
observed and calculated intensities in the least-squares 
refinement, or (2b) from the final difference maps by 
the methods of Cruickshank (1949a, b); (3) comparison 
of the results of the independent hkO and hhl refine- 
ments; (4) comparison of independent S i -0  distances in 
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the same tetrahedron or in different etrahedra if there 
is no preferential ordering of silicon and aluminum. 
A priori est imate 
The method given by Booth & Britten (1948) and 
revised by Lipson & Cochran (1953) enables a lower 
limit for the attainable parameter variances to be 
estimated from ~ knowledge of the measurement 
errors of the Fo's. Comparisons of two independent 
measurements of the h/cO reflections, and also of the 
hhl, shows that  for both sets of data the standard 
deviation estimate for the visually estimated logarithm 
of the intensity is 0.05. For the average of two such 
independent measurements, the standard deviation 
estimate of the structure factors is 0.041Fo I. To use 
this information for an a priori prediction of the 
parameter variances by a relation of the type given 
by Lipson & Cochran (1953), the high symmetry  of 
the (100) projection used in the refinement must be 
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taken into consideration. For an atom j unrelated by 
symmetry to other atoms in the projection, the 
positional parameter standard deviation is estimated 
from 
:~Q\ /I ~2QI (I) 
If only a center of symmetry is present, and if cr(Fo)= 
K]Fol, the standard deviation of the slope of the 
Fourier synthesis is simply 
(r ~x =K =or0 ' (2) 
where the average is over the projection. For the (100) 
projection, of symmetry p4m, the Fourier synthesis is 
1 
~(x, y) = ~ ~ Fh~0 cos 27~hx cos 2~ky (3) 
with 
Fh~0 = t '~0 = t '~0 = F~h0.  
It  is found that if x:~0 and y=~0, (2) holds also for the 
density given by (3). In particular it holds for x=y,  
and hence gives directly the parameter standard 
deviations for xl  (SIN) in zunyite (see Kamb, 1960), 
for zs(0iv), and, neglecting the effect of overlap in 
the projection, for xg(0i) and xa(0n). The standard 
deviations for these parameters are of the type 
applicable to single resolved peaks in the asymmetric 
unit of the (100) projection, and will henceforth be 
called 'single peak standard deviations'. When y=O, 
then a (~/~x) = V(2) ~0, hence the parameter standard 
deviation for Om is V2 times the single peak value. 
The standard deviations for atomic positions that, 
owing to the cubic symmetry, appear at more than 
one place in the asymmetric unit of the (100) projec- 
tion can be estimated in the following way. The 
standard deviations for the separate peaks are esti- 
mated by the method used above, and a refinement 
process is then envisaged in which parameter shifts 
determined at the various peaks corresponding to 
given point position are averaged in a way that 
minimizes the variance of the resulting averaged 
parameter shift. Factors derived in this way, for 
converting the actual expected standard deviations 
for different parameters in the structure to 'single 
peak' values, are listed in Table 1 under the designa- 
tion Q1. 
If the projection contains _h r peaks of Gaussian 
shape in elementary area A, so that 
~v iv Zip~ 
e(r) =2~(r - r~)  =~- - - -exp  [--p~lr--r~l ~] (4) 
i i 7-~ 
then (1) and (2) lead to 
: ~,2 2 Zi Pi 
a (X~) = K ( 7~/2) ½ z~p~ ' (5) 
Table 1. Estimated parameter standard deviations 
Least  Convers ion factors  'Single 
Parameter  squares Q1 Q2 peak '  
Oi x 2 0.00066 1 0.88 0.00058 
OH x a 0.00077 1 0-78 0.00060 
OIrI z4 0.00085 1/I/2 1 0.00060 
OIV x~ 0.00059 1/2 0.72 0"00059 
z 6 0-00060 1 1 0"00060 
Ov x 6 0"00033 l/3 1 0.00057 
z 6 0-0103 - -  - -  - -  
Si~I x 1 0-00022 1 1 0-00022 
A1H x~ 0"00017 I/2 1 0"00024 
zv 0"00023 1 1 0"00023 
where a(X:) is given in the distance units used for 
A and p,. (5) differs from the corresponding relation 
of Lipson & Cochran (1953), in the case that all the 
p,'s are the same, by a factor 2/~/zt. The relation 
Z~p~ 
- -  ~pf ,  
where ~ is the height of the ith peak, allows (5) to 
be written 
2/ 
The application of (6) to the (100) projection of 
zunyite leads to the predictions: for single oxygen 
peaks (OI and On, neglecting effect of overlap), 
a(x)=0-00032; for single silicon or aluminum peaks 
(Sin), a(x)=0.00016, the values being in units of the 
cell edge. 
A posteriori est imates 
Parameter standard eviation estimates from the hlcO 
least-squares refinement (including off-diagonal ma- 
trix components) are given in Table 1. The average 
standard eviation estimate for silicon and aluminum 
parameters i 0.00021, and for oxygen and hydroxide 
(except z6, as explained below) 0.00063. The con- 
sistency of the values quoted can be judged by 
converting them to standard eviations corresponding 
to a single resolved peak in the asymmetric unit of 
the projection. The effect of overlapping of the peaks 
is removed by considering the contributions of the 
off-diagonal components of the normal equation ma- 
trix. The appropriate conversion factor for overlap 
for each parameter is listed under Q2 in Table 1. 
Standard deviations for point positions giving more 
than one peak in the asymmetric unit are converted 
to 'single peak' values by multiplying by the ap- 
propriate Q1 factors from Table 1. These factors can 
be derived directly from the structure factor and least- 
squares formulae, and therefore do not depend on the 
particular Fourier refinement procedure nvisaged in 
section 1. The 'single peak' values (Table 4) cluster 
closely about the averages 0.00059 for 0 and OH, 
and 0.00023 for Si and A1. 
The least-squares estimate for the z6 parameter 
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standard eviation (Table 1) is abnormally high, due 
to the fact that z6 is nearly 0 and therefore all deriva- 
tives OF~/Oz6 are small. The z6 standard deviation 
cannot be estimated adequately without going to a 
second order theory, but successive least-squares re- 
finements how that z6 is certainly less than 0.001, 
and its standard eviation is probably no larger than 
that of other oxygen coordinates in the projection. 
'Single peak' parameter variances estimated by the 
methods given by Cruickshank (1949a, p. 72, equations 
11.0 and 11.12) are given in Table 2. Curvatures A~a 
were calculated both by the method of Cruickshank 
(1949b, p. 156, equation 3.11) and directly from the 
Fourier synthesis with the help of the Gaussian ap- 
proximation. The results of the two methods agree 
within about 15 %. 
Estimates from independent structural 
refinements 
Because the hhl data were recorded, measured, re- 
duced, and refined independently of the h/c0 data, 
a comparison of the results of the two refinements 
provides a check on the statistical estimates discussed 
above. Since in the hhl refinement wo different 
weighting systems were used, there are two final hhl 
values for each parameter. Without distinguishing 
between these, and without distinguishing between 
significant and non-significant parameter shifts, the 
displacements from the h/c0 positions obtained in the 
hhl refinements were combined to estimate 'single 
peak' standard eviations for the parameter shifts for 
oxygen atoms and (separately) for silicon and alu- 
minum atoms. To estimate the 'single peak' standard 
deviations the shifts calculated in the refinements 
were converted to 'single peak' shifts by multiplying 
by appropriate factors Q1 and Q2 in Table 1. The 
results are listed in Table 2. 
Table 2. 'Single pealc' parameter standard deviations 
derived by various methods 
Method O, OH Si, A1 
(1) A priori 0.00032 0.00016 
(2a) A posteriori: Least squares 0.00059 0.00023 
(2b) Fourier 0.00048 0"00021 
(3) Comparison f h/c0 and hhl 
refinements 0.00044 0.00016 
Comparison of estimates 
Results of the four methods of estimating parameter 
accuracy, described above, are summarized in Table 2. 
The least-squares estimate agrees tolerably with the 
estimate from a comparison of the hkO and hhl refine- 
ments. Although the hhl projection is not centro- 
symmetric, the overall accuracy of coordinates derived 
from it is probably comparable to the accuracy of the 
h/cO refinement, because the amount of data is more 
than twice as great, and because the resolution of 
separate atoms is more nearly complete. Moreover, 
there is no indication of a serious effect on the atomic 
positions due to the discrepancy between the tempera- 
ture parameters for the h]c0 and hhl data (see Kamb, 
1960). 
Comparison of the a priori and a posteriori estimates 
suggests that a large fraction (0.5-0.7) of the error in 
the final coordinates is due to the errors of visual 
intensity estimation. This suggestion is supported by 
the Fourier standard eviation estimation procedure, 
but not by the least-squares procedure. In the Fourier 
procedure, the estimated standard deviation of the 
electron density gradient is 9.1 e./~ -3, while by the 
a priori procedure (method 1) it is 6.1 e./~ -3. The least 
squares procedure provides a direct comparison of 
intensity measurement error with aggregate error from 
all sources. The estimated standard deviation of an 
Fo with unit weight is 
~ (Fo) = {Zw(Fo-F~)2 / (u -v )}  ½, 
where u is the number of non-equivalent reflections 
and v is the number of parameters adjusted in fitting 
F~ to Fo. This estimate of the aggregate rror is to be 
compared with the a priori estimate of the measure- 
ment error: 
(~(Fo)=K[SwFo]½. 
The h/c0 data give a least-squares timate of 0.44 for 
the total error (in arbitrary units), while the a priori 
estimate of observational error is 0-14, suggesting that 
errors of visual intensity estimation contribute only 
about a third of the total error. 
The discrepancy between two estimates of the 
importance of observational error cannot be satis- 
factorily accounted for. At first sight the discrepancy 
seems to be explained by the fact that the a priori 
parameter standard deviation estimate is basically a 
Fourier estimate, and, as Cruickshank (1949b) has 
shown, Fourier estimates should always be larger than 
least-squares timates of parameter accuracy, for the 
same standard eviation of the Fo's. But this explana- 
tion cannot be substantiated. An approximate cal- 
culation of (rL/aF (the ratio of the standard eviation 
of least-squares-refined and Fourier-refined coor- 
dinates) can be made from equation (5.3) of Cruick- 
shank (1949b) if the multiplicity factors are omitted 
(they apply to only a small fraction of the total number 
of reflections), if the sums are replaced by integrals, 
and if the atomic f-values are taken as those due to 
Gaussian distributions of electron density (equation 
(4), above). With these approximations, one obtains 
for a complete set of 3-dimensional data for X-rays 
of wavelength/t 
( (~L/ ~F)" = 15 ASp 512 C3/32 [/2 ~9/2, (6) 
and for a complete set of two-dimensional data 
( (l z /  (IF) 2 = ; .~p2C2/  ~4 . (7) 
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The C's are constants with values near to 1. For 
equation (7), which is of particular interest here, 
C2=[1 - (1 + c~ 2) exp ( -  ae)]9/[1 - (1  + 2a 2) exp ( -  2a2)] 
where 
a=2z/(~.p½) . (8) 
The result of (6), with C8 assumed equal to 1, 
p=20 _~-~ as found for most peaks in the zunyite 
projections, and /l=0.71 _~ is aL/aF=0"78, which 
agrees with Cruickshank's (1949b) remark that im- 
provement of about 25 % in coordinate accuracy can 
be expected for weighted syntheses. Since the above 
data give ~t~/p _~ ~ (7) results in 
aL /aF~ ~/C2 = 0"91 . 
Hence  very little difference between least squares and 
Fourier estimates of coordinate accuracy is expected 
for the two-dimensional data of the zunyite study. 
In fact, the actual Fourier estimates (Table 2) are 
found to be slightly lower than the least-squares 
estimates, though probably not significantly lower. 
The  upshot of the above considerations is that some 
unknown internal inconsistency remains between the 
various methods  of estimating parameter  accuracy, 
and that it is not therefore possible to assess con- 
fidently the importance of intensity measurement  
error in the overall error of the refinement. 
Est imate  f rom interatomic  distances 
A comparison of the estimated standard deviations of 
interatomic distances can be made with the scatter 
of S i -O distances in the Si5016 group. There are three 
independent distances in the group: 
Estimated 
standard 
Atoms Distance deviation 
Sii--OII 1.64 A 0.018 A 
Sili-Oii 1"625 0.019 
Sili-Ov 1.65 0.007 
The  scatter of the observed distances f rom a mean of 
1.64/~ corresponds to a standard deviation of 0-013 ~, 
which  is to be compared  with an average estimated 
standard deviation of 0.015 A. Such close agreement  
is doubtless fortuitous. 
Accuracy. Summary 
The 'single peak' standard deviations of oxygen co- 
ordinates in zunyite can be taken confidently to be 
0.00061, corresponding to _+0.0085 /~, and of silicon 
and a luminum 0.00023, corresponding to ± 0.0032 /~. 
Bailey & Taylor (1955), in the most  accurate analysis 
of a complex  silicate structure hitherto published, 
estimated f rom a three-dimensional Fourier refinement 
the standard deviations ± 0.0082 ~ for oxygen and 
± 0"0031 /~ for sil icon-aluminum. It is surprising that 
the standard deviations obtained in the two-dimen- 
sional refinement of the zunyite structure are so close 
to Bailey & Taylor's estimates f rom three-dimensional 
refinement. 
The agreement is due to the compensating effects 
of the greater number of reflections used in Bailey & 
Taylor's analysis and the sharper atomic peaks ob- 
tained in the zunyite analysis. This can be verified 
in a rough but useful way by recognizing that the 
statistical uncertainties go as N-½, where N is the 
number of reflections used, whereas the effects of peak 
shape combine in such a way that for peaks containing 
the same number of electrons the standard eviation 
of a positional coordinate varies as p-1 "(p being the 
coefficient in the exponent  of the Gauss±an electron 
density) for two-dimensional refinement and as p-5]4 
for three-dimensional refinement, as shown in the 
a priori standard deviation estimates, so that for a 
rough comparison of the standard deviations for the 
two- and three-dimensional refinements we  may take 
(I1 (x) IN2  (p219/s 
 2(x) 
If in this expression we use the number of observed 
reflections N1=2652 in Bailey & Taylor's work and 
N2= 133 in the hkO refinement of zunyite, and take 
p i=5.4  /~-2 (average of Bailey & Taylor's values for 
Si and  O) and p2--20 /~-2 as found for Si and  O in 
zunyite, we  obtain ~i/~2 = 1.0. It seems that the para- 
meter accuracy obtainable with Bailey & Taylor's data 
wou ld  be considerably (perhaps five times) greater if 
weighted least-squares refinement were used, mak ing  
it unnecessary to introduce the high artificial tempera- 
ture parameter  (B=4.0/~2)  that is responsible for the 
low curvature of the atomic peaks as compared  to the 
peaks in zunyite. 
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