Abstract-Elastic graph matching has been proposed as a practical implementation of dynamic link matching, which is a neural network with dynamically evolving links between a reference model and an input image. Each node of the graph contains features that characterize the neighborhood of its location in the image. The elastic graph matching usually consists of two consecutive steps, namely a matching with a rigid grid, followed by a deformation of the grid, which is actually the elastic part. The deformation step is introduced in order to allow for some deformation, rotation, and scaling of the object to be matched. This method is applied here to the authentication of human faces where candidates claim an identity that is to be checked. The matching error as originally suggested is not powerful enough to provide satisfying results in this case. We introduce an automatic weighting of the nodes according to their significance. We also explore the significance of the elastic deformation for an application of face-based person authentication. We compare performance results obtained with and without the second matching step. Results show that the deformation step slightly increases the performance, but has lower influence than the weighting of the nodes. The best results are obtained with the combination of both aspects. The results provided by the proposed method compare favorably with two methods that require a prior geometric face normalization, namely the synergetic and eigenface approaches.
Recognition performed by the human being can be simultaneously seen as a holistic and a feature analysis approach [3] . Automatic face recognition often favors only one of these aspects. Features used for description of faces are either biometric features of the face, like distances between parts of the face like nose and mouth, or more abstract features, like filter responses on a grid [4] . Template-based methods that attempt to match well-defined portions of the face (eye, mouth) belong to the analysis category [5] , [6] . The eigenface approach [7] describes images in terms of linear combinations of basis images, and thus represents a global holistic approach. Methods that constrain local features by adding geometrical constraints can be considered as a mixture of both aspects. One can cite here the dynamic link architecture (DLA) [4] and related graph-based feature matching approaches [8] , as well as methods based on neural networks, and feature-based approaches where features are geometrical measures [5] .
The mechanism for assessing connections between the image and model domain turns out to be complex and time-consuming. Therefore, a simplified implementation called elastic graph matching (EGM) is often preferred for finding objects in the scene with a known reference [9] . The elasticity of the matching provides some robustness to possible distortions of the object that may be due to a variation in pose, a scaling, or a deformation of the object. However, as the attributed graph is a two-dimensional (2-D) representation of three-dimensional (3-D) objects, this tolerance is limited. Other methods should be developed for large variations. Extensions have been proposed for rotations in facial depth [10] .
One should note that these algorithms require a face segmentation preprocessing step, in order to extract faces in a complex environment, and to scale them coarsely. Yang and Huang [11] propose the use of mosaic images for detecting human faces in a complex background. A generalization to the low-resolution face template approach has been provided by Sung and Poggio [12] , [13] . Finally, another face detection approach related to the eigenface approach is the distancefrom-feature-space [14] .
Recently, a relatively general method for attributing weights to features for a classification task has been proposed [15] . It is based on the assumption that a similarity measure should be high in case the test pattern is similar to the reference pattern, and low if they are different. The weighting is defined by a nonlinear function that depends on a small set of parameters and on the training set. This function is the same for all nodes. These parameters are determined on a training set by maximizing an evaluation function using the simplex method. Although quite general in the theory, the application of the method requires some fine tuning and some a priori choices. Furthermore, the optimal settings and the particular choices seem to have been obtained by trials and testing.
Here we are interested in face authentication, rather than face recognition. In authentication applications, the system is provided with a supposed identity of the candidate, which is known to the system. The goal is to state whether the identity is correct or not. Authentication is seldom encountered in the literature, as most of the time recognition problems are addressed. In this article, we propose to specialize a recognition method, the EGM approach, for authentication applications. For this reason, we propose local discriminant measures for face images, which lead to significantly improved performance for face authentication applications. In our contribution, subsets of the data are considered separately. While the method we tested is oriented to the authentication of people, it could also be used for recognition. The method leads to a faster training than in [15] , as the solution to the optimization problem is known analytically.
In this presentation we also study the contribution of the deformation capability of the grid by comparing the performance of rigid and nonrigid graph matching in case of face authentication. To the best of our knowledge, such a study has not been undertaken before. We will compare the influence of grid deformability with respect to local discrimination. Both methods are independent and may be combined. Finally, the EGM combined with local discriminants (EGM-LD) is compared with two other authentication methods that use a prior geometric normalization of faces: principal component analysis and synergetic computers [16] .
The paper is organized as follows. The elastic graph matching is described in Section II. The local discriminant measure is introduced in Section III. Alternative methods are described in Section IV. Experimental results are given in Section V. Finally, conclusions are drawn and future developments are discussed in Section VI.
II. ELASTIC GRAPH MATCHING FOR FACE AUTHENTICATION
Attributed graphs describe objects on sparse locations, by attaching to each node a feature vector that contains information on the local neighborhood of the node location. Here, we use the modulus of complex Gabor responses as features from filters with six orientations and three resolutions.
A. Gabor Filters
Each face is represented by a set of feature vectors positioned on nodes of a coarse, rectangular grid placed on the image. Comparing two face images is accomplished by matching and adapting a grid taken from one image to the features of the other image [4] . We use the modulus of complex Gabor responses as feature vectors.
Gabor decompositions have been proposed as an analysis tool for textures [17] motivated by psychophysics of the human visual system [18] . The Gabor decomposition we use can be considered as a directional microscope, with an orientation and scaling sensitivity.
The spectral plane is partitioned into frequency and orientation bands:
where and is a rotation matrix, and is a diagonal matrix. is a positivedefinite matrix whose principal axes define an ellipse oriented according to the orientation defined by see Fig. 1 . More precisely (2) where is the central frequency of the filter. The use of an asymmetric real transfer function implies that the corresponding point spread functions are complex.
This choice of Gabor decomposition makes the computation of the corresponding point spread function possible analytically. Alternatively, other decompositions using logpolar mappings could be used [19] . The impulse response corresponding to is given by:
The parameters are not completely determined yet. For a decomposition consisting of orientations and resolutions, the transfer functions are chosen here so that neighboring filters intersect at equal values along their principal axes. In this we follow the choice in [19] . The orientations are chosen equidistant, which results in a constant value for all : The angular bandwidth of the filters is and the orientation centers are given by (5) The radial frequency bands are distributed in octave steps, with a frequency bandwidth which doubles at each step, and cover a range from to in normalized frequencies where one represents the Nyquist frequency. By defining an intermediate variable (6) the radial centers and bandwidths are given by (7) In authentication applications a typical parameter set is the following:
and Fig. 1 shows a typical decomposition.
Finally, one should note that Gabor functions are in many respects similar to 2-D Morlet wavelets [20] .
B. Elastic Graph Matching
Elastic graph matching (EGM) consists in locating an attributed graph on the image that is as close as possible to the reference graph. The distance between two graphs is evaluated by a dissimilarity function, that considers both the feature vectors of each node and the deformation information attached to the edges. We consider dissimilarity measures where the contribution from nodes and edges are independent, more precisely (8) where represents the th node of grid is the th node of grid are the number of nodes and edges, respectively, and is a weighting factor that characterizes the stiffness of the graph. A plastic graph which opposes no reaction to deformation corresponds to while a totally rigid graph is obtained with very large values of
The matching procedure consists of two consecutive steps [4] . The first step is used for obtaining a first match, by moving a rigid grid over a search area in the image. Starting from this initial guess, the grid is deformed in order to minimize (8) .
The deformation is achieved by displacing each node around its current location, and by placing it where the minimum value of is obtained. This operation is applied on each node successively, and the whole process is repeated until no further decrease is obtained. An example of grid matching is shown in Fig. 2 . 
C. Coarse-to-Fine Rigid Graph Matching
In our implementation, the rigid matching is obtained through full search matching on a predefined rectangular search window. If responses are needed at all points in the image, the optimal way of computing the responses consists in computing the 2-D fast Fourier transform (FFT) of the input image, and multiplying it with the frequency response of the filter. However, for a matching problem, the Gabor responses may be needed only on a small fraction of points in the image. If the number of points is small enough, direct convolution is less expensive.
By adopting a coarse-to-fine strategy, the number of required Gabor responses is significantly reduced. Multigrid relaxation methods have been proposed in applied numerical analysis [21] . They are particularly well-suited to the image analysis field [22] .
We consider a multiresolution description of the image. First, the lowest resolution image is considered for matching. As a consequence, the objective function is smoothed, and the matching may be undertaken on a subsampled lattice. This property is intimately related to the fundamental sampling theorem: as the objective function has been lowpass filtered, it may be sampled at a coarser step without loss of information. Fig. 3 shows that the low-resolution image provides a smooth objective function, while the high frequency information generates a forest of local minima. However, the minima are more precisely localized when the high frequencies are incorporated.
Consecutive refinements are obtained by incorporating higher resolution information and by searching on a finer grid around the current estimate.
Coarse-to-fine strategies may get trapped in local minima [23] . A remedy to this weakness consists in the elaboration of mixed fine-to-coarse and coarse-to-fine strategies. However, we noticed that if only one head is present and occupies a significant part of the image, this problem does not occur. This assumption is satisfied when a prior face detection algorithm that extracts regions of interest is applied. In our experiments, the images may be considered as the output of such a segmentation, therefore a coarse-to-fine strategy has been retained.
In practice, a Gaussian pyramid is built [24] . The highest resolution level of the pyramid contains the original image, and the next levels contain lowpass versions of the original image, with a cut-off frequency decreasing as where is the level of the pyramid. The lowest level is zero and has a normalized maximal frequency of
In the pyramidal implementation adopted here, the image size depends on the resolution. The pyramid is built recursively, by building a new, lower-resolution level from the previous one by lowpass filtering and subsampling with a factor two, so that the size of the image is divided by two at each iteration. The lowpass filtering was achieved with separable Gaussian filters.
The definition of filters is simplified by using the same set of filters for a single resolution and a complete set of orientations. These filters are applied to each level of the pyramid to obtain a complete set of resolutions. A significant reduction in the amount of computations is obtained for low frequency responses, compared to filtering the original image, as bandpass filters selecting low frequencies have a large support.
Finally, the grid matching serves two purposes: firstly, it aims at normalizing the input, in order to make the subsequent comparison invariant with respect to translation and a reasonable amount of deformation. Secondly, the residual error accounts for the difference between the normalized input and the reference pattern. Intuitively, the higher the error, the higher the probability of having an impostor.
III. FEATURE EXTRACTION
The first step of the authentication process consists in matching the image with the prototype grid of the claimed class (in the following, each person in the database is considered as a class of the classification problem). This prototype is taken as the mean of the feature vectors provided by all images of the considered person in the training set. It is expected that if the claimed identity is correct, the feature vector will be close to the class prototype; in case of an impostor, the matching will be poor. Unfortunately, early experiments showed that the residual matching error (RME), i.e., after matching with is not sufficient to discriminate between an impostor and the authentic person, see Section V-B. This is partly due to the presence of noise in the measurement, but also due to the fact that not all nodes are discriminative. Indeed, the feature space considered here is very large: for an 8 8 grid comprising 18 Gabor responses at each node, a total of features is obtained. Reducing the dimensionality is an efficient way to reduce the influence of noise [25] , [26] . From a training set consisting of several frontal views of each person, one establishes subspaces which maximize the dispersion of all classes while minimizing the dispersion within the classes.
However, the number of training samples is small compared to the number of features. Also, the features on two graph nodes may be considered as independent. Therefore, it is reasonable to address dimensionality reduction independently at each node of the graph. If features are considered locally, the number of training samples is larger than the dimension of the feature space, which allows us to apply standard feature reduction methods.
A. Local Discriminants
Suppose that the dimensionality of the considered feature space is small compared to the number of training elements in each of the considered classes. One would like to establish a decision criterion for the acceptance or rejection of the candidate. This criterion should be "small" if the candidate is the right person, and "large" in case of an impostor. Obviously, this decision has to be made on the difference between the prototype of the claimed class and the measured feature vector. The components of this difference do not have the same significance, as some may be more relevant than others for the given class. Therefore, we propose the following discriminant criterion: (9) for class where are the components of the measurement vector is the dimension of the local feature space, and is the mean of vectors The unknown coefficient vector 's are determined on the training set by minimizing the ratio: (10) where is the set of training vectors belonging to class and is the whole training set, so that is the set of all impostors for class Here, is the mean on By this, we are back to a two-class classification problem, where the classes are and This formulation leads to a generalized eigenvalue problem: and is given by the eigenvector corresponding to the smallest generalized eigenvalue. This is known as Fisher's discriminant ratio [25] .
All local responses have to be combined in order to provide a unique, global dissimilarity measure for the considered face. This is a problem related to sensor or decision fusion [27] . Here, we build the global response by simply adding the contributions from the local discriminants. This discriminant measure will be abbreviated "LD."
B. Separation Parameters
It is necessary to choose a threshold for defining acceptance/rejection intervals in the domain of possible responses from training data. Here we assume that the system will provide a soft decision between therefore a mapping between the original response interval and the [0,1] interval is needed.
An invertible mapping from to is provided by the function. For our purpose, the soft score should be one for an identity claim acceptance, and zero for an identity claim rejection, whereas the global discriminant value tends to zero for a perfect match and to infinity for a perfect mismatch. We suggest the mapping (11) where is an empirically chosen constant. By definition is called the separation parameter (SP), as it acts like a decision point on between acceptance and rejection intervals
In the case of a soft decision, SP acts as a parameter selecting the mapping function. In the case of a hard decision, SP can be viewed as a possible threshold. The threshold itself may be chosen in a number of ways.
The first possibility of separation parameter selection consists in choosing the minimal dissimilarity measure among the training impostors for This quite natural choice leads to more false rejections than false acceptances. Another possibility consists in choosing the maximal dissimilarity measure among training data of the correct person. Statistical tests provide a third possibility. Under the assumption that all Gabor responses after matching are independent Gaussian random variables centred at the corresponding references it is possible to design a statistical test [28] . Indeed, if the Gabor responses are considered independently, the quantity follows a distribution. Therefore, the percentile provides the SP for the confidence level For high values of the following formula may be applied for estimating [28] : (12) where is the percentile for the normal distribution. For 1152 Gabor responses, the 0.95 percentile amounts to The situation is somewhat different when the local discriminants are applied, because we do not sum the squares of the residuals but the squares of their linear combinations where is the number of local discriminants and is the dimension of local feature spaces. If one can take into account the fact that a linear combination of Gaussian random variables is also Gaussian. More precisely, if then a linear combination given by is such that Taking into account this result, one obtains that each local discriminant is
In the case of the residual matching error as well as for local discriminants, the mean and variances of the Gaussian variables are estimated on the training set.
IV. ALTERNATIVE APPROACHES
The proposed algorithm has been compared with two other approaches that require a geometric normalization of images as a preprocessing step: the eigenface and a simplified synergetic computer. These methods require a prior image normalization because the image content is scanned and put into a 1-D structure, which is seen as an element of a vector space. The alignment of data is necessary if one wants to keep some spatial coherence between vectors after the 1-D "projection" of the image. Both approaches describe subspaces generated by the training images by means of an appropriate basis.
A. Principal Component Analysis
The eigenface approach [7] , [29] is based on the principal component analysis (PCA), or Karhunen-Loève transform (KLT). It takes into account the statistical dependencies between the pixel values of images in a training set to design an orthogonal basis optimal for representing images. For this purpose, the eigenvectors of the covariance matrix of the training set of face images are computed; they are called eigenfaces. Only the most significant eigenfaces, i.e., the ones corresponding to the largest eigenvalues of the covariance matrix, are retained for describing the images. Each training and test face is then characterized by its projection on the eigenfaces, and the comparison of two faces is achieved by comparing two sets of projections.
B. Adjoint Vectors and Synergetic Computers
The eigenface approach is optimal for a compact description of face images in the least square sense: it finds an orthonormal basis that defines a subspace for which the projection error is as small as possible, on average and in a least square sense.
Another type of approach also considers the prototype faces as basis vectors generating a subspace. Here, the basis vectors are not orthogonal. Approximating new input images as a linear combination of prototype faces requires the computation of a set of adjoint vectors which satisfy an orthogonality relationship with the 's: (13) By constraining the feature vectors to be in the subspace defined by the prototypes the problem becomes well-posed, provided that all are linearly independent, which is assumed to be the case since they are prototypes representing distinct persons. By adopting the matrix notation, we denote by the matrix containing vector in the th column, and by the matrix of adjoint vectors, written in rows. By definition of adjoint vectors, one has (14) Expressing adjoint vectors as linear combinations of prototype vectors gives (15) Introducing (15) in (14) yields (16) Relationship (14) yields an optimal separation of classes (persons), instead of a compact description, as obtained with the PCA. An input vector may be approximated by a linear combination of the reference vectors (17) If the input image belongs to person then it is expected that is close to one while the remaining are close to 0.
This approach may be viewed as a particular case of synergetic computers [16] , [30] . Synergetic computers model the process of pattern recognition by a dynamic process expressed by a differential equation. The most general model allows us to deform and move patterns. In case no such transformation is allowed, the dynamic process can be dropped, as the order parameter which is closer to one in the initial computation always converges to one. The adjoint vectors are used here for authentication. The training consists in building from a reference view of each person by using (16) . A separation parameter is computed from the training set as explained in Section III-B.
V. EXPERIMENTS

A. Face Database and Experimental Setup
Large image databases for authentication purposes are much harder to collect than those for recognition purposes. In order to account for intraperson appearance variability due to time, many images of the same person must be recorded. We are aware of many recognition results in the literature based on databases consisting of hundreds of persons having at most two or three frontal images. Evidently, such databases are of less value for establishing authentication results on clients than a smaller database that offers larger intraperson variability. Therefore, a database with a small number of people but much information for each person was prefered to databases with many people and few data available per person.
This work is part of a project developing authentication methods based on several modalities, such as speech, frontal, and profile views of the face. The use of several modalities required the acquisition of a multimodal database, which contains both sound and image information [31] . It includes four shots of 37 individuals, which were taken at one week intervals. For each shot, people were asked to rotate their head from 0 to 90 , again to 0 , then to 90 and back to 0 degrees. Currently this effort is being continued to increase the size to 300 persons.
For image-based authentication, the rotation sequences were considered by using the luminance information of images in QCIF format (144 176). Frontal images are selected automatically using a symmetry measure. The number of selected images varies for each person. We select images that have a symmetric gray-level distribution in a rectangular region. This region has the shape of a horizontal bar that covers the face region and the background on the two sides of the face. We compute the horizontal center of gravity and the symmetry with respect to this center and select images with an extremal symmetry measure. However, the use of this method has been semiautomatic as it fails sometimes. As the frontal view extraction is not the main focus of this contribution, we examined the output of the detection algorithm and discarded the false detections. In total, 551 frontal face images are used, yielding approximately 15 frontal views per person taken at four different weeks.
The experiments were conducted following a combination of the left-one-out and the rotation estimates, which is a variant of the jackknife method [25] , [32] . This protocol, which also supports multimodal authentication, has been adopted by all partners of the project for multimodal authentication, so that results from all modalities can be compared. Alternatively, each person is labeled as an impostor, while the other 36 are considered as clients; see Fig. 4 . For each combination, three shots of the 36 clients build the training set while the fourth shot is used as an evaluation set in the following way: each client attempts to access under its own identity, and the impostor attempts to access under the identity of the 36 clients. This sums up to 36 authentic tests and 36 impostor tests. This procedure is repeated four times, by successively considering each shot for evaluation. In total, the client and impostor verifications amount each
The local discriminants are estimated from the training set consisting of 36 people. For this purpose, a reference view is selected for each person among all available images at random. Authentic accesses are obtained by simulating accesses with all available images of a person to his reference. Accesses imposting a given person are simulated by considering the reference views of each of the remaining 35 persons in the training set.
The separation parameter is chosen in several ways as described in Section III-B, and the discriminant measures are mapped to the [0,1] interval. For obtaining a hard decision, a threshold is necessary. While its default value is 0.5, varying the threshold between zero and one allows us to vary the false acceptance (FA) and false rejection (FR) rates, the decrease of one of them being balanced by the increase of the other. By varying the threshold continuously, one may draw curves of FA as a function of FR, which are denoted as receiver operating characteristic (ROC) curves in the following.
B. Elastic Graph Matching and Feature Reduction
In order to justify the process of feature extraction, we first want to show that the Euclidean distance between features, i.e., the residual matching error with is not sufficient for a reliable decision. Fig. 5 shows distances of training and test samples with person 15 used as reference. It turns out that the distance to the reference view is clearly not sufficient to detect impostors.
A representation of discriminant values for the same person is shown in Fig. 6 . Now the discrimination of impostors is much more powerful. One can notice that there seems to be some overtraining, as the discrimination measure is almost zero for all members of the considered class in the training set, and significantly larger for images of the same class in the test set, while remaining smaller than the threshold. This is due to the small number of training samples for each person in the database.
At that point, the discriminant values in the interval are normalized to the [0,1] interval, so that they can be combined with or compared to other verification modalities like speech [33] . Nevertheless, using a hard threshold is useful for comparing performance of different alternatives. As an illustration of the usefulness of the discriminant measure over all classes, we show the ROC for the RME and the local discriminants (LD) in Fig. 7 . Such curves reflect the performance of a given solution averaged over all classes. The points on the ROC were obtained by scaling the minimum threshold displayed in Figs. 5 and 6 with a varying factor. For safety critical applications, a low value of FA is desired. The best method is the one which provides the lowest FR for the imposed value of FA. For other applications, one might want the smallest FA for a given FR. Fig. 7 shows that the LD outperforms the RME everywhere.
Another interesting point is that it is not necessary to take into account all local discriminants in order to obtain good performance. By retaining only a fraction of the discriminants that reach the largest values of the following criterion: (18) results are almost as good as with all discriminants taken into account.
, defined in (10), is not chosen to order LD's according to their relevance because it is not suitable for comparing information in different regions. Indeed, it has been observed that in homogeneous regions, much lower values of may be reached than in textured ones, however, homogeneous regions are not significant for authentication. When considering the equal error rate (EER) as a criterion, a local minimum is obtained when 140 LD's are kept [see Fig. 8(a) ]. Fig. 8(b) -(d) illustrate the significance of each node at each of the three resolutions. It is intuitively correct that the weights are higher around the eyes at high frequencies while they are larger in the chin and cheek areas at lower frequencies. For frontal face authentication, the tip of the nose region is not significant.
C. Separation Parameter Comparison
All results shown before were obtained by hard decision using a threshold, the minimum of training impostors; see Section III-B. Fig. 9 shows a comparison of results obtained with three types of SP's. It turns out that the difference is not significant when the RME is used. On the contrary, if the LD's are used as dissimilarity measure, the minimum of training impostors provides the best results, followed by the statistical test and the maximum of training authentic accesses. This can be explained by comparing Figs. 5 and 6. When the local discriminants are used (Fig. 6) , and due to the relatively small number of authentic accesses in the training phase as compared to the impostor accesses, the dissimilarity measure tends to zero for all authentic accesses: we are at the limit of overtraining. In this situation, it is difficult to estimate reliably the variance required for normalization in the statistical test, and the maximum of authentic accesses also loses part of its significance, as it always tends to zero. On the contrary, the minimum of training impostors keeps a finite value. Therefore, the minimum of training impostors is chosen as the standard separation parameter and thresholding in the following.
D. Evaluation of Elasticity Significance
In order to assess the effectiveness of grid elasticity, we compare an elastic and a nonelastic graph matching procedure. The nonelastic graph matching is obtained by dropping the second step of the matching procedure described in Section II-B, which is equivalent to choosing a very large in (8) . A completely "plastic" grid is obtained with : as the second term vanishes, each grid node is free to move everywhere in the image. By running the simulations according to the experimental protocol of Section V-A with several values of it is possible to assess the usefulness of the elastic step, and also to study the tolerance of the discriminant approach with respect to the rigidity of the grid. Fig. 10 shows the total error rate defined by TE FA FR, for the rigid matching and the elastic graph matching, for both types of discriminant measures. Clearly, the presence of the local discrimination has a larger influence on the results than the elastic deformation.
The EER defined as the point where FA FR is shown for several values of in Table I . There is a transition from elastic to rigid matching. The local discrimination is able to provide almost constant results for between 0.5 and 3.0. For larger values of the performance degrades. The elastic graph matching improved the rigid graph matching, which can be observed by inspecting Fig. 10 . Table I shows that the EER is improved from 14% down to 11%. However, combining the rigid graph matching with local discriminants is better than elastic graph matching without local discriminants. Not surprisingly, combining the elastic deformation with local discrimination yielded the best results. In conclusion, it has been shown that a small degree of elasticity provides an improvement in the performance. The behavior remains constant over a certain range of but from a certain rigidity on, the performance degrades.
D. Comparison with Other Approaches
Our method has been compared with two other approaches, namely the eigenface approach (see Section IV-A) and the synergetic computer approach (see Section IV-B) using the same database and test protocol.
The geometrical normalization method considered here consists of a face detection algorithm followed by an affine transformation that places the eyes and the center of the mouth at predefined locations in the normalized image. The face detection is modular and consists of a series of three consecutive steps. At each step, candidates in the previous step are examined. As each step imposes new conditions, this approach allows us to progressively get rid of false face detections. Of course, the first steps should not be too restrictive, so that the good candidates are almost certainly retained. The three modules are the following. precisely and checked against grey-level and gradient templates selected on a training set. Finally, the size and exact position of the eyes are determined. 3) Nose and mouth detection is achieved by looking for grey-level minima along the median line between the eyes. Precisely, the bottom of the nose and the lower side of the upper lip are detected, which correspond to the first and second significant minima along this line, respectively. For authentication, it is obvious that a reliable normalization is highly desirable. If this prior step fails, the candidate will certainly be rejected, as a badly normalized image is usually very different from its reference.
The normalization method described above was applied to the M2VTS database (Section V-A), where exactly one head is present in each image. From the 551 images that were presented to the head detection algorithm, 112 images were considered as containing no head, while in all others exactly one head was detected, i.e., there was no false detection. Therefore, a false rejection rate of 18.5% was observed. By visual inspection of the 439 normalized images, 41 of them were undoubtedly badly normalized, yielding a 9.3% bad normalization rate.
From a detailed analysis of the reports, it turns out that the method is very sensitive to the eye detection step. If the person wears glasses, or in case the eyes are not looking straight ahead or are closed, the detection usually fails. One remedy is to incorporate additional templates specifically for these situations into the model. For authentication tests according to the protocol of Section V-A, all rejected and badly normalized images were excluded, which means that 398 images were used, so that the authentication results reflect as much as possible the performance of the methods, and not that of the prior normalization. Fig. 11 shows the ROC curves for various numbers of eigenvalues retained. The performance of the system increases with the number of eigenfaces retained, until a minimum is reached at about 20 eigenfaces. Fig. 12 shows a comparison between ROC curves for the eigenface, the synergetic computer, and the proposed EGM-LD approach. Table II gives the equal error rates of the three methods. The principal component analysis provides the poorest results. This may be explained in the following way: theoretically, the PCA provides the best orthogonal description of normalized face images in the sense that the reconstruction from PCA coefficients yields on average the smallest sum of squared errors. This does not assure that PCA is the best discrimination approach. The synergetic computers provided significantly better performance in our tests. Still, the best results were obtained with the elastic graph matching with Gabor features and local discriminants.
The poor performance of the two alternative methods may also be due to the normalization step. As mentioned above, the quality of the normalization was judged by visual inspection. It is possible that small errors decrease the performance of the adjoint vectors method and of the PCA approach drastically.
VI. CONCLUSION
In this contribution, we have shown how the matching of sparse local frequency information arranged on a regular grid may be used for face authentication. A local, linear discrimination approach has been presented, that weighs the contribution of each feature according to its significance for the considered class. This discrimination can be seen as a specialization of the elastic graph matching approach to authentication. It improves the performance significantly. This We could also show that the elastic step of the graph matching leads to some performance improvements. However, the elasticity does not play a decisive role for the success of the matching, as established by authentication performance: the EER increases marginally from 11% to 14%, when going from elastic to rigid matching (EGM). On the other hand, the increase in computational complexity brought by the elastic deformation is acceptable. Therefore, for best performance, elastic matching together with local discrimination should be used.
We would also like to point out that the requirements in terms of computational complexity are different in the training and in the operational phase. As the training is usually done off-line, computationally expensive methods may be used. On the contrary, the authentication of a candidate in the operational phase should be achieved with minimum delay. The LD's add a significant increase in the computational complexity of the training. However, in the operational phase, the cost of adding local discrimination is insignificant compared to the graph matching.
The different aspect of frequency information provided by the Gabor decomposition, namely the complex response, its phase and its modulus, need to be compared. In particular, phase information shows interesting properties, like robustness with respect to illumination, and may be used for the refinement of the matching.
Finally, this verification application is embedded into a multimodal approach for person authentication, which promises significantly lower error rates than monomodal methods [33] , [34] . Here, local discriminants are simply added to provide a global response. However, it is possible to improve this strategy by training [35] .
