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1. Introduction
Let H be a Hilbert space. The set of all bounded linear operators on H is denoted by B(H). For T ∈ B(H), the sym-
bols σ(T ), accσ(T ), N (T ) and R(T ) will denote the spectrum, the set of all accumulation points of σ(T ), the null space
and the range of T , respectively. For a closed subspace K, T |K denotes the restriction of T on K and IK denotes the identity
operator on K (or simply, I if there is no confusion). P , Q ∈ B(H) are termed power commutative if
P Q = Q mP for some positive integerm 2.
P , Q are termed dual power commutative if
P Q = Q mP and Q P = PnQ for positive integersm,n 2.
In this paper, we always suppose that P and Q are non-identity elements and positive integers m,n  2. For the case
m = n = 1, please see [4,5] for the details. The power commutative relations between operators play an important role in
the investigation of Drazin inverses. Some properties of the Drazin inverse according to such relations have been extensively
studied in the mathematical literature (see, e.g., [3,5,6,8,11,14]).
Recall that asc(T ) (resp. desc(T )), the ascent (resp. descent) of T ∈ B(H), is the smallest non-negative integer n such that
N (Tn) = N (Tn+1) (resp. R(Tn) = R(Tn+1)). It is well known that desc(T ) = asc(T ) if asc(T ) and desc(T ) are ﬁnite [15]
and this common value is known as the Drazin index of T , denoted by ind(T ). For T ∈ B(H), the Drazin inverse [2,3,7,16]
of T is the unique (if exists) element T D ∈ B(H) such that
T T D = T D T , T D T T D = T D , T k+1T D = T k, (1)
where k = ind(T ). A bounded linear operator T ∈ B(H) is Drazin invertible if and only if T has ﬁnite index, which is
equivalent to the fact that 0 is a ﬁnite order pole of the resolvent operator Rλ(T ) = (λI − T )−1, say of order k. In such
case, ind(T ) = k and 0 is not the accumulation point of σ(T ) (see [1,9]). The Drazin invertibility of an operator in B(H)
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and (S−1T S)D = S−1T D S . An operator T ∈ B(H) is group invertible if and only if ind(T ) = asc(T ) = desc(T )  1. When
ind(T ) = 0, then the group inverse is reduced to the standard inverse, i.e., T # = T−1. If T is Drazin invertible, then the
spectral idempotent Tπ is given by Tπ = I − T T D . The operator matrix form of T with respect to the space decomposition
H = N (Tπ ) ⊕ R(Tπ ) is given by T = T1 ⊕ T2, where T1 is invertible and T2 is nilpotent.
It is well known that, if P Q = Q P = 0, Drazin in his celebrated paper [8] had proved that
(P − Q )D = P D − Q D .
An extension of this additive result under the one side condition P Q = 0 was given by R.E. Hartwig, G. Wang and Y. Wei
([10] for matrix case), D.S. Djordjevic´ and Y. Wei ([6] for operator case). It showed that, if P Q = 0, then
(P + Q )D = Q D
[
s−1∑
n=0
(
Q D
)n
Pn
](
I − P P D)+ (I − Q Q D)
[
t−1∑
n=0
Q n
(
P D
)n]
P D ,
where s = ind(P ) and t = ind(Q ). Moreover, this result was generalized by N. Castro-González et al. In [3], N. Castro-
González, E. Dopazo, and M.F. Martínez-Serrano presented an interesting formula for the Drazin inverse of P + Q under the
conditions:
(a) P2Q = P Q 2 = 0, (b) P Q is Drazin invertible.
In [14], P. Patrício and R.E. Hartwig investigated the existence of the Drazin inverse (P + Q )D under the conditions:
(a) P2Q + P Q 2 = 0, (b) P2 + P Q , P Q + Q 2 are Drazin invertible.
Recently, X.J. Liu, L. Xu and Y.M. Yu in [11] gave the explicit representations of (P ± Q )D when n×n matrices P , Q satisﬁed
(a) P Q = Q 3P , (b) Q P = P3Q .
In the present paper, using the technique of block operator matrix, we investigate some properties of the Drazin inverse on
a Hilbert space and ﬁnd explicit expressions for the Drazin inverse (P ± Q )D and (P Q )D under two different cases:
(a) P , Q are power commutative, (b) P , Q are dual power commutative,
which are not equivalent to the conditions from above, allowing the expression for the Drazin inverse of P ± Q and (P Q )D
in terms of P , Q , P D and Q D . Moreover, if P , Q are dual power commutative, we prove that P ± Q is always Drazin
invertible and show that the explicit representations of the Drazin inverse (P ± Q )D in this case depend on the positive
integers m,n 2.
2. Some lemmas
We ﬁrst obtain the following useful observations.
Lemma 2.1. (See [13, Remark 1.2.1].) Let P , Q ∈ B(H). Then
σ(P Q ) \ {0} = σ(Q P ) \ {0}.
As we know, if P Q is nilpotent and k = ind(P Q ), then (Q P )k+1 = Q (P Q )k P = 0. Hence Q P is nilpotent and ind(Q P )
k + 1. For the Drazin invertibility I ± (P Q )m , we have the following result.
Lemma 2.2. Let P , Q ∈ B(H) and m be a positive integer. Then
I ± (P Q )m is Drazin invertible ⇔ I ± (Q P )m is Drazin invertible. (2)
If I + (P Q )m is invertible and Φ is the inverse of I + (P Q )m, then[
I + (Q P )m]−1 = I − Q (P Q )m−1Φ P .
Moreover, if P and Q are invertible, then[
I + (Q P )m]−1 = Q (P Q )m−1Φ[Q (P Q )m−1]−1.
Proof. Since I ± (P Q )m is Drazin invertible if and only if ∓1 /∈ acc[σ((P Q )m)]. By Lemma 2.1,
σ
(
(P Q )m
) \ 0 = σ (P (Q P )m−1Q ) \ 0 = σ ((Q P )m) \ 0.
It follows that ±1 /∈ acc[σ((P Q )m)] if and only if ±1 /∈ acc[σ((Q P )m)]. Hence (2) holds. The remains can be proved by a
direct computation. 
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(i) P Q i = Q mi P .
(ii) P i Q = Q mi P i .
(iii) P i Q j = Q jmi P i .
(iv) (P Q )i = Q m+m2+···+mi P i .
(v) (Q P )i = Q 1+m+m2+···+mi−1 P i .
(vi) (P Q P )i = Q m+m3+···+m2i−1 P2i .
(vii) (Q P Q )i = Q 1+2m+2m2+···+2mi−1+mi P i .
Proof. The items (i)–(vi) are left as exercises. Since (P Q )Q = Q m(P Q ),
(Q P Q )i
(v)= Q 1+m+m2+···+mi−1(P Q )i (iv)= Q 1+2m+2m2+···+2mi−1+mi P i . 
Lemma 2.4. Let P Q = Q mP and i, j,k be arbitrary positive integers.
(i) If P or Q is nilpotent, then P i Q j , Q i P j , P i Q j Pk and Q i P j Q k are nilpotent.
(ii) If P and Q are nilpotent, then P ± Q is nilpotent and ind(Q P ) ind(P ) + ind(Q ) − 1.
Proof. (i) If both P and Q are nilpotent, by Lemma 2.3, it is trivial to get that the results hold. We assume that P is
nilpotent and ind(P ) = s. Then P s = 0. If P Q = Q mP , by Lemma 2.3, we get(
P i Q j Pk
)s = Q λ(P s)i+k = 0
and (
Q i P j Q k
)s = Q μ(P s) j = 0,
where λ s, μ s are suitable integers which can be got by applying Lemma 2.3. The remaining results can be proved in
the same way.
(ii) Observe that positive integer m 2 and
(P ± Q )2 = P2 ± P Q ± Q P + Q 2 = P2 ± Q mP ± Q P + Q 2.
Every item in (P ± Q )2 has the form Q s Pt , s + t  2. Suppose that the arbitrary element in (P ± Q )k has the form Q s Pt
such that s + t  k. By Lemma 2.3,
Q s Pt(P ± Q ) = Q s Pt+1 ± Q s Pt Q = Q s Pt+1 ± Q s+mt Pt .
We get, if every item in (P ± Q )k+1 has the form Q h P j , then h+ j  s+ t +1 k+1. So, if s+ t  k ind(P )+ ind(Q )−1,
then Q s Pt = 0. Hence, (P ± Q )k = 0. 
Let P Q = Q mP . Lemma 2.4 implies that if P or Q is nilpotent, then σ(P Q ) = σ(Q P ) = {0}. If both P and Q are
nilpotent, then σ(P ± Q ) = {0}. If one of operators P and Q is invertible and the other is nilpotent, then P ± Q is invertible.
Lemma 2.5. (See [12].) Let M = ( A 0
C B
)
, where A ∈ B(H) and B ∈ B(K) be Drazin invertible with ind(A) = s and ind(B) = t. Then
(i) max
{
ind(A), ind(B)
}
 ind(M) ind(A) + ind(B).
(ii) MD =
(
AD 0
X BD
)
,
where
X =
[
s−1∑
n=0
(
BD
)n+2
C An
]
Aπ + Bπ
[
t−1∑
n=0
BnC
(
AD
)n+2]− BDC AD .
Lemma 2.6. If H =⊕ni=1 Hi , P , Q ∈ B(H) such that P =⊕ni=1 λi IHi and Q =⊕ni=1 μi IHi , then P − Q is group invertible such
that
(P − Q )# =
n⊕
i=1
(λi − μi)# IHi , where (λi − μi)# =
{
(λi − μi)−1 if λi = μi,
0 if λi = μi .
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(P − Q )# =
[
n⊕
i=1
(λi − μi)IHi
]#
=
n⊕
i=1
(λi − μi)# IHi ,
where (λi − μi)# is deﬁned as above. 
3. The case of P Q = Q mP
In this section, we explore the Drazin inverses of bounded linear operators under the condition that P Q = Q mP . Here,
we only consider the Drazin inverse (P − Q )D . The expression of (P + Q )D can be obtained similarly. We get the following
main result.
Theorem 3.1. Let P , Q ∈ B(H) such that s = ind(P ), t = ind(Q ) and ‖(I − Pπ )Q ‖ < 1. If P Q = Q mP , then
(P − Q )D = Φ + Ψ + Ψ Q Φ + P D Q π −
s+t−1∑
i=0
(P − Q )i Q (P D)i+2Q π , (3)
where Φ =∑∞i=0(P D)i+1Q m+m2+···+mi and Ψ = −∑s−1i=0 (Q D)1+m+m2+···+mi P i Pπ .
Proof. Since Q is Drazin invertible and t = ind(Q ), it can be written as (see [1,9])
Q = Q 0 ⊕ Q 00, where Q 0 is invertible, Q t00 = 0.
We consider a partition P conforming with Q . Since P Q = Q mP , we get P Q t = Q tmP by Lemma 2.3. Note that Q t = Q t0⊕0
and Q 0 is invertible. P can be written as
P = P0 ⊕ P00, where P0, P00 are Drazin invertible, P0Q 0 = Q m0 P0, P00Q 00 = Q m00P00.
In the similar way, the Drazin invertible operators P0 and P00 can be written as
P0 = P1 ⊕ P2, P00 = P3 ⊕ P4, where P1, P3 are invertible, P s2 = 0, P s4 = 0.
Now, we consider the partitions Q 0 and Q 00 conforming with P0 and P00, respectively. Denote by
Q 0 =
(
Q 1 Q 12
Q 21 Q 2
)
, Q m
s
0 =
(
Q ′1 Q ′12
Q ′21 Q ′2
)
,
Q 00 =
(
Q 3 Q 34
Q 43 Q 4
)
, Q m
s
00 =
(
Q ′3 Q ′34
Q ′43 Q ′4
)
. (4)
Then
P s0Q 0 =
(
P s1 0
0 0
)(
Q 1 Q 12
Q 21 Q 2
)
=
(
P s1Q 1 P
s
1Q 12
0 0
)
(5)
and
Q m
s
0 P
s
0 =
(
Q ′1 Q ′12
Q ′21 Q ′2
)(
P s1 0
0 0
)
=
(
Q ′1P s1 0
Q ′21P s1 0
)
. (6)
From P0Q 0 = Q m0 P0 we get P s0Q 0 = Q m
s
0 P
s
0 by Lemma 2.3, which implies that P
s
1Q 12 = 0 and Q ′21P s1 = 0 by (5)
and (6). The invertibility of P1 implies that Q 12 = 0 and Q ′21 = 0. By (4), Q ′1 = Q m
s
1 , Q
′
2 = Q m
s
2 , Q
′
12 = 0, Q ′21 =∑ms−1
i=0 Q i2Q 21Q
ms−i−1
1 = 0 and, hence Q m
s
0 = Q m
s
1 ⊕ Q m
s
2 . Since Q 0 is invertible and P0Q 0 = Q m0 P0, we get Q 1, Q 2 are
invertible and Pi Q i = Q mi Pi , i = 1,2.
From P00Q 00 = Q m00P00 we get P s00Q 00 = Q m
s
00 P
s
00 by Lemma 2.3. Analogously, Q
′
3 = Q m
s
3 , Q
′
4 = Q m
s
4 , Q 34 = Q ′34 = 0
and Q ′43 =
∑ms−1
i=0 Q i4Q 43Q
ms−i−1
3 = 0 and, hence Q m
s
00 = Q m
s
3 ⊕ Q m
s
4 . Since Q 00 is nilpotent and P00Q 00 = Q m00P00, we get
Q 3, Q 4 are nilpotent and Pi Q i = Q mi Pi , i = 3,4.
Note that Q 3 = P−i3 P i3Q 3 = P−i3 Q m
i
3 P
i
3 = 0 for some integer i such that mi  t = ind(Q ). Hence, P and Q can be written
as
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(
P1 0
0 P2
)
⊕
(
P3 0
0 P4
)
,
Q =
(
Q 1 0
Q 21 Q 2
)
⊕
(
0 0
Q 43 Q 4
)
, (7)
where P1, P3, Q 1, Q 2 are invertible, P2, P4, Q 4 are nilpotent and Pi Q i = Q mi Pi (i = 1,2,4). Hence,
P D =
(
P−11 0
0 0
)
⊕
(
P−13 0
0 0
)
,
Q D =
(
Q −11 0
−Q −12 Q 21Q −11 Q −12
)
⊕
(
0 0
0 0
)
(8)
and
P − Q =
(
P1 − Q 1 0
−Q 21 P2 − Q 2
)
⊕
(
P3 0
−Q 43 P4 − Q 4
)
. (9)
Since P1 is invertible and P1Q 1 = Q m1 P1, we have Q 1P−11 = P−11 Q m1 and, by Lemma 2.2,
P1 − Q 1 is invertible ⇔ I − Q 1P−11 is invertible ⇔ I − P−11 Q m1 is invertible
⇔ I − Q m1 P−11 is invertible ⇔ I − P−11 Q m
2
1 is invertible
⇔ I − Q m21 P−11 is invertible ⇔ I − P−11 Q m
3
1 is invertible
⇔ ·· ·
⇔ I − P−11 Q m
k
1 is invertible, for every integer k 1.
By (7) and (8), since ‖Q 1‖ = ‖P D P Q ‖ = ‖(I − Pπ )Q ‖ < 1, we get ‖P−11 Q m
k
1 ‖ ‖P−11 ‖‖Q 1‖m
k → 0, as k → ∞. For  = 12 ,
there exists an integer N such that ‖P−11 Q m
k
1 ‖ <  = 12 for k  N. Hence, I − P−11 Q m
k
1 is invertible for k  N, which is
equivalent to P1 − Q 1 invertible,
(P1 − Q 1)−1 = P−11
(
I − Q 1P−11
)−1 = P−11
∞∑
i=0
(
Q 1P
−1
1
)i = ∞∑
i=0
P−(i+1)1 Q
m+m2+···+mi
1
and, hence
Φ =: (P1 − Q 1)−1 ⊕ 0⊕ 0⊕ 0 =
∞∑
i=0
P−(i+1)1 Q
m+m2+···+mi
1 ⊕ 0⊕ 0⊕ 0
=
∞∑
i=0
(
P D
)i+1
Q m+m2+···+mi . (10)
Since Q 2 is invertible, P s2 = 0 and P2Q 2 = Q m2 P2, we obtain that P2Q −12 = Q −m2 P2 and(
P2Q
−1
2
)s = Q −(m+m2+···+ms)2 P s2 = 0.
It implies that P2 − Q 2 is invertible,
(P2 − Q 2)−1 = −Q −12
(
I − P2Q −12
)−1 = −Q −12
s∑
i=0
(
P2Q
−1
2
)i = − s−1∑
i=0
Q −(1+m+m
2+···+mi)
2 P
i
2
and, hence
Ψ =: 0⊕ (P2 − Q 2)D ⊕ 0⊕ 0 = 0⊕ −
s−1∑
i=0
Q −(1+m+m
2+···+mi)
2 P
i
2 ⊕ 0⊕ 0
= −
s−1∑
i=0
(
Q D
)1+m+m2+···+mi
P i Pπ . (11)
By (9)–(11) and Lemma 2.5,
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(
P1 − Q 1 0
−Q 21 P2 − Q 2
)D
⊕
(
P3 0
−Q 43 P4 − Q 4
)D
=
(
(P1 − Q 1)−1 0
(P2 − Q 2)−1Q 21(P1 − Q 1)−1 (P2 − Q 2)−1
)
⊕
(
P−13 0
−∑s+t−1i=0 (P4 − Q 4)i Q 43P−(i+2)3 0
)
= Φ + Ψ + Ψ Q Φ + P D Q π −
s+t−1∑
i=0
(P − Q )i Q (P D)i+2Q π . 
Using the representations (7) and (8), we obtain the following results.
Theorem 3.2. Let P , Q ∈ B(H) such that s = ind(P ) and t = ind(Q ). If P Q = Q mP , then
(i) (P Q )D = (I − Pπ )Q D P D + s−1∑
i=0
Q m+m2+···+mi Pπ P i+1Q
(
P D
)i+2(
Q D
)m+m2+···+mi+2
.
(ii) (Q P )D = P D Q D +
s−1∑
i=0
Q 1+m+m2+···+mi−1 Pπ P i Q
(
P D
)i+1(
Q D
)1+m+m2+···+mi+1
.
(iii) (P Q P )D = P D Q D P D +
s−1∑
i=0
Q m+m3+···+m2i−1 Pπ P2i+1Q
(
P D
)2i+3(
Q D
)m+m3+···+m2i+3
.
Proof. (i) By Theorem 3.1, P , Q , P D , Q D can be written as (7), (8) and
P Q =
(
P1Q 1 0
P2Q 21 P2Q 2
)
⊕
(
0 0
P4Q 43 P4Q 4
)
,
where P1, Q 1, Q 2 are invertible, P2, P4, Q 4 are nilpotent and Pi Q i = Q mi Pi (i = 1,2,4). By Lemma 2.4, P2Q 2, P4Q 4 are
nilpotent. By Lemmas 2.3 and 2.5,
(P Q )D =
(
Q −11 P
−1
1 0∑s−1
i=0 (P2Q 2)i P2Q 21(P1Q 1)−(i+2) 0
)
⊕
(
0 0
0 0
)
=
(
Q −11 P
−1
1 0∑s−1
i=0 Q
m+m2+···+mi
2 P
i+1
2 Q 21P
−(i+2)
1 Q
−(m+m2+···+mi+2)
1 0
)
⊕
(
0 0
0 0
)
= (I − Pπ )Q D P D + s−1∑
i=0
Q m+m2+···+mi Pπ P i+1Q
(
P D
)i+2(
Q D
)m+m2+···+mi+2
.
Similarly, we can prove (ii) and (iii). 
From Theorem 3.1, we see that ‖(I − Pπ )Q ‖ < 1 plays an important role in the representation of the Drazin inverse
(P − Q )D . In fact, in some special conditions, we have the following results.
Corollary 3.3. Let P , Q ∈ B(H) such that s = ind(P ), t = ind(Q ) and P Q = Q mP .
(i) If σ(P D Q ) = {0}, then
(P − Q )D = P D −
s−1∑
i=0
(
Q D
)1+m+m2+···+mi
P i −
s+t−1∑
i=0
(P − Q )i Q (P D)i+2Q π .
(ii) If 1 /∈ σ(P D Q ), then P − Q is Drazin invertible and
(P − Q )D = Υ + Ψ + Ψ Q Υ + P D Q π −
s+t−1∑
i=0
(P − Q )i Q (P D)i+2Q π ,
where Υ = (I − Q π )(I − P D Q )−1P D and Ψ = −∑s−1i=0 (Q D)1+m+m2+···+mi P i Pπ .
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σ(P D Q ) = {0}, by (3) and (7), we deduce that the ﬁrst row and the ﬁrst column in P and Q will disappear, P D Q π = P D
and Φ = 0 in (3).
(ii) If 1 /∈ σ(P D Q ), then I − P−11 Q 1 is invertible. By (7) and (8), we deduce that P1 − Q 1 is invertible and
Υ = (I − Q π )(I − P D Q )−1P D = (P1 − Q 1)−1 ⊕ 0⊕ 0⊕ 0.
The result follows from Theorem 3.1. 
If P or Q is nilpotent in Theorem 3.1, some simple expressions for (P − Q )D can be obtained immediately.
Corollary 3.4. Let P , Q ∈ B(H) such that s = ind(P ), t = ind(Q ) and P Q = Q mP .
(i) If Q is nilpotent, then P − Q is Drazin invertible and
(P − Q )D = P D −
s+t−1∑
i=0
(P − Q )i Q (P D)i+2.
In particular (see [10, Corollary 2.1]), if m = t, then
(P − Q )D = P D − Q (P D)2 + Q 2(P D)3 + · · · + (−Q )t−1(P D)t .
(ii) If P is nilpotent, then
(P − Q )D = −
s∑
i=0
(
Q D
)1+m+m2+···+mi
P i .
Proof. (i) Because Q is nilpotent, the result is obvious by (3). In particular, if m = t , then P Q = 0 and (P − Q )i Q =
(−1)i Q i+1. So
(P − Q )D = P D −
s+t−1∑
i=0
(P − Q )i Q (P D)i+2
= P D − Q (P D)2 + Q 2(P D)3 + · · · + (−Q )t−1(P D)t .
(ii) Apply expression (3) to this case. 
4. The case of P Q = Q mP and Q P = Pn Q
In this part, we turn to the Drazin inverse (P − Q )D of a pair of operators P and Q having dual power commutativity.
We always suppose that
P Q = Q mP , Q P = PnQ for positive integersm,n 2.
The notations from the proof of Theorem 3.1 are used.
Lemma 4.1. Let P , Q ∈ B(H) be invertible such that P Q = Q mP and Q P = PnQ . Then
Pn−1 = I, Q m−1 = I and P Q = Q P .
Proof. Let P , Q be invertible. From
P Q = Q m−1Q P = Q m−1Pn−1P Q
and
Q P = Pn−1P Q = Pn−1Q m−1Q P
we get that
Pn−1Q m−1 = Q m−1Pn−1 = I.
So
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and
Q = Q (Q m−1Pn−1)= Q mP Pn−2 = P Q Pn−2 = P Pn(n−2)Q = P (n−1)2 Q .
Hence,
P (n−1)2 = I and Q (m−1)2 = I.
If λ ∈ σ(Q ), then Q (m−1)2 = I implies that λ(m−1)2 = 1 by the spectral mapping theorem and, hence σ(Q ) ⊆ {ei
2(α−1)π
(m−1)2 : 1
α  (m − 1)2}. For each λ ∈ σ(Q ), let F (λ) be the Riesz projection (see [9]) of Q associated with λ. Then
Q =
∑
λ∈σ (Q )
⊕λI F (λ)H.
Without loss of generality, if λ j /∈ σ(Q ), we prescribe I j =: I F (λ j)H = 0 and assume that
Q = λ1 I1 ⊕ λ2 I2 ⊕ · · · ⊕ λ(m−1)2 I(m−1)2 , λ j = ei
2( j−1)π
(m−1)2 , 1 j  (m − 1)2. (12)
Denote by k = (m − 1)2 and partition P = (Pij)1i, jk conforming with Q . Since P Q = Q mP ,⎛
⎝ P11 · · · P1k... . . . ...
Pk1 · · · Pkk
⎞
⎠
⎛
⎝λ1 I1 . . .
λk Ik
⎞
⎠=
⎛
⎜⎝
λm1 I1
. . .
λmk Ik
⎞
⎟⎠
⎛
⎝ P11 · · · P1k... . . . ...
Pk1 · · · Pkk
⎞
⎠ .
We get⎛
⎜⎜⎝
λ1P11 λ2P12 · · · λk P1k
λ1P21 λ2P22 · · · λk P2k
...
... · · · ...
λ1Pk1 λ2Pk2 · · · λk Pkk
⎞
⎟⎟⎠=
⎛
⎜⎜⎝
λm1 P11 λ
m
1 P12 · · · λm1 P1k
λm2 P21 λ
m
2 P22 · · · λm2 P2k
...
... · · · ...
λmk Pk1 λ
m
k Pk2 · · · λmk Pkk
⎞
⎟⎟⎠ .
It implies that P jj is invertible, Phj = 0 if h = j, and λm−1j = 1, 1 h, j  k. Hence, by (12),
Q m−1 = I and P Q = Q m−1Q P = Q P .
Since Q P = PnQ = Q Pn and P , Q are invertible, we get Pn−1 = I . 
Lemma 4.2. Let P , Q ∈ B(H) be invertible such that P Q = Q mP and Q P = PnQ . Then P ± Q is group invertible.
Proof. By the proof of Lemma 4.1, we have
P = P11 ⊕ P22 ⊕ · · · ⊕ Pkk, where Pn−1j j = I, j = 1,2, . . . ,k (13)
and
P ± Q = (P11 ± λ1 I1) ⊕ (P22 ± λ2 I2) ⊕ · · · ⊕ (Pkk ± λk Ik). (14)
Analogously, we know every P jj can be written as a diagonal operator with diagonal element λ ∈ σ(P jj) and λn−1 = 1,
j = 1,2, . . . ,k. Hence, by Lemma 2.6, the estimates given in (13)–(14) lead to the result. 
Next, we consider the Drazin invertibility of P ± Q , where P , Q are Drazin invertible. We have the following result.
Theorem 4.3. Let P , Q ∈ B(H) such that s = ind(P ), t = ind(Q ), P Q = Q mP and Q P = PnQ . Then P ± Q is always Drazin
invertible.
Proof. By the proof of Theorem 3.1, (7), P and Q can be written as
P = P0 ⊕ P00 =
(
P1 0
0 P2
)
⊕
(
P3 0
0 P4
)
,
Q = Q 0 ⊕ Q 00 =
(
Q 1 0
Q Q
)
⊕
(
0 0
Q Q
)
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Q 0P0 = Pn0Q 0, we obtain Q 0P s0 = P sn0 Q 0, where s = ind(P ). Hence(
Q 1 0
Q 21 Q 2
)(
P s1 0
0 0
)
=
(
P sn1 0
0 0
)(
Q 1 0
Q 21 Q 2
)
.
We get(
Q 1P s1 0
Q 21P s1 0
)
=
(
P sn1 Q 1 0
0 0
)
.
Comparing the two sides of the above equation, we get Q 21 = 0. Since P2 is nilpotent with P s2 = 0, by some computations
we get
Q 2P2 = Q s(m
n−1)
2 (Q 2P2)
(
P s2
)(n−1) = 0
(see also (16) for details). Since Q 2 is invertible, P2 = 0. Similarly, we have Q 43 = 0 and Q 4P4 = P4Q 4 = 0. Hence
P = P1 ⊕ 0⊕ P3 ⊕ P4, Q = Q 1 ⊕ Q 2 ⊕ 0⊕ Q 4, (15)
where Ph (h = 1,3), Q j ( j = 1,2) are invertible, P4, Q 4 are nilpotent and PhQh = Q mh Ph , Qh Ph = Pnh Qh (h = 1,4).
Lemma 4.2 implies P1 ± Q 1 is group invertible. Lemma 2.4 implies P4 ± Q 4 is nilpotent. Hence P − Q is Drazin invertible
and
(P ± Q )D = (P1 ± Q 1)# ⊕ ±Q −12 ⊕ P−13 ⊕ 0. 
If P or Q is nilpotent and P Q = Q mP , Lemma 2.4 shows that P Q and Q P are nilpotent. However, under the condition
P Q = Q mP and Q P = PnQ , if P or Q is nilpotent, we can show that P Q = Q P = 0. In fact, (15) implies that, if P is
nilpotent, then P = 0⊕ P4 and Q = Q 2 ⊕ Q 4. If Q is nilpotent, then P = P3 ⊕ P4 and Q = 0⊕ Q 4. Note that
Q 4P4 = Pn4Q 4 = Q m
n
4 P
n
4 = Q m
n−1
4 (Q 4P4)P
n−1
4
= · · · = Q k(mn−1)4 (Q 4P4)Pk(n−1)4 , ∀k 1. (16)
If k is big enough, Q 4P4 = 0. Similarly, we have P4Q 4 = 0. Hence, we achieve the following result.
Corollary 4.4. Let P , Q ∈ B(H) such that s = ind(P ), t = ind(Q ), P Q = Q mP and Q P = PnQ . If P or Q is nilpotent, then
P Q = Q P = 0.
Let P , Q satisfy the conditions in Theorem 4.3. If Q is nilpotent, then (P ± Q )D = P D . If P is nilpotent, then (P ± Q )D =
±Q D . Moreover, we have:
Corollary 4.5. Let P , Q ∈ B(H) such that s = ind(P ), t = ind(Q ), P Q = Q mP and Q P = PnQ . Then P Q is always group invertible
and (P Q )# = Q D P D .
At last, we will show that the detailed representations (P − Q )D (resp. (P + Q )D ) can be given when m and n are some
given integers. By Theorem 4.3, P , Q , P D and Q D have the forms as
P = P1 ⊕ 0⊕ P3 ⊕ P4, Q = Q 1 ⊕ Q 2 ⊕ 0⊕ Q 4,
P D = P−11 ⊕ 0⊕ P−13 ⊕ 0, Q D = Q −11 ⊕ Q −12 ⊕ 0⊕ 0
and
P − Q = (P1 − Q 1) ⊕ −Q 2 ⊕ P3 ⊕ (P4 − Q 4),
where P4, Q 4 and P4 − Q 4 are nilpotent (by Lemma 2.4), P1Q 1 = Q m1 P1 and Q 1P1 = Pn1Q 1.
Case 1. If P Q = Q 2P and Q P = P2Q , then (P + Q )D = P D − DD .
Proof. By Lemmas 4.1 and 2.4, we get P1 = Q 1 = I . Hence
(P − Q )D = 0⊕ −Q −12 ⊕ P−13 ⊕ 0 = P D − DD . 
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(P − Q )D = P D − Q D − 3
4
(
I − Pπ )(P − Q )(I − Q π ).
Proof. By Lemmas 4.1 and 2.4, we get Q 1 = I and P21 = I . It is easy to get 116 (P1 − Q 1)3 = 14 (P1 − Q 1). Hence (P1 − Q 1)# =
1
4 (P1 − Q 1) and
(P − Q )D = 1
4
(P1 − Q 1) ⊕ −Q −12 ⊕ P−13 ⊕ 0 = P D − Q D −
3
4
(
I − Pπ )(P − Q )(I − Q π ). 
Case 3. If P Q = Q 3P and Q P = P3Q , then
(P − Q )D = P D − Q D − 3
4
(
I − Pπ )(P − Q )(I − Q π ).
Proof. By Lemma 4.1, we get Q 21 = P21 = I . We have
Q 1 = I1 ⊕ −I2, P1 ∈ {I1 ⊕ I2,−I1 ⊕ I2, I1 ⊕ −I2,−I1 ⊕ −I2}.
It is clear that P−11 = P1, Q −11 = Q 1, (P1 − Q 1)D = 14 (P1 − Q 1) and
(P − Q )D = 1
4
(P1 − Q 1) ⊕ −Q −12 ⊕ P−13 ⊕ 0 = P D − Q D −
3
4
(
I − Pπ )(P − Q )(I − Q π ). 
Remarks.
(i) In Case 3, it is trivial to get that Q π P D − Q D Pπ = 0⊕ −Q −12 ⊕ P−13 ⊕ 0 and
1
8
Q Q D
(
3P3 + 3Q 3 − P + Q )P P D = 1
4
(P1 − Q 1) ⊕ 0⊕ 0⊕ 0.
So, if P Q = Q 3P and Q P = P3Q , the Drazin inverse P − Q has another representation as
(P − Q )D = 1
8
Q Q D
(
3P3 + 3Q 3 − P + Q )P P D + Q π P D − Q D Pπ .
This result had been obtained by X.J. Liu, L. Xu and Y.M. Yu (see [11, Theorem 3.3]).
(ii) From Cases 1–3, we see that (P − Q )D = P D − Q D − 34 (I − Pπ )(P − Q )(I − Q π ).
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