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Abstract
Euler-Maruyama method is studied to approximate stochastic differential equa-
tions driven by the symmetric α-stable additive noise with the β Ho¨lder con-
tinuous drift coefficient. When α ∈ (1, 2) and β ∈ (0, α/2), for p ∈ (0, 2] the
Lp strong convergence rate is proved to be β/α. The proofs in this paper are
extensively based on Ho¨lder’s and Bihari’s inequalities, which is significantly
different from those in Huang and Liao (2018).
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1. Introduction
In this paper, we consider the Euler-Maruyama (EM) method for d-dimensional
stochastic differential equations (SDEs) driven by the symmetric α-stable pro-
cess
dx(t) = f(x(t))dt+ dL(t), x(0) = x0 ∈ Rd, (1)
where the drift coefficient f : Rd → Rd is β Ho¨lder continuous and L(t) is
a scalar symmetric α-stable process. Throughout this paper, we assume that
α ∈ (1, 2). When α = 2, L(t) is the standard Brownian motion.
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In Chapter 1 of [8], the authors present four equivalent ways to describe the
α-stable process. In this paper, we adopt the following description that
• L(0) = 0 a.s.;
• L(t) has independent increments;
• L(t) − L(s) follows Sα((t − s)1/α, 0, 0) for any 0 ≤ s < t < ∞, where
Sα(σ, β, µ) is a four-parameter stable distribution.
It should be mentioned that such a description makes numerical simulations
quite straightforward (see Section 4 for more details). The symmetric α-stable
process belongs to the family of Le´vy processes. We refer the readers to [1] for
the detailed introduction to Le´vy processes driven SDEs.
Since the explicit expressions of the true solutions are hardly obtained, nu-
merical methods become extremely important. When the driven noise is the
standard Brownian motion, numerical methods for SDEs under the standard
assumptions on coefficients are well studied [4]. When the driven noise is α-
stable process, authors in [3] investigated the EM method under the standard
assumptions on coefficients. More recently, α-stable process driven SDEs with
the Ho¨lder’s continuous drift have been attracting a lot of attention. The exis-
tence and uniqueness of (1) was studied in [7]. When the driven noise L(t) is the
truncated symmetric α-stable process, the strong convergence rate of the EM
method was given in [6]. When the driven noise L(t) is the symmetric α-stable
process the strong convergence rate of the EM method was proved in [2]. The
proofs in both [6] and [2] are based on the associated Kolmogorov equation.
In this paper, we present an alternative proof of the strong convergence for
(1), which extensively uses inequalities, such as Ho¨lder’s inequality and Bihari’s
inequality.
The main differences between our paper and [2] are as follows.
• Our approach works on the difference between the true and numerical
solutions directly without the knowledge of the associated Kolmogorov
equation.
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• We do not need the drift coefficient to be bounded.
To keep the notation simple and to present our ideas clearly, we only investigate
the case of the additive scalar noise in this paper. However, the techniques used
in this paper can be extended to the case of the multiplicative multi-dimensional
noise as well as the case of asymmetric α stable processes. Due to the limit of
pages, we will report relevant results in further works.
This paper is constructed as follows. The assumptions and the main result
are presented in Section 2. The proofs are given in Section 3. A numerical
example is displayed in Section 4.
2. Assumptions and the main result
Throughout this paper, unless otherwise specified, we let (Ω,F ,P) be a com-
plete probability space with a filtration {Ft}t∈[0,T ] satisfying the usual condi-
tions (that is, it is right continuous and increasing while F0 contains all P-null
sets), and let E denote the probability expectation with respect to P. If x ∈ Rd,
then |x| is the Euclidean norm. Moreover, for two real numbers a and b, we use
a ∨ b = max(a, b).
Assumption 2.1. Assume that there exist constants K > 0 and β ∈ (0, 1) such
that
|f(x)− f(y)| ≤ K|x− y|β ,
for any x, y ∈ Rd.
From Assumption 2.1, it is easy to see that
|f(x)| ≤ K2(1 + |x|β), (2)
where K2 = K ∨ |f(0)|.
For some given time step ∆ ∈ (0, 1) and the terminal time T , define N =
T/∆. The EM method to the SDE (1) is defined by
Yi+1 = Yi + f(Yi)∆ + ∆Li, (3)
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where Y0 = x0 and ∆Li follows the stable distribution Sα(∆
1/α, 0, 0) for i =
1, 2, ..., N [3]. Here, Yi is the approximation to x(i∆), for i = 1, 2, ..., N . We
also define the continuous version of (3) by
Y (t) = Y (0) +
∫ t
0
f(Y¯ (s))ds+ L(t), Y (0) = Y0 = x0, (4)
where Y¯ (t) = Yi, when t ∈ [i∆, (i+ 1)∆).
Our main result is as follows.
Theorem 2.2. Suppose that Assuption 2.1 holds. If 2β < α, for any p ∈ (0, 2]
the strong error of the EM method (4) is
sup
0≤t≤T
E|x(t)− Y (t)|p ≤ ∆pβ/αCp/25 exp(C6Tp/2),
where C5 = 2K
2T 3/2C
2β/q
4 and C6 = 2K
2T 1/2
((
C5∆
2β/α
)1−β
+ (1− β)2K2T 3/2
)−1
.
3. Proofs
To prove Theorem 2.2, we first present three lemmas.
Lemma 3.1. Suppose that Assumption 2.1 holds. For any q ∈ [1, α), the qth
moment of the solution to (1) is bounded
sup
0≤t≤T
E|x(t)|q ≤ C3,
where
C3 =
[
C1−β2 + (1− β) (6K2)q T
]1/(1−β)
,
C2 = 3
q(E|x(0)|q + (2K2)qT (2q−1)/q + Cq1T q/α),
and C1 is a constant dependent on α and q (see Property 1.2.17 at Page 18 of
[8] for the exact expression of C1).
Proof. For any q ∈ [1, α) and any t ∈ [0, T ], by the elementary inequality we
derive from (1) that
|x(t)|q ≤ 3q
(
|x(0)|q +
∣∣∣∣∫ t
0
f(x(s))ds
∣∣∣∣q + |L(t)|q
)
.
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By Ho¨lder’s inequality (see for example page 5 in [5]), we have
|x(t)|q ≤ 3q
(
|x(0)|q + T (q−1)/q
∫ t
0
|f(x(s))|q ds+ |L(t)|q
)
.
Taking expectations both sides, by (2) and the elementary inequality we obtain
E|x(t)|q ≤ 3q
(
E|x(0)|q + (2K2)qT (q−1)/q
∫ t
0
(
1 + E|x(s)|qβ) ds+ C1T q/α) ,
where the fact E|L(t)|q ≤ C1tq/α (see Property 1.2.17 at Page 18 of [8]) is used.
Applying Ho¨lder’s inequality for E|x(s)|qβ , we can see
E|x(t)|q ≤ (6K2)q
∫ t
0
(E|x(s)|q)β ds+ C2,
where C2 = 3
q(E|x(0)|q + (2K2)qT (2q−1)/q + Cq1T q/α).
By Bihari’s inequality (see for example Page 45 in [5]), the assertion holds.
Lemma 3.2. Suppose that Assumption 2.1 holds. For any q ∈ [1, α), the qth
moment of the solution to the EM method (4) is bounded
sup
0≤t≤T
E|Y (t)|q ≤ C3,
where C3 is the same as that in Lemma 3.1.
Proof. For any q ∈ [1, α) and any t ∈ [0, T ], following the similar steps as those
in the proof of Lemma 3.1, we can get
E|Y (t)|q ≤ (6K2)q
∫ t
0
(
E|Y¯ (s)|q)β ds+ C2.
Then taking the supremum inside the integral on the right hand side, we can
see
E|Y (t)|q ≤ (6K2)q
∫ t
0
(
sup
0≤u≤s
E|Y (u)|q
)β
ds+ C2.
Since the inequality above holds for any t ∈ [0, T ], we have
sup
0≤v≤t
E|Y (v)|q ≤ (6K2)q
∫ t
0
(
sup
0≤u≤s
E|Y (u)|q
)β
ds+ C2.
Applying Bihari’s inequality, the proof is completed.
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Lemma 3.3. Suppose that Assumption 2.1 holds. For any q ∈ [1, α) and any
t ∈ [0, T ], the difference between the continuous and discrete versions of the EM
method is
E|Y (t)− Y¯ (t)|q ≤ C4∆q/α,
where C4 = 2
2qKq2(1 + C
β
3 ) + 2
qCq1 .
Proof. From (4), for any t ∈ [i∆, (i+ 1)∆) we have
Y (t)− Y¯ (t) =
∫ t
i∆
f(Y¯ (s))ds+ (L(t)− L(i∆)).
For any q ∈ [1, α), taking the power of q on both sides we can get, in the similar
manner as Lemma 3.1, that
|Y (t)− Y¯ (t)|q ≤ 22q∆(2q−1)/qKq2(1 + |Y¯ (t)|qβ) + 2q|L(t)− L(i∆)|q. (5)
Due to the selfsimilarity of the symmetric α-stable process, we have
E|L(t)− L(i∆)|q = E|L(t− i∆)|q ≤ Cq1∆q/α.
Taking expectations on both sides of (5) yields
E|Y (t)− Y¯ (t)|q ≤ ∆q/α (22qKq2(1 + E|Y¯ (t)|qβ) + 2qCq1) ,
where (2q − 1)/q > q/α is used. Since qβ ∈ (0, q), by Ho¨lder’s inequality and
Lemma 3.2 we have
sup
0≤t≤T
E|Y¯ (t)|qβ ≤ sup
0≤t≤T
(
E|Y¯ (t)|q)β ≤ sup
0≤t≤T
(E|Y (t)|q)β ≤ Cβ3 .
Therefore, the assertion holds.
Now we are ready to prove the main result.
Proof of Theorem 2.2
From (1) and (4), we have
x(t)− Y (t) =
∫ t
0
(f(x(s))− f(Y (s))) ds+
∫ t
0
(
f(Y (s))− f(Y¯ (s))) ds.
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Taking squares on both sides, by Assumption 2.1 and Ho¨lder’s inequality we
have
|x(t)− Y (t)|2 ≤ 2K2T 1/2
(∫ t
0
|x(s)− Y (s)|2βds+
∫ t
0
|Y (s)− Y¯ (s)|2βds
)
,
(6)
for any t ∈ [0, T ]. Since 2β < α, we can choose a q such that q ∈ (2β, α). Then
by Ho¨lder’s inequality and Lemma 3.3, we can see
E|Y (t)− Y¯ (t)|2β ≤ (E|Y (t)− Y¯ (t)|q)2β/q ≤ C2β/q4 ∆2β/α,
and
E|x(t)− Y (t)|2β ≤ (E|x(t)− Y (t)|2)β .
Thus, taking expectations on both sides of (6) we have
E|x(t)− Y (t)|2 ≤ 2K2T 1/2
∫ t
0
(
E|x(s)− Y (s)|2)β ds+ C5∆2β/α, (7)
where C5 = 2K
2T 3/2C
2β/q
4 . Using Bihari’s inequality, we obtain
E|x(t)− Y (t)|2 ≤
((
C5∆
2β/α
)1−β
+ (1− β)2K2T 3/2
)1/(1−β)
. (8)
Now we rewrite the right hand side of (7) into
E|x(t)− Y (t)|2
≤ 2K2T 1/2
∫ t
0
E|x(s)− Y (s)|2 × (E|x(s)− Y (s)|2)β−1 ds+ C5∆2β/α.
By (8), we can see
E|x(t)− Y (t)|2 ≤ C6
∫ t
0
E|x(s)− Y (s)|2ds+ C5∆2β/α,
where C6 = 2K
2T 1/2
((
C5∆
2β/α
)1−β
+ (1− β)2K2T 3/2
)−1
. By Gronwall’s
inequality (see for example Page 45 in [5]), we have
E|x(t)− Y (t)|2 ≤ ∆2β/αC5 exp(C6T ).
For any p ∈ (0, 2], applying Ho¨lder’s inequality results in the assertion. 
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4. Numerical example
To make the EM method for (1) implementable to those readers who are
interested in computer simulations, we use the scalar SDE
dx(t) = x4/9(t)dt+ L(t), x(0) = 1, (9)
as an example.
The matlab codes to generate one path of the EM solution to (9) with the
time step ∆ = 0.001, α = 1.8 and T = 2 are as follows.
T=2; h=0.001; % termina l time T and step s i z e h
N=T/h ; % number o f i t e r a t i o n s
a =1.8 ; % value o f alpha
sp=hˆ(1/ a ) ; % value o f the s c a l e parameter
dL=random ( ’ s tab l e ’ , a , 0 , sp , 0 , 1 ,N) ; % generate no i s e
X=ze ro s (1 ,N+1); % vecto r to conta in the s o l u t i o n
X(1)=1; % i n i t i a l va lue
f o r i = 1 :N
X( i +1) = X( i ) + h∗X( i )ˆ (4/9) + dL( i ) ; % EM method
end
Figure 1(a) shows the probability density functions of the symmetric stable
distribution Sα(1, 0, 0) with α = 1.8 and α = 1.4, respectively. It can be
seen that when α gets smaller the tails become heavier, which means higher
probability is allocated to values far away from the centre. Two sample paths
of (9) with α = 1.8 and α = 1.4 are plotted in Figure 1(b). It can be observed
that the path with α = 1.4 has larger jumps than the path with α = 1.8, which
is due to the heavier tails of the distribution.
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