Two-stage fourth-order accurate time discretizations for 1D and 2D
  special relativistic hydrodynamics by Yuan, Yuhuan & Tang, Huazhong
Two-stage fourth-order accurate time discretizations for 1D and 2D
special relativistic hydrodynamics
Yuhuan Yuan and Huazhong Tang
HEDPS, CAPT & LMAM, School of Mathematical Sciences,
Peking University, Beijing 100871, P.R. China
March 29, 2019
Abstract
This paper studies the two-stage fourth-order accurate time discretization [J.Q. Li and Z.F.
Du, SIAM J. Sci. Comput., 38(2016)] and its application to the special relativistic hydrodynamical
equations. Our analysis reveals that the new two-stage fourth-order accurate time discretizations
can be proposed. With the aid of the direct Eulerian GRP (generalized Riemann problem) methods
and the analytical resolution of the local “quasi 1D” GRP, the two-stage fourth-order accurate time
discretizations are successfully implemented for the 1D and 2D special relativistic hydrodynamical
equations. Several numerical experiments demonstrate the performance and accuracy as well as
robustness of our schemes.
Keywords: Time discretization, shock-capturing scheme, GRP method, relativistic hydro-dynamics,
hyperbolic conservation laws.
1 Introduction
The relativistic hydrodynamics (RHD) plays the leading role in astrophysics and nuclear physics etc.
The RHDs is necessary in situations where the local velocity of the flow is close to the light speed in
vacuum, or where the local internal energy density is comparable (or larger) than the local rest mass
density of fluid. The paper is concerned with developing higher-order accurate numerical schemes for
the 1D and 2D special RHDs. The d-dimensional governing equations of the special RHDs is a first-
order quasilinear hyperbolic system. In the laboratory frame, it can be written into the divergence
form
∂U
∂t
+
d∑
i=1
∂F i(U)
∂xi
= 0, (1)
where d = 1 or 2, and U and F i(U) denote the conservative vector and the flux in the xi-direction,
respectively, defined by
U = (D,m, E)T , F i(U) = (Dvi, vim+ pei,mi)
T , i = 1, · · · , d, (2)
with the mass density D = ρW , the momentum density (row) vector m = DhWv, the energy density
E = DhW − p, and the row vector ei denoting the i-th row of the unit matrix of size 2. Here
ρ is the rest-mass density, vi denotes the fluid velocity in the xi-direction, p is the gas pressure,
W = 1/
√
1− v2 is the Lorentz factor with v := (v21 + · · ·+ v2d)1/2, h is the specific enthalpy defined
by
h = 1 + e+
p
ρ
,
with units in which the speed of light c is equal to one, and e is the specific internal energy. Throughout
the paper, the equation of state (EOS) will be restricted to the Γ-law
p = (Γ− 1)ρe, (3)
1
ar
X
iv
:1
71
2.
05
54
6v
2 
 [m
ath
.N
A]
  2
8 M
ar 
20
19
where the adiabatic index Γ ∈ (1, 2]. The restriction of Γ ≤ 2 is required for the compressibility
assumptions and the causality in the theory of relativity (the sound speed does not exceed the speed
of light c = 1).
The RHD equations (1) are highly nonlinear so that their analytical treatment is extremely diffi-
cult. Numerical computation has become a major way in studying RHDs. The pioneering numerical
work can date back to the Lagrangian finite difference code via artificial viscosity for the spherically
symmetric general RHD equations [19, 20]. Multi-dimensional RHD equations were first solved in [26]
by using the Eulerian finite difference method with the artificial viscosity technique. Later, modern
shock-capturing methods were extended to the RHD (including RMHD) equations. Some representa-
tive methods are the HLL (Harten-Lax-van Leer) scheme [6], HLLC (HLLC contact) schemes [21, 12],
Riemann solver [2], approximate Riemann solvers based on the local linearization [16, 15], second-
order GRP (generalized Riemann problem) schemes [37, 38, 30], third-order GRP scheme [36], locally
evolution Galerkin method [29], discontinuous Galerkin (DG) methods [39, 40], gas-kinetic schemes
(GKS) [23, 4], adaptive mesh refinement methods [1, 13], and moving mesh methods [10, 11] etc. Re-
cently, the higher-order accurate physical-constraints-preserving (PCP) WENO (weighted essentially
non-oscillatory) and DG schemes were developed for the special RHD equations [31, 33, 24]. They
were built on studying the admissible state set of the special RHDs. The admissible state set and
PCP schemes of the special ideal RMHDs were also studied for the first time in [32], where the impor-
tance of divergence-free fields was revealed in achieving PCP methods. Those works were successfully
extended to the special RHDs with a general equation of state [34, 33] and the general RHDs [28].
In comparison with second-order shock-capturing schemes, the higher-order methods can provide
more accurate solutions, but they are less robust and more complicated. For most of the existing
higher-order methods, the Runge-Kutta time discretization is usually used to achieve higher order
temporal accuracy. For example, a four-stage fourth-order Runge-Kutta method (see e.g. [40]) is
used to achieve a fourth-order time accuracy. If each stage of the time discretization needs to call
the Riemann solver or the resolution of the local GRP, then the shock-capturing scheme with multi-
stage time discretization for (1) is very time-consuming. Recently, based on the time-dependent flux
function of the GRP, a two-stage fourth-order accurate time discretization was developed for Lax-
Wendroff (LW) type flow solvers, particularly applied for the hyperbolic conservation laws [18]. Such
two-stage LW time stepping method does also provide an alternative framework for the development
of a fourth-order GKS with a second-order flux function [22].
The aim of this paper is to study the two-stage fourth-order accurate time discretization [18] and
its application to the special RHD equations (1). Based our analysis, the new two-stage fourth-order
accurate time discretizations can be proposed. With the aid of the direct Eulerian GRP methods
and the analytical resolution of the local “quasi 1D” GRP, those two-stage fourth-order accurate time
discretizations can be conveniently implemented for the special RHD equations. Their performance
and accuracy as well as robustness can be demonstrated by numerical experiments. The paper is
organized as follows. Section 2 studies the two-stage fourth-order accurate time discretizations and
applies them to the special RHD equations. Section 3 conducts several numerical experiments to
demonstrate the accuracy and efficiency of the proposed methods. Conclusions are given in Section 4.
2 Numerical methods
In this section, we study the two-stage fourth-order accurate time discretization [18] and then propose
the new two-stage fourth-order accurate time discretizations. With the aid of the direct Eulerian GRP
methods, those two-stage time discretizations can be implemented for the special RHD equations (1).
2.1 Two-stage fourth-order time discretizations
Consider the time-dependent differential equation
ut = L(u), t > 0, (4)
which can be a semi-discrete scheme for the conservation laws (1).
Assume that the solution u of (4) is a fully smooth function of t and L(u) is also fully smooth,
and give a partition of the time interval by tn = nτ , where τ denotes the time stepsize and n ∈ Z.
2
The Taylor series expansion of u in t reads
un+1 =
(
u+ τut +
τ2
2!
utt +
τ3
3!
uttt +
τ4
4!
utttt
)n
+O(τ5)
=
(
u+ τut +
τ2
6
utt
)n
+ 2
τ2
6
((
u+
τ
2
ut +
τ2
8
utt
)
tt
)n
+O(τ5). (5)
Substituting (4) into (5) gives
un+1 =
(
u+ τL(u) +
τ2
6
∂tL(u)
)n
+ 2
τ2
6
((
u+
τ
2
L(u) +
τ2
8
∂tL(u)
)
tt
)n
+O(τ5)
=
(
u+ τL(u) +
τ2
6
∂tL(u)
)n
+ 2
τ2
6
((u∗)tt)n +O(τ5), (6)
where
u∗ := u+
1
2
τL(u) +
1
8
τ2Lt(u) = u
(
tn +
τ
2
)
+O(τ3).
Because
u∗t =ut +
1
2
τLt(u) +
1
8
τ2Ltt(u) = L(u) +
1
2
τLuL(u) +
1
8
τ2
(
(Lu)
2L+ LuuL
2
)
,
L(u∗) =L(u) + Lu
(
1
2
τL(u) +
1
8
τ2Lt(u)
)
+
1
2
Luu
(
1
2
τL(u) +
1
8
τ2Lt(u)
)2
+ · · ·,
one has
u∗t = L(u
∗) +O(τ3), u∗tt = Lt(u∗) +O(τ3).
Combining the second equation with (6) gives
un+1 =
(
u+ τL(u) +
τ2
6
∂tL(u)
)n
+ 2
τ2
6
(Lt(u
∗))n +O(τ5).
The above discussion gives the two-stage fourth-order accurate time discretization of (4) [18]:
Step 1. Compute the intermediate value
u∗ = un +
1
2
τL(un) +
1
8
τ2
∂
∂t
L(un), (7)
Step 2. Evolve the solution at tn+1 via
un+1 = un + τL(un) +
1
6
τ2
(
∂
∂t
L(un) + 2
∂
∂t
L(u∗)
)
. (8)
Obviously, the additive decomposition in (5) is not unique. For example, it can be replaced with
a more general decomposition
un+1 =
(
u+ τL(u) +
ατ2
2
∂tL(u)
)n
+
(1− α)τ2
2
((
u˜∗
)
tt
)n
+O(τ5), (9)
with α 6= 1 and
u˜∗ := u+
τ
3(1− α)L(u) +
τ2
12(1− α)∂tL(u). (10)
If α = 13 , then (9) becomes the additive decomposition in (5) for the two-stage fourth-order time
discretization [18].
The identity (10) implies
u˜∗t =L(u) +
τ
3(1− α)Lt(u) +
τ2
12(1− α)∂ttL(u). (11)
3
Comparing (11) to the following Taylor series expansion
L(u˜∗) =L(u) + Lu
(
τ
3(1− α)L+
τ2
12(1− α)Lt(u)
)
+
1
2
Luu
(
τ
3(1− α)L+
τ2
12(1− α)Lt(u)
)2
+ · · ·,
gives
u˜∗t = L(u˜
∗) +
τ2
12(1− α)
(
1− 2
3(1− α)
)
Luu(ut)
2 +O(τ3).
If
1− 2
3(1− α) = Cτ
p, p ≥ 1, (12)
where C is independent on τ , then
u˜∗t = L(u˜
∗) +O(τ3).
Therefore, if α = α(τˆ) is a differentiable function of τˆ and satisfies α(0) = 1/3, α 6= 1, and τˆ = Cτp,
then (12) does hold. For example, we may choose α = (1− 6τˆ)/(3− 6τˆ) with τˆ 6= 1/2. At this time,
one has
u˜∗ = u
(
t+
τ
3(1− α)
)
+O(τ3),
and similarly, from (10) and the Taylor series expansion of Lt (u˜
∗) at u, one can get
u˜∗tt = Lt (u˜
∗) +O(τ3). (13)
Substituting (13) into (9) gives
un+1 =
(
u+ τL(u) +
ατ2
2
∂tL(u)
)n
+
(1− α)τ2
2
(
∂tL(u˜
∗)
)n
+O(τ5).
In conclusion, when α = α(τˆ) is a differentiable function of τˆ = Cτp and satisfies α(0) = 1/3 and
α 6= 1, where p ≥ 1 and C is independent on τ , the additive decomposition (9) can give new two-stage
fourth-order accurate time discretizations as follows:
Step 1. Compute the intermediate value
u∗ = un +
1
3(1− α)τL(u
n) +
τ2
12(1− α)
∂
∂t
L(un), (14)
Step 2. Evolve the solution at tn+1 via
un+1 = un + τL(un) +
ατ2
2
∂
∂t
L(un) +
(1− α)τ2
2
∂
∂t
L(u∗). (15)
2.2 Application of two-stage time discretizations to 1D RHD equations
In this section, we apply the above two-stage fourth-order time discretizations to the 1D RHD equa-
tions, i.e. (1) with d = 1. For the sake of convenience, the symbols x1 and v1 are replaced with x
and u, respectively, and a uniform partition of the spatial domain is given by Ij = (xj− 1
2
, xj+ 1
2
) with
∆x = xj+ 1
2
− xj− 1
2
.
For the given “initial” approximate cell averages {Unj } at tn, we want to reconstruct the WENO
values of U and ∂xU at the cell boundaries, denoted by U
±,n
j+ 1
2
and (∂xU)
±,n
j+ 1
2
. Our initial reconstruction
procedure is given as follows:
(1) Use the standard 5th-order WENO reconstruction [14] to get U±,n
j+ 1
2
with the aid of the character-
istic decomposition. If U±,n
j+ 1
2
does not belong to the admissible state set of 1D RHD equations
[31], then we set U±,n
j+ 1
2
= U
n
j directly in order to avoid the nonphysical solution as soon as
possible.
4
(2) Calculate (∂xU)
n
j =
1
∆x(U
−,n
j+ 1
2
− U+,n
j− 1
2
), which is the approximate cell average value of ∂xU over
the cell Ij , and then use the above WENO again to get (∂xU)
±,n
j+ 1
2
.
Such initial reconstruction is also used at t∗ = tn + τ/(3− 3α), where α = α(τˆ) is a differentiable
function of τˆ and satisfies α(0) = 1/3, α 6= 1, and τˆ = Cτp with p ≥ 1 and C independent on τ .
The two-stage fourth-order time discretizations in Section 2.1 can be applied to the 1D RHD
equations by the following steps.
Step 1. For the reconstructed data U±,n
j+ 1
2
and (∂xU)
±,n
j+ 1
2
, following the GRP method [37], solve the
Riemann problem of
U t + F 1(U)x = 0, t > tn, (16)
to get URP,n
j+ 1
2
and then resolve analytically the GRP of (16) to obtain the value of (∂U/∂t)n
j+ 1
2
.
Step 2. Compute the intermediate values {U∗j} by
U
∗
j = U
n
j +
τ
3(1− α)Lj(U
n
) +
τ2
12(1− α)∂tLj(U
n
), (17)
where the terms Lj(U
n
) and ∂tLj(U
n
) are given by
Lj(U
n
) = − 1
∆x
(
F 1(U
RP,n
j+ 1
2
)− F 1(URP,nj− 1
2
)
)
, (18)
and
∂tLj(U
n
) = − 1
∆x
(
(∂tF 1)
n
j+ 1
2
− (∂tF 1)nj− 1
2
)
, (19)
with
(∂tF 1)
n
j± 1
2
=
∂F 1
∂U
(
U
RP,n
j± 1
2
)
·
(
∂U
∂t
)n
j± 1
2
.
Step 3. Reconstruct the values U±,∗
j+ 1
2
and (∂xU)
±,∗
j+ 1
2
with {U∗j} by the above initial reconstruction pro-
cedure, and then resolve analytically the local GRP of (16) to get URP,∗
j+ 1
2
and (∂U/∂t)∗
j+ 1
2
.
Step 4. Evolve the solution at tn+1 = tn + τ by
U
n+1
j = U
n
j + τLj(U
n
) +
ατ2
2
∂tLj(U
n
) +
(1− α)τ2
2
∂tLj(U
∗
), (20)
where
∂tLj(U
∗
) = − 1
∆x
(
(∂tF 1)
∗
j+ 1
2
− (∂tF 1)∗j− 1
2
)
, (21)
with
(∂tF 1)
∗
j± 1
2
=
∂F 1
∂U
(
U
RP,∗
j± 1
2
)
·
(
∂U
∂t
)∗
j± 1
2
.
2.3 Application of two-stage time discretizations to 2D RHD equations
In this section, we apply the two-stage fourth-order time discretizations to the 2D RHD equations,
i.e. (1) with d = 2 with the aid of the analytical resolution of the local “quasi 1D” GRP and an
adaptive primitive-conservative scheme. The latter given in [17] is used to reduce the spurious solution
generated by the conservative scheme across the contact discontinuity, see Example 2.1. Similarly, the
symbols (x1, x2) and (v1, v2) are replaced with (x, y) and (u, v), respectively, and a uniform partition
of the spatial domain is given by Ijk=(xj− 1
2
, xj+ 1
2
) × (yk− 1
2
, yk+ 1
2
) with ∆x = xj+ 1
2
− xj− 1
2
and
∆y = yk+ 1
2
− yk− 1
2
.
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Example 2.1 Because of the nonlinearity of (1), when a conservative scheme is used, a spurious
solution across the contact discontinuity, a well-known phenomenon in multi-fluid systems, can arise
even for a single material. It is similar to the phenomenon mentioned in [17]. To clarify that, let us
solve the Riemann problem of (1) with the initial data
(ρ, u, v, p)(x, y, 0) =
{
(0.5,−0.5, 0.5, 5), x > 0.5,
(0.5,−0.5,−0.5, 5), x < 0.5. (22)
The computational domain is taken as [0, 1]×[0, 1]. Fig. 1 gives the solutions obtained by using the 2D
(first-order, conservative) Godunov method. Fig. 2 gives the solutions obtained by using the 2D two-
stage fourth-order conservative method. The obvious oscillations near the contact discontinuity are
observed, in other words, the spurious solutions have been generated near the contact discontinuity. It
is easy to verify it theoretically. To overcome such difficulty, the generalized Osher-type scheme in an
adaptive primitive-conservative framework [17] can be employed to avoid or reduce the above spurious
solutions at the expense of the conservation. Figs. 3 and 4 do respectively display more better solutions
obtained by the adaptive primitive-conservative scheme with the reconstructions of the characteristic
and primitive variables than those in Figs. 1 and 2, in which the generalized Osher-type scheme is
adaptively used to solve the RHD equations (1) in the equivalently primitive form
∂tV + A˜(V )∂xV + B˜(V )∂yV = 0, (23)
where V = (ρ, u, v, p)T and
A˜(V ) = u · I4 +

0
ρ
1− (u2 + v2)c2s
0
−u
W 2h[1− (u2 + v2)c2s]
0
−uc2s
W 2[1− (u2 + v2)c2s]
0
H
ρhW 2[1− (u2 + v2)c2s]
0
−vc2s
W 2[1− (u2 + v2)c2s]
0
−uv(1− c2s)
ρhW 2[1− (u2 + v2)c2s]
0
ρhc2s
1− (u2 + v2)c2s
0
−uc2s
W 2[1− (u2 + v2)c2s]

, (24)
with H = 1 − u2 − v2c2s and c2s = Γpρh . The matrix B˜(V ) can be gotten by exchanging u and v, and
then the second and third row, and the second and third column of the matrix A˜.
(a) ρ (b) u
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-0.5
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0.4
0.5
(c) v (d) p
Figure 1: Example 2.1: The solutions at t = 0.4 obtained by the first-order Godunov method along the line
y = 0.5 with 400× 40 uniform cells.
(a) ρ (b) u
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-0.5
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0.4
0.5
(c) v (d) p
Figure 2: Same as Fig. 1 except for two-stage fourth-order conservative scheme with the reconstructed char-
acteristic variables.
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(a) ρ (b) u
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-0.5
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0.4
0.5
(c) v (d) p
Figure 3: Same as Fig. 1 except for two-stage fourth-order adaptive primitive-conservative scheme with the
reconstructed characteristic variables.
(a) ρ (b) u
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-0.5
-0.4
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0.4
0.5
(c) v (d) p
Figure 4: Same as Fig. 3 except for the reconstructed primitive variables.
With the given “initial” cell-average data {Unjk}, in the x−direction, we want to reconstruct
U
±,n
j+ 1
2
,kl
, (∂xU)
±,n
j+ 1
2
,kl
and (∂xF 2)
±,n
j+ 1
2
,kl
, where U±,n
j+ 1
2
,kl
≈ U(xj+ 1
2
±0, yGkl , tn), (∂xU)
±,n
j+ 1
2
,kl
≈ (∂xU)(xj+ 1
2
±
0, yGkl , tn), (∂yF 2)
±,n
j+ 1
2
,kl
≈ (∂yF 2)(xj+ 1
2
± 0, yGkl , tn), here yGkl ∈ (yk− 12 , yk+ 12 ) denotes the associated
Gauss-Legendre point, l = 1, 2, · · · ,K. The procedure is given as follows:
(1) Calculate U±,n
j+ 1
2
,kl
and (∂xU)
±,n
j+ 1
2
,kl
by the following two steps:
− For each j, use the standard 5th-order WENO technique [14] to reconstruct the approximate
value of U at the point yGkl , denoted by U
n
j,kl
, which is an approximation of 1∆x
∫ xj+12
x
j− 12
U(x, yGkl , tn) dx,
l = 1, 2, · · · ,K.
− Reconstruct U±,n
j+ 1
2
,kl
and (∂xU)
±,n
j+ 1
2
,kl
by the initial reconstruction procedure in Section 2.2
and the data {Unj,kl}.
(2) Calculate (∂yF 2)
±,n
j+ 1
2
,kl
as follows:
− Calculate {F 2(Unjk)} and then for each j, use those data and the 5th-order WENO technique
to reconstruct (F 2)
±,n
j,k+ 1
2
, approximating 1∆x
∫ xj+12
x
j− 12
F 2(x, yk+ 1
2
± 0, tn) dx.
− Calculate (∂yF 2)nj,k = 1∆y
(
(F 2)
−,n
j,k+ 1
2
− (F 2)+,nj,k− 1
2
)
, and then use those data and the 5th-
order WENO technique to reconstruct (∂yF 2)
n
j,kl
at the point yGkl . Here (∂yF 2)
n
j,kl
≈
1
∆x
∫ xj+12
x
j− 12
∂yF 2(x, y
G
kl
, tn) dx and l = 1, 2, · · · ,K.
− Use the data {(∂yF 2)nj,kl} and the 5th-order WENO technique to get (∂yF 2)
±,n
j+ 1
2
,kl
.
Such reconstruction is also used at t∗ = tn+τ/(3−3α), where α = α(τˆ) is a differentiable function
of τˆ and satisfies α(0) = 1/3, α 6= 1, and τˆ = Cτp with p ≥ 1 and C independent on τ .
The two-stage fourth-order time discretizations in Section 2.1 can be applied to the 2D RHD
equations by the following steps.
Step 1. In the x-direction, solve the local Riemann problem
U t + F 1(U)x = 0,
U(x, yGkl , tn) =
U
−,n
j+ 1
2
,kl
, x < xj+ 1
2
,
U
+,n
j+ 1
2
,kl
, x > xj+ 1
2
,
(25)
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to get URP,n
j+ 1
2
,kl
and V RP,n
j+ 1
2
,kl
, and resolve the local “quasi 1D” GRP of
U t + F 1(U)x = −(̂∂yF 2)
n
j+ 1
2
,kl
, t > tn, (26)
to obtain
(
∂
∂tU
)n
j+ 1
2
,kl
and
(
∂
∂tV
)n
j+ 1
2
,kl
, where
(̂∂yF 2)
n
j+ 1
2
,kl
= RI+R−(∂yF 2)
−,n
j+ 1
2
,kl
+RI−R−(∂yF 2)
+,n
j+ 1
2
,kl
,
and
A =
∂F 1
∂U
(URP,n
j+ 1
2
,kl
) = RΛR−,Λ = diag{λi}, I± = 1
2
diag{1± sign(λi)}.
The analytical resolution of the “quasi-1D” GRP is give in Appendix A. Similarly, solve the
Riemann problem and resolve the “quasi 1D” GRP in the y-direction to get URP,n
jl,k+
1
2
,
(
∂
∂tU
)n
jl,k+
1
2
,
V
RP,n
jl,k+
1
2
and
(
∂
∂tV
)n
jl,k+
1
2
.
Step 2. Compute the intermediate solutions U
∗
jk or V
∗
jk at t
∗ with the adaptive procedure [17, Section
3.3], whereby the conservative scheme is only applied to the cells in which the shock waves are
involved and the primitive scheme is used elsewhere to address the issue mentioned in Example
2.1. With the help of URP,n
j± 1
2
,kl
and URP,n
jl,k± 12
, the pressures pn
j± 1
2
,kl
and pn
jl,k± 12
, the fastest shock
speeds sn,L
j+ 1
2
,kl
, sn,R
j− 1
2
,kl
, sn,L
jl,k+
1
2
, sn,R
j− 1
2
,kl
are first obtained and then we do the followings.
– If
pn
j+12 ,kl
pnjk
> Psw,
sn,L
j+ 1
2
,kl
< 0,
or

pn
j− 12 ,kl
pnjk
> Psw,
sn,R
j− 1
2
,kl
> 0,
or

pn
jl,k+
1
2
pnjk
> Psw,
sn,L
jl,k+
1
2
< 0,
or

pn
jl,k− 12
pnjk
> Psw,
sn,R
jl,k− 12
> 0,
the cell Ijk is marked and the solution in Ijk is evolved by the conservative scheme
U
∗
jk = U
n
jk +
τ
3(1− α)Ljk(U
n
) +
τ2
12(1− α)∂tLjk(U
n
),
where
Lnjk(U) =−
1
∆x
(
K∑
l=1
ωlF 1(U
RP,n
j+ 1
2
,kl
)−
K∑
l=1
ωlF 1(U
RP,n
j− 1
2
,kl
)
)
− 1
∆y
(
K∑
l=1
ωlF 2(U
RP,n
jl,k+
1
2
)−
K∑
l=1
ωlF 2(U
RP,n
jl,k− 12
)
)
,
the term ∂tLjk(U
n
) can be similarly given to (19), and Psw = 1 +  denotes the shock
sensing parameter.
– Otherwise, the cell Ijk is marked to be updated by the non-conservative scheme
V
∗
jk = V
n
jk +
τ
3(1− α) L˜jk(V
n
) +
τ2
12(1− α)∂tL˜jk(V
n
),
with
−L˜jk(V n) = 1
∆x
K∑
l=1
ωl
∫ V RP,nj− 12 ,kl
V −,n
j− 12 ,kl
A˜
+
dV +
∫ V +,n
j+12 ,kl
V RP,n
j+12 ,kl
A˜
−
dV +
∫ V RP,n
j+12 ,kl
V RP,n
j− 12 ,kl
A˜ dV

+
1
∆y
K∑
l=1
ωl
∫ V RP,njl,k− 12
V −,n
jl,k− 12
B˜
+
dV +
∫ V +,n
jl,k+
1
2
V RP,n
jl,k+
1
2
B˜
−
dV +
∫ V RP,n
jl,k+
1
2
V RP,n
jl,k− 12
B˜ dV
 ,
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and
−∂tL˜jk(V n) = 1
∆x
K∑
l=1
ωl
(
A˜(V RP,n
j+ 1
2
,kl
) · ∂tV nj+ 1
2
,kl
− A˜(V RP,n
j− 1
2
,kl
) · ∂tV nj− 1
2
,kl
)
+
1
∆y
K∑
l=1
ωl
(
B˜(V RP,n
jl,k+
1
2
) · ∂tV njl,k+ 12 − B˜(V
RP,n
jl,k− 12
) · ∂tV njl,k− 12
)
,
where V ±,n
j+ 1
2
,kl
,V ±,n
jl,k+
1
2
are obtained from U±,n
j+ 1
2
,kl
,U±,n
jl,k+
1
2
. The above integrals are
evaluated by using a numerical integration such as the Gauss-Legendre quadrature along a
simple canonical path defined by
Ψ(s;V L,V R) = V L + s(V R − V L), s ∈ [0, 1]. (27)
Step 3. With the “initial” data {U∗jk}, reconstruct values U±,∗j+ 1
2
,kl
, (∂xU)
±,∗
j+ 1
2
,kl
, (∂yF 2)
±,∗
j+ 1
2
,kl
and U±,∗
jl,k+
1
2
, (∂xU)
±,∗
jl,k+
1
2
, (∂xF 1)
±,∗
jl,k+
1
2
.
Then, similar to Step 1, compute URP,∗
j+ 1
2
,kl
,
(
∂
∂tU
)∗
j+ 1
2
,kl
, URP,∗
jl,k+
1
2
and
(
∂
∂tU
)∗
jl,k+
1
2
.
Step 4. Evolve the solution U
n+1
jk or V
n+1
jk at tn+1 = tn + ∆t by the adaptive primitive-conservative
scheme in Step 2 with
U
n+1
jk = U
n
jk + τLjk(U
n
) +
ατ2
2
∂tLjk(U
n
) +
(1− α)τ2
2
∂tLjk(U
∗
), (28)
and
V
n+1
jk = V
n
jk + τL˜jk(V
n
) +
ατ2
2
∂tL˜jk(V
n
) +
(1− α)τ2
2
∂tL˜jk(V
∗
). (29)
3 Numerical results
In this section, several one-dimensional and two-dimensional tests are presented to demonstrate the
performance of our methods. Unless otherwise stated, the time stepsizes for the 1D and 2D schemes
are respectively chosen as
τ =
µ∆x
max`,j{|λ1` (Unj )|}
,
and
τ =
µ
max`,j,k{|λ1`
(
U
n
jk
) |}/∆x+ max`,j,k{|λ2` (Unjk) |}/∆y ,
where λ1` (resp. λ
2
` ) is the `th eigenvalue of 2D RHD equations in the direction x (resp. y), ` = 1, 2, 3, 4.
The parameter α is taken 13 , the CFL number µ are taken as 0.7 and 0.5 for the 1D and 2D problems,
respectively. Our numerical experiments show that there is no obvious difference between α = 13 and
α = (1 − 6τ)/(3 − 6τ) or α = 13 + τ . Here we take K ≥ 3 in order to ensure that the degree of the
algebraic precision of corresponding quadrature is at least 4.
3.1 One-dimensional case
Example 3.1 (Smooth problem) It is used to verify the numerical accuracy. The initial data are
taken as
(ρ, u, p)(x, 0) = (1 + 0.2 sin(2x), 0.2, 1), x ∈ [0, pi],
and the periodic boundary condition is specified. The exact solutions can be given by
ρ(x, t) = 1 + 0.2 sin
(
2(x− ut)), u(x, t) = 0.2, p(x, t) = 1.
In our computations, the adiabatic index Γ = 5/3 and τ = µ∆x
5/4
max`,j{|λ1` (U
n
j )|}
, the computational domain
[0, pi] is divided into N uniform cells. Tables 1−3 list the errors and convergence rates in ρ at t = 2
obtained by using our 1D method with different α. It is seen that the two-stage schemes can get the
theoretical orders.
9
Table 1: The errors and convergence rates for solution at t = 2. α = 13 .
N l1 error order l2 error order l∞ error order
5 2.8450e-02 - 3.2450e-02 - 4.5761e-02 -
10 2.5393e-03 3.4859 2.9509e-03 3.4590 3.8805e-03 3.5598
20 1.1042e-04 4.5233 1.3168e-04 4.4861 1.9960e-04 4.2811
40 3.3904e-06 5.0255 4.0143e-06 5.0357 7.2420e-06 4.7846
80 1.0513e-07 5.0112 1.2192e-07 5.0412 2.1990e-07 5.0415
160 3.3151e-09 4.9870 3.7593e-09 5.0193 6.9220e-09 4.9895
Table 2: Same as Table 1 except for α = 1−6τ3−6τ .
N l1 error order l2 error order l∞ error order
5 2.8452e-02 - 3.2453e-02 - 4.5767e-02 -
10 2.5392e-03 3.4861 2.9509e-03 3.4591 3.8805e-03 3.5600
20 1.1042e-04 4.5233 1.3168e-04 4.4861 1.9960e-04 4.2810
40 3.3904e-06 5.0255 4.0143e-06 5.0357 7.2420e-06 4.7846
80 1.0513e-07 5.0112 1.2192e-07 5.0412 2.1990e-07 5.0415
160 3.3151e-09 4.9870 3.7593e-09 5.0193 6.9221e-09 4.9895
Example 3.2 (Riemann problems) This example considers four Riemann problems, whose initial
data are given in Table 4 with the initial discontinuity located at x = 0.5 in the computational domain
[0, 1]. The adiabatic index Γ is taken as 5/3, but 4/3 for the third problem. The numerical solutions
(“◦”) at t = 0.4 are displayed in Figs. 5-8 with 400 uniform cells, respectively. The exact solutions
(“solid line”) with 2000 uniform cells are also provided for comparison. It is seen that the numerical
solutions are in good agreement with the exact, and the shock and rarefaction waves and contact
discontinuities are well captured, and the positivity of the density and the pressure can be well-
preserved. However, there exist slight oscillations in the density behind the left-moving shock wave of
RP3 and serious undershoots in the density at x = 0.5 of RP4, similar to those in the literature, see e.g.
[31, 35, 37]. It is worth noting that no obvious oscillation is observed in the densities of RP3 obtained
by the Runge-Kutta central DG methods [39] and the adaptive moving mesh method [10].
Example 3.3 (Density perturbation problem) This is a more general Cauchy problem obtained
by including a density perturbation in the initial data of corresponding Riemann problem in order to
test the ability of shock-capturing schemes to resolve small scale flow features, which may give a good
indication of the numerical (artificial) viscosity of the scheme. The initial data are given by
(ρ, u, p)(x, 0) =
{
(5, 0, 50), x < 0.5,
(2 + 0.3 sin(50x), 0, 5), x > 0.5.
The computational domain is taken as [0, 1] with the out-flow boundary conditions. Fig. 9 shows the
solutions at t = 0.35 with 400 uniform cells and Γ = 5/3, where the reference solution (“solid line”)
are obtained with 2000 uniform cells. It can be seen that our scheme resolves the high frequency waves
better than the third order GRP scheme [35].
Table 3: Same as Table 1 except for α = 13 + τ .
N l1 error order l2 error order l∞ error order
5 2.8448e-02 - 3.2447e-02 - 4.5756e-02 -
10 2.5393e-03 3.4858 2.9510e-03 3.4588 3.8805e-03 3.5596
20 1.1042e-04 4.5233 1.3168e-04 4.4861 1.9960e-04 4.2811
40 3.3904e-06 5.0255 4.0143e-06 5.0357 7.2420e-06 4.7846
80 1.0513e-07 5.0112 1.2192e-07 5.0412 2.1990e-07 5.0415
160 3.3151e-09 4.9870 3.7593e-09 5.0193 6.9224e-09 4.9894
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Table 4: Initial data of four RPs.
ρ u p ρ u p
RP1
left state 10 0 40/3
RP2
left state 1 0 103
right state 1 0 10−6 right state 1 0 10−2
RP3
left state 1 0.9 1
RP4
left state 1 −0.7 20
right state 1 0 10 right state 1 0.7 20
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Figure 5: RP1 in Example 3.2: The solutions at t = 0.4.
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Figure 6: RP2 in Example 3.2: The solutions at t = 0.4.
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Figure 7: RP3 in Example 3.2: The solutions at t = 0.4.
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Figure 8: RP4 in Example 3.2: The solutions at t = 0.4.
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Figure 9: Example 3.3: The solutions at t = 0.35.
Example 3.4 (Collision of two blast waves) The last 1D example simulates the collision of two
strong relativistic blast waves. The initial data for this initial-boundary value problems consist of
three constant states of an ideal gas with Γ = 1.4, at rest in the domain [0,1] with outflow boundary
conditions at x = 0 and 1. The initial data are given by
(ρ, u, p)(x, 0) =

(1, 0, 103), 0 ≤ x < 0.1,
(1, 0, 10−2), 0.1 ≤ x < 0.9,
(1, 0, 102), 0.9 ≤ x < 1.0.
Two strong blast waves develop and collide, producing a new contact discontinuity. Figs. 10−12 show
the close-up of solutions at t = 0.43 with 4000 uniform cells and different α, where the exact solution
( “solid line”) are obtained by the exact RP solver with 4000 uniform cells. It is seen that our scheme
can well resolve those strong discontinuities, and clearly capture the relativistic wave configurations
generated by the collision of the two strong relativistic blast waves.
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Figure 10: Example 3.4: Close-up of the solutions at t = 0.43. α = 13 .
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Figure 11: Same as Fig. 10 except for α = 1−6τ3−6τ .
3.2 Two-dimensional case
Unless otherwise stated, the adiabatic index Γ is taken as 5/3 and the parameter  in the adaptive
switch procedure is specified as 0.05, that is to say, Psw = 1.05.
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Figure 12: Same as Fig. 10 except for α = 13 + τ .
Example 3.5 (Smooth problem) The problem considered here describes a RHD sine wave propa-
gating periodically in the domain Ω = [0, 2/
√
3] × [0, 2] at an angle of α = 30◦ with the x-axis. The
initial data are taken as{
ρ(x, y, 0) = 1 + 0.2 sin(2pi(x cosα+ y sinα)),
u(x, y, 0) = 0.2, v(x, y, 0) = 0.2, p(x, y, 0) = 1.
The exact solution can be given by{
ρ(x, y, t) = 1 + 0.2 sin(2pi((x− ut) cosα+ (y − vt) sinα)),
u(x, y, t) = 0.2, v(x, y, t) = 0.2, p(x, y, t) = 1.
In our computations, τ = µ
max`,j,k{|λ1`
(
U
n
jk
)
|}/∆x5/4+max`,j,k{|λ2`
(
U
n
jk
)
|}/∆y5/4
. Tables 5−7 list the errors
and convergence rates in ρ at t = 2 obtained by using our 2D scheme with N ×N uniform cells and
different α. The results show that our 2D two-stage schemes can have the theoretical orders.
Table 5: The errors and convergence rates for solution at t = 2. α = 13 .
N l1 error order l2 error order l∞ error order
5 8.8639e-02 - 6.4567e-02 - 6.1366e-02 -
10 7.3103e-03 3.6000 5.2506e-03 3.6202 4.8578e-03 3.6591
20 3.4830e-04 4.3915 2.6427e-04 4.3124 2.7917e-04 4.1211
40 1.0722e-05 5.0217 8.2909e-06 4.9943 9.4647e-06 4.8824
80 3.3578e-07 4.9969 2.5428e-07 5.0271 2.9210e-07 5.0180
160 1.0576e-08 4.9887 7.8638e-09 5.0150 9.2428e-09 4.9820
Table 6: Same as Table 5 except for α = 1−6τ3−6τ .
N l1 error order l2 error order l∞ error order
5 8.8544e-02 - 6.4503e-02 - 6.1296e-02 -
10 7.3094e-03 3.5986 5.2467e-03 3.6199 4.8472e-03 3.6606
20 3.4800e-04 4.3926 2.6414e-04 4.3120 2.7981e-04 4.1146
40 1.0709e-05 5.0222 8.2864e-06 4.9944 9.5006e-06 4.8803
80 3.3590e-07 4.9946 2.5419e-07 5.0268 2.9340e-07 5.0171
160 1.0589e-08 4.9875 7.8733e-09 5.0128 9.3046e-09 4.9788
Example 3.6 (Riemann problems) This example solves three 2D Riemann problems to verify the
capability of the 2D two-stage scheme in capturing the complex 2D relativistic wave configurations.
The computational domain is taken as [0, 1] × [0, 1] and divided into 300 × 300 uniform cells. The
output solutions at t = 0.4 will be plotted with 30 equally spaced contour lines.
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Table 7: Same as Table 5 except for α = 13 + τ .
N l1 error order l2 error order l∞ error order
5 8.8719e-02 - 6.4621e-02 - 6.1424e-02 -
10 7.3109e-03 3.6011 5.2537e-03 3.6206 4.8660e-03 3.6580
20 3.4852e-04 4.3907 2.6437e-04 4.3127 2.7868e-04 4.1261
40 1.0731e-05 5.0214 8.2950e-06 4.9942 9.4376e-06 4.8840
80 3.3618e-07 4.9964 2.5446e-07 5.0267 2.9111e-07 5.0188
160 1.0593e-08 4.9881 7.8775e-09 5.0136 9.1963e-09 4.9844
The initial data of RP1 are given by
(ρ, u, v, p)(x, 0) =

(0.5, 0.5, −0.5, 0.5), x > 0.5, y > 0.5,
(1, 0.5, 0.5, 5), x < 0.5, y > 0.5,
(3, −0.5, 0.5, 5), x < 0.5, y < 0.5,
(1.5, −0.5, −0.5, 5), x > 0.5, y < 0.5.
It describes the interaction of four contact discontinuities (vortex sheets) with the same sign (the
negative sign). Fig. 13 shows the contour of the density and pressure logarithms. The results show
that the four initial vortex sheets interact each other to form a spiral with the low density around the
center of the domain as time increases, which is the typical cavitation phenomenon in gas dynamics.
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Figure 13: RP1 of Example 3.6: Left: log ρ; right: log p.
The initial data of RP2 are given by
(ρ, u, v, p)(x, 0) =

(1, 0, 0, 1), x > 0.5, y > 0.5,
(0.5771, −0.3529, 0, 0.4), x < 0.5, y > 0.5,
(1, −0.3529, −0.3529, 1), x < 0.5, y < 0.5,
(0.5771, 0, −0.3529, 0.4), x > 0.5, y < 0.5.
Fig. 14 shows the contour of the density and pressure logarithms. The results show that those four
initial discontinuities first evolve as four rarefaction waves and then interact each other and form two
(almost parallel) curved shock waves perpendicular to the line x = y as time increases.
The initial data of RP3 are given by
(ρ, u, v, p)(x, 0) =

(0.035145216124503, 0, 0, 0.162931056509027), x > 0.5, y > 0.5,
(0.1, 0.7, 0.0, 1.0), x < 0.5, y > 0.5,
(0.5, 0.0, 0.0, 1.0), x < 0.5, y < 0.5,
(0.1, 0.0, 0.7, 1.0), x > 0.5, y < 0.5,
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Figure 14: RP2 of Example 3.6: Left: log ρ; right: log p.
where the left and bottom discontinuities are two contact discontinuities and the top and right are
two shock waves with the speed of 0.9345632754.
Fig. 15 shows the contour of the density and pressure logarithms. We see that four initial
discontinuities interact each other and form a “mushroom cloud” around the point (0.5, 0.5) as t
increases.
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Figure 15: RP3 of Example 3.6: Left: log ρ; right: log p.
Example 3.7 (Double Mach reflection problem) The double Mach reflection problem for the
ideal relativistic fluid with the adiabatic index Γ = 1.4 within the domain Ω = [0, 4]× [0, 1] has been
widely used to test the high-resolution shock-capturing scheme, see e.g. [10, 29, 38]. Initially, a right-
moving oblique shock with speed vs = 0.4984 is located at (x, y) = (1/6, 0) and makes a 60
◦ angle
with x-axis. Thus its position at time t may be given by h(x, t) =
√
3(x − 1/6) − 2vst. The left and
right states of the shock wave for the primitive variables are given by
V (x, y, 0) =
{
V L, y > h(x, 0),
V R, y < h(x, 0),
with V L = (8.564, 0.4247 sin(pi/3),−0.4247 cos(pi/3), 0.3808)T and V R = (1.4, 0.0, 0.0, 0.0025)T . The
setup of boundary conditions can be found in [10, 29, 38]. Figs. 16−18 give the contours of the density
and pressure at time t = 5.5 with 640×160 uniform cells and different α. We see that the complicated
structure around the double Mach region can be clearly captured.
Example 3.8 (Shock-bubble interaction problems) The final example considers two shock-bubble
interaction problems within the computational domain [0, 325] × [0, 90]. Their detailed setup can be
found in [29].
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Figure 16: Example 3.7: the contours of ρ (top) and p (bottom) with 30 equally spaced contour lines. α = 13 .
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Figure 17: Same as Fig. 16 except for α = 1−6τ3−6τ .
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Figure 18: Same as Fig. 16 except for α = 13 + τ .
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For the first shock-bubble interaction problem, the left and right states of planar shock wave
moving left are given by
V (x, y, 0) =
{
(1, 0, 0, 0.05)T , x < 265,
(1.865225080631180,−0.196781107378299, 0, 0.15)T , x > 265,
and the bubble is described as V (x, y, 0) = (0.1358, 0, 0, 0.05)T if
√
(x− 215)2 + (y − 45)2 ≤ 25. The
setup of the second shock-bubble problem is the same as the first, except for that the initial state of the
fluid in the bubble is replaced with V (x, y, 0) = (3.1538, 0, 0, 0.05)T if
√
(x− 215)2 + (y − 45)2 ≤ 25.
Fig. 19 gives the contour plots of the density at t = 90, 180, 270, 360, 450 (from top to bottom)
of the first shock-bubble interaction problem, obtained by using our scheme with 325 × 90 uniform
cells. Fig. 20 presents the contour plots of the density at several moments t = 100, 200, 300, 400, 500
(from top to bottom) of the second shock-bubble interaction problem, obtained by using our 2D two-
stage scheme with 325× 90 uniform cells. Those results show that the discontinuities and some small
wave structures including the curling of the bubble interface are captured well and accurately, and
at the same time, the multi-dimensional wave structures are also resolved clearly. Those plots are
also clearly displaying the dynamics of the interaction between the shock wave and the bubble and
obviously different wave patterns of the interactions between those shock waves and the bubbles.
4 Conclusions
The paper studied the two-stage fourth-order accurate time discretization [18] and its application to the
special relativistic hydrodynamical (RHD) equations. It was shown that new two-stage fourth-order
accurate time discretizations could be proposed. The local “quasi 1D” GRP (generalized Riemann
problem) of the special RHD equations was also analytically resolved. With the aid of the direct
Eulerian GRP methods [37, 38] and the analytical resolution of local “quasi 1D” GRP as well as the
adaptive primitive-conservative scheme [17], the two-stage fourth-order accurate time discretizations
were successfully implemented for the 1D and 2D special RHD equations. The adaptive primitive-
conservative scheme was used to reduce the spurious solution generated by the conservative scheme
across the contact discontinuity. Several numerical experiments were conducted to demonstrate the
performance and accuracy as well as robustness of our schemes.
A The resolution of quasi 1D GRP of special RHD equations
The equation (26) can be equivalently written into the primitive variable form
∂tV + A˜(V )∂xV = C = [C1, C2, C3, C4]
T , (30)
where
C4 =
1
1− (u2 + v2)c2s
[h4(Γ− 1 + (u2 + v2)c2s)−
Γ− 1
W
h1 − (c2s + Γ− 1)(uh2 + vh3)],
C2 =
1
ρhW 2
[h2 − uh4 − uC4], C3 = 1
ρhW 2
[h3 − vh4 − vC4], C1 = h1
W
−W 2ρ(uC2 + vC3),
and h := (h1, h2, h3, h4)
T denotes the right hand of (26).
For the matrix A˜(V ) given in (24), its eigenvalues and (right and left) eigenvector matrices can be
easily given as follows
λ1 =
u(1− c2s)− csW−1H1/2
1− (u2 + v2)c2s
, λ2 = λ3 = u, λ4 =
u(1− c2s) + csW−1H1/2
1− (u2 + v2)c2s
, (31)
R˜(V ) =

ρW 2
cs
1 0
ρW 2
cs
−WH1/2 0 0 WH1/2
v(uWH1/2 − cs)
1− u2 0 1 −
v(uWH1/2 + cs)
1− u2
ρhcsW
2 0 0 ρhcsW
2
 , (32)
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Figure 19: The first problem of Example 3.8: the contours of ρ at t = 90, 180, 270, 360, 450 with 15 equally
spaced contour lines.
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Figure 20: The second problem of Example 3.8: the contours of ρ at t = 100, 200, 300, 400, 500 with 15 equally
spaced contour lines.
19
and
R˜
−
(V ) =
1
|R˜(V )|

0 −ρhcsW 2 0 WH1/2
|R˜(V )| 0 0 −2ρW
3H1/2
cs
0
2uvρhcsW
3H1/2
1− u2 |R˜(V )|
2vcsWH
1/2
1− u2
0 ρhcsW
2 0 WH1/2
 , (33)
where |R˜(V )| = 2ρhcsW 3H1/2.
For the sake of brevity, we will omit the notation (·)∗ widely used in the direct Eulerian GRP
methods [8, 9, 30, 35, 36, 37, 38].
A.1 Resolution of shock wave
It is very similar to that given in [38] except for (3.43), because the source terms affect DDs := ∂t+s ·∂x
as follows DuDs = 1−us1−u2 · DuDt + u−s1−u2 · Hρhc2s ·
Dp
Dt +
s−u
(1−u2) ·
[
uC2 +
H
ρhc2s
C4
]
,
Dp
Ds =
1−us
1−u2 · DpDt + u−s1−u2 · ρhW 2 · DuDt + s−u(1−u2) ·
[
uC4 + ρhW
2C2
]
,
where s is the shock speed. The present result is given in the following lemma.
Lemma A.1 The limiting values of (Du/Dt)∗ and (Dp/Dt)∗ satisfy
aR
(
Du
Dt
)
∗
+ bR
(
Dp
Dt
)
∗
= dR, (34)
where
Aus = uC2 +
H
ρhc2s
C4, Aps = ρhW
2C2 + uC4,
and 
aR = Au +
u−s
1−usρhW
2Ap,
bR = Ap +
u−s
1−us
H
ρhc2s
Au,
dR =
1−u2
1−usArhs +
u−s
1−us · (AusAu +ApsAp) ,
with Au and Ap defined in [38].
A.2 Resolution of centered rarefaction wave
With the help of R˜(V ), we can easily derive the Riemann invariants
for λ1 : ψ+, S, V,
for λ2(λ3) : u, p,
for λ4 : ψ−, S, V,
(35)
where V = hvW , ψ± =
1
2
ln
(
1 + u
1− u
)
± ∫ p ϕdp = 1
2
ln
(
1 + u
1− u
)
± ∫ ρ ϕ˜dρ, and
ϕ =
H1/2
ρhcsW (1− u2) =
√
h2 + V 2(1− c2s)
ρcs(h2 + V 2)
, ϕ˜ = hc2sϕ. (36)
The Riemann invariants ψ± satisfy
dψ± =
1
1− u2du± [ϕdp+KSdS +KV dV ] , (37)
where 
KS = K˜S − ϕ ∂p∂S ,
KV =
∂
∂V
∫ p
ϕdp,
K˜S =
∂
∂S
∫ ρ
ϕ˜dρ,
∂ϕ
∂V = ϕV
(
1−c2s
h2+V 2(1−c2s) −
2
h2+V 2
)
.
(38)
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Note that the lower limits of two integrals in (38) may be ρ0 > 0 and p0 > 0, respectively.
Thanks to the thermodynamic relation TdS = de− p
ρ2
dρ and the Γ-law p = (Γ− 1)ρe, one has
TdS =
1
(Γ− 1)ρ
(
dp− hc2sdρ
)
.
Together with V = hWv, (37) and (30), we obtain
∂tψ− + λ1∂xψ− = B1 − (λ1 − u) · (KS∂xS +KV ∂xV ),
∂tψ+ + λ4∂xψ+ = B2 + (λ4 − u) · (KS∂xS +KV ∂xV ),
T (∂tS + u∂xS) = B3,
∂tV + u∂xV = B4,
(39)
where 
B1 =
1
1−u2C2 − ϕC4 − KST B3 −KVB4,
B2 =
1
1−u2C2 + ϕC4 +
KS
T B3 +KVB4,
B3 =
1
(Γ−1)ρ ·
(
C4 − hc2sC1
)
= 1ρ ·
(
h4 − uh2 − vh3 − hW h1
)
,
B4 = −hvρ h1 + 1ρW h3.
Based on the above preparation, following the procedure in [38], one can get the main result of
resolving the left rarefaction waves.
Lemma A.2 The limiting values of (Du/Dt)∗ and (Dp/Dt)∗ satisfy
aL
(
Du
Dt
)
∗
+ bL
(
Dp
Dt
)
∗
= dL, (40)
withaL =
1
1−u2 , bL = ϕ,
dL =
λ4 − u
λ4 − λ1
(
∂t
∂α
)−1 ∂ψ+
∂α +
u− λ1
λ4 − λ1 [B2 + (λ4 − u)(KS∂xS +KV ∂xV )]−
KS
T B3−KVB4,
where ∂xS, ∂xV and
∂ψ+
∂α are calculated by (42), (43) and (44), respectively.
Proof Since
T
∂S
∂α
=
∂t
∂α
·
[
B3 + (λ1 − u)T ∂S
∂x
]
, T
∂S
∂β
=
∂t
∂β
·
[
B3 + (λ4 − u)T ∂S
∂x
]
, (41)
taking α-derivative to (41) gives
∂
∂α
(
T
∂S
∂β
)
=
∂2t
∂β∂α
·
[
B3 + (λ4 − u)T ∂S
∂x
]
+
∂t
∂β
· ∂
∂α
[
B3 + (λ4 − u)T ∂S
∂x
]
.
Together with
∂
∂β
(
T
∂S
∂α
)
=
∂T
∂β
∂S
∂α
+
∂2S
∂β∂α
,
∂
∂α
(
T
∂S
∂β
)
=
∂T
∂α
∂S
∂β
+
∂2S
∂β∂α
,
setting α = 0 gives
∂
∂β
(
T
∂S
∂α
(0, β)
)
=
[
∂ lnT
∂β
+
(λ4 − u)
(λ4 − λ1)(λ1 − u)
] ∣∣∣∣
α=0
(
T
∂S
∂α
(0, β)
)
+
B3
u− λ1
∣∣∣∣
α=0
∂t
∂α
(0, β).
Hence it holds(
∂t
∂α
∣∣∣∣
L
)−1(
T
∂S
∂α
) ∣∣∣∣
α=0
=
T
TL
∣∣∣∣
α=0
exp
(∫ β
βL
(λ4 − u)
(λ4 − ω)(ω − u)dω
)[
BL3 + (λ1 − u)|LTLS′L
+
∫ β
βL
B3
u− β
∂αt(0, β)
∂αt(0, βL)
TL
T
exp
(∫ β
βL
(λ4 − u)
(λ4 − ω)(u− ω)dω
)
dβ
]
,
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where
∂αt(0, β)
∂αt(0, βL)
= exp
(∫ β
βL
1
(λ4 − ω)dω
)
,
T
TL
∣∣∣∣
α=0
=
(hc2s)|α=0
(hc2s)|L
,
and the subscript L represents (0, βL). Therefore, one gets(
T
∂S
∂x
) ∣∣∣∣
α=0
=
1
u− λ1
∣∣∣∣
α=0
·
[
B3 −
(
∂t
∂α
)−1
T
∂S
∂α
] ∣∣∣∣
α=0
. (42)
Similarly, one can calculate ∂V∂x (0, β) as
∂V
∂x
(0, β) =
1
u− λ1
∣∣∣∣
α=0
·
[
B4 −
(
∂t
∂α
)−1 ∂V
∂α
] ∣∣∣∣
α=0
, (43)
where (
∂t
∂α
∣∣∣∣
L
)−1 ∂V
∂α
(0, β) =exp
(∫ β
βL
(λ4 − u)
(λ4 − ω)(ω − u)dω
)[
BL4 + (λ1 − u)|LV ′L,
+
∫ β
βL
B4
u− β
∂αt(0, β)
∂αt(0, βL)
exp
(∫ β
βL
(λ4 − u)
(λ4 − ω)(u− ω)dω
)
dβ
]
.
Finally, let us calculate ∂ψ+∂α (0, β). Since
∂ψ+
∂α
=
∂t
∂α
·
[
D+
Dt
ψ+ + (λ1 − λ4)∂ψ+
∂x
]
,
∂ψ+
∂β
=
∂t
∂β
· D+
Dt
ψ+,
where D+Dt =
∂
∂t + λ4
∂
∂x , setting α = 0 gives
∂
∂β
(
∂ψ+
∂α
(0, β)
)
=
(
1
λ4 − λ1
∂t
∂α
· [B2 + (λ4 − u) · (KS∂xS +KV ∂xV )]
)∣∣∣∣
α=0
.
Some tedious manipulations yield(
∂t
∂α
∣∣∣∣
L
)−1∂ψ+
∂α
(0, β) = BL2 + (λ1 − u)|L ·
[
KLS
TL
TLS
′
L +K
L
V V
′
L
]
+ (λ1 − λ4)|L ·
[
1
1− u2L
u′L + ϕLp
′
L
]
+
∫ β
βL
1
λ4 − ω
∂αt(0, ω)
∂αt(0, βL)
[B2 + (λ4 − u) · (KS∂xS +KV ∂xV )] dω. (44)
Together with (37) and (39), the proof of Lemma A.2 is completed.
A.3 Time derivatives of solutions at singularity point
Solving the 2 × 2 linear system formed by (34) in Lemma A.1 and (40) in Lemma A.2 may give the
values of the total derivatives of the normal velocity and the pressure and the the limiting values of
time derivatives (∂u/∂t)∗ and (∂p/∂t)∗.
A.3.1 General case
Theorem A.3 The limiting value (∂u/∂t)∗ and (∂p/∂t)∗ are calculated as follows.
(i) (Nonsonic case) The limiting values of time derivatives (∂u/∂t)∗ and (∂p/∂t)∗ can be calculated
as  ∂tu =
1
1−u2
[
Du
Dt +
uH
ρhc2s
Dp
Dt − u ·
(
uC2 +
H
ρhc2s
C4
)]
,
∂tp =
1
1−u2
[
Dp
Dt + uρhW
2Du
Dt − u ·
(
ρhW 2C2 + uC4
)]
.
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(ii) (Sonic case) If assuming that the t-axis is located inside the rarefaction wave associated with
the λ1 characteristic family, then
∂tu =
1−u2
2
[
λ4
λ4−u ·
(
dL(0)− ϕC4
)
+ λ4−2uλ4−u · 11−u2C2
]
,
∂tp =
1
2ϕ
[
λ4
λ4−u ·
(
dL(0)− 1
1− u2C2
)
+ λ4−2uλ4−u · ϕC4
]
.
Proof Here consider the sonic case. As the t-axis is located inside the rarefaction wave associated
with the λ1 characteristic family, then we have λ1 = 0.
Thanks to
D−u
Dt
− C2 = Φ ·
(
D−p
Dt
− C4
)
,
with Φ = H
1/2
ρhcsW
= (1− u2)ϕ and D−Dt := ∂∂t + λ1 ∂∂x , one has
1
1− u2∂tu− ϕ∂tp =
1
1− u2C2 − ϕC4. (45)
On the other hand, together with (40), DDt =
u−λ1
λ4−λ1
D−
Dt +
λ4−u
λ4−λ1
D+
Dt and
D+u
Dt
− C2 = −Φ ·
(
D+p
Dt
− C4
)
,
with D+Dt :=
∂
∂t + λ4
∂
∂x , one gets
1
1− u2∂tu+ ϕ∂tp =
λ4
λ4 − udL(0)−
u
λ4 − u · [
1
1− u2C2 + ϕC4]. (46)
With the help of (45) and (46), the proof can be completed.
Theorem A.4 The limiting value (∂ρ/∂t)∗ and (∂v/∂t)∗ are calculated as follows.
(i) If u∗ > 0 , they are obtained by(
∂ρ
∂t
)
∗
=
1
hc21∗
·
[(
∂p
∂t
)
∗
− 1
T
(
∂p
∂S
)
ρ
(
B3 − u∗
(
T
∂S
∂x
)
∗
)]
,(
∂v
∂t
)
∗
=
−1
hW (1 +W 2v2)
[
Wv∂th+ VW
2u∂tu+ u∂xV −B4
]
,
where ∂xV is given in (43) and dh =
Γ
Γ−1
(
1
ρdp− pρ2dρ
)
.
(ii) If u∗ < 0 , they are given by(
∂ρ
∂t
)
∗
=
1
s− u
[
s
(
Dρ
Dt
)
∗
− u
(
Dρ
Ds
)
∗
]
,(
∂v
∂t
)
∗
=
−1
hW (1 +W 2v2)
[
Wv∂th+ VW
2u∂tu+ u∂xV −B4
]
,
where
(
Dρ
Ds
)
∗
is given in [38, (3.39)], and

(
Dρ
Dt
)
∗
=
1
hc2
·
((
Dp
Dt
)
∗
− C4
)
+ C1,
∂xV =
1
s−u∗ ·
[
BR4 + (s− uR)∂xVR −B4
]
,
∂xVR =
[
Wv∂xh+ VW
2u∂xu+ hW (1 +W
2v2)∂xv
]∣∣∣
R
.
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A.3.2 Acoustic case
When UL = UR = U∗ and U ′L 6= U ′R, we meet the acoustic case.
Theorem A.5 If assuming (λ1)∗ < 0 and (λ4)∗ > 0, then (∂u/∂t)∗ and (∂p/∂t)∗ can be calculated
by
(
∂u
∂t
)
∗ =
1
λ4−λ1
(
λ4 · [CL2 + (M + λ1 − u)|Lu′L −NLu p′L]− λ1 · [CR2 + (M + λ4 − u)|Ru′R −NLu p′R]
)
,(
∂p
∂t
)
∗
= 1λ4−λ1
(
λ4 · [CL4 + (M + λ1 − u)|Lp′L −NLp u′L]− λ1 · [CR4 + (M + λ4 − u)|Rp′R −NLp u′R]
)
,
where
M = u− λ4 + λ1
2
, Nu =
λ4 − λ1
2
Φ, Np =
λ4 − λ1
2
Φ−1.
With the aid of the EOS p = p(ρ, S), (∂ρ/∂t)∗ is calculated by
(
∂ρ
∂t
)
∗
=

1
hc2s
·
[(
∂p
∂t
)
∗
+ u
(
p′L − (c2sh)|Lρ′L
)
− (Γ− 1)ρB3
]
, u > 0,
1
hc2s
·
[(
∂p
∂t
)
∗
+ u
(
p′R − (c2sh)|Rρ′R
)
− (Γ− 1)ρB3
]
, u < 0,
and (∂v/∂t)∗ is gotton by(
∂v
∂t
)
∗
=
−1
hW (v2W 2 + 1)
·
{
Wv∂th+ hvW
3u∂tu−B4 + u∂xV |L, u∗ > 0,
Wv∂th+ hvW
3u∂tu−B4 + u∂xV |R, u∗ < 0,
where ∂xV = Wv∂xh+ hvW
3u∂xu+ hW (v
2W 2 + 1)∂xv.
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