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Abstract
We construct a novel higher-spin theory of gravity in 2+1 spacetime dimensions.
The construction is based on a higher-spin super-algebra extending the Poincare
group. Our algebra accommodates all integer and half-integer spins from 1 to infinity
and, in contrast to the results in the existing literature, allows for an infinite number
of particles of spin s. Subsequently, we generalise the construction to include a
cosmological constant. In this case, the higher-spin group is an extension of the AdS
or dS group and contains only bosonic generators. Treating the higher-spin groups
as gauge groups we write down the Chern-Simons like action, the transformation
laws for the fields of the theory and their equations of motion in each of the three
aforementioned cases. Finally, we comment on the generalisation of our algebras in
d+ 1 dimensions.
1 Introduction
All the fields and their corresponding particles, observed in nature so far, have spin less
or equal to two. Similarly, our best theoretical description of nature is in terms of field
theories based on the gauge principle and predict particles with spin less or equal to
two, as well. However, it would be desirable, both aesthetically and mathematically
to construct theories which can accommodate particles with spin higher than two. On
one hand, our best candidate for a consistent quantisation of gravity, superstring theory
predicts towers of particles whose spin is unbounded. Despite this fact, all these particles
of higher spin acquire large masses and essentially decouple from the observed particles
at the low energy regime 1. On the other hand, there is no a-priory reason why one can
not write down more general actions which describe massless higher-spin particles. This
has been achieved in the free theory limit (no interactions) in the work of Fronsdal [1].
The actions one can write down are invariant under generalised gauge transformations
of the higher spin fields. Despite this success, one encounters dire difficulties when one
tries to include interactions of the higher-spin fields with the particles of spin equal or less
than two [2]. Consistent cubic vertices of higher-spin fields interacting among themselves
around flat space-time were obtained for the first time in [3].
The problem of introducing consistent interactions between higher-spin fields and gravity
in four dimensions was partially solved in [4]. To avoid several no-go theorems [5] the
authors relaxed the condition that the theory is formulated around flat spacetime -they
considered expansion around AdS spacetimes- in which case the S-matrix is not well-
defined. Furthermore, they dropped the assumption that the spectrum contains only a
finite number of particles. However, there was an obstacle in going beyond the cubic level
basically because it is difficult to generalise certain constraint equations needed to solve
for the so-called ’extra fields’ in terms of the dynamical fields of the theory.
In the recent years, a huge effort has been made in the direction of studying interactions
of higher-spin (s > 2) particles among themselves and with lower spin (s ≤ 2) fields. Fully
non-linear equations of motion and cubic vertices for the higher-spin fields were obtained
in [6]. The progress made is nicely summarised in the reviews [7]. Furthermore, the
interactions of non-abelian tensor gauge fields with themselves and with the gluon were
also studied-see [10] and references therein. Finally, various aspects regarding the precise
connection of higher-spin theories with string theory and holography have been analysed
in [8, 9].
In this work we will focus on higher-spin interacting theories in 2 + 1 spacetime di-
mensions. Our starting point will be the result of references [12, 13] which states that
1In general, large spin operators play a prominent role both at the deep inelastic scattering in QCD,
as well as in the context of the AdS/CFT correspondence [20].
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2 + 1 dimensional gravity is a gauge theory described by a Chern-Simons action with a
connection one-form taking values in the Lie algebra of isometries of the vacuum solution
which will chosen to be either Minkowski, AdS or dS. The relevant Lie algebras will
correspondingly be ISO(2, 1), SO(2, 2) or SO(3, 1). For some comprehensive reviews on
the subject see [15].
The plan of the paper is as follows. In Section 2 we consider the novel higher-spin
superalgebra which extends the ISO(2, 1) group. After providing the reader with the
(anti)commutation relations defining the superalgebra, we give the invariant quadratic
form which this superalgebra admits. We then proceed to show that the generators of
the superalgebra satisfy the necessary graded Jacobi identities. In Section 3, equipped
with this superalgebra, we write down a Chern-Simons like action that is invariant under
the aforementioned higher-spin group, the equations of motion for the fields of the theory
and their transformation laws. We also comment on the different structure of our theory
compared to the higher-spin theories existing in the literature. In Section 3, we generalise
our construction to include a negative (AdS3) or positive (dS3) cosmological constant.
Finally, in Section 4, we conclude and discuss possible directions for future research. In
the first of the two Appendices we prove that our algebras admit the specific invariant
forms that are given in the main text, while in the second Appendix we assemble our
notations for supersymmetry in 2 + 1 dimensions.
2 A new higher-spin algebra
As mentioned in the Introduction, it is highly non-trivial to write down gauge invariant
actions involving higher spin particles interacting minimally with gravity. The main reason
is that, although this is possible at the free level, upon covariantisation the derivatives
do not commute resulting to a non-invariant action with respect to the higher-spin gauge
symmetries [7].
One of the basic assumptions when constructing the algebra is that there exists only
one particle per spin s (hypothesis II of [14]). In this Section we show that by relaxing
this condition it is possible to write down a new higher-spin algebra that can serve as the
basis for constructing higher-spin invariant actions coupled to gravity. We start by giving
the result. We then proceed to prove that the given algebra satisfies the Jacobi identities
and admits a certain invariant bilinear form.
To begin with, we consider the gauge field in 2 + 1 spacetime dimensions. This can be
written as
Ωµ =
∞∑
n=1
1
n!
ea1a2...anµ Pa1a2...an +
∞∑
n=1
1
n!
ωa1a2...anµ Ja1a2...an. (2.1)
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In (2.1) we have introduced an infinite number of gauge fields which are fully symmet-
ric but not traceless with respect to the tangent space indices a1, a2, ..., an. The same
symmetry property is shared by the generators Pa1a2...an and Ja1a2...an. One can recognise
the vielbein eaµ and spin connection ω
a
µ as the first terms in the expansion of Ωµ
2. The
subsequent terms in the expansion will be the fields describing the higher-spin ”particles”.
We now proceed to write down the algebra satisfied by the bosonic generators Pa1a2...an
and Ja1a2...an. The commutation relations for the generators read
[Ja1a2...an1 , Jb1b2...bn2 ] =
n1∑
i=1
n2∑
j=1
ǫaibjcJ
c
a1...aˆi...an1b1...bˆj ...bn2
= ǫa1b1cJ
c
a2...an1b2...bn2
+ ... (2.2)
[Ja1a2...an1 , Pb1b2...bn2 ] =
n1∑
i=1
n2∑
j=1
ǫaibjcP
c
a1...aˆi...an1b1...bˆj ...bn2
= ǫa1b1cJ
c
a2...an1b2...bn2
+ ... (2.3)
[Pa1a2...an1 , Pb1b2...bn2 ] = 0, (2.4)
where the hat appearing in the right hand side of (2.2) and (2.3) is to denote that the
corresponding index is missing from the generator and the dots denote all possible per-
mutations for each set of indices a1, a2, ..., an1 and b1, b2, ..., bn2 . We would also like to
point out that the generators in the right hand side of (2.2) and (2.3) are fully symmetric
with respect to all their indices once the index c is brought down with the tangent space
metric ηac = diag(−1, 1, 1). Finally, let us note that the algebra written above has as a
subalgebra the Poincare group in 2 + 1 dimensions ISO(2, 1) which is generated by Ja
and Pa. We will be calling this extended algebra hISO(2, 1).
A couple of important comments are in order. The first thing to notice is that the
spectrum contains infinite towers of higher-spin fields which are not legitimate to truncate
at some finite spin s. This can be seen from the structure of the algebra (2.2), (2.3) and
(2.4). Secondly, due to the fact the generators of the algebra are not traceless there is an
infinite set of generators that correspond to particles with spin-s. One could, in principle,
decompose each of the generators Ja1a2...as to its irreducible representations under the
Lorentz group but we will not attempt this since the algebra in terms of the generators
transforming under irreducible representations is tedious. We should stress that one
should treat the generators Ja1a2...as, J
b
ba1a2...as
, J b1b2b1b2a1a2...as and their corresponding fields
ea1a2...asµ , e
ba1a2...as
µ b , e
b1b2a1a2...as
µ b1b2
, and so on, as different objects each of which is describing
a multiplet of particles with spins from 1 to s+1, for s even or with spins from 2 to s+1,
2Notice that in 2+1 dimensions the spin-connection can be written with a single tangent space index
since one can replace Jab with Ja = 1/2ǫabcJbc.
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for s odd. We should mention that such a proliferation of particles of spin s has also been
observed in the [18].
At this point we should stress the fundamental difference between our algebra and
those that exist in the literature [16, 14]. In the latter each generator with s indices is
traceless and unique and as a result it appears in the right hand side of an infinite number
of commutation relations. This happens because the anti-commutator of two irreducible
representations is no longer irreducible. As a result the traceless generator with s indices
appears in the right hand side of anti-commutators whose total number of indices is
s+2, s+4, s+6, ... (see equation (5.12) of the first reference of [7]). In contradistinction,
in our algebra any generator appears only in a finite number of anti-commutation relations
(see (2.2) and (2.3)).
Furthermore, as shown in the Appendix this higher spin algebra admits an invariant
scalar product of the form
〈Ja1a2...ak , Pak+1ak+2...a2s〉 =
∑
p
ηp(a1)p(a2)ηp(a3)p(a4)...ηp(a2s−1)p(a2s)
〈Ja1a2...ak , Pak+1ak+2...a2s+1〉 = 0, 〈Ja1a2...an1 , Jb1b2...bn2〉 = 0
〈Pa1a2...an1 , Pb1b2...bn2 〉 = 0 (2.5)
where the sum in the first equation of (2.5) is over all possible inequivalent permutations
of the indices a1, a2, ..., a2s. Two permutations are regarded as equivalent when one can
be obtained from the other by exchanging the indices which belong to the same etas, e.g.
ηa1a2ηa3a4 ... ∼ ηa2a1ηa3a4 ... ∼ ηa1a2ηa4a3 ... ∼ ηa2a1ηa4a3 ....
2.1 A supersymmetric extension
In this Section, we show that it is possible to generalise the bosonic higher spin algebra
of the previous Section to an algebra with a Z2 grading. This new algebra includes an
infinite set of fermionic generators Qαa1a2...as and has as a subalgebra the usual supersym-
metric algebra in 2 + 1 dimensions (A.71). We will be calling this extended superalgebra
shISO(2, 1). We should mention that the index α carried by these fermionic generators is
a spinor index. In general we reserve the Greek alphabet to denote the spinor indices while
we use the Latin alphabet to denote tangent space indices. For the curved space-time
indices we will be using the letters µ, ν, κ, λ, ρ, σ.
Obviously, the bosonic algebra of (2.2), (2.3) and (2.4), namely hISO(2, 1) is also a
subalgebra of this extended by fermionic generators algebra. The fermionic generators
correspond to half-integer particles and together with the bosonic ones can be assembled
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in a super-connection field which reads
Ωµ =
∞∑
n=1
1
n!
ea1a2...anµ Pa1a2...an +
∞∑
n=1
1
n!
ωa1a2...anµ Ja1a2...an +
∞∑
n=0
1
n!
ψαa1a2...anµ Qα a1a2...an. (2.6)
After introducing the necessary fields we are in position to write down the (anti-)commutation
relations for this novel higher spin superalgebra. The anticommutators of the bosonic sub-
algebra is given by (2.2), (2.3) and (2.4). The (anti-)commutation relations involving the
infinite tower of fermionic generators read
{Qα a1a2...an1 , Qβ b1b2...bn2} = 2i (γc)αβPca1a2...an1b1b2...bn2 − 2i
n1∑
i=1
(γai)αβPa1...aˆi...an1b1b2...bn2
−2i
n2∑
i=1
(γbi)αβPa1a2...an1b1...bˆi...bn2
− 4i
n1∑
i=1
n2∑
j=1
ǫαβǫaibjcP
c
a1...aˆi...an1b1...bˆj ...bn2
.(2.7)
In the case where one or both of the n1 and n2 are zero the last term of (2.7) will not be
present. If n1 = 0 the second term in the right hand side of the aforementioned equation
will be missing too, while if n2 = 0 the third term will be absent.
The anti-commutation relations of the supercharges with the bosonic generators take the
form
[Ja1a2...an1 , Qα b1b2...bn2 ] =
n1∑
i=1
n2∑
j=1
ǫaibjcQ
c
α a1...aˆi...an1b1...bˆj...bn2
− 1
2
n1∑
i=1
(γai)
β
α Qβ a1...aˆi...an1b1b2...bn2(2.8)
[Pa1a2...an1 , Qα b1b2...bn2 ] = 0. (2.9)
As in the bosonic subalgebra, the higher-spin superalgebra hsISO(2, 1) defined by equa-
tions (2.7), (2.8), (2.9), (2.2), (2.3) and (2.4) does not admit a consistent truncation up
to some finite spin s.
Finally, let us write down the invariant scalar product for the case of the Z2-graded
algebra
〈Ja1a2...ak , Pak+1ak+2...a2s〉 =
∑
p
ηp(a1)p(a2)ηp(a3)p(a4)...ηp(a2s−1)p(a2s)
〈Ja1a2...ak , Pak+1ak+2...a2s+1〉 = 0, 〈Ja1a2...ak , Qα ak+1ak+2...a2s+1〉 = 0
〈Ja1a2...an1 , Jb1b2...bn2〉 = 0, 〈Pa1a2...an1 , Pb1b2...bn2〉 = 0
〈Pa1a2...ak , Qαak+1ak+2...a2s+1〉 = 0
〈Qαa1a2...ak , Qβ ak+1ak+2...a2s+1〉 = 4iǫαβ
∑
p
ηp(a1)p(a2)ηp(a3)p(a4)...ηp(a2s−1)p(a2s)(2.10)
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As usual, it holds that 〈A, B〉 = (−1)g(A)g(B)〈B, A〉 for any two generators A and B,
where g(A) = 0 if A is a bosonic generator and g(A) = 1 if A is a fermionic one. Before
closing this Section, let us note that other higher-spin extensions of the Poincare group
have been constructed in [17, 18].
2.2 Proving the Jacobi identities
We now proceed to prove that the (anti-)commutation relations (2.2), (2.3), (2.4),(2.7),
(2.8), (2.9) are consistent with the graded Jacobi identities
[[A,B}, C}+ (−1)g(A)(g(B)+g(C))[[B,C}, A}+ (−1)g(C)(g(A)+g(B))[[C,A}, B} = 0 (2.11)
and as a result they define a legitimate algebra. As above, in (2.11) g(A) = 0 if A is a
bosonic generator and g(A) = 1 if A is a fermionic one.
2.2.1 Jacobi identities involving bosonic generators
We start from the bosonic higher spin subalgebra. There are four different types of Jacobi
identities which one has to consider and which schematically take the form (P, P, P ),
(P, P, J), (P, J, J) and (J, J, J). In the parenthesis one can see the generators involved.
Because the anticommutation relations of P’s with themselves are zero it is obvious that
the Jacobi identities involving three P’s or two P’s and one J, that is ((P, P, P ) and
(P, P, J)) are trivially satisfied since each term in (2.11) is separately zero.
Subsequently, we consider the (J, J, J) type Jacobi identity. We will show that it is
satisfied by using induction. The starting point of the induction will be the case where
all J’s participating in the Jacobi identity have one index. But then the Jacobi identity
is certainly satisfied since all three generators belong in the Poincare group in 2 + 1
dimensions, ISO(2, 1).
The next step of the induction is to assume that (2.11) is satisfied when A = Ja(n1),
B = Jb(n2) and C = Jc(n3) and prove that it holds when we add one additional index
in one of the generators. Without loss of generality we put this additional index a in
Jaa(n1). Let us now explain our natation. By a(n1) we denote the set a1a2a3...an1 . Thus,
Jaa(n1) = Jaa1a2a3...an1 . Furthermore, in what follows we will use the notation {aˆi(n1)} =
{a1a2...aˆi...an1} = {a1a2...ai−1ai+1...an1}. Similar notation will be used when two or more
indices are missing from a set of indices, e.g. {aˆij(n1)} = {a1a2...aˆi...aˆj ...an1}.
We start by evaluating the first term in (2.11). Before starting let us note that we will
not be writing the terms where the additional index a does not appear as an index in a
ǫ symbol. This is so because in all such terms the index a is inert, that is, it is trivially
dressing the relation in the previous step of the induction. As a result the sum of all such
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terms have to vanish. Turning back to the first term of (2.11) we rewrite it as
[[Jaa(n1), Jb(n2)], Jc(n3)] = ǫ
c˜
abi
[Jc˜a(n1)bˆi(n2), Jc(n3)] + ǫ
c˜
aibj
[Jc˜aaˆi(n1)bˆj(n2), Jc(n3)] =
ǫ c˜abi ǫc˜cjd J
d
a(n1)bˆi(n2)cˆj(n3)
+ ǫ c˜abi ǫajckd J
d
c˜aˆj(n1)bˆi(n2)cˆk(n3)
+ ǫ c˜abi ǫbjckd J
d
c˜a(n1)bˆij(n2)cˆk(n3)
+
ǫ c˜aibjǫackd J
d
c˜aˆi(n1)bˆj(n2)cˆk(n3)
+ ...,
(2.12)
where as discussed above the dots denote terms in which the additional index a used in
the induction is not attached to an ǫ symbol. From now on we will omit these terms
altogether. Notice that in order to keep the notation simple we have omitted the sums
over i, j and k.
The second term in (2.11) gives
[[Jb(n2), Jc(n3)], Jaa(n1)] = ǫ
c˜
bicj
[Jc˜bˆi(n2)cˆj(n3), Jaa(n1)] = ǫ
c˜
bicj
ǫc˜ad J
d
a(n1)bˆi(n2)cˆj(n3)
+
ǫ c˜bicj ǫbkad J
d
c˜a(n1)bˆik(n2)cˆj(n3)
+ ǫ c˜bicj ǫckad J
d
c˜a(n1)bˆi(n2)cˆjk(n3)
(2.13)
Finally the last term in (2.11) results to
[[Jc(n3), Jaa(n1)], Jb(n2)] = −ǫ c˜aci ǫc˜bjd Jda(n1)cˆi(n2)bˆj(n3) − ǫ
c˜
aci
ǫajbkd J
d
c˜aˆj(n1)cˆi(n2)bˆk(n3)
−ǫ c˜aci ǫcjbkd Jdc˜a(n1)cˆij(n2)bˆk(n3) − ǫ
c˜
aicj
ǫabkd J
d
c˜aˆi(n1)bˆk(n2)cˆj(n3)
(2.14)
Now we start assembling terms. After exchanging i ←→ j in the first term of (2.14)
the sum of the first terms of (2.12), (2.13) and (2.14) becomes proportional to ǫ c˜abi ǫc˜cjd +
ǫ c˜bicj ǫc˜ad − ǫ c˜acj ǫc˜bid = 0. The last equation is valid due to the fact that the usual angular
momenta generators (the J’s with a single index) satisfy the Jacobi identity. The sum of
the second and fourth terms in (2.12) and (2.14) can be rewritten as
Jdc˜aˆi(n1)bˆj(n2)cˆk(n3)
(
ǫ c˜abj ǫ
d
aick
+ ǫ c˜aibj ǫ
d
ack
− ǫ c˜ack ǫ daibj − ǫ c˜aick ǫ dabj
)
= 0. (2.15)
In the last equation, and taking into account that J is completely symmetric under the
exchange of its indices, the first term cancels the last one while the second term cancels
the third one. Finally, the third term of (2.12) and the second term of (2.13) sum up to
give
Jdc˜a(n1)bˆij(n2)cˆk(n3)
(
ǫ c˜abi ǫ
d
bjck
+ ǫ c˜bjck ǫ
d
bia
)
= 0, (2.16)
while the third terms of (2.13) and (2.14) sum up to zero, as well
Jdc˜a(n1)bˆi(n2)cˆjk(n3)
(
ǫ c˜bicjǫ
d
cka
− ǫ c˜ack ǫ dcjbi
)
= 0. (2.17)
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We have, thus, proved that the Jacobi relation involving three J’s is indeed, satisfied.
We now move to the case where the Jacobi identity involves 2 J’s and one P generator.
In this case one has to distinguish between two options. One can either put the additional
index a in the P generator or in one of the two J generators. However, because the
structure constants for the JJ anticommutator are precisely the same with those for the
JP anticommutator the proof is identical to the one given above with the only difference
that the one has to substitute P in the place of J in the right hand side of all equations
from (2.12) to (2.17).
We conclude that the higher spin generators of the bosonic subalgebra with commu-
tation relations (2.2), (2.3) and (2.4) satisfy the Jacobi identities.
2.2.2 Jacobi identities involving fermionic generators
Next we move on to consider the Jacobi identities involving the fermionic generators.
These fall in one of the following classes. In the first class we have the Jacobi identities
with three Q’s ((Q,Q,Q)-type). These are trivially satisfied since the commutator of
two supercharges Q is proportional to P which in turn anticommutes with the third
supercharge to give zero for each term of (2.11) seperately.
In the second class, we have the Jacobi identities with two Q’s and one bosonic gen-
erator which can be either a P ((Q,Q,P)-type) or a J ((Q,Q,J)-type). As above, the
(Q,Q,P)-type Jacobi identities are satisfied because each term separately is zero. Two of
the terms have a [Q,P ] anticommutator which is zero while the third term will be also
zero since it reads [{Q,Q}, P ] = [P, P ] = 0.
In the third class belong the Jacobi identities with one supercharge and two bosonic
generators. Thus one can have the following types: (Q,J,J)-type, (Q,P,J)-type and
(Q,P,P)-type. The last type is trivially zero since both Q and P anticommute with P
to give zero for each term of (2.11) separately. The (Q,P,J)-type is also satisfied since
it gives schematically [[Q,P ], J ] + [[P, J ], Q] + [[J,Q], P ] = 0 + [Q,P ] + [Q,P ] = 0 since
[Q,P ] = 0. In conclusion we are left with two types of Jacobi identities that we need to
evaluate one from the second class and one from the thord class, namely the (Q,Q,J)-type
and the (Q,J,J)-type.
(Q,J,J)-type Jacobi Identity
We start withe the (Q,J,J)-type Jacobi identity. As above, we will use induction to prove
the relevant Jacobi identities. The additional index a can be added either to Q or to one
8
of the J’s. First we consider the former case.
[[Qα aa(n1), Jb(n2)], Jc(n3)] = [Jc(n3), [Jb(n2), Qαaa(n1)]] = −
1
2
(
γbi
) γ
α
ǫ dcja Qγ da(n1)bˆi cˆj+
ǫ dbiaj ǫ
e
cka
Qα deaˆj(n1)bˆi cˆk + ǫ
d
bia
(
ǫ ecjbkQαdea(n1)bˆik cˆj + ǫ
e
cjak
Qαdeaˆk(n1)bˆi cˆj+
ǫ ecjd Qα ea(n1)bˆi cˆj −
1
2
(
γcj
) γ
α
Qγ da(n1)bˆi cˆj
)
(2.18)
The second relevant term gives
[[Jb(n2), Jc(n3)], Qαaa(n1)] = ǫ
d
bicj
(
ǫ eda Qα ea(n1)bˆi cˆj + ǫ
e
bka
Qαdea(n1)bˆik cˆj+
ǫ ecka Qαdea(n1)bˆi cˆjk
) (2.19)
The third anticommutator results to
[[Jc(n3), Qαaa(n1)], Jb(n2)] =
1
2
(
γci
) γ
α
ǫ dbja Qγ da(n1)bˆj cˆi−
ǫ dciaj ǫ
e
bka
Qαdeaˆj(n1)cˆi bˆk − ǫ dcia
(
ǫ ebjckQα dea(n1)cˆik bˆj + ǫ
e
bjak
Qα deaˆk(n1)bˆj cˆi+
ǫ ebjd Qα ea(n1)cˆibˆj −
1
2
(
γbj
) γ
α
Qγ da(n1)cˆibˆj
)
.
(2.20)
Now, the first term in (2.18) cancels the last term of (2.20), the second term in (2.18)
cancels the fourth term of (2.20) after changing i→ k, j → i and k → j in the the fourth
term of (2.20), the third term in (2.18) cancels the second term of (2.19), the fourth
term in (2.18) cancels the second term of (2.20), the last term in (2.18) cancels the first
term of (2.20) and the last term in (2.18) cancels the third term of (2.20). Collecting the
remaining terms and reshuffling the indices i, j and k appropriately we get
[[Qαaa(n1), Jb(n2)], Jc(n3)] + [[Jb(n2), Jc(n3)], Qαaa(n1)] + [[Jc(n3), Qαaa(n1)], Jb(n2)] =
Qα ea(n1)bˆi cˆj
(
ǫ dbia ǫ
e
cjd
+ ǫ dbicj ǫ
e
da − ǫ dcja ǫ ebid
)
= 0.
(2.21)
Next we consider the second case, that is the (Q, J, J) type Jacobi identity where the
additional index, needed for the proof using the method of induction, is added to one of
the generalised angular momenta generators J . The first double anticommutator we need
to evaluate is
[[Qα a(n1), Jab(n2)], Jc(n3)] = −
1
2
(
γa
) γ
α
(
− 1
2
(
γci
) δ
γ
Qδ da(n1)b(n2)cˆi + ǫ
d
ciaj
Qγ daˆjb(n2)cˆi+
ǫ dcibj Qγ a(n1)bˆj cˆi
)
+
(
− 1
2
(
γcj
) δ
α
Qδ daˆib(n2)cˆj + ǫ
e
cjbk
Qαdeaˆi bˆk cˆj + ǫ
e
cjak
Qαdeaˆikb(n2)cˆj+
ǫ ecjd Qα eaˆib(n2)cˆj
)
ǫ daai + ǫ
e
cka
ǫ dbiaj Qα deaˆj(n1)cˆk bˆi −
1
2
(
γbi
) γ
α
ǫ dcja Qγ da(n1)cˆj bˆi
(2.22)
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The second relevant double anticommutator results to
[[Jab(n2), Jc(n3)], Qαa(n1)] =
(
− 1
2
(
γa
) γ
α
Qγ da(n1)bˆi cˆj + ǫ
e
aak
Qαdeaˆk bˆicˆj
)
ǫ dbicj +
ǫ daci
(
ǫ ebjakQα deaˆk bˆj cˆi −
1
2
(
γbj
) γ
α
Qγ da(n1)bˆj cˆi + ǫ
e
cjak
Qα deaˆkb(n2)cˆij −
1
2
(
γcj
) γ
α
Qγ da(n1)b(n2)cˆij+
ǫ edaj Qα eaˆjb(n2)cˆi −
1
2
(
γd
) γ
α
Qγ a(n1)b(n2)cˆi
)
(2.23)
Finally, the third anticommutator reads
[[Jc(n3), Qαa(n1)], Jab(n2)] = −
(
ǫ ead Qα eaˆjb(n2)cˆi −
1
2
(
γa
) γ
α
Qγ daˆjb(n2)cˆi + ǫ
e
ack
Qαdeaˆjb(n2)cˆik+
ǫ eaak Qαdeaˆjkb(n2)cˆi
)
ǫ dciaj +
1
2
(
γci
) γ
α
(
− 1
2
(
γa
) δ
γ
Qδ a(n1)b(n2)cˆi + ǫ
d
aaj
Qγ daˆjb(n2)cˆi+
ǫ dacj Qγ da(n1)b(n2)cˆij
)
(2.24)
We are now in position to simplify the sum of the last three equations by noticing that the
second term in (2.22) cancels the second term of (2.24), the third term in (2.22) cancels
the first term of (2.23), the fourth term in (2.22) cancels the penultimate term of (2.24),
the fifth term in (2.22) cancels the second term of (2.23) the penultimate term in (2.22)
cancels the third term of (2.23), the last term in (2.22) cancels the fourth term of (2.23),
the last term in the second line of (2.22) cancels the first term in the second line of (2.24),
the fifth term in (2.23) cancels the third term of (2.24) and the third from the end term
in (2.23) cancels the last term of (2.24). Collecting the remaining terms and reshuffling
the indices i, j and k appropriately we get
[[Qα a(n1), Jab(n2)], Jc(n3)] + [[Jab(n2), Jc(n3)], Qαa(n1)] + [[Jc(n3), Qαa(n1)], Jab(n2)] =
Qα b(n2)cˆiaˆj
(
− ǫ dciaj ǫ ead + ǫ daci ǫ edaj + ǫ daaj ǫ ecid
)
− ǫ daci
1
2
(
γd
) γ
α
Qγ a(n1)b(n2)cˆi +
1
4
((
γa
) γ
α
(
γci
) δ
γ
− (γci) γα
(
γa
) δ
γ
)
Qδ a(n1)b(n2)cˆi = 0.
(2.25)
In the last equation we have used the identity (see (A.70))
(
γa
) γ
α
(
γci
) δ
γ
− (γci) γα
(
γa
) δ
γ
= 2ǫ daci
(
γd
) δ
α
(2.26)
to show that the last line of (2.25) sums to zero while the second line of the same equation
is also zero due to the fact that the usual angular momenta Ja satisfy the Jacobi identity.
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(Q,Q,J)-type Jacobi Identity
The next Jacobi identity we consider is that of two higher spin supercharges Q and one
higher spin angular momentum J. We will be using again the method of induction to prove
the validity of the Jacobi identities. The additional index a can be added either to one of
the Q’s or to the J. First we focus on the former case. The first double (anti-)commutator
gives
[{Qαa(n1)a, Qβ b(n2)}, Jc(n3)] = 2i
(
γ c˜
)
αβ
[Pc˜a(n1)b(n2), Jc(n3)]− 2i
(
γa
)
αβ
[Pa(n1)b(n2), Jc(n3)]−
2i
(
γai
)
αβ
[Paaˆi(n1)b(n2), Jc(n3)]− 2i
(
γbi
)
αβ
[Pabˆi(n2)a(n1), Jc(n3)]− 4iǫαβǫ c˜abi [Pc˜bˆi(n2)a(n1), Jc(n3)]−
4iǫαβǫ
c˜
aibj
[Pc˜aaˆi(n1)bˆj(n2), Jc(n3)] = −2i
(
γ c˜
)
αβ
ǫ dcia Pc˜da(n1)b(n2)cˆi − 2i
(
γa
)
αβ
ǫ daicjPdaˆib(n2)cˆj−
2i
(
γa
)
αβ
ǫ dbicj Pdbˆia(n1)cˆj − 2i
(
γai
)
αβ
ǫ dacj Pdaˆib(n2)cˆj − 2i
(
γbi
)
αβ
ǫ dacj Pda(n1)bˆi cˆj−
4iǫαβǫ
c˜
abi
ǫ dc˜cj Pda(n1)bˆi cˆj − 4iǫαβǫ c˜abi ǫ dajckPdc˜aˆj bˆicˆk − 4iǫαβǫ c˜abi ǫ dbjckPdc˜a(n1)bˆij cˆk−
4iǫαβǫ
c˜
aibj
ǫ dack Pdc˜aˆi bˆj cˆk
(2.27)
The second double (anti-)commutator gives
{[Jc(n3), Qβ b(n2)], Qαa(n1)a} =
1
2
(
γci
)γ
β
(2i)
(
γa
)
γα
Pa(n1)b(n2)cˆi + 2i
(
γci
) γ
β
ǫγαǫ
d
bja
Pda(n1)bˆj cˆi+
2i
(
γci
) γ
β
ǫγαǫ
d
cja
Pda(n1)b(n2)cˆij − 2iǫ dcibj
(
γa
)
βα
Pda(n1)bˆj cˆi − 4iǫβαǫ dcibj ǫ eda Pea(n1)bˆj cˆi−
4iǫβαǫ
d
cibj
ǫ ecka Pdea(n1)bˆj cˆik − 4iǫβαǫ dcibj ǫ ebka Pdea(n1)bˆjk cˆi.
(2.28)
Finally, the third double (anti-)commutator results to
{[Jc(n3), Qαa(n1)a], Qβ b(n2)} = 2iǫ dcia
(
γe
)
αβ
Pdea(n1)b(n2)cˆi − 2iǫ dcia
(
γd
)
αβ
Pa(n1)b(n2)cˆi−
2iǫ dcia
(
γcj
)
αβ
Pda(n1)b(n2)cˆij − 2iǫ dcia
(
γaj
)
αβ
Pdaˆjb(n2)cˆi − 2iǫ dcia
(
γbj
)
αβ
Pda(n1)bˆj cˆi−
4iǫαβǫ
d
cia
(
ǫ edbj Pea(n1)bˆj cˆi + ǫ
e
cjbk
Pdea(n1)bˆk cˆij + ǫ
e
ajbk
Pdeaˆj bˆk cˆi
)
− 2iǫ dciaj
(
γa
)
αβ
Pdaˆjb(n2)cˆi−
4iǫαβǫ
d
ciaj
ǫ eabk Pdeaˆj bˆk cˆi + 2i
1
2
(
γci
)γ
α
(
γa
)
γβ
Pa(n1)b(n2)cˆi + 2iǫ
d
abj
(
γci
)γ
α
ǫγβPa(n1)bˆj cˆi
(2.29)
By cancelling the first term in (2.27) by the the first term of (2.29), the second term in
(2.27) by the the fourth from the end term of (2.29), the third term in (2.27) by the fourth
from the end term of (2.28), the fourth term in (2.27) by the fourth term of (2.29), the
fifth term in (2.27) by the fifth term of (2.29), the seventh term in (2.27) by the third
from the end term of (2.29), the penultimate term in (2.27) by the last term of (2.28),
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the last term in (2.27) by the eighth term of (2.29), the second term in (2.28) by the last
term of (2.29), the third term in (2.28) by the third term of (2.29), the penultimate term
in (2.28) by the seventh term of (2.29), we, finally, obtain
[{Qαa(n1)a, Qβ b(n2)}, Jc(n3)] + {[Jc(n3), Qβ b(n2)], Qαa(n1)a}+ {[Jc(n3), Qαa(n1)a], Qβ b(n2)} =
− 4iǫαβPda(n1)bˆi cˆj
(
− ǫ ecjbi ǫ dea + ǫ eabi ǫ decj + ǫ ecja ǫ debi
)
+(
− 2iǫ dcia
(
γd
)
αβ
− i(γa) γα
(
γci
)
γβ
+ i
(
γci
) γ
α
(
γa
)
γβ
)
Pa(n1)b(n2)cˆi = 0.
(2.30)
In the last equation we have again used the identity (2.26) to show that the last line of
(2.30) is zero. The second line of the same equation is also zero due to the fact that the
usual angular momenta Ja satisfy the Jacobi identity.
The last Jacobi identity to be checked involves two supercharges Q and one bosonic
generator J but with the additional index a needed for the induction being put to the J,
i.e. Jac(n3). Consider first the following (anti-)commutator
[{Qαa(n1), Qβ b(n2)}, Jac(n3)] = 2i
(
γ c˜
)
αβ
(
ǫ dc˜a Pda(n1)b(n2)c(n3) + ǫ
d
aia
Pdc˜aˆib(n2)c(n3)+
ǫ dbia Pdc˜a(n1)bˆic(n3)
)
− 2i(γai)αβ
(
ǫ daja Pdc˜aˆijb(n2)c(n3) + ǫ
d
bja
Pdaˆi bˆjc(n3)
)
−
2i
(
γbi
)
αβ
(
ǫ daja Pdaˆj bˆic(n3) + ǫ
d
bja
Pda(n1)bˆijc(n3)
)
− 4iǫαβǫ daibj
(
ǫ eda Peaˆibˆjc(n3)+
ǫ eaka Pdeaˆik bˆjc(n3) + ǫ
e
bka
Pdeaˆi bˆjkc(n3)
)
(2.31)
The second relevant (anti-)commutator is
{[Jac(n3), Qβ b(n2)], Qα a(n1)} = ǫ c˜abi
(
2i
(
γd
)
βα
Pdc˜a(n1)bˆic(n3) − 2i
(
γc˜
)
βα
Pa(n1)bˆic(n3)−
2i
(
γcj
)
βα
Pc˜a(n1)bˆi cˆj − 2i
(
γbj
)
βα
Pc˜a(n1)bˆijc(n3) − 2i
(
γaj
)
βα
Pc˜aˆj bˆic(n3) − 4iǫβαǫ dc˜aj Pdaˆj bˆic(n3)−
4iǫβαǫ
d
cjak
Pdc˜aˆk bˆi cˆj − 4iǫβαǫ dbjakPdc˜aˆk bˆijc(n3)
)
− 1
2
(
γa
) γ
β
(
2i
(
γd
)
γα
Pda(n1)b(n2)c(n3)−
2i
(
γci
)
γα
Pa(n1)b(n2)cˆi − 2i
(
γbi
)
γα
Pa(n1)bˆic(n3) − 2i
(
γai
)
γα
Paˆib(n2)c(n3) − 4iǫγαǫ dciajPdaˆjb(n2)cˆi−
4iǫγαǫ
d
biaj
Pdaˆj bˆic(n3)
)
− 2iǫ dcibj
((
γa
)
βα
Pda(n1)bˆj cˆi + 2ǫβαǫ
e
aak
Pdeaˆk bˆj cˆi
)
+
(
γci
) γ
β
i
((
γa
)
γα
Pa(n1)b(n2)cˆi + 2ǫγαǫ
e
aaj
Peaˆjb(n2)cˆi
)
(2.32)
The last commutator to be considered is obtained from the previous one (2.32) by the
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simultaneous exchange α←→ β and a(n1)←→ b(n2),
{[Jac(n3), Qαa(n1)], Qβ b(n2)} = ǫ c˜aai
(
2i
(
γd
)
αβ
Pdc˜b(n2)aˆic(n3) − 2i
(
γc˜
)
αβ
Pb(n2)aˆic(n3)−
2i
(
γcj
)
αβ
Pc˜b(n2)aˆi cˆj − 2i
(
γaj
)
αβ
Pc˜b(n2)aˆijc(n3) − 2i
(
γbj
)
αβ
Pc˜bˆj aˆic(n3) − 4iǫαβǫ dc˜bj Pdbˆj aˆic(n3)−
4iǫαβǫ
d
cjbk
Pdc˜bˆkaˆi cˆj − 4iǫαβǫ dajbkPdc˜bˆkaˆijc(n3)
)
− 1
2
(
γa
) γ
α
(
2i
(
γd
)
γβ
Pda(n1)b(n2)c(n3)−
2i
(
γci
)
γβ
Pa(n1)b(n2)cˆi − 2i
(
γai
)
γβ
Pb(n2)aˆic(n3) − 2i
(
γbi
)
γβ
Pbˆia(n1)c(n3) − 4iǫγβǫ dcibj Pdbˆja(n1)cˆi−
4iǫγβǫ
d
aibj
Pdbˆj aˆic(n3)
)
− 2iǫ dciaj
((
γa
)
αβ
Pdb(n2)aˆj cˆi + 2ǫαβǫ
e
abk
Pdebˆkaˆj cˆi
)
+
(
γci
) γ
α
i
((
γa
)
γβ
Pb(n2)a(n1)cˆi + 2ǫγβǫ
e
abj
Pebˆja(n1)cˆi
)
(2.33)
In the last three equations (2.31), (2.32) and (2.33) terms with the same colour sum
up to zero. We also notice that he sum of last term in the third line of (2.31), the last
term in the second line of (2.32) and the last term in the second line of (2.33) sum up to
zero. Furthermore, by using (2.26) it is straightforward to show the second term in the
fourth line of (2.33), the second term in the first line of (2.33) and the third term in the
fourth line of (2.32) sum to give zero. Finally, the first term in the penultimate line of
(2.33) cancels the first term in the penultimate line of (2.32). Thus we have proven that
[{Qαa(n1), Qβ b(n2)}, Jac(n3)] + {[Jac(n3), Qαa(n1)], Qβ b(n2)} − {[Qβ b(n2), Jac(n3)], Qαa(n1)} = 0
(2.34)
In conclusion, we have verified that our higher-spin super-generators satisfy the cor-
responding Jacobi identities and as a result they close properly forming a legitimate
higher-spin superalgebra. In the next Section, we will treat this higher-spin group as a
gauge group and we will write down the action, transformation laws and equations of
motion for the fields of the theory.
3 Action, equations of motion and transformation
laws
Once one is equipped with the higher-spin algebra of the previous Section, one can write
down an action that is invariant under the corresponding higher-spin group. The idea is
to treat the generalised spin connection (2.6) as a gauge field taking values in shISO(2, 1)
which is the generalisation of ISO(2, 1) constructed in the previous Sections. From this
gauge field one can construct a field strength tensor which will be interpreted as the
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Riemann and torsion tensors in the 2+1-dimensional gravity. Using the language of form
this reads
F = R = dΩ+ Ω ∧ Ω. (3.35)
To construct an invariant action we follow [13]. One considers a 4-dimensional space-
time M4 with a 3-dimensional boundary ∂M4 = M3. Then one can write down the
following action which is invariant under the novel higher-spin group of the previous
Sections.
S =
∫
M4
Tr
[
R ∧R] =
∫
M3
Tr
[
Ω ∧ dΩ + 2
3
Ω ∧ Ω ∧ Ω], (3.36)
where the trace is defined by using the invariant bilinear form of our generalised algebra
(2.10). In the second equality of (3.36) we have used the fact the the R∧R in 4-dimensions
is topological and can be written as a total derivative. As a result, one can rewrite the
action as an integral defined on the 3-dimensional boundary of the 4-dimensional space-
time. In the right hand side of (3.36), one can immediately recognise the Chern-Simons
action. When this action is written in terms of the component fields the leading term in
the expansion is the action describing gravity in 2 + 1 dimensions. So, our construction
is the generalisation of the well-known fact that Einsteinian gravity in 2 + 1 dimensions
can be interpreted as a gauge theory with the gauge group being ISO(2 + 1) [13].
Subsequently, one can define an infinitesimal gauge parameter which would be
W =
∞∑
n=1
1
n!
ρa1a2...anPa1a2...an +
∞∑
n=1
1
n!
τa1a2...anJa1a2...an +
∞∑
n=0
1
n!
θαa1a2...anQα a1a2...an,(3.37)
where ρa1a2...an, τa1a2...an and θαa1a2...an are infinitesimal gauge parameters. The variation
of the gauge field Ωµ under these infinitesimal gauge transformations is, as usual
δΩµ = DµW = ∂µW + [Ωµ,W ], (3.38)
where the anti-commutator is given in terms of the (anti-)commutators defining our gen-
eralised superalgebra. In terms of componets the gauge transformations of the gauge
fields read
δea(n)µ = ∂µρ
a(n) +
n∑
i=1
ǫ aib1b2
n−1∑
n1=0
∑
p
(
ωb1ap(n1)µ ρ
b2ap(n−n1−1) − τ b1ap(n1)eb2ap(n−n1−1)µ
)
+
2i
n∑
i=1
n−1∑
n1=0
∑
p
ψγ ap(n1)µ
(
γai
)
γδ
θδ ap(n−n1−1) − 2i
n∑
n1=0
∑
p
ψγ bap(n1)µ
(
γb
)
γδ
θδ ap(n−n1)−
2i
n∑
n1=0
∑
p
ψγ ap(n1)µ
(
γb
)
γδ
θδ bap(n−n1) − 4i
n∑
i=1
ǫ aib1b2
n−1∑
n1=0
∑
p
ψµ δ
b1 ap(n1)θδ b2 ap(n−n1−1),
(3.39)
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The generalised spin-connection transforms as
δωa(n)µ = ∂µτ
a(n) +
n∑
i=1
ǫ aib1b2
n−1∑
n1=0
∑
p
ωb1ap(n1)µ τ
b2ap(n−n1−1) (3.40)
Lastly, the generalised gravitinos transform as
δψαa(n)µ = ∂µθ
α a(n) +
n∑
i=1
ǫ aib1b2
n−1∑
n1=0
∑
p
(
ωb1ap(n1)µ θ
α b2ap(n−n1−1) − τ b1ap(n1)ψα b2ap(n−n1−1)µ
)
− 1
2
∑
p
(
ωb1ap(n1)µ θ
β ap(n−n1) − τ b1ap(n1)ψβ ap(n−n1−1)µ
)(
γb1
) α
β
.
(3.41)
A word of explanation is in order. The sum over p appearing in the first, second and last
term of (3.39) is a sum over all inequivalent ways of splitting the set of the n− 1 indices
a1a2...aˆi...an into two sets, one containing n1 symmetric indices that is denoted by ap(n1)
and one containing n − n1 − 1 symmetric indices that is denoted by ap(n − n1 − 1). As
usual the hat over an index is to remind us that the hatted index is absent from the set,
while ap(n1) denotes a set of n1 symmetrised indices. Similarly, the sum over p appearing
in the third and fourth term of (3.39) is a sum over all inequivalent ways of splitting the
full set of the n indices a1a2...an into two sets. Similar notations have been used in (3.40)
and (3.41).
Under the gauge transformation (3.38) the generalised curvature tensor R transforms
as
δR = [R,W ]. (3.42)
Because of the cyclicity of the trace it is straightforward to show that the Chern-Simons
action (3.36) is invariant under the gauge transformations (3.38), (3.42) which are based
on the extended super-algebra of (2.2), (2.3),(2.4), (2.7), (2.8), (2.9).
We are now in position to write down the equations of motion for the fields of the
theory which can be obtained from the variation of the action (3.36) with respect to Ωµ.
These are
Rµν = 0⇔ ∂µΩν − ∂νΩµ + [Ωµ,Ων ] = 0 (3.43)
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In term of components this equation decomposes to
∂µe
a(n)
ν − ∂eνea(n)µ +
n∑
i=1
ǫ aib1b2
n−1∑
n1=0
∑
p
(
ωb1ap(n1)µ e
b2ap(n−n1−1)
ν − ωb1ap(n1)ν eb2ap(n−n1−1)µ
)
+
2i
n∑
i=1
n−1∑
n1=0
∑
p
ψγ ap(n1)µ
(
γai
)
γδ
ψδ ap(n−n1−1)ν − 2i
n∑
n1=0
∑
p
ψγ bap(n1)µ
(
γb
)
γδ
ψδ ap(n−n1)ν −
2i
n∑
n1=0
∑
p
ψγ ap(n1)µ
(
γb
)
γδ
ψδ bap(n−n1)ν − 4i
n∑
i=1
ǫ aib1b2
n−1∑
n1=0
∑
p
ψµ δ
b1ap(n1)ψδ b2ap(n−n1−1)ν = 0,
(3.44)
∂µω
a(n)
ν − ∂νωa(n)µ +
n∑
i=1
ǫ aib1b2
n−n1−1∑
n1=0
∑
p
ωb1ap(n1)µ ω
b2ap(n−n1−1)
ν = 0
(3.45)
∂µψ
αa(n)
ν − ∂νψαa(n)µ +
n∑
i=1
ǫ aib1b2
n−n1−1∑
n1=0
∑
p
(
ωb1ap(n1)µ ψ
α b2ap(n−n1−1)
ν − ωb1ap(n1)ν ψα b2ap(n−n1−1)µ
)−
1
2
∑
p
(
ωb1ap(n1)µ ψ
β ap(n−n1)
ν
(
γb1
) α
β
− ωb1ap(n1)ν ψβ ap(n−n1)µ
(
γb1
) α
β
)
= 0.
(3.46)
As in the case of the gauge transformations of the componets of the gauge field Ωµ the sum
over p appearing in the first, second and last term of (3.44) is a sum over all inequivalent
ways of splitting the set of the n − 1 indices a1a2...aˆi...an into two sets, one containing
n1 symmetric indices that is denoted by ap(n1) and one containing n− n1 − 1 symmetric
indices that is denoted by ap(n− n1 − 1). As usual the hat over an index is to remind us
that the hatted index is absent from the set, while ap(n1) denotes a set of n1 symmetrised
indices. Similarly, the sum over p appearing in the third and fourth term of (3.44) is a
sum over all inequivalent ways of splitting the set of the n indices a1a2...an into two sets.
We close this Section with two important comments. Please notice that in the equa-
tions of motion (3.44), (3.45) and (3.46) the sum over n1 has an upper bound. This means
that only a finite number of the higher-spin fields participate in the non-linear term of the
equations of motion for a given number of free indices. This is in contradistinction to the
higher spin algebras shs(2) (see equations (38-40) of [16]) where the corresponding sums
run from zero to infinity and as a result the non-linear term of the equations of motion
involves higher-spin fields with an unbounded number of indices. This difference in the
”dynamics” resides in the different structure constants of the two algebras.
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A second comment concerns the structure of (3.44). As it happens in ordinary gravity
the generalised spin connection ω
a(n)
µ can be considerd as an auxiliary field which can be
expressed in terms of the vielbein e
a(n)
µ and the fermions by solving (3.44) for ω
a(n)
µ . Then
one should substitute this solution in (3.45) and (3.46) to get equations for the vielbein
and the fermions. Since the equations of motion are considerably simpler in our case this
programme should be implemented more easily than in the cases that already exist in the
literature.
The last comment concerns the free (linear) limit of the massless higher-spin field equa-
tions for the gauge fields. Since we are expanding around flat space the only non-zero
background field is eaµ = δ
a
µ. Consequently, the linearised equations of motion become
∂µe
a(n)
ν − ∂eνea(n)µ +
n∑
i=1
ǫ aib1b2
(
ωb1aˆi(n−1)µ e
b2
ν − ωb1aˆi(n−1)ν eb2µ
)
= 0
∂µω
a(n)
ν − ∂νωa(n)µ = 0
∂µψ
αa(n)
ν − ∂νψαa(n)µ = 0.
(3.47)
The hat, as usual, denotes that the corresponding index is absent from a set of indices.
It should also be noted that as in the case of pure gravity the higher-spin gauge fields
do not have propagating degrees of freedom and the equations of motion (3.43) admit
only trivial solutions if one restricts oneself in a topologically trivial space. Despite this,
there is a number of interesting questions in the context of the 2 + 1 higher-spin theory
we have constructed. One can look for BTZ-like black hole solutions or try to introduce
interactions of the higher-spin fields with matter in which case the higher-spin field may
become dynamical. Finally, one may try to extend our higher-spin algebra in d + 1
dimensions. This will be the first step towards writing down new non-linear equations
of motion and/or new invariant actions for the higher-spin gauge fields in any number of
dimensions.
4 Including a cosmological constant
In this Section, we discuss the extension of our previous construction in the case where
the background spacetime is AdS3 or dS3, that is when we have a negative (Λ = −λ <
0) or positive (Λ = −λ > 0) cosmological constant. Here we will restrict ourselves
to the case with no supersymmetry3. As we saw in the previous Section, higher-spin
three-dimensional gravity without a cosmological constant was related to the higher-spin
3Apparently, it is not straightforward to include supercharges because the supercharges will no longer
anti-commute with the P-type higher-spin generators making the Jacobi identity involving three higher-
spin supercharges difficult to satisfy. It would be interesting to see how one can circumvent this problem.
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extension of the ISO(2, 1) gauge group, extension which we have constructed explictely.
In a similar fashion, higher-spin gravity with a positive or negative cosmological constant
Λ should be related to some higher-spin extension of the SO(3, 1) or SO(2, 2) groups
which are the symmetry groups of the dS3 and AdS3 spaces respectively. We will be
calling these higher-spin algebras (4.49) hSO(3, 1) and hSO(2, 2) respectively.
The most economical way to write down these higher-spin extensions is in terms of the
following linear combinations of the angular momentum and momentum generators J±a =
1
2
(Ja ± 1√λPa). In terms of these generators the dS3 and AdS3 algebras can be written
as [13]
[J+a , J
+
b ] = ǫabcJ
+c, [J−a , J
−
b ] = ǫabcJ
−c, [J+a , J
−
b ] = 0. (4.48)
Having the experience of the flat space higher-spin group, it is now straightforward to
write down the anti-commutation relations for the cases at hand. These read
[J+a1a2...an1 , J
+
b1b2...bn2
] =
n1∑
i=1
n2∑
j=1
ǫaibjcJ
+c
a1...aˆi...an1b1...bˆj ...bn2
[J−a1a2...an1 , J
−
b1b2...bn2
] =
n1∑
i=1
n2∑
j=1
ǫaibjcJ
−c
a1...aˆi...an1b1...bˆj ...bn2
[J+a1a2...an1 , J
−
b1b2...bn2
] = 0. (4.49)
This higher-spin algebra admits the following invariant quadratic form
〈J+a1a2...ak , J+ak+1ak+2...a2s〉 =
1
2
√
λ
∑
p
ηp(a1)p(a2)ηp(a3)p(a4)...ηp(a2s−1)p(a2s)
〈J−a1a2...ak , J−ak+1ak+2...a2s〉 = −
1
2
√
λ
∑
p
ηp(a1)p(a2)ηp(a3)p(a4)...ηp(a2s−1)p(a2s)
〈J±a1a2...ak , J±ak+1ak+2...a2s+1〉 = 0
〈J+a1a2...ak , J−ak+1ak+2...an〉 = 0. (4.50)
That this invariant bilinear form is consistent with the higher-spin algebra (4.48) can be
shown in exactly the same way we showed the analogous statement for the flat space
higher-spin algebra in the Appendix.
In fact, when written in terms of the initial angular momenta and momenta of the
AdS3 or dS3 space (remember that we have defined J
±
a(n) =
1
2
(Ja(n) ± 1√λPa(n))) (4.50) is
identical to the corresponding invariant bilinear for in flat space (2.5). It is obvious that
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one can define the spin connection according to
Ωµ = Ω
+
µ + Ω
−
µ =
∞∑
n=1
1
n!
ω+a(n)µ J
+
a(n) +
∞∑
n=1
1
n!
ω−a(n)µ J
−
a(n) =
∞∑
n=1
1
n!
ωa(n)µ Ja(n) +
∞∑
n=1
1
n!
ea(n)µ Pa(n), (4.51)
ω±a(n)µ = ω
a(n)
µ ±
√
λea(n)µ , J
±
a(n) =
1
2
(Ja(n) ± 1√
λ
Pa(n))
From this gauge field one can, as usual define the corresponding field strength given by
F = R = dΩ + Ω ∧ Ω = dΩ+ + Ω+ ∧ Ω+ + dΩ− + Ω− ∧ Ω−. (4.52)
Similar to the case of flat space-time one can define the following action
SΛ =
∫
M3
Tr
[
Ω ∧ dΩ+ 2
3
Ω ∧ Ω ∧ Ω] (4.53)
where the trace is defined by using the invariant bilinear form of our generalised algebra
(4.50). This action is by construction invariant under the infinitesimal gauge transforma-
tions
δΩµ = DµW = ∂µW + [Ωµ,W ] = ∂µW
+ + [Ω+µ ,W
+] + ∂µW
− + [Ω−µ ,W
−], (4.54)
with gauge parameters given by
W =W+ +W− =
∞∑
n=1
1
n!
τ+ a1a2...anJ+a1a2...an +
∞∑
n=1
1
n!
τ− a1a2...anJ−a1a2...an. (4.55)
All anti-commutators are given in terms of the (anti-)commutators defining our generalised
algebra (4.48). Similarly to pure gravity the fact that the anti-commutator of J+
a(n) with
J−
a(n) is zero and the fact that the scalar product of J
+
a(n) with J
−
a(k) is also zero allows
one to rewrite the Chern-Simons action of (4.53) as the difference of two Chern-Simons
actions, one for Ω+ and one for Ω−
SΛ =
∫
M3
T˜ r
(
Ω+∧dΩ++ 2
3
Ω+∧Ω+∧Ω+
)
−
∫
M3
T˜ r
(
Ω−∧dΩ−+ 2
3
Ω−∧Ω−∧Ω−
)
. (4.56)
The relative minus sign originates from the the relative minus sign between the first and
second relations of (4.50). Furthermore, the tilde over the trace is to denote that in (4.56)
the scalar product for both sectors is taken with a plus as in the first equation of (4.50).
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Notice that when the action (4.56) is written in terms of the component fields the leading
term in the expansion becomes the usual Einstein action in three dimensions
SΛ =
∫
M3
d3x ǫµνκ
(
eµa
(
∂νω
a
κ − ∂κω aν
)
+ ǫabce
a
µ ω
b
µ ω
c
κ +
1
3
λǫabce
a
µ e
b
ν e
c
κ
)
. (4.57)
One can now proceed to derive the equations of motion for the full infinite set of
component fields. These can be derived from the variation of the action (4.56) with
respect to the gauge fields Ω+ and Ω− which results to
R+µν(Ω
+) = 0⇔ ∂µΩ+ν − ∂νΩ+µ + [Ω+µ ,Ω+ν ] = 0
R−µν(Ω
−) = 0⇔ ∂µΩ−ν − ∂νΩ−µ + [Ω−µ ,Ω−ν ] = 0 (4.58)
In term of components these equations decompose to
∂µω
+a(n)
ν − ∂νω+a(n)µ +
n∑
i=1
ǫ aib1b2
n−n1−1∑
n1=0
∑
p
ω+ b1ap(n1)µ ω
+ b2ap(n−n1−1)
ν = 0 (4.59)
and similarly for the minus components ω
−a(n)
µ . If one wishes one can employ the relations
ωa(n)µ =
1
2
(
ω+a(n)µ + ω
−a(n)
µ
)
ea(n)µ =
1
2
√
λ
(
ω+a(n)µ − ω−a(n)µ
)
(4.60)
to express the equations of motion in terms of the usual higher-spin vielbein e
a(n)
µ and
higher-spin connection ω
a(n)
µ
∂µω
a(n)
ν − ∂νω a(n)µ +
n∑
i=1
ǫ aib1b2
n−n1−1∑
n1=0
∑
p
(
ω b1ap(n1)µ ω
b2ap(n−n1−1)
ν + λe
b1ap(n1)
µ e
b2ap(n−n1−1)
ν
)
= 0
∂µe
a(n)
ν − ∂νea(n)µ +
n∑
i=1
ǫ aib1b2
n−n1−1∑
n1=0
∑
p
(
ω b1ap(n1)µ e
b2ap(n−n1−1)
ν − ω b1ap(n1)ν e b2ap(n−n1−1)µ
)
= 0
.(4.61)
As in the flat space construction notice the structural difference between (4.61) and the
corresponding equations of motion based on the shs(2)⊕ shs(2) of [16]. In the latter the
full infinite set of higher-spin gauge fields are being entangled among themselves in the
non-linear term appearing in any of the equations of motion. However, this is not the case
in our construction (4.61) where in any equation of motion only a finite number of fields
are being entangled. As stressed in the flat space-time construction this fundamental
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difference originates from the different nature of the two higher-spin algebras, i.e. their
different structure constants.
Before closing this Section, let us make an important comment. In a similar fashion
with what happens with pure gravity our higher-spin extension of SO(2, 2) or SO(3, 1)
gauge groups (4.49) admits beside (4.50) a second invariant quadratic form which
〈J+a1a2...ak , J+ak+1ak+2...a2s〉 =
1
2
∑
p
ηp(a1)p(a2)ηp(a3)p(a4)...ηp(a2s−1)p(a2s)
〈J−a1a2...ak , J−ak+1ak+2...a2s〉 =
1
2
∑
p
ηp(a1)p(a2)ηp(a3)p(a4)...ηp(a2s−1)p(a2s)
〈J±a1a2...ak , J±ak+1ak+2...a2s+1〉 = 0
〈J+a1a2...ak , J−ak+1ak+2...an〉 = 0. (4.62)
One can of course employ this invariant form when defining the trace in the Chern-Simons
action (4.53). Then one finds that the invariant action becomes an expression similar to
(4.56) with the only difference that the relative minus sign between the two terms of
(4.56) becomes plus. The equations of motion derived from the variation of the latter
action are still given by (4.58) and (4.59). So from a general point of view one could
define his action as any linear combination of (4.56) and its corresponding action with a
plus relative sign. Though at the classical level all these combinations are equivalent this
will no longer be true at the quantum level [13]. It would be very interesting to study the
quantum behaviour of our extended higher-spin (super)gravities along the lines of [13].
5 Conclusions
In this article, we have constructed novel interacting higher-spin theories of (super)gravity
in 2+ 1 spacetime dimensions. Our construction is based on certain novel infinite dimen-
sional higher-spin groups which generalise the ISO(2, 1), SO(2, 2) and SO(3, 1) groups of
flat space, AdS3 and dS3 spaces respectively. We also show that each of these extended
groups admits a certain invariant bilinear form which we specify. Being equipped with
these higher-spin (super)groups we write down, Chern-Simons like actions which are in-
variant under the aforementioned extended groups, the transformation laws of the gauge
fields, and their equations of motion in all three cases. In the extension of the ISO(2, 1)
group the theory describes and infinite tower of ”particles” with integer and half-integer
spins from 1 to infinity. In the extensions of the SO(2, 2) and SO(3, 1) groups the the-
ory accommodates all integer spins. One important feature of our construction is that
the theories allow for an infinite number of ”particles” per spin s. Another related new
feature of our theories is that only a finite number of fields are being entangled among
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themselves in the non-linear term appearing in any of the equations of motion. To our
knowledge, this is in contradistinction with the results in the existing literature [16] where
similar constructions based on the shs(2)⊕shs(2) higher-spin algebra result to equations
of motions where the full infinite set of higher-spin gauge fields are being entangled. This
fundamental difference in the ”dynamics” of the two theories originates from the different
nature of the two higher-spin algebras, i.e. their different structure constants.
Many interesting questions still remain open. The first concerns the quantisation of
our theories along the line of [13]. One might hope that this procedure will shed some light
on the quantisation of gravity in general. As mentioned above, similarly to what happens
in the case of pure gravity the higher-spin gauge fields do not have propagating degrees
of freedom and the equations of motion (3.43) admit only trivial solutions if one restricts
oneself in a topologically trivial space. Despite this, there is a number of interesting
questions in the context of the 2 + 1 higher-spin theories we have constructed. One can
look for BTZ-like black hole solutions or try to introduce interactions of the higher-spin
fields with matter in which case the higher-spin field may become dynamical. One may
also try to extend our higher-spin algebra in d+ 1 dimensions. This will be the first step
towards writing down new non-linear equations of motion and/or new invariant actions
for the higher-spin gauge fields in any number of dimensions. Furthermore, it would
be extremely interesting to interpret our constructions in the context of the AdS/CFT
correspondence. In particular, it would be important to identify which conformal field
theory living in the two dimensional boundary of AdS3 is the dual field theory of our
higher-spin gravity living in the bulk of AdS3. Once conjectured one can compute certain
correlation functions, in a fashion similar to [21, 22], at both free field theory (λ → 0)
and gravity to test the validity of the duality. Finally, it would be important to identify
the asymptotic symmetry algebra of the 2+1-dimensional higher-spin gravity theories we
have constructed in this work along the lines of [23].
A Appendix
A.1 Invariant quadratic form
In this Appendix we prove that our superalgebra admits the invariant bilinear form of
(2.10). We start with the bosonic part of the algebra. It is enough to show that (2.10)
is consistent with the following relation which should hold for any three generators A, B
and C,
〈A, [B,C]±〉+ (−1)g(B)g(C)〈[A,C]±, B〉 = 0. (A.63)
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In the last equation g(A) denotes the grading of the operator A which is 0 if the operator
is bosonic and 1 if the operartor is fermionic. Actually, (A.63) is the infinitesimal version
of 〈gAg−1, gBg−1〉 = 〈A, B〉, where g is an arbitrary element of our supergroup. It is
easy to prove that (A.63) is verified when all three generators are P-type generators. This
is so because any of the higher-spin P’s anti-commute with any other P making each
term of (A.63) zero separately. We reach to the same conclusion when two of the three
generators are of the P-type. As above, each term of (A.63) is separately zero either
because it involves a [P..., P...] = 0 anti-commutator or because it involves a 〈P..., P...〉
scalar product which is zero. The next cases to be considered is when all three generators
are of the J-type or when 2 of them are of the J-type and one is of the P-type. Actually
it is not difficult to see that these two cases can be treated simultaneously since the P-P
and J-J anti-commutators have identical structure constants.
Thus let us choose A = Ja(n1), B = Jb(n2) and C = Jc(n3). Then, in an obvious by now
notation, one obtains
〈A, [B,C]〉 = ǫ dbicj
∑
p
ηp(d)p(a1)...ηp(an−1)p(an)ηp(b1)p(b2)...ηp(bi−2)p(bi−1)ηp(bi+1)p(bi+2)...
ηp(bn2−1)p(bn2 )ηp(c1)p(c2)...ηp(cj−2)p(cj−1)ηp(cj+1)p(cj+2)...ηp(cn3−1)p(cn3 ) = ǫ
d
bicj
ηdbˆi cˆj , a(n3)
= ǫbicjakηbˆi cˆj , aˆk ,
(A.64)
where
ηdbˆi cˆj , c(n3) =
∑
p ηp(d)p(a1)...ηp(an−1)p(an)ηp(b1)p(b2)...ηp(bi−2)p(bi−1)ηp(bi+1)p(bi+2)...ηp(bn2−1)p(bn2 )
ηp(c1)p(c2)...ηp(cj−2)p(cj−1)ηp(cj+1)p(cj+2)...ηp(cn3−1)p(cn3 ).
The last equality of (A.64) is justified as follows. The index d appearing in the ǫ symbol
can be brought down by one of the ηs. Thus d can be either one of the b indices, one of
the c indices or one of the a indices. The first two cases will give zero because they will
involve ǫbicjbk + ǫbkcjbi = 0 or ǫbicjck + ǫbickcj = 0 since the resulting expression should be
symmetric in the exchange of any two b indices or any two c indices. The second term in
(A.63) results to
〈[A,C], B〉 = ǫ daicj ηdaˆi cˆj , b(n3) = ǫaicjbkηaˆi cˆj , bˆk (A.65)
By exchanging i with k in the last equation and by taking into account that ηbˆi cˆj , aˆk =
ηaˆk cˆj , bˆi it is straightforward to see the sum of the right hand sides of(A.64) and (A.65) is
zero. A similar line of reasoning applies when one of the J-type generetors is substituted by
a P-type one. We have, thus, proven that our bosonic higher-spin subalgebra is consistent
with (2.5). Notice that the invariant quadratic form of our algebra is similar with the
invariant quadratic form of the extension of the Poincare group presented in [19, 17].
We now focus on the cases where one or more of the three generators appearing
in (A.63) are fermionic ones. The first case we will be considering is when all three
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generators are of the Q-type. Then because the commutator of {Q..., Q...} = P... and
〈P..., Q...〉 = 0 each term of (A.63) is zero separately. (A.63) is also trivially satisfied
when one of the generators is fermionic and two bosonic. This happens because one ends
up with scalar products of the form 〈(bosonic)..., Q...〉 which is zero according to (2.10).
The only nontrivial situation is when we have two fermionic generators and one bosonic.
Again when the bosonic generator is a P-type one, each term of (A.63) is satisfied by
since its left hand side will be proportional to 〈{Q..., Q...}..., P...〉 + 〈[Q..., P...], Q...〉 =
〈P....., P...〉 + 〈0, Q...〉 = 0 since according to (2.10) 〈P....., P...〉 = 0. Finally when the
bosonic generator is of the J-type one can follow similar steps to the ones which led to the
proof of the consistency condition in the case of three J-type generators given above. The
complete proof is cumbersome so instead of giving the complete proof we will consider
two inequivalent particular cases which, however capture all the necessary ingredients of
the most generic case.
The first case is for the following choice of generators A = Jν , B = Qαµ1 and C = Qβ ν1 .
(A.63) can then be rewritten as
〈{Qαµ1 , Qβ ν1}, Jν〉+ 〈Qαµ1 , [Qβ ν1, Jν ]〉 = 2i
(
γρ
)
αβ
(
ηρµ1ηνν1 + ηρν1ηνµ1 + ηρνηµ1ν1
)
− 2i(γµ1)αβηνν1 − 2i
(
γν1
)
αβ
ηµ1ν − 4iǫαβǫ ρµ1ν1 ηνρ − 4iǫαβǫνν1µ1 − 2i
(
γν
)
βα
ηµ1ν1 = 0.
(A.66)
In the last equation the first term cancels the fourth one, the second cancels the fifth one,
the third term cancels the last one while the penultimate is cancelled against the third
from the end term. The second inequivalent case is for the following choice of generators
C = Jν , B = Qαµ1 and A = Qβ ν1 . (A.63) can be rewritten as
〈Qβ ν1, [Qαµ1 , Jν]〉+ 〈[Qβ ν1 , Jν ], Qαµ1〉 = −4iǫβαǫνµ1ν1 − 2i
(
γν
)
αβ
ηµ1ν1
+ 4iǫαβǫνν1µ1 + 2i
(
γν
)
βα
ηµ1ν1 = 0.
(A.67)
In (A.67) the first term cancels the third one while the second cancels the last one.
A.2 Supersymmetry in 2 + 1 dimensions
In this Appendix we collect our notations and briefly review the supersymmetry algebra in
2 + 1 dimensions since our generalised higher-spin superalgebra will have as a subalgebra
the supersymmetric group in 2 + 1 dimensions. The space-time metric that we use is
ηµν = diag(−1, 1, 1). The Dirac matrices which in 3-dimensions realise the commutation
relation {γa, γb} = 2ηab can be chosen to be(
γ0
)α
β
= −iσ2, (γ1)α
β
= σ1,
(
γ2
)α
β
= σ3, {γa, γb} = 2ηab, (A.68)
where σ1, σ2 and σ3 are the three Pauli matrices. We raise and lower spinor indices
through the antisymmetric ǫ symbol as follows ψα = ǫαβψβ and ψα = ψ
βǫβα. In our
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conventions ǫ12 = ǫ12 = 1 while for the antisymmetric ǫ
abc symbol with spacetime indices
we define ǫ012 = 1. The Dirac matrices with both spinors down are symmetric matrices
since
(
γa
)
αβ
=
(
γa
)δ
β
ǫδα,
(
γ0
)
αβ
= −I = −δαβ ,
(
γ2
)αβ
= −σ3, (γ2)αβ = σ1. (A.69)
This property has been used several times in the main text. Another very useful identity
which has been used extensively is the following
(
γa
)α
γ
(
γb
)γ
δ
− (γb)αγ
(
γa
)γ
δ
= −2ǫ cab
(
γc
)α
δ
⇔(
γa
) γ
α
(
γb
) δ
γ
− (γb) γα
(
γa
) δ
γ
= 2ǫ cab
(
γc
) δ
α
. (A.70)
Finally, for compwe give the supersymmetry algebra in 2 + 1 dimensions
{Qα, Qβ} = 2iγcαβPc, [Ja, Qα] = −
1
2
(
γa
) β
α
Qβ , [Pa, Qα] = 0
[Ja, Jb] = ǫabcJ
c, [Ja, Pb] = ǫabcP
c, [Pa, Pb] = 0.
(A.71)
Acknowledgments
We wish to thank George Savvidy for useful discussions.
References
[1] C. Fronsdal, Phys. Rev. D18 (1978) 3624.
[2] C. Aragone and S. Deser, Phys. Lett. B 86 (1979) 161;
F. A. Berends, J. W. van Holten, B. de Wit and P. van Nieuwenhuizen, J. Phys. A
13 (1980) 1643.
[3] A. K. H. Bengtsson, I. Bengtsson and L. Brink, Nucl. Phys. B 227 (1983) 31, 41;
F. A. Berends, G. J. H. Burgers and H. Van Dam, Z. Phys. C 24 (1984) 247; Nucl.
Phys. B 260 (1985) 295;
A. K. H. Bengtsson and I. Bengtsson, Class. Quant. Grav. 3 (1986) 927;
E. S. Fradkin and R. R. Metsaev, Class. Quant. Grav. 8 (1991) L89;
R. R. Metsaev, Mod. Phys. Lett. A 6 (1991) 359; Mod. Phys. Lett. A 8 (1993) 2413;
Class. Quant. Grav. 10 (1993) L39; Phys. Lett. B 309 (1993) 39.
[4] E. S. Fradkin and M. A. Vasiliev, Phys. Lett. B189 (1987) 89–95;
E. S. Fradkin and M. A. Vasiliev, Nucl. Phys. B291 (1987) 141.
25
[5] S. R. Coleman and J. Mandula, Phys. Rev. 159 (1967) 1251;
R. Haag, J. T. Lopuszanski and M. Sohnius, Nucl. Phys. B 88, 257 (1975).
[6] M. A. Vasiliev, “Consistent equation for interacting gauge fields of all spins in (3+1)-
dimensions,” Phys. Lett. B243 (1990) 378–382;
M. A. Vasiliev, Phys. Lett. B285 (1992) 225–234;
M. A. Vasiliev, Phys. Lett. B567 (2003) 139–151, arXiv:hep-th/0304049;
I. L. Buchbinder, A. Fotopoulos, A. C. Petkou and M. Tsulaia, Phys. Rev. D 74,
105018 (2006) [hep-th/0609082];
R. R. Metsaev, Phys. Lett. B 720, 237 (2013) [arXiv:1205.3131 [hep-th]].
[7] X. Bekaert, S. Cnockaert, C. Iazeolla, and M. A. Vasiliev, in First Solvay Workshop
on Higher Spin Gauge Theories, G. Barnich and G. Bonelli, eds. International
Solvay Institutes, 2005. Lectures given by M. A. Vasiliev at the first Solvay
Workshop on Higher Spin Gauge Theories, Brussels, Belgium, 12-14 May 2004;
M. A. Vasiliev, Int. J. Mod. Phys. D5 (1996) 763–797, arXiv:hep-th/9611024;
M. A. Vasiliev, Comptes Rendus Physique 5 (2004) 1101–1109,
arXiv:hep-th/0409260;
D. Sorokin, AIP Conf. Proc. 767, 172 (2005) [hep-th/0405069].;
X. Bekaert, N. Boulanger and P. Sundell, Rev. Mod. Phys. 84, 987 (2012)
[arXiv:1007.0435 [hep-th]];
A. Fotopoulos and M. Tsulaia, Int. J. Mod. Phys. A 24, 1 (2009) [arXiv:0805.1346
[hep-th]].
[8] B. Sundborg, Nucl. Phys. Proc. Suppl. 102 (2001) 113–119,
arXiv:hep-th/0103247;
M. Bianchi, J. F. Morales, and H. Samtleben, JHEP 07 (2003) 062,
arXiv:hep-th/0305052;
G. Bonelli, Nucl. Phys. B669 (2003) 159–172, arXiv:hep-th/0305155;
D. Francia and A. Sagnotti, J. Phys. Conf. Ser. 33, 57 (2006) [hep-th/0601199];
S. Giombi and X. Yin, arXiv:1004.3736 [hep-th].
[9] N. Boulanger, D. Ponomarev, E. D. Skvortsov and M. Taronna, Int. J. Mod. Phys.
A 28, 1350162 (2013) [arXiv:1305.5180 [hep-th]];
S. Giombi, I. R. Klebanov, S. S. Pufu, B. R. Safdi and G. Tarnopolsky, JHEP 1310,
016 (2013) [arXiv:1306.5242 [hep-th]];
M. Beccaria and A. A. Tseytlin, J. Phys. A 48, no. 27, 275401 (2015)
[arXiv:1503.08143 [hep-th]];
J. Maldacena and A. Zhiboedov, J. Phys. A 46, 214011 (2013) [arXiv:1112.1016
[hep-th]];
26
N. Boulanger, P. Kessel, E. D. Skvortsov and M. Taronna, arXiv:1508.04139 [hep-
th].
[10] G. Savvidy, Proc. Steklov Inst. Math. 272, 201 (2011) [arXiv:1004.4456 [hep-th]].
[11] M. A. Vasiliev, Int. J. Mod. Phys. D5 (1996) 763–797, arXiv:hep-th/9611024.
[12] A. Achcarro and P. K. Townsend, Physics Letters B180 (1986) no. 1-2 89–92.
[13] E. Witten, Nucl. Phys. B311 (1988) 46.
[14] E. S. Fradkin and M. A. Vasiliev, Annals of Physics 177 (1987) 63-112.
[15] G. Lucena Gomez, PoS ModaveVIII , 003 (2012) [arXiv:1307.3200 [hep-th]];
K. S. Kiran, C. Krishnan and A. Raju, Mod. Phys. Lett. A 30, no. 32, 1530023
(2015) [arXiv:1412.5053 [hep-th]].
[16] M. P. Blencowe, Class. Quantum Grav. 6 (1989) 443-452.
[17] G. Savvidy, Int. J. Mod. Phys. A 25, 5765 (2010) [arXiv:1006.3005 [hep-th]].
[18] I. Antoniadis, L. Brink and G. Savvidy, J. Math. Phys. 52, 072303 (2011)
[arXiv:1103.2456 [hep-th]].
[19] G. Savvidy, J. Phys. A 47, no. 5, 055204 (2014) [arXiv:1308.2695 [hep-th]].
[20] G. Georgiou and G. Savvidy, J. Phys. A 44, 305402 (2011) [arXiv:1012.5580 [hep-
th]].
[21] S. Giombi, S. Prakash and X. Yin, JHEP 1307, 105 (2013) [arXiv:1104.4317 [hep-
th]];
S. Giombi and X. Yin, JHEP 1009, 115 (2010) [arXiv:0912.3462 [hep-th]].
[22] G. Georgiou, JHEP 1102, 046 (2011) [arXiv:1011.5181 [hep-th]];
G. Georgiou, JHEP 1109, 132 (2011) [arXiv:1107.1850 [hep-th]];
C. S. Chu, G. Georgiou and V. V. Khoze, JHEP 0611, 093 (2006) [hep-th/0606220];
G. Georgiou, JHEP 0909, 021 (2009) [arXiv:0904.4675 [hep-th]];
G. Georgiou, V. Gili, A. Grossardt and J. Plefka, JHEP 1204, 038 (2012)
[arXiv:1201.0992 [hep-th]];
G. Georgiou, B. H. Lee and C. Park, JHEP 1303, 167 (2013) [arXiv:1301.5092
[hep-th]].
[23] M. Henneaux and S. J. Rey, JHEP 1012, 007 (2010) [arXiv:1008.4579 [hep-th]];
A. Campoleoni, S. Fredenhagen, S. Pfenninger and S. Theisen, JHEP 1011, 007
(2010) [arXiv:1008.4744 [hep-th]].
27
