In this paper, the most general bivariate distribution with lognormal conditionals is fully characterized, using the methodology proposed by [3]. The properties of the new family are studied in detail, including marginal and conditional distributions, regression functions, dependence measures, moments and inequality measures. The new distribution is very broad, and contains as a particular case the classical bivariate lognormal distribution. Several subfamilies are studied and a generalization of the basic model is discussed. Finally, we present an empirical application. We estimate and compare the basic model proposed in the paper with a classical model, using data from the European Community Household Panel in different periods of time.
Introduction
The purpose of this paper is to study several classes of bivariate income distributions whose conditionals belong to the two and three-parameter lognormal distribution, and to some of their extensions. The most natural definition of a bivariate lognormal distribution is in terms of the classical bivariate normal distribution. The bivariate lognormal distribution has the probability density function (pdf):
where z = (log x, log y) , μ = (μ 1 , μ 2 ) and is a 2 × 2 matrix. Kmietowicz [21] has used this distribution for modelling the distribution of household size and income. An important appealing of family (1) is that the marginal and conditional distributions are again lognormal, as in the bivariate normal case. Unfortunately, this distribution presents some differences with the normal case. For instance, the range of the correlation coefficient is limited, and is more narrowed than the normal case. Some details about the dependence structure of Eq. 1 appear in Nalbach- Leniewska [24] . This fact can seriously affect the practical use of this distribution. In this paper we present several bivariate versions of the lognormal distributions based on conditional specification. We will use the methodology proposed by Arnold, Castillo and Sarabia [3, 4] . Using this methodology, we obtain new classes of distributions that are more flexible and broad than the classical models, so that they can be used as an alternative to the bivariate lognormal distribution (1). The paper is organized as follows. Section 2 presents the lognormal distribution and some of its generalizations. Section 3 studies the bivariate two and threeparameter lognormal conditionals distribution. The properties of the new family are studied in detail, including marginal and conditional distributions, regression functions, dependence measures, moments and inequality measures. The new distribution is very broad, and contains as a particular case the classical bivariate lognormal distribution. Several subfamilies are studied. An empirical application is presented in Section 4. We estimate and compare the basic model proposed in the paper with a classical model, using data from the European Community Household Panel at different periods of time. Finally, we present some conclusions and possible extensions of the model in Section 5.
The lognormal distribution and generalizations
Starting with Gibrat's [14] and Kalecki's [19] original works, the lognormal distribution has been used for modelling income and wealth data and as a distribution for firms size, among other applications in economics and business. A random variable X has a two-parameter lognormal distribution if its pdf has the form,
with μ ∈ IR and σ > 0. If X has the density (2) we write X ∼ LN (μ, σ ). Since log X ∼ N (μ, σ 2 ), the pdf in Eq. 2 admits the representation X = exp (μ + σ Z ), where Z ∼ N (0, 1). When it's worked with income and wealth data, it's necessary to use models with flexible support. Then, if there exists a δ ∈ IR such that log(X − δ) ∼
