Hand gesture recognition possesses extensive applications in virtual reality, sign language recognition, and computer games. The direct interface of hand gestures provides us a new way for communicating with the virtual environment. In this paper a novel and real-time approach for hand gesture recognition system is presented. In the suggested method, first, the hand gesture is extracted from the main image by the image segmentation and morphological operation and then is sent to feature extraction stage. In feature extraction stage the Cross-correlation coefficient is applied on the gesture to recognize it. In the result part, the proposed approach is applied on American Sign Language (ASL) database and the accuracy rate obtained 98.34%.
Introduction
Hand gesture recognition possesses extensive applications in sign language recognition, computer games [1] and virtual reality [2] [3] [4] . A gesture is a form of non-verbal communication in which visible bodily actions can be used for communication. It can be categorized into static and dynamic [5] . The process of recognizing and predicting a gesture is known as Gesture Recognition and Sign language recognition is one of its applications. Sign language can involve combining orientation and movements of the hands, arms or body, hand shapes, and facial expressions to express thoughts and words which can be used for communication mostly by Deaf and Dumb people. It can also provide a good interface between computer and user, so in this paper we are representing a hand gesture recognition system which can recognize most of the character from ASL with a good accuracy [6] . Figure 1 shows the ASL symbols. In some passed decades Gesture recognition becomes very influencing term. There were many gesture recognition techniques developed for tracking and recognizing various hand gestures. Each one of them has their pros and cons. The older one is wired technology, in which users need to tie up themselves with the help of wire in order to connect or interface with the computer system. In wired technology user cannot freely move in the room as they connected with the computer system via wire and limited with the length of wire. Instrumented gloves also called electronics gloves or data gloves is the example of wired technology. These instrumented gloves made up of some sensors, provide the information related to hand location, finger position orientation etc. through the use of sensors. These data gloves provide good results but they are extremely expensive to utilize in wide range of common application. Data gloves are then replaced by optical markers. These optical markers project Infra-Red light and reflect this light on screen to provide the information about the location of hand or tips of fingers wherever the markers are wear on hand, the corresponding portion will display on the screen. These systems also provide the good result but require very complex configuration. Later on some advanced techniques have been introduced like Image based techniques which requires processing of image features like texture, color etc. the methods on optical markers are very expensive and have very complex configuration. The method based on image processing is weak against under different illumination condition, color texture modifying, which leads to changes in observed results. For utilizing the image processing method for hand gestures recognition system we proposed current paper method. In [7] [8] [9] a vision based methods for recognition hand gesture is presented. These methods are based on shape features and are highly influenced by some constraints like hand and noise. Our approach for hand gesture recognition is consist of three step, I. Image segmentation; II. Morphological Filtering; III. Crosscorrelation based feature extraction and matching. In section two the database is described, in section three proposed methods is presented and in section four and five the practical result and conclusion are presented respectively.
Database Description
Our approach for hand gesture recognition is based on static mode so; our first problem is to gather a good quality of data since our classifier will classify characters according to it only. We had created our own database for each character of ASL, which can includes 504 images i.e. 21 images for each (24) gestures. During creating a database images captured should have uniform dark color background that can be black with a white color rubber glove on hand as in contrast. We had done this in order to minimize noise and unwanted data so that we can easily do segmentation process. The user has to wear a black color cloth around his arm till wrist from the shoulder so that black color cloth can easily match with the background. Covered arm and the background should be of similar color. Letter j and z are discarded because we can describe them dynamically only and our approach is for static gestures only. Figure 2 shows the sample of our database that are more like a [6] databases.
Proposed Method
Our approach for hand gesture recognition is consist of three step, I. Image segmentation; II. Morphological Filtering; III. Cross-correlation based feature extraction and matching. First of all we have to do preprocessing of data which is very important task in Hand Gesture Recognition system. Preprocessing should be done on images initially before we extract features from data of Hand Gestures. It is to be done to remove noise, unwanted errors and to make data efficient so, that it can be used for further image processing. We used two steps for preprocessing of data 1.Image Segmentation 2.Morphological Filtering [6] . 
Image Segmentation
It is a process in which we convert a RGB image or gray scale image into binary (Black and White) image. This is to be done because we can get only two objects i.e. black and white only in our image. Black with the background and white represents our hand, Qtsu algorithm is used to convert image into binary [10] . A good segmentation process is that process in which background doesn't denote any part of hand and hand shouldn't have any part of background. To obtain best result we have to choose best possible threshold value and segmentation can be done according to that value. The selection of the segmentation technique mainly depends on the type of image on which we have to do processing and Qtsu algorithms [10] had been tested and work efficiently with our hand gestures data. It is an unsupervised and nonparametric method of segmentation which can select threshold automatically and do segmentation [9] . Suppose there are two classes of pixels with Ω0 as background pixel and Ω1 as hand pixel. Ω0 shows the pixels with intensity level [1,2…… .K] and Ω1 shows the pixels with intensity level [K+1……L], from these classes we get the threshold value K* which is in between value of K and K+1 and now hand pixel is assigned value "1" and background pixel is assigned value "0" and we get our desired binary image [11] .
Morphological Filtering
The segmented images we get after applying the Otsu algorithm are not perfectly processed and further processing is needed in those images to remove unwanted data and errors. There are still some background parts which contain 1s and some hand parts which denote 0s. In order to remove that noise we have to apply morphological filtering techniques on those segmented images. It is necessary to remove these errors as they can create problem in recognition of hand gestures and reduce the system efficiency [12] . So, morphological filtering is necessary to applied on segmented images and then we get a better smooth, closed and contour of a gesture. Dilation, Erosion, Opening, and Closing is the basic operators that work in morphological filtering [13] . Sample of preprocessing result is shown in Figure 3 and the experiments are performed in MATLAB. After the preprocessing we get a smooth and better hand gesture which can results a better efficiency [6] . 
Cross-correlation Coefficient
Now we have to extract feature for gesture recognition. For feature extraction and matching we used Crosscorrelation Coefficient. In signal processing, crosscorrelation is a measure of similarity of two waveforms as a function of a time-lag applied to one of them. In this part we used this function for matching of hand gesture. The cross correlation coefficient is defined as Equation (1):
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The value of cross-correlation coefficient ranges from -l to +l corresponds completely not matched and completely matched respectively. For template matching the template, T slides over I and is calculated for each coordinate (x, y). After calculation, the point which exhibits maximum is referred to as the match point. The following step is used for matching of hand gesture:
Step 1: A hand gesture template of size m × n is taken.
Step 2: The normalized 2-D auto-correlation of hand gesture template is found out.
Step 3: The normalized 2-D cross-correlation of hand gesture template with various template is calculated.
Step 4: The mean squared error (MSE) of auto correlation and cross-correlation of different sample are found out. The minimum MSE is found out and stored.
Step 5: The corresponding minimum MSE represent the recognized gesture.
Practical Result
Our suggestive method have been done on Intel Core i3-2330M CPU, 2.20 GHz with 2 GB RAM under Matlab environment. Fig. 4 shows the face of worked systems. In this study, for experimental analysis, we had applied the above mention technique on our database of American Sign Language which consists of 504 images i.e. 21 images per character and we was able to recognize 24 characters out of 26 characters from sign language because the remaining two characters gesture are dynamic and the developed approach is for static characters only. Table 1 shows the accuracy rate for each hand gesture. 
Conclusions
In this paper we proposed a novel and real-time approach for hand gesture recognition system. In the mentioned method, first, the hand gesture is extracted from the main image by the image segmentation and morphological operation and then is sent to feature extraction stage. In feature extraction stage the Cross-correlation coefficient is applied on the gesture to recognize it. High recognition rate showed our proposed approach ability in hand gesture recognition. In the future we have plane to recognize dynamic hand gesture recognition in video sequence for virtual reality.
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