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Abstract
Robotics technology is booming and it is projected to dominate in the coming decade.
Although robotics has already made a considerable impact on many aspects of modern
life, advanced robotics is still in its infancy. However, applications of robots are increasing
all the time, and their structures are becoming more complex. This increasing complexity
creates new challenges in control design, and with the advent of more advanced and more
demanding operations, new solutions for controlling robots are needed.
Hydraulic actuators can benefit robotic systems because, compared to electric actuators,
they can produce significant forces and torques for their size. Thus, typical operations
with hydraulic robotic systems are contact tasks in which heavy objects are handled or in
which forces are generated on the environment (e.g., excavation). However, in contact
tasks, the control system stability (which is the primary requirement for all control
systems) has drawn considerable attention since the installation of the first industrial
robots, and numerous reasons for unstable responses have been identified. One of the most
significant reasons for instability is that a robot’s nonlinear dynamics are not considered
rigorously. However, rigorously addressing robot dynamics is one of the fundamental
challenges in highly nonlinear hydraulic robotic systems, and this issue has also slowed the
spread of their closed-loop control solutions. To address the highly nonlinear dynamics of
hydraulic robotic systems, nonlinear model-based (NMB) control methods can be used.
However, a stability-guaranteed NMB control design for hydraulic robotic systems has
remained an open problem in contact tasks.
This thesis studies a high-performance NMB control method for hydraulic robotic manip-
ulators and provides a rigorous solution for the above open problem. In this thesis, a novel
subsystem-dynamics-based virtual decomposition control (VDC) approach is used as an
underlying control design framework. The unique features of VDC enable the system’s
control design and stability analysis at the subsystem level, without imposing additional
approximations. This thesis also studies another fundamental challenge of the lack of
energy efficiency in hydraulic systems and a force-sensorless contact force estimation for
hydraulic robotic manipulators. For energy-efficient control of hydraulic systems, the
control design principles of VDC are extended from robotic systems to a broader group
of dynamic systems.
This compendium thesis is composed of four publications and one unpublished manuscript.
The publications extend the state of the art in the control of hydraulic robotic manipulators
in free-space motion and in constrained motion. To provide a possibility for reducing energy
consumption, the unpublished manuscript proposes an adaptive and NMB controller for
variable displacement axial piston pumps (VDAPPs), whose dynamic behaviour is highly
nonlinear in the fourth order, for the first time without using any linearization or order
reduction. All control designs in this thesis are stability-guaranteed NMB controls.
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1 Introduction
“We think about how the thing moves as an ongoing process, not a series of static points
in time. The key ingredient is to let the system be dynamic”
– Marc Raibert, Boston Dynamics
Robotics is the science and technology of robots, i.e., the study of machines that can
replace human beings in the execution of tasks, including both physical activity and
decision making [1]. The modern meaning of the word robot comes from the Slavic word
robota, meaning forced labor or slavery, and it was introduced by Czech writer Karel
Čapek in 1920 in his play R.U.R. (Rossum’s Universal Robots). The Robotics Institute
of America (RIA) has given the following widely cited definition of robots: “A robot is
a reprogrammable multifunctional manipulator designed to move material, parts, tools,
or specialized devices through variable programmed motions for the performance of a
variety of tasks.” Robotic manipulators are kinematically composed of links connected
by joints to form a kinematic chain [2]. The robot end-effector is the part mounted on
the last link to do the required job of the robot [2]. Advanced robotics usually refers to
the science studying robots with marked characteristics of autonomy, the applications of
which are conceived to solve operation problems in hostile environments or to execute
service missions [1].
Robots have made—and are still making—a considerable impact on many aspects of mod-
ern life, from industrial manufacturing to healthcare, transportation, and exploration of the
sea and deep space [3]. Currently, robotics technology is booming; it is projected to
dominate during the coming decade, and substantial growth is expected for the robotic
market [4]. Indeed, advanced humanoid robots [5–9], quadruped robots [6, 10], surgeon
robots [11], and walking excavators [12, 13] are already here. Robotics is an interdisci-
plinary branch of science, involving such areas as mechanics, electric, electronics, automatic
control, material science, computer science, mathematics, and information theory [1, 2, 14].
The structure of a basic robotic system is illustrated in Fig. 1.1. The robot’s capability
for action is provided by a mechanical structure (see block 3 in Fig. 1.1). The mechanical
structure creates a movable skeleton for the robotic system composed of a sequence of
links connected with joints. Links in the system can be rigid or flexible. In this thesis,
the system is considered to be composed of rigid links only. The joints can be unactuated
or actuated with a specific actuator. Comprehensive studies on actuator technologies for
robotics can be found in [3, 15, 16]. A robot’s structural design focuses on the number of
joints, physical size, payload capacity, and movement requirements of the end-effector [3].
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Figure 1.1: Illustration of a common structure of a robotic system.
The robot structure has two basic topologies: serial robot (open-loop chain) and parallel
robot (closed-loop chain) [1–3]. In this thesis, the focus is on serial robotic manipulators.
In most cases with robotics, a complete real-world model is not available, and perfect
models of mechanical systems are never realistic. Consequently, a sensory system (block
2 in Fig. 1.1) is used to compensate for this lack of complete information; its role is to
provide information for a control system about the states of the mechanical structure (with
proprioceptive sensors) and, if necessary, the status of the environment (with extroceptive
sensors) [1, 3]. Thus, the sensory system can provide a method of perception for the
robotic system. Detailed information on sensors used in robotics can be found in [3].
The uppermost layer in a robotic system is the control system. As Fig. 1.1 shows, this layer
is divided into motion planning (high-level control in block 1.1) and the controller (low-
level control in block 1.2). The aim of motion planning is to generate the reference inputs
(trajectories) for the controller. Depending on the technical level of the robotic system
(and the level of autonomy), motion planning can consist of methods ranging from simple
trajectory planning to artificial intelligence (AI), which is one of the original goals of
robotics. In addition, methods that unify the trajectory planning and tracking tasks in one
(for dynamic catch, grasp, and carry maneuvers) have been proposed [17]. In advanced
operations, such as decision making, sensory system data may be needed, e.g., to detect
obstacles in the environment. In addition, the human operator may be responsible for
generating the output of this layer, e.g., in robotic tele-operation. Recent advances, such
as deep learning [18, 19] (which is a new area of machine learning with the objective of
moving closer to advanced AI), have provided promising results. In addition, companies
like Google and many leading automotive companies have made significant investments in
developing advanced decision making and AI algorithms, e.g., to realize driverless robotic
cars [20–23].
The controller (block 1.2 in Fig. 1.1) is responsible for executing the planned trajectories
of motion planning. In [1], the control of a robotic manipulator is specified as the problem
of determining the generalized forces/torques to be developed by the joint actuators so
that execution of the commanded task is guaranteed while satisfying given transient and
steady-state requirements. In addition to the execution of specified tasks in free space,
the specified tasks can also be the execution of specified motions and contact forces for a
manipulator whose end-effector is constrained by the environment.
The main focus in this thesis is to extend the state of the art in closed-loop
control of hydraulic robotic manipulators. Thus, this thesis addresses the
control design in block 1.2 in Fig. 1.1.
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1.1 General Challenges in Closed-Loop Controlled Robotic
Systems
The applications of robots are increasing all the time, and robotic structures are becoming
more complex [2]. For advanced robotic systems, such as those introduced in [5–13],
the number of actuators, i.e., the number of degrees of freedom (DOF) of motion, can
easily be more than thirty, making their kinematic structures and dynamic behaviour
very complex. With articulated robotic systems, the associated multibody dynamics is
nonlinear by nature, thus complicating the system control design [1]. In addition, the
dynamic behaviour of the system actuators can be highly nonlinear (depending on the
utilized actuators), making the control design task even more multifaceted.
If impeded by significant nonlinearities in the system dynamics, traditional linear (or
linearized) control methods are typically inadequate for high-performance control of
robotic systems. This is because these methods can provide tolerable control performance
only at a narrow range (at small signal magnitudes) in the nonlinear operational space and
become unstable at a larger range. To address the highly nonlinear dynamic behaviour
of robotic systems, nonlinear model-based (NMB) control methods can be used. In
contrast to linear control methods, NMB control methods (where the specific feedforward
control term is used for system nonlinearities) can theoretically provide “infinite” control
bandwidth in the entire nonlinear operational space, as long as proper feedforward control
is designed [24].
In NMB control, the system control design is based on the system dynamic model. As
introduced in many books on robotics [1–3, 25, 26], for robotic systems the control designs
are based on the complete dynamic models of robots using the Lagrange method. However,
as discussed in [24, 27], with these Lagrange-based control methods the complexity
(computational burden) of robot dynamics is proportional to the fourth power of the
number of DOF of motion. Thus, it is very difficult, if not impossible, to implement the
complete-dynamics-based control on a single computer [24] for advanced robotic systems
like [5–13], where the number of DOF of motion can easily be more than thirty.
In (complex) robotic systems, a great number of different parameters can exist in the
dynamic model of the system. What is more, large uncertainty can exist in the parameter
values, and some parameters can vary in time. Adaptive control is a mechanism for
adjusting these parameters online based on signals in closed-loop systems [3]; the original
goal is to control plants with unknown parameters [28]. As the structures of robotic
systems are becoming increasingly complex, as projected in [2], the number of individual
system parameters and the level of overall parameter uncertainty are increasing. However,
addressing parameter uncertainties with adaptive control would further complicate the
design of control systems and require more computation power, which might already be a
problem as shown in the previous paragraph.
The backstepping method [28] is the best-known and most widely used NMB control
method, and it has become a powerful tool in the adaptive control area for nonlinear
systems [29]. This method provides tools for designing adaptive control systems with
rigorously addressed system stability and error convergence, and it provides the possibility
of including a broad class of nonlinearities in the control system design. However, recently
various researchers have become aware of the inherent problem of the “explosion of com-
plexity” in backstepping design methods [29–32]. This problem originates from the fact
that the computational complexity increases with the system order due to the necessity
to perform repeated differentiations of the nonlinear functions [29, 32].
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Most likely, based on the above reasons, very simple low-level controls are still used in
complex robotic systems (see, e.g., Section 4.6 in [9]). Thus far the main interest, e.g.,
with the humanoid robots, has been balancing during locomotion and recovering from a
fall. Because of this, precision control (addressing the system’s full dynamic behaviour)
has long been overlooked (as witnessed by [9]), and the motions of these systems are
still quite clumsy. However, as technology moves toward more advanced, human-like
behaviours and motions, it is evident that more sophisticated control solutions are needed.
This thesis examines a novel subsystem-dynamics-based control design method,
the virtual decomposition control (VDC) approach [24, 33], for hydraulic
robotic manipulators. This method has been proven to provide state-of-the-
art closed-loop control with electric manipulators (see [34–39]) and to over-
come the computational burden of Lagrange methods (see [24, 39]) while still
realizing full-dynamics-based control without additional approximations.
1.2 Special Challenges in Closed-Loop Controlled Hydraulic
Robotic Systems
Hydraulic actuators are advantageous for robotic systems because (compared to electric
actuators) they can produce significant forces and torques for their size and they are robust.
However, compared to an electric actuator (where the relation between the actuator control
input, i.e., electric current, and the actuator output, i.e., torque, can be approximately
linear), high-performance (force) control of a hydraulic actuator is truly challenging [40].
This is because the actuator (with nonlinear dynamic behaviour) is controlled indirectly
with an electro-hydraulic valve (with nonlinear dynamic characteristics). In addition, these
systems may be subjected to non-smooth and discontinuous nonlinearities due to actuator
friction, hysteresis, control input saturation, directional change in valve opening, or valve
under/overlap; typically, there are also many model and parameter uncertainties [41–43].
The control design of hydraulic robotic systems is further complicated by the nonlinear
nature of the associated multibody dynamics. Thus, it is quite evident that traditional
linear control methods are inadequate for high-performance closed-loop control of hydraulic
robotic systems, and it can be argued that NMB control methods are the best option to
control these highly nonlinear systems.
Based on the large power-to-weight ratio, hydraulic (robotic) manipulators are typically
built to operate heavy objects (e.g., logs) or to exert large forces on the physical en-
vironment (e.g., excavation). For advanced hydraulic robotic systems, such as those
introduced in [6–10, 12, 13], it is evident that free-space motion control alone is inade-
quate for the completion of different tasks (e.g., legged locomotion or manipulation of
the environment), and the robotic system must be capable of controlling its interaction
forces with the surrounding environment. However, despite considerable research in
recent decades, closed-loop control of physical interaction is still a challenging research
issue, and contact control applications are insignificant in comparison to free-space robot
applications [44]. One of the most critical factors inhibiting the widespread use of contact
control applications has been the control system stability problems [44].
In contact tasks, control system stability (the primary requirement for all control sys-
tems [28]) has drawn considerable attention since the installation of the first industrial
robots. Numerous reasons for unstable responses have been identified (see [45–50]), and
one of the most significant reasons is that contact dynamics between the robotic system
and the environment can be drastic while the nonlinear dynamics of a robot are not
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considered rigorously [47, 51]. Thus, in contact tasks with highly nonlinear hydraulic
robotic systems, the demand for NMB control is even stronger (compared to free-space
motion control tasks or contact tasks with electric manipulators) to rigorously address
the system’s highly nonlinear dynamic behaviour. However, stability-guaranteed NMB
control of hydraulic robotic manipulators has been a significant design challenge when only
free-space motions are considered (see the discussion in [52]). Evidently, with the addition
of constrained motions, the design of stability-guaranteed NMB control is an even more
multifaceted challenge. In fact, a stability-guaranteed NMB control design for hydraulic
robotic systems has remained an open problem in constrained motion tasks. Based on
these challenges, the hydraulic robotic manipulators are still almost entirely controlled
with operator-based open-loop controls (e.g., with joysticks) without any automated
functionality.
In this thesis, publications P.I through P.IV extend the state of the art in
the closed-loop control of hydraulic robotic manipulators, covering free-space
motion control and different types of constrained motion controls.
1.3 Force-Sensorless Contact Force Estimation
Contact force control requires force feedback. The conventional method of performing
robot force control requires a six-DOF force/moment sensor, which is placed at the
end-effector. As shown by the research of Stolt et al. [53, 54], force-sensorless contact
force control has received significant interest in recent years. In [53], force-sensorless
contact force sensing was realized for a redundant electronic seven-joint robotic arm by
estimating the contact forces from the measured joint torques and position errors. In [54],
a machine-learning-based classifier was proposed to detect contact force transients in
robotic assembly tasks. The paper [53] received the Best Automation Paper Award at
ICRA 2012, and the paper [54] was a finalist for the Best Automation Paper Award at
ICRA 2015.
In contact tasks with hydraulic robotic manipulators, the use of a conventional six-
DOF force/moment sensor can be very problematic. Built using either strain-gauge
technology or optics, this sensor is usually sensitive to shocks and overloading, a situation
that frequently occurs in hydraulic operations. Moreover, in many heavy-duty tasks
(e.g., excavation and logging) use of this fragile six-DOF force/moment sensor at the
end-effector is not even practically possible due to the nature of contact tasks. This
motivates the development of new advanced solutions for hydraulic robotic manipulators
to eliminate the use of force sensors at the end-effector. However, it is evident that the
highly nonlinear nature of hydraulic manipulators (compared to electric manipulators)
makes the realization of force-sensorless contact force estimation a challenging task.
In this thesis, publication P.II proposes a novel method for force-sensorless
contact force estimation for hydraulic robotic manipulators.
1.4 Hydraulics and Energy Efficiency
Along with the robotics technology, energy efficiency is another high-impact topic. Today,
strict administrative regulations surround energy issues for industry. For instance, the
new European Union (EU) directive for energy efficiency [55], effective since October
2012, demands that EU countries reduce energy consumption at a rate of 1.5% per year.
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Similar targets have been set, for example, by the 12th Chinese Five-Year Plan [56], which
mandated that energy use should be reduced by 16% before 2016.
It is well-known that conventional hydraulic systems are not energy efficient. In most
conventional hydraulic systems, a constant amount of fluid is discharged into the system
(using a constant displacement pump) regardless of the actual system demands. An
excessive amount of fluid is then discharged back to the reservoir through a pressure relief
valve, which simultaneously determines a constant supply pressure level for the system.
Thus, a significant amount of energy is typically wasted across the pressure relief valve.
In many industrial systems, especially in stationary applications, energy efficiency can be
a secondary design objective compared to other performance requirements. However, the
situation becomes different in mobile (off-highway) machines where energy source(s) must
be carried on board in limited space. What makes energy efficiency challenging, especially
in advanced robotic systems, is that it cannot be achieved at the expense of lower control
performance. Currently, only servo hydraulic control can provide the required control
performance for robotic systems in terms of control accuracy and response time. However,
the very nature of servovalve control is dissipative as the control principle of servovalves
is accomplished by dissipating power via valve meter-in and meter-out throttling losses
to heat energy [57]. In some studies, e.g., [58] and [59], pump displacement control1
is proposed as an alternative to servovalve control. Although actuators with pump
displacement control can provide better energy efficiency, their dynamic response is
typically much slower compared to that of servovalves [57]. In pump displacement control
studies (e.g., [58] and [59]), there is a lack of attention to the tracking performance, which
is essential in robotics.
One solution to improving the energy-efficiency of the system without control performance
deterioration may be the combination of servovalve control and pump displacement
control. In this solution, the servovalve between the system pump and the actuator is
responsible for high-performance control accuracy, whereas the system pump is responsible
for providing the fluid flow rate to meet the demands of the actuator in an energy-efficient
manner. The hydraulic power P transferred into the system is a product of the pump
flow rate Qp and the discharge pressure ps (P = Qpps).
Variable displacement pumps (VDPs) are devices that enable one to regulate the hydraulic
power delivered to the system. Among VDPs, variable displacement axial piston pumps
(VDAPPs) are the best-known and most widely used VDPs, and during the past decades,
these pumps have attracted significant research interest (see [60–67]). The amount of fluid
discharged into the system per revolution of the VDAPP’s input shaft can be adjusted by
varying the pump’s swash plate angle, which is done by driving a swash-plate-mounted
control piston through a specific control valve. In these systems, the discharge pressure is
a build-up function of the system resistance to the discharged fluid flow, and the pressure
relief valve is used only as a safety valve (not to define the system discharge pressure level).
Thus, from the control point of view, optimized energy consumption can be achieved if
the discharge pressure remains a bit higher than the required load pressure.
The load sensing (LS) systems (see [68–72] for traditional LS systems and [73–75] for
electric LS systems) are built on this idea, and they are considered to be one of the key
technologies for improving the energy efficiency of hydraulic systems. However, in LS
systems the load dynamics and the pump dynamics become heavily coupled through a
1In this method, a variable displacement pump (VDP) is used to set the pump displacement to meet
the demands of the actuator without using the load control valve between the pump and the actuator.
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specific LS mechanism. Consequently, LS systems are well known for their oscillatory or
even unstable behaviour (see [68, 69, 71]), which is caused by the highly complex nature
of pressure dynamics and the interaction between the LS mechanism and the load.
An alternative method for controlling LS systems is to design a discharge pressure
controller with the electro-hydraulically controlled VDAPP. In this method, the control
objective is to make a system’s discharge pressure track a prespecified desired discharge
pressure trajectory. However, the design for such a pressure tracking controller is not
straightforward. The mapping between the discharge pressure and the control valve
input is very complex, governed by a highly nonlinear fourth-order differential equation,
making the control design task extremely challenging. This difficulty in control design has
prevented many previous researchers from adopting full-model-based nonlinear control,
forcing them to use either linearization or model-reduction methods at the expense of
control performance.
Other solutions for controlling the hydraulic power supply exist. One feasible solution is to
use a constant displacement pump with an angular velocity controlled (electric) motor [76].
Although this solution can substantially simplify the system dynamics and control, the
control of the input shaft angular velocity can lead to conservative and large servomotor
sizing, which might not always be feasible. In addition, with this method, the dynamic
response would be at least four times slower compared to the responses of the VDP [76].
One recent and very promising method for hydraulic power supply control is digital
hydraulic pumps [77–81]. This method has shown a substantial potential for reduced
system energy consumption.
In this thesis, paper P.V proposes a novel solution for discharging pressure
control with an electro-hydraulically controlled VDAPP.
1.5 Misconceptions in Hydraulics
Hydraulics is widely considered a noisy, messy, and environmentally unfriendly technology.
This is not completely true. The poor environmental image of hydraulics originates from
oil leaks. However, leak-free component designs and fittings have been readily available
for years [84]. Moreover, oil leaks typically originate from insufficient installations, lack
of maintenance, and use of inappropriate components. Fig. 1.2(a) and Fig. 1.2(b) show
examples of clean high-tech commercial hydraulic manipulators developed for underwater
manipulation and nuclear decommissioning, respectively. As these images show, the
structure of these systems is compact, with body-integrated hydraulic power transmission.
(a) Schilling ORION [82] for
underwater manipulation
(b) Cybernetix’s MAESTRO [83]
for nuclear decommissioning
(c) HIAB031 for academic re-
search purposes
Figure 1.2: Hydraulically actuated robotic manipulators
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In contrast, Fig. 1.2(c) shows a hydraulic manipulator used in academic research (the
system in this figure is used as an experimental platform in this thesis). This system
contains a variety of research installations, making the system look messy. Unfortunately,
academic systems like this may misleadingly promote a picture of messy hydraulics.
With hydraulic systems, it is evident that all noise cannot be totally eliminated. However,
a number of products and techniques exist to bring the noise down to an acceptable
level [85]. In December 2015, the US military shelved Boston Dynamics’ (Google’s)
hydraulically actuated BigDog due to its noisy operation [86]. However, the main reason
was not the hydraulics; instead, it was the noise of the petrol-powered engine. The
company then created a much quieter, still hydraulically actuated, electric-powered
alternative called Spot. Studies on the reduction of noise in hydraulic systems can be
found in [85, 87].
1.6 Motivation and Research Problem
Hydraulic actuation can benefit robotic systems with its superior power-to-weight ratio.
As discussed in Sections 1.1–1.3, fundamental challenges are found in complex hydraulic
robotic systems: 1) The dynamic behaviour of hydraulic systems is highly nonlinear,
making force control, especially in constrained motions, a truly challenging task, 2)
traditional hydraulic systems are not energy efficient, and 3) when moving toward complex
hydraulic robotic systems (even with hyper-DOF of motion), high-performance control in
real time becomes a substantial challenge with the commonly used Lagrange-based control
design methods. These three fundamental challenges together with the megatrends of
robotics and energy efficiency provided the main motivation for this study to improve
the state of the art in the control of hydraulic robotic manipulators and to close the gap
between the performances of hydraulic and electric manipulators.
Beyond the academic robotic systems, hydraulic “robotic” manipulators have been widely
used in various heavy-duty working machines (e.g., in construction, forestry, mining,
and agricultural machines) for decades. Finland already has a substantial strategic
industrial sector for manufacturing hydraulic high-tech heavy-duty working machines (e.g.,
companies like Ponsse, Sandvik [formerly Tamrock] and Cargotec). Therefore, innovative
solutions that provide increased levels of automation, safety, and energy efficiency would
strengthen the competitiveness and protect the leading position of Finland’s mobile
machine manufacturing industry. This provided an additional source of motivation for
the research in this study (in papers P.I–P.V) to develop methods that are beneficial
for and applicable to industrial hydraulic machines, as well as for advanced (academic)
hydraulic robotic systems.
In view of Sections 1.1–1.3, the research problem (RP) addressed in this thesis involves
the design of NMB controller(s) for hydraulic robotic manipulators with the following
features:
1. High performance: The developed controller(s) should be capable of 1) rigorously
addressing the highly nonlinear dynamic behaviour of the entire system and 2)
realizing the state-of-the-art control performance;
2. Adaptive control: The developed controller(s) should be capable of addressing a
wide variety of system parameter uncertainties in hydraulic robotic systems;
3. Stability-guaranteed: A rigorous stability proof should be provided for the
developed NMB controller(s);
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4. Real-time applicable: The developed controller(s) should be computationally
deterministic and applicable to real-time control. The computational burden of
Lagrange-based control methods (see Section 1.1) should be avoided to provide the
possibility (in future studies) of extending the proposed methods to complex robotic
systems in which the number of DOF of motion can easily exceed thirty;
5. Modularity: The developed controller(s) should be composed of elementary mod-
ular “subsystems” similar to the “subsystems” of a real robotic system, such that
changes to the original system affect only the respective local control equations
associated with this subsystem, while the other control equations associated with
the rest of the system remain unchanged. Once designed, the ensemble, e.g., a
hydraulic manipulator with its control, should be able to be “plugged” into another
system, without redesigning the control for the entire system. The controller ar-
chitecture should allow the replacement of the actuators, e.g., from hydraulic to
electric, without substantial controller redesign;
6. Force estimation: A practical solution for force-sensorless contact force control
should be provided, because the typically six-DOF force/moment sensors (at the sys-
tem end-effector) are sensitive to shocks and overloading, a situation that frequently
occurs in hydraulic operations; and
7. Experimentally verified: The developed controller(s) should be practically im-
plemented and experimentally verified.
Further, in view of Section 1.4, the RP addressed in this thesis involves the design of an
NMB controller for the VDAPP with the following feature:
8. Energy efficiency: An advanced control for the VDAPP should be designed that
provides the possibility of reducing energy consumption. The designed controller
should meet the features defined in items 1 through 4 and 7.
1.7 Restrictions
There are no major restrictions in the utilized control design framework. This is because
the VDC principles can be applied to robotic systems without restrictions on the target
systems and without foreseeable boundaries to virtually decompose subsystems into
sub-subsystems [24]. In addition, the control design principles of VDC are extended in
this thesis from robotic systems to a broader group of dynamic systems. This thesis uses
the assumption of a rigid body, meaning that all the links in the studied robotic system
are assumed to be rigid. However, control of flexible link robots is incorporated into the
VDC framework (see [24, Chapter 13]).
High-performance control requires high-performance hardware. The controller architec-
tures proposed in this thesis are no exception and require high-frequency and low-latency
hardware. Thus, high-end hardware components (e.g., control valves, pressure sensors,
incremental encoders, and a real-time control system) are needed. In addition, the
time derivatives (e.g., velocities and first-order pressure dynamics) of the system states
exist in the control designs. It is well-known that, especially with a high sampling rate,
approximation methods for the derivative (e.g., backward difference) often lead to noisy
differentiated signals. Thus, more advanced approximation methods can be needed with
high-resolution sensors.
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Using digitalized position measurements to estimate acceleration is difficult and some-
times impractical. If only the angular encoders are available, the contact force can be
estimated using the cylinder pressures and removing the gravitational forces (see publica-
tion P.II for more details). This was the case in the proposed contact force estimation
method in publication P.II. However, this scheme works only for slow motions with
negligible accelerations and velocities. If inertia, Coriolis, and centripetal forces must be
considered, one practical method for estimating the accelerations and velocities of the
system’s links can be found in [88]. Improving the contact force estimation accuracy is
left to future studies.
If cylinder pressure sensors are used in the contact force estimation instead of cylinder
rod loadcell sensors, the piston friction, which totals about 1–2 kN, then comes into play.
Fortunately, due to the studied hydraulic manipulator’s special geometry (see Fig. 1.2(c)),
the piston’s friction forces reflected to the end-effector are scaled down by an order of
magnitude (10 times, for example) that depends on the manipulator’s configuration.
Therefore, if force control accuracy within 200 N is considered acceptable, there is no
need to implement loadcell sensors. These sensors are necessary only when higher force
control precision is required.
In unpublished manuscript P.V, which concerns discharging pressure control with the
electro-hydraulically controlled VDAPP, a constant orifice was used as the system load.
In robotic systems this is generally not the case because actively controlled orifices (control
orifices in the valves) are used to control the system load. Thus, with the proposed
method in unpublished manuscript P.V, more detailed experiments with varying system
loads are still needed to verify the method’s feasibility in reducing energy consumption
for hydraulic robotic systems.
1.8 Contributions
The scientific contributions of this thesis are as follows:
C1 An experimentally verified, stability-guaranteed, state-of-the-art free-space position
tracking controller is proposed for hydraulic robotic manipulators;
C2 An experimentally verified, stability-guaranteed NMB controller is proposed for the
first time for hydraulic robotic manipulators performing contact tasks (with hybrid
motion/force control); the state-of-the-art Cartesian force and motion tracking
performance is demonstrated;
C3 A novel force-sensorless contact force estimation method is proposed for hydraulic
robotic manipulators;
C4 A novel, stability-guaranteed impedance control method is designed using the
framework of VDC;
C5 A special connection between the proposed impedance control parameters and
the targeted impedance is discovered, making stability-guaranteed hydraulic robot
impedance control possible;
C6 An experimentally verified, stability-guaranteed NMB controller is proposed for
hydraulic robotic manipulators for the first time covering both free-space mo-
tion and constrained motion; this contribution is made with the proposed novel
impedance control method, and the state-of-the-art impedance control performance
is demonstrated;
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C7 A variable impedance control is proposed for the first time for hydraulic robotic
manipulators; the proposed method is stability-guaranteed and experimentally
verified;
C8 A novel, rigorous NMB control design method is proposed by extending the control
design principles of VDC from robotic systems to a broader group of dynamic sys-
tems; this is done by generalizing the concept of virtual power flows (VPFs) in
VDC to new terminologies such as stabilizing terms and stability preventing terms,
that can have units beyond the original power units;
C9 Using the proposed NMB control design method (in C8), an experimentally verified,
stability-guaranteed, adaptive NMB controller is proposed for VDAPPs (whose
dynamics are highly nonlinear and can be described by a fourth-order equation) for
the first time without using any linearization or order reduction.
1.9 Outline of the Thesis
This compendium thesis is composed of four publications P.I–P.IV and one unpublished
manuscript P.V. These papers are attached.
This thesis is divided into six chapters. The content of the remaining chapters is
summarized below.
Chapter 2 reviews the state of the art in the field of control of serial-chain hydraulic
robotic manipulators and discharge pressure control with electro-hydraulically controlled
VDAPPs.
Chapter 3 introduces first the mathematical preliminaries needed in the VDC control
design. Then, based on the VDC approach, the designed Cartesian free-space and
constrained motion control methods for hydraulic robotic manipulators are provided.
Finally, the extendability of the VDC principles beyond robotic systems is briefly discussed.
Chapter 4 presents the experimental results of this thesis, including the free-space
position tracking performance, hybrid motion/force control performance, impedance
control performance, and variable impedance control performance for the hydraulic
robotic manipulator. The discharge pressure tracking performance with the electro-
hydraulically controlled VDAPP, using the proposed novel control design method, is also
shown.
Chapter 5 discusses how all the RPs are addressed and summarizes the results in Chapter 4.
Chapter 6 concludes this thesis and provides a discussion of future work.

2 Review of the State of the Art
This chapter reviews the state of the art in the field of control of serial-chain hydraulic
robotic manipulators and electro-hydraulically controlled VDAPPs. In this thesis, a
manipulator is considered a serial manipulator if it has only one chain of links from the
base to the end-effector, as shown in Fig. 1.2. Before the hydraulic robotic manipulators
are described, the most significant research on the control of single-DOF electro-hydraulic
systems is first briefly introduced in Section 2.1. Then, Section 2.2 shows the state
of the art in free-space motion control of hydraulic serial manipulators. Methods for
constrained motion control with hydraulic serial-chain manipulators are introduced in
Section 2.3. Section 2.4 shows the methods for discharge pressure control with electro-
hydraulically controlled VDAPPs. Finally, a summary of the state-of-the-art methods in
Sections 2.2–2.4 is given in Section 2.5.
2.1 Single-Degree-of-Freedom Electro-Hydraulic Servosystems
As introduced in Section 1.2, high-performance force control of electro-hydraulic servosys-
tems with only a single-DOF is challenging because of their highly nonlinear dynamic
behaviour. Edge [42] presented a survey of control of electro-hydraulic servosystems,
covering the early days from the 1970s to 1996. In [89], Edge extended the survey in [42]
to cover 1997–2003.
High-performance NMB control of electro-hydraulic servosystems, with rigorously proven
stability, has been well studied in recent decades. In one pioneering single-DOF study,
Alleyne et al. [90, 91] proposed Lyapunov-based control algorithms with parameter adapta-
tion for force tracking control of an electro-hydraulic actuator. Sohl and Bobrow [92] also
proposed a Lyapunov-based nonlinear position tracking controller. Sirouspor and Salcud-
ean [93] proposed nonlinear control for hydraulic servosystems based on the backstepping
design strategy, incorporating parameter adaptation to deal with uncertainties in hydraulic
model parameters. Niksefat et al. [94, 95] proposed stable control for an electro-hydraulic
actuator for contact tasks. In their work, a Lyapunov-based controller was designed to
cover both free-space and constrained motions. Bu and Yao proposed adaptive robust
control (ARC) [43] and desired compensation adaptive robust control (DCARC) [96]
for electro-hydraulic servosystems. Guan and Pan [97] proposed adaptive sliding mode
control for electro-hydraulic systems with nonlinear unknown parameters. In addition,
they proposed ARC of a single-rod electro-hydraulic actuator with unknown nonlinear
parameters [98]. Nakkarat and Kuntanapreeda [99] proposed observer-based backstepping
force control of an electro-hydraulic actuator. Most recently, Kim et al. [100] proposed
flatness-based nonlinear control for position tracking for electro-hydraulic systems. In ad-
dition, the same authors (Won et al. [101]) proposed high-gain disturbance observer-based
backstepping control without tracking error constraint. Both [100] and [101] showed very
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accurate position tracking (error < 0.4 mm) for the hydraulic cylinder when driving a
single-DOF boom.
2.2 Hydraulic Serial Manipulators in Free-Space Motion
Various free-space control strategies have been proposed for hydraulic manipulators, e.g.,
feedback linearization and linear quadratic optimal control [102], computed-torque and
variable-structure multi-variable control [103], decentralized adaptive control [104], fuzzy
control [105], adaptive model-based actuator control and linear perturbation adaptive
control algorithms [106], sliding mode control [107–109], sliding mode control with active
disturbance rejection [110], computed-torque control [111], observer-based ARC [112],
DCARC [96], model-based control [113], two-DOF control with parallel feedforward
compensators [114], time-delay control [115], model reference adaptive control [107,
116], robust position control based on sliding-mode control [117], feedforward Cartesian
control [118], adaptive backstepping control [119], VDC [120–122], proportional integral
derivative (PID) structures with feed-forward components [123], and model predictive
control [124].
In addition, preliminary solutions for decreasing the energy consumption of hydraulic ma-
nipulators, using separate-meter-in-separate-meter-out control [125], have been proposed
in [111, 122, 126].
Bech et al. [107] and Bonchis et al. [116] evaluated different control strategies with a
hydraulic robotic manipulator. In [107], different linear and nonlinear controllers were
evaluated, demonstrating that all nonlinear controllers gave better performance than the
best linear controller. In [116], ten different control strategies were evaluated, with similar
observations as [107].
As discussed in Section 1.2, stability is the primary requirement for all control systems [28].
However, one design challenge related to NMB control of hydraulic manipulators has
been the lack of stability proofs for the proposed control laws [52]. Only a few of
the control approaches provide guaranteed stability for hydraulic manipulators in free-
space motion. These approaches are based on backstepping [96, 112, 119], sliding mode
control [107, 117] ([117] with simulation results only), model reference adaptive control
with velocity measurement [107], and the L2 and L∞ stability and VDC approach [120–
122]. For serial-chain hydraulic robotic manipulators, the studies [107, 120, 121] show the
state of the art in free-space motion control1.
In addition to serial-chain hydraulic robotic manipulators, some Lyapunov-based stability-
guaranteed NMB control designs have been proposed for parallel-chain hydraulic robotic
manipulators (Stewart-Gough Platforms) in [52, 127–131]. Sirouspour and Salcudean [52]
showed state-of-the-art parallel-chain hydraulic robotic manipulators in free-space motion
control.
2.3 Hydraulic Serial Manipulators in Constrained Motion
The basic approaches for robotic force control can be roughly divided into methods
that originate from hybrid position/force control by Raibert [132] or impedance control
by Hogan [133]. In hybrid position/force control, the task space is divided into two
1Different control methods were evaluated using the unifying performance indicator, discussed in
more detail in Section 4.1.
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orthogonal non-conflicting subspaces, where end-effector motions are controlled in the
subspace where there are natural constraints on the contact forces, whereas the end-
effector forces are controlled in the subspace where there are natural constraints on the
motions. In impedance control, end-effector motion and force trajectories are not tracked
directly, but control is established by defining a dynamic relation between the end-effector
positions and the interaction forces. Historical overviews of robot force control can be
found in [44, 51, 134, 135].
Different force control methods with electrically driven manipulators have been extensively
studied [132, 133, 136–140]. Compared to electric manipulators, one advantage of
hydraulic manipulators is their ability to generate significantly larger forces with respect
to their size without concern about overloading. Consequently, typical tasks with hydraulic
manipulators are tasks in which heavy objects (e.g., logs) are handled or tasks in which
forces need to be exerted on the physical environment (e.g., excavation). Therefore, it is
surprising that only a few studies exist regarding closed-loop constrained motion (contact
force) control of hydraulic robotic manipulators.
Ostoja-Starzewski and Skibniewski made one of the early attempts at contact control with
hydraulic manipulators [141]. In their study, the master-slave force-feedback method for
hydraulic manipulators was proposed; however, no experimental data or detailed control
designs were given.
Dunnigan, Lane, Clegg, et al. proposed hybrid position/force control [142], adaptive
hybrid position/force control [143], and self-tuning position and force control [144] for an
underwater hydraulic manipulator. In [143], variable structure control and multivariable
self-tuning adaptive control were used for the manipulator. No stability proofs for the
proposed controller designs were given.
Heinrich et al. [145] implemented impedance control with nonlinear proportional-integral
(NPI) joint control for a hydraulic manipulator. A rigorous stability proof of the proposed
controller design was not given.
Ha et al. [146, 147] proposed impedance control for a hydraulically actuated robotic
excavator. They designed a robust sliding mode controller, incorporating a fuzzy tuning
approach, for an excavator using generalized excavator dynamics. A discontinuous observer
was developed for estimating the piston displacement velocity and disturbance, including
load force and friction. Asymptotic convergence for the impedance error (considering the
manipulator equation of motion, sliding function, and the target impedance law) was
provided. However, the stability of the electro-hydraulic control (in Section 4.3 in [147])
and observer-based disturbance estimation (in Section 4.2 in [147]) was not discussed. The
validity of the proposed method was experimentally verified with a three-DOF hydraulic
backhoe manipulator.
Tafazoli et al. [148] (see also their related studies in [149–151]) proposed impedance
control for a teleoperated mini-excavator based on a simple proportional-derivative (PD)
controller. The stability proof for the simple PD impedance controller was provided, but
it was limited to the single-DOF hydraulic cylinder acting on the environment.
Itoh et al. [152] proposed a minimal controller synthesis (MCS) algorithm for adaptive
impedance control of hydraulic manipulators. The stability of the proposed method was
provided based on the hyperstability theorem. Experiments with a two-DOF hydraulic
robot, with an end-effector-attached force sensor, illustrated the validity of the proposed
method.
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A major step forward from the existing solutions was taken by Zeng and Sepehri [153],
who proposed nonlinear tracking control with internal force control for multiple hydraulic
manipulators handling a rigid object. Their control design was based on backstepping,
and the stability of the entire system was proven. However, the stability analysis was
limited to situations in which a connection to the held object was already established.
The experiments were carried out with two single-axis electro-hydraulic actuators, which
were connected to the common object with spring mechanisms [154], thus preventing
unilateral constraint.
Boaventura, Semini et al. [155–157] proposed active impedance control for lightweight hy-
draulic legs in their quadruped HyQ robot. In their control designs, feedback linearization
was used to linearize the relation between the control input and the controlled variable.
As an interesting contribution in [155], the concept of Z-width, i.e., the achievable range
of impedance to keep the system passive, was extended to hydraulic legged robots for the
first time.
Based on the author’s best knowledge, variable impedance control has not been studied
and tested with hydraulic manipulators. Research on variable impedance control methods
with electrical manipulators can be found in [158–165].
2.4 Hydraulic Power Supply Systems
As discussed in Section 1.4, LS systems are considered one of the key technologies
for improving the energy efficiency of hydraulic systems. However, these systems are
well-known for their oscillatory or even unstable behaviour. An alternative method
for controlling LS systems is to design a discharge pressure controller with an electro-
hydraulically controlled VDAPP, where the control objective is to make a system’s
discharge pressure track a prespecified desired discharge pressure trajectory.
Research on reducing the VDAPP’s fourth-order dynamics to the second order can be
found in [61, 62, 65]. Lin and Akers presented in [166] one of the early works on electro-
hydraulically controlled VDAPPs, employing a linear control method. More linear and
reduced order control strategies for electro-hydraulically controlled VDAPPs can be found
in [58, 167, 168].
A significant step forward was taken in [169], in which Kemmetmüller et al. proposed
a model-based nonlinear control strategy with a load estimator. Based on singular
perturbation theory, reduced order dynamic models, e.g., neglecting the second-order
swash plate motion model, were used in the controller design. The stability of the
controller design with load estimation was provided. The results of this study showed a
significant improvement in the discharge pressure control performance compared to the
linear controllers.
Guo and Wei [170] proposed an ARC design, where parameter adaptation was incorporated
for three system parameters. As a disadvantage, a swivel torque was approximated with
a reduced order polynomial function, and the controller performance was evaluated with
simulations only.
Wei et al. [171] proposed a nonlinear discharge pressure control for a VDAPP with a
disturbance observer for the varying load. Sliding mode control was used to compensate
load flow estimation error. The system used a simplified second-order dynamic model.
The stability of the whole system was proved using Lyapunov theory.
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Both state-of-the-art studies [169] and [171] applied in their experiments a narrow discharge
pressure range (with range of 6 60 bars).
2.5 Summary
NMB control methods have been shown to provide the most accurate control performance
with highly nonlinear hydraulic robotic manipulators in [107] and [116] (this is also
demonstrated in this thesis in Section 4.1 in Tables 4.1 and 4.2). However, stability-
guaranteed NMB control design for hydraulic robotic manipulators faces a formidable
challenge regarding free-space motions alone, and only a few NMB control approaches
have provided guaranteed stability for hydraulic manipulators in free-space motion.
As shown in Section 2.1, some stability-guaranteed NMB control methods for contact tasks
with a single-DOF electro-hydraulic servosystem exist. However, stability-guaranteed
NMB control for hydraulic robotic manipulators has remained an open problem in
constrained motion control (in contact tasks).
The current methods for the discharge pressure control of VDAPPs use linearization
and/or reduced order methods, without accommodating parametric uncertain dynamics
and without extensively covering a VDAPP’s highly nonlinear operation space. Thus, full-
model-based tracking control of VDAPPs incorporating parametric uncertainty remains
an open problem.

3 Overall Control Concept
As introduced in many books on robotics [1, 2, 25, 26, 172], common solutions for
modeling the dynamics equations of motion of robots are the Lagrange method and
the Newton-Euler method. The Lagrange method is based on a system’s kinetic and
potential energies and provides a description of the relationship between joint actuator
torques and the motion of the structure [1]. The Newton-Euler method is based on
a balance of all the forces acting on the generic link of the robot and leads to a set
of equations whose structure allows a recursive type of solution (a forward recursion is
performed for propagating link velocities and accelerations, and then a backward recursion
is performed for the propagating forces) [1]. Thus, the Newton-Euler method can be
said to be a “force balance” approach to dynamics, whereas the Lagrange method is
an “energy-based” approach to dynamics [26]. Of these two methods, the Newton-Euler
method is more fundamental [2] and computationally more efficient as it exploits the
typical open structure of the manipulator kinematic chain [1]. However, the Lagrange
method is considered conceptually simpler and more systematic [1]. In books on the
control of robots (e.g., in [1–3, 25, 26]), the control designs are based on the complete
dynamic models of robots using the Lagrange method. However, as discussed in [24, 27],
with these Lagrange-based control methods the complexity (computational burden) of
robot dynamics is proportional to the fourth power of the number of DOF of motion.
Thus, it is very difficult, if not impossible, to implement the complete-dynamics-based
control on a single computer for advanced robotic systems, such as [5–13], where the
number of DOF of motion can easily exceed thirty [24].
Motivated by the results of Newton-Euler method studies [27, 173, 174], the VDC [24, 33]
approach is the first rigorous control method to take full advantage of the Newton-Euler
method without imposing additional approximations in the control design. The VDC
approach is developed especially for controlling complex robotic systems. It can be
applied to these systems without restrictions on target systems, and its unique subsystem-
dynamics-based control design philosophy brings a certain type of modularity for the first
time to control systems. A number of significant state-of-the-art control performance
improvements have already been reported with electrically-driven robots (see [34–39]) and
hydraulically-driven robots (see [120–122]). As one of the most impressive achievements,
in [36], two force-controlled electric industrial manipulators rigidly held a raw egg while in
motion. Furthermore, in [39], the best control performance ever measured, in view of the
performance indicator ρfs, defined later in equation (4.1), was achieved for electric-driven
harmonic drives, the dynamic behaviour of which is highly nonlinear.
In addition to the superior control performance, VDC enables an NMB control design with
many attractive special features, including the following: 1) The control computations
are proportional to the number of subsystems (not to the fourth power of the number of
DOF of motion) and can be performed even by locally embedded hardware/software with
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an ultrahigh sampling rate; see [39], 2) the subsystem dynamics remain relatively simple
with fixed dynamic structures invariant to the target system, 3) changing the control (or
dynamics) of one subsystem does not affect the control equations within the rest of the
system, 4) parameter uncertainties in the subsystem dynamics can be addressed with a
parameter adaptation, and 5) system stability analysis can be addressed at the subsystem
level, without imposing additional approximations, using the unique features of VDC,
VPF, and virtual stability.
This chapter shows a control design framework used for the studied hydraulic robotic
manipulator. First, Section 3.1 provides the most essential mathematical foundations
needed in control system design. Then, Section 3.2 describes the fundamentals of the
control design procedure with VDC. The same hydraulic robotic manipulator described in
publications P.I–P.IV is used as an illustrative example. Note that Section 3.2 introduces
the basis of the VDC design procedure, whereas detailed control designs can be found in
publications P.I–P.IV. In Section 3.3, the different Cartesian space control strategies
proposed in publications P.I–P.IV (free-space motion control, hybrid motion/force
control, impedance control, variable impedance control) are summed up. Section 3.4
shows a diagram for the designed control systems, consisting of the VDC design and the
Cartesian control concepts. Section 3.5 provides a rigorous stability proof for the entire
system with the proposed control strategies. Finally, Section 3.6 discusses the proposed
novel NMB control design method (in unpublished manuscript P.V), extending the control
design principles of VDC from robotic systems to a broader group of dynamic systems.
3.1 Mathematical Preliminaries
3.1.1 Linear/Angular Velocity Vectors and Force/Moment Vectors
Consider an orthogonal, three-dimensional coordinate system {A} (called frame {A} for
simplicity) attached to the rigid body. Let the linear/angular velocity vector of frame {A}
be written as AV = [Av Aω]T , where Av ∈ R3 and Aω ∈ R3 are the linear and angular
velocity vectors of frame {A}. Similarly, let the force/moment vector in frame {A} be
written as AF = [Af Am]T , where Af ∈ R3 and Am ∈ R3 are the force and moment
vectors applied to the origin of frame {A}, expressed in frame {A}. Then, consider two
given frames, denoted as {A} and {B}, fixed to a common rigid body. The following
relations hold
BV = AUTBAV (3.1)
AF = AUBBF (3.2)
where AUB ∈ R6×6 denotes a force/moment transformation matrix that transforms the
force/moment vector measured and expressed in frame {B} to the same force/moment
vector measured and expressed in frame {A}.
3.1.2 Parameter Adaptation
The following projection function P(·) can be used for parameter adaptation, if only the
first-order time derivative P˙(·) is needed in the control design.
Definition 1 ([24, 35]) A projection function P(s(t), k, a(t), b(t), t) ∈ R is a differen-
tiable scalar function defined for t > 0 such that its time derivative is governed by
P˙ = ks(t)κ (3.3)
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with
κ =
 0, if P 6 a(t) and s(t) 6 00, if P > b(t) and s(t) > 01, otherwise
where s(t) ∈ R is a scalar variable, k > 0 is a constant and a(t) 6 b(t) holds.
The following projection function P2(·) can be used for parameter adaptation, if the
second-order time derivative P¨2(·) is needed in the control design.
Definition 2 ([24, 34, 35]) A projection function P2(s(t), k, a(t), b(t), d, t) ∈ R is a
second-order differentiable scalar function defined for t > 0 such that its time derivative
is governed by
P˙2 = k (s(t) + dκ2) (3.4)
with
κ2 =
 a(t)− P2, if P2 6 a(t)b(t)− P2, if P2 > b(t)0, otherwise
where s(t) ∈ R is a scalar variable, k > 0 and d > 0 are two constants, and a(t) 6 b(t)
holds.
3.1.3 Virtual Cutting Points and a Simple Oriented Graph
In the VDC approach, the original system is virtually decomposed into subsystems by
placing conceptual virtual cutting points (VCPs). A cutting point forms a virtual cutting
surface on which three-dimensional force vectors and three-dimensional moment vectors
can be exerted from one part to another. The VCP is defined as shown in Definition 3.
Definition 3 ([24]) A cutting point is a directed separation interface that conceptually
cuts through a rigid body. At the cutting point, two parts resulting from the virtual cut
maintain equal positions and orientations. The cutting point is interpreted as a driving
cutting point by one part and is simultaneously interpreted as a driven cutting point by
another part. A force vector f ∈ R3 and a moment vector m ∈ R3 are exerted from one
part to which the cutting point is interpreted as a driving cutting point to the other part
to which the cutting point is interpreted as a driven cutting point.
After the original system is virtually decomposed into subsystems by placing VCPs, the
system can be represented by a simple oriented graph. A simple oriented graph is defined,
as shown in Definition 4.
Definition 4 ([24]) A graph consists of nodes and edges. A directed graph is a graph in
which all edges have directions. An oriented graph is a directed graph in which each edge
has a unique direction. A simple oriented graph (SOG) is an oriented graph in which no
loop is formed.
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3.1.4 L2 and L∞ Stability
The Lebesgue space is defined as shown in Definition 5.
Definition 5 ([24]) Lebesgue space, denoted as Lp with p being a positive integer, con-
tains all Lebesgue measurable and integrable functions f(t) subject to
‖f‖p = lim
T→∞
 T∫
0
|f(t)|pdτ

1
p
< +∞. (3.5)
Two particular cases are considered:
a) A Lebesgue measurable function f(t) belongs to L2 if and only if lim
T→∞
T∫
0
|f(t)|2dt<+∞.
b) A Lebesgue measurable function f(t) belongs to L∞ if and only if max
t∈[0,∞)
|f(t)|<+∞.
Lemma 1 (Lemma 2.3 in [24]) provides that a system is stable with its affiliated vector
x(t) being a function in L∞ and its affiliated vector y(t) being a function in L2.
Lemma 1 ([24]) Consider a non-negative differentiable function ξ(t) defined as
ξ(t) > 12x(t)
TPx(t) (3.6)
with x(t) ∈ Rn, n > 1 and P ∈ Rn×n being a symmetric positive-definite matrix. If the
time derivative of ξ(t) is Lebesgue integrable and governed by
ξ˙(t) 6 −y(t)TQy(t)− s(t) (3.7)
where y(t) ∈ Rm, m > 1 and Q ∈ Rm×m being a symmetric positive-definite matrix and
s(t) is subject to ∫ ∞
0
s(t)dt > −γ0 (3.8)
with 0 6 γ0 <∞, then it follows that ξ(t) ∈ L∞, x(t) ∈ L∞ and y(t) ∈ L2 hold.
If asymptotic stability is demanded for the control system, then the well-known Barbalat’s
lemma is typically used [175]. The following Lemma 2 provides a simple alternative to
the Barbalat’s lemma and asymptotic convergence for error signal e(t).
Lemma 2 ([176]) If e(t) ∈ L2 and e˙(t) ∈ L∞, then lim
t→∞ e(t) = 0.
Remark 1 As a distinction to Lyapunov approaches, Lemma 1 allows different appear-
ances of variables in the non-negative function itself and in its time-derivative. Thus, in
relation to Lyapunov approaches, Lemma 1 provides a more flexible tool for control system
design. When all error signals are first proven to belong to L2 and L∞ in the sense of
Lemma 1, then asymptotic stability can be proven with Lemma 2, if the time-derivatives
of all error signals belong to L∞.
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3.1.5 Virtual Stability
The unique feature of the VDC approach is the introduction of a scalar term, namely, the
virtual power flow (VPF); see Definition 6. VPFs uniquely define the dynamic interactions
among the subsystems and play an important role in the definition of virtual stability,
which is defined in Definition 7.
Definition 6 ([24]) The VPF with respect to frame {A} can be defined as the inner
product of the linear/angular velocity vector error and the force/moment vector error as
pA = (AVr − AV )T (AFr − AF ) (3.9)
where AVr ∈ R6 and AFr ∈ R6 represent the required vectors of AV ∈ R6 and AF ∈ R6,
respectively.
Definition 7 ([24]) A subsystem with a driven VCP to which frame {A} is attached
and a driving VCP to which frame {C} is attached is said to be virtually stable with its
affiliated vector x(t) being a virtual function in L∞ and its affiliated vector y(t) being a
virtual function in L2, if and only if there exists a non-negative accompanying function
ν(t) > 12x(t)
TPx(t) (3.10)
such that
ν˙(t) 6 −y(t)TQy(t) + pA − pC − s(t) (3.11)
holds, subject to ∫ ∞
0
s(t)dt > −γs (3.12)
with 0 6 γs <∞, where P and Q are two block-diagonal positive-definite matrices, and
pA and pC denote the VPFs (by Definition 6) at frames {A} and {C}, respectively.
Finally, when every subsystem is virtually stable in the sense of Definition 7, the following
theorem ensures that the L2 and L∞ stability of the entire complex robot can be
guaranteed.
Theorem 1 ([24]) Consider a complex robot that is virtually decomposed into subsystems
and is represented by a simple oriented graph in Definition 4. If every subsystem is virtually
stable in the sense of Definition 7, then all virtual functions in L2 are functions in L2
and all virtual functions in L∞ are functions in L∞.
3.2 Virtual Decomposition Control
This section introduces the designed control systems using the VDC approach as the
underlying control design framework. The hydraulic manipulator, used in publicationsP.I–
P.IV, is shown in Fig. 3.1(a). As this figure illustrates, the manipulator is actuated by
two hydraulic cylinders.1 Thus, two closed-chain structures exist in the system. Although
a two-DOF system is studied, the methods developed in publications P.I–P.IV are easily
extendable to systems with any number of actuators. This is due to the modular nature
of the subsystem-dynamics-based control of VDC.
1In publication P.I, a redundant telescopic actuator, which can be seen in Fig. 3.1(a), was enabled.
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Figure 3.1: The studied system. Subfigure (a) shows the original two-DOF hydraulic manipu-
lator. Subfigure (b) shows a virtual decomposition of the system. Note the parallelism (//) in the
VCPs. Subfigure (c) shows a simple oriented graph of the virtually decomposed system.
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The first step in the VDC approach is to virtually decompose the original system
into subsystems (i.e., objects and open chains) by placing conceptual virtual cutting
points (VCPs) (see Definition 3). In this process, the original system is first virtually
decomposed into object and closed chain structures. Then, existing closed chain structures
are further decomposed into open chain structures, so that only object and open chain
structures exist in the system. The virtually decomposed manipulator is shown in
Fig. 3.1(b). Note the corresponding colors between the closed chain and its decomposed
open chains in Fig. 3.1. After the virtual decomposition, the fixed body frames are
attached to the decomposed subsystems to describe the motion and force specifications.
The frame attachment is described in detail in publications P.I–P.II.
Next, the decomposed subsystems are represented by a SOG that imposes dynamic
interactions among the subsystems. In a SOG, each subsystem corresponds to a node,
and each VCP corresponds to a directed edge whose direction defines the force reference
direction. Nodes that have pointing-away edges only are called source nodes, and nodes
that have pointing-to edges only are called sink nodes. No loop can be formed in the
VCP reference directions [24]. The SOG for the manipulator is shown in Fig. 3.1(c). The
subsystems inside the dashed line in Fig. 3.1(c) are considered as one subsystem; the
corresponding lines can be seen in Fig. 3.1(b).
After virtual decomposition and the SOG presentation, the kinematics of the subsystems
can be computed by propagating along the direction of the VCP flow in the SOG, starting
from the source node (Object 0) toward the sink node (Object 2). Then, using the
kinematics, the dynamics of the subsystems can be computed by propagating along the
opposite directions of the SOG, starting from the sink node (Object 2) toward the source
node (Object 0). Finally, subsystem-dynamics-based control design can be performed,
followed by the stability analysis based on the concept of virtual stability.
As discussed earlier, changing the control (or dynamics) of one subsystem does not affect
the control equations within the rest of the system. This enables the advantageous
property that once the control is designed for all subsystems, e.g., for the different contact
control strategies, only the control design for the environment-interacting subsystem
(Object 2) needs to be redesigned. Thus, only the control design for Object 2 is studied
in detail in this chapter. Control designs for the remaining subsystems, shown as dashed
lines in Fig. 3.1(b), can be found in publications P.I and P.II.
3.2.1 Object 2 – Kinematics
Fig. 3.2 shows Object 2, to which frame {O2} is fixed to describe the force and motion
specifications. Frame {TO2} exists at the driven VCP of Object 2, and frame {G} is the
end-effector target frame where the contact occurs. Frame {G} is aligned with respect to
the system base frame {B}.
The linear/angular velocity vector GV ∈ R6 in frame {G} can be written as
GV = Ncχ˙ (3.13)
where χ˙ ∈ R2 is the Cartesian velocity vector, and the mapping matrix Nc can be written
as
Nc =
[
1 0 0 0 0 0
0 1 0 0 0 0
]T
.
26 Chapter 3. Overall Control Concept
The following relations hold for Object 2:
O2V=GUTO2
GV
=TO2UTO2
TO2V. (3.14)
3.2.2 Object 2 – Dynamics
The end-effector force/moment vector in frame {G} can be written as
GF = NcGf (3.15)
where Gf ∈ R2 is a Cartesian contact force vector (exerted by the manipulator on the
environment). Note that in free-space motions, Gf = [0 0]T holds.
The net force/moment vector O2F∗ ∈ R6 of Object 2, expressed in frame {O2}, can be
written in view of [24] as
MO2
d
dt
(O2V ) +CO2(O2ω)O2V +GO2 = O2F ∗ (3.16)
where MO2 ∈ R6×6 denotes the mass matrix, CO2(O2ω) ∈ R6×6 denotes the matrix of
Coriolis and centrifugal terms, and GO2 ∈ R6 denotes the gravity terms.
On the other hand, the net force/moment vector (i.e., force resultant equation) for Object
2 can be written as
O2F ∗ = O2UTO2TO2F − O2UGGF. (3.17)
3.2.3 Object 2 – Control
This section addresses the VDC-based rigid body control of Object 2. Similar to (3.13),
the required linear/angular velocity vector in the end-effector target frame {G} can be
written as
GVr = Ncχ˙r (3.18)
where χ˙r ∈ R2 is the required Cartesian space velocity (design) vector specified later in
Section 3.3.
In view of (3.14), the required velocity transformations in Object 2 can be written as
O2Vr=GUTO2
GVr
=TO2UTO2
TO2Vr. (3.19)
F
TO2
{G}
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G
VCP
X
Y
{B}
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Y
Figure 3.2: Object 2 in the constrained motion.
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Similar to (3.15), the required force/moment vector in the end-effector target frame {G}
can be obtained as
GFr = NcGf d (3.20)
where Gf d ∈ R2 is the desired Cartesian contact force vector.
Then, in view of [24], the required net force/moment vector for Object 2 can be written as
O2F ∗r = YO2θ̂O2 +KO2(O2Vr − O2V ) (3.21)
with
YO2θO2 = MO2
d
dt
(O2Vr) +CO2(O2ω)O2Vr +GO2 (3.22)
where regressor matrix YO2 ∈ R6×13 and parameter vector θO2 ∈ R13 can be solved as
shown in [24, in Appendix A]. Moreover, in (3.21), θ̂O2 denotes the estimate of θO2 , and
KO2 is a symmetric positive-definite matrix characterizing the velocity feedback control.
The estimated parameter vector θ̂O2 in (3.21) needs to be updated. Define
sO2 = YTO2(
O2Vr − O2V ). (3.23)
Then, (3.3) can be used to update the ith element of θ̂O2 as
θ̂O2i = P(sO2i, ρO2i, θO2i, θO2i, t),∀i ∈ {1, 2, ..., 13} (3.24)
where θ̂O2i denotes the ith element of θ̂O2 , sO2i denotes the ith element of sO2 , ρO2i > 0
is the update gain, and θO2i and θO2i denote the lower bound and the upper bound of
θO2i, respectively.
In relation to (3.17), the required force resultant equation can be written as
O2F ∗r = O2UTO2TO2Fr − O2UGGFr. (3.25)
Finally, the following Lemma 3 is used to prove the virtual stability of Object 2.
Lemma 3 Consider Object 2, described by (3.14), (3.16), and (3.17), combined with its
control equations (3.19), (3.21), and (3.25) and with the parameter adaptation (3.23) and
(3.24). Let the non-negative accompanying function νO2 be
νO2 =
1
2(
O2Vr − O2V )TMO2(O2Vr − O2V ) +
1
2
13∑
i=1
(θO2i − θ̂O2i)2
ρO2i
(3.26)
Then, the time derivative of (3.26) can be expressed by
ν˙O2 6 −(O2Vr − O2V )TKO2(O2Vr − O2V ) + pTO2 − pG (3.27)
where pTO2 is the VPF by Definition 6 at the driven VCP of Object 2, and pG characterizes
the VPF between the end-effector and the environment.
Proof. See Appendix B in Publication P.II. 
Remark 2 Note that Object 2 has only one VCP (see Fig. 3.2), but two VPFs exist in
(3.27). The VPF pTO2 is located at the VCP in Object 2. Thus, for the virtual stability
of Object 2, a solution (which satisfies Definition 7) must be found for the VPF pG in
(3.27). This solution is addressed in Section 3.5.
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Figure 3.3: Decomposed open chains (Open chain 3 and Open chain 4) in Closed chain 2.
3.2.4 Closed Chain 2 – Kinematics, Dynamics, and Control
This section briefly describes the procedure for the kinematics, dynamics, and control of
Closed chain 2. The same procedure can be used for Closed chain 1 in Fig. 3.1.
Consider Closed chain 2, which is decomposed to actuated Open chain 3 and unactuated
Open chain 4 (see Fig. 3.3). Similar to Object 2, the kinematics of Open chain 3 and
Open chain 4 can be computed along the direction of the VCP flow in the SOG. Note
that the linear/angular velocity vector BO1V in the driven VCP of Closed chain 2 is
known (from the kinematics of Object 0, Open chains 1 and 2, and Object 1), and joint
angle q4 and joint velocity q˙4 can be measured.
Then, the dynamics of the rigid links in Open chain 3 and in Open chain 4 can be
computed along the opposite direction of the VCP flow in the SOG. The force/moment
vector TO2F in the driving VCP of Closed chain 2 can be computed from (3.17). Also, the
load distribution factors (between Open chain 3 and Open chain 4) at the driving VCP of
Closed chain 2 and the internal force vector (only Open chain 3 can generate forces) must
be solved due to the existence of the closed-chain structure. Then, the dynamics of the
hydraulic actuator is addressed. The detailed control design for the system closed-chain
structures are addressed in publications P.I and P.II.
3.3 The Cartesian Space Control Concepts
In the framework of VDC, the concept of a required velocity is used to serve as a reference
trajectory for a system, and the control objective is to make the controlled actual velocities
track the required velocities. The general format of the required velocity includes the
desired velocity (which usually serves as the reference trajectory for the system) and one
or more terms that are related to control errors [24]. The concept of required velocity
can be implemented for the system in the actuator space or in the Cartesian space. In
this thesis, the Cartesian space implementation is considered. Publication P.I shows how
this method can be implemented in the actuator space.
As discussed earlier, changing the control (or dynamics) of one subsystem does not
affect the control equations within the rest of the system. Thus, for the different control
concepts (free-space motion control and constrained motion controls), only the control
for the environment-interacting subsystem, i.e., Object 2, needs to be redesigned. The
possibilities for addressing the control of Object 2 are χ˙r in (3.18) and Gf d in (3.20).
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Then, the control objective is to design such Cartesian space contact control for χ˙r (and for
Gf d), which 1) realizes the control action (free-space motion control, hybrid motion/force
control, impedance control, etc.) in demand and 2) qualifies Object 2 as virtually stable
in the sense of Definition 7.
Next, in Sections 3.3.1–3.3.4, the control concepts for the manipulator’s free-space motion
control, hybrid motion/force control, impedance control, and variable impedance control
are shown, respectively.
3.3.1 Free-Space Motion Control
In view of [24], the expression for the required Cartesian velocity vector χ˙r ∈ R2 for the
manipulator2 can be written for free-space motions as
χ˙r = χ˙d + Λχ(χd −χ) (3.28)
Gf d = [0 0]T (3.29)
where Λχ ∈ R2×2 is a diagonal positive-definite matrix characterizing Cartesian position
control. Note that in the free-space motion, Gf = [0 0]T in (3.15) holds.
3.3.2 Hybrid Motion/Force Control
The following hybrid motion/force control from [24] is designed in publication P.II in
Section IV.B.4:
χ˙r = Nx[χ˙dx + λχ(χdx − χx)] +Nyλf (Gf˜dy − Gf˜y) (3.30)
Gf d = NxGf̂x +NyGfdy (3.31)
where Nx = [1 0]T and Ny = [0 1]T are mapping matrices, and Gf˜dy and Gf˜y are filtered
vectors of Gfdy and Gfy, respectively, defined as
G ˙˜fdy = −cfGf˜dy + cfGfdy (3.32)
G ˙˜fy = −cfGf˜y + cfGfy (3.33)
with cf > 0 being a gain. In addition, estimated force Gf̂x can be written as
Gf̂x = Ysθ̂s (3.34)
which implies that the independent (friction) force coordinate in the motion configuration
space can be expressed in linear parametrization form with θs being a parameter vector
[24]. Then, by defining
ss = YTs [χ˙dx − χ˙x + λχ(χdx − χx)] (3.35)
the γth element of θ̂s is updated by using the P function defined by (3.3) as
θ̂sγ = P(ssγ , ρsγ , θsγ , θsγ , t) (3.36)
where θ̂sγ denotes the γth element of θ̂s, ssγ denotes the γth element of ss, ρsγ > 0 is an
update gain, θsγ denotes the lower bound of θsγ and θsγ denotes the upper bound of θsγ .
2As shown in section 3.3.6 in [24] and in publication P.I, in addition to the Cartesian space control,
the required velocity can also be implemented in the actuator space. If the actuator space approach is
used, then the desired joint space vectors q˙d and qd (desired joint velocities and desired joint positions)
are solved from the desired Cartesian space vectors χ˙d and χd with inverse kinematics. Then, the required
velocity control can be implemented in the actuator space as q˙r = q˙d + λq(qd − q).
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3.3.3 Impedance Control
The following novel impedance control method is proposed in publication P.III in
Section IV.B.2:
χ˙r = χ˙d + Λχ(χd −χ) + Λf (Gf d − Gf ) (3.37)
Gf d = [0 0]T (3.38)
where Λχ ∈ R2×2 and Λf ∈ R2×2 are two diagonal positive-definite matrices characterizing
the Cartesian position and force control, which are defined according to Condition 1.
Condition 1 The diagonal positive-definite matrices Λf and Λχ are defined as
Λf = D−1d (3.39)
Λχ = KdD−1d . (3.40)
In Condition 1, Dd ∈ R2×2 and Kd ∈ R2×2 are diagonal positive-definite matrices
characterizing the system target impedance behaviour; the desired damping and the
desired stiffness, respectively. The diagonal positive-definite property of Dd ensures that
D−1d exists.
3.3.4 Variable Impedance Control
The following novel variable impedance control method is proposed for multiple Carte-
sian DOF in publication P.IV.
Let the Cartesian position tracking error eχ ∈ R2 be defined as
eχ = χd −χ =
[
χdx − χx
χdy − χy
]
=
[
eχx
eχy
]
(3.41)
Then, the proposed variable impedance law is written as
χ˙r = χ˙d + Λχ(eχ)eχ + Λf (eχ)(Gf d − Gf ) (3.42)
Gf d = [0 0]T (3.43)
and the following Condition 2 is imposed for the variable diagonal positive-definite
matrices Λχ(eχ) and Λf (eχ).
Condition 2 The diagonal positive-definite matrices Λf (eχ) and Λχ(eχ) are defined as
Λf (eχ) = diag (Λf (eχx),Λf (eχy)) = D−1d (eχ) (3.44)
Λχ(eχ) = diag (Λχ(eχx),Λχ(eχy)) = Kd(eχ)D−1d (eχ). (3.45)
In Condition 2, Dd(eχ) and Kd(eχ) are diagonal positive-definite matrices characterizing
the desired variable damping and the desired variable stiffness. The diagonal positive-
definite property of Dd(eχ) ensures that D−1d (eχ) exists in Condition 2. Matrices Dd(eχ)
and Kd(eχ) are written as
Dd(eχ) =
[
Ddx − (Ddx −Ddx)fe(eχx) 0
0 Ddy − (Ddy −Ddy)fe(eχy)
]
(3.46)
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and
Kd(eχ) =
[
Kdx − (Kdx −Kdx)fe(eχx) 0
0 Kdy − (Kdy −Kdy)fe(eχy)
]
(3.47)
where Ddx and Ddy denote the upper bounds of Dd(eχ); Ddx and Ddy denote the lower
bounds of Dd(eχ); Kdx and Kdy denote the upper bounds of Kd(eχ); Kdx and Kdy denote
the lower bounds of Kd(eχ); and Ddx > Ddx > 0, Ddy > Ddy > 0, Kdx > Kdx > 0 and
Kdy > Kdy > 0 hold. Furthermore, the Cartesian position error dependent (a continuously
differentiable) function fe(eχ) in (3.46) and (3.47) can be written as
fe(eχ) =
[
−
(
eχ
ae
)be
1− e
]
(3.48)
where ae > 0, and be = 2n, n ∈ N+, hold. The behaviour of the function fe(eχ) with
respect to its argument eχ is shown in Fig. 3.4.
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Figure 3.4: The behaviour of the function fe(eχ) with respect to its argument eχ.
Remark 3 With ae > 0 and be = 2n, n ∈ N+, fe(eχ, θe) converges 0→ 1 as |eχ| → ∞.
The region where fe stays close to zero can be adjusted with ae and be. The rate at which
fe converges 0 → 1 (and 1 → 0) can be adjusted with be. Note that the function in
(3.48) is continuously differentiable. An accurate free-space position tracking performance
(demonstrated in publication P.I) is an important part of the functionality of fe(eχ, θe)
in (3.48). This is because the constrained motion (contact) is detected from the Cartesian
position tracking error eχ with (3.48) when |eχ| > ae (see Fig. 3.4).
The following conditions 3 and 4 are imposed for the variable damping Dd(eχ) and for
the variable stiffness Kd(eχ) in (3.46) and (3.47).
Condition 3 Along a certain Cartesian space axis, the upper bound Dd and the lower
bound Dd for the desired variable damping Dd(eχ) and the upper bound Kd and the lower
bound Kd for the desired variable stiffness Kd(eχ) must be selected within the dynamic
range of achievable impedances of the system.
Condition 4 The rates of change of the variable damping Dd(eχ) and the variable
stiffness Kd(eχ) profiles should not yield to unstable system behaviour.
Condition 3 imposes that the variable impedance bounds must be selected within the
dynamic range of achievable impedances. This can be illustrated by the so called Z-width
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(see Fig. 3.5), which defines the combination of stiffness and damping that can be passively
achieved by a certain mechanism. One method for defining the Z-width for hydraulic
articulated systems is shown in [155].
As addressed in [177] and [178], impedance control makes the closed-loop system passive
and therefore passive (and stable) in interactions with passive environments when constant
gains are used. However, as addressed in [179], when the impedance parameters are
varied over time, system instability can occur. For Condition 4, a method for defining the
stability constraints for the variable stiffness and damping profiles is studied in [179].
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Figure 3.5: The dynamic range of achievable virtual impedances, i.e., the Z-width.
3.4 A Diagram of the Proposed Controller
A diagram of the proposed control design is shown in Fig. 3.6. Using one of the proposed
Cartesian space control laws in Section 3.3, the required Cartesian space velocity vector
can be obtained. Then, the required joint velocity vector q˙r, needed in VDC-based control
of Open chains 1–4, is solved from χ˙r using the manipulator’s Jacobian matrix. The
rigid body control for Object 2 is addressed in Section 3.2.3. The detailed structure of the
remaining subsystem (see Fig. 3.1) inside the VDC block can be found in publication P.II.
The output uc of the VDC block is the control signal for the hydraulic valves, which
control the hydraulic cylinders. The motion dynamics of the manipulator is produced by
the output force f p of the hydraulic cylinders. See publication P.II for more details.
Required 
velocity vector:
VDC 
Manipulator
Dynamics 
-+
-+ Jacobian
Matrix
.
.
Hydraulic
dynamics
.
,
Object 2 addressed in Section 
3.2.3. For other subsystems in 
Fig. 3.1, see Publication I or II. Physical system, see Publication I or II
(3.28) or (3.30) or 
(3.37) or (3.42)
Figure 3.6: Diagram of the designed controls for the hydraulic manipulator.
3.5 Stability Analysis
The conceptual VPFs (see Definition 6) are a unique feature of VDC, and they are
used to address the dynamic interaction between subsystems. The virtual stability (see
Definition 7) of every subsystem ensures that, at every placed VCP, a negative VPF (at
the driving VCP of the subsystem) is connected to its corresponding positive VPF (at the
driven VCP of the adjacent subsystem). Thus, VPFs act as “stability connectors” between
subsystems; eventually, the VPFs cancel each other out at every VCP [24]. Finally, as
addressed in Theorem 1, the virtual stability of every subsystem ensures the L2 and L∞
stability (see Lemma 1) of the entire system.
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As can be seen in Fig. 3.2, only one VCP
(
pTO2 ; see (3.27)
)
is specified for Object
2. However, in (3.27), there also exists another VPF pG (characterizing the dynamic
interaction between the manipulator and the environment), which has no “stabilizing
counterpart”. Consequently, it is the control designer’s obligation to ensure that such
control is designed for Object 2 that it qualifies as virtually stable in the sense of
Definition 7.
Next, in Section 3.5.1, the VPF pG between the manipulator and the environment is
analyzed using Definitions 6 and 7, eventually leading to the stabilizing solution for pG
and the virtual stability of Object 2 with all the proposed Cartesian control methods in
Section 3.3. Finally, the stability of the entire system is proven in Section 3.5.2.
3.5.1 Virtual Stability of Object 2
Using the Cartesian free-space control in Section 3.3.1, the hybrid motion/force control in
Section 3.3.2, the impedance control in Section 3.3.3, or the variable impedance control
in Section 3.3.4, the following Lemma 4 can be derived for pG in (3.27) in Lemma 3.
Lemma 4 With all the proposed Cartesian control methods in Section 3.3,∫ t
0
pG(τ)dτ > −γG (3.49)
holds with 0 6 γG <∞ for pG in (3.27) in Lemma 3.
Proof. In view of Definition 6, VPF pG in Lemma 3 can be written as pG = (GVr −
GV )T (GFr − GF ). In free-space motions, GF = 0 holds (no external forces are imposed
on the end-effector), GFr = 0 can be designed, and thus, pG = 0 →
∫ t
0 pG(τ)dτ = 0
holds. In constrained motion control, (3.49) in Lemma 4 can be proven 1) for the hybrid
motion/force control as shown in Appendix A in publication P.II, 2) for the proposed
impedance control as shown in Appendix C in publication P.III, and 3) for the proposed
variable impedance control as shown in Lemma 4 in publication P.IV. 
Using Lemma 3 and Lemma 4, the following Theorem 2 ensures that Object 2 qualifies
as virtually stable in the sense of Definition 7.
Theorem 2 Let (3.49) in Lemma 4 hold for the VPF pG in Lemma 3. Then, consider the
fact that Object 2 has one driven VCP associated with frame {TO2}. Consequently, using
(3.26), (3.27), and (3.49), Object 2 qualifies as virtually stable in the sense of Definition 7.
Proof. The proof can be obtained as outlined in Theorem 2. 
3.5.2 Stability of the Entire System
As can be seen in publications P.I and P.II, the non-negative accompanying function
and its time derivative for the remaining subsystem, shown with dashed lines in Fig. 3.1,
can be written as
νR > 0 (3.50)
ν˙R 6 −pTO2 (3.51)
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where pTO2 is the VPF at the driving VCP of this subsystem.
Theorem 3 guarantees the stability of the entire system, in view of Lemma 1.
Theorem 3 Consider Object 2, shown in Fig. 3.2 and described by Lemma 3. Further-
more, let the remaining subsystem be addressed with (3.50) and (3.51). Then, in view of
(3.26) and (3.50), the non-negative accompanying function νtot for the entire manipulator
can be chosen as
νtot = νR + νO2
> 12(
O2Vr − O2V )TMO2(O2Vr − O2V ) +
1
2
13∑
i=1
(θO2i − θ̂O2i)2
ρO2i
. (3.52)
Then, in view of (3.27) and (3.51), the time derivative of (3.52) can be written as
ν˙tot 6 −(O2Vr − O2V )TKO2(O2Vr − O2V )− pTO2 + pTO2 − pG
= −(O2Vr − O2V )TKO2(O2Vr − O2V )− pG (3.53)
where, in view of Lemma 4, ∫ t
0
pG(τ)dτ > −γG (3.54)
holds with 0 6 γG < ∞, which guarantees the stability of the entire system in view of
Lemma 1.
3.6 Extending the VDC Principles Beyond Robotic Systems
The VDC approach is developed especially for controlling complex robotic systems [24, 33].
In the book Virtual Decomposition Control - Towards Hyper Degrees of Freedom Robots [24],
it is shown that this novel approach can also be applied to, for instance, electrical circuits in
terms of the duality between mechanical and electrical systems. As shown in Sections 3.1.5
and 3.5, unique VPFs define the dynamic interaction among subsystems and play a vital
role in proving the L2 and L∞ stability of the entire system. When VDC principles are
applied beyond robotic systems, the cross-couplings among subsystems in some cases
cannot be necessarily described in the form of VPFs; thus, alternative methods must be
provided to address the dynamic interactions among the subsystems. This is the case in
unpublished manuscript P.V, where a novel controller design method (originating from
VDC) was developed for controlling the discharge pressure of a VDAPP.
In the system in unpublished manuscript P.V, three coupled subsystems are identified
(see Fig. 3.7). The first subsystem encompasses the volume of the pump’s discharge
line and can be described with a first-order fluid continuity differential equation. The
second subsystem is the pump itself and can be described with a second-order swash
plate motion differential equation. The third subsystem is the volume of the control
piston and can be described with a first-order fluid continuity differential equation. Thus,
the dynamic behaviour of the entire system can be described by a highly nonlinear
fourth-order differential equation.
As demonstrated in unpublished manuscript P.V, a stability-preventing term (created by
local subsystem control) can appear in the time derivative of the non-negative accompa-
nying function of the nth subsystem. Thus, a specific stabilizing term is designed for the
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Figure 3.7: A diagram for a discharge pressure controlling VDAPP with the identified subsys-
tems.
time derivative of the non-negative accompanying function of the subsequent (n+ 1)th
subsystem. The stabilizing term is designed by placing a specific stabilizing feedback
in the control law of the (n + 1)th subsystem. As Theorems 1 and 2 in unpublished
manuscript P.V show, the stability of the entire system is obtained (in the sense of
Lemma 1), as these designed stabilizing terms eventually cancel out all the stability-
preventing terms. Similar to VDC, stability is rigorously based on Lemma 1. Then, if all
error signals are first proved to belong to L2 and L∞, then asymptotic stability can be
proved with Lemma 2 if the time derivatives of all error signals belong to L∞.
Similar to VDC, the proposed method allows an independent control design of the
individual subsystems as long as the “stability connectors” (stability-preventing terms and
stabilizing terms) are properly handled. This allows flexibility in the control system design.
In contrast, the well-known backstepping control design framework imposes restrictions on
the forms a system must take for the procedure to follow. In unpublished manuscript P.V,
the proposed method enabled adaptive and NMB control for the VDAPP, for the first
time without employing any linearization or order reduction, while rigorously guaranteeing
the stability of the entire system. The existing nonlinear control methods for the discharge
pressure controlling VDAPP (see [169–171]) employ linearization and/or order reduction,
without extensively accommodating parametric uncertain dynamics.

4 Experimental Results
This section presents the main experimental results in publications P.I–P.IV and in
unpublished manuscript P.V. These papers are attached. The scientific contributions
C1–C9 (the main theoretical results) of this thesis are listed in Section 1.8.
Fig. 4.1 shows the interconnection between the publications. The publications and
unpublished manuscript are listed in chronological order from top to bottom.
Publication P.I
Publication P.II
Publication P.III
Publication P.IV
Force-sensorless contact 
force estimation
Force-sensorless contact 
force estimation
Unpublished 
manuscript P.V
 High-Performance Free-
Space Motion Control
Impedance 
Control
Variable Impedance
Control
Hybrid Motion/Force 
Control
Free-space motion control
Constrained motion control
Energy-Efficient 
Fluid Power Supply
HYDRAULIC MANIPULATOR
VARIABLE DISPLACEMENT 
AXIAL PISTON PUMP
Figure 4.1: Publications P.I–P.IV and unpublished manuscript P.V.
The hydraulic manipulator used in publications P.I–P.IV is shown in Fig. 4.2. This
manipulator operates in the Cartesian X-Y plane and can be actuated with three hydraulic
cylinders: Cylinder 1 for lift, Cylinder 2 for tilt, and Cylinder 3 to operate the telescopic
boom. In publications P.II–P.IV, Cylinder 3 was disabled. A detailed description of
the system hardware components is given in publications P.I–P.III. Although a planar
two-DOF Cartesian space system was studied in publications P.I–P.IV, the developed
methods are easily extendable to systems with any number of actuators.
In publication P.I, the objective was to design the state-of-the-art free-space motion
control for a hydraulic robotic manipulator by rigorously addressing the nonlinear dynamic
behaviour of the system. The controller developed in publication P.I provided a baseline
controller to be extended to contact control in publications P.II–P.IV.
In publication P.II, the objective was to design for the first time a hybrid motion/force
controller for hydraulic robotic manipulators with rigorously addressed system stability.
In addition, a novel force-sensorless contact force estimation method was developed in
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Figure 4.2: Experiment set-up. For the environmental interaction, a set of wooden pallets
and a metal sheet were used in the constrained motion control experiments. Frame {G} is the
end-effector target frame where the contact occurs, and it is aligned with respect to the system
base frame {B} (whose Y-axis is aligned with respect to gravity).
this paper. This provides a practical solution for contact control with hydraulic systems
without using the six-DOF force/moment sensor (attached to the end-effector) that
is typically sensitive to shocks and overloading, a situation that frequently occurs in
hydraulic operations. The developed force-sensorless contact force estimation method
was also used in the subsequent publications P.III and P.IV.
In publication P.III, a novel impedance control method was developed. In this paper, the
objective was to incorporate the impedance control method in the framework of VDC and
provide for the first time a rigorous stability proof for a hydraulic manipulator covering
both free-space motions and constrained motions.
As demonstrated in publication P.III, the greater the driven velocity, the worse the contact
force estimation in free-space motions (i.e., estimated contact force Gf d 6= 0; see Fig. 5
in publication P.III). Thus, if an accurate (but fragile) six-dimensional force/moment
sensor at the end-effector cannot be used, it follows that 1) an accurate contact force
estimation is very hard to achieve due to the highly nonlinear dynamic behavior of the
hydraulic manipulators, and 2) with the impedance control, contact force estimation
errors impair the accuracy of free-space position tracking.
In publication P.IV, a novel variable impedance control method was developed. The pro-
posed method was developed especially to improve the Cartesian free-space position control
accuracy in force-sensorless contact force control with hydraulic manipulators. With the pro-
posed method, the manipulator can be made stiff in free-space motions (enabling accurate
free-space position tracking) and compliant along the axis of the constrained motion
when coming into contact with the environment. The results of publication P.I provided
a rigorous foundation for publication P.IV because the proposed variable impedance
control law relies rigorously on high-performance Cartesian position tracking accuracy.
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In unpublished manuscript P.V, an adaptive and NMB discharge pressure control design
was proposed for the first time for VDAPPs (the dynamic behaviour of which is highly
nonlinear and can be described with a fourth-order differential equation) without using
any linearization or order reduction. The control objective was to make a system’s
discharge pressure track a prespecified desired discharge pressure trajectory, which would
enable the possibility of optimizing energy consumption. A rigorous stability proof, with
asymptotic convergence, is given for the entire system. As discussed in Section 3.6, this
paper also demonstrates the extendability of VDC beyond robotic systems.
Next, Sections 4.1–4.5 present the main experimental results in papers P.I–P.IV and in
unpublished manuscript P.V.
4.1 Free-Space Motion Control Performance (Publication P.I)
In free-space motion control of manipulators, the most important factor is typically the
control accuracy of the manipulator end-effector. To evaluate the control performance
of the proposed free-space motion controller, a parallelogram point-to-point trajectory
(having length of 1 m along the Cartesian X-axis and height of 2 m along the Cartesian
Y-axis) was used as the test trajectory (see Fig. 12 in publication P.I). This test
trajectory was driven with three Cartesian velocities (fast-, medium-, and slow-velocity
trajectories). Term tf in Fig. 4.3 denotes the transition time between two points in the
driven point-to-point test trajectory.
Fig. 4.3 shows the Cartesian position tracking errors with the driven test trajectories. As
this figure shows, the Cartesian position tracking errors remain very small in relation to
the size of the system workspace (with the telescopic boom, the manipulator has a reach
of more than 4 m on the Cartesian X-axis) for all the driven trajectories. The maximum
Cartesian position tracking errors in Fig. 4.3 are 5.20 mm, 4.60 mm, and 4.67 mm, with
the fast-, medium-, and slow-velocity trajectories, respectively, whereas the maximum
Cartesian velocities were 1.05 m/s, 0.53 m/s, and 0.26 m/s, respectively. Note that the
shape of the Cartesian position tracking error curves remains almost unchanged in spite
of the driven velocity. This clearly shows that the proposed controller is able to cope with
The fast velocity trajectory, i.e., Cart. transition time tf = 2 s
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Figure 4.3: The Cartesian position tracking errors with the fast-, medium-, and slow-velocity
trajectories.
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the highly nonlinear dynamic behaviour of the hydraulic system; these tracking errors
mainly originate from static error sources, e.g., parameter uncertainties. The parameter
adaptation was disabled in publication P.I.
The cornerstone of all scientific research is an objective evaluation of the results. As
recently addressed in [180], it is difficult to find good examples of replicable and measurable
scientific research in robotics and automation. This makes an objective evaluation
and benchmarking of the state of the art in a given field very challenging. When
dealing with pure engineering applications, experimental proofs of the effectiveness of the
proposed solutions are needed, and the results should be compared, in terms of the chosen
performance criteria, to existing methods in the same field. In addition, objective and
unifying performance evaluations would also speed up the technology transfer between
academia and industry, as well as promote the most advanced practices in a given field.
For these purposes, a unifying performance indicator ρfs was used in the studies conducted
by Zhu (e.g., in [38] and [120]). To objectively evaluate the control performances in the
literature for free-space control of hydraulic manipulators (see section 2.2), this unifying
performance indicator, which uses the ratio of the maximum position tracking error with
respect to the maximum velocity, is defined as
ρfs =
max(|xdes − x|)
max(|x˙|) (4.1)
where xdes is the desired position vector and x is the measured position vector. Using
ρfs, the position control accuracies of the different systems can be unified by scaling them
with the driven velocity, making it possible to compare systems of different sizes. With
ρfs, the smaller the value, the better the performance.
Table 4.1 shows the actuator space performance indicators for state-of-the-art studies on
hydraulic manipulators where sufficient data are available. Note that in this table, two
single-DOF studies1 ([100] and [101] from Section 2.1) are included due to the lack of
data for n-DOF hydraulic manipulators. The first column in Table 4.1 shows the study
and its reference. The second column shows the performance indicator ρfs value. The
third column shows the number of driven actuators. The last column shows if the control
design is stability-guaranteed NMB control. The performance indicators are given for the
best actuator, if the results for more than one actuator are given.
In free-space motion control of manipulators, the major interest should be in the end-
effector positioning accuracy2. Table 4.2 shows the performance indicators in the Cartesian
space for studies with appropriately documented data. Note that in Table 4.2 one study
used the parallel-chain Stewart-Gough platform (Sirouspour 2001 [52]), which is not fully
comparable to the other studies with a serial-chain structure. The first column in Table
4.2 shows the study and its reference. The second column shows the performance indicator
ρfs value. The third column shows the number of driven actuators. The last column
shows whether the control design is stability-guaranteed NMB control.
1In [100], flatness-based nonlinear control for position tracking of electro-hydraulic systems was
proposed. In [101], high-gain disturbance observer-based backstepping control without a tracking error
constraint was proposed for electro-hydraulic systems. In the experiments described in [100] and [101], a
single-DOF boom was driven using a hydraulic actuator.
2The end-effector positioning accuracy is a function of the actuator’s positioning accuracy (scaled by
the link kinematics). Thus, the performance indicators in Table 4.1 might not give a realistic picture of
the control performance of the entire manipulator if large deviations occur in the control performances of
the joints.
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As Tables 4.1 and 4.2 show, the state-of-the-art control accuracy, in terms of performance
indicator ρfs, is obtained in publication P.I. Moreover, stability-guaranteed NMB control
methods dominate the control of hydraulic manipulators.
Table 4.1: Performance indicator ρfs in actuator space
Study ρfs [s] DOFs (Driven Stab.
actuators) NMBC
Publication P.I 0.0030† 3 X
Won 2015 [101] 0.0032? 1‡ X
Koivumäki 2013 [121] 0.0039† 2 X
Kim 2015 [100] 0.0048? 1‡ X
Bech 2013 [107] 0.0044? 2 X
Zhu 2005 [120] 0.0050 6 X
Bu 2001 [96] 0.0050 1 X
Conrad 1996 (AMAC) [106] 0.0087• 2 -
Mattila 2000 [111] 0.0130 2 -
Conrad 1996 (LPAC) [106] 0.0160• 2 -
†With the fastest trajectory data; see Fig. 13 in publication P.I and Fig. 10 in [121].
?The measured velocity data were not reported; the maximum velocity is estimated
from the sinusoidal desired position trajectory. See Figs. 2 and 10(e) in [101], Fig. 6
in [100], and Figs. 4 and 14 (MRACV) in [107].
‡A single-DOF electro-hydraulic system. In the experiments, a single-DOF boom
was driven.
The experiments were conducted with a three-joint hydraulic arm. However, in the
experiments only one joint was driven, and the two others were fixed.
•See Fig. 8(f) in [106] for AMAC and LPAC. The measured velocity data were not
reported; the text reports that the maximum velocity was limited to 2 rad/s. This
value is used to compute ρfs.
Table 4.2: Performance indicator ρfs in Cartesian space
Study ρfs [s] DOFs (Driven Stab.
actuators) NMBC
Publication P.I 0.0050† 3 X
Sirouspour 2001 [52] 0.0100? 6• X
Zhu 2005 [120] 0.0150 6 X
Egeland 1987 [102] 0.0380 8 -
Chang 2002 [115] 0.0450? 3 -
Kalmari 2015 [124] 0.1200 4 -
Tsukamoto 2002 [114] 0.1260‡ 6 -
Nguyen 2000 [109] 0.3150? 3 -
†With the fastest trajectory data; see Fig. 4.3.
?The measured velocity data were not reported; the maximum velocity is
estimated from the sinusoidal desired position trajectory. See Fig. 6 in [52],
Figs. 10 and 16(a) in [115], and Fig. 6 in [109].
•Stewart-Gough parallel manipulator (not a serial manipulator).
The value for the maximum tracking error was selected after the first round
when the tracking error settled; see Fig. 5.4 in [124].
‡A circular reference trajectory with a radius of 0.17 m was driven with angular
velocity ω = pi/5 rad/s. A maximum trajectory error of 13.51 mm was reported.
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4.2 Hybrid Motion/Force Control (Publication P.II)
In experiments with hybrid motion/force control, the controller’s ability to maintain a
constant contact force in constrained motion was studied using three maximum contact
force fmax trajectories. The end-effector target frame {G}, where the contact occurs,
is shown in Fig. 4.2. This frame is aligned with respect to the system base frame {B}
(whose Y-axis is aligned with respect to gravity). The contact occurs on the surface
of pallet 2 (after removing pallet 1 and metal sheet; see Fig. 4.2). In the driven test
trajectory, the desired contact force along the Y-axis of frame {G} (shown in black in
Fig. 4.4) is first changed from the initial contact force finit ≈ 0 to the desired maximum
contact force fmax over 2 s. Then, the end-effector is instructed to travel a distance of
0.5 m within 5 s while the desired maximum contact force was maintained. Finally, the
desired contact force changes back to zero in 2 s.
The main results in publication P.II are shown in Figs. 4.4 and 4.5. In Fig. 4.4, the contact
force tracking performances (along the Y-axis of frame {G}) are given under the maximum
contact force trajectories fmax = −2000 N, fmax = −4000 N, and fmax = −8000 N.
The measured end-effector contact forces are shown in green. As these plots show, the
measured contact forces accurately track the desired force trajectories in all three cases
with different maximum contact forces.
Fig. 4.5 shows the end-effector position tracking errors (along the X-axis of frame {G})
under the maximum contact force trajectories fmax = −2000 N, fmax = −4000 N, and
fmax = −8000 N. The maximum position tracking errors in these cases remain well below
10 mm. This can be considered a significant result in light of the manipulator scale, which
has a reach of about 3.2 m. Fig. 4.5 shows that the most challenging phase for position
tracking control under contact force/motion control seems to be the force transition from
the maximum force back to zero (see time interval 7–9 s). In this phase, the maximum
contact force has a notable effect on the position tracking accuracy, whereas in the first
two phases (see 0–7 s in Fig. 4.5), the effect of the contact force on the position tracking
accuracy appears minimal.
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Figure 4.4: Contact force tracking along the Y-axis of frame {G}. The measured contact forces
are shown with green lines, and their reference trajectories are shown with black lines.
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Figure 4.5: Cartesian position tracking errors along the X-axis of frame {G}.
Table 4.3 provides the maximum contact force tracking errors of Fig. 4.4 in the downward
force transition phase (time interval 0–2 s), in the constrained motion phase (time interval
2–7 s), and in the upward force transition phase (7–9 s). As this table shows, with all force
trajectories the highest contact force tracking error occurs in the force transition phases.
In addition, the maximum contact force tracking error in the constrained motion phases is
less than half of that in the respective force transitions. This has great practical relevance
because the controllability of the maximum contact force is usually more important than
the controllability of the force transition phases.
Table 4.3: Absolute values of the maximum force tracking errors [N]
fmax = –2000 N
Force trans. ⇓ Constr. motion Force trans. ⇑
400 N 178 N 237 N
fmax = –4000 N
Force trans. ⇓ Constr. motion Force trans. ⇑
454 N 214 N 352 N
fmax = –8000 N
Force trans. ⇓ Constr. motion Force trans. ⇑
585 N 331 N 697 N
The evaluation of the methods for constrained motion control of hydraulic manipulators is
much more challenging compared to the evaluation of the free-space control performance.
Robotic contact control methods can be roughly divided into methods originating from
the hybrid position/force control and from impedance control, and these methods differ
greatly (see [135]). Thus, it is hard to find a unifying indicator. To evaluate the dynamic
performance of the force tracking control of the proposed hybrid motion/force controller,
in line with (4.1), the following performance indicator is used:
ρhmf =
max(|Gfyd − Gfy|)
max(|Gf˙yd|)
(4.2)
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where Gfyd is the desired position vector, and Gfy is the measured position vector. Note
that in (4.2), the desired trajectory Gf˙yd is used in the nominator instead of the measured
value Gf˙y. This is due to the differentiation noises that occur in Gf˙y (Gf˙y is estimated
from the noisy cylinder chamber pressure data, which has already been filtered once).
With the maximum contact force trajectory fmax = −8000 N, the value ρhmf = 0.095 (s)
is obtained. No comparative data from previous studies are available. The performance
indicator ρhmf used in this study can be used as a benchmark for future studies.
4.3 Impedance Control (Publication P.III)
In the experiments with the proposed impedance control in publication P.III, the con-
troller’s ability to provide compliant constrained-motion behaviour for the manipulator was
studied. The end-effector target frame {G}, where the contact occurs, is shown in Fig. 4.2.
This frame is aligned with respect to the system base frame {B} (whose Y-axis is aligned
with respect to gravity). Fig. 4.6 shows one of the driven test cases in publication P.III,
where the contact occurred at the surface of the first pallet (when the metal sheet was
removed; see Fig. 4.2). In the first plot, the desired Cartesian path is shown in black,
in which the end-effector was first instructed to travel a distance of −0.5 m along the
Y-axis of frame {B} in 3 s. Then, a distance of 0.5 m was driven along the X-axis in 3 s.
Finally, a distance of 0.5 m was driven along the Y-axis in 3 s. The collision velocity was
approximately −0.26 m/s. The measured Cartesian path is shown in red. The contact
point is shown with a blue circle. As this plot shows, the proposed controller delimits the
end-effector position when contact with the environment occurs, thus preventing excessive
contact forces from being applied to the environment.
The second plot in Fig. 4.6 shows the position tracking error along the X-axis of frame
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Figure 4.6: Test Case 2: Environmental contact on the surface of the second pallet (see Fig. 4.2).
The first plot shows the desired Cartesian position path in black and the measured Cartesian
path in red. The second plot shows the Cartesian position tracking along the X-axis of the frame
{G}. The last plot shows the measured Cartesian contact force (along the Y-axis of the frame
{G}) in black. The contact force suggested by the target impedance law (4.3) is shown in green.
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{G}, in which direction the manipulator was made stiff. The contact point is shown with
a blue circle. As this plot shows, the maximum position tracking error is well below 4
mm for the test trajectory. This can be considered a significant result in light of the
manipulator scale, which has a reach of about 3.2 m.
The last plot in Fig. 4.6 shows the measured contact force exerted by the manipulator on
the environment (shown in black) along the Y-axis of frame {G}, the direction in which
the manipulator was made compliant. The contact point is shown with a blue circle.
As this plot shows, the proposed controller efficiently limits the contact force (applied
by the manipulator on the environment and expressed along the Y-axis of frame {G})
to approximately −2800 N when contact with the environment is established. Because
contact forces were estimated from the cylinder chamber pressures, inaccuracies exist in
the estimates; therefore, the measured end-effector force before contact is not zero. It was
also observed in publication P.III that the smaller velocity yields a better contact force
estimation in free space. This occurs because system inertia and piston friction were not
considered in the contact force estimation.
As addressed in Theorem 1 in publication P.III, the target impedance behaviour by
Hogan [133] should be achieved for the manipulator when the diagonal positive-definite
matrices Λf and Λχ are defined according to Condition 1 in publication P.III. Conse-
quently, the measured contact force should correspond to the contact force Gfy suggested
by Hogan’s target impedance law [133] with the neglected inertia term, i.e.,3
Gfy = yf [Dd(χ˙d − χ˙) +Kd(χd −χ) + Gf d] (4.3)
where yf = [0 1], Gf d = [0 0]T ; Dd ∈ R2×2 and Kd ∈ R2×2 are diagonal positive-
definite matrices and characterize the desired damping and stiffness (desired impedance
parameters); and (χ˙d − χ˙) and (χd − χ) are variables from the driven test cases. As
the last plot in Fig. 4.6 shows, the measured contact force (shown in black) corresponds
nearly perfectly to the contact force suggested by (4.3) (shown in green).
To evaluate the control performance of the impedance control methods, the following
performance indicator can be used:
ρimp =
max(|Gfimp − Gfmes|)
Lreach
(4.4)
where Gfimp is the contact force suggested by the actual impedance control law, Gfmes is
the measured contact force, and Lreach denotes the maximum reach of the manipulator.
In (4.4), the maximum absolute deviation max(|Gfimp − Gfmes|) is scaled with the
system maximum reach in order to compare systems of different sizes. The smaller
the ρimp, the better the performance. Using the data in the last plot in Fig. 4.6, the
value of ρimp = 53.1 (N/m) is obtained. No comparative data from previous studies are
available. The performance indicator ρimp used in this study can be used as a benchmark
for future studies.
4.4 Variable Impedance Control (Publication P.IV)
In the first experiment with the proposed variable impedance control in publication P.IV,
the end-effector was collided with the metal sheet (see Fig. 4.2) during the driven test
3Note that the target impedance law by Hogan [133] is not directly involved in the control laws;
rather it is used to define Λf and Λχ in the proposed variable impedance-like control law (31) in
publication P.III; see Condition 1 and Remark 3 in publication P.III.
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trajectory to demonstrate the manipulator’s compliant behaviour in the constrained
motion. The end-effector target frame {G}, where the contact occurs, is shown in Fig. 4.2.
This frame is aligned with respect to the system base frame {B} (whose Y-axis is aligned
with respect to gravity). Fig. 4.7(a) shows the driven test trajectory (in black), in which
the end-effector was first instructed to travel a distance of −0.5 m along the Y-axis of
frame {B} in 6 s. Then, a distance of 0.5 m was driven along the X-axis in 3 s. Finally,
a distance of 0.5 m was driven along the Y-axis in 6 s. The contact with the metal
sheet occurred in approximately −0.73 m on the Y-axis, and the collision velocity was
approximately −0.15 m/s. As the green line (the measured Cartesian path) in Fig. 4.7(a)
shows, in contact the proposed controller delimits the motion of the end-effector along
the Y-axis, preventing excessive contact forces (by becoming compliant).
Fig. 4.7(b) shows the Cartesian position tracking error along the X-axis of frame {G},
the direction in which the end-effector motion is not constrained. As this plot shows,
the Cartesian position error remains very small (the manipulator has a reach of 3.2 m)
through the driven test trajectory. A slight disturbance can be observed in the transition
from free space to constrained motion (see time 2.9 s) and during the motion along the
X-axis (see 6–9 s).
Fig. 4.7(c) shows the Cartesian position tracking error along the Y-axis of frame {G}, the
direction in which the end-effector motion is constrained. In free-space motion, accurate
position tracking is obtained. Evidently, in constrained motion the tracking error becomes
significantly greater.
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Figure 4.7: The first plot shows the desired Cartesian position path in black and the measured
path in green. The second plot and the third plot show the Cartesian position tracking errors
along the frame {G} X-axis and Y-axis, respectively. The last plot shows the estimated Cartesian
contact forces along the axes of frame {G}.
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Fig. 4.7(d) shows the contact forces along the X-axis (Gfx) and the Y-axis (Gfy) in frame
{G}. As this plot shows, the proposed controller prevents excessive contact forces (by
becoming compliant), delimiting the contact force on the Y-axis to −5000 N (despite
motion dynamics along the X-axis at the maximum velocity of 0.3 m/s). Note that in
free-space motions, contact force estimation errors exist (i.e., Gfx 6= 0 and Gfy 6= 0).
Despite the contact force estimation errors in Fig. 4.7(d), very accurate position tracking
in free space is obtained in Fig. 4.7(b) and Fig. 4.7(c). This is due to the proposed
variable impedance control laws (3.42)– (3.45). Fig. 4.8 shows the behaviours of Λχ(eχ)
and Λf (eχ) in (3.42) during the driven test trajectory. In free space, the manipulator is
stiff; high position gains and low force gains (see times 0–2.9 s and 12.2–16 s in Fig. 4.8).
When contact with the metal sheet occurs, the manipulator becomes compliant on the
constrained Y-axis (low Λχy, high Λfy, because |eχy| > aey) but remains stiff in the
non-constrained X-axis (high Λχx, low Λfx, because |eχx| < aex). The manipulator’s
stiffness can be set with the upper bounds (Ddx, Ddy, Kdx, and Kdy), and compliance
can be set with the lower bounds (Ddx, Ddy, Kdx, and Kdy).
If the force-sensorless contact force estimation method is used with the (constant)
impedance control method (proposed in publication P.III), the greater the estima-
tion error in free-space motions, the worse the free-space position tracking accuracy.
To investigate the free-space position tracking improvement with the proposed variable
impedance control compared to the proposed impedance control, in the second set of
experiments the same test trajectory as shown in black in Fig. 4.7(a) was driven in free
space (i.e., when pallets and metal sheet were removed) with both methods. The desired
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Figure 4.9: Comparison of the impedance control (in Section 3.3.3) and the variable impedance
control (in Section 3.3.4) using the force-sensorless contact force estimation.
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damping and stiffness for the (constant) impedance control were selected in relation to
the variable impedance control lower bounds, so that the manipulator is compliant at all
times.
Fig. 4.9 shows the results of the driven free-space motion trajectory. In this figure, the
dashed lines show the results with the proposed variable impedance control, and the solid
lines show the results with the (constant) impedance control. Although in Fig. 4.9(a)
approximately the same contact force estimation errors occur in both cases, superior
free-space position tracking accuracy is obtained with the variable impedance control
(|eχx|, |eχy| < 5 mm) compared to impedance control (|eχx| < 36 mm, |eχy| < 67 mm);
see Fig. 4.9(b).
4.5 Adaptive and Nonlinear Model-Based Control of VDAPPs
(Unpublished Manuscript P.V)
The VDAPP studied in unpublished manuscript P.V is shown in Fig. 3.7. The variables
(ps, p˙s, α˙, and pcp) discussed in the following subsections are illustrated in this figure. As
discussed earlier, the dynamic behaviour of the system is highly nonlinear and can be
described with a fourth-order differential equation. Next, in Section 4.5.1, the experimental
results in unpublished manuscript P.V are presented with the known-parameter control
design (i.e., without parameter adaptation). Then, Section 4.5.2 shows the respective
results with the adaptive control design.
4.5.1 Results for Known-Parameter Control
Fig. 4.10 shows the results for known-parameter control design. The first plot shows the
tracking performance for the main feedback variable. The desired discharge pressure psd
is shown in black, and the measured discharge pressure ps is shown in grey. The absolute
maximum discharge pressure tracking error for the test trajectory is approximately 10.13
bar (5.9 percent of the test trajectory’s peak-to-peak amplitude).
Plots 2–4 in Fig. 4.10 show the tracking performance for the subsidiary feedback variables
(p˙s, α˙, and pcp) with the known-parameter control design. The second plot shows the
required first-order discharge pressure dynamics p˙sr in black, and its controlled variable
p˙s in grey. The third plot shows the desired swash plate angular velocity α˙d in black and
its controlled variable α˙ in grey. The last plot shows the desired control piston chamber
pressure pcpd in black and its controlled variable pcp in grey.
4.5.2 Results for Adaptive Control
Fig. 4.11 shows the main results in unpublished manuscript P.V, i.e., the control perfor-
mance with the adaptive control design. The first plot shows the tracking performance
for the main feedback variable. The desired discharge pressure psd is shown in black, and
the measured discharge pressure ps is shown in grey. The absolute maximum discharge
pressure tracking error for the test trajectory is 1.36 bar (0.8 percent of the test trajec-
tory’s peak-to-peak amplitude). This is an improvement of approximately seven times
compared to the results with the known-parameter control design.
Plots 2–4 in Fig. 4.11 show the tracking performance for the subsidiary feedback variables
(p˙s, α˙, and pcp) with the adaptive control design. The second plot shows the required
first-order discharge pressure dynamics p˙sr in black and its controlled variable p˙s in grey.
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The third plot shows the desired swash plate angular velocity α˙d in black and its controlled
variable α˙ in grey. The last plot shows the desired control piston chamber pressure pcpd
in black and its controlled variable pcp in grey. As these plots show, a very accurate
trajectory tracking performance is achieved for all subsidiary feedback variables.
As Figs. 4.10 and 4.11 demonstrate, the adaptive control design, with the rapid parameter
adaptation law [24, Definition 2.12], is superior to known-parameter control. In [120] and
publication P.II, corresponding results were obtained for the control of the hydraulic
manipulator, where the results using the rapid parameter adaptation law were superior
compared to the known-parameter control design (in [120] and publication P.II, a first-
order differentiable projection function in (3.3) was used instead of the second-order
differentiable version in (3.4) used in unpublished manuscript P.V).
In [171], the desired discharge pressure was varied between 50 and 100 bars using a
sinusoidal desired pressure trajectory. To compare the control performances between
the proposed method and the results in [171], the following performance indicator ρp is
proposed:
ρp =
max{|psd − ps|}
max{|p˙s|} (4.5)
which evaluates the tracking error with respect to the rate of applied dynamics. The
smaller the ρp, the better the control performance. Using the data in Fig. 4.11, for the
proposed method, ρp = 1.36 bar213 bar/s ≈ 0.00064 (s) can be measured. Surprisingly, for the
best results in [171] (see Fig. 11(a) in [171]), the same value ρp = 1 bar157 bar/s ≈ 0.00064 (s)
is obtained (p˙s was not reported in [171]; thus, max{|p˙s|} in ρp was estimated from the
pressure profile psd(t) = [75− 25cos(2pit)] bar).
However, it is evident that the discharge pressure range of 170 bars with the minimum
pressure of 20 bars (see the first plot in Fig. 4.11) is much more challenging than the
discharge pressure range of 50 bars with the minimum pressure of 50 bars (the test
trajectory in [171]). This is due to the highly nonlinear operation space of VDAPPs. The
absolute maximum discharge pressure tracking error with the proposed method is only
0.8 percent of the test trajectory’s peak-to-peak amplitude. In [171], this same value is 2
percent. This was expected due to the proposed controller’s proper handling of swash
plate dynamics. Thus, it can be concluded that the proposed controller has a comparative
ratio to [171], in view of (4.5), but tested in a larger operation range.
The main emphasis in unpublished manuscript P.V was to design a high-performance
discharge pressure tracking controller for VDAPPs, whose dynamic behaviours are highly
nonlinear and can be described by a fourth-order differential equation. As the results
in Fig. 4.11 indisputably verify, the proposed control method is capable of rigorously
addressing the highly nonlinear dynamic behaviours of the truly complex VDAPP in a
very large operational range. However, it is valid to mention that the results in Fig. 4.11
are restricted to use with passive system loads (constant orifice as the system load),
whereas in [171] the pump performance was also verified with varying loads.
5 Discussion
This section presents a summary of how all the RPs, described in Section 1.6, are
addressed.
5.1 High Performance (RP 1)
The developed controller(s) should be capable of 1) rigorously addressing the highly non-
linear dynamic behaviour of the entire system and 2) realizing the state-of-the-art con-
trol performance.
The main emphasis in this thesis was high-performance stability-guaranteed NMB control
of hydraulic manipulators. First, in publication P.I, the state-of-the-art NMB Cartesian
position tracking controller in free-space motions was designed for the hydraulic robotic
manipulator (see the results in Section 4.1) and the controller’s ability to rigorously
address the highly nonlinear dynamic behaviour of the system was verified. As the results
clearly demonstrate, the proposed controller is able to rigorously cope with the highly
nonlinear dynamic behaviour of the hydraulic system: The shape of the Cartesian position
tracking error curves remains almost unchanged in spite of the driven velocity. The
results of this publication provide a rigorous basis for contact control experiments, where
rigorously addressed system dynamics is the priority.
Due to the superior results in free-space motions (and verification of the rigorously
addressed system dynamics), advanced results were anticipated in the contact control
experiments. This anticipation was not groundless. The results in Sections 4.2–4.4
demonstrate superior control performances with the hybrid motion/force control (pub-
lication P.II), impedance control (publication P.III), and variable impedance control
(publication P.IV).
An objective evaluation of results should be the cornerstone of all scientific research. Such
evaluation also speeds up technology transfer between academia and industry and promotes
the most advanced practices in a given field. However, in robotics and automation,
objective evaluation and benchmarking of the state of the art can be very challenging.
In this thesis, a unifying performance indicator ρfs (the ratio of the maximum position
tracking error with respect to the maximum velocity) was used to evaluate the different
free-space control methods, demonstrating the state-of-the-art control performance with
the proposed method in publicationP.I. Unfortunately, no comparative data were available
in previous studies for the objective evaluation of the proposed hybrid motion/force control
method and the impedance control method.1 However, based on observations on the
1To evaluate the control performance of the hybrid motion/force control methods, the performance
indicator ρhmf in equation (4.2) was proposed in Section 4.2. To evaluate the control performance of the
impedance control methods, the performance indicator ρimp in equation (4.4) was proposed in Section 4.3.
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superiority of the stability-guaranteed NMB control methods (see Tables 4.1 and 4.2 in
Section 4.1) and the superior control accuracies demonstrated in Sections 4.2–4.4, this
thesis also provided a new state of the art in constrained motion control with hydraulic
manipulators. The results (the performance indicator values) in Sections 4.1–4.3 can be
used as the new benchmark for evaluating the performance of future studies.
Unpublished manuscript P.V proposed NMB control for VDAPPs, for the first time
without using linearization or order reduction. As the results in Section 4.5.2 show, the
proposed control design method is capable of rigorously addressing the highly nonlinear
dynamic behaviours of truly complex systems (in unpublished manuscript P.V with a
VDAPP) in a very large operational range and with an accurate tracking performance.
Comparing these results to a state-of-the-art study [171], with the proposed performance
indicator ρp in equation (4.5), a similar performance was measured. However, a wider
pressure range (i.e., nonlinear operating space) was covered with the proposed controller.
Thus, it can be concluded that with the proposed control methods for hydraulic robotic
manipulators (in publications P.I–P.IV) and with the proposed control method for
VDAPPs (in unpublished manuscript P.V), the proposed controllers are capable of
rigorously addressing the highly nonlinear dynamic behaviour of the systems and realizing
the state-of-the-art control performance.
5.2 Adaptive Control (RP 2)
The developed controller(s) should be capable of addressing a wide variety of system
parameter uncertainties in hydraulic robotic systems.
All the controllers developed in publicationsP.I–P.IV and in unpublished manuscriptP.V
include the possibility of parameter adaptation for the uncertain parameters in the sub-
systems’ dynamics. In publication P.I, the parameter adaptation was not incorporated
in the controller, but it can be easily designed, as shown in publications P.II–P.IV.
Thus, there might even be room to improve the free-space motion control performance
demonstrated in publication P.I if parameter adaptation is enabled.
The adaptive control designs used in this thesis are the rapid parameter adaptation
laws shown in (3.3) and (3.4) (proposed by Zhu in [24, 35]). As Figs. 4.10 and 4.11
in Section 4.5 clearly demonstrate, the adaptive control design, which uses the rapid
parameter adaptation law (3.4), is superior to known-parameter control. In [120] and
publication P.II, corresponding results were obtained for control of the hydraulic ma-
nipulator, where the results using the rapid parameter adaptation law were superior
compared to the known-parameter control design. Thus, it can be concluded that the
rapid parameter adaptation laws 1) provide an efficient method for compensating model
parameter uncertainties and 2) can significantly improve the control performance of highly
nonlinear hydraulic systems.
5.3 Stability-Guaranteed (RP 3)
A rigorous stability proof should be provided for the developed NMB controller(s).
A rigorous stability proof is provided for all the controllers proposed in publications P.I–
P.IV and in unpublished manuscript P.V. This is due to the subsystem-dynamics-based
VDC (and its unique VPF and virtual stability features; see Definitions 6 and 7), which
allows the system control design and the stability analysis to be performed at the
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subsystems level, without imposing additional approximations. This method enabled
the author to tackle the longstanding problem of stability-guaranteed NMB control of
hydraulic manipulators in constrained motion, characterized as one of the open problems
in the category of NMB control of hydraulic manipulators. This is one of the main
contributions of this thesis.
As another important contribution, in unpublished manuscript P.V, a novel rigorous
control method for stability-guaranteed NMB control was proposed by extending the
control design principles of VDC from robotic systems to a broader group of dynamic
systems. Similar to VDC, the proposed method allows the independent control design of
the individual subsystems as long as “stability connectors” (similar to VPFs in VDC) are
properly handled. This allows flexibility in the stability-guaranteed NMB control design.
In contrast, the well-known backstepping control design framework imposes unnecessary
restrictions on the forms a system must take for the procedure to follow.
As the results in Sections 4.1–4.5 demonstrate, there is a clear interconnection between
the stability-guaranteed NMB control design and state-of-the-art control performance.
The contributions of this thesis reveal that the stability-guaranteed designs of control
systems should be considered not only as an academic advancement but also as necessity
to create state-of-the-art control practices that will eventually benefit industry.
5.4 Real-Time Applicable (RP 4)
The developed controller(s) should be computationally deterministic and applicable to
real-time control. The computational burden of Lagrange-based control methods (see
Section 1.1) should be avoided to provide the possibility (in future studies) of extending
the proposed methods to complex robotic systems in which the number of DOF of motion
can easily exceed thirty.
As discussed in Chapter 3, compared to the Lagrange method, the Newton-Euler method
is more fundamental and computationally more efficient as it exploits the typical open
structure of the manipulator kinematic chain. Indeed, with the Lagrange-based control
methods, the complexity (computational burden) of robot dynamics is proportional to
the fourth power of the number of DOF of motion.
The VDC approach is the first control method to take full advantage of the Newton-
Euler method without imposing additional approximations on the control design. With
subsystem-dynamics-based VDC, the control computations are proportional to the number
of subsystems, not to the fourth power of the number of DOF of motion. Furthermore,
these control computations can be performed locally at the subsystem level, even with
embedded hardware/software with an ultrahigh sampling rate, as demonstrated in [39].
Thus, the VDC approach (which is used as the underlying control design framework in
this thesis) overcomes the longstanding problem of computational burden in NMB control
of robotic systems, originating from the use of Lagrange-based control methods.
In light of the above, although a relatively “simple” two-DOF hydraulic manipulator was
used as the experimental platform to validate the proposed controllers, the proposed
subsystem-dynamics-based methods in publications P.I–P.IV are extendable to more
complex robotic systems (where the number of DOF of motion can easily exceed thirty)
with real-time control applicability.
54 Chapter 5. Discussion
5.5 Modularity (RP 5)
The developed controller(s) should be composed of elementary modular “subsystems” similar
to the “subsystems” of a real robotic system, such that changes to the original system
affect only the respective local control equations associated with this subsystem, while the
other control equations associated with the rest of the system remain unchanged. Once
designed, the ensemble, e.g., a hydraulic manipulator with its control, should be able to be
“plugged” into another system, without redesigning the control for the entire system. The
controller architecture should allow the replacement of the actuators, e.g., from hydraulic
to electric, without substantial controller redesign.
As addressed in the book Virtual Decomposition Control - Towards Hyper Degrees of
Freedom Robots [24], one of the advantages of using the VDC approach is that a change in
the dynamics of a subsystem (such as substituting a hydraulic actuator for an electrical
motor) affects only the respective local control equations associated with this subsystem,
while keeping the control equations associated with the rest of the system unchanged.
In addition, as shown in publication P.I, extra subsystems can even be added to the
system while keeping the control equations associated with the original system unchanged.
Thus, VDC has brought a concept of modularity for the first time to control systems
engineering with its subsystem-dynamics-based control design architecture.
VDC has enabled the use of a “plug-and-play” type of modular control system structures
(subsystems), using the concepts of VPF (see Definition 6) and virtual stability (see
Definition 7); if every subsystem qualifies as virtually stable, VPFs among subsystems
cancel each other out at every VCP, eventually leading to the stability of the entire system.
Consequently, this means that the designed system, e.g., the hydraulic manipulator used
in this thesis, can be “plugged” into another system using the concepts of VPFs and
virtual stability. In addition, the general control system structures for the rigid links and
joints can be used as “building blocks” to design truly complex robotic systems with
real-time control applicability (see the previous section).
5.6 Force Estimation (RP 6)
A practical solution for force-sensorless contact force control should be provided, because
the typically six-DOF force/moment sensors (at the system end-effector) are sensitive to
shocks and overloading, a situation that frequently occurs in hydraulic operations.
Publication P.II proposed a novel method for force-sensorless contact force estimation for
hydraulic robotic manipulators. Taking full advantage of the accurate system modeling
of VDC, the existing dynamic model of the system was used to address this task. As the
results in Sections 4.2–4.4 demonstrate, force-sensorless constrained motion control can
be realized for hydraulic robotic manipulators, despite their highly nonlinear dynamic
behaviour. Because in the scope of this thesis major simplifications were made in the
contact force estimation (the system inertia and piston frictions were neglected; see
the discussion in Section 1.7), as demonstrated in publication P.III, the greater the
driven velocity, the worse the contact force estimation in free-space motions.2 Thus, in
publication P.IV, the main emphasis was on improving the Cartesian free-space position
control accuracy in force-sensorless contact force control with hydraulic manipulators.
With the proposed method, the manipulator can be made stiff along the unconstrained
2Note that when the system comes into contact with the environment, the velocity along the direction
of the constrained motion becomes relatively slow, enabling an accurate contact force estimation.
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motion (enabling accurate position tracking performance) and compliant along the
constrained motion (preventing excessive contact forces).
5.7 Experimentally Verified (RP 7)
The developed controller(s) should be practically implemented and experimentally verified.
All controllers proposed in publications P.I–P.IV and in unpublished manuscript P.V
were experimentally verified with the machinery available at the heavy laboratory at the
IHA. As usual for high-performance control systems implementation, high-end hardware
components (e.g., control valves, pressure sensors, and real-time control system) were used
to realize the control system. More detailed information about the hardware components
can be found in publication P.II (the control setup for the hydraulic robotic manipulator)
and in unpublished manuscript P.V (the control setup for the VDAPP).
5.8 Energy Efficiency (RP 8)
An advanced control for the VDAPP should be designed that provides the possibility of
reducing energy consumption. The designed controller should meet the features defined in
Sections 5.1 through 5.4 and 5.7.
In addition to the highly nonlinear dynamic behaviour of hydraulic robotic manipulators,
the lack of energy efficiency is another fundamental challenge in hydraulic systems.
Unpublished manuscript P.V proposed a NMB control for VDAPPs, for the first time
without using linearization or order reduction. The parameter adaptation was enabled
for all parameters in the subsystems’ dynamics. The system stability was rigorously
guaranteed with asymptotic convergence. As the experimental results in Section 4.5.2
show, very accurate discharge pressure tracking was obtained with the proposed method.
This provides the possibility of reductions in energy consumption. The results of this
method and a state-of-the-art study [171] were compared, and the measured performance
indicator value was similar. However, a much wider pressure range (i.e., nonlinear
operating space) was covered with the proposed controller.
One limitation of the proposed method is that it was verified with only a constant orifice
as the system load (the state-of-the-art methods in [169] and [171] were verified with
varying loads). Thus, more detailed experiments with varying loads are still needed for
the proposed method in unpublished manuscript P.V to verify the feasibility of providing
energy consumption reductions for hydraulic robotic systems.

6 Conclusion and Future Work
This compendium thesis proposed experimentally verified rigorous foundations for high-
performance NMB control of hydraulic robotic manipulators, including free-space motion
control and different constrained motion controls. In Chapter 1, three fundamental
challenges in hydraulic robotic systems were identified: 1) The dynamic behaviour of
hydraulic systems is highly nonlinear, making especially their force control in constrained
motions a truly challenging task, 2) traditional hydraulic systems lack energy efficiency,
and 3) when moving toward complex hydraulic robotic systems (even with hyper-DOF of
motion), high-performance control in real time is a substantial challenge with the commonly
used Lagrange-based control design methods. Publications P.I–P.IV concentrated on
the first challenge and demonstrated the state-of-the-art control performance in their own
subcategories (free-space motion control in publication P.I, hybrid motion/force control in
publication P.II, impedance control in publication P.III, and variable impedance control
in publication P.IV). Unpublished manuscript P.V concentrated on the second challenge
and demonstrated a method for reducing the hydraulic systems’ energy consumption with
electro-hydraulically controlled VDAPPs. The third challenge was addressed by using
the VDC approach as an underlying control design framework.
As shown in the previous section, all the RPs (summarized in Section 1.6) were addressed
in this thesis. The restrictions of the proposed methods can be found in Section 1.7.
The scientific contributions C1–C9 of this thesis are given in Section 1.8 and can be
found in the attached papers as follows: Contribution C1 was originally presented in
publication P.I, contributions C2 and C3 were originally presented in publication P.II,
contributions C4–C6 were originally presented in publication P.III, contribution C7
was originally presented in publication P.IV, and contributions C8 and C9 can be found
in unpublished manuscript P.V. Contributions C2, C5, C6, and C8 are emphasized as
the main contributions of this thesis, with the following features:
• Contribution C2 solved the longstanding open problem of a stability-guaranteed
NMB control design in constrained motion;
• Contribution C5 discovered a special connection between the proposed impedance
control parameters and the targeted impedance, making stability-guaranteed hy-
draulic robot impedance control possible;
• Contribution C6 proposed a stability-guaranteed NMB controller for hydraulic
robotic manipulators for the first time covering both free-space motion and con-
strained motion;
• Contribution C8 proposed a rigorous new NMB control design method, extending
the control design principles of VDC from robotic systems to a broader group of
dynamic systems.
All full-dynamics-based control designs in this thesis (in publications P.I–P.IV and in
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unpublished manuscript P.V) are rigorously stability guaranteed. As shown in Chapter 4,
the contributions of this thesis reveal that the stability-guaranteed designs of control systems
should be considered not only an academic advancement but also a necessity to create
state-of-the-art control practices that will eventually benefit industry.
The methods presented in this thesis can be implemented in (robotic) systems ranging from
conventional working machines (e.g., in construction, forestry, mining, and agricultural
machines) to advanced robotic systems, without restrictions on the complexity of the
system’s mechanical structure. This is because the VDC approach (which was used as the
underlying control design framework in this thesis) overcomes the longstanding problem of
the computational burden in complete-dynamic-based control using the Lagrange method.
It provides the possibility of realizing real-time control of complex robotic systems (where
the number of the DOF of motion can easily exceed thirty), without imposing additional
approximations.1
The VDC approach has also brought a modularity for the first time to control systems
engineering, enabling modular control design locally at the subsystem level. These
modular control components for the robotic system’s rigid links and joints can be used as
building blocks to design truly complex robotic systems. The VDC approach also allows
“plug-and-play” control system structures, because the designed system, e.g., the hydraulic
manipulator used in this thesis, can be “plugged” into other systems using the concept
of VPF (see Definition 6) as long as the constraints of virtual stability (see Definition 7)
are satisfied. Consequently, the results of this thesis represent a significant step toward
the ultimate goal, which is to design an energy-efficient and high-performance real-time
control for complex robotic systems with rigorously addressed system stability.
1In the subsystem-dynamics-based VDC, the control computations are proportional to the number
of subsystems, not to the fourth power of the number of DOF of motion as in complete-dynamic-based
control using the Lagrange method. Furthermore, the control computations in VDC can be performed
locally at the subsystem level, even with embedded hardware/software with an ultrahigh sampling rate,
as is shown in [39].
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In this paper, a stability-guaranteed Cartesian free-space motion control for the redundant articulated hydraulic
construction crane is addressed in order to increase system safety and productivity. To cope with the nonlinear-
ities of coupled mechanical linkage dynamics of articulated systems and the inherently strong nonlinearities of
hydraulic actuator dynamics, the proposed controller is designed based on the recently introduced Virtual
Decomposition Control (VDC) approach. The VDC approach, which was developed especially for the control of
complex robotic systems, allows the conversion of the control problem of the entire system to a control problem
of individual subsystems, while rigorously guaranteeing the stability of the entire hydraulic system. In the
experiments it is demonstrated that, the proposed controller is able to extensively copewith the highly nonlinear
nature of the articulated hydraulic system, and an improved control performance is achieved compared to the
current state-of-the-art studies in the category of the hydraulic robot manipulators.
© 2014 Elsevier B.V. All rights reserved.
1. Introduction
Hydraulically actuated articulated cranes are widely utilized on
construction sites. Thesemachines are used, e.g., in heavy-dutymaterial
handling, and the transported materials are often hung high up above
the ground, causing safety concerns when human life is at risk. Usually
the control of these construction cranes is carried out through the direct
open-loop control of each individual actuator. This type of crane control
scheme requires a skilled and trained operator in order to achieve safe
and ﬂuent system motions. Still, crane operator errors do happen,
which lies at the root of 73% of all crane accidents [1]. Moreover, in
the hands of unskilled operators, severe crane structure damages and
damages to the surrounding environments can also happen.
Hydraulic actuators are well-known for their high power-to-weight
ratio, rapid responses, compactness and reliable performance [2].
However, contrary to electric actuators, one of the drawbacks of
hydraulic actuators has been the complexity in their force control [3],
as these actuators are inherently velocity sources, which translates to
strong nonlinearities in actuator dynamics [2–4]. Thus, force controller
design for hydraulic systems poses signiﬁcant controller design
challenges. Also, the nonlinearities of the coupled mechanical linkage
dynamics in multiple Degrees Of Freedom (DOF) systems pose
additional challenges for controller design [5]. Moreover, the control
problem of hydraulic manipulators that use hydraulic cylinder actuators
becomesmore challenging as kinematics and thedynamics ofmechanical
linkages become more complex in these systems due to the existence of
closed chain structures. As a result, the general control methods which
are successfully applied to electric manipulators, e.g., control methods
that neglect actuator dynamics but use manipulator rigid body dynamics
alone, cannot be effectively applied to articulated hydraulic manipulators
[4]. Thus, in order to achieve high performance motion/force control for
these hydraulic machines, the utilization of nonlinear model-based
control methods is inevitable (see discussion, e.g., in [6]).
Even though most of the attention regarding manipulators'
free-space motion control has been on controlling electrically driven
manipulators, different control strategies have beendeveloped in recent
decades for hydraulically driven manipulators (see e.g., papers [4,
7–17]). As discussed in [4], one design challenge related to the nonline-
ar, model-based control of hydraulic manipulators has been the lack of
stability proofs for proposed control laws. In [15], the L2 and L∞ stability
of hydraulic cylinders' both the pressure force error and the output force
error was quaranteed for a six-joint hydraulic manipulator. Also,
few control approaches based on backstepping (see [4,12,16]) provided
quaranteed stability for hydraulic manipulators.
In this paper, a stability-guaranteed, nonlinear, model-based
controller design, which is based on the Virtual Decomposition Control
(VDC) approach, is proposed for the Cartesian free-space control of
hydraulicmanipulators. In the proposed controller design, only the joints'
position sensors and the actuators' chamber pressure sensors are needed
(e.g., expensive load cells were utilized in the experiments in [15,16]).
This has a great practical importance for construction machines because
these sensors can easily be implemented and retroﬁtted into existing
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systems. Even though one redundant DOF is added to the studied system,
the control performance of the VDC-based controller is improved com-
pared to the authors' previous study [17]. In addition, the addition of a
local subsystem, i.e., one DOF actuator and its respective control, does
not affect the system's overall stability or control performance. The
experiments demonstrate that with the proposed controller design,
improved motion control performance is achieved compared to the
current state-of-the-art studies.
This paper is organized as follows: In Section 2, mathematical
foundations for an applied control method are given. In Section 3, the
essence of the VDC approach is described brieﬂy. The system modeling
and the system controller design are given in Section 4. In Section 5, the
stability of the system is addressed with the detailed proves. The
experimental set-up and the implementation issues are discussed in
Section 6. Experimental results, comparison to the current state-of-
the-art studies, and discussion about the control performance of the
proposed controller are given in Section 7. Finally, a conclusion is given.
2. Mathematical foundation
Consider an orthogonal three-dimensional coordinate system {A},
called frame {A} for simplicity, attached in the rigid body. Let Av ∈ ℝ3
and Aω ∈ ℝ3 be the linear and angular velocity vectors of frame {A},
expressed in frame {A}. To facilitate the transformations of velocities
among different frames, the linear/angular velocity vector of frame {A}
can be written, in view of [18], as
AV de f
Av
Aω
 
∈ℝ6: ð1Þ
Let Af∈ℝ3 and Am∈ℝ3 be the force andmoment vectors applied to
the origin of frame {A}, expressed in frame {A}. Similar to Eq. (1), the
force/moment vector in frame {A} can be written, in view of [18], as
A F de f
A f
Am
 
∈ℝ6: ð2Þ
Now, consider two given frames, denoted as {A} and {B}, being ﬁxed
to a common rigid body. As stated in [18], the following relations hold
BV¼AUTAB V ð3Þ
A F¼AUBB F ð4Þ
where AUB ∈ ℝ6× 6 denotes a force/moment transformation matrix
that transforms the force/moment vector measured and expressed in
frame {B} to the same force/moment vector measured and expressed
in frame {A}.
Let frame {A} be ﬁxed to a rigid body. The dynamic equation of the
rigid body in free motion, expressed in frame {A}, can be written as
MA
d
dt
AV
 
þ CA Aω
 A
V þ GA¼A F⁎ ð5Þ
where AF⁎ ∈ ℝ6 is the net force/moment vector of the rigid body,
MA ∈ ℝ6× 6 denotes the mass matrix, CA(Aω) ∈ ℝ6× 6 denotes the
matrix of Coriolis and centrifugal terms and GA∈ℝ6 denotes the gravity
terms.
Now, let AVr ∈ ℝ6 be the required vector (a design vector to be
speciﬁed later) of AV ∈ ℝ6. In view of [18], the linear parametrization
expression for the required rigid body dynamics can be written as
YAθA
de f MA
d
dt
AV r
 
þ CA Aω
 A
V r þ GA : ð6Þ
The detailed expressions of the regressormatrix YA∈ℝ6× 13 and the
parameter vector θA ∈ ℝ13 are given in [18]. Expressing rigid body
dynamics in the form of Eq. (6) allows one to incorporate parameter
adaptation for uncertain parameters in θA ∈ ℝ13 into the control equa-
tions of VDC. However, parameter adaptation is not addressed in this
paper but should be the subject of future studies.
3. Virtual decomposition control
TheVDC approach (see [18] and [19]) can be applied to anymechan-
ical complex systems, e.g., construction machines, without restrictions
on target systems. In addition, the approach can be easily applied to
hybrid machines, in which some actuators are actuated electrically
and some hydraulically. Beyondmechanical systems, the VDC approach
can also be applied for electrical circuits, as addressed in [18].
The essence of the VDC approach is that the controller uses the
dynamics of subsystems rather than the dynamics of the entire system.
Thus, in the VDC approach the control problem of a complex robotic
system can be converted into the control problem of individual subsys-
tems leading to the fact that no matter how complicated the initial
system is, the dynamics of the subsystems remain relatively simple
with ﬁxed dynamics structures invariant to target systems [18]. One
advantage of the VDC approach is that changing the dynamics of a sub-
system (such as substituting a hydraulic actuator for an electrical
motor) only affects the respective local control equations associated
with this subsystem while keeping the control equations associated
with the rest of the systemunchanged. Thismight have practical impor-
tance in many construction devices, e.g., for system retroﬁtting or
actuator replacement in case of failures.
The ﬁrst step in the VDC approach is to virtually decompose an
original system into subsystems, i.e., objects and open chains, by placing
conceptual virtual cutting points (VCP). The entire system is then
represented as a simple oriented graph. Each subsystem corresponds
to a node and each VCP corresponds to a directed edge whose direction
deﬁnes the force reference direction. Thus, a VCP is simultaneously
interpreted as a driving VCP by one subsystem (from which the force/
moment vector is exerted or the directed edge is pointing away) and
as a driven VCP by another subsystem (to which the force/moment
vector is exerted or the directed edge is pointing to). In a simple orient-
ed graph, no loops are allowed to form from the VCPs directions [18].
In the VDC approach the control objective is to design a velocity
controller that takes care of the complete dynamics of the system. In
addition, a variety of control objectives, such as motion control and
internal force control, can be implemented into the VDC control laws
without restrictions on the target system. [18]
After the required control equations for the decomposed subsystems
are deﬁned, the focus is on the properties each subsystem should have
in order to maintain the stability of the entire system. In the virtual
stability analysis, the introduction of a scalar term namely virtual
power ﬂow (VPF) plays an important role. VPFs uniquely deﬁnedynamic
interactions among the subsystems in every VCP at which virtual
“disconnection” is placed, and is deﬁned in [18] as
Deﬁnition 1. The virtual power ﬂowwith respect to a frame {A} can be
deﬁned as the inner product of the linear/angular velocity vector error
and the force/moment vector error as
pA¼ ðAV r−AVÞT A Fr−A F
 
ð7Þ
where AVr ∈ ℝ6 and AFr ∈ ℝ6 represent the required vectors (to be
speciﬁed later) of AV ∈ ℝ6 and AF ∈ ℝ6, respectively.
The following simpliﬁed2 form of Deﬁnition 2.17. from [18] provides
a virtual stability of subsystem.
2 The parameter adaptation is not addressed in this study.
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Deﬁnition 2. A subsystem is said to be virtually stable with its afﬁliated
vector x(t) being a virtual function in L∞ and its afﬁliated vector y(t)
being a virtual function in L2, if and only if there exists a non-negative
accompanying function
ν tð Þ ≥ 1
2
x tð ÞTPx tð Þ ð8Þ
such that
ν

tð Þ≤− y tð ÞTQ y tð Þ þ pA− pC ð9Þ
holds, and where P and Q are two block-diagonal positive-deﬁnite
matrices and pA and pC denote the VPFs (by Deﬁnition 1) at frames
{A} (in driven VCP) and {C} (in driving VCP), respectively.
Finally, Theorem 2.1 in [18] proves the L2 and L∞ stability of the
entire system, when every subsystem is virtually stable in the sense of
Deﬁnition 2.
4. Control of hydraulic crane
The hydraulicmanipulator studied in this paper is a redundant crane
operating in the vertical plane. The system contains three hydraulic
cylinders, namely a lift cylinder, tilt cylinder and extension cylinder,
and each cylinder is controlled with a four-way valve. Though a three-
actuator system is studied, the approach presented in this paper is
extendable to systems of any number of actuators. The control set-up
of the studied manipulator is illustrated in Fig. 1.
4.1. Virtual decomposition and simple oriented graph presentation
Using the VDC approach, the studied system is ﬁrst virtually
decomposed into object and open chain structures by placing conceptual
VCPs. Note that all existing closed chain structures are further
decomposed into open chain structures, so that only object and open
chain structures exist in the system. The virtual decomposition of the
studied system is illustrated in Fig. 2.
After being virtually decomposed, the studied system is represented
as a simple oriented graph (see Fig. 3), to represent dynamic interac-
tions among subsystems.
4.2. Frame attachment
After the virtual decomposition and a simple oriented graph
representation, ﬁxed body frames are attached to the decomposed sub-
systems to describe motion and force speciﬁcations. The decomposed
subsystems with their attached frames are illustrated in Figs. 4–10. For
the attached frames, in Figs. 4–10, the z-axis is pointing out from the
paper. The rigid links in the system open chains (see Figs. 8–10) are
named according to their ﬁxed body frames.
For the attached frames at VCPs (see Fig. 2), denoted in blue in
Figs. 4–10, the following relations hold
To3f g ¼ T5f g; ð10Þ
Toif g ¼ Tcnf g ¼ fT jpg ¼ fT jrg; ð11Þ
with jp = 2n− 1, jr = 2n and n= i, ∀ i ∈ {1, 2},
Bo2f g ¼ B5f g; ð12Þ
Fig. 1. Control set-up for the studied crane.
Fig. 2. Virtual decomposition of the studied system.
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and
Boif g ¼ Bcnf g ¼ fB jpg ¼ fB jrg ð13Þ
with jp = 2n− 1, jr = 2n and n= i+ 1, ∀ i ∈ {0, 1}.
In Eqs. (11) and (13) subscript i denotes the number of objects,
subscript n denotes the number of closed chains, subscript jr denotes
the number of revolute open chains (even-numbered open chains),
and subscript jp denotes the number of the prismatic open chains
(odd-numbered open chains). In addition, subscript k will be used to
describe number of the system actuator, i.e., hydraulic cylinder, later
in the subsection 4.5 and thereinafter.
In Eq. (10), {To3} denotes the frame attached at the driven VCP of the
3rd object and {T5} denotes the frame attached at the driving VCP of the
5th open chain. In Eq. (11), {Toi} denotes the frame attached at the driven
VCP of the ith object, {Tcn} denotes the frame attached at the driving VCP
of the nth closed chain, fT jpg denotes the frame attached at the driving
VCP of the jpth open chain and fT jrg denotes the frame attached at the
driving VCP of the jrth open chain.
Respectively, in Eq. (12), {Bo2} denotes the frame attached at the
driving VCP of the 2nd object and {B5} denotes the frame attached at
the driven VCP of the 5th open chain. In Eq. (13), {Boi} denotes the
frame attached at the driving VCP of the ith object, {Bcn} denotes the
frame attached at the driven VCP of the nth closed chain, fB jpg denotes
frame attached at the driven VCP of the jpth open chain and B jr
 
denotes
the frame attached at the driven VCP of the jrth open chain.
In the ith object, ∀ i∈ {0, 3}, frame {Oi}, denoted as green in Figs. 4–7,
is attached at the center of mass of the ith object to describe the
motion and force speciﬁcations. The frame {Oi} is aligned with respect
to frame {Toi}.
In viewof Eq. (13), the framesfB jpgand B jr
 
in the driven VCP of the
nth closed chain areﬁxed to frame {Bcn} and framesfT jpgand T jr
 
in the
driving VCP of the nth closed chain are ﬁxed to frame {Tcn} (see Figs. 8–
10). Moreover, frame {Bcn} is ﬁxed such that its x-axis points toward
joint jr (see Fig. 9). Thus, in the jpth open chain, one “extra” frame,
compared to jrth and 5th open chain, exists, as rotation from the
frame fB jpg in toward the axis of the actuation of the kth cylinder,
i.e., to frame fB jp1g, is needed.
Finally, in all open chains the “joint frames”, denoted as red in
Figs. 8–10, are attached to the subsidiary VCPs of open chains. With
these open chain second rigid link ﬁxed frames the open chain joint
rotations/translations can be considered.
Fig. 3. A simple oriented graph.
Fig. 4. Object 0. Fig. 5. Object 1.
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4.3. Kinematics of the system
In this section the kinematic relations of the studied system will
be given. First, in subsection 4.3.1, the kinematic relations between sys-
tem joint variables in nth closed chain will be deﬁned. Then, in
subsections 4.3.2–4.3.5, all system linear/angular velocity vectors in
the subsystems are given.
4.3.1. Kinematics of joints
The relations between joint variables qjr ; qjp1; qjp2 and xjp (see Figs. 8
and 9) in the nth closed chain can be written as
xjp ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
L2jr þ L
2
jr1
þ 2L jr L jr1 cos qjr
 r
− xjp0 ð14Þ
qjp1 ¼ cos
−1 L
2
jr1− xjp þ xjp0
 2−L2jr
−2 xjp þ xjp0
 
Ljr
0
B@
1
CA ð15Þ
qjp2 ¼ cos
−1 L
2
jr
− xjp þ xjp0
 2−L2jr1
−2 xjp þ xjp0
 
Ljr1
0
B@
1
CA ð16Þ
with jp=2n− 1, jr=2n, ∀ n∈ {1, 2}, and where L jr and L jr1 denote the
link lengths in jrth open chain.
In view of Eqs. (14), (15) and (16) the joint velocities q

jr ; q

jp1; q

jp2
and x

jp in the nth closed chain can be written as
x

jp
¼−
L jr L jr1 sin qjr
 
xjp þ xjp0
q

jr
ð17Þ
q

jp1 ¼−
xjp þ xjp0
 
−L jr cos qjp1
 
xjp þ xjp0
 
L jr sin qjp1
  x jp ð18Þ
q

jp2 ¼−
xjp þ xjp0
 
−L jr1 cos qjp2
 
xjp þ xjp0
 
L jr1 sin qjp2
  x jp ð19Þ
with jp = 2n− 1, jr = 2n, ∀ n ∈ {1, 2}.
Next, the linear/angular velocity vectors of the studied systemcan be
computed frame by frame along a simple oriented graph by propagating
from object 0 to object 3, while covering closed chain 1, object 1, closed
chain 2, object 2 and open chain 5.
Fig. 6. Object 2.
Fig. 7. Object 3.
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4.3.2. Velocity vectors in the virtual cutting points
In view of Eqs. (10)–(13) the following relations hold at the VCPs of
the system
To3V¼T5V ; ð20Þ
Toi V¼TcnV¼T jp V¼T jr V ð21Þ
with jp = 2n− 1, jr = 2n and n= i, ∀ i ∈ {1, 2},
Bo2V¼B5V ; ð22Þ
and
Boi V¼BcnV¼B jp V¼B jr V ð23Þ
with jp = 2n− 1, jr = 2n and n= i+ 1, ∀ i ∈ {0, 1}.
4.3.3. Velocity vectors in the objects
In view (Eq. (3)), the following relations hold for the velocity
transformations of ith object, ∀ i ∈ {0, 3}
Oi V¼ToiUTOi
Toi V
¼BoiUTOi
Boi V :
ð24Þ
4.3.4. Velocity vectors in the closed chains
In view of Fig. 9 and Eq. (3), the linear/angular velocity vectors in the
jrth revolute open chain can be written as
B jr1V ¼−zτq

jr
þB jrUTB jr1
B jr V ð25Þ
T jr V¼B jr1UTT jr
B jr1V ð26Þ
with jr = 2n, ∀ n ∈ {1, 2}, and zτ = [0 0 0 0 0 1]T.
Similarly, in view of Fig. 8 and Eq. (3), the linear/angular velocity
vectors in the jpth prismatic open chain can be written as
B jp1V ¼−zτq

jp1þ
B jpUTB jp1
B jp V ð27Þ
B jp2V ¼ x f x

jp
þB jp1UTB jp2
B jp1V ð28Þ
T jp V ¼−zτq

jp2þ
B jp2UTT jp
B jp2V ; ð29Þ
with jp = 2n− 1, ∀ n ∈ {1, 2}, and xf = [1 0 0 0 0 0]T.
4.3.5. Velocity vectors in 5th actuated open chain
In view of Fig. 10 and Eq. (3), the linear/angular velocity vectors in
the 5th prismatic open chain can be written as
B51V ¼ x f x

5þB5UTB51
B5V ð30Þ
T5V¼B51UTT5
B51V : ð31Þ
4.4. Dynamics of the system
After all the linear/angular velocity vectors of the system have been
speciﬁed, the dynamics of the studied system can be computed along
the opposite directions of the simple oriented graph, starting from
Fig. 8. The jpth prismatic open chain, i.e. kth cylinder.
Fig. 9. The jrth revolute open chain.
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object 3 toward object 0, while covering open chain 5, object 2, closed
chain 2, object 1, and closed chain 1.
For the purpose of this study, the following assumption is made
Assumption 1. The friction torques of the three unactuated rotational
joints in nth closed chain (see Figs. 9 and 8) are zero.
4.4.1. Dynamics of the objects
The net force/moment vector Oi F⁎∈ℝ6 of the ith object, ∀ i ∈ {0, 3},
can be expressed in view of Eq. (5) as
MOi
d
dt
Oi V
 
þ COi
Oiω
 Oi V þ GOi¼Oi F⁎: ð32Þ
On the other hand, the net force/moment vectors of ith object,
∀ i ∈ {0, 3}, can be given as
Oi F⁎¼OiUToi
Toi F−OiUBoi
Boi F: ð33Þ
Note that in view of Eqs. (10)–(13) the following force/moment re-
lations at the VCPs hold
To3 F¼T5 F ð34Þ
Toi F¼Tcn F ð35Þ
with n= i, ∀ i ∈ {1, 2}, and
Bo2 F¼B5 F ð36Þ
Boi F¼Bcn F ð37Þ
with n= i+ 1, ∀ i ∈ {0, 1}.
4.4.2. Dynamics of the 5th open chain
The dynamics of the link 51 (cylinder case) and the link 5 (cylinder
piston) in the 5th open chain can be expressed in view (Eq. (5)) as
MB51
d
dt
B51V
 
þ CB51
B51ω
 B51V þ GB51¼B51 F⁎ ð38Þ
MB5
d
dt
B5V
 
þ CB5
B5ω
 B5V þ GB5¼B5 F⁎: ð39Þ
Note that the force/moment vector T5 F∈ℝ6 at the driving VCP of 5th
open chain can be solved with Eq. (33) (with i= 3) and with Eq. (34).
Now, the force/moment vectors, i.e., the force resultants of rigid links,
in 5th open chain can be covered by
B51 F¼B51 F⁎þB51UT5
T5 F ð40Þ
B5 F¼B5 F⁎þB5UB51
B51 F: ð41Þ
In Eq. (41), B5 F∈ℝ6 denotes the force/moment vector at the driven
VCP of 5th open chain. Furthermore, the piston force of the 3rd cylinder
can be computed from Eq. (40) as
f c3 ¼ xTf
B51 F ð42Þ
4.4.3. Dynamics of the closed chains
In view of Assumption 1, the torque constraints at the three
unactuated joints in nth closed chain can be expressed by
zTτ
T jp F ¼ 0 ð43Þ
zTτ
B jr1 F ¼ 0 ð44Þ
zTτ
B jp1 F ¼ zTτ
B jp1UB jp
B jp F ¼ 0: ð45Þ
The dynamics of the link jr, link jr1, link jp1 and jp2 (see Figs. 9 and 8)
in the system nth closed chain, ∀ n ∈ {1, 2}, can be expressed in view of
Eq. (5) as
MB jr
d
dt
B jr V
 
þ CB jr
B jrω
 B jr V þ GB jr ¼B jr F⁎ ð46Þ
MB jr1
d
dt
B jr1V
 
þ CB jr1
B jr1ω
 B jr1V þ GB jr1¼B jr1 F⁎ ð47Þ
MB jp1
d
dt
B jp1V
 
þ CB jp1
B jp1ω
 B jp1V þ GB jp1¼B jp1 F⁎ ð48Þ
Fig. 10. The 5th prismatic open chain, i.e. 3rd cylinder.
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MB jp2
d
dt
B jp2V
 
þ CB jp2
B jp2ω
 B jp2V þ GB jp2¼B jp2 F⁎: ð49Þ
Note that the force/moment vector Tcn F∈ℝ6, with n= i, ∀ i∈ {1, 2}, in
driving VCP of nth closed chain can be solved with Eq. (33) and with
Eq. (35). Now, the force/moment vectors, i.e., the force resultants of
rigid links, in nth closed chain can be covered by the following equations:
Tcn F¼T jr FþT jp F ð50Þ
T jr F ¼ α jr
Tcn FþTcnη ð51Þ
T jp F ¼ α jp
Tcn F−Tcnη ð52Þ
B jr1 F¼B jr1 F⁎þB jr1UT jr
T jr F ð53Þ
B jr F¼B jr F⁎þB jrUB jr1
B jr1 F ð54Þ
B jp2 F¼B jp2 F⁎þB jp2UT jp
T jp F ð55Þ
B jp F¼B jpUB jp1
B jp1 F⁎þB jpUB jp2
B jp2 F ð56Þ
Bcn F¼B jr FþB jp F: ð57Þ
In Eq. (57), Bcn F∈ℝ6, with n= i+ 1, ∀ i ∈ {0, 1}, denotes the force/
moment vector in driven VCP of nth closed chain. Furthermore, in
Eqs. (51) and (52), α jr and α jp denote the load distribution factors, so
that α jr þ α jp ¼ 1 hold, and Tcnη∈ℝ6 denotes the internal force vector,
where three meaningful elements (forces in x and y and moment
in z) can be determined by satisfying the three constraints in
Eqs. (43)–(45). Note that Tcnη disappears in Bcn F in Eq. (57).
The piston force of kth cylinder in nth closed chain can be computed
from Eq. (55) as
f ck ¼ xTf
B jp2 F ð58Þ
with k= n, jp = 2n− 1, and ∀ n ∈ {1, 2}.
4.5. Dynamics of the actuators
After addressing the dynamics and control issues of rigid bodies
(rigid links and objects), the ﬂuid dynamics and control of actuated
jpth prismatic joints, i.e., kth hydraulic cylinder, with jp = k −
1, ∀ k ∈ {1, 3}, need to be considered. As discussed, e.g., in [18], the dy-
namics of control valves can be ignored if a high-bandwidth servo
valves are used and they are markedly faster than system dynamics.
Piston friction makes a large difference between the cylinder output
force (given in Eqs. (42) and (58)) and chamber pressure-induced force
[18]. Thus, in order to achieve appropriate piston force control, it is
necessary to implement a frictionmodel for kth cylinder piston. A piston
force for the kth cylinder piston can be deﬁned as
f pk ¼ f ck þ f fk ð59Þ
where fck, ∀ k ∈ {1, 3}, denotes the output force of the kth cylinder de-
ﬁned in Eq. (42) or (58), and ffk denotes the linear parametrized friction
model deﬁned in [15].
The ﬂow rates Qak and Qbk entering into or out from the chambers A
and B, respectively, can be written as
Qak ¼ cpk1υ ps−pakð ÞukS ukð Þ þ cnk1υ pak−prð ÞukS −ukð Þ ð60Þ
Qbk ¼−cpk2υ ps−pbkð ÞukS −ukð Þ−cnk2υ pbk−prð ÞukS ukð Þ ð61Þ
where cpk1 N 0, cnk1 N 0, cpk2 N 0 and cnk2 N 0, are four ﬂow coefﬁcients of
control valve, pak and pbk are chamber pressures of chamber A and
chamber B, respectively, uk is control voltage of valve, ps is a system sup-
ply pressure, pr is a pressure of systemﬂuid return line and S(uk) a selec-
tive function deﬁned as
S ukð Þ de f 1; if uk N 00; if uk≤0
	
ð62Þ
and υ(Δp) is a pressure-drop related function deﬁned as
υ Δpð Þ ¼ sign Δpð Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Δpj j
p
ð63Þ
The pressure dynamics of the chamber A and the chamber B can be
written as
p

ak ¼
β
Aakx jp
Qak−Aakx

jp
 
ð64Þ
p

bk ¼
β
Abk l jp0−xjp
  Qbk þ Abkx jp
 
; ð65Þ
respectively. In Eqs. (64) and (65), β denotes the bulk modulus of ﬂuid,
Aak and Abk are the piston areas in chamber A and chamber B of kth
cylinder, respectively, xjp and x

jp
are the piston position and the piston
velocity of the kth cylinder, respectively, and l jp0 denotes maximum
stroke of the kth cylinder.
The piston chamber pressure-induced force of kth cylinder can be
expressed as
f pk ¼ Aakpak−Abkpbk ð66Þ
Then, premultiplying Aak and Abk to Eqs. (64) and (65), respectively,
differentiating Eq. (66) and using Eqs. (60) and (61) yields
f

pk ¼ β u fk−
Aak
x jp
þ Abk
l jp0−xjp
 !
x

jp
" #
ð67Þ
where the control valve voltage related term ufk can be written as
u fk ¼
Qak
x jp
− Qbk
l jp0−xjp
¼ cpk1υ ps−pakð Þ
xjp
þ cnk2υ pbk−prð Þ
l jp0−xjp
 !
ukS ukð Þ
þ cpk2υ ps−pbkð Þ
l jp0−xjp
þ cnk1υ pak−prð Þ
xjp
 !
ukS −ukð Þ:
ð68Þ
The following assumption, that the piston of kth cylinder never
reaches its two ends, is made.
Assumption 2. In the scope of this study the following relation holds
0 b xjp b l jp0: ð69Þ
Now, the Assumption 2 provides that
cpk1υ ps−pakð Þ
xjp
þ cnk2υ pbk−prð Þ
l jp0−xjp
 !
N 0 ð70Þ
cpk2υ ps−pbkð Þ
l jp0−xjp
þ cnk1υ pak−prð Þ
xjp
 !
N 0 ð71Þ
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hold, letting the control valve voltage of the kth cylinder to be solved
from Eq. (68) as
uk ¼
1
cpk1υ ps−pakð Þ
xjp
þ cnk2υ pbk−prð Þ
l jp0−xjp
 !u fkS u fkð Þ
þ 1
cpk2υ ps−pbkð Þ
l jp0−xjp
þ cnk1υ pak−prð Þ
xjp
 !u fkS −u fkð Þ ð72Þ
as a non-singular solution for Eq. (72) can be provided in view of
Eqs. (70) and (71).
4.6. Control equations
This section speciﬁes the control equations for the studied hydraulic
crane. First, in subsection 4.6.1, the kinematic relations (inverse
kinematics) from the desired Cartesian motions to the desired joint
space motions are given. As the control objective in VDC is to make
the controlled actual velocities track the required velocities [18], in
subsection 4.6.2, this will lead to introduction of new design vectors,
namely the required linear/angular velocity vectors AVr ∈ ℝ6. Based on
the required linear/angular velocity vectors, other design vectors,
namely the required net force/moment vectors AFr⁎∈ℝ6, will be deﬁned
in subsection 4.6.3. The required system force/moment transformations
are deﬁned in subsection 4.6.4, and ﬁnally, in subsection 4.6.5, the
control equations for the kth hydraulic cylinder will be given.
4.6.1. Inverse kinematics for redundant manipulators
The kinematic relationship between the Cartesian space and the
joint space of the studied system (see Fig. 1) can be expressed as
X

d
Y

d
" #
¼ J
θ

1d
θ

2d
x

5d
2
64
3
75 ð73Þ
where J ∈ ℝ2× 3 is a Jacobian matrix.
The problem of system inverse kinematics is in deﬁning system joint
variables in terms of end-effector motions. Assume the desired Carte-
sian motion trajectory (Ẋd and Ẏd) for manipulator end-effector to be
known. For redundant manipulator an inﬁnite number of joint velocity
vectors exist for given Cartesian velocity vector [20]. However, as
discussed e.g., in [20] and [21], the joint space velocities can be solved
from Cartesian space velocities, i.e., from Eq. (73), as
θ

1d
θ

2d
x

5d
2
64
3
75 ¼ JW⁎ X

d
Y

d
" #
ð74Þ
where weighted Jacobian pseudoinverse JW⁎ ∈ ℝ3× 2 can be deﬁned as
JW⁎ ¼ W−1 JT JW−1 JT
 −1 ð75Þ
and where W ∈ ℝ3× 3 is an appropriately chosen weighting matrix,
providing methods to deﬁne one speciﬁc solution from an inﬁnite
number of joint velocity vectors. In this paper a weighted least-norm
solution [20] is utilized for deﬁningW.
4.6.2. Required velocity vectors
Note the fact that desired joint space angles θ1d and θ2d,which can be
solved fromEq. (74), can be converted to desired closed chain anglesqjrd.
Furthermore, the desired closed chain angles qjrd can be converted to
corresponding desired piston positions xjpd by reusing Eq. (14). Similar,
the desired joint space velocities θ

1d and θ

2d can be converted desired
closed chain velocities q

jrd, and further to the desired piston velocities
x

jpd, by reusing Eq. (17).
Now, the required piston velocities, with integrated piston position
feedback, can be written in view of [18] as
x

jpr ¼ x

jpd þ λk x jpd−xjp
 
ð76Þ
with jp=2k− 1,∀ k∈ {1, 3} andwhereλk N 0 denotes theposition error
feedback gain. The remaining required joint velocities in nth closed chain
can be solved with Eq. (76) by reusing Eqs. (17)–(19).
Finally, the required linear/angular velocity vectors in the studied
subsystems can be computed by reusing Eqs. (20)–(31) as
To3V r¼T5V r ð77Þ
Toi V r¼TcnV r¼T jp V r¼T jr V r ð78Þ
with jp = 2n− 1, jr = 2n and n= i, ∀ i ∈ {1, 2},
Bo2V r¼B5V r ð79Þ
Boi V r¼BcnV r¼B jp V r¼B jr V r ð80Þ
with jp = 2n− 1, jr = 2n and n= i+ 1, ∀ i ∈ {0, 1},
Oi V r¼ToiUTOi
Toi V r
¼BoiUTOi
Boi Vr;∀i∈ 0;3f g
ð81Þ
B jr1Vr ¼−zτq

jrrþ
B jrUTB jr1
B jr V r ð82Þ
T jr V r¼B jr1UTT jr
B jr1V r ð83Þ
B jp1V r ¼−zτq

jp1rþ
B jpUTB jp1
B jp V r ð84Þ
B jp2V r ¼ x f x

jprþ
B jp1UTB jp2
B jp1V r ð85Þ
T jp V r ¼−zτq

jp2rþ
B jp2UTT jp
B jp2V r ð86Þ
B51V r ¼ x f x

5rþB5UTB51
B5V r ð87Þ
T5V r¼B51UTT5
B51V r ð88Þ
with jp = 2n− 1, jr = 2n and ∀ n ∈ {1, 2}.
4.6.3. Required net force/moment vectors
After obtaining all the required linear/angular velocity vectors for
the studied subsystems, new design vectors, namely the required net
force/moment vectors AFr⁎ ∈ ℝ6 for the system objects and the rigid
links in open chains, can be speciﬁed in view of [18] as
A Fr⁎ ¼ YAθA þ KA AV r−AV
 
ð89Þ
by substituting frames Oif g; fB jrg; fB jr1g; fB jp1g; fB jp2g; B5f g and
{B51} for frame {A} in Eq. (89), with ∀ i ∈ {0, 3}, jp = 2n− 1 and jr =
2n, ∀ n ∈ {1, 2}. Moreover, in Eq. (89) KA ∈ ℝ6× 6 denotes a positive-
deﬁnite gainmatrix characterizing the rigid links velocity feedback con-
trol. The term YAθA denotes the model-based feedforward compensa-
tion term and is speciﬁed in Eq. (6).
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4.6.4. Required force/moment transformations
In addition to Eq. (89), the required net force/moment vectors of ith
object, ∀ i ∈ {0, 3}, can be given, by reusing Eq. (33), as
Oi Fr⁎¼OiUToi
Toi Fr−
OiUBoi
Boi Fr: ð90Þ
Note that for the scope of this study contacts with system environ-
ment are omitted and no external forces are exerted into the tip of the
manipulator, leading toG Fr¼Bo3 Fr ¼ 0 0 0 0 0 0½ T. Now, the required
force/moment vector To3 Fr∈ℝ6, i.e., the required force resultants, in the
driving VCP of object 3 can be solved from Eq. (90), utilizing Eq. (89).
The required torque constraints at the three unactuated joints in nth
closed chain can be expressed, by reusing Eqs. (43)–(45), as
zTτ
T jp Fr ¼ 0 ð91Þ
zTτ
B jr1 Fr ¼ 0 ð92Þ
zTτ
B jp1 Fr ¼ zTτ
B jp1UB jp
B jp Fr ¼ 0: ð93Þ
Now, the required force/moment vectors can be obtained by reusing
Eqs. (34)–(37), (40), (41), (43) –(45), and Eqs. (50)–(57) as
To3 Fr¼T5 Fr ð94Þ
Toi Fr¼Tcn Fr ð95Þ
with n= i, ∀ i ∈ {1, 2},
Bo2 Fr¼B5 Fr ð96Þ
Boi Fr¼Bcn Fr ð97Þ
with n= i+ 1, ∀ i ∈ {0, 1},
B51 Fr¼B51 Fr⁎þB51UT5
T5 Fr ð98Þ
B5 Fr¼B5 Fr⁎þB5UB51
B51 Fr ð99Þ
Tcn Fr¼T jr FrþT jp Fr ð100Þ
T jr Fr ¼ α jr
Tcn FrþTcnηr ð101Þ
T jp Fr ¼ α jp
Tcn Fr−
Tcnηr ð102Þ
B jr1 Fr¼B jr1 Fr⁎þB jr1UT jr
T jr Fr ð103Þ
B jr Fr¼B jr Fr⁎þB jrUB jr1
B jr1 Fr ð104Þ
B jp2 Fr¼B jp2 Fr⁎þB jp2UT jp
T jp Fr ð105Þ
B jp Fr¼B jpUB jp1
B jp1 Fr⁎þB jpUB jp2
B jp2 Fr ð106Þ
Bcn Fr¼B jr FrþB jp Fr ð107Þ
with jp = 2n − 1, jr = 2n and ∀ n ∈ {1, 2}. In Eqs. (101) and (101),
Tcnηr ∈ℝ
6 denotes the required internal force vector, where three
meaningful elements (the required forces in x and y and the required
moment in z) can be determined by satisfying the three constraints
in Eqs. (91)–(93). Note that Tcnηr disappears in
Bcn Fr in Eq. (107).
Similar to Eq. (42), the required piston force of the 3rd cylinder can
be written as
f c3r ¼ xTf
B51 Fr ð108Þ
and similar to Eq. (58), the required piston force of kth cylinder in nth
closed chain can be written as
f ckr ¼ xTf
B jp2 Fr ð109Þ
with jp = 2k− 1, and ∀ k ∈ {1, 2}.
4.6.5. Control of the kth actuator
By reusing Eq. (59), the required piston force of kth cylinder piston
can be written as
f pkr ¼ f ckr þ f fk ð110Þ
where fckr, ∀ k ∈ {1, 3}, denotes the required piston force.
In view of Eq. (67), the desired control valve voltage related term
ufkd, enhanced with a piston force and piston velocity feedbacks, can
be written as
u fkd ¼
1
βk

 
f

pkrþ
Aak
x jp
þ Abk
l jp0−xjp
 !
x

jp
þ k fk f pkr− f pk
 
þ kxk x

jpr−x

jp
 
ð111Þ
where kfk N 0 and kxk N 0 are two feedback gains, x

jpr is obtained from
Eq. (76), fpkr is obtained from Eq. (108) or (109), and x

jp
and fpk are
the measured piston velocity and piston force of the kth cylinder,
respectively.
Finally, in viewof Eq. (72), the control voltage for the control valve of
the kth cylinder, ∀ k ∈ {1, 3}, can be written as
uk ¼
1
cpk1υ ps−pakð Þ
xjp
þ cnk2υ pbk−prð Þ
l jp0−xjp
 !u fkdS u fkdð Þ
þ 1
cpk2υ ps−pbkð Þ
l jp0−xjp
þ cnk1υ pak−prð Þ
xjp
 !u fkdS −u fkdð Þ: ð112Þ
The main features of the controller design, described in the
Sections 4.6.2–4.6.5, is illustrated in Fig. 11. The last block in the
Fig. 11, represents an actual studied crane and outputs of this block
pak; pbk; xjpand x

jp
 
are measured system variables.
5. Stability analysis
In this section, the virtual stability (in the sense of Deﬁnition 2) of
subsystems (see Figs. 4–10) is addressed. First, in subsections 5.1–5.4,
the virtual stability of ith object, jrth open chain, jpth open chain, and
5th open chain, respectively, are given. Then, in subsection 5.5, it is
shown how the virtual stability of subsystems converge to stability of
the entire system.
5.1. Virtual stability of objects
The following theorem ensures that the ith object of studied system
(see Figs. 4–7) qualiﬁes to be virtually stable in the sense of Deﬁnition 2.
Theorem 1. The ith object described by Eqs. (24), (32) and (33), com-
bined with its respective control Eqs. (81), (89) with frame {Oi} and
Eq. (90), is virtually stable with its afﬁliated vector Oi V r−Oi V being a
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virtual function in both L2 and L∞ in the sense of Deﬁnition 2, as there
can be found non-negative accompanying function
νoi ¼
1
2
Oi V r−
Oi V
 T
MOi
Oi V r−
Oi V
 
ð113Þ
such that
ν

oi ¼ − Oi V r−Oi V
 T
KOi
Oi V r−
Oi V
 
þ pToi−pBoi ð114Þ
holds ∀ i ∈ {0, 3}.
Proof. See Appendix A. ■
5.2. Virtual stability of unactuated jrth revolute open chain
The following theorem ensures that the jrth unactuated revolute
open chain (see Fig. 9) qualiﬁes to be virtually stable in the sense of
Deﬁnition 2.
Theorem 2. The jrth unactuated revolute open chain described by
Eqs. (25), (26), (44), (46), (47), (53) and (54), combined with its re-
spective control Eqs. (82), (83), (89) with frame B jr
 
, Eq. (89) with
frame B jr1
 
, Eqs. (92), (103), and (104), is virtually stable with its afﬁl-
iated vectors B jr V r−B jr V andB jr1V r−B jr1V being virtual functions in both
L2 and L∞ in the sense of Deﬁnition 2, as there can be foundnon-negative
accompanying function
ν jr ¼ νB jr þ νB jr1 ð115Þ
where
νB jr ¼
1
2
B jr V r−
B jr V
 T
MB jr
B jr V r−
B jr V
 
ð116Þ
νB jr1 ¼
1
2
B jr1V r−
B jr1V
 T
MB jr1
B jr1V r−
B jr1V
 
ð117Þ
such that
ν

jr
¼− B jr V r−B jr V
 T
KB jr
B jr V r−
B jr V
 
− B jr1V r−
B jr1V
 T
KB jr1
B jr1V r−
B jr1V
 
þ pB jr−pT jr
ð118Þ
holds with jr = 2n, ∀ n ∈ {1, 2}.
Proof. See Appendix B. ■
5.3. Virtual stability of actuated jpth prismatic open chain
The following Theorem, based on the Lemma 1 and Lemma 2,
ensures that the jpth actuated prismatic open chain, i.e., kth cylinder
(see Fig. 8), driven by the hydraulic ﬂuid, qualiﬁes to be virtually stable
in the sense of Deﬁnition 2.
Lemma 1. Consider the jpth prismatic open chain described by
Eqs. (27)–(29), (43), (45), (48), (49), (55), (56), and (58), and com-
bined with the control (Eqs. (84)–(86), (89)) with frame fB jp1g ,
Eq. (89) with frame fB jp2g, Eqs. (91), (93), (105), (106), and (109).
Let the non-negative accompanying function for the jpth open chain be
νoc jp ¼ νB jp1 þ νB jp2 ð119Þ
where
νB jp1 ¼
1
2
B jp1V r−
B jp1V
 T
MB jp1
B jp1V r−
B jp1V
 
ð120Þ
νB jp2 ¼
1
2
B jp2V r−
B jp2V
 T
MB jp2
B jp2V r−
B jp2V
 
: ð121Þ
Then, the time derivative of Eq. (119) can be expressed by
ν

oc jp
¼− B jp1V r−B jp1V
 T
KB jp1
B jp1V r−
B jp1V
 
− B jp2V r−
B jp2V
 T
KB jp2
B jp2V r−
B jp2V
 
þ x jpr−x

jp
 
f ckr− f ckð Þ þ pB jp−pT jp
ð122Þ
with jp = 2n− 1, ∀ n ∈ {1, 2}.
Proof. See Appendix C. ■
Note that the appearance of x

jpr−x

jp
 
f ckr− f ckð Þ in the right hand
side of Eq. (122) prevents the virtual stability of the jpth open chain,
i.e., kth cylinders, ∀ k ∈ {1, 2}, from being held at this point. This term
will be addressed in Lemma 2.
Lemma 2. Consider the kth hydraulic cylinder, ∀ k ∈ {1, 3}, dynamics
described by Eqs. (59), (67) and (68) and combined with the control
Eqs. (110) and (111). Let the non-negative accompanying function for
the dynamics of kth hydraulic cylinder be
νdk ¼
1
2β
f pkr− f pk
 2
: ð123Þ
Fig. 11. The designed controller structure.
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Then, the time derivative of Eq. (123) can be expressed by
ν

dk ¼−k fk f pkr− f pk
 2−k fk x jpr−x jp
 
f ckr− f ckð Þ ð124Þ
with jp = 2k− 1, ∀ k ∈ {1, 3}.
Proof. See Appendix D. ■
Theorem 3. The jpth actuated prismatic open chain, i.e., kth cylinder,
driven by hydraulic ﬂuid and described by Eqs. (27)–(29), (43), (45),
(48), (49), (55), (56), (58), (59), (67) and (68), and combined with
its control Eqs. (84)–(86), (89) with frame fB jp1g , Eq. (89) with
frame fB jp2g, Eqs. (91), (93), (105), (106), (109), (110), (111), is virtu-
ally stable with its afﬁliated vectors B jp1V r−B jp1V and B jp2V r−B jp2V and
variable fpkr− fpk being virtual functions in both L2 and L∞ in the sense
of Deﬁnition 2.
Proof. The proof for Theorem 3 follows directly from Lemma 1 and
Lemma 2. Deﬁne the non-negative accompanying function of the jpth
actuated prismatic open chain, i.e. kth cylinder, driven by hydraulic
ﬂuid as
ν jp ¼ νoc jp þ
νdk
kxk
ð125Þ
where νoc jp and νdk are deﬁned by Eqs. (119) and (123), respectively.
Then, it follows from Eqs. (122) and (124) that
ν

jp
¼ ν oc jp þ
ν

dk
kxk
¼− B jp1V r−B jp1V
 T
KB jp1
B jp1V r−
B jp1V
 
− B jp2V r−
B jp2V
 T
KB jp2
B jp2V r−
B jp2V
 
−k fk f pkr− f pk
 2 þ pB jp−pT jp
ð126Þ
holds with jp = 2n− 1, ∀ n ∈ {1, 2}.
Consider the fact that the jpth actuated prismatic open chain driven
by hydraulic ﬂuid, i.e. kth cylinder, has one driving VCP associated with
frame fT jpg and one driven VCP associated with frame fB jpg . Using
Eqs. (119), (123), (125) and (126) completes the proof of virtual
stability of the jpth actuated prismatic open chain driven by hydraulic
ﬂuid, i.e. kth cylinder, with jp = 2k − 1, ∀ k ∈ {1, 2}, in the sense of
Deﬁnition 2. ■
5.4. Virtual stability of actuated 5th prismatic open chain
The following Theorem, based on the Lemma 2 and Lemma 3, en-
sures that the 5th actuated prismatic open chain, i.e., 3rd cylinder (see
Fig. 10), driven by the hydraulic ﬂuid, qualiﬁes to be virtually stable in
the sense of Deﬁnition 2.
Lemma 3. Consider the 5th prismatic open chain described by
Eqs. (30), (31) and Eqs. (38)–(42), and combined with the control
Eqs. (87), (88), (89) with {B5}, Eq. (89) with {B51}, Eqs. (98) and (99).
Let the non-negative accompanying function for the 5th open chain be
νoc5 ¼ νB5 þ νB51 ð127Þ
where
νB5 ¼
1
2
B5V r−
B5V
 T
MB5
B5V r−
B5V
 
ð128Þ
νB51 ¼
1
2
B51V r−
B51V
 T
MB51
B51V r−
B51V
 
: ð129Þ
Then, the time derivative of Eq. (127) can be expressed by
ν

oc5 ¼−
B5V r−
B5V
 T
KB5
B5V r−
B5V
 
− B51V r−
B51V
 T
KB51
B51V r−
B51V
 
þ x 5r−x

5
 
f c3r− f c3ð Þ þ pB5−pT5 :
ð130Þ
Proof. The 5th prismatic open chain poses a similar structure compared
to the jpth prismatic open chain (see Fig. 8). The proof for Lemma 3 can
be obtained in a similar manner as for Lemma 1 in Appendix C. ■
Theorem 4. The 5th actuated prismatic open chain, i.e., 3rd cylinder,
driven by hydraulic ﬂuid and described by Eqs. (30), (31), (38)–(42),
(59), (67), and (68), and combined with its control Eqs. (87), (88),
(89) with {B5}, Eq. (89) with {B51}, Eqs. (98), (99), (108), (110)
and (111), is virtually stable with its afﬁliated vectors B5V r−B5V and
B51V r−B51V and variable fp3r − fp3 being virtual functions in both L2
and L∞ in the sense of Deﬁnition 2.
The proof for Theorem 4 follows directly from Lemma 2 (with k=3)
and Lemma 3. Deﬁne the non-negative accompanying function of the 5th
actuated prismatic open chain, i.e. 3rd cylinder, driven byhydraulicﬂuid as
ν5 ¼ νoc5 þ
νd3
kx3
ð131Þ
where νd3 and νoc5 are deﬁned by Eqs. (123) and (127), respectively.
Then, it follows from Eq. (124) with k= 3 and Eq. (130) that
ν

5 ¼ ν

oc5 þ
ν

d3
kx3
¼− B5V r−B5V
 T
KB5
B5V r−
B5V
 
− B51V r−
B51V
 T
KB51
B51V r−
B51V
 
−k f3 f p3r− f p3
 2 þ pB5−pT5
ð132Þ
holds.
Consider the fact that the 5th actuated prismatic open chain driven
by hydraulic ﬂuid, i.e. 3rd cylinder, has one driving VCP associated
with frame {T5} and one driven VCP associated with frame {B5}. Using
Eq. (123) with k= 3, Eqs. (127), (131) and (132) completes the proof
of virtual stability of the 5th actuated prismatic open chain driven by
hydraulic ﬂuid, i.e. 3rd cylinder, in the sense of Deﬁnition 2. ■
5.5. Stability of entire system
According to Theorem 2.1 in [18], the virtual stabilities of all subsys-
tems will converge to the overall stability of the entire system. This
is because all the VPFs will cancel each other as if each positive VPF
(in driven cutting point) is connected to its corresponding negative VPF
(in driving cutting point).
Proof. The non-negative accompanying function for the entire hydrau-
lic system (see Fig. 1), decomposed into subsystems by placing concep-
tual VCPs (see Fig. 2), and presented in a simple oriented graph (see
Fig. 3), can be written as
ν ¼ νoi þ ν jp þ ν jr þ ν5 ð133Þ
and using Eq. (113), (115), (125), and Eq. (131) for Eq. (133).
Then, the derivative of Eq. (133) can be written, in view of
Eqs. (114), (118), (122) and (132), as
ν
 ¼−
X
Af g∈Φ
AV r−
AV
 T
KA
AV r−
AV
 
−k fk f pkr− f pk
 2 þ pTOi
−pBOi þ pB jr−pT jr þ pB jp−pT jp þ pB5−pT5
ð134Þ
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with ∀ k∈ {1, 3} and where set Φ contains frames Oif g; fB jrg; fB jr1g;
fB jp1g; fB jp2g; B5f g and {B51} with ∀ i ∈ {0, 3}, jp = 2n − 1, jr = 2n,
∀ n ∈ {1, 2}. Then, in view of Eqs. (20)–(23), (34)–(37), (50), (77)–
(80), (94)–(97) and (100), pBO0 ¼ pB1 þ pB2 , pBO1 ¼ pB3 þ pB4 , pBO2 ¼
pB5 , pTO1 ¼ pT1 þ pT2 , pTO2 ¼ pT3 þ pT4 , and pTO3 ¼ pT5 . Now, this leads
that all VPFs, apart from pTO0 and pBO3 are canceled out from
Eq. (134). However, for the known pTO0 ¼ 0 (zero base velocity)
and pBO3 ¼ 0 (zero end-effector external force), it can be seen that
all the VPFs are canceled out from Eq. (134).
Thus, it follows from Lemma 2.3 in [18] that
f pkr− f pk ∈ L2 ∩ L∞ ð135Þ
AV r−
AV ∈ L2 ∩ L∞; ð136Þ
are guaranteed, ∀ k∈ {1, 3} and by substituting frames {Oi},fB jrg,fB jr1g,
fB jp1g, fB jp2g, {B5} and {B51} for frame {A} in Eq. (136).
Then, in view of Eqs. (28), (30), (85) and (87), expression (136)
imply that
x

jpr−x

jp
∈ L2 ∩ L∞; ð137Þ
holds, with jp = 2k− 1, ∀ k ∈ {1, 3}, leading to
xjpd−xjp ∈ L2 ∩ L∞: ð138Þ
Given a bounded x

jpr , the boundedness of x

jp is ensured from
Eq. (137). Then, when €xjpr∈L∞ holds for all actuated joints, it follows
that fckr in Eq. (109) is bounded, which implies fpkr ∈ L∞ from
Eq. (110). Thus, fpk ∈ L∞ is ensured from Eq. (135), such that | fpk| ≤ γp
holds with γp being a positive constant. The asymptotic convergence
of all L2 signals with bounded derivatives can be ensured from Lemma
2.8. in [18]. ■
6. Experimental set-up and implementation issues
The experimental set-up consisted of the following hardware com-
ponents and properties:
• dSpace DS1103 controller board
• dimensions for cylinders 1 and 2: 80/45 × 545, and for cylinder 3: 50/
30 × 1012
• payload of 475 kg, denoted as M in Fig. 2
• for cylinders 1 and 2, zero-lapped linear servovalves (100 dm3/min @
Δp= 3.5 MPa per notch), with a bandwidth of 100 Hz @±5% signals
are used
• for cylinder 3, zero-lapped linear servovalve (4 dm3/min @ Δp =
3.5MPa per notch),with a bandwidth of 100Hz@±5% signals is used
• Heidenhain ROD 456 incremental encoder (5000 inc/rev) with IVB
interpolation units for joints 1 and 2, providing a theoretical piston
position resolution b 1.2 ⋅ 10−3 mm
• Sick Stegmann DG60L incremental encoder (10,000 inc/rev) with
cable transducer (200 mm/rev) for cylinder 3 providing a theoretical
piston position resolution 5.0 ⋅ 10−3 mm
• Druck PTX1400 pressure transmitters with an operating pressure
range of 25 MPa
• controller sample time Ts = 3ms.
Expensive load cellswere not used in the experiments tomeasure the
system's piston forces ( fpk, ∀ k∈ {1, 3}). As Eq. (66) shows, an alternative
method of obtaining the cylinder's piston force is to use the cylinder
chambers' pressure data. Note that the cylinder chambers' pressure
measurements are necessary for the controller (see Eq. (112)). For the
automation of hydraulic construction cranes, chamber pressure
measurements provide a practical solution since retroﬁtting the pressure
sensors is much easier than retroﬁtting the piston load cells.
It is well-known that, especially with small increments and high
sampling rate, a simple and often used approximation for the derivative,
namely backward difference, often leads to a noisy differentiated sig-
nals. As in our study [22] was discussed and experimentally veriﬁed, a
ﬁnite difference method [23], deﬁned as
y

tð Þ≈ 1
Ts
Xn−1
k¼0
Cky t−kTsð Þ; ð139Þ
enhanced with a Geometric Moving Average (GMA) ﬁlter [24], deﬁned
as
y kð Þ ¼ 1−γð Þy k−1ð Þ þ γu kð Þ; ð140Þ
provide an effective method to produce noise suppressed differentiated
signals. In this study, this methodwas used for ddt
AV r
 
in YA in Eq. (89)
and for ḟpkr and x

jp
in Eq. (111). Moreover, in Eq. (139), weights C =
[5 3 1 − 1 − 3 − 5]/35 were used. In Eq. (140), the most recent
input u(k) is weighted by γ and past values are weighted by (1− γ).
The value γ = 0.04 was used to compromise between disturbance
attenuation and low phase lag.
Utilized VDC feedback gains are given in Table 1.
The parameters of rigid bodies in vector θA∈ ℝ13 were identiﬁed by
utilizing the CAD (computer-aided design) software. Accurate CAD
models of all objects (see Figs. 4–7) and rigid links in open chains (see
Figs. 8–10) were generated and the components in θA ∈ ℝ13 (mass
mA, distances Admx and Admy from the rigid body frame {A}, along the x
and y axes, to the center of mass, and mass moments of inertias IAzz)
were solved from CADmodels. Utilized non-zero rigid body parameters
of rigid bodies are given in Table 2. Note that only parameters ofmoving
rigid bodies having dynamics are given and thus object 0 and link 2 are
omitted in Table 2.
In Fig. 12 the workspace of the studied manipulator without exten-
sion cylinder is shownwith the black line and the additional workspace
provided by the extension cylinder is delimited with the black dotted
line. The workspace, in which the environment imposed constraints
such as the ground, roof and the manipulator's own structure are
taken in consideration, is shownwith the blue line. The driven Cartesian
parallelogram path is shown with the red line. In the driven path, the
Cartesian point-to-point transition times (a desired execution time be-
tween two Cartesian parallelogram corner points [A, B, C, D]), deﬁning
the Cartesian velocity trajectory and utilized in this study, were selected
to be tf2=2s, tf4=4s and tf8=8s. Themotion trajectories between the
Cartesian points were carried out by utilizing a ﬁfth order Quintic rest-
to-rest trajectory generator.
The same Cartesian parallelogram path was used in our previous
studies [17] and [22], allowing fair comparison to result achieved in
this paper. In order to get consistent Cartesian position paths for the dif-
ferent test cases, in this study a desired Cartesianmotion trajectory gen-
erator, to produce a desired Cartesian path given in Fig. 12, was utilized
instead of operator-deﬁned desired Cartesian motions, e.g., with joy-
stick. However, the results achieved with a desired Cartesian motion
trajectory generator are self-evidently transferable for the operator-
deﬁned Cartesian space motion control.
Table 1
Controller feedback parameters.
Cylinder 1 Cylinder 2 Cylinder 3
kx1 = 0.03 kx2 = 0.04 kx3 = 0.012
kf1 = 5 ⋅ 10−8 kf2 = 6 ⋅ 10−8 kf3 = 1.2 ⋅ 10−8
λ1 = 25 λ2 = 28 λ3 = 35
In Eq. (89), KA = 500 ⋅ I6, for all rigid links
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7. Experimental results
In Figs. 13–15 are given the measured system data under the
Cartesian transition times tf2, tf4 and tf8, respectively (see meanings
for tf2, tf4 and tf8 from previous Section 6). In these ﬁgures the same
color code for the system actuators are used as in Figs. 2 and 3, so that
red color denotes the cylinder 1 data, blue color denotes the cylinder 2
data and green color denotes the cylinder 3 data. The required reference
trajectories for a piston velocities and piston forces are given in black.
Note that y-axes in second and third plots in Figs. 13–15 are not given
in the same scale with respect to each other in order to achieve a better
view on the measured data.
The upmost plots in Figs. 13–15 present piston position tracking er-
rors. The maximum piston position tracking errors with tf2 were
0.61 mm, 0.61 mm, and 0.47 mm for cylinder 1, cylinder 2 and cylinder
3, respectively, with tf4 these numbers were 0.45 mm, 0.57 mm and
0.25 mm, and with tf8 these numbers were 0.39 mm, 0.55 mm and
0.20 mm. As these plots illustrate, the proposed controller is able to
track desired piston position trajectories accurately despite the utilized
Cartesian transition time. Note that some static piston position errors
occur in all Cartesian transition times. These static piston position track-
ing errors can be addressed by utilizing parameter adaptation, which
was omitted in this study.
The second plots in Figs. 13–15 show themeasured piston velocities
and their required reference trajectories. In the fast velocity trajectory,
i.e., with tf2, the maximum piston velocities were 0.206 m/s, 0.154 m/s
and 0.050 m/s for cylinder 1, cylinder 2 and cylinder 3, respectively. In
themedium velocity trajectory, i.e., with tf4, themaximumpiston veloc-
ities were 0.103 m/s, 0.078 m/s and 0.023 m/s for cylinder 1, cylinder 2
and cylinder 3, respectively, and in the slow velocity trajectory, i.e., with
tf8, these velocities were 0.052 m/s, 0.039 m/s and 0.011 m/s.
The control voltages are given in the third plots of Figs. 13–15. All the
control valves operatewithin the control rate of±10V. As Figs. 13 and14
show, the smooth control valve voltages are achieved in the fast andme-
dium velocity trajectories. In the slow velocity trajectory (see Fig. 13),
slight jitter in the control voltage of control valve 3 can be noticed.
The last plots in Figs. 13–15 represent measured piston forces and
their required reference trajectories. As these ﬁgures show, measured
piston forces track well their reference trajectories with all driven
Cartesian transition times. Because parameter adaptation was omitted
in this study, it can be concluded that the system piston force trackings
could be improved.
In the authors' previous study [17], the same hydraulic crane de-
scribed in this paper was controlled with the VDC-based controller;
however, only cylinders 1 and 2 were utilized (cylinder 3 was mechan-
ically ﬁxed). If the results obtained in the experiments (see Figs. 13–15)
are compared to the corresponding results in [17], it can be seen that the
quantization noises in the controlled signals are signiﬁcantly reduced in
this study compared to the results in [17]. This can be explained by the
use of the noise-suppressing and low-phase-lag differentiating method
(see Eqs. (139) and (140)), which was not used in [17].
In Zhu's studies, e.g., in [15] and [25], the ratio3 of themaximum po-
sition tracking error (Δxmax=max |xdes− x|) to themaximum velocity
(vmax =max |ẋ|) has been used as a performance indicator for the con-
troller. Due to the lack of the existing research data for a hydraulic ma-
nipulators' Cartesian space motions, ﬁrst, in Table 3 is given Δxmax/vmax
ratios in the actuator space for the current state-of-the-artmultiple DOF
manipulators. TheΔxmax/vmax ratio for this study is cylinder 1 datamea-
sured with tf2, and it was the best recorded value for the manipulator.
The smaller the ratio in Table 3 the better the control performance.
In Table 3, Authors' paper [17] provides the ﬁrst published experi-
mental results for the VDC based control of hydraulic manipulators. In
[15], an adaptive output force control scheme for hydraulic cylinders
was proposed by using direct output force measurement through load
cells for 6-joint high-tech hydraulic robot, developed for Astronaut train-
ing purposes. In [13], 3-joint hydraulic robot arm was controlled based
on the Desired Compensation Adaptive Robust Control (DCARC). In
[11], an energy-efﬁcient model-based computed torque controller for
2-joint hydraulic manipulator was proposed. As Table 3 shows, with
the proposed controller an improved actuator control performance was
achieved compared to the previous state-of-the-art studies.
Before the redundant DOF (i.e., the cylinder 3) was enabled in the
system, the system was ﬁrst driven only with cylinder 1 and cylinder 2,
whereas object 2, object 3, and open chain 5 (see Figs. 6, 7 and 10) were
treated as a one object. The same control gains as given in Table 1 were
used for the cylinders 1 and 2. With this control set-up, the Δxmax/vmax
velocity trajectory was 0.0027 (s). This is a clear evident proof to the
VDC concept that the addition of a local subsystem with its respective
control will not affect the overall stability or control performances.
In themotion control ofmanipulators, it is obvious that, themost at-
tention should be paid to the control accuracy of the manipulator end-
effector. Fig. 16 shows the Cartesian position tracking errors for the pro-
posed controllerwith all Cartesian transition times. As Fig. 16 shows, the
3 The ratio of maximum position tracking error to the maximum velocity is given in SI
Units.
Fig. 12.Workspace with zero stroke of cylinder 3 ( ), additional workspace provided by
cylinder 3 (…), applicable structural workspace ( ) and desired/driven Cartesian path
( ).
Table 2
Utilized non-zero rigid body parameters.
Rigid Body mA Admx Admy IAzz
body frame [kg] [m] [m] [kg ⋅m2]
O1 {O1} 6.2 0.023 0.149 0.065
O2 {O2} 35.8 0.335 0.275 6.045
O3 {O3} 570.2 0.255 −0.127 67.058
L11 {B11} 17.4 0.358 0 3.131
L12 {B12} 10.4 0.330 0 1.683
L21 {B21} 18.8 0.179 0.124 1.239
L31 {B31} 17.4 0.358 0 3.131
L32 {B32} 10.4 0.330 0 1.683
L4 {B4} 75.8 0.493 0.162 27.906
L41 {B41} 9.6 0.139 0.077 0.383
L5 {B5} 6.7 0.671 0 3.606
L51 {B51} 9.3 0.581 0 4.676
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Fig. 14.Measured data under Cartesian transition time tf = 4 s. Cylinder 1 data with ( ), cylinder 2 data with ( ), cylinder 3 data with ( ) and reference trajectories with ( ).
Fig. 13.Measured data under Cartesian transition time tf = 2 s. Cylinder 1 data with ( ), cylinder 2 data with ( ), cylinder 3 data with ( ) and reference trajectories with ( ).
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Cartesian position tracking errors remain relatively small compared to
the size of the systemworkspace (see Fig. 13) with all utilized Cartesian
velocity trajectories. Also, the shape of the Cartesian position tracking
error curves remain unchanged in spite of the utilized velocity trajecto-
ry. This clearly shows that the proposed controller is able to extensively
copewith the highly nonlinear dynamical behavior of the hydraulic sys-
tem and these tracking errors are mainly originating on the static error
sources, e.g, from parameter uncertainties. The incorporation of the pa-
rameter adaptation, to reduce these static errors, will be the subject of
our future studies.
Fig. 15.Measured data under Cartesian transition time tf = 8 s. Cylinder 1 data with ( ), cylinder 2 data with ( ), cylinder 3 data with ( ) and reference trajectories with ( ).
Table 3
Ratios of the maximum piston position tracking error to the maximum velocity.
Study Δxmax/vmax Reference
This study 0.0030 (s) –
(Koivumäki 2013) 0.0039 (s) [17]
(Zhu 2005) 0.0050 (s) [15]
(Bu 2001) 0.0050 (s) [13]
(Mattila 2000) 0.0130 (s) [11]
Fig. 16.Measured Cartesian position tracking errors under tf2, tf4 and tf8.
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The computedmaximum Cartesian position tracking errors in Fig. 16
were 5.20 mm, 4.60 mm and 4.67 mm, with tf2, tf4 and tf8, respectively,
whereas the maximum Cartesian velocities were 1.05 m/s, 0.53 m/s
and 0.26 m/s with tf2, tf4 and tf8, respectively. For the fast velocity trajec-
tory tf2, the Δxmax/vmax ratio in the Cartesian space can measure to be
0.0050 (s).
Finally, in [15], the 6-joint high-tech hydraulic robot for astronaut
training purposes was driven coordinately to track a circle in 3D with
the maximum tangent velocity of 0.1 m/s and the maximum trajectory
tracking error wasmeasured to be about 1.5mm. These giveΔxmax/vmax
ratio for [15] to be 0.0150 (s). This value is three times larger as for the
proposed controller in the fast velocity trajectory.
8. Conclusion
This paper addressed a stability-guaranteed Cartesian free-space
motion control for redundant articulated hydraulic construction cranes
to increase the system's safety and productivity. The motion controller,
with the actuators' internal force control, was designed based on
the VDC approach to cope with the highly nonlinear nature of the
articulated hydraulic system. The proposedmethod provides a practical
solution for controlling hydraulic construction devices because only
the joints' angular encoders and the actuators' pressure sensors are
needed. These sensors can easily be retroﬁtted into existing devices.
As demonstrated in the experiments, the proposed controller could
handle the nonlinear dynamic behavior of the hydraulic system. It was
also demonstrated that, with the VDC concept, the addition of a local
subsystem and its respective control equations would not affect the
overall stability or control performances. Finally, compared to the previ-
ous state-of-the-art hydraulic robot manipulator studies, an improved
Cartesian space (and also actuators') position control performance
was achieved.
The parameter adaptation's effect on the system's control perfor-
mance will be studied in the authors' future studies. The proposed con-
troller will also be extended to address the contact forces between the
manipulator and the environment.
Appendix A. Proof for Theorem 1
Consider the ith object, ∀ i ∈ {0, 3}, (see Figs. 4–7) described by
Eq. (32) and combined with its respective control Eq. (89) with frame
{Oi}. Subtracting Eq. (32) from Eq. (89) yields
Oi F⁎r−
Oi F⁎ ¼ MOi
d
dt
Oi V r−
Oi V
 
þ COi

Oiω
Oi V r−Oi V
þKOi
Oi V r−
Oi V
 
:
ðA:1Þ
It follows from the skew-symmetric property of COi
Oiω
 
that
Oi V r−
Oi V
 T
COi

Oiω
Oi V r−Oi V ¼ 0 ðA:2Þ
holds ∀ i ∈ {0, 3}.
Now, if non-negative accompanying function νoi for ith object is cho-
sen as proposed in Eq. (113), then it follows from (A.1) and (A.2) that
time derivative of νoi can be derived to be as
ν

oi ¼ ðOi V r−Oi VÞTMOi
d
dt
Oi V r−
Oi V
 
¼ Oi Vr−Oi V
 T Oi F⁎r−Oi F⁎ −COi

Oiω
Oi V r−Oi V−KOi Oi V r−Oi V
  
¼ ðOi V r−Oi VÞT Oi F⁎r−Oi F⁎
 
− Oi V r−
Oi V
 T
KOi
Oi V r−
Oi V
 
:
ðA:3Þ
Furthermore, it follows from Deﬁnition 1, Eqs. (24), (33), (81)
and (90) that
Oi V r−
Oi V
 T Oi F⁎r−Oi F⁎  ¼ Oi V r−Oi V TOiUToi Toi Fr−Toi F
 
− Oi V r−
Oi V
 TOi
UBoi
Boi Fr−
Boi F
 
¼ OiUTToi
Oi V r−
Oi V
 h iT Toi Fr−Toi F 
− OiUTBoi
Oi V r−
Oi V
 h iT Boi Fr−Boi F 
¼ pToi−pBoi :
ðA:4Þ
Substituting (A.4) into (A.3) yields
ν

oi ¼− Oi V r−Oi V
 T
KOi
Oi V r−
Oi V
 
þ pToi−pBoi : ðA:5Þ
Consider the fact that the ith object has one driving cutting point asso-
ciated with frame {Boi} and one driven cutting point associated with
frame {Toi}. Using Eqs. (113) and (A.5) completes the proof of virtual sta-
bility of ith object, ∀ i ∈ {0, 3}, in the sense of Deﬁnition 2. ■
Appendix B. Proof for Theorem 1
Consider the jrth unactuated revolute open chain (see Fig. 9) with
jr=2k, ∀ k∈ {1, 2}. If non-negative accompanying functionν jr is chosen
for jrth open chain as proposed in Eqs. (115)–(117), then
Eqs. (A.1)–(A.3) can be reused by substituting frames B jr
 
and B jr1
 
for frame {Oi}, yielding
ν

B jr
¼
B jr V r−B jr VT B jr F⁎r−B jr F⁎ − B jr V r−B jr V TKB jr B jr V r−B jr V
 
ðB:1Þ
ν

B jr1
¼
B jr1V r−B jr1VT B jr1 F⁎r−B jr1 F⁎ 
− B jr1V r−
B jr1V
 T
KB jr1
B jr1V r−
B jr1V
 
:
ðB:2Þ
Furthermore, it follows from Deﬁnition 1, Eqs. (25), (26), (44), (53),
(54), (82), (83), (92), (103) and (104), that
B jr V r−
B jr V
 T B jr F⁎r−B jr F⁎ 
¼
B jr
V r−
B jr V

T
hB jr
Fr−
B jr F

−B jrUB jr1
B jr1 Fr−
B jr1 F
 i
¼ pB jr−
h
B jr1UTB jr
B jr V r−
B jr V
 
þB jr1UTB jr zτðq

jrr−q

jr
Þ
iT
B jrUB jr1
B jr1 Fr−
B jr1 F
 
¼ pB jr−pB jr1− q

jrr−q

jr
 
zTτ
B jr1 Fr−
B jr1 F
 
¼ pB jr−pB jr1
ðB:3Þ
B jr1V r−
B jr1V
 T B jr1 F⁎r−B jr1 F⁎ 
¼
B jr1V r−B jr1VThB jr1 Fr−B jr1 F−B jr1UT jr T jr Fr−T jr F
 i
¼ pB jr1−
B jr1UTT jr
B jr1V r−
B jr1V
 h iT  T jr Fr−T jr F 
¼ pB jr1−pT jr :
ðB:4Þ
Substituting Eqs. (B.3) and (B.4) into Eqs. (B.1) and (B.2), respective-
ly, yields
ν

jr
¼ ν B jr þ ν

B jr1
¼− B jr V r−B jr V
 T
KB jr
B jr V r−
B jr V
 
− B jr1V r−
B jr1V
 T
KB jr1
B jr1V r−
B jr1V
 
þ pB jr−pT jr :
ðB:5Þ
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Consider the fact that the jrth open chain has one driving cutting point
associatedwith frame T jr
 
and one driven cutting point associatedwith
frame B jr
 
. Using Eqs. (115)–(117) and Eq. (B.5) completes the proof
of virtual stability of the jrth unactuated revolute open chain, with jr =
2k, ∀ k ∈ {1, 2}, in the sense of Deﬁnition 2. ■
Appendix C. Proof for Lemma 1
Consider the jpth actuated prismatic open chain (see Fig. 8) with jp=
2k − 1, ∀ k ∈ {1, 2}. If non-negative accompanying function νoc jp is
chosen for jpth open chain as proposed in Eqs. (119)–(121),
then Eqs. (A.1)–(A.3) can be reused by substituting frames fB jp1g
and fB jp2g for frame {Oi}, yielding
ν

B jp1
¼
B jp1V r−B jp1VT B jp1 F⁎r−B jp1 F⁎ 
− B jp1V r−
B jp1V
 T
KB jp1
B jp1V r−
B jp1V
  ðC:1Þ
ν

B jp2
¼
B jp2V r−B jp2VT B jp2 F⁎r−B jp2 F⁎ 
− B jp2V r−
B jp2V
 T
KB jp2
B jp2V r−
B jp2V
 
:
ðC:2Þ
Furthermore, it follows fromDeﬁnition 1, Eqs. (27)–(29), (43), (45),
(55), (56), (58), (84)–(86), (91), (93), (105), (106), and 109 that
B jp1V r−
B jp1V
 T B jp1 F⁎r−B jp1 F⁎ 
¼
B jp1V r−B jp1VThB jp1 Fr−B jp F
−B jp1UB jp2
B jp2 Fr−
B jp2 F
 i
¼
hB jpUTB jp1 B jp V r−B jp V
 
−zτ

q

jp1r−q

jp1
iT
B jp1UB jp
B jp Fr−
B jp F
 
−½B jp2UTB jp1
B jp2V r−
B jp2V
 
−B jp2UTB jp1x f

x

jpr−x

jp
iT
B jp1UB jp2
B jp2 Fr−
B jp2 F
 
¼ pB jp− q

jp1r−q

jp1
 
zTτ
B jp1 Fr−
B jp1 F
 
−pB jp2 þ x

jpr−x

jp
 
xTf
B jp2 Fr−
B jp2 F
 
¼ pB jp−pB jp2 þ x

jpr−x

jp
 
f ckr− f ckð Þ
ðC:3Þ
B jp2V r−
B jp2V
 T B jp2 F⁎r−B jp2 F 
¼
B jp2V r−B jp2VThB jp2 Fr−B jp2 F
−B jp2UT jp
T jp Fr−
T jp F
 i
¼ pB jp2−
h
T jpUTB jp2
T jp V r−
T jp V
 
þT jpUTB jp2zτ

q

jp2r−q

jp2
iT
B jp2UTT jp
T jp Fr−
T jp F
 
¼ pB jp2−pT jp− q

jp2r−q

jp2
 
zTτ
T jp Fr−
T jp F
 
¼ pB jp2−pT jp :
ðC:4Þ
Substituting Eqs. (C.3) and (C.4) into Eqs. (C.1) and (C.2), respective-
ly, yields that
ν

oc jp
¼ ν B jp1 þ ν

B jp2
¼− B jp1V r−B jp1V
 T
KB jp1
B jp1V r−
B jp1V
 
− B jp2V r−
B jp2V
 T
KB jr1
B jp2V r−
B jp2V
 
þ pB jp−pT jp þ x

jpr−x

jp
 
f ckr− f ckð Þ
ðC:5Þ
holds with jp = 2k− 1, ∀ k ∈ {1, 2}. ■
Appendix D. Proof for Lemma 2
It follows from Eqs. (67) and (111) that
1
β
f

pkr− f

pk
 
¼ u fkd−u fkð Þ−k fk f pkr− f pk
 
−kxk x

jpr−x

jp
 
ðD:1Þ
holds with jp = 2k− 1, ∀ k ∈ {1, 3}.
In addition, term ufkd can be written, in view of Eq. (68) and
Assumption 2, as
u fkd ¼
cpk1υ ps−pakð Þ
xjp
þ cnk2υ pbk−prð Þ
l jp0−xjp
 !
ukS ukð Þ
þ cpk2υ ps−pbkð Þ
l jp0−xjp
þ cnk1υ pak−prð Þ
xjp
 !
ukS −ukð Þ:
ðD:2Þ
Now, in view of Eqs. (68) and (D.2), the following relation holds
u fkd−u fk ¼ 0 ðD:3Þ
Then, taking time derivative of Eq. (123) and using Eqs. (59), (68),
(110), (D.1), (D.2) and (D.3), yields that
ν

dk ¼ f pkr− f pk
  1
β
f

pkr− f

pk
 
¼ f pkr− f pk
 
u fkd−u fkð Þ−k fk f pkr− f pk
 2
−kxk x

jpr−x

jp
 
f pkr− f pk
 
¼−k fk f pkr− f pk
 2−kxk x jpr−x jp
 
f pkr− f pk
 
¼−k fk f pkr− f pk
 2
−kxk x

jpr−x

jp
 
f pkr− f pk þ f fk− f fk
 
¼−k fk f pkr− f pk
 2
−kxk x

jpr−x

jp
 
f ckr− f ckð Þ
ðD:4Þ
holds with jp = 2k− 1, ∀ k ∈ {1, 3}. ■
Appendix E. Supplementary data
Supplementary data to this article can be found online at http://dx.
doi.org/10.1016/j.autcon.2014.12.014.
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Stability-Guaranteed Force-Sensorless Contact
Force/Motion Control of Heavy-Duty Hydraulic
Manipulators
Janne Koivumäki and Jouni Mattila
Abstract—In this paper, a force-sensorless, high-performance
contact force/motion control approach is proposed for multiple-
degree-of-freedom hydraulic manipulators. A rigorous stability
proof for an entire hydraulic manipulator performing contact
tasks is provided for the first time. The controller design for
the manipulator is based on the recently introduced Virtual
Decomposition Control (VDC) approach. As a significant novelty,
the end-effector contact force is directly estimated from the
manipulator’s cylinder pressure data, which provides a practical
solution for heavy-duty contact force control without engaging
fragile force/torque sensors. In the experiments, the proposed
controller achieved a force control accuracy of 4.1% at a desired
contact force of 8000 N while in motion. This can be considered a
significant result due to the hydraulic actuators’ highly nonlinear
behaviours, the coupled mechanical linkage dynamics and the
complex interaction dynamics between the manipulator and the
environment.
Index Terms—hydraulic manipulators, contact force/motion
control, contact force estimation, virtual decomposition control,
nonlinear model-based control, stability analysis
I. INTRODUCTION
HYDRAULIC robot manipulators with higher payloadcapabilities than their electrical counterparts have been
widely used for heavy-duty operations for decades. In fact, the
first industrial robot, introduced by George Devol in 1959, was
driven by hydraulic actuators. For versatile hydraulic machines
(e.g. construction, forestry, mining and agricultural machines),
the operator-assisted automation functionalities that improve
system operations and safety have not been adopted by the
industry yet due to the complexity of their controls and the
lack of sound theories. However, justification for having these
functions does exist. For example, about 73% of all crane
accidents are related to operator errors [1].
The force control of hydraulic systems is challenging [2].
In electric actuators, the relationship between the control
input (electric current) and the actuator output (torque) is
approximately linear. However, in hydraulic actuators, the
relationship between control input (valve voltage/current) and
actuator output (torque/force) is complex, dynamic and highly
nonlinear since the actuator’s (whose dynamical behaviour is
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nonlinear) output force is controlled indirectly with the control
valve (whose dynamical behaviour is nonlinear). As result, the
existing control methods, which have been applied success-
fully to electrically driven manipulators, cannot be applied
directly to hydraulically actuated manipulators. In addition,
the electrically driven manipulators usually have open-chain
structures whereas the hydraulically actuated manipulators
often use closed-chain structures to convert the linear motion
of the hydraulic cylinders to a rotational motion. While they
increase mechanical stiffness, closed-chain structures naturally
complicate the kinematics and dynamics of the mechanical
linkages in these systems. Treating a closed-chain structure
as an open-chain structure (e.g. in [3] and [4]) may raise the
question of inaccurate system modeling.
The design challenges mentioned above lead to the uti-
lization of nonlinear model-based control methods to achieve
better performance in hydraulic manipulator control. Surpri-
singly, very few research results exist for advance contact
control in hydraulic manipulators compared to their electrical
manipulator counterparts, as presented in [5]–[10] (see also
historical overviews of the robot force control in [11]–[13]).
The majority of available controls for hydraulic manipulators
have mainly focused on free-space motion (see [3], [14]–
[18]), despite that hydraulic manipulation usually involves
mechanical contacts with the objects to be operated and the
environment to be interacted.
In robotic contact control, system stability issues have
drawn significant attention since the installation of the first
industrial robots (Unimate in 1961 and Versatran in 1962).
Two major types of instabilities can occur in the contact tasks:
dynamic instability (caused by the interaction between the
robot dynamics and the environment dynamics) and kinematic
instability (caused by the kinematic coordinate transforma-
tions in the control implementations) [19]–[22]. In relation
to hydraulic actuation, some single-Degree-of-Freedom (DOF)
nonlinear stability-guaranteed solutions (see [23], [24]) exist
in simplified cases; however, no research data are available on
multiple-DOF solutions. Overall, few papers on the contact
control of hydraulically actuated multiple-DOF manipulators
are available. In [25], a nonlinear proportional-integral (NPI)
controller was proposed for the impedance control of hydraulic
manipulators, but the stability of the proposed controller de-
signs were not discussed. In addition, Salcudean and Tafazoli
studied impedance control of a teleoperated mini-excavator
based on a simple proportional-derivative (PD) controller (see
[4], [26]–[28]). A stability proof for a simple PD impedance
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controller was provided in their work, but it was limited
to the single-DOF hydraulic cylinder acting on the environ-
ment. In summary, the stability-guaranteed controller design
for multiple-DOF hydraulic manipulators faces a formidable
challenge even in free motion (see discussion e.g. in [14]) and,
furthermore, remains an open problem for high-performance
contact force/motion control.
An additional significant challenge in contact control in
heavy-duty manipulation is the contact force measurement
since force control requires force feedback. The conventional
method of performing robot force control requires a six-DOF
force/moment sensor, which is placed at the end-effector. Built
using either strain-gauge technology or optics, this force sensor
is usually sensitive to overloading, which is a situation that
frequently occurs in heavy-duty operations. Moreover, in many
heavy-duty contact tasks (e.g. excavation and logging) the use
of these six-DOF force/moment sensors at the end-effector
is not practically possible due to the nature of contact tasks.
Thus, it motivates the development of new advanced solutions
to eliminate the use of force sensors at the end-effector.
With the recently introduced Virtual Decomposition Control
(VDC) approach [29], a number of significant control per-
formance improvements have been reported in the free-space
motion of both electrical and hydraulic manipulators (see
[17], [18], [30]–[33]) and in the contact control of electrically
driven manipulators (see [34], [35]). Based on VDC [29],
[35], we intend in this paper to take a major step forward
from existing control solutions for hydraulic manipulators
by introducing for the first time a high-performance contact
force/motion control for hydraulic manipulators by providing a
rigorous stability proof for the entire manipulator (not only the
actuator) performing contact tasks. In addition, a novel force-
sensorless solution to estimate the end-effector contact force
is proposed in this paper. The main contributions of this paper
can be summarized as: 1) the stability of the entire hydraulic
manipulator performing contact tasks is proved for the first
time, 2) a force-sensorless contact force estimation method is
proposed, and 3) superior contact force/motion control results
are obtained for the highly nonlinear hydraulic manipulator
interacting with the environment.
This paper is organized as follows. In Section II, the
essential mathematical foundations are introduced. A solution
for the force-sensorless contact force estimate for hydraulic
manipulators is discussed in Section III. The VDC approach
is introduced in Section IV and the proposed controller de-
sign is given, leading to the virtual stability for the studied
subsystems. In Section V, the stability of the entire system
is provided. In Section VI, experimental results for the con-
tact force/motion-controlled hydraulic manipulator are given.
Finally, conclusions are outlined in Section VII.
II. MATHEMATICAL FOUNDATION
A. Dynamics of Rigid Body
Consider an orthogonal, three-dimensional coordinate sys-
tem {A} (called frame {A} for simplicity) attached to the rigid
body. Let Av ∈ R3 and Aω ∈ R3 be the linear and angular
velocity vectors of frame {A}, expressed in frame {A}. To
facilitate the transformations of velocities among different
frames, the linear/angular velocity vector of frame {A} can
be written, in view of [29], as
AV def=
[Av
Aω
]
∈ R6. (1)
Let Af ∈R3 and Am ∈R3 be the force and moment vectors
applied to the origin of frame {A}, expressed in frame {A}.
Similar to (1), the force/moment vector in frame {A} can be
written, in view of [29], as
AF def=
[ Af
Am
]
∈ R6. (2)
Now, consider two given frames, denoted as {A} and {B},
fixed to a common rigid body. As stated in [29], the following
relations hold:
BV = AUTB
AV (3)
AF = AUBBF (4)
where AUB ∈ R6×6 denotes a force/moment transformation
matrix that transforms the force/moment vector measured and
expressed in frame {B} to the same force/moment vector
measured and expressed in frame {A}.
Let frame {A} be fixed to a rigid body. The dynamic
equation of the rigid body, expressed in frame {A}, can be
written as
MA
d
dt
(AV )+CA(Aω)AV +GA = AF∗ (5)
where AF∗ ∈ R6 is the net force/moment vector of the rigid
body expressed in frame {A}, MA ∈ R6×6 denotes the mass
matrix, CA(Aω) ∈ R6×6 denotes the matrix of Coriolis and
centrifugal terms and GA ∈R6 denotes the gravity terms. The
detailed expressions can be found in [29].
Now, let AVr ∈ R6 be the required vector (a design vector
to be specified later) of AV ∈ R6. In view of [29], the
linear parameterization expression for the required rigid body
dynamics can be written as
YAθA
def
= MA
d
dt
(AVr)+CA(Aω)AVr+GA. (6)
The detailed expressions of the regressor matrix YA ∈ R6×13
and the parameter vector θA ∈ R13 are given in [29].
Finally, based on (6), the required net force/moment vector
AF∗r ∈ R6 for the same rigid body can be specified as
AF∗r = YAθˆA+KA(
AVr−AV ) (7)
where KA ∈ R6×6 denotes a positive-definite gain matrix
characterizing the velocity feedback control for the rigid link
and YAθˆA denotes the model-based feedforward compensation
term by using the required velocities, their time derivatives and
the estimated parameters. As (7) implies, one innovation of
the VDC approach is that it enables the parameter adaptation
for the individual rigid body parameters. This has not been
possible with the conventional control approaches, which have
based on the complete dynamic models of robots.
IEEE TRANSACTIONS ON ROBOTICS 3
B. Parameter Adaptation
The following projection function from [29] is used for
parameter adaptation:
Definition 1: A projection functionP(s(t),k,a(t),b(t), t)∈
R is a differentiable scalar function defined for t > 0 such that
its time derivative is governed by
P˙ = ks(t)κ (8)
with
κ =
 0, if P 6 a(t) and s(t)6 00, if P > b(t) and s(t)> 01, otherwise
where s(t) ∈ R is a scalar variable, k > 0 is a constant and
a(t)6 b(t) holds.
The projection function defined in (8) has the following
property: For any constant Pc subject to a(t)6Pc 6 b(t), it
follows that
(Pc−P)
(
s(t)− 1
k
P˙
)
6 0. (9)
C. Virtual Cutting Points and a Simple Oriented Graph
In the VDC approach, the original system is virtually
decomposed into the subsystems by placing conceptual virtual
cutting points (VCP). A cutting point forms a virtual cutting
surface on which three-dimensional force vectors and three-
dimensional moment vectors can be exerted from one part to
another. In [29], the virtual cutting point is defined as shown
in Definition 2.
Definition 2: A cutting point is a directed separation inter-
face that conceptually cuts through a rigid body. At the cutting
point, two parts resulting from the virtual cut maintain equal
positions and orientations. The cutting point is interpreted as
a driving cutting point by one part and is simultaneously
interpreted as a driven cutting point by another part. A force
vector f ∈ R3 and a moment vector m ∈ R3 are exerted from
one part to which the cutting point is interpreted as a driving
cutting point to the other part to which the cutting point is
interpreted as a driven cutting point.
After the original system is virtually decomposed into
subsystems by placing VCPs, the system can be represented
by a simple oriented graph. A simple oriented graph is defined
in [29], as shown in Definition 3.
Definition 3: A graph consists of nodes and edges. A
directed graph is a graph in which all edges have directions.
An oriented graph is a directed graph in which each edge has a
unique direction. A simple oriented graph is an oriented graph
in which no loop is formed.
D. Virtual Stability
The unique feature of the VDC approach is the introduction
of a scalar term, namely the virtual power flow [29]; see Defi-
nition 4. The virtual power flows uniquely define the dynamic
interactions among the subsystems and play an important role
in the definition of virtual stability [29], which is defined in
a simplified form in Definition 5.
Definition 4: The virtual power flow with respect to frame
{A} can be defined as the inner product of the linear/angular
velocity vector error and the force/moment vector error as
pA = (AVr−AV )T (AFr−AF) (10)
where AVr ∈ R6 and AFr ∈ R6 represent the required vectors
of AV ∈ R6 and AF ∈ R6, respectively.
Definition 5: A subsystem with a driven VCP to which
frame {A} is attached and a driving VCP to which frame
{C} is attached is said to be virtually stable with its affiliated
vector x(t) being a virtual function in L∞ and its affiliated
vector y(t) being a virtual function in L2, if and only if there
exists a non-negative accompanying function
ν(t)> 1
2
x(t)T Px(t) (11)
such that
ν˙(t)6−y(t)T Qy(t)− s(t)+ pA− pC (12)
holds, subject to ∫ ∞
0
s(t)dτ >−γs (13)
with 0 6 γs < ∞, where P and Q are two block-diagonal
positive-definite matrices and pA and pC denote the virtual
power flows (by Definition 4) at frames {A} and {C}, respec-
tively.
III. FORCE-SENSORLESS CONTACT FORCE ESTIMATION
Force control requires force feedback. When a force sensor
at the end-effector is eliminated, an alternative method of
measuring the contact force must be provided using either
hydraulic cylinder pressure sensors or cylinder rod loadcells.
Unlike conventional force sensors that measure the exact six-
dimensional contact forces and moments at the end-effector,
the sum of the true contact forces (and moments) and the
manipulator motion forces (and moments) governed by the
manipulator inverse dynamics are measured by the cylinder
pressure sensors. Now, consider a manipulator actuated with
k hydraulic cylinders. The typical dynamics of this k-DOF
manipulator can be expressed in the actuator space as
M(xc)x¨c+C(xc, x˙c)x˙c+G(xc) = fc−JTx Cfee (14)
where xc ∈ Rk is the actuator’s displacement vector, fc ∈ Rk
is the actuator’s force vector, Jx ∈ Rk×k is a Jacobian matrix
mapping x˙c ∈Rk to the velocity in Cartesian space where the
contact happens and Cfee ∈Rk is the end-effector force vector
expressed in the manipulator’s Cartesian space coordinates.
Note that in the conventional robot force control approaches,
Cfee is measured using a force sensor placed at the end-
effector.
Using digitalized position measurements to estimate ac-
celeration is difficult and sometimes impractical. Thus, if
only the angular encoders are available, the contact force
can be estimated from (14) using the cylinder pressures1 and
removing the gravitational forces as
C fˆee = J
−T
x [ fc−G(xc)] . (15)
1The actuator’s pressure-induced force components in fc can be obtained
later using (71) and (78).
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An accurate estimation of G(xc) requires an accurate model
of the system. The VDC approach, which is discussed in more
detail in the next section, provides an efficient framework for
this meaning. Each rigid link uses only the gravitation term
in (5), i.e. AF∗ = GA. Then, similar to Sections IV-B2 and
IV-C2 (more specifically (20), (21) with δf = 0, (58)–(60) and
(62)–(70)), the system gravity terms in the actuator space can
be obtained, link by link, by propagating along the opposite
direction of the simple oriented graph (see Fig. 3), beginning
with the end-effector (from frame {G} in Fig. 2) and moving
towards the system base (to frame {B} in Fig. 2).
Note that the scheme proposed in (15) works only in slow
motions with negligible accelerations and velocities. In addi-
tion, if cylinder pressure sensors are used instead of cylinder
rod loadcell sensors, the piston friction, which amounts to
about 1∼2 kN, then comes into play. Fortunately, due to
the heavy-duty hydraulic manipulator’s special geometry, the
piston’s friction forces reflected in the end-effector are scaled
down by an order of magnitude (10 times, for example) that
depends on the manipulator’s configurations. Therefore, if
force control accuracy within 200 N is considered acceptable,
there is no need to implement loadcell sensors. These sensors
are necessary only when higher force control precision is
required.
IV. VIRTUAL DECOMPOSITION CONTROL OF THE
MANIPULATOR
The VDC approach (see [29], [36]) has been developed es-
pecially for controlling complex robotic systems. The essence
of this method is that the controller uses the dynamics of the
subsystems (rigid links and joints) rather than the dynamics
of the entire system. Thus, in the VDC approach, the control
problem of a complex robotic system can be converted into a
control problem of individual subsystems, which means that
no matter how complicated the initial system is, the dynamics
of the subsystems remain relatively simple with fixed dynamic
structures invariant to target systems [29].
Due to the VDC’s novel subsystem-dynamics-based con-
trol design, the control computations are proportional to the
number of subsystems and can be performed even by locally
embedded hardware/software [29], [33]. In contrast, with the
conventional robotic control methods, where the controller
design is based on the complete dynamic models of the robot,
the complexity (computational burden) of robot dynamics is
proportional to the fourth power of the number of DOFs of
motion. Thus, with the conventional control methods, it is
very difficult, if not impossible, to implement the control for a
very complex systems (such as a humanoid robot) on a single
computer [29].
One of the additional advantages of the VDC approach
is that the change of the dynamics of a subsystem (e.g.
substituting a hydraulic actuator for an electric motor) only
affects the respective local control equations associated with
this subsystem while keeping the control equations associated
with the rest of the system unchanged [29]. In addition, as
demonstrated in [18], more subsystems (actuators) can also be
added into the original system without control performance de-
terioration while keeping the control equations of the original
subsystems unchanged.
The first step in the VDC approach is to virtually decompose
an original system into subsystems (i.e. objects and open
chains) by placing conceptual VCPs (see Definition 2). Then,
the decomposed subsystems are represented by a simple ori-
ented graph imposing dynamic interactions among subsystems.
The system’s virtual decomposition and the simple oriented
graph presentation are addressed in Section IV-A.
Then, the subsystems dynamic-based control is designed
to make each subsystem qualified to be virtually stable. The
virtue of the VDC is that, when all subsystems are virtually
stable, the stability of the entire system is guaranteed. This is
addressed in Section V.
A. Virtual Decomposition and Simple Oriented Graph
The two-DOF heavy-duty hydraulic manipulator studied
here is shown in Fig. 1. As this figure illustrates, the ma-
nipulator is actuated by two hydraulic cylinders. Thus, two
closed-chain structures exist in the system. The closed chains
are emphasized with red triangles in Fig. 1. Though a two-
DOF system is studied, the approach developed in this paper
is extendable for systems with any number of actuators.
M
Closed chain 2
Closed chain 1
{B}
{G}
Fig. 1. The studied system, i.e. a two-DOF hydraulic manipulator.
{T3}
{T4}
{B3} {B32}
VCP
VCP
VCP
{B4}
{BO1}
VCP
{TO2}
{O2}
{G}
{B41}
{B}
Object 2
Open 
chain 3
Open 
chain 4
Object 1
Open 
chain 1
Open 
chain 2
{B31}
Object 0
Fig. 2. Virtual decomposition of the studied system.
The virtually decomposed manipulator is given in Fig. 2. In
this paper, the object 2 (interacting with the environment) and
its adjoining closed chain 2, including actuated prismatic open
chain 3 and unactuated revolute open chain 4, are studied in
detail. The remaining subsystems (given at the dashed line in
Fig. 2), which are treated here as a single subsystem, can be
further decomposed with the similar approach presented.
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In this paper, blue frames denote frames attached at the
system VCPs, red frames denote frames attached at the sub-
sidiary VCPs of the open chains, the green frame denotes the
body-fixed frame attached at the center of mass of object 2
and black frames {B} and {G} denote the fixed system base
and end-effector frames, respectively (see Fig. 2).
At the driven VCP of closed chain 2, frame {BO1} is
fixed to the controlling point of the rest subsystem and is
simultaneously fixed to link 4 of open chain 4 (see Fig. 6). In
addition, the following relations hold:
{BO1}= {B3}= {B4} (16)
where {B3} and {B4} denote the frames at the driven VCPs
of open chain 3 and open chain 4, respectively. Note that to
express the dynamics of rigid links (see (5)) in open chains,
the rigid link fixed frames must be attached. Thus, in open
chain 3, frame {B31} is attached and fixed to link 31 (see
Fig. 5) for this purpose.
At the subsidiary VCPs of open chain 3 and open chain
4, frames {B32} and {B41} are fixed to link 32 and link 41,
respectively (see Figs. 5 and 6).
At the driving VCP of closed chain 2, the frame {TO2} is
fixed to the controlled point of object 2 (see Fig. 4) and is
simultaneously fixed to link 41 of open chain 4 (see Fig. 6).
In addition, the following relations hold:
{TO2}= {T3}= {T4} (17)
where {T3} and {T4} denote the frames at the driving VCPs
of open chain 3 and open chain 4, respectively.
The simple oriented graph for the manipulator is given in
Fig. 3. In this paper, the subsystems inside the dashed line in
Fig. 3 are considered one subsystem (see the corresponding
lines in Fig. 2). Each subsystem corresponds to a node, and
each VCP corresponds to a directed edge whose direction
defines the force reference direction. Thus, a VCP is simulta-
neously interpreted as a driving VCP by one subsystem (from
which the force/moment vector is exerted or the directed edge
is pointing away) and as a driven VCP by another subsystem
(to which the force/moment vector is exerted or the directed
edge points) [29].
Object =
Open 
chain
=
O
b
je
c
t 2
VCP   =
Open chain 4
Open chain 3
Open chain 2
Open chain 1
O
b
je
c
t 1
Object 0
Fig. 3. A simple oriented graph of the studied system.
B. Object 2 – Kinematics, Dynamics, Control and Virtual
Stability
In Sections IV-B1 and IV-B2, the kinematics and dynamics
of object 2 are given. Then, the control of object 2 and
contact force/motion control are specified in Sections IV-B3
and IV-B4, respectively. Finally, the virtual stability of object
2 is proven in Section IV-B5.
1) Kinematics of Object 2: Object 2, a decomposed sub-
system of the manipulator, is shown in Fig. 4. Four frames are
F
TO2
{C} {G}
{TO2}
VCP 4
{O2}
VCP 5
Fig. 4. Object 2 in the constrained motion.
attached in object 2. Frame {TO2} exists at the driven VCP
of object 2, frame {O2} is fixed to the center of mass, and
two frames, namely {G} and {C}, are attached at the contact
point. As Fig. 4 shows, a unilateral constraint applies at the
contact point with the environment. Frame {G} represents a
manipulator’s end-effector frame. Frame {C} is a target frame
for the hybrid motion/force control. This frame has the same
origin as frame {G}, but it is aligned in relation to the system
base frame {B} (see Fig. 2). In hybrid motion/force control,
the desired end-effector velocity is described in relation to the
X-axis of {C}, whereas the desired contact force is described
in relation to the Y-axis.
The linear/angular velocity vector GV ∈ R6 in frame {G}
can be written as
GV = diag(GRC,GRC)Nsχ˙ (18)
where GRC ∈R3×3 denotes a rotation (directed cosine) matrix
connecting frame {C} with frame {G}, Ns = [1 0 0 0 0 0]T ,
and χ˙ ∈R denotes the independent velocity coordinate, which
is expressed along the X-axis of frame {C}.
The following relations hold for object 2:
O2V = GUTO2
GV
= TO2 UTO2
TO2V. (19)
2) Dynamics of Object 2: The net force/moment vector
O2F∗ ∈ R6 of object 2 can be expressed in view of (5) as
MO2
d
dt
(O2V )+CO2(
O2ω)O2V +GO2 =
O2F∗. (20)
On the other hand, the net force/moment vector (i.e. force
resultant equation) for object 2 can be written as
O2F∗ = O2UTo2
To2 F−δfO2UGGF (21)
where
δf =
{
0 approach motion
1 constrained motion. (22)
Referring back to Fig. 4, the end-effector contact
force/moment vector CF ∈ R6, expressed in the contact mo-
tion/force constraint frame {C}, can be written as
CF = NcCfee (23)
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with
Nc =
[
1 0 0 0 0 0
0 1 0 0 0 0
]T
,
and Cfee ∈ R2 is a contact force vector at the end-effector.
A methodology to estimate Cfee without using conventional
six-DOF force/moment sensors is discussed in Section III.
The contact force/moment vector CF can be mapped into
the motion space as ψ ∈ R and also into the constraint force
space as ϕ ∈ R. It follows that
ψ = NTs
CF (24)
ϕ = NTf
CF (25)
where Nf = [0 1 0 0 0 0]T , subject to NTs Nf = 0.
Now, the contact force/moment vector CF can be expressed
in frame {G} as
GF = diag(GRC,GRC)(Nsψ+Nfϕ). (26)
Then, let ψ be expressed in a linear parametrization form
as
ψ = Ysθs (27)
where, according to (24), Ys = ψ and θs = 1.
3) Control of Object 2: This section addresses the VDC-
based rigid body control of object 2.
In view of (19), the required velocity transformations in
object 2 can be written as
O2Vr = GUTO2
GVr
= TO2 UTO2
TO2Vr. (28)
Then, in view of (7), the required net force/moment vector
for object 2 can be written as
O2F∗r = YO2θˆO2 +KO2(
O2Vr−O2V ). (29)
With respect to (29), define
sO2 = Y
T
O2(
O2Vr−O2V ). (30)
Then, (8) can be used to update the ith element of θˆO2 as
θˆO2i =P(sO2i,ρO2i,θO2i,θO2i, t),∀i ∈ {1,2, ...,13} (31)
where θˆO2i denotes the ith element of θˆO2 , sO2i denotes the
ith element of sO2 , ρO2i > 0 is the update gain, θO2i denotes
the lower bound of θO2i and θO2i denotes the upper bound of
θO2i.
In relation to (21), the required force resultant equation can
be written as
O2F∗r =
O2UTO2
TO2 Fr−δfO2UGGFr. (32)
4) Contact Force/Motion Control: This section addresses
the end-effector force control without using additional flex-
ible mechanisms at the end-effector. The proposed hybrid
motion/force control allows the manipulator to achieve the
asymptotic stability of both motion control and force control
for known contact geometry while retaining the properties of
the impedance control for unknown contact geometry [35].
In the VDC approach, a control objective is to make the
controlled actual velocities track the required velocities. Note
that a required velocity differs from a desired velocity by
including one or more terms related to control errors. In this
study, the system motion control is described along the X-
axis of the motion/force control frame {C}. Thus, the required
constraint velocity χ˙r ∈ R with embedded position feedback
can be written as
χ˙r = χ˙d+λχ(χd−χ) (33)
where χ˙d ∈ R denotes the desired independent velocity coor-
dinate of the constrained robot manipulator, and λχ > 0 is the
position feedback gain. It can be seen from (33) that direct
motion control along the Y-axis of {C} is not specified in the
contact. This is addressed in the following equation.
Let ϕd ∈R be the desired vector of ϕ . In view of [35], the
required linear/angular velocity vector of frame {G} can be
written as
GVr = diag(GRC,GRC)
[
Nsχ˙r+Nfaf(ϕ˜d− ϕ˜)
]
(34)
where af > 0 is a force feedback gain, Nfaf(ϕ˜d− ϕ˜) specifies
the contact force error along the Y-axis of {C} and ϕ˜d ∈ R
and ϕ˜ ∈ R are subject to
˙˜ϕd = −cfϕ˜d+ cfϕd (35)
˙˜ϕ = −cfϕ˜+ cfϕ (36)
with cf > 0 being a gain.
In view of (26), the required force/moment vector in frame
{G} can be written as
GFr = diag(GRC,GRC)(Nsψˆ+Nfϕd) (37)
with
ψˆ = Ysθˆs. (38)
By defining
ss = Ys(χ˙r− χ˙) (39)
θˆs in (38) can be updated by using (8) as
θˆs =P(ss,ρs,θ s,θ s, t) (40)
where ρs > 0 is the update gain, θ s is the lower bound of θs
and θ s is the upper bound of θs.
5) Virtual Stability of Object 2: The following Lemma 1
and Theorem 1 ensure that object 2 qualifies to be virtually
stable in the sense of Definition 5.
Lemma 1: It follows from (18), (19), (26), (27) and (34)–
(40) that ∫ ∞
0
pG(t)dt >−γs (41)
holds with 06 γs < ∞.
Proof: See Appendix A.
Theorem 1: Object 2, having contact to the environment
and described by (18)–(21), (26) and (27), combined with
its control equations (28), (29) and (32)–(38) and with the
parameter adaptation (30), (31), (39) and (40), is virtually
stable with its affiliated vector O2Vr − O2V being a virtual
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function in both L2 and L∞ in the sense of Definition 5; This
is because a non-negative accompanying function
νO2 =
1
2
(O2Vr−O2V )T MO2(O2Vr−O2V )
+
1
2
13
∑
i=1
(θO2i− θˆO2i)2
ρO2i
(42)
can be found such that
ν˙O2 6−(O2Vr−O2V )T KO2(O2Vr−O2V )
+ pTO2 − pG (43)
holds, and according to Lemma 1,∫ ∞
0
pG(t)dt >−γs (44)
holds with 0 6 γs < ∞. Moreover, in (43), pTO2 denotes the
virtual power flow by Definition 4 in the driven VCP of object
2, and pG characterizes the virtual power flow between the
end-effector and the environment.
Proof: See Appendix B.
C. Closed Chain 2 – Kinematics, Dynamics, Control and
Virtual Stability
Closed chain 2 comprises open chain 3 and open chain 4
(see Figs. 5 and 6). Even though the VDC approach allows us
to consider these open chains individually, their kinematic and
dynamic behaviours still remain coupled. In Sections IV-C1
and IV-C2, the kinematics and dynamics of closed chain 2
are given. Then, the dynamics of the hydraulic cylinder are
introduced in Section IV-C3. The control equations are given
in Section IV-C4 and, finally, the virtual stability of open
chain 3 and open chain 4 are proven in Sections IV-C5 and
IV-C6, respectively.
ps pr
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Link 32
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{B32}
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Fig. 5. The actuated prismatic open chain 3 with a hydraulic cylinder.
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Fig. 6. The unactuated revolute open chain 4.
1) Kinematics of the Closed Chain: The actuated prismatic
open chain 3 and the unactuated revolute open chain 4 are
shown in Figs. 5 and 6, respectively. Note that the attachment
of frames in these open chains is specified in section IV-A.
The relations among joint variables x3, q4, q31 and q32 (see
Figs. 5 and 6) in the studied closed chain can be written as
x3 =
√
L241+L
2
42+2L41L42cos(q4)− x30 (45)
q31 = cos−1
(
L242− (x3+ x30)2−L241
−2(x3+ x30)L41
)
(46)
q32 = cos−1
(
L241− (x3+ x30)2−L242
−2(x3+ x30)L42
)
(47)
where L41 and L42 denote the link lengths in open chain 4 and
x30 denotes the effective length of the hydraulic cylinder with
zero piston stroke.
In view of (45), (46) and (47), the joint velocities x˙3, q˙4,
q˙31 and q˙32 can be written as
x˙3 = −L41L42sin(q4)x3+ x30 q˙4 (48)
q˙31 = − (x3+ x30)−L41cos(q31)
(x3+ x30)L41sin(q31)
x˙3 (49)
q˙32 = − (x3+ x30)−L42cos(q32)
(x3+ x30)L42sin(q32)
x˙3. (50)
Given BO1V ∈ R6 and in view of (16), (17), (45)–(50),
and Figs. 5 and 6, the relationships among the linear/angular
velocity vectors in closed chain 2 can be written as
BO1V = B3V = B4V (51)
B31V = −zτ q˙31+B3UTB31 B3V (52)
B32V = x f x˙3+B31UTB32
B31V (53)
T3V = −zτ q˙32+B32 UTT3 B32V (54)
B41V = −zτ q˙4+B4UTB41 B4V (55)
T4V = B41 UTT4
B41V (56)
TO2V = T3V = T4V (57)
where zτ = [0 0 0 0 0 1]T and x f = [1 0 0 0 0 0]T .
2) Dynamics of the Closed Chain: Referring back to Figs.
5 and 6, the following assumption for the three unactuated
rotational joints in the system closed chains is made:
Assumption 1: The friction torques of the three unactuated
rotational joints in the system closed chains are zero.
In view of Assumption 1, the torque constraints at the three
unactuated joints of closed chain 2 can be expressed by
zTτ
T3F = 0 (58)
zTτ
B41 F = 0 (59)
zTτ
B31 F = zTτ
B31 UB3
B3F = 0. (60)
The dynamic equations of the rigid bodies (i.e. link 31, link
32, link 4 and link 41) in closed chain 2, can be written in
view of (5) as
MA
d
dt
(AV )+CA(Aω)AV +GA = AF∗ (61)
by substituting frames {B31}, {B32}, {B4} and {B41} for
frame {A}.
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Note that the force/moment vector TO2F ∈R6 at the driving
VCP of closed chain 2 can be solved from (21). Then, the
force/moment vectors in this closed chain can be written as
TO2F = T3F +T4F (62)
T3F = α3TO2 F−TO2η (63)
T4F = α4TO2 F +TO2η (64)
B32F = B32F∗+B32 UT3
T3F (65)
B3F = B3UB31
B31 F∗+B3UB32
B32 F (66)
B41F = B41F∗+B41 UT4
T4F (67)
B4F = B4F∗+B4 UB41
B41 F (68)
BO1F = B3F +B4F. (69)
In (69), BO1 F ∈ R6 denotes the force/moment vector at the
driven VCP of the closed chain 2. Furthermore, in (63) and
(64), α3 and α4 denote the load distribution factors, so that
α3 +α4 = 1 holds and TO2η ∈ R6 denotes the internal force
vector, where three meaningful elements (forces in x and y
and moment in z) can be determined by satisfying the three
constraints in (58)–(60). Note that TO2η disappears in BO1 F
in (69).
The piston force fc of the cylinder in closed chain 2 can be
computed from (65) as
fc = xTf
B32 F. (70)
3) Dynamics of the Hydraulic Cylinder: Piston friction
makes a large difference between the cylinder output force
(given in (70)) and the chamber pressure-induced force [29].
Thus, to achieve appropriate piston force control, it is neces-
sary to implement a friction model for the cylinder piston. A
chamber pressure-induced force for the cylinder piston can be
defined as
fp = fc+Yfθ f (71)
where fc denotes the output force of the cylinder piston defined
in (70) and Yfθ f denotes the linear parameterized friction
model defined in [16].
Referring back to Fig. 5, the flow rates Qa and Qb entering
into the cylinder chambers can be written as
Qa = cp1υ(ps− pa)uS(u)+ cn1υ(pa− pr)uS(−u) (72)
Qb = −cn2υ(pb− pr)uS(u)− cp2υ(ps− pb)uS(−u) (73)
where cp1,cn1,cp2,cn2 > 0 are four flow coefficients of the
control valve, pa and pb are chamber pressures of the cylinder,
u is the valve control voltage, ps is the system supply pressure,
pr is the pressure of the system fluid return line, S(u) is a
selective function defined as
S(u) def=
{
1, if u > 0
0, if u ≤ 0 (74)
and υ(∆p) is the pressure-drop-related function defined as
υ(∆p) = sign(∆p)
√
|∆p|. (75)
The pressure dynamics of the cylinder chambers can be
written as
p˙a =
β
Aax3
(Qa−Aax˙3) (76)
p˙b =
β
Ab(s3− x3) (Qb+Abx˙3). (77)
In (76) and (77), β denotes the bulk modulus of fluid; Aa and
Ab denote the piston areas at both chambers; and s3 denotes
the maximum stroke of the cylinder piston.
The piston chamber pressure-induced force fp can be ex-
pressed as
fp = Aa pa−Ab pb. (78)
Then, premultiplying Aa and Ab to (76) and (77), respectively,
differentiating (78) and using (72) and (72) yields
f˙p = β
[
uf−
(Aa
x3
+
Ab
s3− x3
)
x˙3
]
(79)
where the control valve voltage-related term uf can be written
as
uf =
Qa
x3
− Qb
s3− x3
=
(
cp1υ(ps− pa)
x3
+
cn2υ(pb− pr)
s3− x3
)
uS(u)
+
(
cp2υ(ps− pb)
s3− x3 +
cn1υ(pa− pr)
x3
)
uS(−u)
=−Yv(u)θ v (80)
with
Yv(u) =

−υ(ps−pa)x3 uS(u)
−υ(pa−pr)x3 uS(−u)
−υ(ps−pb)s3−x3 uS(−u)
−υ(pb−pr)s3−x3 uS(u)

T
∈ R1×4 (81)
θ v =
[
cp1 cn1 cp2 cn2
]T ∈ R4. (82)
The assumption that the piston never reaches its two ends
is then made.
Assumption 2: The following relationship holds
0 < x3 < s3. (83)
Under Assumption 2, the univalence between u and uf in
(80) exists, provided that(
cp1υ(ps− pa)
x3
+
cn2υ(pb− pr)
s3− x3
)
> 0 (84)(
cp2υ(ps− pb)
s3− x3 +
cn1υ(pa− pr)
x3
)
> 0 (85)
hold. Now, for the given uf, a unique valve control voltage u
can be found:
u =
1(
cp1υ(ps−pa)
x3
+ cn2υ(pb−pr)s3−x3
)ufS(uf)
+
1(
cp2υ(ps−pb)
s3−x3 +
cn1υ(pa−pr)
x3
)ufS(−uf). (86)
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4) Control of the Closed Chain: The required piston veloc-
ities can be solved as[
x˙1r
x˙3r
]
= J−1x N
T
c diag(
CRG,CRG)GVr (87)
where GVr is obtained from (34).
The remaining required joint velocity variables (q˙4r, q˙31r and
q˙32r) in closed chain 2 can be solved by reusing (45)–(50) as
q˙4r = − x3+ x30L41L42sin(q4) x˙3r (88)
q˙31r = − (x3+ x30)−L41cos(q31)
(x3+ x30)L41sin(q31)
x˙3r (89)
q˙32r = − (x3+ x30)−L42cos(q32)
(x3+ x30)L42sin(q32)
x˙3r. (90)
According to (51)–(57), the required linear/angular velocity
vectors in closed chain 2 can be written as
BO1Vr = B3Vr = B4Vr (91)
B31Vr = −zτ q˙31r+B3UTB31 B3Vr (92)
B32Vr = x f x˙3r+B31 UTB32
B31Vr (93)
T3Vr = −zτ q˙32r+B32 UTT3 B32Vr (94)
B41Vr = −zτ q˙4r+B4UTB41 B4Vr (95)
T4Vr = B41UTT4
B41Vr (96)
TO2Vr = T3Vr = T4Vr. (97)
According to Assumption 1, the required torque constraints
at the three unactuated joints in closed chain 2 can be
expressed by reusing (58)–(60) as
zTτ
T3Fr = 0 (98)
zTτ
B41 Fr = 0 (99)
zTτ
B31 Fr = zTτ
B31 UB3
B3Fr = 0. (100)
In view of (7), the required net force/moment vectors for
the four rigid links in closed chain 2 can be specified as
AF∗r = YAθˆA+KA(
AVr−AV ) (101)
by substituting frames {B31}, {B32}, {B4} and {B41} for
frame {A}.
With respect to (101), define
sA = YTA(
AVr−AV ). (102)
Then, (8) can be used to update the ith element of θˆA as
θˆAi =P(sAi,ρAi,θAi,θAi, t),∀i ∈ {1,2, ...,13} (103)
where θˆAi denotes the ith element of θˆA, sAi denotes the ith
element of sA, ρAi > 0 is the update gain, θAi denotes the
lower bound of θAi and θAi denotes the upper bound of θAi.
Note that the required force/moment vector TO2Fr ∈ R6 at
the driving VCP of the closed chain 2 can be solved from (32).
Then, according to (62)–(69), the required force/moment trans-
formations in closed chain 2 can be written as
TO2 Fr = T3Fr+T4Fr (104)
T3Fr = α3TO2 Fr−TO2η r (105)
T4Fr = α4TO2 Fr+TO2η r (106)
B32 Fr = B32 F∗r +
B32 UT3
T3 Fr (107)
B3Fr = B3UB31
B31 F∗r +
B3 UB32
B32 Fr (108)
B41 Fr = B41 F∗r +
B41 UT4
T4Fr (109)
B4Fr = B4F∗r +
B4UB41
B41 Fr (110)
BO1 Fr = B3Fr+B4Fr. (111)
In (105) and (106), TO2η r ∈ R6 denotes the required internal
force vector, where three meaningful elements (the required
forces in x and y and the required moment in z) can be
determined by satisfying the three constraints in (98)–(100).
Note that TO2η r disappears in BO1 Fr in (111).
The required piston force fcr of the cylinder piston can be
computed from (107) as
fcr = xTf
B32Fr. (112)
The control laws for the hydraulic cylinder can be written
as
fpr = fcr+Yfθˆ f (113)
ufd =
(
1
βˆ
)
f˙pr+
(
Aˆa
x3
+
Aˆb
s3− x3
)
x˙3
+ kf
(
fpr− fp
)
+ kx (x˙3r− x˙3)
= Ydθˆ d+ kf
(
fpr− fp
)
+ kx (x˙3r− x˙3) (114)
with
Yd =
[
f˙pr
x˙3
x3
x˙3
s3− x3
]
∈ R1×3 (115)
θ d =
[ 1
β
Aa Ab
]T ∈ R3 (116)
where kf > 0 and kx > 0 are two feedback gains.
Then, in view of (86), the control law for the control valve
of the hydraulic cylinder can be written as
u =
1(
cˆp1υ(ps−pa)
x3
+ cˆn2υ(pb−pr)s3−x3
)ufdS(ufd)
+
1(
cˆp2υ(ps−pb)
s3−x3 +
cˆn1υ(pa−pr)
x3
)ufdS(−ufd). (117)
where cˆp1, cˆn1, cˆp2 and cˆn2 are updated parameters for cp1,
cn1, cp2 and cn2, respectively.
In relation to (84) and (85), the conditions(
cˆp1υ(ps− pa)
x3
+
cˆn2υ(pb− pr)
s3− x3
)
> 0 (118)(
cˆp2υ(ps− pb)
s3− x3 +
cˆn1υ(pa− pr)
x3
)
> 0 (119)
must be satisfied to make (117) executable. Finally, control
equation (117) can be inversely written in view of (80) as
ufd =−Yv(u)θˆ v. (120)
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The estimated parameter vectors θˆ f, θˆ d and θˆ v in (113),
(114) and (120), respectively, must be updated. Define
sf = (x˙3r− x˙3)YTf (121)
sd = ( fpr− fp)YTd (122)
sv = ( fpr− fp)YTv . (123)
The ith elements of θˆ f, θˆ d and θˆ v are updated using the P
function defined by (8) as
θˆfi =P(sfi,ρfi,θ fi,θ fi, t), ∀i ∈ {1,2, ...,7} (124)
θˆdi =P(sdi,ρdi,θ di,θ di, t), ∀i ∈ {1,2,3} (125)
θˆvi =P(svi,ρvi,θ vi,θ vi, t), ∀i ∈ {1,2,3,4} (126)
where θˆfi, θˆdi and θˆvi denote the ith element of θˆ f, θˆ d and
θˆ v, respectively; sfi, sdi and svi denote the ith element of sf,
sd and sv, respectively; ρfi > 0, ρdi > 0 and ρvi > 0 are the
update gains; θ fi, θ di and θ vi denote the lower bounds of θfi,
θdi and θvi, respectively; and θ fi, θ di and θ vi denote the upper
bounds of θfi, θdi and θvi, respectively.
5) Virtual Stability of the Actuated Open Chain 3: Lem-
mas 2 and 3 and Theorem 2 ensure that the prismatic open
chain 3 with the hydraulic cylinder (see Fig. 5) qualifies to be
virtually stable in the sense of Definition 5.
Lemma 2: Consider the open chain 3 described by (52)–
(54), (58), (60), (61) (with frames {B31} and {B32}), (65), (66)
and (70), combined with its respective control equations (92)–
(94), (98), (100), (101) (with frames {B31} and {B32}), (107),
(108) and (112), and with the parameter adaptation (102) and
(103) (with frames {B31} and {B32}). Let the non-negative
accompanying function for the actuated prismatic open chain
3 be
νoc3 = νB31 +νB32 (127)
where
νB31 =
1
2
(B31Vr−B31V )T MB31(B31Vr−B31V )
+
1
2
13
∑
i=1
(θB31i− θˆB31i)2
ρB31i
(128)
νB32 =
1
2
(B32Vr−B32V )T MB32(B32Vr−B32V )
+
1
2
13
∑
i=1
(θB32i− θˆB32i)2
ρB32i
. (129)
Then, the time derivative of (127) can be expressed by
ν˙oc3 6 −(B31Vr−B31V )T KB31(B31Vr−B31V )
−(B32Vr−B32V )T KB32(B32Vr−B32V )
+(x˙3r− x˙3)( fcr− fc)+ pB3 − pT3 . (130)
where pB3 and pT3 denote two virtual power flows by Defini-
tion 4 at the two VCPs of the open chain 3.
Proof: See Appendix C.
Note that the appearance of (x˙3r− x˙3)( fcr− fc) in the right-
hand side of (130) prevents the virtual stability of the actuated
prismatic open chain 3 from being held at this point. This term
is addressed next in Lemma 3.
Lemma 3: Consider the hydraulic cylinder dynamics de-
scribed by (71), (79) and (80), combined with the control equa-
tions (113)–(116) and (118)–(120), and with the parameter
adaptation (121)–(126). Let the non-negative accompanying
function for the dynamics of the hydraulic cylinder be
νd =
1
2β
( fpr− fp)2+ kx2
7
∑
i=1
(θfi− θˆfi)2
ρfi
+
1
2
3
∑
i=1
(θci− θˆci)2
ρci
+
1
2
4
∑
i=1
(θvi− θˆvi)2
ρvi
. (131)
Then, the time derivative of (131) can be expressed by
ν˙d 6−kf( fpr− fp)2− kx(x˙3r− x˙3)( fcr− fc). (132)
Proof: See Appendix D.
Theorem 2: The prismatic open chain 3 driven by hy-
draulic fluid and described by (52)–(54), (58), (60), (61) (with
frames {B31} and {B32}), (65), (66), (70), (71), (79) and
(80), combined with its respective control equations (92)–
(94), (98), (100), (101) (with frames {B31} and {B32}), (107),
(108), (112)–(116) and (118)–(120), and with the parameter
adaptation (102) (with frames {B31} and {B32}), (103) (with
frames {B31} and {B32}) and (121)–(126) is virtually stable
with its affiliated vectors B31Vr− B31V and B32Vr− B32V and
variable fpr− fp being virtual functions in both L2 and L∞ in
the sense of Definition 5.
Proof of Theorem 2: The proof for Theorem 2 follows
directly from Lemmas 2 and 3. Define the non-negative
accompanying function of the actuated prismatic open chain
3 driven by hydraulic fluid as
ν3 = νoc3 +
νd
kx
(133)
where νoc3 and νd are defined by (127) and (131), respectively.
Then, it follows from (130) and (132) that
ν˙3 = ν˙oc3 +
ν˙d
kx
6−(B31Vr−B31V )T KB31(B31Vr−B31V )
− (B32Vr−B32V )T KB32(B32Vr−B32V )
− kf
kx
( fpr− fp)2+ pB3 − pT3 (134)
holds.
Consider that the actuated prismatic open chain 3 driven
by hydraulic fluid has one driving VCP associated with
frame {T3} and one driven VCP associated with frame {B3}.
Using (127), (131), (133) and (134) completes the proof of
virtual stability of the actuated prismatic open chain driven
by hydraulic fluid in the sense of Definition 5.
6) Virtual Stability of the Unactuated Open Chain 4:
Theorem 3 ensures that the unactuated revolute open chain
4 (see Fig. 6) combined with its respective control equations
qualifies to be virtually stable in the sense of Definition 5.
Theorem 3: The unactuated revolute open chain 4 described
by (55), (56), (59), (61) (with frames {B4} and {B41}), (67)
and (68), combined with the control equations (95), (96), (99),
(101) (with frames {B4} and {B41}), (109) and (110) and
with the parameter adaptation (102) and (103) (with frames
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{B4} and {B41}) is virtually stable with its affiliated vectors
B4Vr− B4V and B41Vr− B41V being virtual functions in both
L2 and L∞ in the sense of Definition 5; This is because a
non-negative accompanying function
ν4= νB4 +νB41 (135)
can be found, where
νB4 =
1
2
(B4Vr−B4V )T MB4(B4Vr−B4V )
+
1
2
13
∑
i=1
(θB4i− θˆB4i)2
ρB4i
(136)
νB41 =
1
2
(B41Vr−B41V )T MB41(B41Vr−B41V )
+
1
2
13
∑
i=1
(θB41i− θˆB41i)2
ρB41i
(137)
such that
ν˙4 6 −(B4Vr−B4V )T KB4(B4Vr−B4V )
−(B41Vr−B41V )T KB41(B41Vr−B41V )
+pB4 − pT4 (138)
holds and where pB4 and pT4 denote two virtual power flows
by Definition 4 at the two VCPs of the open chain 4.
Proof: See Appendix E.
V. STABILITY OF THE ENTIRE SYSTEM
In line with Theorems 1–3, the non-negative accompanying
function for the remaining subsystem2 (given in dashed lines
in Figs. 2 and 3) can be written as
νR > 0 (139)
subject to
ν˙R 6−pBO1 (140)
where pBO1 denotes the VPF at the driving VCP of this
subsystem.
In the sense of Theorem 2.1 in [29], the virtual stability
of every subsystem ensures the stability of the entire system
because at every VCP, a positive VPF (at a driven VCP) is
connected to its corresponding negative VPF (at a driving
VCP) in the adjacent subsystem. Thus, VPFs act as ’stability
connectors’ between subsystems; eventually, all the VPFs
cancel each other out, leading to the stability of the entire
system [29].
In view of (42), (133), (135) and (139), the non-negative
accompanying function for the entire manipulator is chosen
as
ν = νR+ν3+ν4+νO2
> 1
2 ∑{A}∈Φ
(AVr−AV )T MA(AVr−AV )
+
1
2βkx
( fpr− fp)2 (141)
2The virtual stabilities of open chain 1 and open chain 2 (see in Fig. 2),
can be proven by following a procedure similar to that presented in Sections
IV-C5 and IV-C6. The virtual stabilities of object 0 and object 1 can be proven
directly with a simplified version of Theorem 1.
where set Φ contains frames {O2}, {B31}, {B32}, {B4} and
{B41}.
Then, in view of (43), (134), (138) and (140), the time
derivative of (141) can be obtained as
ν˙ 6 − ∑
{A}∈Φ
(AVr−AV )T KA(AVr−AV )− kfkx ( fpr− fp)
2
− pBO1 + pB3 − pT3 + pB4 − pT4 + pTO2 − pG. (142)
According to (51), (57), (62), (69), (91), (97), (104) and
(111), it follows that
pB3 + pB4 = pBO1 (143)
pT3 + pT4 = pTO2 . (144)
Substituting (143) and (144) for (142), all the VPFs are
cancelled out and pG is subject to (41). Thus, it follows from
Lemma 2.3 in [29] that
AVr−AV ∈ L2
⋂
L∞, ∀{A} ∈Φ (145)
fpr− fp ∈ L2
⋂
L∞ (146)
hold, leading to
χ˙r− χ˙ ∈ L2
⋂
L∞ (147)
ϕ˜d− ϕ˜ ∈ L2
⋂
L∞ (148)
x˙3r− x˙3 ∈ L2
⋂
L∞ (149)
from (18), (19), (28), (34), (53) and (93).
VI. EXPERIMENTS
This section demonstrates the contact force/motion control
performance of the proposed controller. The system set-up
and implementation issues are outlined in Section VI-A. The
experimental results are presented in Section VI-B, where
contact force transition performance in stationary motion is
studied, and in Section VI-C, where the controller’s ability to
maintain a desired constant contact force in constrained motion
is studied.
A. Experiment Set-Up and Implementation Issues
The contact set-up for the experiments is shown in Fig. 7.
For the environmental contact, a set of wooden pallets were
placed on the rubber mat.
The experimental set-up consisted of the following hardware
components:
• dSpace DS1103 system
• Dimensions for cylinders: 80/45x545
• 475 kg payload, denoted as M in Fig. 1
• Bosch 4WRPEH10 proportional valve (100 dm3/min @
∆p = 3.5 MPa per notch) for cylinders with a bandwidth
of 100 Hz @ ±5% signals
• Heidenhain ROD 456 incremental encoder (5000 inc/rev)
with IVB interpolation units for joints 1 and 2, providing
a theoretical piston position resolution < 1.2 ·10−3 mm
• Druck PTX1400 pressure transmitters with an operating
pressure range of 25 MPa
The controller sample time in the experiments was set to
3 ms since the control system turnaround time was measured
at approximately 2.8 ms. The following controller feedback
gains, given in Table I, were used in the experiments.
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Fig. 7. The contact force/motion control set-up for the experiments. The
manipulator’s position in this figure shows when the contact force/motion
control was enabled. The motion/force control frame {C}, with directions X
and Y, is marked in red.
TABLE I
CONTROLLER FEEDBACK GAINS
ACTUATOR SPACE FEEDBACK GAINS (see (114))
Cylinder 1 Cylinder 2
kx1 = 0.03 [m] kx2 = 0.03 [m]
kf1 = 6.0 ·10−8 [m2/sN] kf2 = 6.0 ·10−8 [m2/sN]
RIGID BODY VELOCITY FEEDBACK GAINS (see (7))
KA = 500 · I6 [sN/m], for all rigid links
CONTACT CONTROL FEEDBACK GAINS (see (33) and (34))
λχ = 5 [1/s] af = 2.4 ·10−4 [m/sN]
B. Contact Force Transition Performance and Environment
Stiffness
In the experiment, the end-effector was first driven in the
free-space control mode (δf = 0) to the initial position χinit
just above the wooden palettes, without contacting them (see
Fig. 7). Then, the contact force control was enabled (δf = 1) at
time t = 0 (δf triggered also a desired contact force trajectory
ϕd(t) and desired motion trajectories χd(t) and χ˙d(t)). Fig. 8
shows the measured contact force transition performances
along the Y-axis of frame {C}, while the end-effector was
intended to remain stationary in the Cartesian X-coordinate.
As this figure shows, the contact force ϕ was changed from
its initial state3, which was ϕ0 ≈ 0 N, to -8000 N in one,
two and four seconds. The black lines in Fig. 8 show the
desired contact force trajectories ϕd(t), and the red, blue and
green lines show the measured end-effector contact forces. As
3As outlined in Section III, the contact force is estimated from the hydraulic
cylinder pressures. Thus, the contact force before the interaction might not be
exactly zero.
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Fig. 8. Measured force transition performances at one-second force transition
(—), two-seconds force transition (—) and four-seconds force transition (—).
Desired force trajectories are shown with black (—).
seen in Fig. 8, the proposed controller achieves an accurate
contact force transition tracking performance in all transition
cases despite the manipulator’s highly nonlinear dynamical
behaviour and the complex interaction dynamics between the
manipulator and the environment.
Fig. 9 shows the correspondence between an applied end-
effector force and the measured displacement, with respect to
the Y-axis of motion/force control frame {C} using a two-
second desired force transition trajectory (blue line in Fig. 8).
As seen in this figure, the interaction dynamics between the
end-effector and the environment are not linear. The best es-
timated environment stiffness is approximately 2.25 ·105[N/m].
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n
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20
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Fig. 9. Correspondence between applied end-effector force and measured
displacement.
C. Contact Motion/Force Control
In the second set of experiments, the controller’s ability
to maintain a constant contact force in constrained motion
was studied using three different maximum contact force fmax
trajectories. During the experiments, the desired contact force
ϕd(t) was first changed from the initial measured force finit to
the desired maximum contact force fmax during two seconds
(see first plot in Fig. 10). Then, the end-effector was instructed
to travel a distance of 0.5 m in five seconds (see the desired
motion trajectories in the second and third plots of Fig. 10),
while the desired maximum contact force was maintained.
Finally, the desired contact force was changed back to zero.
The main experimental results of this paper are given in
Figs. 11–12. In Fig. 11, the contact force tracking perfor-
mances (along the Y-axis of the frame {C}) are given under
the maximum contact force trajectories fmax = -2000 N, fmax =
-4000 N and fmax = -8000 N. The measured end-effector
contact forces are shown in green and their desired trajectories
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Fig. 10. Desired motion/force trajectories applied in the experiments.
are shown in black. As these plots show, the measured contact
forces accurately track their desired force trajectories in all
three cases with different maximum contact forces.
Table II provides the maximum contact force tracking errors
of Fig. 11 in the downwards force transition phase (time
interval 0s–2s), in the constrained motion phase (time interval
2s–7s) and in the upwards force transition phase (7s–9s).
As this table shows, with all force trajectories the highest
contact force tracking error occurs in the force transition
phases. In addition, the maximum contact force tracking error
in the constraint motion phases is less than half of that in the
respective force transitions. This has great practical relevance
because the controllability of the maximum contact force is
usually more important than the controllability of the force
transition phases.
Fig. 12 shows the end-effector position tracking errors
(along the X-axis of frame {C}) under the maximum contact
force trajectories fmax = -2000 N, fmax = -4000 N and fmax =
-8000 N. The maximum position tracking errors in these
cases remained well below 10 mm. This can be considered
a significant result in light of the manipulator scale, which
has a reach about 3.2 meters. Fig. 12 shows that the most
challenging phase for position tracking control under contact
force/motion control seems to be the force transition from the
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Fig. 11. Contact force tracking along the Y-axis of frame {C}. Measured
contact forces are shown with green lines (—) and their reference trajectories
are shown with black lines (—).
TABLE II
ABSOLUTE VALUES OF THE MAXIMUM FORCE TRACKING ERRORS [N]
fmax = -2000 N
Force trans. ⇓ Constr. motion Force trans. ⇑
400 N 178 N 237 N
fmax = -4000 N
Force trans. ⇓ Constr. motion Force trans. ⇑
454 N 214 N 352 N
fmax = -8000 N
Force trans. ⇓ Constr. motion Force trans. ⇑
585 N 331 N 697 N
maximum force back to zero (see time interval 7s–9s). In this
phase, the maximum contact force has a notable effect on the
position tracking accuracy, whereas in the first two phases (see
0s–7s in Fig. 12), the effect of the contact force on the position
tracking accuracy appears minimal.
As a supplementary result, the system’s actuator space
feedback variables (piston velocities and piston forces) and
the cylinders’ control valve voltages are shown in Figs. 13–15
under the contact force trajectories fmax = -2000 N, fmax =
-4000 N and fmax = -8000 N, respectively. In these figures,
red lines correspond to actuator 1; blue lines correspond to
actuator 2; and black lines represent the required reference
trajectories. As shown in the two upper plots in Figs. 13–15,
the actuators’ piston velocities and piston forces accurately
track their required reference trajectories. No undesired high-
frequency control jitter exists in the cylinder’s control valve
signals (see the third plots in Figs. 13–15).
VII. CONCLUSIONS
A high-performance contact force/motion controller for
hydraulic manipulators has been proposed in this paper. To
solve the long-standing problem of the lack of a stability-
guaranteed, high-performance contact controller for multiple-
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Fig. 12. Cartesian position tracking errors along the X-axis of frame {C}.
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are shown in red (—), piston 2 variables are shown in blue (—) and required
trajectories are shown in black (—).
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Fig. 14. Actuator space variables (piston velocities, piston forces and control
voltages) under contact force trajectory fmax = -4000 N. Piston 1 variables
are shown in red (—), piston 2 variables are shown in blue (—) and required
trajectories are shown in black (—).
DOF hydraulic manipulators, this paper provides a rigorous
stability proof for an entire hydraulic manipulator that per-
forms contact tasks. The proposed controller design is based
on the recently introduced Virtual Decomposition Control
(VDC) approach to address the highly nonlinear nature of the
hydraulic actuators, the coupled mechanical linkage dynamics
and the complex interaction dynamics between the manipula-
tor and the environment.
This paper also proposed a new method of performing con-
tact force feedback control using hydraulic cylinder pressure
measurements directly; this method aims to eliminate the use
of end-effector force/torque sensors to cope with heavy-duty
hydraulic manipulation. As demonstrated by the experiments,
despite the highly nonlinear behaviour of the articulated hy-
draulic manipulator and the complex interaction dynamics
between the manipulator and the environment, superior force
tracking was achieved, which is invariant to the applied contact
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forces. With the maximum applied constant contact force of
8000 N, a maximum force tracking error as small as 331 N
occurred under the constrained motion.
APPENDIX A
PROOF FOR LEMMA 1
It follows from (9), (10), (18), (19), (26), (27), (34)–(40)
and properties NTs Ns = 1, NTf Nf = 1 and N
T
s Nf = 0 that
pG = (GVr−GV )T (GFr−GF)
= [Ns(χ˙r− χ˙)+Nfaf(ϕ˜d− ϕ˜)]T
× [Ns(ψˆ−ψ)+Nf(ϕd−ϕ)]
= (χ˙r− χ˙)(ψˆ−ψ)+(ϕ˜d− ϕ˜)af(ϕd−ϕ)
=−(χ˙r− χ˙)Ys(θs− θˆs)+(ϕ˜d− ϕ˜)af(ϕd−ϕ)
=−(θs− θˆs)
[
ss−
˙ˆθs
ρs
]
− (θs− θˆs)
˙ˆθs
ρs
+(ϕ˜d− ϕ˜)af
[
1
cf
( ˙˜ϕd− ˙˜ϕ)+(ϕ˜d− ϕ˜)
]
>−(θs− θˆs)
˙ˆθs
ρs
+(ϕ˜d− ϕ˜)afcf (
˙˜ϕd− ˙˜ϕ) (150)
holds. Then, integrating (150) over time yields∫ t
0
pG(τ)dτ >
1
2
(θs− θˆs(t))2
ρs
− 1
2
(θs− θˆs(0))2
ρs
+
af
2cf
(ϕ˜d(t)− ϕ˜(t))2− af2cf (ϕ˜d(0)− ϕ˜(0))
2
>−1
2
(θs− θˆs(0))2
ρs
− af
2cf
(ϕ˜d(0)− ϕ˜(0))2
(151)
which validates (41). 
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APPENDIX B
PROOF FOR THEOREM 1
Consider object 2, i.e. rigid body, described by (20) and
combined with its respective control equation (29). Subtracting
(20) from (29) and rearranging terms yields
O2F∗r −O2F∗ = MO2
d
dt
(O2Vr−O2V )
+CO2(
O2ω)(O2Vr−O2V )−YO2(θO2 − θˆO2)
+KO2(
O2Vr−O2V ). (152)
It follows from the skew-symmetric property of CO2(
O2ω)
that
(O2Vr−O2V )T CO2(O2ω)(O2Vr−O2V ) = 0. (153)
If a non-negative accompanying function for object 2 is
defined as proposed in (42), it follows from (9), (30), (31),
(152) and (153) that the time derivative of (42) can be
expressed by
ν˙O2 = (
O2Vr−O2V )T MO2
d
dt
(O2Vr−O2V )
−
13
∑
i=1
(θO2i− θˆO2i)
˙ˆθO2
ρO2i
=−(O2Vr−O2V )T CO2(O2ω)(O2Vr−O2V )
+(O2Vr−O2V )T YO2(θO2 − θˆO2)
− (O2Vr−O2V )T KO2(O2Vr−O2V )
+(O2Vr−O2V )T (O2F∗r −O2F∗)
−
13
∑
i=1
(θO2i− θˆO2i)
˙ˆθO2
ρO2i
=−(O2Vr−O2V )T KO2(O2Vr−O2V )
+(O2Vr−O2V )T (O2F∗r −O2F∗)
+
13
∑
i=1
{
(θO2i− θˆO2i)
[
sO2i−
˙ˆθO2
ρO2i
]}
6−(O2Vr−O2V )T KO2(O2Vr−O2V )
+(O2Vr−O2V )T (O2F∗r −O2F∗). (154)
Furthermore, it follows from (10), (19), (21), (28) and (32)
that in constrained motion, i.e. δ f = 1, it can be written
(O2Vr−O2V )T (O2F∗r −O2F∗)
= (O2Vr−O2V )T O2UTO2(TO2Fr−TO2 F)
− (O2Vr−O2V )T O2UG(GFr−GF)
=
[
O2 UTTO2(
O2Vr−O2V )
]T
(TO2 Fr−TO2 F)
−
[
O2UTG(
O2Vr−O2V )
]T
(GFr−GF)
= pTO2 − pG. (155)
Substituting (155) into (154) yields
ν˙O2 6−(O2Vr−O2V )T KO2(O2Vr−O2V )
+ pTO2 − pG. (156)
Consider the fact that object 2 has one driven VCP associated
with frame {To2}. Using (42), (156) and Lemma 1 completes
the proof of virtual stability of object 2, in the sense of
Definition 5. 
APPENDIX C
PROOF FOR LEMMA 2
Consider the actuated prismatic open chain 3, which con-
tains two rigid links, namely link 31 and link 32, and is defined
in Fig. 5. If the non-negative accompanying function is defined
as proposed in (127)–(129), then it follows from (61) and
(101)–(103) that (152)–(154) can be reused for the rigid links
in open chain 3 (by substituting frames {B31} and {B32} for
frame {O2}) and the time derivatives of (128) and (129) can
be written as
ν˙B31 6−(B31Vr−B31V )T KB31(B31Vr−B31V )
+(B31Vr−B31V )T (B31 F∗r −B31F∗) (157)
ν˙B32 6−(B32Vr−B32V )T KB32(B32Vr−B32V )
+(B32Vr−B32V )T (B32 F∗r −B32F∗) (158)
respectively. Then, in view of (10), (52)–(54), (58), (60), (65),
(66), (70), (92)–(94), (98), (100), (107), (108) and (112), it
results in
(B31Vr−B31V )T (B31 F∗r −B31F∗)
= (B31Vr−B31V )T
[
B31 UB3(
B3Fr−B3F)
−B31 UB32(B32 Fr−B32 F)
]
=
[
B3UTB31(
B3Vr−B3V )− zτ(q˙31r− q˙31)
]T
×B31 UB3(B3Fr−B3F)
−
[
B32 UTB31(
B32Vr−B32V )−B32UTB31 x f (x˙3r− x˙3)
]T
×B31 UB32(B32 Fr−B32 F)
= pB3 − (q˙31r− q˙31)zTτ (B31 Fr−B31 F)
− pB32 +(x˙3r− x˙3)xTf (B32Fr−B32 F)
= pB3 − pB32 +(x˙3r− x˙3)( fcr− fc) (159)
(B32Vr−B32V )T (B32F∗r −B32 F∗)
= (B32Vr−B32V )T
[
(B32 Fr−B32 F)
−B32 UT3(T3Fr−T3F)
]
= pB32 −
[
T3UTB32(
T3Vr−T3V )
+T3UTB32 zτ(q˙32r− q˙32)
]T
×B32UT3(T3Fr−T3F)
= pB32 − pT3 − (q˙32r− q˙32)zTτ (T3Fr−T3F)
= pB32 − pT3 . (160)
Substituting (159) and (160) into (157) and (158), respec-
tively, results that
ν˙oc3 = ν˙B31 + ν˙B32
6−(B31Vr−B31V )T KB31(B31Vr−B31V )
− (B32Vr−B32V )T KB32(B32Vr−B32V )
+(x˙3r− x˙3)( fcr− fc)+ pB3 − pT3 (161)
holds. 
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APPENDIX D
PROOF FOR LEMMA 3
It follows from (79), (80), (114)–(116) and (120) that
1
β
( f˙pr− f˙p) = Yv(θ v− θˆ v)+Yd(θ d− θˆ d)
− kf( fpr− fp)− kx(x˙3r− x˙3) (162)
holds. Differentiating (131) with respect to time and using
(9), (71), (113), (118) and (119), and the parameter adaptation
(121)–(126) and (162) result that
ν˙d = ( fpr− fp) 1β ( f˙pr− f˙p)−
7
∑
i=1
kx(θfi− θˆfi)
˙ˆθfi
ρfi
−
3
∑
i=1
(θdi− θˆdi)
˙ˆθdi
ρdi
−
4
∑
i=1
(θvi− θˆvi)
˙ˆθvi
ρvi
= ( fpr− fp)Yv(θ v− θˆ v)+( fpr− fp)Yd(θ d− θˆ d)
− kf( fpr− fp)2− kx(x˙3r− x˙3)( fpr− fp)
−
7
∑
i=1
kxk(θfi− θˆfi)
˙ˆθfi
ρfi
−
3
∑
i=1
(θdi− θˆdi)
˙ˆθdi
ρdi
−
4
∑
i=1
(θvi− θˆvi)
˙ˆθvi
ρvi
=−kf( fpr− fp)2− kx(x˙3r− x˙3)( fcr− fc)
+ kx(x˙3r− x˙3)Yf(θ f− θˆ f)−
7
∑
i=1
kx(θfi− θˆfi)
˙ˆθfi
ρfi
+( fpr− fp)Yd(θ d− θˆ d)−
3
∑
i=1
(θdi− θˆdi)
˙ˆθdi
ρdi
+( fpr− fp)Yv(θ v− θˆ v)−
4
∑
i=1
(θvi− θˆvi)
˙ˆθvi
ρvi
6−kf( fpr− fp)2− kx(x˙3r− x˙3)( fcr− fc) (163)
holds. 
APPENDIX E
PROOF FOR THEOREM 3
Consider the unactuated revolute open chain 4, which
contains two rigid links, namely link 4 and link 41, and is
defined in Fig. 6. If the non-negative accompanying function
is defined as proposed in (135)–(137), then it follows from (61)
and (101)–(103) that (152)–(154) can be reused for the rigid
links in open chain 4 (by substituting frames {B4} and {B41}
for frame {O2}) and the time derivatives of (136) and (137)
can be written as
ν˙B4 6−(B4Vr−B4V )T KB4(B4Vr−B4V )
+(B4Vr−B4V )T (B4F∗r −B4F∗) (164)
ν˙B41 6−(B41Vr−B41V )T KB41(B41Vr−B41V )
+(B41Vr−B41V )T (B41 F∗r −B41 F∗) (165)
respectively. Then, in view of (10), (55), (56), (59), (67), (68),
(95), (96), (99), (109) and (110), it results in
(B4Vr−B4V )T (B4F∗r −B4F∗)
= (B4Vr−B4V )T
[
(B4Fr−B4F)
−B4UB41(B41 Fr−B41 F)
]
= pB4 −
[
B41 UTB4(
B41Vr−B41V )+B41 UTB4zτ(q˙4r− q˙4)
]T
×B4UB41(B41 Fr−B41 F)
= pB4 − pB41 − (q˙4r− q˙4)zTτ (B41 Fr−B41 F)
= pB4 − pB41 (166)
(B41Vr−B41V )T (B41 F∗r −B41 F∗)
= (B41Vr−B41V )T
[
(B41 Fr−B41 F)
−B41 UT4(T4Fr−T4F)
]
= pB41 −
[
B41 UTT4(
B41Vr−B41V )
]T
(T4Fr−T4F)
= pB41 − pT4 . (167)
Substituting (166) and (167) into (164) and (165), respec-
tively, yields
ν˙4 = ν˙B4 + ν˙B41
=−(B4Vr−B4V )T KB4(B4Vr−B4V )
− (B41Vr−B41V )T KB41(B41Vr−B41V )
+ pB4 − pT4 . (168)
Consider the fact that the unactuated revolute open chain 4
has one driving VCP associated with frame {T4} and one
driven VCP associated with frame {B4}. Using (135)–(137)
and (168) completes the proof of virtual stability of the
unactuated revolute open chain 4 in the sense of Definition 5.

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Stability-Guaranteed Impedance Control of
Hydraulic Robotic Manipulators
Janne Koivumäki and Jouni Mattila, Member, IEEE
Abstract—In challenging robotic tasks, high-bandwidth closed-
loop control performance of the system is required for successful
task completion. One of the most critical factors inhibiting the
wide-spread use of closed-loop contact control applications has
been the control system stability problems. To prevent unstable
system behavior, the need for rigorously addressed manipulator
dynamics is substantial. This is because the contact dynamics
between a manipulator and its environment can be drastic.
In this paper, a novel Cartesian space impedance control
method is proposed for hydraulic robotic manipulators. To
address the highly nonlinear dynamic behaviour of the hydraulic
manipulator, the system control is designed according to the
subsystem-dynamics-based virtual decomposition control (VDC)
approach. The unique features of VDC (virtual power flow and
virtual stability) are used to analyze the interaction dynamics
between the manipulator and the environment. Based on the
desired impedance parameters and stability analysis, an explicit
method to design the control gains for the proposed impedance
control law is developed. The L2 and L∞ stability is guaranteed
in both free-space motions and constrained motions.
Experimental results demonstrate that the hydraulic robotic
manipulator is capable of adjusting its dynamic behaviour
accurately in relation to the imposed target impedance behaviour.
This provides compliant system behaviour, which is needed in
many dynamically challenging robotic tasks.
Index Terms—hydraulic manipulators, impedance control,
nonlinear model-based control, stability analysis, virtual decom-
position control, virtual power flow.
I. INTRODUCTION
ADVANCED robotic systems, such as humanoid robots,legged robots and exoskeletons, are currently receiv-
ing substantial attention in industry and academia. From a
mechanical design perspective, hydraulic actuators provide
an attractive solution for robotic systems because they can
produce significant forces/torques for their size, are robust
and can provide accurate motions. Indeed, hydraulic robotic
systems, such as Boston Dynamics’ BigDog, Cheetah and
Atlas, and SARCOS’ humanoids and exoskeletons, have al-
ready advanced the state-of-the-art in robotics. Academic in-
depth research is also ongoing (e.g., IIT’s HyQ and Shandong
University’s SCalf). For robotic systems, articulated limbs are
crucially important subsystems because they can provide many
versatile abilities, such as legged locomotion or manipulation
of the environment. However, successful completion of these
interactive tasks requires that the robotic system is capable
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of accurately controlling its interaction with the surrounding
environment, with humans or with other devices.
However, force control of a single hydraulic actuator is
challenging due to its highly nonlinear dynamic behaviour [1].
Moreover, control design for articulated robotic systems is
greatly complicated by the nonlinear nature of the associated
multibody dynamics. Impeded by these nonlinearities, an accu-
rate contact control for articulated hydraulic robots becomes an
extremely challenging task. In robotic contact control, system
stability issues have drawn considerable attention since the
installation of the first industrial robots, and numerous reasons
for the unstable responses have been identified [2]–[6]. One
reason is that contact dynamics between the robotic system and
the environment can be drastic while robot nonlinear dynamics
are not considered rigorously [4], [7].
The design challenges mentioned above have led to the
utilization of nonlinear model-based control (NMBC) meth-
ods to achieve better dynamic performance for hydraulic
robots, which is needed in dynamically challenging contact
tasks. In contrast to linear control methods, NMBC methods
(where the specific feedforward control term can be used
for system nonlinearities) can theoretically provide “infinite”
control bandwidth, as long as proper feedforward control
is designed [8]. As introduced in many books on the con-
trol of robots, such as [9]–[11], typical NMBC designs are
based on the complete dynamic models of robots using the
Lagrangian formulation. However, for complex robots (such
as humanoids), the implementation of complete-dynamics-
based control becomes substantially challenging, because with
these methods, the complexity (computational burden) of robot
dynamics is proportional to the fourth power of the number
of degrees of freedom (DOF) in motion [8].
Virtual decomposition control (VDC) [8], [12] is a unique
subsystem-dynamics-based control method using the Newton-
Euler formulation. A number of significant state-of-the-art
control performance improvements have been reported with
VDC with electrically-driven robots (see [13]–[18]) and with
hydraulically-driven robots (see [19]–[23]). The subsystem-
dynamics-based control of the VDC enables NMBC design
with many attractive special features for (complex) robotic
systems, including the following: 1) control computations
are proportional to the number of subsystems and can be
performed even by locally embedded hardware/software, 2)
subsystem dynamics remain relatively simple with fixed dy-
namic structures invariant to the target system, 3) changing
the control (or dynamics) of one subsystem does not affect the
control equations within the rest of the system, 4) parameter
uncertainties in the subsystem dynamics can be addressed with
a parameter adaptation and 5) system stability analysis can be
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addressed at a subsystem level using the unique features of
VDC, virtual power flow (VPF) and virtual stability.
In this paper, a novel non-switching impedance control
method is proposed. To address the highly nonlinear dy-
namic behavior of the hydraulic manipulator and to obtain
the rigorous dynamic performance needed in contact control
tasks, the manipulator’s internal control is designed based on
VDC. Interaction dynamics between the manipulator and the
environment are analyzed using a VPF located at the contact
point. Based on the analysis, an interconnection between the
desired impedance parameters (characterizing system target
impedance behaviour) and the parameters of the proposed
novel impedance control method can be found such that
impedance behavior can be designed for the system.
This paper provides the following contributions. 1) A novel
non-switching impedance control method, including the VDC
design and the proposed Cartesian space impedance con-
trol laws, is developed for hydraulic manipulators. 2) The
impedance control is designed using the framework of VDC.
3) A rigorous stability proof for a hydraulic manipulator is
provided for the first time to cover both free-space motions
and constrained motions. 4) The experiments demonstrate the
efficiency of the proposed method and rigorously support
the mathematical theorems on the stability-guaranteed system
behaviour and the target impedance behaviour.
This paper is organized as follows. Section II describes con-
tact control strategies proposed for hydraulic robotic systems.
Section III introduces the essential mathematical foundations
needed in system control design. Section IV describes the
proposed impedance control design and its VDC-based imple-
mentation. Section V concentrates on system stability issues.
Section VI demonstrates contact control performance of the
proposed controller. Conclusions are outlined in Section VII.
II. RELATED WORKS
The basic approaches for robotic force control are based on
hybrid position/force control by Raibert [24] and impedance
control by Hogan [25]. Historical overviews of robot force
control can be found in [7], [26], [27]. With electrically-driven
manipulators, the force control, as presented, e.g., in [24], [25],
[28]–[32], has been extensively studied. Typically, hydraulic
manipulators are built to operate heavy objects (e.g., logs)
or to exert large forces on the physical environment (e.g., in
excavation). Thus, it is rather surprising that only a few studies
exist regarding force control in hydraulic robotic manipulators.
Heinrich et al. [33] implemented the impedance control
technique for hydraulically-actuated manipulators for the first
time. A nonlinear proportional-integral (NPI) controller was
developed for joint control. The stability proof of the proposed
controller design was not given.
Tafazoli et al. [34] (see also related studies in [35],
[36]) studied the impedance control of a teleoperated mini-
excavator, based on a simple proportional-derivative (PD) con-
troller. Stability proof for a simple PD impedance controller
was provided, but it was limited to a single-DOF hydraulic
cylinder acting on the environment.
Zeng and Sepehri [37] proposed a nonlinear tracking control
for multiple hydraulic manipulators handling a rigid object,
where internal forces of coupled manipulators were controlled.
The control design for the system was based on a backstepping
methodology and the stability of the system was proven. How-
ever, the stability analysis was limited to situations where con-
nection to the held object was already established. The exper-
iments were carried out with two single-axis electro-hydraulic
actuators, which were connected rigidly to the common object
with spring mechanisms [38], preventing unilateral constraint.
Semini et al. [39] reported their recent results on the active
impedance control of hydraulic quadruped robot HyQ. They
used input-output feedback linearization to construct their
model-based control design for the hydraulic leg. Rigorous
stability proof for their control design was not provided.
A major step forward from the existing solutions was taken
by Koivumäki and Mattila [23], who proposed a stability-
guaranteed contact force/motion control for heavy-duty hy-
draulic manipulators. In this study, the highly nonlinear be-
haviour of the hydraulic manipulator was addressed with the
VDC approach, and hybrid motion/force control was used
to control end-effector motions and forces in their own sub-
spaces. In the experiments, superior motion and force tracking
performance were reported. In the control design, switching
from free-space motion to constrained motion was utilized.
In summary, NMBC for hydraulic manipulators with non-
switching contact control law and with rigorous stability proof
in free-space and constrained motions is still an open problem.
This problem is addressed in the present paper.
III. MATHEMATICAL FOUNDATION
This section provides essential mathematical foundations
needed in control system design.
A. Linear/Angular Velocity Vectors and Force/Moment Vectors
Consider an orthogonal, three-dimensional coordinate sys-
tem {A} (called frame {A} for simplicity) attached to the rigid
body. Let the linear/angular velocity vector of frame {A} be
written as AV = [Av Aω]T , where Av∈R3 and Aω ∈R3 are the
linear and angular velocity vectors of frame {A}. Similarly,
let the force/moment vector in frame {A} be written as
AF = [Af Am]T , where Af∈R3 and Am∈R3 are the force and
moment vectors applied to the origin of frame {A}, expressed
in frame {A}. Then, consider two given frames, denoted as
{A} and {B}, fixed to a common rigid body. The following
relations hold
BV = AUTB
AV (1)
AF = AUBBF (2)
where AUB ∈ R6×6 denotes a force/moment transformation
matrix that transforms the force/moment vector measured and
expressed in frame {B} to the same force/moment vector
measured and expressed in frame {A}.
B. Parameter Adaptation
The following projection function from [8] is used for
parameter adaptation:
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Definition 1: A projection functionP(s(t),k,a(t),b(t), t)∈
R is a differentiable scalar function defined for t > 0 such that
its time derivative is governed by
P˙ = ks(t)κ (3)
with
κ =
 0, if P 6 a(t) and s(t)6 00, if P > b(t) and s(t)> 01, otherwise
where s(t) ∈ R is a scalar variable, k > 0 is a constant and
a(t)6 b(t) holds.
The projection function defined in (3) has the following
property: For any constant Pc subject to a(t)6Pc 6 b(t), it
follows that
(Pc−P)
(
s(t)− 1
k
P˙
)
6 0. (4)
C. Virtual Cutting Points and a Simple Oriented Graph
In the VDC approach, the original system is virtually
decomposed into the subsystems by placing conceptual virtual
cutting points (VCPs). A cutting point forms a virtual cutting
surface on which three-dimensional force vectors and three-
dimensional moment vectors can be exerted from one part to
another. The VCP is defined as shown in Definition 2.
Definition 2 [8]: A cutting point is a directed separation
interface that conceptually cuts through a rigid body. At
the cutting point, two parts resulting from the virtual cut
maintain equal positions and orientations. The cutting point
is interpreted as a driving cutting point by one part and is
simultaneously interpreted as a driven cutting point by another
part. A force vector f ∈ R3 and a moment vector m ∈ R3 are
exerted from one part to which the cutting point is interpreted
as a driving cutting point to the other part to which the cutting
point is interpreted as a driven cutting point.
After the original system is virtually decomposed into
subsystems by placing VCPs, the system can be represented
by a simple oriented graph. A simple oriented graph is defined,
as shown in Definition 3.
Definition 3 [8]: A graph consists of nodes and edges. A
directed graph is a graph in which all edges have directions.
An oriented graph is a directed graph in which each edge has a
unique direction. A simple oriented graph is an oriented graph
in which no loop is formed.
D. L2 and L∞ Stability
Definition 4 [8]: Lebesgue space, denoted as Lp with p
being a positive integer, contains all Lebesgue measurable and
integrable functions f (t) subject to
‖ f‖p = lim
T→∞
 T∫
0
| f (t)|pdτ
 1p <+∞. (5)
Two particular cases are considered:
(a) A Lebesgue measurable function f (t) belongs to L2
if and only if limT→∞
∫ T
0 | f (t)|2dτ <+∞.
(b) A Lebesgue measurable function f (t) belongs to L∞
if and only if maxt∈[0,∞) | f (t)|<+∞.
The following Lemma 1 (Lemma 2.3 in [8]) provides that a
system is stable with its affiliated vector x(t) being a function
in L∞ and its affiliated vector y(t) being a function in L2.
Lemma 1 [8]: Consider a non-negative differentiable func-
tion ξ (t) defined as
ξ (t)> 1
2
x(t)T Px(t) (6)
with x(t) ∈ Rn, n > 1 and P ∈ Rn×n being a symmetric
positive-definite matrix. If the time derivative of ξ (t) is
Lebesgue integrable and governed by
ξ˙ (t)6−y(t)T Qy(t)− s(t) (7)
where y(t) ∈ Rm, m > 1 and Q ∈ Rm×m being a symmetric
positive-definite matrix and s(t) is subject to∫ ∞
0
s(t)dt >−γ0 (8)
with 06 γ0 <∞, then it follows that ξ (t) ∈ L∞, x(t) ∈ L∞ and
y(t) ∈ L2 hold.
The following Lemma 2 provides that L2 and L∞ signal re-
tains its properties after passing through a first-order multiple-
input-multiple-output (MIMO) filter.
Lemma 2 [8]: Consider a first-order MIMO system de-
scribed by
x˙(t)+Kx(t) = u(t) (9)
with x(t) ∈ Rn, u(t) ∈ Rn, and K ∈ Rn×n being symmetrical
and positive-definite. If u(t) ∈ L2⋂L∞ holds, then x(t) ∈
L2
⋂
L∞ and x˙(t) ∈ L2⋂L∞ hold.
The following Lemma 3 provides an asymptotic conver-
gence for an error signal e(t).
Lemma 3 [40]: If e(t)∈ L2 and e˙(t)∈ L∞, then lim
t→∞e(t) = 0.
E. Virtual Stability
The unique feature of the VDC approach is the introduction
of a scalar term, namely the virtual power flow (VPF); see
Definition 5. VPFs uniquely define the dynamic interactions
among the subsystems and play an important role in the
definition of virtual stability, which is defined in Definition 6.
Definition 5 [8]: The VPF with respect to frame {A} can
be defined as the inner product of the linear/angular velocity
vector error and the force/moment vector error as
pA = (AVr−AV )T (AFr−AF) (10)
where AVr ∈ R6 and AFr ∈ R6 represent the required vectors
of AV ∈ R6 and AF ∈ R6, respectively.
Definition 6 [8]: A subsystem with a driven VCP to which
frame {A} is attached and a driving VCP to which frame
{C} is attached is said to be virtually stable with its affiliated
vector x(t) being a virtual function in L∞ and its affiliated
vector y(t) being a virtual function in L2, if and only if there
exists a non-negative accompanying function
ν(t)> 1
2
x(t)T Px(t) (11)
such that
ν˙(t)6−y(t)T Qy(t)+ pA− pC− s(t) (12)
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Fig. 1. The studied system. Subfigure (a) shows the original two-DOF
hydraulic manipulator. Subfigure (b) shows a virtual decomposition of the
system. Note the parallelism (//) in the VCPs. Subfigure (c) shows a simple
oriented graph of the virtually decomposed system.
holds, subject to ∫ ∞
0
s(t)dt >−γs (13)
with 0 6 γs < ∞, where P and Q are two block-diagonal
positive-definite matrices and pA and pC denote the VPFs (by
Definition 5) at frames {A} and {C}, respectively.
IV. CONTROL OF THE MANIPULATOR
This section addresses a design of novel impedance control
method for a two-DOF hydraulic manipulator, which is shown
in Fig. 1(a). Even though a two-DOF system is studied in this
paper, the developed approach is extendable to systems with
any number of actuators. First, to address the highly nonlinear
behaviour of the hydraulic manipulator, Section IV-A shows
the manipulator’s internal control design based on the VDC
approach. Then, Section IV-B introduces the novel impedance
control method, designed using the framework of VDC.
A. Virtual Decomposition Control
The first step in the VDC approach is to virtually decompose
an original system into subsystems (i.e., objects and open
chains) by placing conceptual VCPs (see Definition 2). Then,
the decomposed subsystems are represented by a simple ori-
ented graph imposing dynamic interactions among subsystems.
The system’s virtual decomposition and the simple oriented
graph presentation are addressed in Section IV-A1.
Then, the subsystem-dynamic-based control is designed to
make each subsystem qualified to be virtually stable. The
virtue of the VDC is that when all subsystems are virtually
stable, the stability of the entire system can be guaranteed.
This is addressed in Section V.
F
TO2
{G}
{TO2}
{O2}
F
G
VCP
Fig. 2. Object 2 in the constrained motion.
1) Virtual Decomposition and Simple Oriented Graph: The
virtually decomposed manipulator is shown in Fig. 1(b). As
discussed, changing the control (or dynamics) of one subsys-
tem does not affect the control equations within the rest of the
system. In this study, only the control equations subject to Ob-
ject 2 have been changed in relation to [23]. For this reason,
only the control design for Object 2 (subsystem interacting
with the environment) has been studied in detail in this paper.
Control designs for the remaining subsystems, shown at the
dashed line in Fig. 1(b), can be found in [23].
The simple oriented graph for the manipulator is shown
in Fig. 1(c). In this paper, the subsystems inside the dashed
line in Fig. 1(c) are considered as one subsystem; see the
corresponding lines in Fig. 1(b). Each subsystem corresponds
to a node, and each VCP corresponds to a directed edge
whose direction defines the force reference direction. Thus,
a VCP is simultaneously interpreted as a driving VCP by one
subsystem (from which the force/moment vector is exerted or
the directed edge is pointing away) and as a driven VCP by
another subsystem (toward which the force/moment vector is
exerted or the directed edge points) [8].
Next, in Sections IV-A2 through IV-A4, the kinematics,
dynamics and control of Object 2 are given.
2) Object 2 – Kinematics: Fig. 2 shows the Object 2, to
which frame {O2} is fixed to describe the force and motion
specifications. Frame {TO2} exists at the driven VCP of Object
2, and frame {G} is the end-effector target frame where the
contact occurs and in which the Cartesian motion and force
control is specified.
The linear/angular velocity vector GV ∈ R6 in frame {G}
can be written as
GV = Ncχ˙ (14)
where χ˙ ∈R2 is the Cartesian velocity vector and the mapping
matrix Nc can be written as
Nc =
[
1 0 0 0 0 0
0 1 0 0 0 0
]T
.
The following relations hold for Object 2:
O2V = GUTO2
GV
= TO2 UTO2
TO2V. (15)
3) Object 2 – Dynamics: The end-effector force/moment
vector in frame {G} can be written as
GF = NcG f (16)
where G f ∈R2 is a Cartesian contact force vector (exerted by
the manipulator on the environment).
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The net force/moment vector O2F∗ ∈ R6 of Object 2, ex-
pressed in frame {O2}, can be written in view of [8] as
MO2
d
dt
(O2V )+CO2(
O2ω)O2V +GO2 =
O2F∗ (17)
where MO2 ∈ R6×6 denotes the mass matrix, CO2(O2ω) ∈
R6×6 denotes the matrix of Coriolis and centrifugal terms and
GO2 ∈ R6 denotes the gravity terms.
On the other hand, the net force/moment vector (i.e., force
resultant equation) for Object 2 can be written as
O2F∗ = O2UTo2
To2F−O2UGGF. (18)
4) Object 2 – Control: This section addresses the VDC-
based rigid body control of Object 2.
Similar to (14), the required linear/angular velocity vector
in the end-effector target frame {G} can be written as
GVr = Ncχ˙ r (19)
where χ˙ r ∈R2 is the required Cartesian space velocity (design)
vector specified later in (31).
In view of (15), the required velocity transformations in
Object 2 can be written as
O2Vr = GUTO2
GVr
= TO2 UTO2
TO2Vr. (20)
Similar to (16), the required force/moment vector in the
end-effector target frame {G} can be obtained as
GFr = NcG f d (21)
where G f d ∈ R2 is a desired Cartesian contact force vector.
Then, in view of [8], the required net force/moment vector
for Object 2 can be written as
O2F∗r = YO2θ̂O2 +KO2(
O2Vr−O2V ) (22)
with
YO2θO2 = MO2
d
dt
(O2Vr)+CO2(
O2ω)O2Vr+GO2 (23)
where regressor matrix YO2 ∈ R6×13 and parameter vector
θO2 ∈ R13 can be solved as shown in [8, in Appendix A].
Moreover, in (22), θ̂O2 denotes the estimate of θO2 and
KO2 is a symmetric positive-definite matrix characterizing the
velocity feedback control.
The estimated parameter vector θ̂O2 in (22) needs to be
updated. Define
sO2 = Y
T
O2(
O2Vr−O2V ). (24)
Then, (3) can be used to update the ith element of θ̂O2 as
θ̂O2i =P(sO2i,ρO2i,θO2i,θO2i, t),∀i ∈ {1,2, ...,13} (25)
where θ̂O2i denotes the ith element of θ̂O2 , sO2i denotes the
ith element of sO2 , ρO2i > 0 is the update gain, and θO2i and
θO2i denote the lower bound and the upper bound of θO2i.
In relation to (18), the required force resultant equation can
be written as
O2F∗r =
O2UTO2
TO2 Fr−O2UGGFr. (26)
Finally, the following Lemma 4 is used to prove the virtual
stability of Object 2.
Lemma 4: Consider Object 2, described by (15), (17) and
(18), combined with its control equations (20), (22) and (26)
and with the parameter adaptation (24) and (25). Let the non-
negative accompanying function νO2 be
νO2 =
1
2
(O2Vr−O2V )T MO2(O2Vr−O2V )
+
1
2
13
∑
i=1
(θO2i− θ̂O2i)2
ρO2i
(27)
Then, the time derivative of (27) can be expressed by
ν˙O2 6−(O2Vr−O2V )T KO2(O2Vr−O2V )+ pTO2 − pG (28)
where pTO2 is the VPF by Definition 5 at the driven VCP
of Object 2, and pG characterizes the VPF between the end-
effector and the environment.
Proof: The proof is similar to Appendix B in [23].
Remark 1: Note that Object 2 has only one VCP (see Fig. 2)
but two VPFs exists in (28). The VPF pTO2 locates at the
VCP in Object 2. Thus, for the virtual stability of Object 2, a
solution (which satisfies Definition 6) must be found for the
VPF pG in (28). This will be addressed later in Section V-A.
B. The Design of the Proposed Impedance Control
In this section, the impedance control law by Hogan [25] is
introduced first in Section IV-B1. Then, the proposed Cartesian
space impedance control laws are designed in Section IV-B2.
1) Impedance Control Law: In view of Hogan [25], the
target impedance for the manipulator can be described as
G f d−G f =−Md(χ¨ d− χ¨ )−Dd(χ˙ d− χ˙ )−Kd(χ d−χ ) (29)
where Md ∈ R2×2, Dd ∈ R2×2 and Kd ∈ R2×2 are diagonal
positive-definite matrices and characterize the desired inertia,
damping and stiffness, respectively. Neglecting the inertia term
in (29), the target impedance can be written as
G f d−G f =−Dd(χ˙ d− χ˙ )−Kd(χ d−χ ). (30)
Then, the following Assumption 1 is made for the desired
impedance parameters Dd and Kd.
Assumption 1: The desired damping Dd and stiffness Kd
are selected such that: 1) their ratio and magnitudes are not
subject to unstable behavior in the overall system; and 2) the
target impedance in (30) is attainable for the manipulator.
Assumption 1 imposes the condition that the impedance pa-
rameters Dd and Kd must be selected within the dynamic range
of achievable impedance, so-called Z-width [41], which de-
fines the combination of stiffness and damping that can be pas-
sively achieved by a certain mechanism. One method to define
Z-width for hydraulic articulated systems is given in [42].
2) Proposed Impedance Control Laws: In the framework of
VDC, the required velocity1 serves as a reference trajectory for
a system and the control objective is to make the controlled ac-
tual velocities track the required velocities. In this section, the
1The general format of a required velocity includes a desired velocity
(which usually serves as a reference trajectory for a system) and one or more
terms that are related to control errors [8].
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Object 2 is addressed in Section IV.A.4. 
Remaining subsystem is addressed in [23] Physical system, addressed in detail in [23]
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Fig. 3. Diagram of the designed novel impedance control for the hydraulic manipulator. The required Cartesian velocity χ˙ r is computed from (31). Then, the
required joint velocity vector q˙r is solved using the Jacobian matrix. The detailed structure for the remaining subsystem (see Fig. 1) inside the VDC block
can be found in [23]. The output uc of the VDC block is the control signal for the hydraulic valves, which control the hydraulic cylinders. Finally, the motion
dynamics of the manipulator is produced by the output force f p of the hydraulic cylinders. Please see [23] for more details.
objective is to design such a control for the required Cartesian
velocity vector χ˙ r ∈R2 in (19), which 1) realizes the Cartesian
impedance behaviour for the manipulator and 2) qualifies
Object 2 as virtually stable in the sense of Definition 6.
Let χ˙ r for the manipulator be designed as
χ˙ r = χ˙ d+Λχ(χ d−χ )+Λ f (G f d−G f ) (31)
where Λχ ∈ R2×2 and Λ f ∈ R2×2 are two diagonal positive-
definite matrices characterizing Cartesian position and force
control, and let them be defined according to Condition 1.
Condition 1: The diagonal positive-definite matrices Λ f and
Λχ are defined as
Λ f = D−1d (32)
Λχ = KdD−1d . (33)
Then, the following Theorem 1 provides that the target
impedance behaviour (30) can be achieved for the system.
Theorem 1: Consider the proposed control law (31), which
defines the required velocity behaviour for the system. If and
only if the diagonal positive-definite matrices Λ f and Λχ in
(31) are defined according to (32) and (33) in Condition 1, then
the control law (31) equals the target impedance law (30).
Proof: See Appendix A.
A diagram for the proposed control design is shown in Fig. 3.
Remark 2: Compared to the typical Cartesian free-space
control law, term Λ f (G f d−G f ) is included in (31). In this
study, G f d = [0 0]
T is used. This enables a high control band-
width in free space (see free-space results in [22]), provided
that zero contact force is measured in free-space motions, i.e.,
(G f d−G f ) = 0 holds. Alternatively, time-variant solutions for
G f d are not excluded.
Remark 3: Note that the actual target impedance behavior
in (30) is not directly involved in the system control; rather,
the proposed impedance control law (31) with Condition 1
provides an input for the control system (see Fig. 3). In
principle, the proposed control law (31) differs from the target
impedance law (30). However, as Theorem 1 shows, the target
impedance behaviour (30) can be designed for (31) with Dd
and Kd by using Condition 1.
Theorem 1 satisfies the first objective above: realization
of the target impedance behaviour for the required Cartesian
velocity vector χ˙ r in (19). The realization of the second
objective (Object 2 qualifies as virtually stable in the sense
of Definition 6) using the designed control laws (31)–(33) is
analyzed next in Section V-A.
V. STABILITY ANALYSIS
The conceptual VPFs (see Definition 5) are a unique feature
of VDC and they are used to address the dynamic interaction
between subsystems. The virtual stability (see Definition 6) of
every subsystem ensures that, at every placed VCP, a negative
VPF (at a driving VCP of a subsystem) is connected to its
corresponding positive VPF (at a driven VCP of the adjacent
subsystem). Thus, VPFs act as “stability connectors” between
subsystems; eventually, they cancel each other out at every
VCP [8]. Finally, as addressed in Theorem 2.1 in [8], the
virtual stability of every subsystem ensures the L2 and L∞
stability (see Lemma 1) of the entire system.
As can be seen from Fig. 2, only one VCP
(
having a
VPF pTO2 ; see (28)
)
is specified for Object 2. However,
in (28), there also exists another VPF pG (characterizing
the dynamic interaction between the manipulator and the
environment), which has no “stabilizing counterpart”. Con-
sequently, it is control designer’s obligation to ensure that a
control is designed for the system such that Object 2 qualifies
to be virtually stable. Next, in Section V-A, the VPF pG
between the manipulator and the environment is analyzed
using Definitions 5–6, eventually leading to the stabilizing
solution for pG and virtual stability of Object 2. Finally, the
stability of the entire system is proven in Section V-B.
A. Virtual Stability of Object 2
Using the designed control law (31), the following Lemma 5
can be derived.
Lemma 5: Definition 5, (14), (16), (19), (21), (30) and (31)
yields
pG = (χ˙ d− χ˙ )T (DdΛ f Dd−Dd)(χ˙ d− χ˙ )
+(χ d−χ )T (KdΛ f Kd−ΛχKd)(χ d−χ )
+(χ d−χ )T (2DdΛ f Kd−ΛχDd−Kd)(χ˙ d− χ˙ ). (34)
Proof: See Appendix B.
Then, the following Lemma 6 is defined for pG to provide
sufficient conditions for the virtual stability of Object 2.
Lemma 6: Let the following constraints hold for the diago-
nal positive-definite matrices Λ f and Λχ :
Λ f > D−1d (35)
Λχ 6 KdΛ f . (36)
Then, it follows from Lemma 5 that∫ t
0
pG(τ)dτ >−γG (37)
holds with 06 γG < ∞.
Proof: See Appendix C.
Finally, the following Theorem 2 ensures that Object 2
qualifies as virtually stable in the sense of Definition 6.
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Theorem 2: Let Condition 1 hold. Then, using Lemma 4,
Lemma 5 and Lemma 6, Object 2 qualifies as virtually stable
in the sense of Definition 6.
Proof: Let Condition 1 hold. Substituting Λ f and Λχ (in
Condition 1) into Lemma 5 yields pG = 0→
∫ t
0 pG(τ)dτ = 0,
which satisfies (37) in Lemma 6 (note that Condition 1 satisfies
the constraints in (35) and (36) in Lemma 6). Consider the
fact that Object 2 has one driven VCP associated with frame
{TO2}. Then, using Lemma 4 and (37), Object 2 qualifies as
virtually stable in the sense of Definition 6.
Remark 4: The design process for the proposed impedance
control laws (31)–(33) is iterative. The virtual stability, i.e,
Definition 6, of Object 2 determines the general constraints
for this process. In addition, the designed control input should
be written in the form of required velocity (see the footnote
in Section IV-B2), constraining the design of (31). Then,
given the target impedance law (30), Definition 5 is used to
design the control laws (31)–(33), which realizes the Cartesian
impedance behavior for the system (see Theorem 1) and
provides virtual stability for Object 2 (see Theorem 2).
Remark 5: Assumption 1, Condition 1 and Theorem 1 define
that Λ f and Λχ in (31) are not subject to unstable system
behaviour. As the constraints (35) and (36) in Lemma 6 sug-
gest, in addition to Condition 1, other stable solutions for
Λ f and Λχ can also exist. This is true; a Z-width [41] can
be determined for the impedance-controlled systems [42].
Note that selecting Λ f and Λχ with (35) and (36) (excluding
solution in Condition 1) will result to different impedance
behaviour in relation to the specified Dd and Kd.
B. Stability of the Entire System
In relation to [23], only the control laws for Object 2 have
been changed in this paper. Thus, in view of [23], the non-
negative accompanying function and its time-derivative for the
remaining subsystem, shown with dashed lines in Fig. 1(b)–
(c), can be written as
νR > 0 (38)
ν˙R 6 −pTO2 (39)
where pTO2 is the VPF at the driving VCP of this subsystem.
The following Theorem 3 guarantees the stability of the
entire system, in view of Lemma 1.
Theorem 3: Consider Object 2, shown in Fig. 2 and de-
scribed by Lemma 5. Furthermore, let the remaining subsys-
tem be addressed with (38) and (39), and let Assumption 1
and Condition 1 hold. Then, using (27), (28), (38), (39)
and Lemma 6, it can be shown that O2Vr − O2V ∈ L2⋂L∞
holds, in view of Lemma 1. Consequently, this yields that
Λ−1f (χ˙ d− χ˙ )+Λ−1f Λχ(χ d−χ )+(G f d−G f ) ∈ L2
⋂
L∞ holds.
In the special case (G f d−G f )= 0, it follows from Lemma 2
that χ˙ d − χ˙ ∈ L2
⋂
L∞ and χ d − χ ∈ L2
⋂
L∞ hold, with an
asymptotic convergence for χ d−χ (in the sense of Lemma 3).
Proof: See Appendix D.
Remark 6: In Theorem 3, (G f d − G f ) 6= 0 denotes con-
strained motion and (G f d−G f ) = 0, with G f d = [0 0]T , de-
notes free-space motions.
VI. EXPERIMENTS
This section demonstrates the contact control performance
of the proposed controller. System set-up and implementation
issues are outlined in Section VI-A. Section VI-B demonstrates
the controller’s ability to prevent excessive contact forces when
the manipulator collides with an object. The main results of
this study are presented in Section VI-C, where the proposed
control method is verified and the accuracy of Theorem 1 is
shown in practice.
A. Experimental Set-up and Implementation Issues
The experimental set-up for the contact experiments is
shown in Fig. 4. For the environmental contact, a set of
wooden pallets was placed on a rubber mat. The set-up
consisted of the following hardware components:
• dSpace DS1103 system, with 3 ms sample time
• 475 kg payload, denoted as M in Fig. 1(a)
• Bosch 4WRPEH10 proportional valve (100 dm3/min @
∆p = 3.5 MPa per notch) for cylinders
• Heidenhain ROD 456 incremental encoder (5000 inc/rev)
with IVB interpolation units for joints 1 and 2, providing
a theoretical piston position resolution < 1.2×10−3 mm
• Druck PTX1400 pressure transmitters (range of 25 MPa)
{G}
{B}
1st pallet
2nd pallet
3rd pallet
X
Y
Y
X
Fig. 4. The experimental set-up. Manipulator’s base frame {B} and end-
effector target frame {G} are shown in red. The manipulator’s position in
this figure shows the starting point of the driven motion trajectories.
In the experiments, the manipulator should be stiff along the
frame {G} X-axis (the direction of unconstrained motion) and
compliant along the frame {G} Y-axis (the direction of con-
strained motion). For this reason, in Dd and Kd, high gains
were imposed along the X-axis and minor gains were imposed
along the Y-axis. Table I shows Λ f and Λχ based on the
determined Dd and Kd.
TABLE I
GAINS FOR THE CARTESIAN CONTROL; SEE (31)
Specified Dd and Kd for the manipulator
Dd = diag(1 ·105, 2.2 ·103)
Kd = diag(1 ·106, 1.1 ·104)
⇓
Condition 1
Λ f = diag(1.0 ·10−5, 4.545 ·10−4)
Λχ = diag(10, 5)
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As Fig. 4 shows, a force sensor that measures the exact six-
dimensional contact forces/moments at the end-effector was
not used. The contact forces (applied by the manipulator on
the environment) were estimated from the cylinder chamber
pressures by removing the gravitational forces. This method-
ology to estimate the contact forces is discussed in more detail
in [23]. Even though this method has some limitations, e.g., in
force estimation accuracy, it may provide a practical solution
for many heavy-duty operations where a fragile six-DOF
force/moment sensor cannot be placed at the end-effector.
B. Collision Experiment
To test the proposed controller interaction dynamics be-
haviour, in the first set of experiments, a collision between the
manipulator end-effector and an obstacle was arranged with
three different Cartesian velocities. The manipulator position
in Fig. 4 shows the starting point for the test trajectories. Then,
a set of wooden pallets was placed in the way of the driven
trajectories, so that the end-effector collided with the surface
of the second pallet (when pallet 1 was removed); see Fig. 4.
In the first trajectory, the end-effector was instructed to travel
from −0.5 m to −1.0 m along the Y-axis of the system base
frame {B} in one second. Then, the same path was driven
over three seconds and, finally, over five seconds.
The plots in the first row of Fig. 5 show the manipulator
position paths in blue, red and green, using a one-second
trajectory, three-second trajectory and five-second trajectory,
respectively. In these plots, the desired path is shown in
black and the surface of the second pallet is depicted with a
dashed line. As these plots show, the proposed controller limits
the end-effector path when contact with the environment is
established. The collision velocities between the end-effector
and the environment were −0.52 m/s, −0.26 m/s and −0.18
m/s for the one-second trajectory, three-second trajectory and
five-second trajectory, respectively. Note that the X-axes of the
plots are scaled significantly smaller compared to the Y-axes.
The plot in the second row of Fig. 5 shows the measured
end-effector contact forces in blue, red and green, using the
one-second trajectory, three-second trajectory and five-second
trajectory, respectively. The contact points are shown by blue
circles. As this plot shows, the proposed controller efficiently
limits the contact force (applied by the manipulator on the
environment along the frame {G} Y-axis) to approximately
−2800 N when contact with the environment is established.
Because contact forces were estimated from the cylinder
chamber pressures, inaccuracies exist in the estimates; there-
fore, the measured end-effector force before contact is not
zero. This is due to the fact that system inertia and piston
friction were not considered in the contact force estimation.
Thus, the smaller velocity yields a better contact force esti-
mation in free space. One practical method to estimate link
accelerations (and to address the system inertia in the contact
force estimation proposed in [23]) can be found in [43].
C. Target Impedance Behaviour
In the second set of experiments, three test cases were
chosen to evaluate the ability of the proposed controller to
Cartesian forces along Y-axis of frame {G}
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F
o
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e
 [
k
N
]
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 Y
 [
m
]
Pallet 2 
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-0.6
-0.8
-1.0
-0.4
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3-second trajectory
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Fig. 5. The collision experiments. The plots in the first row show the measured
end-effector paths in color, the desired paths in black and the surface of the
environment with the dashed line. The test cases in the first row are driven
using 1-second, 3-second and 5-second trajectories. The plot in the second row
shows the measured contact forces in the test trajectories.
perform the target impedance behaviour. In test case 1, contact
occurred on the surface of pallet 1. In test case 2, contact
occurred on the surface of pallet 2 (after removing pallet 1).
In test case 3, contact occurred on the surface of pallet 3 (after
removing pallets 1 and 2). The manipulator position in Fig. 4
shows the starting point for the test trajectories.
Fig. 6 shows the test trajectory in the Cartesian coordinates
(along the Y- and X-axes of the system base frame {B}). The
surfaces of wooden pallets 1–3 are marked in the first plot
(see relation to Fig. 4). As Fig. 6 shows, the end-effector was
first instructed to travel a distance of −0.5 m along the Y-axis
in three seconds (see time interval 0–3 s from the first plot).
Then, the end-effector was instructed to travel a distance of 0.5
m along the X-axis in three seconds (see time interval 3–6 s
from the second plot). Finally, the end-effector was instructed
to travel a distance of 0.5 m along the Y-axis in three seconds
(see time interval 6–9 s from the first plot).
The main results of this paper are shown in Figs. 7–9. The
first plots in Figs. 7–9 show the desired Cartesian paths in
black and the measured Cartesian paths in red. The contact
point is shown by a blue circle in these plots. As all these plots
show, the proposed controller delimits the end-effector position
when contact with the environment occurs, thus preventing ex-
cessive contact forces from being applied to the environment.
Desired Cartesian position trajectory along Y-axis
Time [s]
3
[m
]
6 9
-0.5
-1.0
[m
]
1.7
2.2
Desired Cartesian position trajectory along X-axis
Pallet 1 surface 
Pallet 2 surface
Pallet 3 surface
3 6 9
Fig. 6. Desired Cartesian position trajectories. The first plot shows the desired
Cartesian position trajectory along the Y-axis, and the second plot shows the
the desired Cartesian position trajectory along the X-axis. The surfaces of
wooden pallets 1–3 are marked in the first plot (see the pallets in Fig. 4).
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The second plots in Figs. 7–9 show the position tracking
error along the X-axis of frame {G}, in which direction the
manipulator was made stiff. The contact point is shown by a
blue circle in these plots. As these plots show, the maximum
position tracking errors are all below 4 mm for the test
trajectory. This can be considered a significant result in light of
the manipulator scale, which has a reach of about 3.2 meters.
The last plots in Figs. 7–9 show the measured contact force
exerted by the manipulator on the environment (shown in
black) along the Y-axis of frame {G}, in direction which the
manipulator was made compliant. The contact point is shown
by a blue circle in these plots. As addressed in Theorem 1,
the target impedance behavior (30) should be achieved for
the manipulator when the diagonal positive-definite matrices
Λ f and Λχ in (31) are defined according to Condition 1.
Consequently, the measured contact force should correspond
to the contact force G fy solved from (30), i.e,2
G fy = y f [Dd(χ˙ d− χ˙ )+Kd(χ d−χ )+G f d] (40)
where y f = [0 1], G f d = [0 0]
T , and (χ˙ d− χ˙ ) and (χ d−χ )
are variables from the driven test cases. As the last plots in
Figs. 7–9 show, the measured contact force (shown in black)
corresponds accurately to the contact force suggested by (40)
(shown in green). The nearly perfect matching of the two
lines in these plots demonstrates the accuracy of Theorem 1.
The maximum deviations between the measured contact force
and (40) are 136 N, 170 N and 146 N in Figs. 7–9, respectively.
VII. CONCLUSIONS
In this paper, a novel impedance control method in the
Cartesian space was developed for hydraulic manipulators.
To acquire high-bandwidth closed-loop performance for the
system, the internal control for the manipulator was designed
according to the subsystem-dynamics-based virtual decompo-
sition control (VDC) approach. Interaction dynamics between
the hydraulic manipulator end-effector and the environment
were analyzed in a novel manner, using the virtual power
flow, which is a unique feature of VDC. From the analysis,
an explicit method (see Condition 1) was developed to define
parameters for the proposed impedance control law (external
control for the manipulator), so that target impedance behavior
can be designed for the hydraulic manipulator. The L2 and L∞
stability was guaranteed for both free-space and constrained
motion control. The experimental results support the mathe-
matical theorems on the stability-guaranteed (see Theorem 3)
target impedance behaviour (see Theorem 1).
Even though a two-DOF system was studied in this paper,
the developed approach is extendable to systems with any
number of actuators. The results of this study can be used
to realize compliant behaviour for complex and nonlinear sys-
tems, not limited only to hydraulic manipulators. The control
method, which rigorously addresses the nonlinear dynamic
behaviour of the system, can be applied to many dynamically
challenging (robotic) tasks, such as legged locomotion.
2Note that (40) is solved from the target impedance law (30) by Hogan [25],
which is not directly involved in the control laws; rather it is used to define
Λ f and Λχ in control law (31); see Condition 1 and Remark 3.
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Fig. 7. Test Case 1: Environmental contact on the surface of the first pallet (see
Figs. 4 and 6). The collision velocity with pallet 1 was approx. −0.22 m/s.
The first plot shows the desired Cartesian position path in black and the
measured Cartesian path in red. The second plot shows the Cartesian position
tracking along the frame {G} X-axis. The last plot shows the measured
Cartesian contact force (along the frame {G} Y-axis) in black. The contact
force suggested by the target impedance law (40) is shown in green.
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Fig. 8. Test Case 2: Environmental contact on the surface of the second pallet
(see Figs. 4 and 6). The collision velocity with pallet 2 was approx. −0.27 m/s.
The first plot shows the desired Cartesian position path in black and the
measured Cartesian path in red. The second plot shows the Cartesian position
tracking along the frame {G} X-axis. The last plot shows the measured
Cartesian contact force (along the frame {G} Y-axis) in black. The contact
force suggested by the target impedance law (40) is shown in green.
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Fig. 9. Test Case 3: Environmental contact on the surface of the third pallet
(see Figs. 4 and 6). The collision velocity with pallet 3 was approx. −0.28 m/s.
The first plot shows the desired Cartesian position path in black and the
measured Cartesian path in red. The second plot shows the Cartesian position
tracking along the frame {G} X-axis. The last plot shows the measured
Cartesian contact force (along the frame {G} Y-axis) in black. The contact
force suggested by the target impedance law (40) is shown in green.
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APPENDIX A
PROOF FOR THEOREM 1
Define Λ f = D−1d and Λχ = KdΛ f , as proposed in Con-
dition 1. Then, it follows from the diagonal positive-definite
property of Dd, Kd and Λχ that
D−1d ΛχDd = Λχ (41)
DdKdD−1d = Kd (42)
hold. Substituting (30) into (31) and using Condition 1 and
(41) yields
χ˙ r = χ˙ d+Λχ(χ d−χ )−Λ f [Dd(χ˙ d− χ˙ )+Kd(χ d−χ )]
= χ˙ d+Λχ(χ d−χ )−D−1d Dd(χ˙ d− χ˙ )
−D−1d ΛχDd(χ d−χ )
= χ˙ d+Λχ(χ d−χ )− χ˙ d+ χ˙ −Λχ(χ d−χ )
= χ˙ . (43)
Then, using Condition 1, (42) and (43) yields
χ˙ r = χ˙ d+Λχ(χ d−χ )+Λ f (G f d−G f )
⇔ G f d−G f =−Λ−1f (χ˙ d− χ˙ r)−Λ−1f Λχ(χ d−χ )
⇔ G f d−G f =−Dd(χ˙ d− χ˙ )−DdKdD−1d (χ d−χ )
⇔ G f d−G f =−Dd(χ˙ d− χ˙ )−Kd(χ d−χ ). (44)
Note that the first row in (44) is equal to (31), whereas
the last row is equal to (30). This completes the proof for
Theorem 1. 
APPENDIX B
PROOF FOR LEMMA 5
It follows from Definition 5, (14), (16), (19), (21), (30),
(31), NTc Nc = I2×2 and the diagonal positive-definite property3
of matrices Λχ , Λ f , Dd and Kd that
pG = (GVr−GV )T (GFr−GF)
= [(χ˙ d− χ˙ )+Λχ(χ d−χ )+Λ f (G f d−G f )]T NTc
×Nc(G f d−G f )
= (χ˙ d− χ˙ )T (G f d−G f )+(χ d−χ )TΛTχ (G f d−G f )
+(G f d−G f )TΛTf (G f d−G f )
=−(χ˙ d− χ˙ )T [Dd(χ˙ d− χ˙ )+Kd(χ d−χ )]
− (χ d−χ )TΛTχ [Dd(χ˙ d− χ˙ )+Kd(χ d−χ )]
+ [Dd(χ˙ d− χ˙ )+Kd(χ d−χ )]TΛTf
× [Dd(χ˙ d− χ˙ )+Kd(χ d−χ )]
= (χ˙ d− χ˙ )T (DdΛ f Dd−Dd)(χ˙ d− χ˙ )
+(χ d−χ )T (KdΛ f Kd−ΛχKd)(χ d−χ )
+(χ d−χ )T (2DdΛ f Kd−ΛχDd−Kd)(χ˙ d− χ˙ ) (45)
holds, which validates Lemma 5. 
3The diagonal property of matrices Λχ , Λ f , Dd and Kd yields ΛTχ =Λχ ,
ΛTf =Λ f , D
T
d = Dd and K
T
d = Kd.
APPENDIX C
PROOF FOR LEMMA 6
Let Λ f >D−1d and Λχ 6KdΛ f hold, as defined in (35) and
(36). Then, it follows from (45) that
pG > (χ d−χ )T A1(χ˙ d− χ˙ ) (46)
holds, where A1 = (2DdΛ f Kd −ΛχDd −Kd) > 0 holds, in
view of (35) and (36).
Integrating (46) over time yields that∫ t
0
pG(τ)dτ >
1
2
(χ d(t)−χ (t))T A1(χ d(t)−χ (t))
−1
2
(χ d(0)−χ (0))T A1(χ d(0)−χ (0))
> −1
2
(χ d(0)−χ (0))T A1(χ d(0)−χ (0))
= −γG (47)
holds with 06 γG < ∞, which validates Lemma 6. 
APPENDIX D
PROOF FOR THEOREM 3
Let the remaining subsystem, shown with dashed lines
in Fig. 1(b)–(c), be addressed with (38) and (39), and let
Assumption 1 and Condition 1 hold. Then, in view of (27)
and (38), the non-negative accompanying function νtot for the
entire manipulator can be chosen as
νtot = νR+νO2
> 1
2
(O2Vr−O2V )T MO2(O2Vr−O2V )
+
1
2
13
∑
i=1
(θO2i− θ̂O2i)2
ρO2i
. (48)
Then, in view of (28) and (39), the time derivative of (48) can
be written as
ν˙tot 6 −(O2Vr−O2V )T KO2(O2Vr−O2V )− pTO2 + pTO2 − pG
= −(O2Vr−O2V )T KO2(O2Vr−O2V )− pG (49)
where, in view of Lemma 6,∫ t
0
pG(τ)dτ >−γG (50)
holds with 06 γG < ∞.
It follows directly from Lemma 1 and (48)–(50) that
O2Vr−O2V ∈ L2
⋂
L∞ (51)
holds. Using (14), (15), (19), (20) and (51) yields
χ˙ r− χ˙ ∈ L2
⋂
L∞. (52)
Then, subtracting χ˙ from both sides of (31) and using (52)
yields
Λ−1f (χ˙ d− χ˙ )+Λ−1f Λχ(χ d−χ )+(G f d−G f ) ∈ L2
⋂
L∞. (53)
Let (G f d− G f ) = 0 hold. Subtracting χ˙ from both sides
of (31) yields
χ˙ r− χ˙ = (χ˙ d− χ˙ )+Λχ(χ d−χ ). (54)
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Then, it follows directly from Lemma 2, (52) and (54) that
χ˙ d− χ˙ ∈ L2
⋂
L∞ (55)
χ d−χ ∈ L2
⋂
L∞ (56)
hold. Then, Lemma 3 yields lim
t→∞
[
χ d(t)−χ (t)
]
= 0. 
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This paper proposes, for the first time without using any
linearization or order-reduction, an adaptive and model-
based discharge pressure control design for the variable dis-
placement axial piston pumps (VDAPPs), whose dynamical
behaviours are highly nonlinear and can be described by
a fourth-order differential equation. The rigorous stability
proof, with an asymptotic convergence, is given for the entire
system. In the proposed novel controller design method, the
specifically designed stabilizing terms constitute an essential
core to cancel out all the stability-preventing terms. In the
experiments, an adaptive controller design demonstrates su-
perior control performance with accurate discharge pressure
tracking, enabling energy efficiency improvement for the hy-
draulic systems driven with VDAPP. The experimental results
also reveal that rapid parameter adaptation significantly im-
proves the feedback signal tracking precision compared to a
known-parameter controller design.
1 Introduction
Hydraulic power transfer systems are widely utilized
in many industries, such as forestry, mining, offshore and
agriculture, where heavy-duty operations are needed. In
these industries, the hydraulic systems have edge over elec-
tric systems for their significantly higher power-to-weight ra-
tio. However, as a significant drawback, conventional hy-
draulic systems lack of energy efficiency. The hydraulic
power transferred into the system is a product of the supplied
fluid flow rate and a prevailing system supply pressure level.
In conventional hydraulic systems, a constant amount of fluid
is discharged into the system (using a constant displacement
pump) regardless of the actual system demands. An exces-
sive amount of fluid is then discharged back to the reservoir
through a pressure relief valve, which simultaneously deter-
mines a constant supply pressure level for the system. Thus,
a significant amount of energy is typically wasted across the
pressure relief valve. Energy is also wasted across the load
pressure control valve(s), if there exists any in the system,
∗Address all correspondence related to this paper to this author.
when the load pressure is significantly smaller than the sys-
tem supply pressure.
Contrary to the conventional hydraulic systems, Vari-
able Displacement Pumps (VDPs) are devices which enable
one to regulate the hydraulic power delivered into the sys-
tem. Among the VDPs, a Variable Displacement Axial Pis-
ton Pump (VDAPP) is the best known and most widely used
VDP, and during the past decades, it has attracted a signifi-
cant interest in research (see e.g., [1–8]). The amount of fluid
discharged into the system per VDAPP’s input shaft revolu-
tion can be adjusted by varying pump’s swash plate angle,
which is done by driving a swash plate mounted control pis-
ton through a specific control valve (see Figs. 1–2). In these
systems, the discharge pressure is a build-up function of the
system resistance to the discharged fluid flow, and the pres-
sure relief valve is used only as a safety valve (not to define
the system discharge pressure level). Thus, from the con-
trol point of view, an optimized energy consumption can be
achieved, if the discharge pressure remains a bit higher than
the required load pressure. The Load Sensing (LS) systems
(see [9–13] for the traditional LS systems and [14–16] for
the electric LS systems) are built on this idea and are consid-
ered to be one of the key technologies to improve the energy
efficiency of hydraulic systems. However, in LS systems the
load dynamics and the pump dynamics become heavily cou-
pled through a specific LS mechanism. Consequently, the LS
systems are well-known for their oscillatory or even unstable
behaviour (see [9, 10, 12]), which is caused by the highly
complex nature of pressure dynamics and the interaction be-
tween the LS mechanism and the load.
An alternative method for controlling the LS systems is
to design a discharge pressure controller with the electro-
hydraulically controlled VDAPP (see Fig. 1). In this method,
the control objective is to make a system’s discharge pres-
sure track a prespecified desired discharge pressure trajec-
tory (settled). However, the design for such a pressure track-
ing controller is not straightforward. The mapping between
the discharge pressure and the control valve input is evi-
dently very complex, governed by a highly nonlinear fourth-
order differential equation, making the control design task
extremely challenging. This difficulty in control design pre-
vents many previous researchers from adopting full-model-
based nonlinear control, forcing them to use either lineariza-
tion or model-reduction methods, at the expense of control
performance.
Research on reducing the VDAPP’s fourth-order dy-
namics to second-order can be found in [2, 3, 6]. Lin and
Akers presented in [17] one of the early works on electro-
hydraulically controlled VDAPPs, employing linear control
method. More linear and reduced order control strategies for
electro-hydraulically controlled VDAPPs can be found, e.g.,
in [18–20]. A significant step forward was taken in [21],
where Kemmetmüller et al. proposed a model-based non-
linear control strategy with a load estimator. Based on the
singular perturbation theory, the reduced order dynamical
models, e.g., neglecting the second-order swash plate motion
model, were used in the controller design. The stability of the
controller design with load estimation was provided. Guo
and Wei [22] proposed a Adaptive Robust Control (ARC)
design, where a parameter adaptation was incorporated for
three system parameters. As a demerit, a swivel torque was
approximated with a reduced order polynomial function and
the controller performance was evaluated with simulations
only. Wei et al. [23] proposed a nonlinear discharge pressure
control for a VDAPP with disturbance observer for the vary-
ing load. Simplified second-order dynamic model was used.
Both state-of-the-art studies [21] and [23] applied in their ex-
periments a narrow discharge pressure range (with range of
6 60 bars). In summary, current methods for the discharge
pressure control of VDAPPs use linearization and/or reduced
order methods, without accommodating parametric uncer-
tain dynamics and without extensively covering a VDAPP’s
highly nonlinear operation space. Thus, full-model-based
tracking control of VDAPPs incorporating parametric uncer-
tainty still remains an open problem.
In this paper, it is shown for the first time, without us-
ing any linearization or order-reduction, that it is possible
to design full-model-based adaptive and nonlinear control
for VDAPPs described with fourth-order nonlinear dynam-
ics. This very design has the following features: 1) It is a
full-model-based nonlinear discharge pressure controller. 2)
The control does not use any linearization or order-reduction
in the controller design. 3) The parametric uncertainties in
the subsystems dynamics can be rigorously addressed in a
natural manner. 4) The stability of the designed controller
is rigorously guaranteed. The proposed novel solution can
be considered as a Virtual Decomposition Control (VDC)
(see [24, 25]) inspired approach. It uses VDC principles, but
is developed in a novel manner. Similar to VDC, the control
design is based on the use of subsystems’ dynamics, rather
than the centralized system dynamics, while rigorously guar-
anteeing the stability of the entire system by canceling out all
the stability-preventing terms. The experiment demonstrates,
by extensively covering the VDAPP’s highly nonlinear oper-
ation space, that the proposed adaptive control design, with
rapid parameter adaptation, results in a superior discharge
pressure tracking performance for the studied VDAPP.
This paper is organized as follows. Section 2 provides
the essential foundations for this paper. The detailed mathe-
matical models for the studied system including kinematics
and dynamics are introduced in Section 3. In Section 4, the
detailed control laws are given for the known-parameter con-
trol design first and then the adaptive control design follows,
with rigorous stability proofs. Furthermore, asymptotic con-
vergence is discussed in detail. Section 5 discusses the con-
troller implementation issues followed by experimental re-
sults. Finally, conclusions are outlined in Section 6.
2 Mathematical Preliminaries
This section provides essential preliminaries for the pro-
posed control design method.
2.1 L2 and L∞ Stability
Definition 1 ([25]). Lebesgue space, denoted as Lp with p
being a positive integer, contains all Lebesgue measurable
and integrable functions f (t) subject to
‖ f‖p = lim
T→∞
 T∫
0
| f (t)|pdτ
 1p <+∞. (1)
Two particular cases are considered:
(a) A Lebesgue measurable function f (t) belongs to L2 if
and only if limT→∞
∫ T
0 | f (t)|2dτ <+∞.
(b) A Lebesgue measurable function f (t) belongs to L∞ if
and only if maxt∈[0,∞) | f (t)|<+∞.
Derived from the Lemma 2.3 in [25], the following
lemma provides that a system is stable with its affiliated vari-
able xi(t),∀i∈ {1,n}, being a function in L∞ and its affiliated
variable y j(t),∀ j ∈ {1,m}, being a function in L2.
Lemma 1. Consider a non-negative differentiable function
ξ (t) defined as
ξ (t)>
n
∑
i=1
ai
2
xi(t)2 (2)
with ai > 0 and n > 1. If the time derivative of ξ (t) is
Lebesgue integrable and governed by
ξ˙ (t)6−
m
∑
j=1
b jy j(t)2 (3)
with b j > 0 and m> 1, then it follows that ξ (t) ∈ L∞, xi(t) ∈
L∞ and y j(t) ∈ L2 hold ∀i ∈ {1,n} and ∀ j ∈ {1,m}.
Proof. See Appendix A.
The following Lemma 2 provides that L2 and L∞ signal
retains its properties after passing through a first-order filter.
Lemma 2 ([25]). Consider a first-order system de-
scribed by
x˙(t)+ cx(t) = u(t) (4)
with c > 0. If u(t) ∈ Lp holds, then x(t) ∈ Lp and x˙(t) ∈ Lp
hold for p = 2,∞.
If asymptotic stability is demanded for the control
system, then a well-known Barbalat’s lemma is typically
used [26]. The following Lemma 3 provides an alternative
to the Barbalat’s lemma.
Lemma 3 ([27]). If e(t) ∈ L2 and e˙(t) ∈ L∞, then
limt→∞ e(t) = 0.
Remark 1. As a distinction to Lyapunov approaches,
Lemma 1 allows different appearances of variables in the
non-negative function itself and in its time-derivative. When
all error signals are first proven to belong to L2 and L∞ in the
sense of Lemma 1, then asymptotic stability can be proven
with Lemma 3, if the time-derivatives of all error signals be-
long to L∞.
2.2 Parameter Adaptation
The following projection function is used for parameter
adaptation1:
Definition 2 ([25,28,29]). A projection function
P2(s(t),k,a(t),b(t),d, t) ∈ R is a second-order differ-
entiable scalar function defined for t > 0 such that its time
derivative is governed by
P˙2 = k (s(t)+dκ2) (5)
with
κ2 =
a(t)−P2, ifP2 6 a(t)b(t)−P2, ifP2 > b(t)0, otherwise
where s(t) ∈ R is a scalar variable, k > 0 and d > 0 are two
constants, and a(t)6 b(t) holds.
The projection function in (5) has the following prop-
erty [25]:
Lemma 4. For any constantPc2 subject to a(t) 6Pc2 6
b(t), it yields
(Pc2−P2)
(
s(t)− 1
k
P˙2
)
6−dκ22 6 0. (6)
Remark 2. As a distinction to all other indirect adaptive
control approaches, withP2 in (5), state convergence does
not require parameter convergence. However, bounded pa-
rameter errors are guaranteed. For a known parameter, its
lower bound a(t) and upper bound b(t) can be set to its true
value.
1It can be seen later, the P2 is necessarily needed to update θ̂ p, since
its second-order time derivative is used in the control law. For other system
parameter adaptations (θ̂ s, θ̂ c and θ̂ v), a first-order differentiable projection
functionP , defined in [25, 28], can also be used alternatively.
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Fig. 1. Decomposed subsystems and system control set-up.
Fig. 2. Operating principle of the variable displacement axial piston
pump.
3 System Modeling
Fig. 1 shows the electro-hydraulically controlled
VDAPP. The operating principle of the VDAPP can be seen
from Fig. 2. There are totally np pumping pistons which
are nested into the barrel and are able to slide on the swash
plate surface. When the barrel is driven (from the input
shaft connected to the motor) with an angular velocity ω ,
each pumping piston produces a periodic oscillatory stroke,
whose amplitude is depending on the swash plate angle α .
The period of a pumping piston is divided into the suction
phase (where the piston takes fluid from the system’s reser-
voir) and the discharge phase (where the piston pumps fluid
into the system). This process is synchronized mechanically
with the port plate. Thus, the amount of fluid supplied into
the system per the pump’s input shaft revolution can be ad-
justed in operations by changing the pumping pistons’ ge-
ometrical displacement volume, which in turn is done by
varying the pump’s swash plate angle α . The swash plate
angle is adjusted by the control piston through the electro-
hydraulic control valve. More detailed operational descrip-
tions for the VDAPP can be found in many pioneering stud-
ies (e.g., [2–4, 6]).
The VDAPP system, with the discharge pressure ps be-
ing the variable to be controlled and the control valve voltage
uc being the control variable, is complex and highly nonlin-
ear and can be described by a fourth-order differential equa-
tion. As shown in Fig. 1, three subsystems are identified
in the studied system. The first subsystem denotes the vol-
ume of the pump’s discharge line and can be described with
a first-order fluid continuity differential equation; see (13).
The second subsystem denotes the pump itself and can be de-
scribed with a second-order swash plate motion differential
equation; see (17). The third subsystem denotes the volume
of the control piston and can be described with a first-order
fluid continuity differential equation; see (27).
Next, in Section 3.1, the kinematics between the swash
plate and its related pistons (control piston and bias piston)
are given. Then, the dynamical models for the three subsys-
tems are specified in Section 3.2.
3.1 Kinematics
In view of Fig. 2, the relation between the swash plate
angle and the control piston position can be written as
xcp(α) = xcp0−Lcptan(α) (7)
where α is a swash plate angle, xcp0 denotes a control piston
position at α = 0 and Lcp denotes the distance between the
barrel pivot and the control piston center line.
Then, by taking time derivatives of (7), the control pis-
ton velocity and acceleration can be written as
x˙cp(α˙,α) = − Lcpcos2(α) α˙ (8)
x¨cp(α¨, α˙,α) = −2Lcpsin(α)cos3(α) α˙
2− Lcp
cos2(α)
α¨. (9)
Similar to (7)–(9), the motion relations between the
swash plate and the bias piston can be written as
xbp(α) = xbp0+Lbptan(α) (10)
x˙bp(α˙,α) =
Lbp
cos2(α)
α˙ (11)
x¨bp(α¨, α˙,α) =
2Lbpsin(α)
cos3(α)
α˙2+
Lbp
cos2(α)
α¨ (12)
where xbp0 denotes a bias piston position at α = 0 and Lbp
denotes the distance between barrel pivot and the bias piston
center line.
The following condition, making (7)–(12) executable,
holds.
Condition 1. The following relationship holds for the
swash plate angle
−pi
2
< α <
pi
2
.
3.2 Dynamics
The complete VDAPP system can be virtually decom-
posed into three cascaded subsystems that control the dis-
charging pressure ps by using the control valve voltage uc
(see Fig 3). Specifically, subsystem 1 controls the discharg-
ing pressure ps using the swash plate angle α; subsystem
2 controls the swash plate angle α using the control pis-
ton pressure pcp; and subsystem 3 controls the control pis-
ton pressure pcp using the control valve voltage uc. Next,
Sections 3.2.1–3.2.3 establish the dynamic relations for the
subsystems 1–3.
Subsystem 1Subsystem 2Subsystem 3uc ps
Electro-hydraulically controlled VDAPP
pcp α
Fig. 3. The mapping between the controlling variable uc and the
controlled variable ps.
3.2.1 Subsystem 1 – Discharge line fluid dynamics
The fluid continuity equation for the pressurized fluid in
the system discharge line, denoted as subsystem 1 in Fig. 1,
can be written as
p˙s =
βe f f
Vs
(Qp−Qload−Qleak) (13)
where βe f f denotes the effective bulk modulus, Vs denotes
the volume of the pressurized fluid in discharge line, and
Qload is the measurable fluid flow rate taken by the system
load. The, similar to [21–23], the remaining fluid flows in
(13) can be written as
Qp =
Vmaxω(t)
2piαmax
α (14)
Qleak = kleak ps (15)
where Qp is the fluid flow rate produced by the pump and
Qleak is the pump leakage flow rate. Moreover, in (14) and
(15), Vmax is the maximum geometric displacement (volume)
of the pumping pistons per revolution, ω(t) is the pump in-
put shaft angular velocity, αmax is the maximum swash plate
angle, and kleak is the leakage coefficient.
Substituting (14) and (15) into (13), taking the time
derivative from (13) and rearranging terms yields
Vmax
2piαmax
ω(t)α˙ =
Vs
βe f f
p¨s− Vmax2piαmax ω˙(t)α
+Q˙load + kleak p˙s. (16)
3.2.2 Subsystem 2 – Swash plate dynamics
The equation of motion for the swash plate can be writ-
ten as
Isα¨ = FbpLbp−FcpLcp+Ts (17)
where Is is the swash plate mass moment of inertia, Fbp is the
force exerted from the bias piston to the swash plate, Fcp is
the force exerted from the control piston to the swash plate,
and Ts is the swash plate swivel torque. The detailed equa-
tions of Fbp, Fcp and Ts can be written as
Fbp = −mbpx¨bp−Cbpx˙bp+Abp pas+
spring force︷ ︸︸ ︷
fs0− kbLbptan(α)(18)
Fcp = −mcpx¨cp−Ccpx˙cp+Acp pcp (19)
Ts =
np
2
[
− mpr
2
p
cos4(α)
α¨− 2mpr
2
psin(α)
cos5(α)
α˙2− Cpr
2
p
cos4(α)
α˙
+
mpr2ptan(α)
cos2(α)
ω(t)2− Aprpφ
picos2(α)
(ps− pi)
]
(20)
where pas is a pressure of the auxiliary supply line (see
Fig. 1); pcp is the control piston chamber pressure; mbp, mcp
and mp are the masses of the bias piston, control piston and
pumping piston, respectively; Cbp, Ccp and Cp are the damp-
ing coefficients of the bias piston, control piston and pump-
ing piston, respectively; Abp, Acp and Ap are the effective
areas of the bias piston, control piston and pumping piston,
respectively; fs0 is the bias-spring force at α = 0; kb is the
bias-spring constant; np is the number of the pumping pis-
tons; rp is the pumping pistons’ pitch radius; φ is the pressure
carry-over angle on the port plate; and pi denotes the pump
inlet (suction) port pressure. For more detailed information,
see [6].
Then, substituting (8), (9), (11), (12) and (18)–(20) into
(17) and rearranging terms yields
AcpLcpg1(α)pcp =−α¨+g(α˙,α,ω(t), pas, ps, pi) (21)
with
g(α˙,α,ω(t), pas, ps, pi)
= g1(α)
[
− 2mbpL
2
bpsin(α)
cos3(α)
α˙2− CbpL
2
bp
cos2(α)
α˙+AbpLbp pas
+ fs0Lbp− kbL2bptan(α)−
2mcpL2cpsin(α)
cos3(α)
α˙2
− CcpL
2
cp
cos2(α)
α˙− npmpr
2
psin(α)
cos5(α)
α˙2− npCpr
2
p
2cos4(α)
α˙
+
npmpr2ptan(α)
2cos2(α)
ω(t)2− npAprpφ(ps− pi)
2picos2(α)
]
(22)
g1(α) =
(
Is+
mbpL2bp
cos2(α)
+
mcpL2cp
cos2(α)
+
npmpr2p
2cos4(α)
)−1
. (23)
Note that Condition 1 makes (21)–(23) executable.
3.2.3 Subsystem 3 – Control piston fluid dynamics
The fluid flow rate Qcp entering the control piston can
be written as
Qcp = cpυ(pas− pcp)ucS(uc)+ cnυ(pcp− par)ucS(−uc)(24)
where cp > 0 and cn > 0 are two flow coefficients and par is
the pressure of the auxiliary return line (see Fig. 1). Similar
to [25], a pressure-related function υ(∆p) is defined as
υ(∆p) = sign(∆p)
√
|∆p| (25)
and a selective function S(u) is defined as
S(u) def=
{
1, if u > 0
0, if u ≤ 0 . (26)
The fluid continuity equation in the control piston cham-
ber can be written as
p˙cp =
βf
Acpxcp(α)
(Qcp−Acpx˙cp(α˙,α))
=
βf
Acp
(
uv− Acpx˙cp(α˙,α)xcp(α)
)
(27)
where βf is the bulk modulus of the hydraulic fluid and the
control valve voltage related term uv can be written as
uv =
cpυ(pas− pcp)
xcp(α)
ucS(uc)+
cnυ(pcp− par)
xcp(α)
ucS(−uc)
= −Yvθ v. (28)
The detailed expressions for the regressor vector Yv ∈ R1×2
and the parameter vector θ v ∈ R2 are given in Appendix B.
The following two conditions are defined.
Condition 2. The control piston never reaches a zero
stroke, i.e.,
xcp(α)> 0.
Condition 3. The following pressure relationship holds for
the system pressures
pas > pcp > par > 0.
In view of (28) and Conditions 2–3, the univalence be-
tween uc and uv exists.2 Thus, for a given uv, a unique valve
control voltage uc can be found as
uc =
xcp(α)
cpυ(pas− pcp)uvS(uv)+
xcp(α)
cnυ(pcp− par)uvS(−uv).(29)
Remark 3. In this study, the main emphasis is on the highly
nonlinear dynamic behaviour of a VDAPP itself. Thus, sim-
ilar to [21, 23, 30–32], the control valve dynamics are ne-
glected in this study. If a high-bandwidth control valve is
used, this is reasonable due to its significantly faster dynam-
ics in relation to VDAPPs dynamics.
2When Conditions 2–3 hold, xcp(α)> 0, υ(pas− pcp)> 0 and υ(pcp−
par)> 0 hold, which ensure non-singular solutions for (28) and (29).
4 Control Design
The control design method used in this paper originates
from the VDC approach3 (see [24,25]), as it uses VDC prin-
ciples, but is developed in a novel manner. Similar to the
VDC, the control design in this paper is based on the subsys-
tems’ dynamics, rather than the centralized system dynam-
ics. In the VDC, the unique virtual power flows4 define the
dynamic interaction among subsystems and play a vital role
in proving the L2 and L∞ stability of the entire system. How-
ever, when VDC principles are applied beyond the robotic
systems, cross couplings among subsystems cannot be nec-
essarily described in the form of virtual power flows. Thus,
alternative methods must be provided to address the dynamic
interactions among the subsystems.
In the studied system, a stability-preventing term (cre-
ated by a subsystem local control) can appear in the time
derivative of the non-negative accompanying function of the
nth subsystem, ∀n ∈ {1,2}. Thus, a specific stabilizing term
is designed for the time derivative of the non-negative ac-
companying function of the subsequent (n + 1)th subsys-
tem, ∀n ∈ {1,2}. The stabilizing term is designed by plac-
ing a specific stabilizing feedback in the control law of the
(n+1)th subsystem. As Theorems 1–2 show later, the stabil-
ity of the entire system is obtained (in the sense of Lemma 1),
as these designed stabilizing terms eventually cancel out all
the stability-preventing terms. Similar to the VDC, the sta-
bility is rigorously based on Lemma 1. As a distinction to
Lyapunov approaches, Lemma 1 allows different appearance
of variables in the non-negative function itself and in its time-
derivative, providing a more flexible tool for control system
design. When all error signals are first proved to belonging
to L2 and L∞, then asymptotic stability can be proved with
Lemma 3, if the time-derivatives of all error signals belong
to L∞.
As an advantage of the proposed control design method,
it enables an adaptive control for complex systems, without
employing any linearization or order-reduction, while rigor-
ously guaranteeing the stability of the entire system. Exist-
ing nonlinear control methods (see [21–23] for the discharge
pressure controlled VDAPP) have employed linearization
and/or order-reduction. In addition, any of the state-of-the-
art studies [21–23] did not rigorously address the paramet-
ric uncertainties in the system dynamics. As will be shown
later (in Section 4.2), the proposed method is able to rigor-
ously handle parametric uncertainties of each subsystem in
a natural manner, permitting an even broader applicability to
complex nonlinear systems with parametric uncertainties.
Next, Section 4.1 addresses the control design using
known parameters. Then, the unknown-parameter (adaptive)
control that accommodates parameter uncertainties is devel-
oped in Section 4.2. Finally, asymptotic convergence of the
feedback signals is presented in Section 4.3.
3A unique subsystem-dynamics-based (nonlinear model-based) control
method, developed especially for controlling complex robotic systems.
4In short, the virtual power flow, having unit in power [W], is the product
of two error signals.
4.1 Known-Parameter Control Design
In Sections 4.1.1–4.1.3, the control laws for the subsys-
tems 1–3 are designed using known-parameter values. The
stability of the designed control system is addressed in Sec-
tion 4.1.4.
4.1.1 Subsystem 1
For the control of subsystem 1, the following assump-
tion is made.
Assumption 1. The pump input shaft angular velocity
ω(t) is a lower bounded function such that
ω(t)> ω∗ > 0
holds with a constant ω∗.
The ultimate control objective is to make the discharge
pressure ps track its desired pressure psd . Similar to VDC ap-
proach, the required reference trajectory is used in the control
instead of typically used desired reference trajectory. Thus,
the discharge pressure control can be performed using the re-
quired first-order discharge pressure dynamics p˙sr, which is
defined as
p˙sr = p˙sd +λp(psd− ps) (30)
where λp > 0 is a gain for the discharge pressure feedback.
Based on (16), the control law for the subsystem 1 with
known-parameters is designed as
Vmax
2piαmax
ω(t)α˙d =
Vs
βe f f
p¨sr− Vmax2piαmax ω˙(t)α+ Q˙load
+kleak p˙s+ kp1(p˙sr− p˙s)
= Ypθ p+ kp1(p˙sr− p˙s) (31)
where α˙d is the desired swash plate velocity; Ypθ p is a
model-based feedforward compensation term by using p¨sr;
and kp1 > 0 is a gain for the local feedback signal. The de-
tailed expressions of the regressor vector Yp ∈ R1×4 and pa-
rameter vector θ p ∈ R4 are given in Appendix B.
Note that Assumption 1 makes (31) executable. Then,
equation (31) computes α˙d from p¨sr, the time derivative of
p˙sr specified by (30).
Remark 4. Note that, in view of (13) and (14), an option to
control the discharge pressure ps directly using the pump’s
input shaft angular velocity ω(t) with a constant α does ex-
ist. Although this solution can substantially simplify system
dynamics and control, the control of the input shaft angular
velocity might not always be feasible. For instance, most in-
ternal combustion engines need certain angular rates to pro-
vide optimized power outputs. Asynchronous electric motors
have a very narrow band in speed regulation. On the other
hand, the use of DC motors or brushless DC motors may
make this solution feasible, see, e.g., [33].
Remark 5. If the input shaft (see Figs. 1–2) is driven with
a constant angular velocity ωc, e.g., with an asynchronous
electric motor, then ω(t) = ωc and ω˙(t) = 0 can be used
for (31) and later for (49).
The following lemma holds for the subsystem 1 subject
to the control equation (31) with known-parameters.
Lemma 5. Consider the decomposed subsystem 1, given in
Fig. 1, described by (16) and combined with its respective
control equation (31). Let the non-negative accompanying
function ν1 for the subsystem 1 be
ν1 =
Vs
2βe f f
(p˙sr− p˙s)2. (32)
Then, the time derivative of (32) can be expressed by
ν˙1 =
Vmax
2piαmax
ω(t)(α˙d− α˙)(p˙sr− p˙s)︸ ︷︷ ︸
Stability-preventing term 1
−kp1(p˙sr− p˙s)2. (33)
Proof. See Appendix C.
The designed subsystem 1 control equation (31) creates
the stability-preventing term 1 in the right-hand side of (33).
This term is addressed next in the control design for the sub-
system 2.
4.1.2 Subsystem 2
Based on (21), the control law for the subsystem 2 with
known-parameters is designed as
AcpLcpg1(α)pcpd =−α¨d +g(α˙,α,ω(t), pas, ps, pi)
− kα1(α˙d− α˙)−ω(t)kp2(p˙sr− p˙s)
=−Ysθ s− kα1(α˙d− α˙)
−ω(t)kp2(p˙sr− p˙s)︸ ︷︷ ︸
Stabilizing FB 1
(34)
where pcpd is the desired control piston chamber pressure;
Ysθ s is a model-based feedforward compensation term by
using α¨d ; and kp2 > 0 and kα1 > 0 are gains for the stabilizing
feedback and the local feedback signals, respectively. The
detailed expressions of the regressor vector Ys ∈ R1×12 and
parameter vector θ s ∈ R12 are given in Appendix B.
Equation (34) computes pcpd from α¨d , the time deriva-
tive of α˙d obtained in (31). The validity of the computa-
tion requires g1(α) 6= 0, which is satisfied by Condition 1
and (23).
The following lemma holds for the subsystem 2 subject
to control equation (34) with known-parameters.
Lemma 6. Consider the decomposed subsystem 2, given in
Fig. 1, described by (21), and combined with its respective
control equation (34). Let the non-negative accompanying
function ν2 for the subsystem 2 be
ν2 =
1
2
(α˙d− α˙)2. (35)
Then, the time derivative of (35) can be expressed by
ν˙2 = −
Stability-preventing term 2︷ ︸︸ ︷
LcpAcpg1(α)(pcpd− pcp)(α˙d− α˙)
−ω(t)kp2(α˙d− α˙)(p˙sr− p˙s)︸ ︷︷ ︸
Stabilizing term 1
−kα1(α˙d− α˙)2. (36)
Proof. See Appendix D.
In (36), the stabilizing term 1 is a designed stabilizing
counterpart for the stability-preventing term 1 in (33). How-
ever, the designed subsystem 2 control equation (34) creates
another stability-preventing term 2 in (36). This term is ad-
dressed next in the control design for the subsystem 3.
4.1.3 Subsystem 3
Based on (27), the control law for the subsystem 3 with
known-parameters is designed as
uvd =
Acp
βf
p˙cpd +Acp
x˙cp(α˙,α)
xcp(α)
−g1(α)kα2(α˙d− α˙)
+kp3(pcpd− pcp)
= Ycθ c−g1(α)kα2(α˙d− α˙)︸ ︷︷ ︸
Stabilizing FB 2
+kp3(pcpd− pcp) (37)
where Ycθ c is a model-based feedforward compensation
term by using p˙cpd ; and kα2 > 0 and kp3 > 0 are gains for
the stabilizing feedback and the local feedback signals, re-
spectively. The detailed expressions of the regressor vector
Yc ∈ R1×2 and parameter vector θ c ∈ R2 are given in Ap-
pendix B.
Equation (37) computes uvd from p˙cpd , the time deriva-
tive of pcpd obtained in (34).
When Condition 3 holds, using (37), the control valve
voltage can be obtained, in view of (29), as
uc =
xcp(α)
cpυ(pas− pcp)uvdS(uvd)
+
xcp(α)
cnυ(pcp− par)uvdS(−uvd). (38)
When Condition 2 holds, (38) can be written inversely as
uvd =−Yvθ v (39)
in view of (28).
The following lemma holds for the subsystem 3 subject
to control equation (37) with known-parameters.
Lemma 7. Consider the decomposed subsystem 3, given
in Fig. 1, described by (27) and (29), and combined with
its respective control equations (37) and (38). Let the non-
negative accompanying function ν3 for the subsystem 3 be
ν3 =
Acp
2βf
(pcpd− pcp)2. (40)
Then, the time derivative of (40) can be expressed by
ν˙3 = g1(α)kα2(pcpd− pcp)(α˙d− α˙)︸ ︷︷ ︸
Stabilizing term 2
−kp3(pcpd− pcp)2. (41)
Proof. See Appendix E.
In (41), the stabilizing term 2 is a designed stabilizing
counterpart for the stability-preventing term 2 in (36).
4.1.4 Stability of the Known-Parameter Control Design
The following Theorem 1 guarantees, in the sense of
Lemma 1, the stability of the entire system with the known-
parameter control design.
Theorem 1. Consider the discharge pressure controlled
VDAPP, decomposed into subsystems 1–3, given in Fig. 1,
described by (16), (21), (27) and (29) and combined with the
control equations (30), (31), (34), (37) and (38). Then, it
follows that
p˙sr− p˙s ∈ L2
⋂
L∞ (42)
α˙d− α˙ ∈ L2
⋂
L∞ (43)
pcpd− pcp ∈ L2
⋂
L∞ (44)
are guaranteed, leading to
p˙sd− p˙s ∈ L2
⋂
L∞ (45)
psd− ps ∈ L2
⋂
L∞ (46)
in view of (30), (42) and Lemma 2.
Proof. The proof for Theorem 1 follows directly from Lem-
mas 5–7. Using (32), (35) and (40), let the non-negative ac-
companying function for the discharge pressure controlled
VDAPP be
ν =
2piαmax
Vmax
ν1+
1
kp2
ν2+
LcpAcp
kp2kα2
ν3
=
piαmaxVs
Vmaxβe f f
(p˙sr− p˙s)2+ 12kp2 (α˙d− α˙)
2
+
LcpA2cp
2kp2kα2βf
(pcpd− pcp)2
= a1(p˙sr− p˙s)2+a2(α˙d− α˙)2+a3(pcpd− pcp)2 (47)
where a1 > 0, a2 > 0 and a3 > 0. Then, it follows from (33),
(36) and (41) that
ν˙ =
2piαmax
Vmax
ν˙1+
1
kp2
ν˙2+
LcpAcp
kp2kα2
ν˙3
= ω(t)(α˙d− α˙)(p˙sr− p˙s)−ω(t)(α˙d− α˙)(p˙sr− p˙s)
− LcpAcp
kp2
g1(α)(pcpd− pcp)(α˙d− α˙)
+
LcpAcp
kp2
g1(α)(pcpd− pcp)(α˙d− α˙)
− 2piαmaxkp1
Vmax
(p˙sr− p˙s)2− kα1kp2 (α˙d− α˙)
2
− LcpAcpkp3
kp2kα2
(pcpd− pcp)2
=−b1(p˙sr− p˙s)2−b2(α˙d− α˙)2−b3(pcpd− pcp)2 (48)
holds, with b1 > 0, b2 > 0 and b3 > 0.
Consequently, in view of Lemma 1, it follows from
(47) and (48) that (42)–(46) hold for the designed known-
parameter control system.
4.2 Adaptive Control Design
In the last subsection, subsystem-dynamics-based con-
trol with known-parameters is presented to demonstrate the
main control concept. In this subsection, the control is ex-
tended to accommodate parametric uncertainty.
4.2.1 Subsystem 1
The required first-order discharge pressure dynamics p˙sr
can be obtained from (30). When parameters in (31) are un-
known, the control law for the subsystem 1 is changed to
Vmax
2piαmax
ω(t)α˙d = Ypθ̂ p+ kp1(p˙sr− p˙s) (49)
where Ypθ̂ p is a model-based feedforward compensation
term by using the estimated parameters for θ p.
The estimated parameter vector θ̂ p in (49) needs to be
updated. Define
sp = (p˙sr− p˙s)YTp . (50)
The γth element of θ̂ p is updated by using theP2 function
defined by (5) as
θ̂pγ =P2(spγ ,ρpγ ,θ pγ ,θ pγ ,σpγ , t),∀γ ∈ {1,2, ...,4} (51)
where θ̂pγ denotes the γth element of θ̂ p, spγ denotes the γth
element of sp, ρpγ is an update gain, σpγ is a correction gain,
θ pγ denotes the lower bound of θpγ and θ pγ denotes the upper
bound of θpγ .
The following lemma holds for the subsystem 1 subject
to (49) with the parameter adaptation laws (50) and (51).
Lemma 8. Consider the decomposed subsystem 1, given in
Fig. 1, described by (16) and combined with its respective
control equation (49) and with the parameter adaptation (50)
and (51). Let the non-negative accompanying function ν1a
for the subsystem 1 be
ν1a =
Vs
2βe f f
(p˙sr− p˙s)2+ 12
4
∑
γ=1
(θpγ − θ̂pγ)2
ρpγ
. (52)
Then, the time derivative of (52) can be expressed by
ν˙1a 6
Vmax
2piαmax
ω(t)(α˙d− α˙)(p˙sr− p˙s)− kp1(p˙sr− p˙s)2. (53)
Proof. See Appendix F.
The terms in the right-hand side of (53) are the same
terms in the right-hand side of (33).
4.2.2 Subsystem 2
When parameters in (34) are unknown, the control law
for the subsystem 2 is changed to
AcpLcpg1(α)pcpd = −Ysθ̂ s−ω(t)kp2(p˙sr− p˙s)
−kα1(α˙d− α˙) (54)
where Ysθ̂ s is a model-based feedforward compensation
term by using the estimated parameters for θ s.
The estimated parameter vector θ̂ s in (54) needs to be
updated. Define
ss = (α˙d− α˙)YTs . (55)
The γth element of θ̂ s is updated by using the P2 function
defined by (5) as
θ̂sγ =P2(ssγ ,ρsγ ,θ sγ ,θ sγ ,σsγ , t),∀γ ∈ {1,2, ...,12} (56)
where θ̂sγ denotes the γth element of θ̂ s, ssγ denotes the γth
element of ss, ρsγ is an update gain, σsγ is a correction gain,
θ sγ denotes the lower bound of θsγ and θ sγ denotes the upper
bound of θsγ .
The following lemma holds for the subsystem 2 subject
to control equation (54) with the parameter adaptation laws
(55) and (56).
Lemma 9. Consider the decomposed subsystem 2, given in
Fig. 1, described by (21) and combined with its respective
control equation (54) and with the parameter adaptation (55)
and (56). Let the non-negative accompanying function ν2a
for the subsystem 2 be
ν2a =
1
2
(α˙d− α˙)2+ 12
12
∑
γ=1
(θsγ − θ̂sγ)2
ρsγ
. (57)
Then, the time derivative of (57) can be expressed by
ν˙2a 6 −LcpAcpg1(α)(pcpd− pcp)(α˙d− α˙)
−ω(t)kp2(α˙d− α˙)(p˙sr− p˙s)− kα1(α˙d− α˙)2. (58)
Proof. See Appendix G.
The terms in the right-hand side of (58) are the same
terms in the right-hand side of (36).
4.2.3 Subsystem 3
When parameters in (37) are unknown, the control law
for the subsystem 3 is changed to
uvd = Ycθ̂ c−g1(α)kα2(α˙d− α˙)+ kp3(pcpd− pcp) (59)
where Ycθ̂ c is a model-based feedforward compensation
term by using the estimated parameters for θ c.
When Condition 3 holds, using (59), the control valve
voltage can be obtained, in view of (29), as
uc =
xcp(α)
ĉpυ(pas− pcp)uvdS(uvd)
+
xcp(α)
ĉnυ(pcp− par)uvdS(−uvd). (60)
When Condition 2 holds, (60) can be written inversely as
uvd =−Yvθ̂ v (61)
in view of (28).
The estimated parameter vectors θ̂ c and θ̂ v in (59) and
(61), respectively, need to be updated. Define
sc = (pcpd− pcp)YTc (62)
sv = (pcpd− pcp)YTv . (63)
The γth elements of θ̂ c and θ̂ v are updated by using theP2
function defined by (5) as
θ̂cγ =P2(scγ ,ρcγ ,θ cγ ,θ cγ ,σcγ , t),∀γ ∈ {1,2} (64)
θ̂vγ =P2(svγ ,ρvγ ,θ vγ ,θ vγ ,σvγ , t),∀γ ∈ {1,2} (65)
where θ̂cγ and θ̂vγ denote the γth element of θ̂ c and θ̂ v, re-
spectively; scγ and svγ denote the γth element of sc and sv,
respectively; ρcγ and ρvγ are update gains; σcγ and σvγ are
correction gains; θ cγ and θ vγ denote the lower bounds of
θcγ and θvγ , respectively; and θ cγ and θ vγ denote the upper
bounds of θcγ and θvγ , respectively.
The following lemma holds for the subsystem 3 subject
to control equation (59) with the parameter adaptation laws
(62)–(65).
Lemma 10. Consider the decomposed subsystem 3, given
in Fig. 1, described by (27) and (29), combined with its re-
spective control equations (59) and (60) and with the param-
eter adaptation (62)–(65). Let the non-negative accompany-
ing function ν3a for the subsystem 3 be
ν3a =
Acp
2βf
(pcpd− pcp)2+ 12
2
∑
γ=1
(θcγ − θ̂cγ)2
ρcγ
+
1
2
2
∑
γ=1
(θvγ − θ̂vγ)2
ρvγ
. (66)
Then, the time derivative of (66) can be expressed by
ν˙3a 6 g1(α)kα2(pcpd− pcp)(α˙d− α˙)− kp3(pcpd− pcp)2.(67)
Proof. See Appendix H.
The terms in the right-hand side of (67) are the same
terms in the right-hand side of (41).
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Fig. 4. The diagram of the designed adaptive control system for the VDAPP controlling the discharge pressure. The error signals are
highlighted in bold and the feedback variables are highlighted with the dashed line.
The detailed diagram for the adaptive control design is
given in Fig. 4. As shown in Fig. 3, the system discharge
pressure ps is controlled using the control valve voltage uc.
In the adaptive control design, such a control valve voltage uc
is solved inversely (based on the designed adaptive feedfor-
ward compensation terms and the feedback signals), which
yields an accurate discharge pressure tracking performance
for the system.
4.2.4 Stability of the Adaptive Control Design
The following Theorem 2 guarantees, in the sense of
Lemma 1, the stability of the entire system with the adap-
tive control design.
Theorem 2. Consider the discharge pressure controlled
VDAPP, decomposed into subsystems 1–3, given in Fig. 1,
described by (16), (21), (27) and (29) and combined with the
control equations (30), (49), (54), (59) and (60) and with the
parameter adaptation (50), (51), (55), (56) and (62)–(65).
Then, it follows that (42)–(46) are guaranteed for the adap-
tive control design.
Proof. The proof for Theorem 2 follows directly from the
Lemmas 8–10. Using (52), (57) and (66), let the non-
negative accompanying function for the discharge pressure
controlled VDAPP be
νa =
2piαmax
Vmax
ν1a+
1
kp2
ν2a+
LcpAcp
kp2kα2
ν3a
> a1(p˙sr− p˙s)2+a2(α˙d− α˙)2+a3(pcpd− pcp)2 (68)
where a1 > 0, a2 > 0 and a3 > 0. Then, it follows from (53),
(58) and (67) that
ν˙a =
2piαmax
Vmax
ν˙1a+
1
kp2
ν˙2a+
LcpAcp
kp2kα2
ν˙3a
6 −b1(p˙sr− p˙s)2−b2(α˙d− α˙)2−b3(pcpd− pcp)2(69)
holds, with b1 > 0, b2 > 0 and b3 > 0.
Consequently, in view of Lemma 1, it follows from
Lemma 2, (30), (68) and (69) that (42)–(46) hold for the
adaptive control design.
4.3 Asymptotic Convergence
For the asymptotic convergence, the following assump-
tion is made for Qload , ω(t) and pas.
Assumption 2. The load fluid flow rate Qload , the VDAPP
input shaft angular velocity ω(t) and the auxiliary supply
line pressure pas are continuously differentiable functions in
C2, C2 and C0, respectively.
Theorem 3. When the desired discharge pressure psd is
a continuously differentiable function in C3 and Assump-
tions 1–2 hold, it follows from Lemma 1, Definition 2, Condi-
tion 3, (13)–(16), (21), (27), (28), (30), (42)–(46), (49)–(52),
(54)–(57), (59), (60), (66), (68), (69) and (86)–(87) that for
the adaptive control design the following properties
psd− ps ∈ L2 ∧ p˙sd− p˙s ∈ L∞ (70)
p˙sr− p˙s ∈ L2 ∧ p¨sr− p¨s ∈ L∞ (71)
α˙d− α˙ ∈ L2 ∧ α¨d− α¨ ∈ L∞ (72)
pcpd− pcp ∈ L2 ∧ p˙cpd− p˙cp ∈ L∞ (73)
hold, which directly lead to (psd − ps)→ 0, (p˙sr− p˙s)→ 0,
(α˙d− α˙)→ 0 and (pcpd− pcp)→ 0, in view of Lemma 3.
Proof. See Appendix I.
5 Experiments
Experiments have been conducted to validate the pro-
posed control approach. First, in Section 5.1, the system set-
up and the controller implementation issues are discussed.
Then, the experimental results for both the known-parameter
control design and the adaptive control design are presented
in Section 5.2.
5.1 System Set-up and Implementation Issues
The experimental set-up (see Fig. 5) consisted of the fol-
lowing hardware components:
• dSpace DS1103 system
• Bosch Rexroth A10VS/45 variable displacement axial pis-
ton pump
• ABB 22kW asynchronous electric motor, with constant
angular velocity (ω(t) = 1470 rpm), to drive pump’s in-
put shaft
• Bosch Rexroth 4WRPEH6 proportional valve (40
dm3/min @ ∆p = 3.5 MPa per notch), with a bandwidth
of 100 Hz @ ±5% signals, for the control valve
• Bosch Rexroth 4WRPEH6 proportional valve (4 dm3/min
@ ∆p = 3.5 MPa per notch), with a bandwidth of 100 Hz
@ ±5% signals, for the valve for Qadd
• Two series-connected turbulent flow orifices as the load
• Druck PTX1400 pressure transmitters with an operating
pressure range of 25 MPa
With the VDAPP, the bias piston is connected internally
to the pump discharge line. To emulate the independent-
feeding system, given in Fig. 1, an additional fluid flow rate
Qadd was added (in open-loop manner) to the system dis-
charge line (see Fig. 5) to counterbalance the fluid flow rate
Qbp, so that Qadd +Qbp = 0. For the bias piston chamber
pressure, ps was used instead of pas (note that the pressure
for the bias piston is an isolated local issue that can be ad-
dressed locally and does not invalidate the system stability
or convergence).
In the experiments, two series-connected turbulent ori-
fices were used as the system load. Thus, Qload was esti-
mated as
Qload = clo
√
ps− plo (74)
where clo is a constant and plo is the pressure between the
orifices. If a fluid flow rate sensor is available, it can also be
used to measure Qload .
Table 1 shows applied parameter values for the known-
parameter control design in the fourth column (θpγ , θsγ , θcγ
and θvγ ). For the adaptive control design, the parameter up-
date gains (ρpγ , ρsγ , ρcγ and ρvγ ), upper bounds (θ pγ , θ sγ ,
θ cγ and θ vγ ) and lower bounds (θ pγ , θ sγ , θ cγ and θ vγ ) are
given in the second, third and last columns, respectively. The
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Fig. 5. Experimental installation for the experiments. The auxiliary
supply line is highlighted in blue, the fluid return line is highlighted
in green, the line between the control valve and the VDAPP is high-
lighted in red and the line for an additional fluid flow rate Qadd is
highlighted in yellow.
Table 1. Values used for the known-parameters θ , parameter up-
date gains ρ , upper bounds θ and lower bounds θ
γ ρpγ θ pγ θpγ θ pγ
1 4 ·10−24 1.2 ·10−9 1.0 ·10−10 1.0 ·10−14
2 1 ·10−20 2.3 ·10−3 2.3 ·10−3 2.3 ·10−3
3 1 ·10−3 3.0 1.0 0.5
4 4 ·10−22 1.0 ·10−8 1.0 ·10−12 1.0 ·10−13
γ ρsγ θ sγ θsγ θ sγ
1 50 2.0 1.0 0.01
2 1 ·10−20 1.3 ·10−3 1.3 ·10−3 1.3 ·10−3
3 1 ·10−20 4.4 ·10−3 4.4 ·10−3 4.4 ·10−3
4 1 ·10−14 1.0 ·10−5 7.5 ·10−6 1.0 ·10−6
5 10 40 16.5 1.0
6 6 40 8.7 1.0
7 1 ·10−20 1.7 ·10−3 1.7 ·10−3 1.7 ·10−3
8 1 ·10−20 4.4 ·10−3 4.4 ·10−3 4.4 ·10−3
9 1 ·10−20 6.4 ·10−4 6.4 ·10−4 6.4 ·10−4
10 1 ·10−20 4.9 ·10−3 4.9 ·10−3 4.9 ·10−3
11 1 ·10−8 1.0 ·10−3 3.2 ·10−4 1.0 ·10−5
12 1 ·10−20 1.9 ·10−6 1.9 ·10−6 1.9 ·10−6
γ ρcγ θ cγ θcγ θ cγ
1 1 ·10−24 1 ·10−12 4.8 ·10−13 5.0 ·10−14
2 1 ·10−10 1 ·10−3 4.8 ·10−4 1.0 ·10−4
γ ρvγ θ vγ θvγ θ vγ
1 1 ·10−20 6.0 ·10−9 3.6 ·10−9 2.0 ·10−9
2 1 ·10−18 6.0 ·10−9 3.6 ·10−9 2.0 ·10−9
value for the parameter correction gain σxγ (i.e., σpγ , σsγ , σcγ
and σvγ ) was computed from the respective ρxγ (i.e., ρpγ , ρsγ ,
ρcγ and ρvγ ) as
σxγ =
1000
ρxγ
. (75)
Despite a relatively high number of tuning parameters in
Table 1, the tuning of the adaptive controller is rather simple.
This originates from the subsystem-dynamics-based con-
trol design principle of the proposed control design method.
First, the controller is tuned with the known-parameter val-
ues (θ ). Then, the adaptive control is enabled. The choice of
upper and lower bounds (θ and θ ) for a parameter can be per-
formed rather intuitively. Then, the parameter update gains
(ρ) for a specific subsystem are gradually increased until the
tracking performance of the controlled signal of this subsys-
tem (see Fig. 3 for the controlled signals of the system) is
improved sufficiently. This procedure is repeated subsystem
by subsystem.
Table 2 shows the controller feedback gains for both the
known-parameter and the adaptive control designs. The con-
troller sample time was ts = 1 ms. In the control designs,
SI-units were used for all variables and parameters.
As can be seen from Fig. 4, many variables with their
time derivatives are used in the control design. It is well-
Table 2. Controller feedback gains used in the experiments
λp kp1 kp2 kα1 kα2 kp3
15 1 ·10−8 4 ·10−5 0.2 4 ·10−5 4 ·10−9[ 1
s
] [ m3
Pa·s
] [ 1
Pa
] [ 1
s
] [m4·kg
rad
] [
m2
Pa·s
]
known that commonly used computations for the derivative,
e.g., the backward difference, often lead to noisy differenti-
ation signals, especially with small step increments and high
sampling rates. As discussed and experimentally verified in
our previous study [34], a finite difference method [35], de-
fined as
y˙(t)≈ 1
ts
n−1
∑
k=0
Cky(t− kts) (76)
enhanced with a Geometric Moving Average (GMA) fil-
ter [36], defined as
y(k) = (1−δ )y(k−1)+δu(k) (77)
provides an effective method to produce noise-suppressed
differentiated signals. In the control implementation, all time
derivative signals were estimated with (76) and (77). In (76),
Ck = [5 3 1 − 1 − 3 − 5]/35 was used. In (77), the most
recent input u(k) is weighted by δ and the past values are
weighted by (1− δ ). The value δ = 0.04 was used to com-
promise between disturbance attenuation and low phase lag.
The choice of the filter is to make sure that considerable
phase lags only happen at frequencies beyond the range de-
termined by the swash plate dynamics.
Fig. 6 shows samples of the measured system discharge
pressure ps (the first plot) and the measured control piston
chamber pressure pcp (the second plot) in open-loop con-
trol. As this figure shows, the nature of both pressures is in-
herently oscillatory with high frequencies. Oscillatory pres-
sure behaviours originate from the VDAPP’s pumping pis-
tons’ high-frequency transitions (in the experiment ω(t) =
1470 rpm) between the suction and the discharge phases (see
Fig. 2). Evidently, it is not practical to input these perturbed
pressure signals to the controller without signal processing.
Thus, before using these pressure signals in control, they
were filtered (and averaged) with the GMA filter, given in
(77). The ps and pcp, shown in Figs. 7–10, are GMA-filtered
pressures.
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Fig. 6. The inherent oscillatory behaviour of the VDAPP’s discharge
pressure and control piston chamber pressure.
5.2 Discharge Pressure Control Experiments
In the experiments, the system discharge pressure was
first driven to its desired pressure level psd0 = 190 bar. Then,
the following desired discharge pressure trajectory psd(t)
was used
psd(t) = psd0+85 [cos(0.8pit)−1]bar. (78)
Note that, equation (78) is a continuously differentiable func-
tion in C3, and no additional closed-loop control is employed
for Qload , ω(t) or pas (Assumption 2 is valid). Thus, an
asymptotic convergence is anticipated for the adaptive con-
trol design, in the sense of Theorem 3.
5.2.1 Results with the Known-Parameter Control
In Fig. 7, the first plot shows the desired discharge pres-
sure in black and the measured discharge pressure in red.
The second plot shows a detailed discharge pressure track-
ing error. The absolute maximum discharge pressure track-
ing error for the test trajectory is approximately 10.13 bar
(5.9 percent of the test trajectory’s peak-to-peak amplitude).
The last plot shows the (normalized) measured swash plate
angle (with αmax = 0.3163 [rad] = 18.1 [deg]) during the ex-
periment. As this plot shows, a smooth swash plate angle
behaviour is achieved and a wide range of the VDAPP’s op-
erating space was covered in the experiment.
Fig. 8 shows the tracking performances for the sub-
sidiary feedback variables (p˙s, α˙ and pcp) with the known-
parameter control design. The first plot shows the required
first-order discharge pressure dynamics p˙sr in black and its
controlled variable p˙s in red. The second plot shows the de-
sired swash plate angular velocity α˙d in black and its con-
trolled variable α˙ in red. The last plot shows the desired
control piston chamber pressure pcpd in black and its con-
trolled variable pcp in red.
5.2.2 Results with the Adaptive Control
Figs. 9–10 show the main results of this paper. In Fig. 9,
the first plot shows the desired discharge pressure trajectory
in black and the measured discharge pressure in red. The
second plot shows a detailed discharge pressure tracking er-
ror. The absolute maximum discharge pressure tracking er-
ror for the test trajectory is 1.36 bar (0.8 percent of the test
trajectory’s peak-to-peak amplitude). This is approximately
seven times improvement compared to the results with the
known-parameter control design. The last plot in Fig. 9
shows the (normalized) measured swash plate angle. As this
plot shows, a smooth swash plate angle behaviour is achieved
and a wide range of the VDAPP’s operating space was cov-
ered in the experiment.
Fig. 10 shows the tracking performances for the sub-
sidiary feedback variables (p˙s, α˙ and pcp) with the adaptive
control design. The first plot shows the required first-order
discharge pressure dynamics p˙sr in black and its controlled
variable p˙s in red. The second plot shows the desired swash
plate angular velocity α˙d in black and its controlled variable
α˙ in red. The last plot shows the desired control piston cham-
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Fig. 7. The known-parameter control design. The system discharge
pressure tracking performance is described in plots 1–2 and the mea-
sured (normalized) swash plate angle is given in plot 3.
ber pressure pcpd in black and its controlled variable pcp in
red. As Fig. 10 shows, very accurate trajectory tracking per-
formance is achieved for all subsidiary feedback variables.
As Figs. 7–10 demonstrate, the adaptive control design,
with the rapid parameter adaptation law (5), is superior to
the known-parameter control. In [32] and [37], correspond-
ing results were obtained in the control of the hydraulic ma-
nipulator, where the results using rapid parameter adaptation
law were superior compared to the known-parameter control
design (in [32] and [37], a first-order differentiable projec-
tion function was used instead of the second-order differen-
tiable version used in the present paper). Thus, it can be con-
cluded that the rapid parameter adaptation law 1) provides an
efficient method to compensate model parameter uncertain-
ties and 2) significantly improves the control performance of
complex nonlinear systems, such as hydraulic systems.
In [23], a desired discharge pressure was varied between
50–100 bars using a sinusoidal desired pressure trajectory.
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Fig. 8. The tracking performance of the system’s subsidiary feed-
back variables p˙s, α˙ and pcp with the known-parameter control de-
sign. The reference trajectories are given in black (—) and their feed-
back variables are given in red (—).
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Fig. 9. The adaptive control design. The system discharge pressure
tracking performance is described in plots 1–2 and the measured
(normalized) swash plate angle is given in plot 3.
To promote the scientific cornerstones of reproducible and
measurable research (see [38]), the following unifying per-
formance indicator ϕ (originating from the performance in-
dicator ρ in [32, 39, 40]) is proposed
ϕ =
max{|psd− ps|}
max{|p˙s|} . (79)
This novel indicator evaluates the discharge pressure track-
ing error with respect to the rate of applied dynamics and can
be used to compare the control performances between the
proposed method and the results in [23]. The smaller the ϕ ,
the better the control performance. Using the data in Figs. 9–
10, for the proposed method, ϕ = 1.36 bar213 bar/s ≈ 0.00064 (s)
can be measured. Surprisingly, for the results in [23] (see
Fig. 11a in [23]), the same value ϕ = 1 bar157 bar/s ≈ 0.00064 (s)
is obtained (p˙s was not reported in [23]; thus, max{|p˙s|}
in ϕ was estimated from the used pressure profile psd(t) =
[75−25cos(2pit)]bar). However, it is evident that the dis-
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Fig. 10. The tracking performance of the system’s subsidiary feed-
back variables p˙s, α˙ and pcp with the adaptive control design. The
reference trajectories are given in black (—) and their feedback vari-
ables are given in red (—).
charge pressure range of 170 bars with the minimum pres-
sure of 20 bars (the test trajectory in this study) is much
more challenging than the discharge pressure range of 50
bars with the minimum pressure of 50 bars (the test trajec-
tory in [23]). This is due to the highly nonlinear operation
space of VDAPPs. The absolute maximum discharge pres-
sure tracking error with the proposed method is only 0.8 per-
cent of the test trajectory’s peak-to-peak amplitude. In [23]
this same value is 2 percent. This was expected due to the
proposed controller’s proper handling of swash plate dynam-
ics. Thus, it can be concluded that the proposed controller
has a comparative ratio to [23], in view of (79), but tested in
a larger operation range.
The main emphasis in this study was to design a
high-performance discharge pressure tracking controller for
VDAPPs, whose dynamical behaviours are highly nonlinear
and can be described by a fourth-order differential equation.
As the results in Figs. 9–10 indisputably verify, the proposed
control method is capable of rigorously addressing the highly
nonlinear dynamic behaviours of the truly complex VDAPP
in a very large operational range.
6 Conclusions
This paper proposed for the first time, without any lin-
earization or order-reduction, an adaptive and model-based
nonlinear control method for the discharge pressure con-
trolled variable displacement axial piston pump, whose dy-
namical behaviour is highly nonlinear and can be described
by a fourth-order nonlinear differential equation. Similar
to the Virtual Decomposition Control (VDC) approach, the
control design was based on the use of subsystems’ dynam-
ics, rather than the centralized system dynamics, while rig-
orously guaranteeing the stability of the entire system. In
the proposed control design method, the designed stabilizing
terms constitute an essential core for the method, by cancel-
ing out all the stability-preventing terms. The experiments
with the rapid parameter adaptation law demonstrated su-
perior control performance to the known-parameter control
design. When the desired discharge pressure was varied be-
tween 20–190 bars, as small as 1.36 bar maximum tracking
error was achieved with the adaptive control design. The
experiments of this study indisputably verified that the pro-
posed control design method is capable of rigorously ad-
dressing the highly nonlinear dynamic behaviours of truly
complex systems (in this study a VDAPP) in a very large op-
erational range. With an accurate discharge pressure track-
ing ability, the possibility for energy consumption optimiza-
tion exists, as the desired discharge pressure can be designed
slightly higher than the required load pressure.
A Proof for Lemma 1
The proof for Lemma 1 is derived directly from proofs
for Lemmas 2.1 and 2.2 in [25].
Consider a non-negative piecewise continuous function
ξ (t)>
n
∑
i=1
ai
2
xi(t)2 > 0 (80)
such that
ξ˙ (t)6−
m
∑
j=1
b jy j(t)2 6 0 (81)
holds ∀i ∈ {1,n}, ∀ j ∈ {1,m}, and with ai > 0 and b j > 0.
Integrating (81) over time yields
ξ (t)6−
∫ ∞
0
m
∑
j=1
b jy j(t)2dt 6 ξ (0), ∀t > 0 (82)
which implies ξ (t) ∈ L∞, in the sense of Definition 1.
As ξ (t) ∈ L∞, it follows from (80) that
n
∑
i=1
ai
2
xi(t)2 6 ξ (t)< ∞ (83)
holds ∀t > 0, leading to xi(t) ∈ L∞,∀i ∈ {1,n}.
Re-writing (81) as
m
∑
j=1
b jy j(t)2 6−ξ˙ (t) (84)
and integrating both sides over time yields
∫ ∞
0
m
∑
j=1
b jy j(t)2dt 6 −
∫ ∞
0
ξ˙ (t)dt
6 ξ (0)−ξ (∞)
6 ξ (0) (85)
which implies y j(t) ∈ L2,∀ j ∈ {1,m}, in the sense of Defini-
tion 1. 
B Regressor Vectors Yp, Ys, Yc and Yv, and Parameter
Vectors θ p, θ s, θ c and θ v
The detailed expressions for the regressor vector Yp ∈
R1×4 and parameter vector θ p ∈ R4 are written as
Yp =

p¨sr
−ω˙(t)α
Q˙load
p˙s

T
, θ p =

Vs
βe f f
Vmax
2piαmax
1
kleak
. (86)
The detailed expressions for the regressor vector Yc ∈
R1×2 and the parameter vector θ c ∈ R2 are written as
Yc =
[
p˙cpd
x˙cp(α˙,α)
xcp(α)
]
, θ c =
[
Acp
βf
Acp
]T
. (87)
The detailed expressions for the regressor vector Yv ∈
R1×2 and the parameter vector θ v ∈ R2 are written as
Yv =
 −υ(pas−pcp)xcp(α) ucS(uc)
−υ(pcp−par)xcp(α) ucS(−uc)
T , θ v = [cp
cn
]
. (88)
The detailed expressions for the regressor vector Ys ∈
R1×12 and parameter vector θ s ∈ R12 are written as
Ys =

α¨d
g1(α)sin(α)
cos3(α) α˙
2
g1(α)
cos2(α) α˙
−g1(α)pas
−g1(α)
g1(α)tan(α)
g1(α)sin(α)
cos3(α) α˙
2
g1(α)
cos2(α) α˙
g1(α)sin(α)
cos5(α) α˙
2
g1(α)
cos4(α) α˙
− g1(α)tan(α)cos2(α) ω(t)2
g1(α)(ps−pi)
cos2(α)

T
, θ s =

1
2mbpL2bp
CbpL2bp
AbpLbp
fs0Lbp
kbL2bp
2mcpL2cp
CcpL2cp
npmpr2p
npCpr2p
2
npmpr2p
2
npAprpφ
2pi

. (89)
C Proof for Lemma 5
Subtracting (16) from (31) yields
Vs
βe f f
(p¨sr− p¨s) = Vmax2piαmaxω(t)(α˙d− α˙)− kp1(p˙sr− p˙s).(90)
Then, differentiating (32) with respect to time and using
(90) yields
ν˙1 = (p˙sr− p˙s) Vsβe f f (p¨sr− p¨s)
=
Vmax
2piαmax
ω(t)(α˙d− α˙)(p˙sr− p˙s)− kp1(p˙sr− p˙s)2. (91)

D Proof for Lemma 6
Subtracting (21) from (34) yields
(α¨d− α¨) = −LcpAcpg1(α)(pcpd− pcp)
−ω(t)kp2(p˙sr− p˙s)− kα1(α˙d− α˙). (92)
Then, differentiating (35) with respect to time and using
(92) yields
ν˙2 = (α˙d− α˙)(α¨d− α¨)
= −LcpAcpg1(α)(pcpd− pcp)(α˙d− α˙)
−ω(t)kp2(α˙d− α˙)(p˙sr− p˙s)− kα1(α˙d− α˙)2. (93)

E Proof for Lemma 7
Subtracting (27) from (37) and using (28) and (39)
yields
Acp
βf
(p˙cpd− p˙cp) = (uvd−uv)+g1(α)kα2(α˙d− α˙)
−kp3(pcpd− pcp)
= g1(α)kα2(α˙d− α˙)− kp3(pcpd− pcp).(94)
Then, differentiating (40) with respect to time and using
(94) yields
ν˙3 = (pcpd− pcp)Acpβf (p˙cpd− p˙cp)
= g1(α)kα2(pcpd− pcp)(α˙d− α˙)− kp3(pcpd− pcp)2.(95)

F Proof for Lemma 8
Subtracting (16) from (49) and using (86) yields
Vs
βe f f
(p¨sr− p¨s) = Vmax2piαmaxω(t)(α˙d− α˙)
+Yp(θ p− θ̂ p)− kp1(p˙sr− p˙s). (96)
Then, differentiating (52) with respect to time and using
(50), (51), (91), (96) and Lemma 4 yields
ν˙1a = (p˙sr− p˙s) Vsβe f f (p¨sr− p¨s)−
4
∑
γ=1
(θpγ − θ̂pγ)
˙̂θ pγ
ρpγ
= ν˙1+(p˙sr− p˙s)Yp(θ p− θ̂ p)−
4
∑
γ=1
(θpγ − θ̂pγ)
˙̂θ pγ
ρpγ
= ν˙1+
4
∑
γ=1
(θpγ − θ̂pγ)
(
spγ −
˙̂θ pγ
ρpγ
)
6 ν˙1 (97)
where ν˙1 is defined in (91). 
G Proof for Lemma 9
Subtracting (21) from (54) and using (89) yields
(α¨d− α¨) = −LcpAcpg1(α)(pcpd− pcp)+Ys(θ s− θ̂ s)
−ω(t)kp2(p˙sr− p˙s)− kα1(α˙d− α˙). (98)
Then, differentiating (57) with respect to time and using
(55), (56), (93), (98) and Lemma 4 yields
ν˙2a = (α˙d− α˙)(α¨d− α¨)−
12
∑
γ=1
(θsγ − θ̂sγ)
˙̂θ sγ
ρsγ
= ν˙2+(α˙d− α˙)Ys(θ s− θ̂ s)−
12
∑
γ=1
(θsγ − θ̂sγ)
˙̂θ sγ
ρsγ
= ν˙2+
12
∑
γ=1
(θsγ − θ̂sγ)
(
ssγ −
˙̂θ sγ
ρsγ
)
6 ν˙2 (99)
where ν˙2 is defined in (93). 
H Proof for Lemma 10
Subtracting (27) from (59) and using (28), (61) and (87)
yields
Acp
βf
(p˙cpd− p˙cp) = Yv(θ v− θ̂ v)+Yc(θ c− θ̂ c)
+g1(α)kα2(α˙d− α˙)− kp3(pcpd− pcp).(100)
Then, differentiating (66) with respect to time and using
(62)–(65), (95), (100) and Lemma 4 yields
ν˙3a = (pcpd− pcp)Acpβf (p˙cpd− p˙cp)−
2
∑
γ=1
(θcγ − θ̂cγ)
˙̂θ cγ
ρcγ
−
2
∑
γ=1
(θvγ − θ̂vγ)
˙̂θ vγ
ρvγ
= ν˙3+(pcpd− pcp)Yc(θ c− θ̂ c)−
2
∑
γ=1
(θcγ − θ̂cγ)
˙̂θ cγ
ρcγ
+(pcpd− pcp)Yv(θ v− θ̂ v)−
2
∑
γ=1
(θvγ − θ̂vγ)
˙̂θ vγ
ρvγ
= ν˙3+
2
∑
γ=1
(θcγ − θ̂cγ)
(
scγ −
˙̂θ cγ
ρcγ
)
+
2
∑
γ=1
(θvγ − θ̂vγ)
(
svγ −
˙̂θ vγ
ρvγ
)
6 ν˙3 (101)
where ν˙3 is defined in (95). 
I Proof for Theorem 3
Let the desired discharge pressure trajectory psd be a
continuously differentiable function in C3, i.e.,
{psd , p˙sd , p¨sd , p(3)sd , p(4)sd } ∈ L∞. (102)
Then, let Assumptions 1–2 and Condition 3 hold, leading to
{Qload , Q˙load , Q¨load ,Q(3)load} ∈ L∞ (103)
{ω(t), 1
ω(t)
, ω˙(t), ω¨(t),ω(3)(t)} ∈ L∞ (104)
{pas, p˙as, par} ∈ L∞. (105)
Then, Lemma 1, (52), (57), (66), (68) and (69) yields
{θ̂ p,θ̂ s,θ̂ c,θ̂ v} ∈ L∞. (106)
Next, interconnections between the control system vari-
ables are depicted in (107)–(122). Then, these affine func-
tions in (107)–(122) are used in Fig. 11 to prove the asymp-
totic convergence (in the sense of Lemma 3) of the designed
control system.
Equation (30) can be expressed as
p˙sr = fp1(p˙sd , psd , ps). (107)
Then, taking the time derivatives from (30) yields that
p¨sr, p
(3)
sr and p
(4)
sr can be expressed as
p¨sr = fp2(p¨sd , p˙sd , p˙s) (108)
p(3)sr = fp3(p
(3)
sd , p¨sd , p¨s) (109)
p(4)sr = fp4(p
(4)
sd , p
(3)
sd , p
(3)
s ). (110)
It follows from (49), see (86) for Yp, that
α˙d = fα1
(
p¨sr, p˙sr, p˙s,α, ω˙(t),
1
ω(t)
, Q˙load ,θ̂ p
)
. (111)
Taking the time derivative from (49) yields that α¨d can
be expressed as
α¨d = fα2
(
p(3)sr , p¨sr, p¨s, p˙s, α˙d , α˙,α, ω¨(t), ω˙(t),
1
ω(t)
,
Q¨load , Q˙load ,
˙̂θ p,θ̂ p
)
. (112)
Taking the second-order time derivative from (49) yields
that α(3)d can be expressed as
α(3)d = fα3
(
p(4)sr , p
(3)
sr , p¨sr, p
(3)
s , p¨s, p˙s, α¨d , α˙d , α¨, α˙,α,
ω(3)(t), ω¨(t), ω˙(t),
1
ω(t)
,Q(3)load , Q¨load ,
Q˙load ,
¨̂θ p,
˙̂θ p,θ̂ p
)
. (113)
It follows from (54), see (89) for Ys, that
pcpd = fp5
(
p˙sr, p˙s, ps, α¨d , α˙d , α˙,α,ω(t), pas, pi,θ̂ s
)
.(114)
Taking the time derivative from (54) yields that p˙cpd can
be expressed as
p˙cpd = fp6
(
p¨sr, p˙sr, p¨s, p˙s, ps,α
(3)
d , α¨d , α¨, α˙,α, ω˙(t),
ω(t), p˙as, pas, p˙i, pi,
˙̂θ s,θ̂ s
)
. (115)
It follows from (59), see (87) for Yc, that
uvd = fu1
(
p˙cpd , pcpd , pcp, α˙d , α˙,α,θ̂ c
)
. (116)
Then, it follows from (60) that
uc = fu2
(
uvd , pas, pcp, par,α,θ̂ v
)
. (117)
In view of Definition 2, (50), (51) and (86), ˙̂θ p can be
written as
˙̂θ p = fθ1
(
p¨sr, p˙sr, p˙s,α, Q˙load , ω˙(t)
)
. (118)
The projection function P2 is a second-order differen-
tiable function. In view of Definition 2, (51) and (86), ¨̂θ p can
be written as
¨̂θ p = fθ2
(
p(3)sr , p¨sr, p˙sr, p¨s, p˙s, α˙,α, Q¨load ,
Q˙load , ω¨(t), ω˙(t)
)
. (119)
In view of Definition 2, (55), (56) and (89), ˙̂θ s can be
written as
˙̂θ s = fθ3
(
α¨d , α˙d , α˙,α, ps, pas, pi,ω(t)
)
. (120)
For the asymptotic convergence pi ∈ L∞ and p˙i ∈ L∞
must be provided (note that detailed models for these vari-
ables were not defined in the controller design). Assuming
that the fluid flow in the system suction line is laminar, the
suction pressure pi can be expressed as5
pi = fp7
(
ps,α,ω(t)
)
(121)
and its time derivative p˙i can be expressed as
p˙i = fp8
(
p˙s, α˙,α, ω˙(t),ω(t)
)
. (122)
It follows directly from (42)–(44) and (46) that (p˙sr −
p˙s) ∈ L2, (α˙d− α˙) ∈ L2, (pcpd− pcp) ∈ L2 and (psd− ps) ∈
L2 hold. Then, as illustrated in the flow-map presentation
in Fig. 11, using (13)–(16), (21), (27), (28), (43)–(46) and
(102)–(122), it follows that (p¨sr− p¨s) ∈ L∞, (α¨d − α¨) ∈ L∞,
5A laminar fluid flow is usually a design criteria for a hydraulic system’s
suction line. Thus, in view of Hagen-Poiseuille law, the (laminar) fluid flow
rate Qsuc in the system suction line can be written as Qsuc = clam(p0− pi),
where clam and p0 are constants (typically a constant pressure applies for
the pressure p0 in the system reservoir). On the other hand, Qsuc can be
written as Qsuc = Qp +Qleak . Then, using the defined equations for Qsuc,
(14) and (15), it yields pi =− Vmax2piαmaxclam ω(t)α−
kleak
clam
ps + p0, which yields
(121). Eventually, taking the time derivative from the equation for pi yields
(122).
(p˙cpd− p˙cp)∈ L∞, and (p˙sd− p˙s)∈ L∞ hold. Then, Lemma 3
can be used to provide that (psd − ps)→ 0, (p˙sr− p˙s)→ 0,
(α˙d− α˙)→ 0 and (pcpd− pcp)→ 0 hold. 
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