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Abstract
At the core of understanding dynamical systems is the
ability to maintain and control the systems behavior that in-
cludes notions of robustness, heterogeneity, and/or regime-
shift detection. Recently, to explore such functional prop-
erties, a convenient representation has been to model such
dynamical systems as a weighted graph consisting of a fi-
nite, but very large number of interacting agents. This said,
there exists very limited relevant statistical theory that is
able cope with real-life data, i.e., how does perform simple
analysis and/or statistics over a “family” of networks as
opposed to a specific network or network-to-network vari-
ation. Here, we are interested in the analysis of network
families whereby each network represents a “point” on an
underlying statistical manifold. From this, we explore the
Riemannian structure of the statistical (tensor) manifold in
order to define notions of “geodesics” or shortest distance
amongst such points as well as a statistical framework for
time-varying complex networks for which we can utilize in
higher order classification tasks.
1. Introduction
Notions of robustness, heterogeneity, and phase changes
are ubiquitous concepts employed in understanding com-
plex dynamical systems with a variety of applications [1, 2,
3, 4]. This is seen in Figure 1. While recent advancements
in network analysis has arisen through the usage of spec-
tral techniques [5], expander graphs [6], percolation theory
[7], information theoretic approaches [8, 9], scale-free net-
works [4], and a myriad of graph measures reliant on the
underlying discrete graph space (e.g., degree distribution
[10], shortest path [8], centrality [11, 12, 13]), such mea-
sures rarely incorporate the underlying dynamics in its con-
struction. Limitations of such static measures can be more
aptly seen in multilayer networks whereby standard net-
work measures are immediately ambiguous; shortest paths
Figure 1. This work focuses on the exploiting the underlying ge-
ometry in a statistical framework to elucidate regime-shifts and
bifurcation detection in dynamical systems. We apply our analysis
towards broader cell differentiation and signaling promiscuity in
biological systems with cancer applications (e.g., inducing termi-
nal homogeneous state from a pluripotent stem-cell like state)
(geodesics) are non-trivial [14] while centrality measures
[15], clustering methods [16], and diffusion models [17]
require simplifications to make sense of real-world config-
urations. Moreover, static properties have been unable to
model time-varying nonlinear higher order effects (e.g., tar-
geted therapy [18], cellular reprogramming [19]) which can
be seen pictorially in Figure 1 and Figure 2. This is akin to
waterbed theory which refers to the observation of when a
complex behavior is “pushed” down, the invariable effect of
complexity causes for that behavior to “pop-up” elsewhere
[20].
To this end, we have previously developed fundamental
relationships between network functionality [8, 21] and cer-
tain topological and geometric properties of the correspond-
ing graph [22, 23]. In particular, recent work of ours has
shown the geometric notion of curvature (a measure of “flat-
ness”) is positively correlated with a system’s robustness or
its ability to adapt to dynamic changes [24, 25]. This can
be seen in Figure 3A. In this regard, network curvature may
relate to anomaly detection [26], congestion in communica-
tion [27, 28], drug resistance [29], supply chain risk [30], to
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Figure 2. Current modeling of static network properties leads to ill-posed “whack-a-mole”-based solutions whereby to alter functionality,
one “whacks” a vulnerabilities of a system at a given time t. However, due to heterogeneity, this leads to new vulnerabilities and further
(perhaps accelerated) breakdown via feedback.
even systemic risk in banking systems [31, 32]. Moreover,
this is particularly compelling since curvature can be readily
computed for large-scale networks using theory from opti-
mal mass transport [33], and more importantly, highlights
the significance of employing geometry in network analy-
sis. This said, there exists very limited relevant statistical
theory that is able cope with a family of networks and one
often focuses on a given network or is limited to measures
that exploit network-to-network variations as it pertains to
functionality. Here, we are interested in expounding upon
previous work [24] in order to exploit statistics over a fam-
ily of networks such that higher order classification tasks
can be performed to better understand regime shifts.
To do so, we are interested in studying geometry of
networks as a dynamical system that evolves over time in
which each given network or observation may represent
a “point” (encoded by some matrix-based positive definite
model) on an underlying Riemannian manifold. From this,
we are interested in defining geodesics such that distances
between “points” (networks) in a given a family can be mea-
sured and proper statistical analysis can be achieved. For
a broad range of problems, such information may include,
but not limited to, vector-valued time series, power spectral
density [34], to density matrices from quantum mechanics
that aptly describes the mixed state of the system [35]. In
general, the set of Hermitian positive definite (PD) matrices
plays a fundamental role in a variety of engineering applica-
tions with the most recent attention renewed on developing
lower order statistics [36, 37, 38, 39]. In relationship to this
mathematical structure, significant related work on employ-
ing statistical analysis for Riemannian manifolds has fo-
cused on directional statistics, statistics on shape spaces, as
well as specific manifolds - we refer the reader [40, 41, 42]
and references therein. This being said, while these meth-
ods are mostly extrinsic whereby one embeds the manifold
in an ambient Euclidean space, we are interested in study-
ing intrinsic Riemannian metrics that can be naturally ap-
plied to the network setting without restrictions on the net-
work topology. For example, from a network geometric per-
spective, there has been very interesting work modeling the
space of tree-like structures in understanding phylogenetic
trees for cancer and evolutionary biology [43, 44]. Recently,
phylogenetic trees were shown to live in a negatively curved
space [43] resulting in a new push to develop an appropri-
ate statistical framework (i.e., if a manifold is negatively
curved, then one can define a unique geodesic). This has
led to methods in hierarchical learning and clustering [45].
Nevertheless, as seen in Figure 4, non tree-like networks
still “live” upon some Riemannian (statistical) manifold for
which we need to construct a framework capable of resolv-
ing unique geodesics (shortest path) amongst such points.
In turn, we can then perform statistics on this space allowing
us to classify certain behaviors and operating regimes which
will be key to maintaining control and avoiding shotgun-
based solutions during “black swan” events [46] whereby
the continuous failing of interacting agents may result in
catastrophic failure.
The remainder of the present paper is outlined as fol-
lows: In the next section, we first provide important prelim-
inaries in motivating the theoretical need of understanding
geometry by revisiting curvature and entropy as it pertains
to functionality. Here, we see that changes in the geom-
etry provides intrinsic information about the dynamic sys-
tem and thus, its exploration fits towards a larger program
developed in this paper and current related work [24, 25].
From this, Section 3 lays the foundation of a Riemannian
framework previously employed for Diffusion Tensor Imag-
ing whereby we now adapt such notions towards complex
networks. Then, Section 4 presents preliminary results on
synthetic and biological data. We conclude with a summary
and future work in Section 5.
2. Geometry and System Behavior
To illustrate how geometry elucidates the functional be-
havior of a dynamical system and how such ingredients are
ever-important the analysis and control of time-varying net-
works, let us revisit optimal mass transport (OMT) [33].
Figure 3. Visual illustration of curvature. (A) The thematic and motivating vision of this work is based on the above-illustrated result
[24, 25]. (B) Other forms of curvature that play important roles in (projective) geometry and machine learning.
The first notion of OMT was proposed by Gaspar Monge
in 1781 with the concern of finding the minimal transporta-
tion cost for moving a pile of soil from one site to another.
The modern formulation, given by Kantorovich, has been
ubiquitously used in fields of econometrics, fluid dynam-
ics, to shape analysis [33, 47, 48] and recently, has received
a renewed mathematical interest [49, 50]. More formally,
let (X,µ0) and (Y, µ1) be two probability spaces and let
pi(µ0, µ1) denote the set of all couplings on X × Y whose
marginals are µ0 and µ1. As such, the Kantorovich costs
seeks to minimize
∫
c(x, y)dpi(x, y)∀pi ∈ pi(µ0, µ1) where
c(x, y) is the cost for transporting one unit of mass from x to
y. The cost originally defined in a distance form on a metric
space leads to the Lp Wasserstein distance as follows:
Wp(µ1, µ2) :=
(
inf
µ∈pi(µ0,µ1)
∫ ∫
d(x, y)pdµ(x, y))
) 1
p
(1)
From this, let us begin considering M to be a Riemannian
manifold for which “points” are now defined
P := {µ ≥ 0 : ∫ µ dvol(M) = 1}
TµP :=
{
η :
∫
η dvol(M) = 0
} (2)
as the space of probability densities and the tangent space at
a given point µ, respectively. Due to the work of Benamou
and Brenier [48], one can naturally compute the geodesic
(in the Wasserstein sense) between two densities µ0, µ1 ∈
P as the below optimal control problem:
inf
µ,g
{∫ ∫ 1
0
µ(t, x)‖∇g(t, x)‖dtdvol(M)
subject to
∂u
∂t
+ div(µ∇g) = 0
µ(0, .) = µ0, µ(1, .) = µ1
} (3)
which leads us to give P a Riemannian structure due to
some very nice work of Jordan et. al [51]. Armed with
this, we are now able to see how changes to the underly-
ing geometry (namely curvature) may serve as a proxy for
system behavior (namely functional robustness). As such,
let
H(µt) :=
∫
M
logµtdvol(M) (4)
represent Boltzmann entropy where the dependency on x
has been dropped for convenience and we consider a family
of densities evolving over time. Taking the second variation
with respect to time t in the Wasserstein sense (i.e., our gra-
dient steps are taken to minimize or maximize the Wasser-
stein distance rather than the classical Euclidean norm) and
noting that, by construction, η := ∂µ∂t |t = 0, we have that
d2
dt2
H(µt)|t=0 = 〈Hess(H)(η), η〉W
= −
∫
M
〈∇gη,∇∆gη〉+ 1
2
∆
(‖∇gη‖2)µ0dvol(M) (5)
where µ0 and gη satisfy equation (3). Using the Bochner
formula [54], which relates harmonic functions on a Rie-
mannian manifold to Ricci curvature (a geometric measure
of “flatness” and herein denoted as “Ric”), we can further
assume Ric ≥ kI as quadratic forms where k is a constant
and I is the identity matrix. Then, due to a beautiful re-
sult of Sturm [53] as well as Lott and Villani [33], one
can show that the Hess(H) is k-convex with respect to the
Wasserstein norm:
H(µt)≤ tH(µ0)+(1− t)H(µ1)−φ(k, t, µ0, µ1)∀t ∈ [0, 1]
(6)
where the right hand portion of the above equation de-
noted as φ(.) can be shown to be φ(k, t, µ0, µ1) = k2 t(1 −
t)W2(µ0, µ1)
2 allowing for k-convexity. That is, changes in
entropy and curvature are positively correlated, i.e., ∆H ×
∆Ric ≥ 0. Now, let p(t) denote that probability that the
mean of a given observable deviates by more than  from
the original (unperturbed) value at time t. Then from large
deviations theory, one can define a rate function as:
R := lim
t→∞,→0
(
− 1
t
log p(t)
)
(7)
Therefore, a large R means a fast return to the original state
(robustness), and a small R corresponds to a slow return
(fragility). In thermodynamics, it is well-known that en-
tropy and rate functions from large deviations are closely
related [21]; the Fluctuation Theorem [8] is an expression
of this fact for complex networks and may be expressed as
∆H ×∆R ≥ 0. With the result of equation (6), we have
∆Ric×∆R ≥ 0 (8)
which states that changes in Ricci curvature are positively
correlated to changes in robustness. Perhaps more impor-
tantly, the manner in which the underlying geometry
changes elucidates certain behaviors of a complex dy-
namical system and this stylized fact, sets the motivation
for this note in which we attempt to generalize statistics to
a family of networks that live on a certain manifold.
2.1. Scalar Model: Network-to-Network Analysis
As highlighted in the previous section, geometry of net-
works plays an integral role in understanding functional-
ity. In particular, in the scalar case with the structure given
by equation (2), one can discretely defined Ricci Curvature
(due to Ollivier [22]) between any two “points” x and y as:
κ(x, y) := 1− W1(µx, µy)
d(x, y)
(9)
This definition, motivated by coarse geometry, is applicable
to the graph setting whereby the geodesic distance d(x, y)
is given by the hop metric and W1 can be computed simply
via linear programming [55]. However, this measure is lim-
ited to local network-to-network variation as opposed to a
family of networks and as such, we require a generalization
to the matrix valued setting; a non-trivial problem that has
been recently studied [50]. Therefore, this note and latter
(future) work will seek to construct matrix-valued curvature
based measures. To do so, we first need notion of matrix-
valued distance dM (x, y).
3. Manifold of Time-Varying Networks
This section will introduce a framework capable of defin-
ing statistics on a family of networks as seen in Figure 4.
3.1. Geodesics on the Network Manifold
Consider a dynamical system that evolves over time and
whose information is encapsulated by a positive definite
matrix (tensor). In this regard, it is well-known that the
space of tensors is not a vector space, but instead forms a
Riemannian manifold M [56]. In particular, we will lever-
age the theory of symmetric spaces which has been exten-
sively studied since the seminal work of Nomizu [57]; a
comprehensive work on tensor manifolds can be found in
[58, 59]. Riemannian manifolds are endowed with a metric
that smoothly assign to each point ρ ∈ M an inner product
on Tρ, the tangent space to M at ρ. More formally, let us
denote Υ and Υ+ and as the set of all Hermitian matrices
and the cone of positive-definite matrices, respectively. We
may then define an analogous structure to equation (2) as:
Λ+ :=
{
ρ ∈ Υ+ | tr(ρ) = 1}
Tρ :=
{
χ ∈ Υ | tr(χ) = 0} (10)
where Λ+ represents our space of networks and Tρ is
the corresponding tangent space. From this, we let
the observations of our dynamic system be recorded as
{ρ0, ρ1, ρ2, ..., ρt} and where each “point” (network) ρi ∈
Υ+ is given by a tensor. As seen in Figure 4, we need a
sensible notion of distance that is dependent on the under-
lying geometry to define statistics for classification. To do,
one defines the exponential map as the function that maps
to each vector −−→ρ0ρ1 ∈ Tρ0 , the point ρ1 ∈ Λ+ on the mani-
fold M that is reached after unit time by the geodesic start-
ing at ρ0 with this tangent vector. The exponential map,
herein denoted as expρ : Tρ 7→ M at point ρ is defined on
the whole tangent space and for the particular space of ten-
sors, this map is also one-to-one. Moreover, one can also
define a unique inverse map denoted as the logarithm map
Logρ0 : M 7→ Tρ0 that maps a point ρ1 ∈ M to the unique
tangent vector χ ∈ Tρ0 at ρ0 whose initial velocity is that of
the unique geodesic γ with γ(0) = ρ0 and γ(1) = ρ1.
Thus, the problem of classifying time-varying networks
amounts to being able to properly computing geodesics on
this space and for which, we must now consider a family of
curves γ(t) on the manifold and its speed vector γ˙(t). Then,
in the general setting, our geodesic will be a curve that real-
izes the minimum distance (length) between any two points,
e.g., ρ0 and ρ1. That is, we want to compute:
Lρ1ρ0 = minγ
∫ ρ1
ρ0
‖γ˙(t)‖γ(t)dt
= min
γ
∫ ρ1
ρ0
(
〈γ˙(t), γ˙(t)〉γ(t)
) (11)
where γ(0) = ρ0 and γ(1) = ρ1. Given this, we seek to
exploit the Riemannian structure of the tensor space pro-
posed by Pennec [59] towards the network setting; most re-
cently used in Diffusion Tensor Imaging [60, 61]. Here,
authors utilize a result from differential geometry regarding
geodesics for invariant metrics on affine symmetric spaces
[62, 63] together with the Sylvester equation from control,
to propose an affine invariant metric whereby the unique
geodesic curve from point ρ (and at the origin) on our net-
work manifold with a tangent vector χ can be shown to be
γ(t)(ρ,χ) = ρ
1
2 exp(tρ−
1
2χρ−
1
2 )ρ
1
2
γ(t)(I,χ) = exp(tχ)
(12)
Figure 4. (A) To understand more global functionality, we treat time-varying networks as “points” on a manifold. (B) The study geodesics
is needed in order to compute a statistical framework for a family of networks. (C) Manifold of Positive Definite Matrices
where exp(χ) =
∑+∞
k=0 =
χk
k! is the usual matrix exponen-
tial. From this, the speed vector γ˙(t) can be computed:
dγ(t)
dt
=
d
dt
exp(tχ)
=
d
dt
(
Q
 etχ1,1 0 ... 00 etχ2,2 ... 0
0 0 ... etχn,n
QT)
= QDIAG
(
χi exp(tχi)
)
QT
= exp(tχ)
1
2χ exp(tχ)
1
2 )
= γ(t)
1
2
(I,χ) ? χ (13)
where the A ? B = ABAT . Noting the geodesic γ(t)(ρ,χ)
between any two points ρ0, ρ1 ∈ M where ρ1 = expρ0(χ)
at t = 1, the logarithm map can be seen as
γ(1)(ρ0,χ) = ρ1 = ρ
1
2
0 exp(ρ
− 12
0 χρ
− 12
0 )ρ
1
2
0
log(ρ
− 12
0 ρ1ρ
− 12
0 ) = ρ
− 12
0 χρ
− 12
0
ρ
1
2
0 log(ρ
− 12
0 ρ1ρ
− 12
0 )ρ
1
2
0 = χ =
−−→ρ0ρ1 = Logρ0(ρ1) (14)
From this, the distance between networks can finally be
computed as
dist2(ρ0, ρ1) = ‖Logρ0(ρ1)‖2ρ0
= ‖log(ρ− 120 ρ1ρ−
1
2
0 )‖22.
(15)
We now have a natural distance that measures the length of
the geodesic curve that connects any two “points” on our
network manifold. This is particularly important as we can
now begin to perform statistics over a family of networks.
3.2. Mean, Variance, Mahalanobis Distance
Given the above geodesic distance, one can formu-
late necessary statistics on our network manifold. Using
the framework established by Pennec [59] with the above
affine invariant metric, the unique mean ρ¯ of N “points”
{ρ0, ρ1, ρ2, ..., ρN} on the tensor manifold can be computed
via gradient descent:
ρ¯t+1 = ρ¯
1
2
t exp
(
1
N
N∑
i=1
log
(
ρ¯
− 12
t ρiρ¯
− 12
t
))
ρ¯
1
2
t (16)
It has been noted that although no closed form expression
for the mean exists, the above converges towards a steady-
state solution in a few iterations. As in the traditional Eu-
clidean distance and similar to the Karcher or Frechet mean,
the above mean is constructed on the premise that we seek
a “point” that minimizes the sum of squared distance.e.,
ρ =
∑N
i=1 dist
2(ρ, ρi). In a similar fashion, the variance
can be computed as follows:
Σ =
1
N − 1
N∑
i=1
Vecρ¯
(
Logρ¯(ρi)
)
Vecρ¯
(
Logρ¯(ρi)
)T
(17)
where Vecρ¯(ρi) = VecI
(
log(ρ¯ ? ρi)
)
and where the op-
eration VecI(A) is a vectorized projection of the indepen-
dent coefficients of our tensor in the above formulation, i.e.,
VecI(A) = (a1,1,
√
2a1,2, ...
√
2a1,n, ...
√
2an−1,n, an,n).
From this, one obtains a generalized form of the Gaussian
distribution on the tensor manifold as:
N(ρ¯,Σ)(ρi) = k exp
(
1
2
ξ(ρ¯,Σ)(ρi)
)
(18)
where ξ(ρ¯,Σ) represents the classic Mahalanobis distance
now defined in the Riemannian setting as seen below
ξ(ρ¯,Σ)(ρi) = Vecρ¯
(
Logρ¯(ρi)
)T
Σ Vecρ¯
(
Logρ¯(ρi)
)
. (19)
While the above provides a few basic tools, we have omit-
ted, for the sake of brevity varying other advantages that
can be employed towards the network setting through the
framework established above. This will be a subject of fu-
ture work in which powerful tools, previously employed for
DTI imaging, will now be used to exploit time-varying net-
works. Of course, to do so, we need to define our matrix-
based model that will allow for networks to be represented
on the tensor manifold. This is discussed next.
3.3. Matrix-Based Model: Graph Laplacian
Given that we are focused network control, we em-
ploy an approximated graph Laplacian as our matrix-based
model whose structure provides a global representation of a
given network with many useful properties that are intrinsi-
cally tied to system functionality. While a complete review
Figure 5. (A) Graphical view of the three synthetic “toy” graphs that can be representative of varying types of communication networks,
each with 200 nodes and 400edges (i.e., only topology changes). (B) Distances of network-to-network under varying weights or “noise.”
We see that the proposed framework is able to properly quantify difference as compared to Euclidean measure, i.e., the star-like network is
“closest” to the random network as supported in [8, 24].
is beyond the scope of this note (we refer the reader to [5]),
a few areas that have garnered attention have included con-
struction of expander graphs [6] to Cheegers inequality with
increasing attention on connections between spectral graph
theory and its respective geometry [64]. Mathematically,
one can define the Laplacian operator for a specific network
as ∆f(x) = f(x) −∑y f(y)µx(y) with f being a real-
valued function which coincides with the usual normalized
graph Laplacian given by:
L = I −D− 12AD− 12 (20)
It is interesting to note in this connection that if k ≤ κ(x, y)
is a lower bound for Ricci curvature defined in equation (9),
then the eigenvalues of Laplacian is bounded k ≤ λ2 ≤
... ≤ λN ≤ 2 − k [64]. This relationship is important
since 2− λN measures the deviation of the graph from be-
ing bipartite, i.e., a graph whose vertices can be divided into
two disjoints sets U and V such that every edge connects a
vertex in U to one in V . As such ideas appear in resource
allocation and control, the study of such structures in the
time-varying setting motivate our focus on the Laplacian
matrix. Lastly, while one can form a normalized Laplacian
with unitary trace, we note that the Laplacian matrix by
definition is a positive semi-definite matrix. Therefore, to
enforce positive definiteness, we utilized an approximated
Laplacian Lˆ := L + LI where 0 < L << 1 such that
xT Lˆx > 0 for all nonzero x ∈ Rn.
4. Results
We now present preliminary results. While these exper-
iments are by no means exhaustive (and will be extended),
these results highlight potential of the above framework for
time-varying network analysis.
4.1. Toy Network Configurations
To provide initial intuition of the proposed framework,
we constructed three toy “communication” based networks.
As one can see in Figure 5, the networks are composed of
200 nodes and 400 edges with varying topology that repre-
sents a chain, a random, and a star-like network. Similar
to our earlier work [24], we are interested in using the pro-
posed framework to measure distances amongst these struc-
tures under varying “noise”. As highlighted by network
curvature [24] and network entropy[8], one should expect
from a communication perspective the star-like network is
“closer” to a “random” network. That is, given that their
functional properties such as robustness (a measure of “flat-
ness”) are similar compared towards the chain-like network,
we should expect that such networks on the manifold lie
closer to one another. This is exactly what is shown in Fig-
ure 5B. Moreover, as we move from an unweighted graph
to a weighted graph in which weights are chosen randomly
in a uniform manner, this relationship still holds. On the
other hand, if we utilize the classical Euclidean distance
(Frobenius norm) to measure network-to-network distance,
we find that the chain-like network is in fact “closer” to the
star-like network. From a communications perspective, this
does not make sense and highlights the proposed frame-
work. Lastly, it is interestingly to see that as we increase
the support of weight selection, the distances between such
networks increases as to be expected.
4.2. Scale-Free and Random Networks
This section presents clustering results and the impor-
tance of exploiting the underlying geometry as it relates
scale-free networks. In particular, we generate 50 scale-free
networks (i.e., degree distribution follows power law) [1]
and 50 random (Erdos-Renyi) networks with each network
composed 200 nodes and 1164 edges (differences are only
in topology). Such scale-free networks stylistically could
represent “business as usual” behavior while such random
networks may represent a particular crisis in which struc-
ture (correlation of agents) breaks down. From this, one
can generate an approximated normalized graph Laplacian
Figure 6. Heat map of distances between scale-free and random networks measured by the proposed Riemannian metric to that of the
Frobenius norm. (B) Average distance of network-to-network under varying weights or “noise.” We see that the proposed framework is
able to properly quantify difference as compared to Euclidean measure. Note: Each random and scale-free network possess same number
of nodes and edges, only topology changed.
as defined in Section 3.3 whereby each network now repre-
sents a point on our tensor manifold. In doing so, we com-
pute pairwise distances amongst all potential network pairs
based on the Euclidean distance, defined by the Frobenius
norm, as well as the Riemannian distance, defined by equa-
tion (15). Figure 6A presents a “heat map” of the distances.
As one can see, Euclidean distance fails to cluster networks
as the distance between scale-free to random networks are
“closer” than random to random networks. The frame-
work proposed here is able to properly cluster the afore-
mentioned networks highlighting the thematic importance
of using Riemannian geometry when exploiting distances
and/or similarity measures. Figure 6B also presents av-
erage distances amongst scale-free-to-scale-free, random-
to-scale-free, and random-to-random networks. Lastly, we
note that if the above experiments were repeated and/or the
number of nodes/edges were changed, the clustering result
would still hold.
4.3. Waddingtons Landscape: Cell Differentiation
In this section, we now turn our attention in utilizing the
proposed framework towards a regime shifts of cellular dif-
ferentiation of Waddington’s Landscape as depicted in Fig-
ure 1. This epigenetic landscape provides a stylistic hier-
archal view cellular differentiation [65], i.e., landscape ele-
vation associates to varying degrees of pluripotency or the
ability for a cell to differentiate to multiple function spe-
cific tissues. That is, pluripotent and progenitor cells are
“higher” compared to a further differentiated state whether
that be another function specific stem-cell or tissue. Nev-
ertheless, at a high level, one can consider the intricate and
complex processes of cellular differentiation as a intercon-
nected dynamical system (network) whereby such bifurca-
tions or regime-shift relate to differentiated states that lie on
Waddington’s landscape [66].
To illustrate this and from a classification perspective, we
accessed the Gene Expression Omnibus (GEO). In partic-
ular, we selected two public datasets, GSE11508 and GSE
30652, that possess 59 pluripotent / 160 non-pluripotent and
159 pluripotent / 32 non-pluripotent cell samples, respec-
tively. Within each pluripotent samples of both datasets,
there contains varying types that include human embryonic
stem cells (hESCs) and induced pluripotent stem cells (iP-
SCs). This results in a potential mix of differentiation,
i.e., iPSCs pluripotency may be much lower than hESCs
yet are deemed pluripotent. Here, we are primarily in-
terested to examine how “far” apart differentiated samples
are from their counterparts and would be key in devising
a necessary quantitive framework characterizing Wadding-
tons Landscape. As such, through the use of the KEGG
database downloaded from Pathway Commons, we con-
struct a single pluripotent network whereby the weights are
the gene-to-gene correlation of twenty random pluripotent
samples selected from each of the respective data sets. This
was done similarly for a single non-pluripotent network.
Together, this was repeated to generate 50 pluripotent and
non-pluripotent networks from each GSE11508 and GSE
30652. Figure 7 presents heat map results as well as the av-
erage network distance between such networks. As one can
see, we see a marked increase in distance between pluro
and non-pluro samples. We note the Frobenius norm fol-
lows this same pattern and can primarily be attributed to the
fact that we fixed the topology between pluro/non-pluro net-
works, the small number of samples for correlation, as well
as the dependency of our underlying interactome KEGG
network. This said, we have presented such results here
to motivate the need for future work.
5. Summary & Conclusion
This note introduces a statistical geometric framework
[59] towards time-varying network analysis. While such
Figure 7. Heat map of Riemannian distances between pluripotent and non-pluripotent networks under two public datasets. (B) Average
numerical distance between the pluro and non-pluro networks. We see the proposed measure is able to classify such samples as well as the
Euclidean measure. We note the topology here is fixed across each networks unlike previous synthetic results.
mathematical concepts have been successfully employed
for DTI Imaging [61], the underlying structure is equally
relevant in the classification of regime-shifts in networks.
To illustrate the importance of geometry in this setting, we
presented preliminary results that show classical Euclidean
distances are unable to properly differentiate between not
only toy network configurations, but that of scale-free and
random networks. We concluded with an example of how
the proposed framework may be utilized on real-life bio-
logical stem-cell data. Putting this all together, these pre-
liminary results and methodology set the foundation for a
more expansive study on global notions of robustness, het-
erogeneity, and/or regime-shift detection.
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