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Introduction
Dans une alge`bre A, non ne´cessairement associative et non ne´cessairement unitaire
sur un corps commutatif K, un e´le´ment x 6= 0 est line´airement inversible si les
ope´rateurs line´aires de multiplication
Lx : y 7→ xy et Rx : y 7→ yx
sont inversibles dans l’alge`bre EndK(A), des ope´rateurs line´aires de A. L’alge`bre A
est dite de division line´aire si tout e´le´ment non nul de A est line´airement inversible.
Elle est dite de division line´aire a` gauche si pour tout e´le´ment non nul x de A, Lx
est inversible dans EndK(A). Si K = lR ou lC , l’alge`bre A est dite norme´e si l’espace
vectoriel A est muni d’une norme ||.|| sous-multiplicative i.e. ||xy|| ≤ ||x|| ||y||
pour tous x, y ∈ A.
L’e´tude des alge`bres norme´es de division line´aire a connu son premier succe´s en
1941 graˆce a` Mazur et Gelfand qui prouve`rent que le corps lC des nombres com-
plexes est l’unique, a` isomorphisme pre`s, lC -alge`bre associative norme´e de division
[BD 73], [Ri 60]. Ce re´sultat a e´te´ e´tendu aux alge`bres non ne´cessairement asso-
ciatives par Kaidi ([Kai 77] Teorema 1.6) qui prouva en 1977 que les lC -alge`bres
norme´es comple`tes de division line´aire a` gauche sont a` isomorphisme pre`s lC . Cepen-
dant, le proble`me de la de´termination des lC -alge`bres norme´es (non ne´cessairement
comple`tes) de division line´aire, est encore ouvert. Nous avons apporte´ une contri-
bution modeste, a` ce proble`me, en assurant la validite´ de ce dernier re´sultat dans
des situations apparemment plus ge´ne´rales que celles du cas complet. Nous avons
montre´ que les lC -alge`bres norme´es sans diviseurs topologiques line´aires de ze´ro a`
gauche (d.t.l.z.g.) et qui contiennent des e´le´ments line´airement inversibles a` gauche,
sont isomorphes a` lC (The´ore`me 2.51). Nous avons montre´ e´galement que les lC -
alge`bres norme´es de division line´aire a` gauche dans lesquelles l’ensemble des d.t.l.z.g.
est une partie comple`te, sont isomorphes a` lC (The´ore`me 2.54).
Le proble`me de la de´termination des lR-alge`bres norme´es (comple`tes) de division
line´aire est re´solu au cas des alge`bres alternatives et de Jordan [Kai 77]. Frobe-
nius prouva en 1877 que les lR-alge`bres associatives alge´briques de division sont
isomorphes a` lR, lC ou lH (le corps re´el des quaternions de Hamilton) [E-R 91]. Ka-
plansky [Kap 49] acheva ce premier travail et donna e´galement une extension, pour
les alge`bres norme´es sans diviseurs topologiques de ze´ro (d.t.z.), en montrant en 1949
que les lR-alge`bres associatives norme´es sans d.t.z. non nuls sont isomorphes a` lR,
lC ou lH. Albert [A 49] prouva en 1949 que les lR-alge`bres alternatives alge´briques de
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division sont isomorphes a` lR, lC , lH ou lO (l’alge`bre re´elle des octonions de Cayley-
Dickson). Il s’est inte´resse´ e´galement a` l’e´tude des lR-alge`bres absolument value´es
[A 47, 49]. Cette dernie`re e´tude fut acheve´e par Urbanik et Wright qui prouve`rent,
en 1960, que les lR-alge`bres absolument value´es unitaires sont isomorphes a` lR, lC ,
lH ou lO [UW 60]. Re´cemment Cabrera et Rodriguez [CR] ont donne´ une nouvelle
de´monstration, simple, du The´ore`me de Kaplansky, et a` l’aide de celui d’Albert,
ils prouve`rent que les lR-alge`bres alternatives norme´es sans d.t.z. non nuls sont
isomorphes a` lR, lC , lH ou lO .
Wright avait conjecture´ [Wr 53] que les lR-alge`bres norme´es de division line´aire
sont de dimension finie. Cette conjecture s’est avere´e extreˆmement difficile dans
sa ge´ne´ralite´ et on est actuellement loin d’une re´ponse affirmative, cependant on
a des re´sultats partiels. Re´cemment, Cuenca [Cu 92] a donne´ des exemples d’une
classe d’alge`bres re´elles norme´es comple`tes de dimension infinie de division line´aire
a` gauche, et Rodriguez [Rod 921] les a comple`tement de´crites. Ante´rieurement, on
a confirme´ la validite´ de la conjecture de Wright pour les alge`bres alternatives et
de Jordan, et dans le cas Jordan non commutatif, on a montre´ que l’alge`bre est
quadratique (cayleyenne) [Kai 77]. L’existence des alge`bres de Jordan non commu-
tatives quadratiques de division line´aire de dimension infinie est actuellement un
proble`me ouvert. D’apre`s le The´ore`me de Hopf [H 40], Kervaire [Ke 58] et Milnor-
Bott [BM 58], qui affirme que 1, 2, 4, 8 sont les seules possibilite´s pour la dimension
d’une lR-alge`bre de division line´aire de dimension finie, on est amene´ d’une manie`re
naturelle a` e´tudier ces alge`bres en dimension finie. Osborn [Os 62] a initie´ la the´orie
des alge`bres quadratiques et a de´termine´ toutes les lR-alge`bres quadratiques de di-
vision line´aire de dimension 4 et une classe particulie`re de lR-alge`bres quadratiques
(non alternatives) de division line´aire de dimension 8. Kaidi [Kai 77] prouva que les
lR-alge`bres norme´es de Jordan non commutatives de division line´aire qui satisfont a`
l’identite´ (x, x, [x, y]) = 0 sont quadratiques, alternatives et isomorphes a` lR, lC ,
lH ou lO . En particulier, les lR-alge`bres de Jordan norme´es de division line´aire sont
isomorphes a` lR ou lC . Les lR-alge`bres norme´es de Jordan non commutatives de
division line´aire dans lesquelles deux e´le´ments qui n’appartiennent pas a` la meˆme
sous-alge`bre de dimension 2 engendrent une sous-alge`bre de dimension 4, sont de
dimension finie et isomorphes a` lR, lC , lH(λ) ou lO (λ), λ 6= 1
2
(les mutations de lR,
lC , lH et lO) [Kai 77], [Roc 87]. Benkart, Britten et Osborn [BBO 82] re´duise`rent,
en 1982, la de´termination des lR-alge`bres flexibles de division line´aire de dimension
finie a` celle des alge`bres de Jordan non commutatives
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Motive´s par les re´sultats pre´ce´dents, nous nous sommes inte´resse´ au proble`me de
la de´termination des alge`bres re´elles de Jordan non commutatives de division line´aire
de dimension 8. Nous avons suivi deux approches. La premie`re consiste a` construire
ces dernie`res alge`bres, a` partir d’une alge`bre de dimension 4, par ”duplication”, et
la seconde, a` faire une de´formation approprie´e du produit de l’alge`bre des octonions
de Cayley-Dickson.
Dans la premie`re approche, un re´sultat important a e´te´ e´tabli dans [CDKR]
assurant l’existence d’une sous-alge`bre de dimension 4 dans une lR-alge`bre de Jordan
non commutatives de division line´aire de dimension 8 (The´ore`me 3.7). Pour le
doublage, nous avons ge´ne´ralise´ le proce´de´ de Cayley-Dickson [KR 92]. Soient (B, .)
une K-alge`bre cayleyenne (car(K)=0) et γ, α, δ ∈ K avec γ 6= 0, alors le produit
(x, y)(x′, y′) = (x.αx′ + γy′y, yx′ + y′x+
δ
2
[y′, y])
munit l’espace vectoriel B × B d’une structure de K-alge`bre cayleyenne, qu’on
appelle extension cayleyenne ge´ne´ralise´e de (B, .) d’indice (γ, α, δ) et qu’on note
Eγ,α,δ(B). Nous avons e´tudie´ ces alge`bres et donne´ une condition ne´cessaire et suff-
isante pour qu’elles soient de Jordan non commutatives (Proposition 3.17), puis
des conditions ne´cessaires et suffisantes, lorsque K = lR et B de dimension 4, pour
qu’elles soient de division line´aire (Corollaire 4.14). Ceci nous a permi l’obtention
d’une nouvelle famille d’alge`bres re´elles de Jordan non commutatives de division
line´aire de dimension 8 :
(
E−1,α,δ(lH
(λ))
)(µ)
ou` λ, µ 6= 1
2
, α >
1
2
et (2α− 1)δ2 < 4.
Malheureusement (Note 5.26), ce premier proce´de´ s’est ave´re´ insuffisant pour la
de´termination de toutes les lR-alge`bres de Jordan non commutatives de division
line´aire de dimension 8 [Roc1], [Roc2] cependant, il nous a permis, comme on le
verra ulte´rieurement, l’e´tude des alge`bres qui posse`dent une de´rivation non triviale
et de re´pondre affirmativement a` une question pose´e par Benkart et Osborn en 1981
dans [BO 811].
9
Pour la deuxie`me approche, on a donne´ une me´thode de construction de lR-
alge`bres de Jordan non commutatives de division line´aire de dimension 8, a` partir
de la donne´e de l’une d’elles [CDKR]. Soient (V,∧) une lR-alge`bre anti-commutative
de dimension finie ≥ 1, (.|.) une forme biline´aire syme´trique de´finie ne´gative sur V et
ϕ un automorphisme de l’espace vectoriel V. On pose: x∆y = ϕ∗
(
ϕ(x)∧ϕ(y)
)
, ou`
x, y ∈ V (ϕ∗ e´tant l’automorphisme adjoint de ϕ) et on de´signe par (V, (.|.),∧) et
(V, (.|.),∆), respectivement, les alge`bres cayleyennes construites a` partir des alge`bres
anti-commutatives (V,∧) et (V,∆), et de la forme biline´aire syme´trique (.|.). On a
e´tabli le re´sultat important suivant (Proposition 4.1):
Proposition [CDKR]. (V, (.|.),∧) est flexible de division line´aire si et seulement si
(V, (.|.),∆) est flexible de division line´aire.
L’alge`bre (V, (.|.),∆) est dite obtenue a` partir de A = (V, (.|.),∧) et ϕ, par iso-
topie vectorielle, et est note´e A(ϕ) (4.2 1)). A l’aide de ce dernier proce´de´ et des
re´sultats pre´ce´dents, nous avons pu de´terminer toutes les lR-alge`bres de Jordan non
commutatives de division line´aire de dimension 8, puis nous avons re´solu le proble`me
d’isomorphisme (Corollaire 4.10). Nous avons e´tabli le The´ore`me de classification
suivant (The´ore`me 4.17):
The´ore`me [CDKR]. Les alge`bres re´elles de Jordan non commutatives de division
line´aire de dimension 8 s’obtiennent a` partir de l’alge`bre re´elle lO =
(
W, (.|.),∧
)
de Cayley-Dickson par isotopie vectorielle et sont a` isomorphisme pre`s lO(s) ou` s
est un automorphisme syme´trique de l’espace euclidien
(
W,−(.|.)
)
, de´fini positif.
De plus lO(s) ≃ lO(s′) (s, s′ e´tant deux automorphismes syme´triques de l’espace
euclidien
(
W,−(.|.)
)
, de´finis positifs) si et seulement si il existe f ∈ G2 (le groupe
des automorphismes de l’alge`bre lO) tel que s˜′ = f ◦ s˜◦f−1 (s˜ e´tant le prolongement
naturel de s a` lO : α + u 7→ α + s(u)).
Benkart et Osborn [BO 812] ont donne´ toutes les possibilite´s pour l’alge`bre de Lie
Der(A) des de´rivations d’une lR-alge`bre, A, de division line´aire de dimension 8 :
1. G2 compacte,
2. su(3),
3. su(2)⊕ su(2),
4. su(2)⊕N ou` N est une alge`bre abe´lienne de dimension ≤ 1,
5. N une alge`bre abe´lienne de dimension ≤ 2.
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Ils ont obtenu ensuite dans [BO 811] une classification comple`te pour les alge`bres
re´elles de division line´aire de dimension 8 dont l’alge`bre de Lie des de´rivations
est G2 compacte, su(3) ou su(2) ⊕ su(2). Ils ont donne´ e´galement des exemples
d’alge`bres re´elles de division line´aire pour chacun des autres cas de l’alge`bre de Lie
des de´rivations puis ils ont pose´, parmi d’autres, le proble`me de l’existence d’une
alge`bre re´elle de division line´aire dont l’alge`bre de Lie des de´rivations est su(2) et
dont la de´composition en su(2)-modules irre´ductibles est de la forme: 1+ 1+ 3+ 3.
Ces travaux nous ont permi d’appliquer avec succe`s les re´sultats obtenus sur la
duplication et d’apporter des e´claircissements sur l’e´tude des lR-alge`bres de Jordan
non commutatives de division line´aire de dimension 8 ayant une de´rivation non
triviale. Nous avons montre´ que ces alge`bres ne peuvent pas avoir su(3) comme
alge`bre de Lie des de´rivations (Remarque 5.10), et prouve´, pour les alge`bres de Lie
G2 compacte et su(2)⊕ su(2), les deux re´sultats suivants (The´ore`mes 5.12, 5.13):
The´ore`me [Roc1]. Soit A une lR-alge`bre de Jordan non commutative de division
line´aire de dimension 8. Alors Der(A) = G2 compacte si et seulement si A ≃ lO (λ),
λ 6= 1
2
.
The´ore`me [Roc1]. Soit A une lR-alge`bre de Jordan non commutative de division
line´aire de dimension 8. Alors Der(A) = su(2)⊕ su(2) compacte si et seulement si
A ≃
(
E−1,α,0(lH)
)(λ)
avec 1 6= α > 1
2
et λ 6= 1
2
.
Nous avons donne´ ensuite (Remarque 5.14) une re´ponse affirmative a` la question
pre´ce´dente a` l’aide d’une alge`bre de Jordan non commutative, obtenue par le proce´de´
de Cayley-Dickson ge´ne´ralise´:
(
E−1,α,δ(lH)
)
ou` α > 1
2
, δ 6= 0 et (2α− 1)δ2 < 4.
Nous nous sommes inte´resse´s ensuite au groupe des automorphismes d’une alge`bre
re´elle de Jordan non commutatives de division line´aire de dimension 8. Nous avons
donne´ un exemple d’une telle alge`bre dont le groupe des automorphismes est trivial
(Note 5.26), puis nous avons caracte´rise´ les alge`bres ayant un automorphisme non
trivial (The´ore`me 5.25):
The´ore`me [Roc1]. Soient lO =
(
W, (.|.),∧
)
l’alge`bre re´elle de Cayley-Dickson et s
un automorphisme syme´trique de l’espace euclidien
(
W,−(.|.)
)
, de´fini positif. Alors
les deux proprie´te´s suivantes sont e´quivalentes:
1. Aut
(
lO(s)
)
n’est pas trivial.
2. s˜ laisse stable une sous-alge`bre de lO de dimension 4.
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Ceci met en e´vidence l’immensite´ de la classe des lR-alge`bres de Jordan non
commutatives de division line´aire de dimension 8 [Roc1], [Roc2].
Nous avons divise´ ce me´moire en cinq chapitres. Le premier est consacre´ aux
ge´ne´ralite´s sur les alge`bres non associatives. Il contient e´galement quelques re´sultats
faisant partie de notre travail (Lemmes 1.3, 1.29, Corollaire 1.30). Dans le
deuxie`me chapitre, nous exposons d’abord quelques re´sultats utiles de la the´orie de
base des alge`bres norme´es comple`tes non associatives, puis e´tudions les lC -alge`bres
norme´es de division line´aire (a` gauche). Nous exposons enfin, les re´sultats connus
ou parus re´cemment sur les lR-alge`bres norme´es (comple`tes) de division line´aire.
Dans le troisie`me chapitre nous de´montrons, en premier lieu, le re´sultat concer-
nant l’existence d’une sous-alge`bre de dimension 4 dans une lR-alge`bre de Jordan
non commutative de division line´aire de dimension 8, puis nous e´tudions des pro-
prie´te´s particulie`res satisfaites par ces sous-alge`bres (Proposition 3.14). Nous intro-
duisons ensuite le proce´de´ de Cayley-Dickson ”Ge´ne´ralise´” suivi par l’exposition
de ses proprie´te´s fondamentales. Dans le quatrie`me chapitre nous introduisons
le proce´de´ ”d’isotopie vectorielle”, puis nous traitons le proble`me d’isomorphisme.
Nous de´montrons ensuite le The´ore`me de classification des lR-alge`bres de Jordan
non commutatives de division line´aire de dimension 8. Enfin, dans le dernier chapitre,
nous e´tudions les lR-alge`bres de Jordan non commutatives de division line´aire de
dimension 8, dont l’alge`bre de Lie des de´rivations n’est pas triviale, et caracte´risons
le cas, plus ge´ne´ral, ou` le groupe des automorphismes n’est pas trivial.
Ma´laga, fin Mars 1994.
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1 Ge´ne´ralite´s et pre´requis
Dans ce chapitre K de´signera un corps commutatif de caracte´ristique nulle.
1.1 Alge`bres non associatives
De´finitions et notations 1.1 .
1. On appelle K-alge`bre tout K-espace vectoriel A muni d’une application K-
biline´aire A × A −→ A (x, y) 7→ xy appele`e produit de A. L’alge`bre A est
dite associative (resp. commutative, anti-commutative) si son produit est asso-
ciatif (resp. commutatif, anti-commutatif). Les de´finitions d’e´le´ment unite´ (a`
gauche), sous-alge`bre, ide´al, isomorphisme, automorphisme, sont les meˆmes
que dans le cas associatif. L’alge`bre A est dite simple si elle ne posse`de pas
d’ide´aux bilate`res non nuls propres. On note lR, lC , lH et lO , respectivement,
les lR-alge`bres des nombres re´els, des nombres complexes, des quaternions de
Hamilton et des octonions de Cayley-Dickson.
2. Soit A une K-alge`bre et soient x, y, z ∈ A, on note [x, y] le commutateur
xy − yx, de x et y et (x, y, z) l’associateur (xy)z − x(yz), de x, y et z. Les
sous-ensembles de A suivants:
N(A) = {x ∈ A : (x,A,A) = (A, x, A) = (A,A, x) = 0} et
Z(A) = {x ∈ N(A) : [X,A] = 0
sont des sous-alge`bres associatives de A, de plus Z(A) est commutative. On
les appelle, respectivement, le noyau et le centre de A. Si A est unitaire, son
e´le´ment unite´ est note´ 1. Elle est dite centrale si Z(A) = K.1. Si x ∈ A, on
note Lx, Rx les ope´rateurs line´aires de multiplication par x :
a` gauche Lx : y 7→ xy et a` droite Rx : y 7→ yx,
qu’on appelle ope´rateurs de multiplication par x, a` gauche et a` droite. On note
EndK(A) la K-alge`bre associative et unitaire des ope´rateurs line´aires de A.
Si λ ∈ K, on appelle mutation λ de A, et on note A(λ), l’alge`bre ayant pour
espace vectoriel sous-jacent A et pour produit x.λy = λxy + (1 − λ)yx. Si
λ, µ ∈ K, on a
(
A(λ)
)(µ)
= A(α) ou` α = 2λµ− λ− µ + 1. L’alge`bre A( 12 ) est
commutative, note´e simplement A+, on l’appelle syme´trisation de A.✷
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De´finition 1.2 Soit A une K-alge`bre, on dit qu’une partie S, non vide de A, en-
gendre line´airement A, si S est une partie ge´ne´ratrice de l’espace vectoriel A. On
note [S]A la sous-alge`bre de A engendre´e par S. La sous-alge`bre engendre´e par un
e´le´ment a ∈ A est note´e [a]A. Si A est unitaire et si x1, . . . , xn sont des e´le´ments de
A−{1}, alors la sous-alge`bre de A engendre´e par la partie {1, x1, . . . , xn} est note´e
KA[x1, . . . , xn]. La dimension de l’alge`bre A est la dimension de l’espace vectoriel A.
Si B = {ui : i ∈ I} est une base de l’alge`bre A, c’est a` dire base de l’espace vectoriel
A, alors pour tous i, j ∈ I on a
uiuj =
∑
k∈I
λijkuk (1.1)
ou` les λijk sont des e´le´ments de K, nuls, sauf pour un nombre fini d’indices k ∈ I.
Les relations (1.1) s’appelent la table de multiplication de A relativement a` la base
B. Re´ciproquement, si B = {ui : i ∈ I} est une base d’un K-espace vectoriel A,
e´tant donne´e une famille {λijk ∈ K : i, j, k ∈ K} telle que, pour tous i, j ∈ K fixe´s,
les λijk ou` k ∈ I, sont nuls, sauf pour un nombre fini, il existe alors sur A une seule
structure de K-alge`bre pour laquelle les relations (1.1) sont satisfaites ([Bou 70] A
III p. 10).✷
Lemme 1.3 ([Roc1] p. 2). Soit A une K-alge`bre et soit S une partie non vide de
A. Alors pour tout λ ∈ K − {1
2
}, la sous-alge`bre de A(λ) engendre´e par S coincide
avec la mutation λ de la sous-alge`bre de A engendre´e par S : [S]A(λ) = ([S]A)
(λ).✷
Alge`bre a` puissances associatives 1.4 Les puissances a` gauche d’un e´le´ment a
d’une K-alge`bre A sont de´finis par a1 = a et an+1 = aan pour tout n ∈ lN∗.
L’alge`bre A est dite a` puissances associatives si la sous-alge`bre [a]A est associative
pour tout a ∈ A, ce qui est e´quivalent a` dire que anam = an+1 pour tous n,m ∈ lN∗
et pour tout a ∈ A. L’alge`bre re´elle ∗lC de Mc Clay [A], ayant pour espace vectoriel
sous-jacent lC et pour produit z⊙z′ = z z′, z e´tant le conjugue´ de z, est commutative
et n’est pas a` puissances associatives.✷
Note 1.5 Dans ([A 48] p. 554) Albert de´couvrit un ensemble minimal d’identite´s
assurant l’associativite´ des puissances et prouva qu’une K-alge`bre A est a` puissances
associatives si et seulement si elle satisfait aux deux identite´s (x, x, x) = (x, x, x2) =
0 pour tout x ∈ A. Notons que ces deux identite´s entraˆınent (x2, x, x) = 0 pour tout
x ∈ A.✷
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Soit A une K-alge`bre et soient x, y ∈ A. Pour motif de simplification, nous aurons
l’occasion d’utiliser, les notations suivantes:
1. xy + yx := x • y.
2. Lx +Rx := Vx.
3. LxLy + LyLx := Lx,y.
4. RxRy +RyRx := Rx,y.
Proposition 1.6 Soit A une K-alge`bre qui satisfait a` l’identite´ (x, x, x) = 0 pour
tout x ∈ A. Alors les trois proprie´te´s suivantes sont e´quivalentes:
1. A est a` puissances associatives.
2. A satisfait a` l’identite´
(x, y, x•z)+(x, z, x•y)+(y, x, x•z)+(x, x, y•z)+(z, x, x•y)+(y, z, x2)+(z, y, x2) = 0
pour tous x, y, z ∈ A.
3. A satisfait a` l’identite´
(x•z, y, x)+(x•y, z, x)+(x•z, x, y)+(y•z, x, x)+(x•y, x, z)+(x2, z, y)+(x2, y, z) = 0
pour tous x, y, z ∈ A.
Preuve. 1) ⇒ 2) est e´tablie dans ([Sc 66] p. 129). Pour 2) ⇒ 1) on fait y = z = x
et on utilise la Note 1.5. Enfin 1) ⇔ 3) s’obtient de la meˆme fac¸on.✷
Corollaire 1.7 Soit A une K-alge`bre a` puissances associatives, alors pour tout
entier m ≥ 2 et pour tout x ∈ A, Lxm et Rxm appartiennent a` la sous-alge`bre de
EndK(A) engendre´e par Lx, Rx, Lx2 et Rx2 et on a:
1. 3Rxm+1 = (2Vxm − Lx,xm−1)Vx + (2Rx2 −R2x)Vxm−1 − 2LxRxm − Lxm−1Rx2 .
2. 3Lxm+1 = (2Vxm − Rx,xm−1)Vx + (2Lx2 − L2x)Vxm−1 − 2RxLxm − Rxm−1Lx2 .
Preuve. Les deux identite´s 1) et 2) s’obtiennent des identite´s 2) et 3) de la Propo-
sition 1.6 pre´ce´dente en faisant z = xm−1. La premie`re proposition s’obtient alors
des identite´s 1) et 2) par re´currence sur m.✷
On montre dans ([Sc 66] Lemma 5.3) le re´sultat inte´ressant suivant:
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Lemme 1.8 Soit A une K-alge`bre a` puissances associatives et sans diviseurs de
ze´ro. Si A contient un idempotent non nul e, alors A est unitaire d’unite´ e.✷
De´finition 1.9 (Alge`bre alge´brique). Soit A une K-alge`bre a` puissances associa-
tives unitaire et soit K[X ] l’alge`bre des polynoˆmes a` une inde´termine´e a` coefficients
dans K. Un e´le´ment a ∈ A est dit alge´brique s’il existe un polynoˆme P ∈ K[X ]−{0}
tel que P (a) = 0, ce qui est e´quivalent a` dire que la dimension de la K-alge`bre KA[a]
est finie. L’alge`bre A est dite alge´brique si tous ces e´le´ments sont alge´briques.✷
Alge`bre flexible 1.10 Une K-alge`bre A est dite flexible si elle satisfait a` l’une des
deux identite´s e´quivalentes suivantes:
1. (x, y, x) = 0 pour tous x, y ∈ A.
2. [Lx, Rx] = 0 pour tout x ∈ A.
Il est clair qu’une K-alge`bre associative ou commutative est flexible.✷
Proposition 1.11 Dans une K-alge`bre A, les deux ope´rateurs line´aires
Lx(Lx +Rx)− Lx2 et Rx(Lx +Rx)− Rx2
coincident. On les note Ux.
Preuve. La proposition s’obtient par une line´arisation de l’identite´ (x, x, x) = 0 et
en tenant compte de la flexibilite´ de A.✷
Alge`bre alternative 1.12 Une K-alge`bre A est dite alternative si elle satisfait
aux deux identite´s suivantes (y, x, x) = (x, x, y) = 0 pour tous x, y ∈ A.✷
Il est bien connu, selon un The´ore`me d’Artin, qu’une K-alge`bre A est alternative
si et seulement si deux e´le´ment quelconques de A engendrent une sous-alge`bre asso-
ciative ([Sc 66] p. 29). De plus A satisfait aux trois identite´s de Moufang suivantes
([Sc 66] p. 28):
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1. x(y(xz)) = ((xy)x))z (a` gauche).
2. ((zx)y)x = z((xy)x) (a` droite).
3. x(yz)x = (xy)(zx) (moyenne).
Les alge`bres alternatives sont proches des associatives, comme le montre le
The´ore`me de Artin suivant ([Sc 66] p 29):
Alge`bre de Jordan 1.13 Une K-alge`bre commutative A est dite de Jordan si elle
satisfait a` l’identite´ de Jordan suivante (J) (x2, y, x) = 0 pour tout x ∈ A.✷
Exemples 1.14 .
1. La syme´trisation A+ d’une K-alge`bre associative est de Jordan.
2. Soit V un K-espace vectoriel muni d’une forme biline´aire syme´trique f, alors
l’espace vectoriel K × V muni du produit
(α, x)(β, y) =
(
αβ + f(x, y), αy + βx
)
est une K-alge`bre de Jordan unitaire, appele´e l’alge`bre de Jordan associe´e a`
la forme biline´aire syme´trique f, note´e J(V, f).✷
Alge`bre de Jordan non commutative 1.15 Une alge`bre flexible A est dite de
Jordan non commutative si elle satisfait a` l’identite´ (J) de Jordan. Toute alge`bre
alternative est, d’apre`s le The´ore`me d’Artin, de Jordan non commutative.✷
On trouve dans [BKo 66] les deux re´sultats importants suivants:
Proposition 1.16 Soit A une K-alge`bre flexible, alors A est de Jordan non com-
mutative si et seulement si sa syme´trisation A+ est de Jordan.✷
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Proposition 1.17 Soit A une K-alge`bre de Jordan non commutative, alors A est
a` puissances associatives. De plus, pour tout entier m ≥ 2 et pour tout x ∈ A, Lxm
et Rxm appartiennent a` la sous-alge`bre de EndK(A) engendre´e par Lx, Rx, Lx2, Rx2
et on a:
1. Rxm+1 = Rxm(Lx +Rx)− UxRxm−1 ,
2. Lxm+1 = Lxm(Lx +Rx)− UxLxm−1 .✷
Alge`bre de Lie des de´rivations 1.18 Une K-alge`bre anti-commutative L est
dite de Lie si elle satisfait a` l’identite´ de Jacobi suivante: (xy)z+(yz)x+(zx)y = 0
pour tous x, y, z ∈ L. Soit maintenant A une K-alge`bre, on appelle de´rivation de A,
tout ope´rateur line´aire ∂ de A satisfaisant a` l’une des trois conditions e´quicalentes
suivantes:
1. ∂(xy) = (∂x)y + x∂y pour tous x, y ∈ A.
2. [∂, Lx] = L∂x pour tout x ∈ A.
3. [∂,Rx] = R∂x pour tout x ∈ A.✷
Notes 1.19 Soit A une K-alge`bre.
1. Si A est unitaire, alors ∂1 = 0.
2. L’ensemble de toutes les de´rivations de A, muni de sa structure naturelle de
K-espace vactoriel et du produit [f, g] = fg−gf est une alge`bre de Lie note´e
Der(A) et appele´e alge`bre de Lie des de´rivations de A [J 62], [Sc 66].
3. On note Aut(A) le groupe des automorphismes de A, celui de l’alge`bre re´elle
lO de Cayley-Dickson est note´ G2 [GG 73].
4. Si A est associative, les ope´rateurs line´aires Lx − Rx, x ∈ A, sont des
de´rivations de A dites inte´rieures. Si de plus, A est unitaire, les ope´rateurs
line´aires Lx−1Rx, ou` x est un e´le´ment inversible de A, sont des automor-
phismes de A, dits inte´rieurs.✷
Nous avons les deux re´sultats bien connus suivants:
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The´ore`me de Sckolem-Noether 1.20 Tout automorphisme d’une K-alge`bre as-
sociative simple centrale de dimension finie, est inte´rieur ([Pi 82] p. 230).✷
The´ore`me 1.21 Toute de´rivation d’une K-alge`bre associative simple centrale de
dimension finie, est inte´rieure [J 37].✷
Nous avons e´tabli le re´sultat pre´liminaire utile suivant:
Lemme 1.22 Soit A une K-alge`bre et soit λ ∈ K, alors: Der(A) ⊆ Der(A(λ)). Si
de plus, λ 6= 1
2
, alors Der(A) = Der(A(λ)).
Preuve. L’ope´rateur de multiplication a` gauche par un e´le´ment a ∈ A, dans A(λ)
s’e´crit L(λ)a = λLa + (1− λ)Ra. Si ∂ ∈ Der(A), on a
[∂, L(λ)a ] = λ[∂, La] + (1− λ)[∂,Ra]
= λL∂a + (1− λ)R∂a
= L
(λ)
∂a
i.e. ∂ ∈ Der(A(λ)). Si de plus, λ 6= 1
2
, l’e´galite´ Der(A) = Der(A(λ)) est e´tablie du
fait que A =
(
A(λ)
)(µ)
ou` µ = λ(2λ− 1)−1.✷
Groupe de Lie et son alge`bre de Lie 1.23 Soit M une varie´te´ de dimension n,
alors les espaces tangents a` M : Ta(M) ou` a parcourt M, forment une varie´te´
diffe´rentiable T (M) de dimension 2n qui se projette canoniquement sur M. La pro-
jection pi : T (M) → M associe a` tout vecteur B, son ”point d’application” i.e.
un point a ∈ M tel que B ∈ T (M), de sorte que Ta(M) = pi−1(a). Les appli-
cations diffe´rentiables X : M → T (M) a 7→ xa telles que pi ◦ X = IdM
i.e. Xa ∈ Ta(M) s’appellent champs de vecteurs sur M [Po 85]. Si X et Y
sont deux champs de vecteurs sur M, le ”crochet de Lie” de X et Y est de´fini par
[X, Y ]a(f) = Xa(Y f)− Ya(Xf) [War 83]. Un groupe de Lie est un groupe G muni
d’une structure de varie´te´ diffe´rentiable et tel que les applications G × G → G
(x, y) 7→ xy et G → G x 7→ x−1 sont diffe´rentiables. Soit f : G → G une
fonction diffe´rentiable et soit a ∈ G, la diffe´rentielle de f au point a est l’application
line´aire df : Ta(G)→ Tf(a)(G) de´finie de la manie`re suivante. Si B ∈ Ta(G), alors
df(B) ∈ Tf(a)(G) et si g est une fonction diffe´rentiable sur un voisinage de f(a), on
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a df(B)(g) = B(g ◦ f). Un champs de vecteurs X sur G est dit invariant a` gauche
si pour tout a ∈ G, on a (dLa) ◦X = X ◦ La (La : G → G e´tant la translation a
a` gauche) [War 83]. L’espace vectoriel des champs invariants a` gauche, note´ I(G),
muni du crochet de Lie, est une alge`bre de Lie appele´e l’alge`bre de Lie du groupe de
Lie G ([Po 85], [War 83]).✷
Proposition 1.24 Soit A une lR-alge`bre de dimension finie, alors son groupe
d’automorphismes Aut(A) est un groupe de Lie dont l’alge`bre de Lie et l’alge`bre
Der(A) coincident: I
(
Aut(A)
)
= Der(A).
Preuve. ([Po 85] p. 202).✷
1.2 Inversibilite´ dans les alge`bres non associatives
Inversibilite´ line´aire 1.25 Soit A une K-alge`bre, un e´le´ment x ∈ A est dit
line´airement inversible (l.i.) si les ope´rateurs line´aires Lx, Rx, de multiplication
par x, sont inversibles dans EndK(A). L’ensemble des e´le´ments l.i. de A est note´
L − inv(A). Un e´le´ment x ∈ A tel que Lx (resp. Rx) est inversible dans EndK(A)
est dit line´airement inversible a` gauche (l.i.g.) (resp. a` droite). L’ensemble des
e´le´ments l.i.g. (resp. a` droite) est note´ L− invg(A) (resp. L− invd(A)). Si A n’est
pas re´duite a` {0}, elle est dite de division line´aire a` gauche (d.l.g.) (resp. a` droite)
si L − invg(A) = A − {0} (resp. L − invd(A) = A − {0}). A est dite de division
line´aire (d.l.) si elle l’est a` gauche et a` droite.✷
Proposition 1.26 Soit A une K-alge`bre de dimension finie, alors les quatre pro-
prie´te´s suivantes sont e´quivalentes:
1. A est de division line´aire.
2. A est de division line´aire a` gauche.
3. A est de division line´aire a` droite.
4. A est sans diviseurs de ze´ro.✷
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Nous avons le re´sultat, bien connu, suivant:
The´ore`me 1.27 Soit K0 un corps alge´briquement clos et soit A 6= {0} une K0-
alge`bre unitaire sans diviseurs de ze´ro de dimension finie. Alors A ≃ K0.✷
Note 1.28 Dans ([Sc 66] p. 134) on montre qu’une K-alge`bre a` puissances asso-
ciatives sans diviseurs de ze´ro de dimension finie, contient un e´le´ment unite´.✷
Il est facile de voir qu’une K-alge`bre associative de division line´aire est unitaire.
Nous allons montrer que ce re´sultat reste valable notament pour les alge`bres de
Jordan non commutatives.
Lemme 1.29 Soit A une K-alge`bre de Jordan non commutative telle que L −
invg(A) 6= ∅. Alors A contient un idempotent non nul.
Preuve. Soit a ∈ L − invg(A), il existe e ∈ A − {0} tel que ae = a et on a
a2 = (ae)a = a(ea). Donc ea = a car La est injectif. D’apre`s la relation 1) de la
Proposition 1.17, on a
ae3 = Re3(a)
=
(
Re2(Le +Re)− UeRe
)
(a)
= (ea+ ae)e2 − Ue(ae)
= 2ae2 −
(
Re(Le +Re)−Re2
)
(a)
= 2ae2 − (2ae− ae2)
= a(3e3 − 2e)
Donc e3 = 3e2−2e car La est injectif. Si e2 = e, c’est fini. Sinon on pose e0 = 12(e2−e)
et on a
e20 =
1
4
(e4 − 2e3 + e2)
=
1
4
(e3 − e2)
=
1
2
(e2 − e)
= e0.
Donc e0 est un idempotent non nul de A.✷
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Corollaire 1.30 Soit A une K-alge`bre de Jordan non commutative sans diviseurs
de ze´ro et telle que L− invg(A) 6= ∅. Alors A contient un e´le´ment unite´.
Preuve. A contient un idempotent non nul. La Proposition 1.17 et le Lemme 1.8
ache`vent la de´monstration.✷
Remarque 1.31 Ce dernier re´sultat ne persiste pas en ge´ne´ral pour les alge`bres non
associatives. En effet, l’alge`bre
∗
lC de Mc Clay est de division line´aire (commutative
ayant un idempotent non nul) non unitaire.✷
J-Inversibilite´ 1.32 Soit A une K-alge`bre de Jordan non commutative unitaire.
Un e´le´ment x ∈ A est dit inversible au sens de Jacobson, ou J-inversible, s’il existe
y ∈ A, dit inverse de x, tel que
1. xy = yx = 1 et
2. x2y = yx2 = x [Mc 65].
Si A est alternative, les relations 1) et 2) de 1.32 se re´duisent a` 1). Les proprie´te´s
fondamentales sont donne´es par les deux re´sultats suivants:
The´ore`me 1.33 (Jacobson) Soit A une K-alge`bre de Jordan unitaire et soit x un
e´le´ment de A. Alors les proprie´te´s suivantes sont e´quivalentes:
1. x est J-inversible dans A.
2. 1 ∈ Ux(A).
3. L’ope´rateur Ux = 2L
2
x − Lx2 est inversible dans EndK(A).
Dans ces conditions, l’inverse y est unique et on a y = U−1x (x) [J 68].✷
The´ore`me 1.34 (Mc Crimmon) Soit A une K-alge`bre de Jordan non commutative
unitaire. Alors un e´le´ment x ∈ A est J-inversible et posse`de pour inverse y ∈ A si
et seulement si y est l’inverse de x dans l’alge`bre de Jordan A+ [Mc 65].✷
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Remarque 1.35 Le The´ore`me 1.34 montre que l’inversibilite´ au sens de Jacobson
dans une alge`bre A de Jordan non commutative unitaire est la meˆme que dans
l’alge`bre de Jordan A+. On notera l’inverse de x par x−1 et l’ensemble des e´le´ments
J-inversibles de A, par inv(A).✷
De´finition 1.36 Soit A une K-alge`bre de Jordan non commutative unitaire.
L’alge`bre A est dite de J-division si inv(A) = A− {0}. Une telle alge`bre est simple
et il en est de meˆme pour l’alge`bre de Jordan A+.✷
The´ore`me 1.37 (The´ore`me de Artin avec inverses) Dans une K-alge`bre alternative
unitaire, deux e´le´ments quelconques et leur inverse, s’il existe, engendrent une sous-
alge`bre associative ([Kai 77] p. 39).✷
Proposition 1.38 Soit A une K-alge`bre de Jordan non commutative unitaire, alors
tout e´le´ment x ∈ A line´airement inversible a` gauche (resp. a` droite) est J-inversible,
d’inverse x−1, line´airement inversible a` droite (resp. a` gauche) et on a Rx−1 = U
−1
x lx
(resp. Lx−1 = U
−1
x Rx) ([Kai 77] p. 31).✷
Corollaire 1.39 Soit A une K-alge`bre alternative unitaire et soit x ∈ A. Alors les
deux proprie´te´s suivantes sont e´quivalentes:
1. x est J-inversible.
2. x est line´airement inversible.
Preuve. L’implication 2) ⇒ 1) de´coule de la Proposition 1.38. Soit maintenant
x ∈ inv(A) et soit z ∈ A. D’apre`s le The´ore`me 1.37, x(x−1z) = (xx−1)z = z i.e.
x ∈ L− invg(A). De meˆme x ∈ L− invd(A). Ceci montre l’implication 1) ⇒ 2).✷
L’inversibilite´ line´aire a` gauche coincide avec l’inversibilite´ au sens de Jacobson
pour les alge`bres alternatives (unitaires) 1.39 et entraˆıne cette dernie`re pour les
alge`bres de Jordan non commutatives (unitaires) 1.38. Cependant ces deux notions
d’inversibilite´ ne sont pas e´quivalen tes pour les alge`bres de Jordan non commuta-
tives, et les contre-exemples existent en abondance ([Kai] p. 19), [Pete 81].✷
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De´finition 1.40 Soit A une K-alge`bre de Jordan n.c. unitaire. Une sous-alge`bre
B de A, qui contient l’e´le´ment unite´ de A, est dite pleine si inv(B) = B∩ inv(A).✷
Proposition 1.41 Tout e´le´ment a d’une K-alge`bre A de Jordan n.c. unitaire, est
contenu dans une sous-alge`bre associative, commutative et pleine ([Kai 77] p. 33).✷
Note 1.42 La plus petite sous-alge`bre pleine de A qui contient a, note´e K(a), est
appele´e la sous-alge`bre pleine engendre´e par a. Evidemment K(a) contient KA[a].✷
1.3 Alge`bres quadratiques
De´finitions et notations 1.43 .
1. Une K-alge`bre unitaire A est dite quadratique si 1, x, x2 sont line´rement
de´pendants pour tout x ∈ A.
2. Il est bien connu qu’une K-alge`bre quadratique A s’obtient a` partir d’une K-
alge`bre anti-commutative (V,∧) et d’une forme biline´aire (., .) sur V, en mu-
nissant A = K × V de sa structure naturelle de K-espace vectoriel et du
produit
(α+ x)(β + y) =
(
αβ + (x, y)
)
+ (αy + βx+ x ∧ y).
On note, de la meˆme manie`re, la forme biline´aire
A× A→ K (α + x, β + y) 7→ αβ + (x, y),
qu’on appelle la forme biline´aire associe´e a` A. (V,∧) est appele´e l’alge`bre
anti-commutative associe´e a` A, ses e´le´ments sont appele´s vecteurs, ceux de
K scalaires. On note A par
(
V, (., .),∧
)
.
3. L’alge`bre J(V, f) (Exemple 1.14 2) est quadratique.✷
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Remarques 1.44 .
1. Une K-alge`bre quadratique et flexible, est de Jordan non commutative.
2. Si A =
(
V, (., .),∧
)
est une K-alge`bre quadratique, sa syme´trisation A+ est de
Jordan et quadratique associe´e a` la forme biline´aire syme´trique
(x|y) = 1
2
(
(x, y) + (y, x)
)
,
dite syme´trisation de (., .).✷
De´finition 1.45 Une K-alge`bre quadratique A est dite Q-simple, si l’alge`bre de
Jordan A+ est simple. On dira e´galement que A est de division, si l’alge`bre de
Jordan A+ est de division.✷
Proposition 1.46 (Kaidi). Soit A =
(
V, (., .),∧
)
une lR-alge`bre quadratique et
soit q : V → lR x 7→ q(x) = (x|x) la forme quadratique associe´e a` la syme´trisation
(.|.) de (., .). Alors A est de division si et seulement si q est de´finie ne´gative.
Preuve. ([Kai 77] p. 98).✷
Proposition 1.47 Soit A une lR-alge`bre quadratique flexible Q-simple de dimen-
sion finie. Alors A est de division line´aire si et seulement si A(λ) est de division
line´aire pour tout λ ∈ lR− {1
2
}.
Preuve. [A 48].✷
Remarque 1.48 L’alge`bre re´elle lH des quaternions de Hamilton est quadratique
flexible Q-simple et de division. cepandant, sa syme´risation lH+ n’est pas de division
line´aire. Price ([Pr 51] p. 294) a montre´ que si A est une K-alge`bre associative
centrale de dimension finie impaire, alors l’alge`bre de Jordan A+ est de division
line´aire.✷
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The´ore`me 1.49 (Osborn). Soit A =
(
V, (., .),∧
)
une K-alge`bre quadratique, avec
la proprie´te´ que la sous-alge`bre engendre´e par un e´le´ment quelconque de A, soit un
corps. Alors les proprie´te´s suivantes sont e´quivalentes:
1. A est sans diviseurs de ze´ro.
2. A ne posse`de pas de sous-alge`bres de dimension 3.
3. Pour deux vecteurs x, y de A, line´airement inde´pendants, les vecteurs x, y, x∧y
sont line´airement inde´pendants.
4. Il n’existe pas de vecteurs x, y de A, line´airement inde´pendants tels que x∧y =
x ou x ∧ y = 0.
Preuve. [Os 62].✷
Osborn [Os 62] a donne´ une classification pour toutes les alge`bres quadratiques
de division line´aire de dimension 4, sur un corps commutatif K0 de caracte´ristique
6= 2, en montrant le re´sultat suivant:
The´ore`me 1.50 (Osborn). Dans une K-alge`bre anti-commutative (V,∧) admissi-
ble pour la division de dimension 3, il existe une base {x, y, z} telle que
y ∧ z = x, z ∧ x = αy + βz et x ∧ y = γz ou` β ∈ {0, 1} et α, γ ∈ K − {0}. (1.2)
Inversement, si les e´le´ments de la base d’une alge`bre anti-commutative (V,∧) satis-
font a` (1.2), alors (V,∧) est admissible pour la division si et seulement si la forme
quadratique λ21 + βλ1λ2 + αγλ
2
2 + αλ
2
3 + βλ3λ4 + γλ
2
4 est non de´ge´ne´re´e.
Preuve. [Os 62].✷
Osborn [Os 62] a distingue´ une classe importante d’alge`bres. Nous donnons, pour
cela, la de´finition suivante:
De´finition 1.51 On dit qu’une K-alge`bre A satisfait a` la proprie´te´ d’Osborn si
deux e´le´ments quelconques de A qui n’appartiennent pas a` la meˆme sous-alge`bre de
dimension 2, engendrent une sous-alge`bre de dimension 4 [Os 62].✷
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Alge`bre cayleyenne 1.52 Une K-alge`bre unitaire A est dite cayleyenne si elle est
munie d’une involution multiplicative (ou anti-automorphisme involutif) s : x 7→ x
telle que x+ x¯, xx¯ ∈ K.1 ([Bou 70] A III p. 15). L’involution s est unique, appele´e
la conjugaison cayleyenne de A. On ve´rifie facilement que A est quadratique i.e.
A = (V, (., .),∧) et que s est de´finie par A = K⊕V → A α+u 7→ s(α+u) = α−u.✷
De´finitions 1.53 Soit A une K-alge`bre quadratique munie d’une forme biline´aire
syme´trique (.|.) et soit f ∈ EndK(A). On dit que
1. f est isome´trique, par rapport a` (.|.), si (f(x)|f(y)) = (x|y) pour tous x, y ∈ A.
2. f est anti-syme´trique, par rapport a` (.|.), si (f(x)|y)) = −(x|f(y)) pour tous
x, y ∈ A.
3. (.|.) est une forme trace sur A si (xy|z) = (x|yz) pour tous x, y, z ∈ A.✷
Lemme 1.54 (Osborn). Soit B = (V, [., .),∧) une K-alge`bre quadratique. Alors
1. B est cayleyenne si et seulement si (., .) est syme´trique.
2. B est flexible si et seulement si (., .) est syme´trique et l’une des trois proprie´te´s
e´quivalentes suivantes a lieu:
(a) (., .) est une forme trace sur B.
(b) (., .) est une forme trace sur (V,∧).
(c) (x ∧ y, x) = 0 pour tout x ∈ V.✷
Remarque 1.55 L’alge`bre J(V, f) est cayleyenne.✷
Note 1.56 Si A = (V, (.|.),∧) est une K-alge`bre cayleyenne, on dira que deux
e´le´ments x, y ∈ A sont orthogonaux si (x|y) = 0 et on notera S⊥ le sous-espace
vectoriel de A orthogonal a` une partie S de A. On a e´videmment V = (K1)⊥.✷
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Remarques 1.57 Si (B, .) = (V, (.|.),∧) est une K-alge`bre cayleyenne, alors
1. La conjugaison cayleyenne . est isome´trique par rapport a` la forme biline´aire
syme´trique (.|.).
2. Pour tous x, y ∈ B, on a [x, y] = [x, y] = −[x, y]. Si, de plus, B est flexible,
les identite´ suivantes ont lieu pour tous x, y, z ∈ B et pour tout α ∈ K :
(a) (x.αy|z) = (x|y.αz) = (y|z.αx),
(b) ([x, y]|z) = (x|[y, z]) = (y|[z, x]).
3. Pour tout λ ∈ K, l’application B(λ) → B(1−λ) α + u 7→ α − u est un
isomorphisme d’alge`bres.✷
Proce´de´ de Cayley-Dickson 1.58 Soit (B, .) une K-alge`bre cayleyenne et soit
γ ∈ K, avec γ 6= 0. On appelle extension cayleyenne de (B, .), d’indice γ, l’alge`bre
cayleyenne note´e Eγ(B) ayant pour espace vectoriel sous-jacent B ×B, muni de
produit
(x, y)(x′, y′) = (xx′ + γy¯′y, yx¯′ + y′x)
et de la conjugaison cayleyenne s(x, y) = (x¯,−y) ([Bou 70] A III p. 16). B×{0} est
une sous-alge`bre de Eγ(B), isomorphe a` B, qu’on identifie a` B. Si f = (0, 1), alors
tout e´le´ment (x, y) de Eγ(B) s’e´crit d’une manie`re unique sous la forme x+ yf i.e.
Eγ(B) = B⊕Bf. On ve´rifie dans [Bou 70] que Eγ(B) est associative si et seulement
si B est associative et commutative, et que Eγ(B) est alternative si et seulement si
B est associative. Ce proce´de´ de construction d’alge`bres cayleyennes par extension
est appele´ la proce´de´ de Cayley-Dickson. L’alge`bre A0 = K munie de l’application
identique est une K-alge`bre cayleyenne, ainsi en conside´rant des scalaires γi, i ≥ 1
non nuls, et en posant Ai = Eγi(Ai−1), on obtient des K-alge`bres cayleyennes.
A1 est associative et commutative. A2 est associative, simple et centrale [Sc 66]
appele´e une alge`bre des quaternions sur K. A3 est alternative, simple et telle que
N(A3) = K.1 [Sc 66]. Elle est appele´e une alge`bre des octonions sur K. Si K = lR
et γi = −1, on retrouve:
1. Le corps des nombres complexes lC = A1.
2. L’alge`bre re´elles de division des quaternions de Hamilton
lH = A2 = lC ⊕ lC j.
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Elle posse`de une base BH = {1, i, j, k}, appele´e la base canonique de lH, pour
laquelle la table de multiplication est donne´e par: 1 est l’e´le´ment unite´,
i2 = j2 = k2 = −1, ij = −ji = k, jk = −kj = i, ki = −ik = j.
3. L’alge`bre re´elle de division des octonions de Cayley-Dickson
lO = A3 = lH⊕ lHf.
Elle posse`de une base BO = {1, i, j, k, f, if, jf, kf}, appele´e la base canonique
de lO , pour laquelle la table de multiplication est donne´e par
1 i j k f if jf kf
1 1 i j k f if jf kf
i i −1 k −j if −f −kf jf
j j −k −1 i jf kf −f −if
k k j −i −1 kf −jf if −f
f f −if −jf −kf −1 i j k
if if f −kf jf −i −1 −k j
jf jf kf f −if −j k −1 −i
kf kf −jf if f −k −j i −1
{i, j, k, f, if, jf, kf} est appele´e la base canonique de l’alge`bre anti-
commutative des vecteurs aasocie´e a` lO . On la notera {e1, . . . , e7}.✷
Nous avons les re´sultats, bien connus, suivants:
The´ore`me 1.59 (Frobenius) Les uniques alge`bres re´elles associatives alge´briques
de division sont de dimension finie et isomorphes a` lR, lC ou lH [E-R 91].✷
The´ore`me 1.60 (Zorn) Les uniques alge`bres re´elles alternatives de division de di-
mension finie sont isomorphes a` lR, lC , lH ou lO ([E-R 91] p. 262).✷
The´ore`me 1.61 (Albert) Les uniques alge`bres re´elles alternatives alge´briques de
division sont de dimension finie et isomorphes a` lR, lC , lH ou lO ([A 49] p. 767).✷
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2 Alge`bres non associatives norme´es de division
Dans ce chapitre K de´signera lR ou lC .
2.1 Alge`bres norme´es non associatives
Alge`bres de Banach 2.1 On dit qu’une K-alge`bre A est norme´e, si l’espace vec-
toriel A est muni d’une norme ||.|| sous multiplicative i.e. ||xy|| ≤ ||x|| ||y|| pour
tous x, y ∈ A, ce qui est e´quivalent a` dire que la norme ||.|| rend continu le produit
de A et, plus particulie`rement, les ope´rateurs de multiplication de A.
1. Si l’espace vectoriel norme´ (A, ||.||) est de Banach, l’alge`bre A est dite norme´e
comple`te.
2. Si, de plus, A est associative, elle est dite de Banach.
3. L’alge`bre A est dite absolument value´e si l’espace vectoriel A est muni d’une
norme ||.|| multiplicatiove i.e. ||xy|| = ||x|| ||y|| pour tous x, y ∈ A.
4. On note Bˆ la comple´tion d’une alge`bre norme´e B [BD 73].✷
Proposition 2.2 Dans une alge`bre de Banach unitaire A, l’ensemble inv(A) des
e´le´ments inversibles est un ouvert de A [BD 73].✷
De´finition 2.3 Soient E, F deux espaces topologiques et soit, pour tout x ∈ E, ϕ(x)
une partie de F. L’application ϕ : E → P(F ) est dite semi-continue supe´rieurement
si pour tout x ∈ E et pour tout voisinage V de ϕ(x), il existe un voisinage U de x
tel que ϕ(U) ⊂ V.✷
Note 2.4 Soit A une lC -alge`bre associative norme´e unitaire. Il est bien connu que
1. Pour tout x ∈ A, le spectre spA(x) = {λ ∈ lC : x − λ.1 /∈ inv(A)} de x dans
A est non vide.
2. Si, de plus, A est de Banach, alors spA(x) est un compact de lC pour tout
x ∈ A et l’application A→ {compacts de lC } x 7→ spA(x) est semi-continue
supe´rieurement [BD 73].✷
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Un des re´sultats classiques de la the´orie des lC -alge`bres de Banach, est le suivant:
The´ore`me de Gelfand-Mazur 2.5 Soit A une lC -alge`bre associative norme´e de
division. Alors A ≃ lC [BD 73].
Preuve. Soit x ∈ A et soit λ ∈ spA(x) 2.4, on a x − λ1 /∈ inv(A) = A − {0} i.e.
x = λ1. L’application lC → A λ 7→ λ1 est alors un isomorphisme d’alge`bres.✷
Note 2.6 Soient (E, ||.||) un K-espace vectoriel norme´, S(E) = {x ∈ E : ||x|| = 1}
la sphe`re unite´ de E, et EndK(E) la K-alge`bre associative et unitaire des ope´rateurs
line´aires de E. On de´signe par BL(E), la sous-alge`bre de EndK(E), des ope´rateurs
line´aires continus de E. Muni de la norme ope´rationnelle
|||f ||| = sup
x∈S(E)
||f(x)||,
BL(E) est une K-alge`bre norme´e ([Ber 73] p. 167-168). De plus, (BL(E), |||.|||) est
de Banach, si (E, ||.||) est un espace de Banach.✷
Les re´sultats pre´liminaires suivants, dans le cadre des ope´rateurs line´aires dans
un espace de Banach, nous seront utiles:
De´finition 2.7 Soit (E, ||.||) un K-espace vectoriel norme´ et soit T ∈ BL(E). On
dit que T est borne´ infe´rieurement s’il existe m > 0 tel que ||T (x)|| ≥ m||x|| pour
tout x ∈ E. On dit alors que T est borne´ infe´rieurement par m.✷
Lemme 2.8 Soit (E, ||.||) un espace vectoriel norme´ et soit T ∈ BL(E), T bijectif.
Alors T est borne´ infe´rieurement si et seulement si T−1 ∈ BL(E).✷
Lemme 2.9 [Rod 921]. Soit (E, ||.||) un espace de Banach et soit T ∈ BL(E).
Alors les deux proprie´te´s suivantes sont e´quivalentes:
1. T est borne´ infe´rieurement.
2. T est injectif d’image ferme´e.
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Preuve. 1) ⇒ 2). T est e´videmment injectif, et si (yn)n = (T (xn))n est une suite
d’e´le´ments de T (E) convergente vers un e´le´ment y, alors (xn)n est une suite de
Cauchy de E, car T est borne´ infe´rieurement, convergente vers un e´le´ment x ∈ E,
et on a y = T (x) ∈ T (E).
2) ⇒ 1). Si m = infx∈S(E) ||T (x)|| est nul, alors il existe une suite (xn)n d’e´le´ments
de S(E) telle que (T (xn))n soit convergente vers 0. Comme T
(
S(E)
)
est un ferme´,
on a 0 = limn T (xn) ∈ T
(
S(E)
)
, ce qui est absurde car T est injectif. Donc m > 0
i.e. T est borne´ infe´rieurement.✷
Lemme 2.10 Soit (E, ||.||) un espace de Banach et soit T ∈ BL(E), borne´
infe´rieurement par m et non surjectif. Alors la boule ouverte de BL(E) centre´e
en T et de rayon m est constitue´e uniquement d’ope´rateurs borne´s infe´rieurement
et non surjectifs. En particulier,
{f ∈ BL(E) : f borne´ infe´rieurement et non surjectif}
est un ouvert de BL(E) ([Rod 921] Lemma 1).✷
Proposition 2.11 Soient E un espace vectoriel norme´, Eˆ son comple´te´ et ϕ :
BL(E)→ BL(Eˆ) f 7→ f (le prolongement par continuite´ de f). Alors:
1. ϕ est un homomorphisme isome´trique d’alge`bres.
2. Si T ∈ BL(E), alors T est borne´ infe´rieurement si et seulement si T est
borne´ infe´rieurement. Dans ces conditions, T est inversible dans BL(Eˆ) si et
seulement si T a une image dense dans E.
Preuve. 2. La premie`re partie est conse´quence de la continuite´ de T et de la
densite´ de E dans Eˆ. Si T est bijectif, pour tout x ∈ E il existe a ∈ Eˆ, limite d’une
suite d’e´le´ments an ∈ E, tel que T (a) = limn T (an) = x. Donc T (E) est dense dans
E. Re´ciproquement, si T est borne´ infe´rieurement et T a une image dense dans E,
alors T est borne´ infe´rieurement et a une image dense dans Eˆ, i.e. T est injectif et
surjectif (Lemme 2.10).✷
Remarque 2.12 Soit A une alge`bre norme´e et soit a ∈ A, alors le prolongement
par continuite´ La, de La a` Aˆ, n’est autre que l’ope´rteur de multiplication a` gauche
par a dans Aˆ.✷
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Note 2.13 (Alge`bres norme´es de Jordan non commutatives). Dans [Kai 77] Kaidi
a de´fini le spectre d’un e´le´ment x, d’une lC -alge`bre A de Jordan non commutative
unitaire, comme dans le cas associatif: spA(x) = {λ ∈ lC : x − λ1 /∈ inv(A)}.
Il est clair que spA(x) = spC(x)(x) ou` lC (x) est la sous-alge`bre (associative et
commutative) pleine engendre´e par x (Note 1.42). Ainsi, le spectre d’un e´le´ment
d’une lC -alge`bre norme´e unitaire de Jordan non commutative, est non vide.✷
On en de´duit imme´diatement la ge´ne´ralisation suivante du The´ore`me de Gelfand-
Mazur:
The´ore`me 2.14 (Kaidi). Soit A une lC -alge`bre de Jordan non commutative
norme´e unitaire de division. Alors A ≃ lC ([Kai 77] p. 92).✷
Nous obtenons, a` l’aide de ce re´sultat, le suivant:
Corollaire 2.15 (Rochdi). Soit A une lC -alge`bre de Jordan non commutative
norme´e de division line´aire a` gauche. Alors A ≃ lC .
Preuve. Le Corollaire 1.30 et la Proposition 1.38 montrent que A est unitaire et
de division.✷
Remarque 2.16 Il est inte´ressant de savoir si une lC -alge`bre commutative, a` puis-
sances associatives norme´e de division line´aire, est isomorphe a` lC .✷
Nous nous limitons maintenant a` exposer deux re´sultats utiles, dans le cadre des
alge`bres norme´es non associatives:
Proposition 2.17 [Kai 77]. Soit A une K-alge`bre norme´e comple`te, alors
l’ensemble L− invg(A) est un ouvert de A.
Preuve. L’application L : A→ BL(A) x 7→ Lx est continue, car |||Lx||| ≤ ||x||,
et pour tout x ∈ A, on a
x ∈ L− invg(A) ⇔ Lx ∈ inv
(
EndK(A)
)
⇔ Lx ∈ inv
(
BL(A)
)
d’apre`s le The´ore`me d’isomorphisme de Banach
Donc L− invg(A) = L−1
(
inv(BL(A))
)
est un ouvert de A (Proposition 2.2).✷
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Proposition 2.18 (Rochdi). Soit A une lC -alge`bre norme´e, alors l’application ϕ :
A→ {compacts de lC} x 7→ spBL(Aˆ)(Lx) est semi-continue supe´rieurement.
Preuve. Les deux applications A→ BL(A) x 7→ Lx et BL(A)→ BL(Aˆ) f 7→ f
sont continues. De plus, l’application BL(Aˆ)→ {compacts de lC } u 7→ spBL(Aˆ)(u)
est semi-continue supe´rieurement (Note 2.4). L’application ϕ, compose´e de ces trois
dernie`res, est semi-continue supe´rieurement.✷
2.2 Diviseurs topologiques de ze´ro dans une alge`bre norme´e
Diviseurs topologiques line´aires de ze´ro 2.19 Soit A une K-alge`bre norme´e.
1. Un e´le´ment a ∈ A est dit diviseur topologique line´aire de ze´ro a` gauche
(d.t.l.z.g.) (resp. diviseur topologique line´aire de ze´ro a` droite (d.t.l.z.d.)) s’il
existe une suite (xn)n, d’e´le´ments de la sphe`re unite´ de A, telle que axn → 0
(resp. xna → 0). L’e´le´ment a est dit diviseur topologique line´aire de ze´ro
(d.t.l.z.) s’il est d.t.l.z.g. ou d.t.l.z.d. Il est clair qu’un diviseur de ze´ro est un
d.t.l.z.
2. Si A est associative (meˆme alternative), le mot ”line´aire” est supprime´ dans
les de´finitions.
3. Une alge`bre absolument value´e est sans diviseurs de ze´ro et ne contient aucun
d.t.l.z. non nul.
4. On note Dg(A) l’ensemble des d.t.l.z.g. de A.
Proposition 2.20 Soit A une lR-alge`bre norme´e comple`te, alors les deux proprie´te´s
suivantes sont e´quivalentes:
1. A est de division line´aire a` gauche.
2. A est sans d.t.l.z.g. non nuls et L− invg(A) 6= ∅.
Preuve. 1)⇒ 2) est conse´quence du The´ore`me d’isomorphisme de Banach et 2)⇒
1) est e´tablie dans [Kai 77].✷
Le re´sultat suivant nous sera utile:
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The´ore`me 2.21 Soit E un espace vectoriel norme´ et soit T ∈ BL(E), alors pro-
prie´te´s suivantes sont e´quivalentes:
1. T est un d.t.z.g. de BL(E).
2. Il existe une suite (xn)n d’e´le´lements de S(E) telle que T (xn)→ 0.
3. T n’est pas borne´ infe´rieurement.
Preuve. ([Ber 73] p. 241).✷
Remarque 2.22 Il est clair, en vertu du The´ore`me 2.22, qu’un e´le´ment a d’une
alge`bre norme´e A est un d.t.l.z.g. si et seulement si La est un d.t.z.g. de BL(A).✷
Un d.t.z. d’une alge`bre associative norme´e unitaire n’est pas inversible [BD 73],
mais il peut l’eˆtre dans une extension de l’alge`bre:
Exemple 2.23 Soit H un K-espace de Hilbert de dimension hilbertienne
de´nombrable et soit B = (en)n≥1 une base orthonorme´e totale de H. On conside`re le
sous-espace vectoriel E de H engendre´ (alge´briquement) par B et on de´signe par f
l’ope´rateur line´aire de E de´fini par f(en) =
1
n
en pour tout n ≥ 1. Alors f ∈ BL(E)
et f est inversible dans EndK(E). De plus, f est un d.t.z.g. de BL(E) car f(en)→ 0
i.e. f−1 est non continu.✷
Un des re´sultats classiques de la the´orie des alge`bre re´elles de Banach, est le
suivant:
The´ore`me de Gelfand-Mazur-Kaplansky 2.24 Les uniques lR-alge`bres asso-
ciatives norme´es de division sont isomorphes a` lR, lC ou lH ([BD 73], [Ri 60]).✷
Ce the´ore`me est une conse´quence du re´sultat suivant duˆ a` Kaplansky:
The´ore`me 2.25 (Kaplansky). Les uniques lR-alge`bres associatives norme´es sans
d.t.z. non nuls sont a` isomorphisme pre`s lR, lC ou lH [Kap 49].✷
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Dans une alge`bre A (non ne´cessairement associative) un centralisateur de´fini par-
tiellement sur A de´signe un ope´rateur line´aire f, de´fini dans un ide´al non nul de A,
note´ dom(f), a` valeur dans A, tel que f(xy) = f(x)y et f(yx) = yf(x) pour tous
x ∈ dom(f) et y ∈ A. Si A est premie`re (i.e. le produit de deux ide´aux non nuls
de A, est non nul), la relation ∼ de´finie sur l’ensemble de tous les centralisateurs
de´finis partiellement sur A par
f ∼ g si et seulement si f et g coincident sur dom(f) ∩ dom(g),
est d’e´quivalence. La somme et la compose´e de deux centralisateurs de´finis partielle-
ment sur A, en tant qu’ope´rateurs de´finis partiellement, sont e´galement des central-
isateurs de´finis partiellement sur A. Ces ope´rations sont compatibles avec ∼ et
l’anneau quotient C(A) ainsi obtenu est appele´ ”le centro¨ıde e´tendu (extended cen-
troid) de A”. Re´cemment, Cabrera et Rodriguez [CR] ont donne´ une de´monstration
simple du The´ore`me de Kaplansky. Vu son originalite´, nous en exposons ici les
grandes lignes:
The´ore`me 2.26 (Cabrera-Rodriguez). Les seules lR-alge`bres alternatives norme´es
sans d.t.z. non nuls sont a` isomorphisme pre`s lR, lC , lH ou lO .
Preuve. La premie`re e´tape de la de´monstration consiste a` re´duire, moyennant le
The´ore`me d’Albert-Frobenius 1.61, le proble`me au cas associatif et commutatif.
Ensuite on montre qu’une lR-alge`bre A associative, commutative et sans diviseurs
de ze´ro, est identifie´e a` une sous-alge`bre de son centro¨ıde e´tendu C(A). Ce centro¨ıde
e´tendu est une extension du corps de base lR ([ErMO 75] Theorem 2.1). enfin, a`
l’aide de l’absence des d.t.z. non nuls, on montre que le centro¨ıde e´tendu de A est
muni d’une norme d’alge`bre, et le The´ore`me de Gelfand-Mazur-Kaplansky ache`ve
la de´monstration.✷
Corollaire 2.27 Soit A une lR-alge`bre a` puissances associatives norme´e sans
d.t.l.z.g. non nuls. Alors A est quadratique et de division.
Preuve. La sous-alge`bre engendre´e par un e´le´ment quelconque de A est isomorphe
a` lR ou lC , i.e. A posse`de un idempotent non nul. Comme A est sans diviseurs de
ze´ro, elle est unitaire (Lemme 1.8). donc A est quadratique et de division.✷
Nous introduisons maintenant une notions approprie´e de d.t.z. pour les alge`bres
norme´es de Jordan non commutatives:
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Proposition 2.28 Soit A une alge`bre associative norme´e et soit a ∈ A. Alors les
affirmations suivantes sont e´quivalentes:
1. a est un d.t.z. de A.
2. Il existe une suite (xn)n≥0 d’e´le´ments de S(A) telle que axna→ 0.
Preuve. [Kai 77].✷
Remarque 2.29 a est un d.t.z. de A si et seulement si il existe une suite (xn)n≥0
d’e´le´ments de S(A) telle que Ua(xn)→ 0.✷
Ceci conduit a` la de´finition suivante:
J-diviseurs topologiques de ze´ro 2.30 [Kai 77]. Soit A une K-alge`bre norme´e
de Jordan non commutative. Un e´le´ment a ∈ A est dit J-diviseur topologique de
ze´ro (J-d.t.z.) s’il existe une suite (xn)n≥0 d’e´le´ments de S(A) telle que
Ua(xn) = a(axn + xna)− a2xn → 0
i.e. Ua est un d.t.z.g. de BL(A). Si A est une alge`bre quadratique, un e´le´ment de
A est dit J-d.t.z. s’il est un J-d.t.z. de l’alge`bre de Jordan A+.✷
Les re´sultats classiques subsistent pour cette nouvelle notion de d.t.z. ([Kai 77],
[KS]). Par exemple, le re´sultat suivant:
Proposition 2.31 (Kaidi). Soit A une alge`bre de Jordan non commutative norme´e
unitaire. Alors un e´le´ment inversible de A ne peut eˆtre un J-d.t.z.
Preuve. ([Kai 77] p. 86).✷
Remarque 2.32 Si A est une alge`bre norme´e de Jordan non commutative, alors
un d.t.l.z. de A n’est pas ne´cessairement un J-d.t.z. de A. En effet, dans l’alge`bre
re´elle de Jordan lH+, l’e´le´ment i est inversible mais non l.i. inversible. On en
de´duit que i est un d.t.l.z. mais pas un J-d.t.z. (Proposition 2.32).✷
Cette e´tude a abouti a` une extension du The´ore`me de Kaplansky aux alge`bres de
Jordan non commutatives:
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The´ore`me 2.33 ([Kai 77], [KS]). Soit A une K-alge`bre de Jordan non commutative
norme´e sans J-d.t.z. non nuls. Alors A ≃ lC si K = lC ou A est quadratique de
division si K = lR.✷
Nous avons e´galement les the´ore`mes de structure suivants:
The´ore`me 2.34 [Kai 77]. Soit A une lR-alge`bre quadratique, munie d’une norme
d’espace vectoriel. Alors les affirmations suivantes sont e´quivalentes:
1. A est norme´e de division.
2. A est norme´e sans J-d.t.z. non nuls.
3. A est associe´e a` une forme quadratique continue de´finie ne´gative, et a` une
alge`bre anti-commutative dont le produit est continu.✷
The´ore`me 2.35 [Kai 77]. Soit A une lR-alge`bre de Jordan non commutative, munie
d’une norme d’espace vectoriel. Alors les affirmations suivantes sont e´quivalentes:
1. A est norme´e de division.
2. A est norme´e sans J-d.t.z. non nuls.
3. A est quadratique associe´e a` une forme trace continue de´finie ne´gative, et a`
une alge`bre anti-commutative dont le produit est continu.✷
The´ore`me 2.36 [Kai 77]. Soit A une lR-alge`bre de Jordan. Alors les affirmations
suivantes sont e´quivalentes:
1. A est norme´e de division.
2. A est norme´e sans J-d.t.z. non nuls.
3. A est l’alge`bre de Jordan associe´e a` une forme quadratique de´finie ne´gative.✷
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2.3 Alge`bre complexes norme´es de division line´aire
Le The´ore`me de Gelfand-Mazur a connu une extension (non associative) en 1977:
The´ore`me 2.37 (Kaidi). Soit A une lC -alge`bre norme´e comple`te de division
line´aire a` gauche. Alors A ≃ lC .
Preuve. ([Kai 77] p. 80).✷
Nous n’avons pu e´liminer de ce re´sultat, l’hypothe`se de la comple´tude. Contraire-
ment au cas associatif, il nous semble que le proble`me de savoir si une lC -alge`bre
norme´e de d.l. est isomorphe a` lC est tre`s difficile. Nous exposons ici les re´sultats
que nous avons pu e´tablir, assurant la validite´ du The´ore`me 2.38 dans des situations
appremment plus ge´ne´rales que celles du cas complet. Pour cela, nous avons besoin
des re´sultats pre´liminaires suivants:
Lemme 2.38 [Ri 60]. Soit (A, ||.||) une alge`bre norme´e, alors l’application
Φ : A→ lR x 7→ inf
y∈S(A)
||xy|| = inf
y 6=0
||xy||
||y||
est continue.✷
Nous avons obtenu le re´sultat suivant, introuvable apparemment dans la
litte´rature:
Proposition 2.39 Soit (A, ||.||) une K-alge`bre norme´e, alors:
1. Dg(A) est un ferme´ de A, et on a Dg(A) = A ∩Dg(Aˆ).
2. L− invg(Aˆ) contient (A\Dg(A))∩L− invg(A). Si, de plus, A est de division
line´aire a` gauche, on a A \Dg(A) = A ∩ L− invg(Aˆ).
Preuve.
1. l’application Φ dans le Lemme 2.38 est continue. Donc
Dg(A) = {x ∈ A : Φ(x) = 0} = Φ−1{0}
est un ferme´ de A. De plus, la densite´ de S(A) dans S(Aˆ) montre que Dg(A) =
A ∩Dg(Aˆ).
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2. Soit a ∈ (A\Dg(A))∩L−invg(A), alors La ∈ BL(A) est borne´ in fe´rieurement
et a une image dense dans A. Son prolongement La est inversible dans BL(Aˆ)
(Proposition 2.11) i.e. a ∈ L − invg(Aˆ). Si a ∈ A ∩ L − invg(Aˆ), alors
La est inversible dans EndK(Aˆ) et L
−1
a ∈ BL(Aˆ), en vertu du le The´ore`me
d’isomorphisme de Banach. Donc La est borne´ infe´rieurement (Lemme 2.8).
Ainsi a ∈ A \Dg(A) = A ∩ L− invg(Aˆ).✷
Isotopie 2.40 Deux alge`bres A et B, sur un corps commutatif K0, sont dites iso-
topes s’il existe trois bijections line´aires u, v, w : A→ B telles que w(xy) = u(x)v(y)
pour tous x, y ∈ A. Les deux alge`bres re´elles ∗lC et lC sont isotopes.✷
Lemme 2.41 [Kai 77]. Toute lC -alge`bre isotope a` lC est isomorphe a` lC .✷
Note 2.42 [Kai 77]. Soit A une alge`bre norme´e dans laquelle il existe un e´le´ment
a l.i.g. pour lequel L−1a est continu. Alors l’alge`bre A
a, isotope a` A, ayant pour
espace vectoriel sous-jacent A et pour produit x ⊙ y = L−1a (x)L−1a (y), est norme´e
(||x⊙ y|| ≤ |||La|||2||x|| ||y||) unitaire a` gauche (d’unite´ a` gauche a2).✷
Nous pouvons exposer, dans le reste de ce paragraphe, les re´sultats obtenus:
Lemme 2.43 Soit A une K-alge`bre norme´e telle que (A\Dg(A))∩L−invg(A) 6= ∅.
Alors pour tout a ∈ (A \Dg(A)) ∩ L− invg(A), L−1a est continue.
Preuve. Conse´quence du Lemme 2.8 et du The´ore`me 2.21.✷
Remarques 2.44 Soit Aa l’alge`bre introduite dans la Note 2.42.
1. La bicontinuite´ de La montre, facilement, l’e´galite´ Dg(A
a) = La(Dg(A)).
2. Si A est de d.l.g., il en est de meˆme pour Aa. En effet, l’ope´rateur de multi-
plication a` gauche par x ∈ A dans Aa, s’e´crit L⊙x = LL−1a (x) ◦ L−1a .✷
Lemme 2.45 Soit A une alge`bre norme´e de division line´aire a` gauche. Alors
Dg(Aˆ) = Aˆ \ L− invg(Aˆ).
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Preuve. On note Ω = {f ∈ BL(Aˆ) : f borne´ infe´rieurement et non surjectif} et L
l’application Aˆ→ BL(Aˆ) x 7→ Lx. Soit maintenant a ∈ Aˆ, on a
a ∈ Aˆ \Dg(Aˆ) ⇔ La borne´ infe´rieurement, et a ∈ Aˆ \ L− invg(Aˆ)
⇔ La n’est pas bijectif.
Ainsi
a ∈
(
Aˆ \Dg(Aˆ)
)
∩
(
Aˆ \ L− invg(Aˆ)
)
= Aˆ \
(
Dg(Aˆ) ∪ L− invg(Aˆ)
)
⇔ La ∈ Ω.
Donc Aˆ \
(
Dg(Aˆ)∪L− invg(Aˆ)
)
= L−1(Ω) est un ouvert de Aˆ et, par conse´quent,
Dg(Aˆ) ∪ L− invg(Aˆ) est un ferme´ de Aˆ. D’autre part
A = Dg(A) ∪ (A \Dg(A))
=
(
A ∩Dg(A)
)
∪
(
A ∩ L− invg(Aˆ)
)
⊆ Dg(Aˆ) ∪ L− invg(Aˆ).
Donc Dg(Aˆ) ∪ L− invg(Aˆ) = Aˆ. De plus Dg(Aˆ) ∩ L− invg(Aˆ) = ∅.✷
Lemme 2.46 Soit A une lC -alge`bre norme´e unitaire a` gauche, de division line´aire
a` gauche. Alors
1. A = lC 1 +Dg(A) et
2. Aˆ = lC 1 +Dg(A) (la fermeture dans Aˆ).
Preuve. .
1. Soit x ∈ A, alors
λ ∈ spBL(Aˆ)(Lx) ⇔ Lx − λ1 /∈ inv
(
BL(Aˆ)
)
⇔ Lx−λ1 /∈ inv
(
EndC(Aˆ)
)
d’apre`s le TIB
⇔ x− λ1 /∈ L− invg(Aˆ)
⇔ x− λ1 ∈ Dg(Aˆ)
⇔ x− λ1 ∈ Dg(A)
i.e. A = lC 1 +Dg(A).
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2. Soit maintenant x ∈ Aˆ, x est limite d’une suite d’e´le´ments xn de A, pour tout
n ∈ lN, soit λn ∈ spBL(Aˆ)(Lxn). Il existe un ∈ Dg(A) tel que xn = λn1 + un.
Si V est un voisinage (borne´) de spBL(Aˆ)(Lxn), il existe un rang n0 tel que
λn ∈ spBL(Aˆ)(Lxn) ⊂ V pour tout n ≥ n0. La suite (λn)n est donc borne´e et
contient une sous-suite (λϕ(n))n convergente vers un nombre complexe λ. Donc
(uϕ(n))n est convergente vers un e´le´ment u ∈ Dg(A). Comme x est limite des
e´le´ments xϕ(n) on a x = λ1 + u ∈ lC 1 +Dg(A) i.e. Aˆ = lC1 +Dg(A).✷
Lemme 2.47 Soit A une alge`bre norme´e de division line´aire a` gauche et telle que
Dg(A) soit une partie comple`te. Alors A est isotope a` une alge`bre norme´e unitaire a`
gauche de d.l.g. Aa. De plus, l’ensemble des d.t.l.z.g. de Aa est une partie comple`te.
Preuve. Dg(A) est une partie ferme´e de Aˆ distincte de Aˆ, donc A 6= Dg(A). Soit
alors a ∈
(
A \ Dg(A)
)
∩ L − invg(A) = A \ Dg(A) 6= ∅, le Lemme 2.43 montre
que L−1a est continu. En tenant compte des Remarques 2.44, l’isotope A
a de A
introduite dans la Note 2.42 re´pond a` la question.✷
Remarque 2.48 Soit A une alge`bre norme´e de division line´aire. On ne sait, tou-
jours, pas si la comple´tion Aˆ de A contient un e´le´ment line´airement inversible.✷
Nous avons obtenu auparavant [Roc 87], les deux re´sultats suivants:
The´ore`me 2.49 Soit A une lC -alge`bre norme´e de division line´aire et sans d.t.l.z.g.
non nuls. Alors A ≃ lC .
Preuve. ([Roc 87] p. 34).✷
The´ore`me 2.50 Soit A une lC -alge`bre norme´e unitaire a` gauche et sans d.t.l.z.g.
non nuls. Alors A ≃ lC .
Preuve. ([Roc 87] p. 34-35).✷
Nous avons les re´sultats nouveaux suivants:
The´ore`me 2.51 (Rochdi). Soit A une lC -alge`bre norme´e sans d.t.l.z.g. non nuls
et telle que L− invg(A) 6= ∅. Alors A ≃ lC .
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Preuve. Soit a ∈ L− invg(A), alors le Lemme 2.43 montre que L−1a est continu et
l’isotope Aa de A introduite dans la Note 2.42 est norme´e, unitaire a` gauche. En
outre, Aa est sans d.t.l.z.g. (Remarque 2.44 1)). Le re´sultat est alors conse´quence
du The´ore`me 2.50 et du Lemme 2.41.✷
Le The´ore`me 2.51 pre´ce´dent ge´ne´ralise apparemment les The´ore`mes 2.49, 2.50,
et e´galement le The´ore`me 2.37. D’autre part, dans le The´ore`me 2.51, l’hypothe`se de
l’existence d’un e´le´ment l.i.g. est ne´cessaire car il existe des exemples de lC -alge`bres
norme´es sans d.t.l.z.g. non nuls (absolument value´es comple`tes) de dimension infinie
([Roc 87] p. 35), ([Rod 921] Remarks 3. i)).
Corollaire 2.52 Soit A une lC -alge`bre absolument value´e telle que L−invg(A) 6= ∅.
Alors A ≃ lC .✷
Corollaire 2.53 Soit A une lC -alge`bre norme´e a` puissances associatives et sans
d.t.l.z.g. Alors A ≃ lC .✷
Nous avons e´galement le re´sultat suivant:
The´ore`me 2.54 (Rochdi). Soit A une lC -alge`bre norme´e de d.l.g. et telle que
Dg(A) soit une partie comple`te. Alors A ≃ lC .
Preuve. L’isotope Aa de A construite a` partir d’un e´le´ment a ∈ A \ Dg(A), est
norme´e, unitaire a` gauche de d.l.g., et on a:
Aa = lC1 +Dg(A
a) Lemme 2.46
= lC1 +Dg(Aa) car Dg(A
a) est comple`te
= Aˆ Lemme 2.46
i.e. Aa est comple`te. Le re´sultat est alors conse´quence du Lemme 2.41 et du
The´ore`me 2.37.✷
Remarque 2.55 Soit A une lC -alge`bre norme´e de d.l.g. On aimerait savoir si
Dg(A) est une partie comple`te.✷
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2.4 Alge`bre re´elles norme´es de division line´aire
Contrairement au cas complexe (complet), la de´termination des alge`bres re´elles
norme´es comple`tes de division line´aire est un proble`me apparemment plus com-
plique´. En 1953, Wright [Wr 53] a conjecture´ que les lR-alge`bres norme´es de division
line´aire, sont de dimension finie. Cette conjecture est e´tablie pour les alge`bres faible-
ment alternatives (...) et pour les alge`bres quadratiques qui satisfont a` la proprie´te´
d’Osborn (..), mais elle ne l’est pas encore pour les alge`bres de Jordan non commu-
tatives. Dans ce paragraphe, nous exposons les re´sultats e´tablis dans le cadre des
lR-alge`bres norme´es de division line´aire.
Proposition 2.56 Soit A =
(
V, (.|.),×
)
une lR-alge`bre cayleyenne de division. Si
u1, . . . , un sont des vecteurs non nuls tels que (ui|uj) = 0 si i 6= j, alors
V =
( ⊕
1≤i≤n
lRui
)
⊕
( ⋂
1≤i≤n
W (ui)
)
avec W (u) = {x ∈ A : (x|u) = 0}.
Preuve. ([Kai 77] p. 117).✷
De´finition 2.57 [Kai 77]. Une K-alge`bre A, de Jordan non commutatove, est dite
faiblement alternative si elle satisfait a` l’identite´ (x, x, [x, y]) = 0 pour tous x, y ∈ A.
Une alge`bre alternative ou de Jordan est e´videmment faiblement alternative.✷
Proposition 2.58 [Kai 77]. Soit A =
(
V, (.|.),×
)
une lR-alge`bre quadratique,
faiblement alternative de division et sans diviseurs de ze´ro. Alors A est alterna-
tive.
Preuve. Si A est de dimension > 2, on a A = lR⊕ V et dimR(V ) > 1. Soient e1 un
vecteur norme´ (e21 = −1) de V et e2 un vecteur norme´ deW (e1), alors e1, e2, e1×e2 :=
e3 sont line´airement inde´pendnats et on a A = lR1 ⊕ lRe1 ⊕ lRe2 ⊕ lRe3 ⊕ L ou`
L = W (e1)∩W (e2)∩W (e3). Comme A est faiblement alternative et e1e2 = e1×e2 =
1
2
[e1, e2], on a
0 = (e1, e1, [e1, e2])
= −e1e2 − e1
(
e1(e1e2)
)
= −e1
(
e2 + e1(e1e2)
)
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i.e. e2 = −e1(e1e2). De meˆme e2(e2e1) = −e1. Le caracte`re quadratique de A et la
flexibilite´ assurent que lR1⊕ lRe1⊕ lRe2⊕ lRe3 est une sous-alge`bre de A, isomorphe a`
lH. Ainsi, deux e´le´ments quelconques de A engendrent une sous-alge`bre associative,
et le The´ore`me d’Artin ache`ve la de´monstration.✷
The´ore`me 2.59 [Kai 77]. Soit A une lR-alge`bre faiblement alternative. Alors les
trois affirmations suivantes sont e´quvalentes:
1. A est norme´e de d.l.g.
2. A est norme´e sans d.t.l.z.g. non nuls.
3. A est a` isomorphisme pre`s lR, lC , lH ou lO .
Preuve. Chacune des affirmations 1. et 2. entraˆıne que A est quadratique (de
division) et sans diviseurs de ze´ro. Donc A est alternative (Proposition 2.58) et le
The´ore`me 1.61 de Albert montre que A est isomorphe a` lR, lC , lH ou lO .✷
Corollaire 2.60 Les uniques lR-alge`bres de Jordan, de division line´aire, sont a` iso-
morphisme pre`s lR ou lC .✷
Des e´tudes sur les alge`bres re´elles absolument value´es, duˆes a` Albert [A 47, 49],
Wright [Wr 53] et Urbanik-Wright [UW 60], ont abouti en 1960 aux re´sultats suiv-
ants:
The´ore`me 2.61 Les uniques lR-alge`bres absolument value´e unitaires, sont a` iso-
morphisme pre`s lR, lC , lH ou lO .
Preuve. ([UW 60] p. 863).✷
The´ore`me 2.62 Les uniques lR-alge`bres absolument value´e commutatives, sont a`
isomorphisme pre`s lR, lC ou
∗
lC .
Preuve. ([UW 60] p. 865).✷
Le The´ore`me 2.61 s’e´tend facilement aux alge`bres absolument value´es contenant
un e´le´ment line´airement inversible ([ElM 81] p. 245-246):
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The´ore`me 2.63 Les uniques lR-alge`bres absolument value´e qui contiennent un
e´le´ment l.i., sont de dimension finie 1, 2, 4 ou 8 et isotopes a` lR, lC , lH ou lO .
Preuve. Soit A une telle alge`bre et soit a un e´le´ment l.i., qu’on peut supposer
norme´. Alors l’alge`bre A⊙, isotope de A, ayant pour produit x⊙y = R−1a (x)L−1a (y)
est unitaire, d’unite´ e = a2, et on ve´rifie facilemtn qu’elle est absolument value´e. Le
The´ore`me 2.61 montre que A⊙ est de dimension finie 1, 2, 4 ou 8 et isomorphe a` lR,
lC , lH ou lO .✷
Ce dernier re´sultat persiste si l’on e´change l’hypothe`se de l’existence d’un e´le´ment
l.i. par celle de la flexibilite´ ([ElM 81]. 244).
Ulte´rieurement, El-Mallah a donne´ une classification pour les lR-alge`bres absol-
ument value´es de dimension finie, qui satisfont a` l’identite´ (x, x, x) = 0 et montre
que de telles alge`bres sont flexibles [Elm 87].
Wright a conjecture´, auparavant, que les lR-alge`bres norme´es de d.l. sont de di-
mension finie [Wr 53]. Re´cemment, Cuenca [Cu 92] a donne´ des exemples d’alge`bres
norme´es de d.l.g. (absolument value´es comple`tes et unitaires a` gauche) de dimension
infinie. De son coˆte´, Rodriguez ([Rod 92] Theorem 2 p. 941) les a comple`tement
de´crites.
Un des re´sultats fondamentaux pour les alge`bres re´elles de division line´aire, de
dimension finie, e´tabli en 1958, est le suivant:
The´ore`me 2.64 (Hopf-Kervaire-Milnor-Bott). Si l’espace vectoriel re´el lRn posse`de
un produit biline´aire sans diviseurs de ze´ro, alors n = 1, 2, 4 ou 8.✷
Il est facile de voir que lR est l’unique, a` isomorphisme pre`s, lR-alge`bre de division
line´aire de dimension 1. D’autre part, les lR-alge`bres de divison line´aire de dimension
2 ont e´te´ ”classifie´es” [AK 83]. Dans le meˆme the`me, des e´tudes ont e´te´ faites en
dimension 4 et 8 [Wr 53], [Os 62], [Cz 76], [Kai 77], [Ok 80], [OO 811,2], [BBO 82],
[AHK 86, 87, 92], [Roc 87], [KR 92], et ont donne´ des re´sultats partiels. Une lR-
alge`bre unitaire de division line´aire de dimension finie ≥ 2 contient une sous-alge`bre
isomorphe a` lC [Y 81], [Petr 87], cependant la de´termination des lR-alge`bres unitaires
de division line´aire de dimension 4 est encore un proble`me ouvert.
The´ore`me 2.65 [Kai 77]. Les lR-alge`bres quadratiques sans diviseurs de ze´ro, qui
satisfont a` la proprie´te´ d’Osborn, sont de dimension finie 1, 2, 4 ou 8.✷
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3 Proce´de´ de Cayley-Dickson ge´ne´ralise´
3.1 Les sous-alge`bres de dimension 4 dans une lR-alge`bre de
Jordan n.c. de division line´aire de dimension 8
Soit maintenant
(
W, (.|.),∧
)
une alge`bre re´elle de Jordan non commutative de
division line´aire de dimension 8. L’application
〈., .〉 : W ×W → lR (x, y) 7→ 〈x, y〉 = −(x|y)
est une forme trace de´finie positive qui munit W d’une structure d’espace euclidien
(W,−(.|.)). Si u ∈ W−{0}, on noteW (u) l’orthogonal a` u dansW et ||u|| =
√
〈u, u〉.
Lemme 3.1 Sit u ∈ W −{0}, alors l’application line´aire L∗u : W →W y 7→ u∧ y
est anti-syme´trique par rapport a` 〈., .〉 et induit une bijection fu : W (u) → W (u).
De plus, l’application line´aire syme´trique f 2u est de´finie ne´gative par rapport a` 〈., .〉.
Preuve. Le fait que L∗u soit anti-syme´trique est conse´quence de la proprie´te´ trace
de (.|.). Pour la meˆme raison et d’apre`s la proprie´te´ 4. du The´ore`me 1.49, L∗u induit
une bijection fu de W (u) dans W (u). Si y1 ∈ W (u) est un vecteur propre norme´
(||y1|| = 1) de l’application line´aire syme´trique f 2u associe´ a` la valeur propre λ1, on
a:
λ1 = λ1||y1||2
= −(λ1y1|y1)
= −(u ∧ (u ∧ y1)|y1)
= −(u ∧ y1|u ∧ y1)
= −||u ∧ y1||2 < 0.
Donc f 2u est de´finie ne´gative par rapport a` 〈., .〉. L’e´le´ment u ∧ y1 est e´galement un
vecteur propre de f 2u associe´ a` la valeur propre λ1.✷
Lemme 3.2 f 2u posse`de au plus trois valeurs propres distinctes.
Preuve. Si y2 est un vecteur propre (norme´) de f
2
u orthogonal aux vecteurs y1 et
u∧ y1 associe´ a` la valeur propre λ2, alors le vecteur propre u∧ y2 est orthogonal aux
vecteurs y1 et u ∧ y1. On construit alors une base orthogonale
y1, u ∧ y1, y2, u ∧ y2, y3, u ∧ y3
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de W (u) forme´e de vecteurs propres de f 2u associe´s respectivement aux valeurs pro-
pres λ1, λ1, λ2, λ2, λ3, λ3.✷
Note 3.3 Les vecteurs propres orthonormaux y1, y2, y3 peuvent eˆtre comple´te´s par
les vecteurs orthonormaux
z1 = (−λ1)− 12u ∧ y1, z2 = (−λ2)− 12u ∧ y2, z3 = (−λ3)− 12u ∧ y3
en une base orthonorme´e deW (u). On de´signera par vect{x1, . . . , xn} le sous-espace
vectoriel de A engendre´ par des e´le´ments x1, . . . , xn de A.✷
Remarque 3.4 Si λ est une valeur propre de f 2u , alors le sous-espace propre corre-
spondant Eλ est de dimension 2, 4 ou 6 et se de´compose en somme directe orthogo-
nale de sous-espaces de dimension 2 stables par fu.✷
Lemme 3.5 Il existe des vecteurs orthonormaux u0, v0 ∈ W tels que v0 soit un
vecteur propre de f 2u0 et u0 soit un vecteur propre de f
2
v0
associe´ a` la meˆme valeur
propre.
Preuve. Soit S = {x ∈ W : ||x|| = 1} la sphe`re unite´ de W et soit H l’application
S × S → lR+ (x, y) 7→ ||x ∧ y||.
L’application H est continue sur le compact S × S et il existe u0, v0 ∈ S tels
que ||u0 ∧ v0|| = supH(S × S). Selon la Note 3.3, il existe une base orthonorme´e
y1, z1, y2, z2, y3, z3 de W (u0) pour laquelle la matrice de fu0 s’e´crit:


0 −(−λ1) 12
(−λ1) 12 0
0 −(−λ2) 12
(−λ2) 12 0
0 −(−λ3) 12
(−λ3) 12 0


ou` les λi < 0, i = 1, 2, 3. Si v =
∑
1≤i≤3(αiyi + βizi) est un e´le´ment arbitraire de S,
on a:
fu0(v) =
∑
1≤i≤3
(
αi(−λi) 12 zi − βi(−λi) 12yi
)
et
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||fu0(v)||2 = −
∑
1≤i≤3
λi(α
2
i + β
2
i )
≤ sup{−λi : 1 ≤ i ≤ 3}
∑
1≤i≤3
(α2i + β
2
i )
= sup{−λi : 1 ≤ i ≤ 3} := −λ.
Ce qui montre que la borne supe´rieure de H est atteinte sur les vecteurs norme´s
du sous-espace propre Eλ de fu0 associe´ a` plus grande, en valeur absolue, valeur
propre. En effet, vect{yi0, zi0} := E est stable par fu0 et si v0 = αi0yi0 + βi0zi0 est
un vecteur norme´ arbitraire de E, alors fu0(v0) = αi0(−λ)
1
2 zi0 − βi0(−λ)
1
2yi0 i.e.
||fu0(v0)||2 = −λ(α2i0 +β2i0) = −λ. Par conse´quent v0 est un vecteur propre de f 2u0 et
les meˆmes conside´rations sont valables pour fv0 . Ceci e´tablit la premie`re partie du
Lemme. Comme ||u0 ∧ v0|| = −λ, la deuxie`me partie est e´galement e´tablie.✷
Remarques 3.6 .
1. La borne supe´rieure de H est atteinte en fait sur le compact
{(u, v) ∈ S × S : 〈u, v〉 = 0} = S × S ∩ 〈., .〉−1{0} := U
et on a: supH(S × S) = supH(U) = ||u0 ∧ v0|| := M. D’autre part, il existe
(u1, v1) ∈ U tel que infH(U) = ||u1 ∧ v1|| := m > 0.
La sous-alge`bre lR[u0, v0] de A engendre´e par u0 et v0 a pour base
{1, u0, v0, w0}, ou` w0 = (−λ)− 12u0∧v0, et est isomorphe a` lH(
1+
√
−λ
2
) = lH(
1+M
2
) :
1 u0 v0 w0
1 1 u0 v0 w0
u0 u0 −1
√−λ w0 −
√−λ v0
v0 v0 −
√−λ w0 −1
√−λ u0
w0 w0
√−λ v0 −
√−λ u0 −1
Par analogie, on a lR[u1, v1] ≃ lH(
1+m
2
).
2. Si (u, v) ∈ U ou` u, v ∈ lR[u, v], on a lR[u, v] = lR[u0, v0] ≃ lH( 1+M2 ) i.e.
||u ∧ v|| = M.✷
On obtient le re´sultat suivant:
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The´ore`me 3.7 Soit A une lR-alge`bre de Jordan non commutative de division
line´aire de dimension 8. Alors A contient une sous-alge`bre de dimension 4, iso-
morphe a` lH(λ) ou` λ ∈ lR− {1
2
}.✷
Remarque 3.8 Les alge`bres re´elles de d.l. de dimension 8 que nous connaissons
contiennent une sous-alge`bre de dimension 4, mais nous ne savons pas encore si
toutes les lR-alge`bres quadratiques de d.l. de dimension 8 contiennent une sous-
alge`bre de dimension 4. Cette question est apparemment un proble`me ouvert.✷
The´ore`me 3.9 Soit A une lR-alge`bre de Jordan non commutative de division
line´aire de dimension 8. Alors les deux proprie´te´s suivantes sont e´quivalentes:
1. A satisfait a` la proprie´te´ d’Osborn.
2. Deux sous-alge`bres de A, de dimension 4, sont isomorphes.
Preuve. Nous utilisons, pour la de´monstration, les notations du Lemme 3.5.
2)⇒ 1). Les sous-alge`bres lH( 1+M2 ) et lH( 1+m2 ) (Remarque 3.6 1)) sont isomorphes si et
seulement si m =M ([Roc 87] p. 42). Ainsi, pour tout (u, v) ∈ U, on a m = ||u∧v|| =M
i.e. la sous-alge`bre lR[u, v] est de dimension 4. Donc A satisfait a` la proprie´te´ d’Osborn.
1) ⇒ 2). Soit v = ∑1≤i≤3(αiyi + βizi) un vecteur norme´ de A tel que (u0, v) ∈ U, alors
v et f2u0(v) =
∑
1≤i≤3 λi(αiyi + βizi) sont coline´aires, car u0 et v satisfont a` la proprie´te´
d’Osborn: u0 ∧ (v ∧ (u0 ∧ v)) = v ∧ (u0 ∧ (v ∧ u0)) = 0. Donc f2u0 admet une unique
valeur propre, et on a: M = ||u0 ∧ v0|| = ||u0 ∧ v||. Soit maintenant (u, v) ∈ U, il existe
v′0 ∈W (u)∩ lR[u0, v0]−{0} et u′0 ∈W (v′0)∩ lR[u0, v0]−{0}, qu’on peut choisir norme´s, et
on a
M = ||u′0 ∧ v′0|| (Remarque 3.6 2)
= ||u ∧ v′0|| car (u, v′0) ∈ U
= ||u ∧ v||.
Donc lR[u, v] ≃ lH( 1+M2 ) l’unique, a` isomorphisme pre`s, sous-alge`bre de A de dimension
4.✷
Nous avons besoin, pour la suite, des deux re´sultats pre´liminaires suivants:
50
Lemme 3.10 Soit λ ∈ K et soit D une K-alge`bre pour laquelle il existe un e´le´ment u tel
que Lu −Ru 6= 0. Alors D(λ) est commutative si et seulement si λ = 12 .
Preuve. Pour tout x ∈ D, les ope´rateurs de multiplication a` gauche et a` droite par x
dans D(λ) sont: L
(λ)
x = λLx + (1− λ)Rx et R(λ)x = λRx + (1− λ)Lx. On a
L(λ)x −R(λ)x = (2λ− 1)(Lx −Rx).
Donc D(λ) est commutative si et seulement si λ = 12 .✷
Lemme 3.11 Soient λ, µ ∈ K et D une K-alge`bre alternative pour laquelle il existe un
e´le´ment u tel que (Lu − Ru)2 6= 0. Alors D(λ) est alternative si et seulement si λ = 0 ou
1. Si, de plus, D est cayleyenne, on a D(λ) ≃ D(µ) si et seulement si λ = µ ou λ = 1− µ.
Preuve. Nous utilisons, pour la de´monstration, les notations du Lemme 3.10. On a
L
(λ)
x2 = λLx2 + (1− λ)Rx2
= λL2x + (1− λ)R2x
et
(L(λ)x )
2 = λ2L2x + 2λ(1− λ)LxRx + (1− λ)2R2x.
Donc
L
(λ)
x2 − (L(λ)x )2 = (λ− λ2)L2x − 2λ(1− λ)LxRx + λ(1− λ)R2x
= λ(1 − λ)(Lx −Rx)2.
De meˆme R
(λ)
x2 − (R
(λ)
x )2 = λ(1−λ)(Rx−Lx)2. Ainsi, D(λ) est alternative si et seulement
si λ = 0 ou λ = 1.
Soient maintenant λ, µ ∈ lR que l’on peut supposer, en vertu du Lemme 3.10, distincts
de 12 , alors D
(λ) ≃ D(µ) ⇔
(
D(λ)
)( µ
2µ−1 ) = D
(λ+µ−1
2µ−1 ) ≃
(
D(µ)
)( µ
2µ−1 ) = D alternative .
Donc λ+µ−12µ−1 = 0 ou 1 i.e. λ = µ ou λ = 1−µ. La re´ciproque, de cette dernie`re proposition,
est conse´quence de la Remarque 1.57 3).✷
The´ore`me 3.12 Les uniques lR-alge`bres de Jordan non commutatives de division line´aire,
de dimension finie ≤ 4, sont a` isomorphisme pre`s lR, lC ou lH(λ), λ 6= 12 . De plus lH(λ) ≃
lH(µ), λ, µ 6= 12 si et seulement si λ = µ ou λ = 1− µ.
Preuve. ([Roc 87] p. 42).✷
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The´ore`me 3.13 Les uniques lR-alge`bres de Jordan non commutatives sans diviseurs de
ze´ro, qui satisfont a` la proprie´te´ d’Osborn, sont de dimension finie 1, 2, 4 ou 8 et a` isomor-
phisme pre`s lR, lC , lH(λ) ou lO (λ), λ 6= 12 . De plus D(λ) ≃ D(µ), D = lH ou lO et λ, µ 6= 12
si et seulement si λ = µ ou λ = 1− µ.
Preuve. Une telle alge`bre A, est unitaire quadratique de division et est de dimension
finie 1, 2, 4 ou 8 (The´ore`me 2.65). Le The´ore`me 3.12 permet de supposer que A est de
dimension 8, et l’on de´signe par lH(λ), λ 6= 12 la classe d’isomorphisme des sous-alge`bres de
A de dimension 4. L’alge`bre A(
λ
2λ−1 ) est de division line´aire (Proposition 1.47), et si x, y
sont deux vecteurs non nuls orthogonaux de A, on a
lR
A
( λ
2λ−1 )
[x, y] =
(
lRA[x, y]
)( λ
2λ−1 ) Lemme 1.3
=
(
lH(λ)
)( λ
2λ−1 )
= lH associative .
D’apre`s le The´ore`me d’Artin, A(
λ
2λ−1 ) est alternative, et d’apre`s le The´ore`me d’Albert,
A(
λ
2λ−1 ) ≃ lO i.e. A =
(
A(
λ
2λ−1 )
)(λ) ≃ lO (λ).✷
Proposition 3.14 Soit A =
(
W, (.|.),∧
)
une lR-alge`bre de Jordan non commutative de
division line´aire, de dimension 8. Si B est une sous-alge`bre de A, de dimension 4 telle que
B⊥B⊥ ⊆ B. Alors il existe (u0, x0) ∈ B×B⊥ tel que u0 et x0 engendrent une sous-alge`bre
de A de dimension 4.
Preuve. Si x ∈ S(B⊥), alors l’application f2x induit une bijection gx : B ∩W → B ∩W
syme´trique. Si xi, i = 1, 2, 3 de´signe une base orthonorme´e de B ∩W forme´e de vecteurs
propres de gx associe´s respectivement aux valeurs propres λi, i = 1, 2, 3 alors les vecteurs
x1, x
′
1, x2, x
′
2, x3, x
′
3 ou` x
′
i = (−λi)−
1
2x ∧ xi constituent une base orthonorme´e de W (x)
forme´e de vecteurs propres de f2x associe´s respectievement aux valeurs propres
λ1, λ1, λ2, λ2, λ3, λ3.
Soit maintenant u un e´le´ment de S(B ∩W ), alors l’application fu induit une bijection
hu : B
⊥ → B⊥ anti-syme´trique. Si yi, zi ou` i ∈ {2, 3} de´signe une base orthonorme´e de
B⊥ forme´e de vecteurs propres de h2u, avec zi = (−µ1)−
1
2u ∧ yi, associe´s respectivement
aux valeurs propres µ1, µ1, µ2, µ2, on peut la comple´ter en une base de W (u) forme´e
de vecteurs propres de f2u , par des vecteurs orthonormaux y1, z1 de B orthogonaux a` u,
avec z1 = (−µ1)− 12u ∧ y1, associe´s a` la valeur propre µ1.
Soit maintenant H l’application continue S(B ∩W )×S(B⊥)→ lR+ (u, x) 7→ ||u∧x||,
il existe (u0, x0) ∈ S(B ∩W ) × S(B⊥) tel que supH = ||u0 ∧ x0||. On utilise alors les
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notations pre´ce´dentes pour les e´le´ments propres de h2u0 et gx0 . Si x ∈ S(B⊥), il existe des
scalaires ai, bi ou` i ∈ {1, 2}, avec ∑1≤i≤2(a2i + b2i ) = 1, tels que x =
∑
1≤i≤2(aiyi + bizi) et
on a u0 ∧ x =
∑
1≤i≤2
(
ai(−µi) 12 zi − bi(−µi) 12 yi
)
. Ainsi
||u0 ∧ x||2 =
∑
1≤i≤2
(−µi)(a2i + b2i )
≤ sup
1≤i≤2
(−µi).
Donc x0 est un vecteur propre de h
2
u0 associe´ a` la plus grande, en valeur absolue, valeur
propre.
Soit maintenant u ∈ S(B∩W ), il existe des scalaires γi, i ∈ {1, 2, 3} avec∑1≤i≤3 γ2i = 1,
tels que u =
∑
1≤i≤3 γixi, et on a x0 ∧ u =
∑
1≤i≤3 γi(−λi)
1
2x′i. Ainsi
||x0 ∧ u||2 =
∑
1≤i≤3
(−λi)γ2i
≤ sup
1≤i≤2
(−λi).
Donc u0 est un vecteur propre de gx0 associe´ a` la plus grande, en valeur absolue, valeur
propre. Les vecteurs u0 et x0 engendrent alors une sous-alge`bre de A de dimension 4.✷
3.2 Proce´de´ de Cayley-Dickson ge´ne´ralise´
Proce´de´ de Cayley-Dickson ge´ne´ralise´ 3.15 Soit (B, .) =
(
W, (.|.),∧
)
une K-
alge`bre cayleyenne et soient γ, α, β, δ, θ ∈ K avec γ 6= 0. Alors le produit
(x, y)(x′, y′) =
(
x.αx′ +
β
2
([x, y′] + [y, x′]) + γy′y, yx′ + y′x+
δ
2
[y′, y] +
θ
2
[x′, x]
)
munit l’espace vectoriel B×B d’une structure de K-alge`bre cayleyenne associe´e a` la meˆme
forme biline´aire syme´trique
(
(x, y), (x′, y′)
)
= (x|x′) + γ(y|y′), que celle de l’extension
cayleyenne Eγ(B) de (B, .), d’indice γ. On l’appelle extension cayleyenne ”ge´ne´ralise´e”
de (B, .), d’indice (γ, α, β, δ, θ) et on note Eγ,α,β,δ,θ(B). Les alge`bres Eγ,α,0,δ,0(B) et
Eγ,1,0,δ,0(B) note´es respectivement Eγ,α,δ(B) et Eγ,δ(B).✷
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Remarques 3.16 .
1. L’application B(α) → Eγ,α,β,δ,θ(B) x 7→ (x, 0) est un monomorphisme d’alge`bres.
2. Eγ,α,β,δ,θ(B) = Eγ(B) si et seulement si α − 1 = β = δ = θ = 0 ou B est
commutative.
3. Si le polynoˆme X2 + γ posse`de une racine ω, dans K, alors l’application
Eγ,α,β,δ,θ(B)→ E−1,α,βω−1,δω−1,θω(B) (x, y) 7→ (x, ωy)
est un isomorphisme d’alge`bres.
4. L’ope´rateur L2(0,1) de Eγ,α,β,δ,θ(B) := A est une homothe´tie, e´gale a` γIA.✷
Proposition 3.17 Soient (B, .) une K-alge`bre cayleyenne, γ, α, β, δ, θ ∈ K, avec γ 6= 0,
et A l’extension cayleyenne ge´ne´ralise´e de (B, .) d’indice (γ, α, β, δ, θ). Alors
1. A est associative si et seulement si B est associative et commutative.
2. Si β = γθ et α 6= 12 , alors A est flexible si et seulement si B est flexible.
Preuve. .
1. Si A est aassociative, alors pour tous x, y ∈ B, on a
(0, 0) =
(
(x, 0), (0, 1), (y, 0)
)
= (
β
2
[x, y − y], [x, y])
i.e. B est commutative, et on a A = Eγ(B). Par conse´quent B est associative.
Re´ciproquement, si B est associative et commutative, alors A = Eγ(B) est associa-
tive.
2. On suppose que α 6= 12 . Si A est flexible, alors pour tous x, y ∈ B, on a
(0, 0) =
(
(x, 0), (y, 0), (x, 0)
)
=
(
(x, y, x)(α),
θ
2
([y, x]x+ [x, x.αy]− [x, y]x− [y.αx, x])
)
ou` (x, y, x)(α) de´signe l’associateur de x, y et x dans B(α). Donc B(α) est flexible et,
comme α 6= 12 , B est flexible.
On suppose maintenant que β = γθ et (B, .) flexible. Soient alors (x, y), (x′, y′),
(x”, y”) trois e´le´ments de A et (.|.), (., .) respectivement la forme trace associe´e a` B
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et la forme biline´aire syme´trique associe´e a` A. En utilisant les trois identite´s de la
Remarque 1.57 2), on a
(
(x, y)(x′, y′), (x”, y”)
)
=
(
x.αx′ +
β
2
([x, y′] + [y, x′]) + γy′y | x”
)
+ γ
(
yx′ + y′x+
δ
2
[y′, y] +
θ
2
[x′, x] | y”
)
=
(
x | x′.αx”+β
2
[y′, x”]+
γθ
2
[y”, x′]+γy”y′
)
+γ
(
y | δ
2
[y”, y′]+
θ
2
[x′, x”]+x”y′+x′y”
)
=
(
x | x′.αx”+β
2
([x′, y”]+[y′, x”])+γy”y′
)
+γ
(
y | y′x” + y”x′ + δ
2
[y”, y′] +
θ
2
[x”, x′]
)
=
(
(x, y), (x′, y′)(x”, y”)
)
Donc A est flexible.✷
Remarques 3.18 .
1. Si B est une K-alge`bre des quaternions, de division, alors l’alge`bre E−1,α,β,δ,θ(B)
est alternative si et seulement si α = 1 et β = δ = θ = 0.
2. Si β 6= γθ, alors Eγ,α,β,δ,θ(B) n’est pas ne´cessairement flexible. En effet, l’alge`bre
re´elle cayleyenne E−1,1,0,0,1(lH) n’est pas flexible.✷
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3.3 Automorphismes et de´rivations des alge`bres obtenues
par le proce´de´ de Cayley-Dickson ge´ne´ralise´
Proposition 3.19 Soient (B, .) une K-alge`bre cayleyenne, γ, α, β, δ, θ ∈ K, avec γ 6= 0, et
A l’extension cayleyenne ge´ne´ralise´e de (B, .) d’indice (γ, α, β, δ, θ). Si ∂ est une de´rivation
de B qui commute avec l’involution ., alors l’application D∂ : A→ A (x, y) 7→ (∂x, ∂y)
est une de´rivation de A. Si, de plus, les de´rivations de B commutent avec l’involution .,
alors l’application Der(B) → Der(A) ∂ 7→ D∂ est un monomorphisme d’alge`bres de
Lie.
Preuve. Soient (x, y), (x′, y′) deux e´le´ments de A, on a
D∂
(
(x, y)(x′, y′)
)
=
(
∂(x.αx′+
β
2
([x, y′]+ [y, x′])+ γy′y), ∂(yx′+ y′x+
δ
2
[y′, y]+
θ
2
[x′, x])
)
=
(
(∂x).αx′ + x.α∂x′+
β
2
([∂x, y′] + [x, ∂y′] + [∂y, x′] + [y, ∂x′]) + γ∂y′y+ γy′∂y, .
. (∂y)x′+y∂x′+(∂y′)x+y′∂x+
δ
2
([∂y′, y]+[y′, ∂y])+
θ
2
([∂x′, x]+[x′, ∂x])
)
= (∂x, ∂y)(x′, y′) + (x, y)(∂x′, ∂y′) =
(
D∂(x, y)
)
(x′, y′) + (x, y)D∂(x
′, y′).
On dira que D∂ est une extension naturelle de ∂ a` A.✷
Proposition 3.20 Soit (B, .) une K-alge`bre cayleyenne des quaternions, de division.
Alors les de´rivations de B commutent avec l’involution . . Si, de plus, γ, α, δ ∈ K,
avec γδ 6= 0 et α 6= 12 , alors toute de´rivation de Eγ,α,δ(B) est une extension naturelle
d’une de´rivation de B, qui commute avec l’involution ., i.e. Der(B)→ Der
(
Eγ,α,δ(B)
)
∂ 7→ D∂ est un isomorphisme d’alge`bres de Lie.
Preuve. Les de´rivations de B sont inte´rieures (The´ore`me 1.21) de la forme Lx − Rx,
x ∈ B, donc commutent avec . . On suppose maintenant δ 6= 0. Si D est une de´rivation
de Eγ,α,δ(B), il existe ∂, f ∈ EndK(B) et x0, y0 ∈ B tels que (a, 0) = (∂a, f(a), pour tout
a ∈ B, et D(0, 1) = (x0, y0). Ainsi, pour tous a, b ∈ B, on a
D(a, b) = D
(
(a, 0) + (b, 0)(0, 1)
)
= D(a, 0) +
(
D(b, 0)
)
(0, 1) + (b, 0)D(0, 1)
= (∂a, f(a)) + (∂b, f(b))(0, 1) + (b, 0)(x0, y0)
=
(
∂a+ γf(b) + b.αx0, f(a) + ∂b+ y0b
)
.
L’e´galite´ D
(
(a, b)(c, d)
)
= D
(
(a, b)
)
(c, d) + (a, b)D(c, d) donne:
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1. ∂ ∈ Der(B(α)), en faisant b = d = 0.
2. f(a.αc) = f(a)c+ f(c)a, en faisant b = d = 0.
3. γf(bc) + (bc).αx0 = γf(b).
αc+ γf(c)b+ (b.αx0).
αc, en faisant a = d = 0.
4. ∂(bc) = (∂b)c+ b∂c+ δ2 [f(c), b], en faisant a = d = 0.
5. γ∂(db)+ γδ2 f([d, b])+
δ
2 [d, b].
αx0 = γ
(
d∂b+∂d.b+(y0+y0)db
)
, en faisant a = c = 0.
6. γf(db) + δ2∂[d, b] +
δ
2y0[d, b] =
d
(
γf(b) + b.αx0
)
+
δ
2
[d, ∂b + y0b] + b
(
γf(d) + x0.
αd
)
+
δ
2
[∂d+ y0d.b],
en faisant a = c = 0.
De plus D(1, 0) = (0, 0) donne
7. ∂1 = f(1) = 0.
Le fait que α soit distincte de 12 et 1. montrent que ∂ ∈ Der(B). Ainsi, en faisant b = 1
dans 4., il re´sulte
1’. ∂c = ∂c et δ2 [f(c), b] = 0. Comme B est centrale et δ 6= 0, on a
2’. f(B) ⊆ K.
Soit maintenant a un vecteur de B, il existe un vecteur c de B line´airement inde´pendant
a` a. Les e´galite´s 2. et 2’. entrainent alors que f(a) = 0, et on de´duit de la seconde e´galite´
de 7. que f ≡ 0. De 5. et 6. il re´sulte que x0 et y0 sont des vecteurs et on obtient, en
faisant (b, d) = (1, 1) dans 5. et 6. puis d = 1 dans 7., l’e´galite´ [ δ2y0 + (1− α)x0, b] = 0.
Donc δ2y0 + (1 − α)x0 = 0, et en faisant (b, c) = (1, x0) dans 3., on obtient 2x20 = 0 i.e.
x0 = y0 = 0. Ainsi D = D∂ .✷
Remarque 3.21 On a
⋂
D∈Der(Eγ,α,δ(B))
kerD =
⋂
∂∈Der(B)
kerD∂ = K ×K.✷
Corollaire 3.22 L’inclusion Der(lH) ⊂ Der
(
E−1,α,δ(lH)
)
a lieu pour tous re´els α, δ. Si,
de plus, α 6= 12 et δ 6= 0, on a l’e´galite´: Der(lH) = Der
(
E−1,α,δ(lH)
)
.✷
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Proposition 3.23 Soient B =
(
V, (.|.),∧
)
une K-alge`bre des quaternions, de division,
γ, α, δ ∈ K, avec γ 6= 0, et soit A l’extension cayleyenne de B d’indice (γ, α, δ). On
suppose que δ 6= 0 et α 6= 12 . Alors K × {0}, {0} × K, V × {0} et {0} × V sont des
sous-Der(A)-modules irre´ductibles de A (leur somme directe).
Preuve. D’apre`s la Proposition 3.20, Der(A) = {D∂ : ∂ ∈ Der(B)}, ainsi les sous-
modules K×{0} et {0}×K sont annule´s par les e´le´menst de Der(A). D’autre part, comme
les de´rivations de B sont inte´rieures, et vu que V est dimension 3 sur K, ces de´rivations
ne laissent invariant aucun sous-Der(B)-module propre de V. Donc les de´rivations D∂ ne
laissent invariant aucun sous Der(A)-module propre de V × {0} ou de {0} × V. Ces deux
derniers sont a` leur tour des sous-Der(A)-modules irre´ductibles de A.✷
Proposition 3.24 Soit B =
(
V, (.|.),∧
)
une K-alge`bre cayleyenne et soient γ, α, β, δ, θ ∈
K, avec γ 6= 0. Si f est un automorphisme de B qui commute avec l’involution ., alors
l’application Φf : Eγ,α,β,δ,θ(B) → Eγ,α,β,δ,θ(B) (x, y) 7→ (f(x), f(y)) est un auto-
morphisme. Si, de plus, les automorphismes de B commutent avec l’involution ., alors
l’application Aut(B)→ Aut
(
Eγ,α,β,δ,θ(B)
)
f 7→ Φf est un monomorphisme de groupes.
Preuve. Soient (x, y), (x′, y′) deux e´le´ments de Eγ,α,β,δ,θ(B), on a
Φf
(
(x, y)(x′, y′)
)
=
(
f(x.αx′ +
β
2
([x, y′] + [y, x′]) + γy′y), f(yx′ + y′x+
δ
2
[y′, y] +
θ
2
[x′, x])
)
=
(
f(x).αf(x′) +
β
2
([f(x), f(y′)] + [f(y), f(x′)]) + γf(y′)f(y)),
f(y)f(x′) + f(y′)f(x) +
δ
2
[f(y′), f(y)] +
θ
2
[f(x′), f(x)])
)
= (f(x), f(y))(f(x′), f(y′))
= Φf (x, y)Φf (x
′, y′).
On dira que Φf est une extension naturelle de f a` Eγ,α,β,δ,θ(B).✷
Lemme 3.25 Soient A et B deux K-alge`bres et Φ : A→ B un isomorphisme d’alge`bres.
Alors pour toute de´rivation ∂ de A, Φ∂Φ−1 est une de´rivation de B et l’application
Der(A) → Der(B) ∂ 7→ Φ∂Φ−1 est un isomorphisme d’alge`bres de Lie. Si, de plus,
A =
(
V, (.|.),×
)
et B =
(
W, 〈., .〉,∧
)
sont quadratiques, alore Φ(1) = 1 et Φ(V ) =W.
Preuve. Pour tous x, y ∈ A, on a Φ(xy) = Φ(x)Φ(y) i.e. LΦ(x) = ΦLxΦ−1.
Soient maintenant ∂ ∈ Der(A) et x ∈ B, on a
[Φ∂Φ−1, Lx] = [Φ∂Φ
−1,ΦLΦ−1(x)Φ
−1]
= Φ[∂, LΦ−1(x)]Φ
−1
= ΦL∂Φ−1(x)Φ
−1
= LΦ∂Φ−1(x)
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i.e. Φ∂Φ−1 ∈ Der(B). Donc l’application H : Der(A) → Der(B) ∂ 7→ Φ∂Φ−1 est bien
de´finie et on ve´rifie facilement que c’est un isomorphisme d’alge`bres de Lie. Si A et B
sont quadratiques, alors Φ(1) = 1 et si x ∈ V, on a Φ(x)2 = Φ(x2) = x2 ∈ K1. Si, de
plus, Φ(x) ∈ K1, alors x est coline´aire a` 1, car Φ est injective. Donc Φ(V ) ⊆ W, et on a
Φ−1(W ) ⊆ V i.e. Φ(V ) =W.✷
Proposition 3.26 Soit (B, .) =
(
V, (.|.),×
)
une K-alge`bre cayleyenne des quaternions,
de division, γ, δ ∈ K, avec γ 6= 0 et soit A l’extension cayleyenne de B d’indice (γ, δ).
Alors les automorphismes de B commute avec l’involution .. Si, de plus, δ 6= 0, alors tout
automorphisme de A est une extension naturelle d’un automorphisme de B qui commute
l’involution ., i.e. Aut(B)→ Aut(A) f 7→ Φf est un isomorphisme de groupes.
Preuve. Les automorphismes de B sont inte´rieurs d’apre`s le The´ore`me 1.20 de Sckolem-
Noether, de la forme Lx−1Rx = LxRx, x ∈ B avec xx = 1. Donc commutent avec . . On
suppose maintenant δ 6= 0. Si Φ est un automorphisme de A, alors Φ−1DΦ ∈ Der(A) pour
toute de´rivation D de A, et on a Φ−1DΦ(0, 1) = (0, 0) i.e. DΦ(0, 1) = (0, 0). Ainsi
Φ(0, 1) ∈
⋂
D∈Der(A)
kerD = K ×K.
Comme Φ(0, 1) est un vecteur, il existe α ∈ K tel que Φ(0, 1) = (0, α), et on a:
(γ, 0) = Φ(γ, 0)
= Φ
(
(0, 1)2
)
=
(
Φ(0, 1)
)2
= (0, α)2
= (γα2, 0).
Donc Φ(0, 1) = ±(0, 1).
D’autre part, il existe f, g ∈ EndK(B) tels que Φ(a, 0) = (f(a), g(a)) pour tout a ∈ B.
Ainsi, pour tous a, b ∈ B, on a:
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1.
Φ(a, b) = Φ
(
(a, 0) + (b, 0)(0, 1)
)
= Φ(a, 0) + Φ(b, 0)φ(0, 1)
=
(
f(a) + εγg(b), g(a) + εf(b)
)
.
De plus
2. (f(1), g(1)) = Φ(1, 0) = (1, 0).
3. f(V ) ⊆ V, g(B) ⊆ V (d’apre`s 1.).
On en de´duit que f(a) = f(a) et g(a) = g(a) = −g(a) pour tout a ∈ B, a` l’aide de quoi
l’e´galite´ Φ
(
−γ(a, 0)(b, 0)+(0, b)(0, a)
)
= −γΦ(a, 0)Φ(b, 0)+Φ(0, b)Φ(0, a), pour a, b ∈ B,
donne εγδ2 g([a, b]) = 0, i.e. g ≡ 0. On en de´duit de 1., et en tenant compte de du fait que
B est de dimension finie, que f est bijective. L’e´galite´ Φ
(
(0, b)(0, c)
)
= Φ(0, b)Φ(0, c) ou`
b, c ∈ B, donne alors
(
γf(cb), εδ2 f([c, b])
)
=
(
γf(c)f(b), δ2 [f(c), f(b)]
)
. Ce qui montre que
f est un homomorphisme d’alge`bres et ε = 1.✷
Corollaire 3.27 Soit δ un nombre re´el arbitraire. Alors Aut(lH) ⊂ Aut
(
E−1,δ(lH)
)
. Si,
de plus, δ 6= 0, on a l’e´galite´: Aut(lH) = Aut
(
E−1,δ(lH)
)
.✷
The´ore`me 3.28 Soit (B, .) une K-alge`bre cayleyenne des quaternions, de division,
γ, γ′, δ, δ′ ∈ K, avec γγ′ 6= 0 tels que les deux polynoˆmes X2 + γ et X2 + γ′ posse`dent
respectivement une racine ω et ω′ dans K. Alors Eγ′,δ′(B) ≃ Eγ,δ(B) et seulement si
δ′ω = ±δω′.
Preuve. On peut supposer δδ′ 6= 0, en vertu de la Remarque 3.18 1), et on a Eγ′,δ′(B) ≃
Eγ,δ(B) si et seulement si E−1,ω′−1δ′(B) := A′ ≃ E−1,ω−1δ(B) := A d’apre`s la Remarque
III 3.16 3). Soit alors Φ : A → A′ un isomorphisme, alors Φ−1DΦ ∈ Der(A), pour
toute de´rivation D de A′. Donc DΦ(0, 1) = (0, 0) pour toute de´rivation D de A′ i.e.
Φ(0, 1) ∈ KtimesK. Comme Φ(0, 1) est un vecteur unitaire de A′, on a: Φ(0, 1) =
±(0, 1). un meˆme raisonnement que celui dans la Proposition 3.26 montre qu’il existe
f ∈ End(B), qui commute avec ., tel que Φ(a, b) = (f(a),±f(b)) pour tout a, b ∈ B.
L’e´galite´ Φ
(
(0, b)(0, c)
)
= Φ(0, b)Φ(0, c), ou` b, c ∈ B, donne alors δ′ω = ±δω′.✷
Corollaire 3.29 E−1,δ′(lH) ≃ E−1,δ(lH) si et seulement si δ′ = ±δ.✷
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4 Classification des lR-alge`bres de Jordan n.c. de
division line´aire de dimension 8
4.1 Isotopie vectorielle
Soient (V,∧) une lR-alge`bre anti-commutative de dimension ≥ 1, (.|.) une forme
biline´aire syme´trique de´finie ne´gative sur V et ϕ un automorphisme de l’espace vectoriel
V. On pose x∆y = ϕ∗
(
ϕ(x)∧ϕ(y)
)
, x, y ∈ V, ϕ∗ e´tant l’automorphisme adjoint de ϕ, et
on de´signe par
(
V, (.|.),∧
)
, et
(
V, (.|.),∆
)
respectivement, les alge`bres cayleyennes con-
struites a` partir des alge`bres anti-commutatives (V,∧) et (V,∆), et de la forme biline´aire
syme´trique (.|.). Nous avons le re´sultat cle´ suivant:
Proposition 4.1
(
V, (.|.),∧
)
est flexible de division line´aire si et seulement si(
V, (.|.),∆
)
est flexible de division line´aire.
Preuve. Si
(
V, (.|.),∆
)
est flexible, alors (.|.) est une forme trace sur V, i.e.
(
V, (.|.),∧
)
est flexible. Si, de plus,
(
V, (.|.),∆
)
est de division line´aire, on ve´rifie facilement que la
proprie´te´ 4. du The´ore`me 1.49 a lieu dans
(
V, (.|.),∆
)
aussi bien que dans
(
V, (.|.),∧
)
.
L’implication 2) ⇒ 1) s’e´tablit de la meˆme fac¸on.✷
De´finition et remarques 4.2 .
1. On dira que l’alge`bre
(
V, (.|.),∆
)
est obtenue, a` partir de l’alge`bre A =
(
V, (.|.),∧
)
et de l’automorphisme ϕ, par isotopie vectorielle. On la note A(ϕ). Cette notion
d’isotopie vectorielle est une relation d’e´quivalence dans la classe Cn, n ≥ 2 des
alge`bres re´elles cayleyennes de dimension n, dont l’espace re´el V = lRn−1 des
vecteurs associe´, est muni d’une meˆme forme biline´aire syme´trique (.|.) de´finie
ne´gative. En outre, on ve´rifie facilement que pour toute alge`bre B, de cette classe,
et pour deux automorphismes ϕ et ψ de l’espace des vecteurs assoce´ a` B, on a
(
B(ϕ)
)
(ψ) = B(ϕψ). (4.3)
2. Les alge`bres re´elles de Jordan non commutatives de division line´aire de dimension
finie n = 2 et 4 s’obtiennent, respectivement, a` partir de lC et lH, par isotopie vec-
torielle. Plus pre´cise´ment, de telles alge`bres coincident avec lC pour n = 2 et sont
les mutations lH(λ) de lH ou` λ ∈ lR − {12}. L’alge`bre lH(λ) n’est autre que l’isotope
vectorielle lH(ϕ) ou` ϕ est l’homothe´tie (2λ−1) 13 IV de l’espace V des vecteurs associe´
a` l’alge`bre re´elle lH.✷
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Exemple 4.3 Soient lO =
(
V, (.|.),×
)
l’alge`bre re´elle de Cayley-Dickson de division,
λ, µ ∈ lR−{12} et ϕ l’automorphisme de V dont la matrice, par rapport a` la base canonique
{e1, . . . , e7} de V est donne´e par:


λ′
λ′
λ′
µ′
λ′
λ′
λ′


ou` λ′ = (2µ−1) 13 (2λ−1) 13 et µ′ = (2µ−1) 13 (2λ−1)− 23 . Alors lO(ϕ) =
(
E−1(lH
(λ))
)(µ)
.✷
Nous donnons maintenant un re´sultat important, qui constitue e´galement un exemple:
Proposition 4.4 Les alge`bres re´elles E−1,δ(lH) ou` 0 ≤ δ < 2 s’obtiennent, a` partir de
l’alge`bre re´elle lO =
(
V, (.|.),×
)
de Cayley-Dickson, par isotopie vectorielle.
Preuve. Soit α ∈]12 , 1], alors l’endomorphisme ϕ de V dont la matrice, par rapport a` la
base canonique B = {e1, . . . , e7} de V est donne´e par:


(2α − 1)−1 0 (1− α2) 12
(2α− 1)−1 0 (1− α2) 12
(2α − 1)−1 0 (1− α2) 12
0 0 0 1 0 0 0
α′ 0 α
α′ 0 α
α′ 0 α


ou` α = (1− α2) 12 (α+ 1)−1(2α− 1)−1, est un automorphisme. On pose alors A = lO(ϕ) et
on obtient, par rapport a` la base B, la table:
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1 e1 e2 e3 e4 e5 e6 e7
1 1 e1 e2 e3 e4 e5 e6 e7
e1 −1 βe3 −βe2 e5 −e4 −e7 e6
e2 −1 βe1 e6 e7 −e4 −e5
e3 −1 e7 −e6 e5 −e4
e4 −1 e1 e2 e3
e5 −1 −e3 − λe7 e2 + λe6
e6 −1 −e1 − λe5
e7 −1
ou` β = 2(α + 1)−1(2α − 1)−2 > 0 et λ = (4α2 − 1)(1 − α2) 12 ≥ 0. On conside`re enfin
l’automorphisme ψ de V dont la matrice, par rapport a` la base B est donne´e par:


β−
1
3
β−
1
3
β−
1
3
β
1
6
β
1
6
β
1
6
β
1
6


La table de multiplication de l’alge`bre A(ψ) = lO(ϕψ), par rapport a` la base B, est la meˆme
que celle de l’alge`bre E−1,δα(lH) ou` δα = λβ
1
2 ≥ 0. De plus δ2α = 2(1 − α)(2α + 1)2 est
une fonction, en α, continue et strictement de´croissante sur ]12 , 1]. Elle atteint, en vertu
du The´ore`me des valeurs interme´diaires, toutes les valeurs de l’intervalle
[δ21 , lim
α→ 1
2
+
δ2α[= [0, 4[.✷
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4.2 Proble`mes d’isomorphisme
Note 4.5 Soit A =
(
V, (.|.),∧
)
est une lR-alge`bre quadratique et soit f un automorphisme
de l’espace vectoriel re´el V, on de´signe par f˜ l’application α+u 7→ α+ f(u) A→ A qui
est un automorphisme de l’espace vectoriel re´el A. On l’appelera prolongement naturel de
f a` A.✷
Proposition 4.6 Soient A =
(
V, (.|.),∆
)
et B =
(
V, (.|.),∧
)
deux alge`bres re´elles
cayleyennes de la classe Cn et soit f un automorphisme de l’espace vectoriel re´el V. Alors
1. Les alge`bres A et B sont isomorphes si et seulement si elle sont isome´triquement
vectoriellement isotopes.
2. f˜ ∈ Aut(A) si et seulement si A(f) = A et f est une isome´trie de l’espace euclidien
(V,−(.|.)).
Preuve. .
1. Soit g : A→ B un isomorphisme d’alge`bres et soient x, y ∈ A. On a:
(x|y) + g(x∆y) = g
(
(x|y) + x∆y
)
= g(xy)
= g(x)g(y)
= (g(x)|g(y)) + g(x) ∧ g(y).
Donc ((g(x)|g(y)) = (x|y) et g(x∆y) = g(x) ∧ g(y) i.e. g est une isome´trie de
l’espace vectoriel A qui est prolongement naturel d’une isome´trie g0 de l’espace
euclidien (V,−(.|.)). De plus, pour tous x, y ∈ V :
x∆y = g−10 (g0(x) ∧ g0(y))
= g∗0(g0(x) ∧ g0(y))
i.e. A = B(g0).
Re´ciproquement, si A = B(h) ou` h est une isome´trie de l’espace euclidien
(V,−(.|.)), alors le prolongement naturel h˜, de h a` lR ⊕ V, est un isomorphisme
de l’alge`bre A dans l’alge`bre B.
2. La proposition 2. est conse´quence de 1..✷
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Lemme 4.7 L’application f : E−1,−δ(lH) → E−1,δ(lH) (x, y) 7→ (x,−y) ou` δ ∈ lR est
un isomorphisme d’alge`bres. En particulier, E−1,−δ(lH) et E−1,δ(lH) sont vectoriellement
isotopes.
Preuve. Soient x, y, x′, y′ ∈ lH, on a
f
(
(x, y)(x′, y′)
)
= f
(
xx′ − y′y, yx′ + y′x− δ
2
[y′, y]
)
=
(
xx′ − (−y′)(−y), (−y)x′ + (−y′)x+ δ
2
[(−y′), (−y)]
)
= (x,−y)(x′,−y′)
= f(x, y)f(x′, y′).✷
Corollaire 4.8 Les alge`bres re´elles E−1,δ(lH) ou` |δ| < 2 s’obtiennent, a` partir de l’alge`bre
re´elle lO de Cayley-Dickson, par isotopie vectorielle.
Preuve. Le Lemme 4.7 et l’e´galite´ (4.3) dans (4.2 1)) permettent de supposer δ ≥ 0.
La Proposition 4.4 ache`ve alors la de´monstration.✷
Proposition 4.9 Soit lO =
(
V, (.|.),×
)
l’alge`bre re´elle de Cayley-Dickson et soit ϕ un au-
tomorphisme de l’espace vectoriel V. Alors les deux proprie´te´s suivantes sont e´quivalentes:
1. lO(ϕ) = lO .
2. ϕ˜ ∈ G2.
Preuve. L’implication 2) ⇒ 1) est conse´quence de la Proposition 4.6 2).
1) ⇒ 2). On note lO(ϕ) =
(
V, (.|.),∧
)
et, pour tous x, y ∈ V, on a
ϕ∗(ϕ(x)× ϕ(y)) = x ∧ y = x× y.
Si x1, . . . , x7 est une base orthonorme´e de V forme´e de vecteurs propres de ϕϕ
∗ associe´s,
respectivement, aux valeurs propres λ1, . . . , λ7, alors:
1. λi > 0.
2. (ϕ∗(xi)|ϕ∗(xj)) = −λiδij ou` δij est le symbole de Kronecker.
3. ϕ∗(xi)× ϕ∗(xj) = λiλjϕ∗(xi × xj).
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On suppose i 6= j et on a
ϕ∗
(
λixi × ϕϕ∗(xi × xj)
)
= ϕ∗(xi) ∧ ϕ∗(xi × xj)
= ϕ∗(xi)× ϕ∗(xi × xj)
= (λiλj)
−1ϕ∗(xi)×
(
ϕ∗(xi)× ϕ∗(xj)
)
d’apre`s l’e´galite´ 3. ci-dessus
= (λiλj)
−1
(
ϕ∗(xi)
)2
ϕ∗(xj)
= −λ−1j ϕ∗(xj) d’apre`s l’e´galite´ 2. ci-dessus
= ϕ∗(−λ−1j xj)
= ϕ∗
(
λixi × (λiλj)−1(xi × xj)
)
.
Donc λixi × ϕϕ∗(xi × xj) = λixi × (λiλj)−1(xi × xj) et on a:
ϕϕ∗(xi × xj) = (λiλj)−1xi × xj . (4.4)
Par conse´quent xi, xi×x1, . . . , x1×x7 est une base orthonorme´e de V forme´e de vecteurs
propres de ϕϕ∗ associe´s, respectivement, aux valeurs propres λi, (λiλ1)
−1, . . . , (λiλ7)
−1.
Si k 6= i, j l’e´galite´ (4.4) montre que
ϕϕ∗
(
(xi × xk)× (xi × xj)
)
=
(
(λiλk)
−1(λiλj)
−1
)−1
(xi × xk)× (xi × xj) (4.5)
et l’on distingue les deux cas suivants:
Premier cas. Si les vecteurs propres xi et xj×xk ne sont pas orthogonaux, donc associe´s
a` la meˆme valeur propre, on a λi = (λjλk)
−1.
Deuxie`me cas. Si xi et xj × xk sont orthogonaux, on a:
(
(xi × xk)× (xj × xj)
)
| xk × xj
)
= −
(
(xixk)(xjxi) | xkxj
)
(xi × xk, xi × xj orthogonaux )
= −
(
(xi(xkxj)xi | xkxj
)
Identite´ moyenne de Moufang)
= −
(
(xi(xkxj) | xi(xkxj)
)
= −
(
xi × (xk × xj)
)2
(xi, xk × xj orthogonaux ).
Donc les deux vecteurs propres (xi×xk)×(xj×xj) (4.5) et xk×xj ne sont pas orthogonaux,
donc associe´s a` la meˆme valeur propre, et on a (λiλk)
−1(λiλj)
−1 = (λjλk)
−1.
Dans les deux cas (λiλjλk)
2 = 1 et comme λi > 0, d’apre`s l’e´galite´ 1., on a ϕϕ
∗ = IV .
Ainsi ϕ˜ ∈ G2.✷
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Corollaire 4.10 Soit lO l’alge`bre re´elle de Cayley-Dickson et soient ϕ,ψ deux automor-
phismes de l’espace vectoriel re´el lR7. Alors:
1. lO(ϕ) ≃ lO si et seulement si ϕ ∈ O7(lR) (le groupe des isome´tries de l’espace
euclidien lR7).
2. lO(ϕ) = lO(ψ) si et seulement si ϕψ−1 ∈ G2.
3. lO(ϕ) ≃ lO(ψ) si et seulement si il existe f ∈ O7(lR) tel que ϕfψ−1 ∈ G2.
Preuve.
1. ⇐ / ϕ˜ : lO(ϕ)→ lO est un isomorphisme.
⇒ / Il existe f ∈ O7(lR) tel que lO(ϕf) = lO et on a ϕf ∈ O7(lR). Donc ϕ =
(ϕf)f−1 ∈ O7(lR).
2. On a
ϕψ−1 ∈ G2 ⇔ lO(ϕψ−1) = lO Proposition 4.9
⇔ lO(ϕ) =
(
lO(ϕψ−1)
)
(ψ) = lO(ψ).
3. On a
lO(ϕ) ≃ lO(ψ) ⇔ Il existe f ∈ O7(lR) : lO(ϕ) =
(
lO(ψ)
)
(f) Proposition 4.6 1)
⇔ Il existe f ∈ O7(lR) : lO(ϕ) = lO(ψf)
⇔ Il existe f ∈ O7(lR) : lO(ϕ) = lO(ψf−1)
⇔ Il existe f ∈ O7(lR) : ϕfψ−1 ∈ G2 (proposition 2. pre´ce´dente) .✷
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4.3 The´ore`me de classification
Soient A =
(
W, (.|.),∧
)
une lR-alge`bre de Jordan n.c. de division line´aire de dimen-
sion 8 et soit B une sous-alge`bre de A de dimension 4. Il existe une base orthonorme´e
{1, u, y1, z1} de B que l’on peut comple´ter, selon la note 3.3, en une base orthonorme´e
B = {1, u, y1, z1, y2, z2, y3, z3} de A telle que
u ∧ yi = aizi, u ∧ zi = −aiyi, i = 1, 2, 3 et y1 ∧ z1 = a1u
ou` les ai sont des parame`tres > 0. Il existe e´galement des parame`tres
θij, ωij, piij , αijk, βijk, γijk, ηijk, λijk, µijk
ou` i, j, k ∈ {1, 2, 3} tels que
yi ∧ yj = θiju+
∑
1≤k≤3
(αijkyk + βijkzk)
yi ∧ zj = ωiju+
∑
1≤k≤3
(γijkyk + ηijkzk)
zi ∧ zj = piiju+
∑
1≤k≤3
(λijkyk + µijkzk)
La proprie´te´ trace de (.|.) et l’anti-commutativite´ de ”∧” montrent que αijk et µijk sont
alterne´s en i, j et k, βijk = −βjik = γjki, ηijk = −ηikj = λjki, θij = piij = βi11 = γ11i =
η11i = 0, ωii = ai et ωij = 0 si i 6= j. Ainsi les parame`tres pre´ce´dents se re´duisent aux
suivants: a1, a2, a3, α123, β123, −β132, η123, β231, −η213, η312, µ123, β133, −η212, −η313,
η223, −η323, β122, −β232, β233, qu’on note respectivement
a, b, c, α, β, γ, µ, λ, η, σ, δ, ν, pi, ρ, θ, ω, pi∗, θ∗, ω∗.
On obtient, par rapport a` la base B, une premie`re table de multiplication de A, et on se
limite a` la partie triangulaire supe´rieure, vu l’anti-commutativite´ de ”∧”:
1 u y1 z1 y2 z2 y3 z3
1 1 u y1 z1 y2 z2 y3 z3
u −1 az1 −ay1 bz2 −by2 cz3 −cy3
y1 −1 au −αy2 − γz2 + νz3 −βy2 − µz2 − νy3
z1 −1 −λy2 − σz2 + ρz3 −ηy2 − δz2 − ρz3
y2 −1
z2 −1
y3 −1
z3 −1
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y2 z2 y3 z3
y1 pi∗z2 + αy3 + βz3 −pi∗y2 + γy3 + µz3
z1 piz2 + λy3 + ηz3 −piy2 + σy3 + δz3
y2 αy1 + λz1 − θ∗z2 + ω∗z3 βy1 + ηz1 − θz2 − ω∗y3
z2 γy1 + σz1 + θ∗y2 + ωz3 µy1 + δz1 + θy2 − ωz2
z2 z3
y2 bu+ pi∗y1 + piz1 + θ∗y3 + θz3
y3 cu+ νy1 + ρz1 + ω∗y2 + ωz2
On note Hi le sous-espace vectoriel vect{yi, zi} pour i ∈ {2, 3}.
Si (pi2∗ + pi
2)
1
2 := pi′ 6= 0, on pose
y′1 = pi
′−1(piy1 − pi∗z1),
z′1 = pi
′−1(pi∗y1 + piz1).
Les vecteurs y′1 et z
′
1 sont orthonormaux et on a
u ∧ y′1 = az′1, u ∧ y′1 = −ay′1, y′1 ∧ z′1 = y1 ∧ z1 et Ly′1(H2) ⊂ H3.
Ce qui permet de supposer pi∗ = 0.
Si (θ2∗ + θ
2)12 := θ
′ 6= 0, on pose
y′3 = θ
′−1(θy3 − θ∗z3),
z′3 = θ
′−1(θ∗y3 + θz3).
Les vecteurs y′3 et z
′
3 sont orthonormaux et on a
u ∧ y′3 = cz′3, u ∧ y′3 = −cy′3, y′3 ∧ z′3 = y3 ∧ z3 et Ly′3(H2) ⊂ vect{y1, z1, z
′
3}.
Ce qui permet de supposer θ∗ = 0 et, pour des raisons analogues, ω∗ = 0. On re´duit ainsi
la multiplication de A a` 16 parame`tres:
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1 u y1 z1 y2 z2 y3 z3
1 1 u y1 z1 y2 z2 y3 z3
u −1 az1 −ay1 bz2 −by2 cz3 −cy3
y1 −1 au αy3 + βz3 γy3 + µz3 −αy2 − γz2 + νz3 −βy2 − µz2 − νy3
z1 −1 piz2 + λy3 + ηz3 −piy2 + σy3 + δz3 −λy2 − σz2 + ρz3 −ηy2 − δz2 − ρz3
y2 −1 bu+ piz1 + θz3 αy1 + λz1 βy1 + ηz1 − θz2
z2 −1 γy1 + σz1 + ωz3 µy1 + δz1 + θy2 − ωy3
y3 −1 cu+ νy1 + ρz1 + ωz2
z3 −1
Table 1
Re´ciproquement, un calcul direct montre qu’une alge`bre re´elle dont la multiplication
est donne´e par la Table 1 est de Jordan non commutative.
Nous avons besoin, pour la suite, des re´sultats pre´liminaires suivants:
Lemme 4.11 Si ν = 0, alors les conditions: βγ − αµ, βλ − αη, γλ − ασ > 0 sont
ne´cessaires pour que l’alge`bre A soit de division line´aire.
Preuve. On suppose que A est de division line´aire et on distingue les deux cas suivants:
1) Si α = 0, alors βγ 6= 0 et on a:
(βxu− cy1)(xy2 + y3) = (βbx2 + cγ)z2 et (γxu− by3)(xy1 + y2) = (γax2 + bλ)z1
pour tout x ∈ lR. Comme les termes de gauche dans les deux dernie`res e´galite´s sont non
nuls, les deux trinoˆmes en x : βbx2 + cγ et γax2 + bλ ont des discriminants ne´gatifs,
i.e. βγ, γλ, βλ = γ−2(βγ)(λγ)) > 0.
2) Si α 6= 0, on conside`re l’automorphisme ϕ de W dont la matrice, par rapport a` la base
B = {u, y1, z1, y2, z2, y3, z3}, est donne´e par:


1
1 −λα−1
1
1 −γα−1
1
1 −βα−1
1


La multiplication de l’alge`bre A(ϕ), par rapport a` la base B est donne´e par la table:
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1 u y1 z1 y2 z2 y3 z3
1 1 u y1 z1 y2 z2 y3 z3
u −1 az1 −ay1 bz2 −by2 cz3 −cy3
y1 −1 au αy3 µ′z3 −αy2 −µ′z2
z1 −1 piz2 + η′z3 −piy2 + σ′y3 + δ′z3 −σ′z2 + ρz3 −η′y2 − δ′z2 − ρz3
y2 −1 bu+ piz1 + θz3 αy1 η′z1 − θz2
z2 −1 σ′z1 + ωz3 µ′y1 + δ′z1 + θy2 − ωy3
y3 −1 cu+ ρz1 + ωz2
z3 −1
Table 2
ou` µ′ = µ−βγα−1, σ′ = σ−γλα−1, η′ = η−βλα−1, δ′ = δ−(γη+λµ+βσ)α−1+2βγλα−2.
A(ϕ) e´tant de division line´aire, on a σ′ 6= 0, car sinon on aurait Ly3(vect{z1, z2}) ⊆
vect{z3}. De plus, les e´galite´s
(xu+ z1)
(
σ′y2 + (bx+ pi)y3
)
=
(
bcx2 + (bρ+ pic)x+ σ′η′ + piρ)z3,
(xu+ y1)(−az2 + bxy3) = (bcx2 − αµ′)z3, et
(xu+ z2)(−σ′y1 + axy3) = (acx2 + αωx+ σ′µ′)z3
ont lieu pour tout x ∈ lR. Comme les termes de gauche dans les trois dernie`res e´galite´s
sont non nuls, les trois trinoˆmes en x,
bcx2 + (bρ+ pic)x+ σ′η′, bcx2 − αµ′, acx2 + αωx+ σ′µ′
ont des discriminants ne´gatifs i.e. βγ − αµ, βλ− αη, γλ− ασ > 0.✷
Note 4.12 Suivant les notations de la Table 2, il existe ε ∈ {1,−1} tel que |α| = εα,
|µ′| = −εµ′, |σ′| = −εσ′ et |η′| = −εη′.✷
Lemme 4.13 Si ν = pi = θ = 0, alors A est division line´aire si et seulement si
βγ − αµ, βλ− αη, γλ− ασ > 0 et
c(αδ − βσ − λµ+ γη)2 + b(βγ − αµ)ρ2 + a(βλ− αη)ω2 < 4c(βλ − αη)(µσ − γδ).
Preuve. On suppose que A est division line´aire et on distingue les deux cas suivants:
1) Si a = b = c = 1, on distingue les deux sous-cas suivants:
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i) α 6= 0. On conside`re, en premier lieu, la meˆme automorphisme ϕ que celui du Lemme
4.11 pre´ce´dent et, en second lieu, l’automorphisme ψ de W dont la matrice, par rapport
a` la base B, est donne´e par:


1
q
q−1
r
r−1
s
s−1


ou`
q = −α−1
(
(βλ− αη)(γλ − ασ)
) 1
2 ,
r = −α−1
(
(βγ − αµ)(γλ − ασ)
) 1
2 ,
s = −α−1
(
(βλ− αη)(βγ − αµ)
) 1
2 .
On obtient la table de multiplication de l’alge`bre A1 =
(
A(ϕ)
)
(ψ) :
1 u y1 z1 y2 z2 y3 z3
1 1 u y1 z1 y2 z2 y3 z3
u −1 z1 −y1 z2 −y2 z3 −y3
y1 −1 u α∗y3 z3 −α∗y2 −z2
z1 −1 z3 y3 + δ∗z3 −z2 + ρ′z3 −y2 − δ∗z2 − ρ′y3
y2 −1 u α∗y1 z1
z2 −1 z1 + ω′z3 y1 + δ∗z1 − ω′y3
y3 −1 u+ ρ′z1 + ω′z2
z3 −1
ou`
α∗ = −α−2(βγ − αµ)(βλ − αη)(γλ − ασ) < 0,
δ∗ = −α−3δ′(βγ − αµ)−1(βλ− αη)−1(γλ− ασ)−1,
ρ′ = −αρ
(
(βλ− αη)(γλ− ασ)
)− 1
2 ,
ω′ = −αω
(
(βγ − αµ)(γλ − ασ)
)− 1
2 .
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On conside`re, finalement, l’automorphisme f de W dont la matrice, par rapport a` la
base B, est:


−(−α∗) 16
α
− 1
3
∗
(−α∗) 16
α
− 1
3
∗
(−α∗) 16
α
− 1
3
∗
(−α∗) 16


On obtient la multiplication de l’alge`bre A2 = A1(f) :
1 u y1 z1 y2 z2 y3 z3
1 1 u y1 z1 y2 z2 y3 z3
u −1 z1 −y1 z2 −y2 z3 −y3
y1 −1 u y3 −z3 −y2 z2
z1 −1 −z3 −y3 + δ∗z3 z2 − ρ′z3 y2 − δ∗z2 + ρ′y3
y2 −1 u y1 −z1
z2 −1 −z1 − ω′z3 −y1 + δ∗z1 + ω′y3
y3 −1 u− ρ′z1 − ω′z2
z3 −1
ou` δ∗ = (−α∗) 12 δ∗. On pose alors e4 = u, ei = yi et ei+4 = −zi, i ∈ {1, 2, 3} et on
obtient, par rapport a` la base 1, e1, . . . , e7 la table:
1 e1 e2 e3 e4 e5 e6 e7
1 1 e1 e2 e3 e4 e5 e6 e7
e1 −1 e3 −e2 e5 −e4 −e7 e6
e2 −1 e1 e6 e7 −e4 −e5
e3 −1 e7 −e6 + ρ′e7 e5 + ω′e7 −e4 − ρ′e5 − ω′e6
e4 −1 e1 e2 e3
e5 −1 −e3 − δ∗e7 e2 + ρ′e3 + δ∗e6
e6 −1 −e1 + ω′e3 − δ∗e5
e7 −1
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Si ρ = ω = 0, alors A2 ≃ E−1,δ∗(lH) et est de division line´aire si et seulement si |δ∗| < 2
([KR 92] Proposition 3.9). On a
δ∗2 < 4 ⇔ α4δ′2(βγ − αµ)−1(βλ− αη)−1(γλ− ασ)−1 < 4
⇔
(
α2δ − (γη + λµ+ βσ)α+ 2βλγ)
)2
< 4(βγ − αµ)(βλ− αη)(γλ − ασ)
⇔
(
α(αδ − βσ − λµ+ γη) + 2γ(βλ− αη)
)2
<
4(βλ− αη)
(
(α2(σµ − γδ) + γα(αδ − βσ − λµ+ γη) + γ2(βλ− αη)
)
⇔ (αδ − βσ − λµ+ γη)2 < 4(βλ− αη)(σµ − γδ).
Si (ρ, ω) 6= (0, 0), on pose δ1 = (ρ′2 + δ∗2) 12 , δ2 = (δ21 + ω′2)
1
2 et
e′1 = δ
−1
1 (δ
∗e1 + ρ
′e4) si ρ 6= 0 (= e1 si ρ = 0)
e′2 = δ
−1
2 (−ω′ρ′δ−11 e1 + δ1e2 + ω′δ∗δ−11 e4) si ρ 6= 0
(
= δ−12 (δ
∗e2 + ω
′e4) si ρ = 0
)
e′3 = δ
−1
2 (δ
∗e3 + ω
′e5 − ρ′e6)
e′4 = δ
−1
2 (−ρ′e1 − ω′e2 + δ∗e4)
e′5 = δ
−1
2 (−ω′δ∗δ−11 e3 + δ1e5 + ω′ρ′δ−11 e6) si ρ 6= 0
(
= δ−12 (−ω′e3 + δ∗e5) si ρ = 0
)
e′6 = δ
−1
1 (ρ
′e3 + δ
∗e6) si ρ 6= 0 (= e6 si ρ = 0)
e′7 = e7.
On obtient la table:
1 e′1 e
′
2 e
′
3 e
′
4 e
′
5 e
′
6 e
′
7
1 1 e′1 e
′
2 e
′
3 e
′
4 e
′
5 e
′
6 e
′
7
e′1 −1 e′3 −e′2 e′5 −e′4 −e′7 e′6
e′2 −1 e′1 e′6 e′7 −e′4 −e′5
e′3 −1 e′7 −e′6 e′5 −e′4
e′4 −1 e′1 e′2 e′3
e′5 −1 −e′3 − δ2e′7 e′2 + δ2e′6
e′6 −1 −e′1 − δ2e′5
e′7 −1
Donc A2 ≃ E−1,δ2(lH) et est de division line´aire si et seulement si |δ2| < 2. On a
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δ22 = ω
′2 + ρ′2 + δ∗2
= α2ω2(βγ − αµ)−1(γλ− ασ)−1 + α2ρ2(βλ− αη)−1(γλ− ασ)−1
+α4δ′2(βγ − αµ)−1(βλ− αη)−1(γλ− ασ)−1.
Ainsi
δ22 < 4 ⇔ α2(βλ− αη)ω2 + α2(βγ − αµ)ρ2 + α4δ′2 < 4(βγ − αµ)(βλ − αη)(γλ − ασ)
⇔ (αδ − βσ − λµ+ γη)2 + (βλ− αη)ω2 + (βγ − αµ)ρ2 < 4(βλ− αη)(σµ − γδ).
En tenant compte de la de´finition de l’automorphisme ψ, du de´but de la de´monstration,
A est de division line´aire si et seulement si βλ−αη, βγ −αµ, γλ−ασ > 0 et A2 est de
division line´aire. Ce qui e´tablit le re´sultat dans cette premie`re situation.
ii) α = 0. On pose y′3 = z3, z
′
3 = −y3 et on obtient la table
1 u y1 z1 y2 z2 y
′
3 z
′
3
1 1 u y1 z1 y2 z2 y
′
3 z
′
3
u −1 z1 −y1 z2 −y2 z′3 −y′3
y1 −1 u βy′3 µy′3 − γz′3 −βy2 − µz2 γz2
z1 −1 ηy′3 − λz′3 δy′3 − σz′3 −ηy2 − δz2 + ρz′3 λy2 + σz2 − ρy′3
y2 −1 u βy1 + ηz1 −λz1
z2 −1 µy1 + δz1 + ωz′3 −γy1 − σz1 − ωy′3
y′3 −1 u+ ρz1 + ωz2
z′3 −1
Ainsi A est de division line´aire si et seulement si βλ, βγ, µη − βδ > 0 et
(−βσ − λµ+ γη)2 + βλω2 + βγρ2 < 4βλ(σµ − γδ), i.e.
si et seulement si βλ, βγ, γλ > 0 et (−βσ − λµ+ γη)2 + βλω2 + βγρ2 < 4βλ(σµ − γδ)
car (−βσ − λµ + γη)2 − 4γλ(µη − βδ) = (−βσ − λµ + γη)2 − 4βλ(σµ − γδ) < 0 i.e.
µη − βδ > 0.
2) Si a, b, c > 0, on conside`re l’automorphisme g de W dont la matrice, par rapport a` la
base B est:
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

1
a−
1
2
a−
1
2
b−
1
2
b−
1
2
c−
1
2
c−
1
2


On obtient la table de multiplication de l’alge`bre A(g) :
1 u y1 z1 y2 z2 y3 z3
1 1 u y1 z1 y2 z2 y3 z3
u −1 z1 −y1 z2 −y2 z3 −y3
y1 −1 u α0y3 + β0z3 γ0y3 + µ0z3 −α0y2 − γ0z2 −β0y2 − µ0z2
z1 −1 λ0y3 + η0z3 σ0y3 + δ0z3 −λ0y2 − σ0z2 + ρ0z3 η0y2 − δ0z2 − ρ0y3
y2 −1 u α0y1 + λ0z1 −z1
z2 −1 γ0y1 + σ0z1 + ω0z3 µ0y1 + δ0z1 − ω0y3
y3 −1 u+ ρ0z1 + ω0z2
z3 −1
ou` α0 = dα, β0 = dβ, γ0 = dγ, µ0 = dµ, η0 = dη, σ0 = dσ, δ0 = dδ, ω0 = b
− 1
2 c−1ω,
ρ0 = a
− 1
2 c−1ρ avec d = (abc)−
1
2 . Ceci nous rame`ne a` la premie`re situation. Ainsi A(g)
est de division line´aire si et seulement si: βλ− αη, βγ − αµ, γλ− ασ > et
c(αδ − βσ − λµ+ γη)2 + a(βλ− αη)ω2 + b(βγ − αµ)ρ2 < 4c(βλ − αη)(σµ − γδ).
La de´monstration s’ache`ve vu que A est de division line´aire si et seulement si A(g) est de
division line´aire.✷
Corollaire 4.14 Soient λ, µ, α, β, δ des nombres re´els arbitraires. Alors l’alge`bre re´elle(
E−1,α,β,δ,−β(lH
(λ))
)(µ)
est de Jordan non commutative. Elle est de division line´aire si et
seulement si λ, µ 6= 12 , β2 + 2α− 1 > 0 et
(
(2α − 1)δ − β
)
< 4(β2 + 2α− 1)(1 + βδ).
Preuve. On peut supposer, en vertu de la Proposition 1.47, que µ = 1. Si 1, e1, e2, e3
est la base canonique de lH, alors 1, e1, e2, e3, e4, e5, e6, e7 ou` e4 = (0, 1) et ei+4 = eie4
i ∈ {1, 2, 3} est une base de A = E−1,α,β,δ,−β(lH(λ)) pour laquelle la multiplication de A
est donne´e par la table:
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1 e1 e2 e3 e4 e5 e6 e7
1 1 e1 e2 e3 e4 e5 e6 e7
e1 −1 α′e3 + β′e7 −α′e2 − β′e6 e5 −e4 β′e3 − λ′e7 −β′e2 + λ′e6
e2 −1 α′e1 + β′e5 e6 −β′e3 + λ′e7 −e4 β′e1 − λ′e5
e3 −1 e7 β′e2 − λ′e6 −β′e1 + λ′e5 −e4
e4 −1 e1 e2 e3
e5 −1 −λ′e3 − δ′e7 λ′e2 + δ′e6
e6 −1 −λ′e1 − δ′e5
e7 −1
ou` λ′ = 2λ− 1, α′ = (2λ− 1)(2α − 1), β′ = (2λ− 1)β et δ′ = (2λ− 1)δ.
La table de multiplication de A, par rapport a` la nouvelle base u, y1, z1, y2, z2, y3, z3
ou` u = e4, yi = ei, zi = −ei+4, i ∈ {1, 2, 3} est donne´e par:
1 u y1 z1 y2 z2 y3 z3
1 1 u y1 z1 y2 z2 y3 z3
u −1 z1 −y1 z2 −y2 z3 −y3
y1 −1 u α′y3 − β′z3 −β′y3 − λ′z3 −α′y2 + β′z2 β′y2 + λ′z2
z1 −1 −β′y3 − λ′z3 −λ′y3 + δ′z3 β′y2 + λ′z2 λ′y2 − δ′z2
y2 −1 u α′y1 − β′z1 −β′y1 − λ′z1
z2 −1 −β′y1 − λ′z1 −λ′y1 + δ′z1
y3 −1 u
z3 −1
Ainsi, A est de division line´aire si et seulement si β′ + α′λ′ > 0, et
(α′δ′ − β′λ′)2 < 4(β′2 + α′λ′)(λ′2 + β′δ′)
i.e. λ 6= 12 , β2 + 2α − 1 > 12 et
(
(2α− 1)δ − β
)2
< 4(β2 + 2α− 1)(1 + βδ).✷
Lemme 4.15 Si ν = pi = 0 et θ 6= 0, alors A est de division line´aire si et seulement si
βγ − αµ, βλ− αη, γλ− ασ > 0, c(γλ− ασ)θ2 + b(βλ− αη)ω2 > bαρωθ et
bc(αδ−βσ−λµ+γη)2+ab(βλ−αη)ω2+b2(βγ−αµ)ρ2+ac(γλ−ασ)θ2 < abαρωθ+4bc(βλ−αη)(σµ−γδ).
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Preuve. On suppose que A est de division line´aire et on distingue les deux cas suivants:
1) Si α 6= 0, on conside`re l’alge`bre A1 = A(ϕ), ou` ϕ est l’automorphisme de W de´fini
dans le Lemme 4.11. On pose, selon la Note 4.12,
ω0 = (ω
2 + θ2)
1
2 ,
u′ = y1,
y′1 = εω
−1
0 (ωy2 + θy3),
z′1 = −z1,
y′2 = εω
−1
0 (ωy2 + θy3),
z′2 = ω
−1
0 (−θy2 + ωy3),
y′3 = −εz2.
On obtient la table:
1 u′ y′
1
z′
1
y′
2
z′
2
y′
3
z3
1 1 u′ y′1 z
′
1 y
′
2 z
′
2 y
′
3 z3
u′ −1 az′
1
−ay′
1
|α|z′
2
−|α|y′
2
|µ′|z3 −|µ′|y′3
y′
1
−1 au′ α0y′3 + β0z3 γ0y′3 + µ0z3 −α0y′2 − γ0z′2 −β0y′2 − µ0z′2
z′1 −1 λ0y′3 + η0z3 σ0y′3 + δ0z3 −λ0y′2 − σ0z′2 + εδ′z3 −η0y′2 − δ0z′2 − εδ′z3
y′
2
−1 |α|u′ α0y′1 + λ0z′1 β0y′1 + η0z′1
z′2 −1 γ0y′1 + σ0z′1 + εω0z3 µ0y′1 + δ0z′1 − εω0y′3
y′
3
−1 |µ′|u+ εδ′z′
1
+ εω0z
′
2
z3 −1
ou`
α0 = −ω−10 ωb,
β0 = ω
−1
0 εθc,
γ0 = ω
−1
0 εθb,
µ0 = ω
−1
0 ωc,
λ0 = −ω−10 θσ′,
η0 = −ω−10 ε(ωη′ + θρ),
σ0 = −ω−10 εωσ′,
δ0 = ω
−1
0 (θη
′ − ωρ).
Ainsi A1 est de division line´aire si et seulement si β0λ0−α0η0, β0γ0−α0µ0, γ0λ0−α0σ0 > 0
et |µ′|(α0δ0 − β0σ0 − λ0µ0 + γ0η0)2 + a(β0λ0 − α0η0)(εω0)2 + |α|(β0γ0 − α0µ0)(εδ′)2 <
4|µ′|(β0λ0 − α0η0)(σ0µ0 − γ0δ0) i.e. A est de division line´aire si et seulement si
βλ− αη, βγ − αµ, γλ− ασ > 0, c(γλ− ασ)θ2 + b(βλ− αη)ω2 > bαρωθ et
78
bc(αδ−βσ−λµ+γη)2+ab(βλ−αη)ω2+b2(βγ−αµ)ρ2+ac(γλ−ασ)θ2 <
abαρωθ + 4bc(βλ− αη)(σµ − γδ).
2) Si α = 0, la condition γ 6= 0 est ne´cessaire pour que A soit de division line´aire. On
conside`re alors l’automorphisme ϕ′ de W dont la matrice, par rapport a` la base B est:


1 −θb−1
1 −σγ−1 −ωγ−1
1
1
1
1 −µγ−1
1


On obtient la multiplication de l’alge`bre A(ϕ′) :
1 z2 u y2 y1 y3 z3 z1
1 1 z2 u y2 y1 y3 z3 z1
z2 −1 by2 −bu −γy3 γy1 δ1z1 −δ1z3
u −1 bz2 az1 cz3 −cy3 − aωγ−1z1 −ay1 + aωγ−1z3
y2 −1 −βz3 λz1 βy1 + η1z1 −λy3 − η1z3
y1 −1 −γz2 −βy2 + ab−1θz1 au− ab−1θz3
y3 −1 cu+ ρz1 λy2 − ρz3
z3 −1 δ1z2 − aωγ−1u+ η1y2 + ab−1θy1 + ρy3
z1 −1
ou` δ1 = δ − σµγ−1 et η1 = η − (λµ+ βσ)γ−1. Comme A(ϕ′) est de division line´aire, on
a γδ1 = γδ− σµ < 0 car l’e´galite´ (xz2 + u)(−cy1 + xγz3) = (γδ1x2−ωax− ac)z1 a lieu
pour tout x ∈ lR et δ1 6= 0. Il existe alors ε′ ∈ {1,−1} tel que |δ1| = ε′δ1, |γ| = −ε′γ et
on pose
ρ1 = (a
2b−2θ2 + ρ2)
1
2 ,
y′3 = ρ
−1
1 (ab
−1θy1 + ρy3),
y′1 = ε
′ρ−11 (ρy1 − ab−1θy3),
z′3 = ε
′z3
et si (ω, η1) 6= (0, 0),
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η∗ = (a2ω2γ−2 + η21)
1
2 ,
u′ = η∗
−1
(η1u+ aωγ
−1y2),
y′2 = η
∗−1(−aωγ−1u+ η1y2)
et on obtient la table:
1 z2 u
′ y′
2
y′
1
y′
3
z′
3
z1
1 1 z2 u
′ y′2 y
′
1 y
′
3 z
′
3 z1
z2 −1 by′2 −bu′ |γ|y′3 −|γ|y′1 |δ1|z1 −|δ1|z′3
u′ −1 bz2 α1z′3 + β1z1 γ1z′3 + µ1z1 −α1y′1 − γ1y′3 −β1y′1 − µ1y′3
y′
2
−1 λ1z′3 + η2z1 σ1z′3 + δ2z1 −λ1y′1 − σ1y′3 + ε′η∗z1 −η2y′1 − δ2y′3 − ε′η∗z′3
y′
1
−1 |γ|z2 α1u′ + λ1y′2 β1u′ + η2y′2
y′
3
−1 γ1u′ + σ1y′2 + ε′ρ1z1 µ1u′ + δ2y′2 − ε′ρ1z′3
z′
3
−1 |δ1|z2 + ε′η∗y′2 + ε′ρ1y′3
z1 −1
ou`
α1 = −η∗−1ρ−11 (ab−1cθη1 + aβρωγ−1),
β1 = η
∗−1ρ−11 ε
′(aρη1 − a2b−1ωγ−1θλ),
γ1 = η
∗−1ρ−11 ε
′(cρη1 − a2b−1ωγ−1θβ),
µ1 = η
∗−1ρ−11 (a
2b−1θη1 + aωγ
−1ρλ),
λ1 = η
∗−1ρ−11 (a
2b−1cωγ−1θ − ρβη1),
η2 = −η∗−1ρ−11 ε′(a2ωγ−1ρ+ ab−1η1θλ),
σ1 = −η∗−1ρ−11 ε′(acωγ−1ρ+ ab−1η1θβ),
δ2 = η
∗−1ρ−11 (−a3b−1ωγ−1θ + η1ρλ).
Ainsi A(ϕ′) est de division line´aire si et seulement si β1λ1−α1η2, β1γ1−α1µ1, γ1λ1−α1σ1 >
0 et
|δ1|(α1δ2−β1σ1−λ1µ1+γ1η2)2+b(β1λ1−α1η2)(ε′ρ1)2+|γ|(β1γ1−α1µ1)(ε′η∗)2 <
4|δ1|(β1λ1−α1η2)(σ1µ1−γ1δ2)
i.e. A est de division line´aire si et seulement si βλ, βγ, γλ > 0 et
bc(−βσ − λµ+ γη)2 + abβλω2 + b2βγρ2 + acγλθ2 < 4bcβλ(σµ − γδ).
Ce re´sultat englobe le cas η∗ = 0.✷
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The´ore`me 4.16 Soit A une lR-alge`bre de Jordan non commutative de division line´aire de
dimension 8. Alors il existe une base B = {1, u, y1, z1, y1, z2, y3, z3} de A, trois parame`tres
a, b, c > 0 et treize autres α, β, γ, µ, λ, η, σ, δ, ν, pi, ρ, θ, ω pour lesquelles la
multiplication de A est donne´e par la Table 1. De plus, une lR-alge`bre dont la multiplication
est donne´e par la Table 1 est de Jordan non commutative. Elle est de division line´aire si
et seulement si βλ− αη, γλ− ασ > 0,
bc(αδ − βσ − λµ+ γη)2 + ab(βλ− αη)ω2 + ac(γλ− ασ)θ2 + (βγ − αµ)(bρ− pic)2 + b2(ση − λδ)ν2
+bν(αδ − βσ + λµ− γη)(bρ− pic) < aθω
(
α(bρ− pic)− bλν
)
+ 4bc(βλ − αη)(σµ − γδ)
et l’une des quatre situations suivantes a lieu:
1. ν = θ = 0 et βγ − αµ > 0.
2. ν = 0, θ 6= 0, βγ − αµ > 0 et c(γλ− ασ)θ2 + b(βλ− αη)ω2 > αωθ(bρ− pic).
3. ν 6= 0, θ = 0 et (βγ−αµ)(bρ−pic)2+b2(ση−λδ)ν2+bν(αδ−βσ+λµ−γη)(bρ−pic) > 0.
4. νθ 6= 0, c(γλ− ασ)θ2 + b(βλ− αη)ω2 > ωθ
(
α(bρ− pic)− bλν
)
et
(βγ − αµ)(bρ − pic)2 + b2(ση − λδ)ν2 + bν(αδ − βσ + λµ− γη)(bρ− pic) > 0.
Preuve. Il reste seulement a` e´tablir la dernie`re proposition. On distingue les deux cas
suivants:
1) Si pi = 0. On peut supposer ν 6= 0 et, en posant ρ′ = (ν2 + ρ2) 12 , y′1 = ρ′−1(ρy1 − νz1)
et z′1 = ρ
′−1(νy1 + ρz1) on obtient la table:
1 u y′
1
z′
1
y2 z2 y3 z3
1 1 u y′
1
z′
1
y2 z2 y3 z3
u −1 az′
1
−ay′
1
bz2 −by2 cz3 −cy3
y1 −1 au α0y3 + β0z3 γ0y3 + µ0z3 −α0y2 − γ0z2 −β0y2 − µ0z2
z1 −1 λ0y3 + η0z3 σ0y3 + δ0z3 −λ0y2 − σ0z2 + ρ′z3 −η0y2 − δ0z2 − ρ′z3
y2 −1 bu+ θz3 α0y′1 + λ0z′1 β0y′1 + η0z′1 − θz2
z2 −1 γ0y′1 + σ0z′1 + ωz3 µ0y′1 + δ0z′1 + θy2 − ωy3
y3 −1 cu+ ρ′z′1 + ωz2
z3 −1
ou`
α0 = ρ
′−1(αρ− λν), β0 = ρ′−1(βρ− ην), γ0 = ρ′−1(γρ− σν), µ0 = ρ′−1(µρ− δν),
λ0 = ρ
′−1(αν + λρ), η0 = ρ
′−1(βν + ηρ), σ0 = ρ
′−1(γν + σρ), δ0 = ρ
′−1(µν + δρ).
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Ainsi A est de division line´aire si et seulement si β0γ0−α0µ0, β0λ0−α0η0, γ0λ0−α0σ0 > 0
et l’une des deux situations suivantes a lieu
1. θ = 0 et
c(α0δ0−β0σ0−λ0µ0+γ0η0)2+a(β0λ0−α0η0)ω2+b(β0γ0−α0µ0)ρ′2 < 4c(β0λ0−α0η0)(σ0µ0−γ0δ0).
2. θ 6= 0, c(γ0λ0 − α0σ0)θ2 + b(β0λ0 − α0η0)ω2 > α0bρ′ωθ et
bc(α0δ0−β0σ0−λ0µ0+γ0η0)2+ac(γ0λ0−α0σ0)θ2+ab(β0λ0−α0η0)ω2+b2(β0γ0−α0µ0)ρ′2
< abα0ρ
′ωθ + 4bc(β0λ0 − α0η0)(σ0µ0 − γ0δ0).
Ce qui donne βλ− αη, γλ− ασ > 0,
bc(αδ−βσ−λµ+γη)2+ab(βλ−αη)ω2+ac(γλ−ασ)θ2+b2
(
(βγ−αµ)ρ2+(αδ−βσ+λµ−γη)ρν+(ση−λδ)ν2
)
< ab(αρ− λν)θω + 4bc(βλ − αη)(σµ − γδ)
et l’une des deux dernie`res situations du The´ore`me.
2) Si pi est quelconque, on conside`re l’automorphisme h de W dont la matrice par
rapport a` la base B est


1 −pib−1
1
1
1
1
1
1


La multiplication de l’alge`bre A(h) s’obtient a` partir de la Table 1 en faisant ”pi = 0” et
en remplac¸ant ρ par ρ− pib−1c. Comme A est de d.l. si et seulement si A(h) est de d.l.,
la de´monstration s’ache`ve en vertu du premier cas.✷
Nous e´nonc¸ons maintenant le The´ore`me de classification suivant:
The´ore`me 4.17 Les alge`bres re´elles de Jordan non commutatives de division line´aire de
dimension 8 s’obtiennent, a` partie de l’alge`bre re´elle lO =
(
W, (.|.),∧
)
de Cayley-Dickson,
par isotopie vectorielle et sont a` isomorphisme pre`s lO(s) ou` s est un automorphisme
syme´trique de l’espace euclidien (W,−(.|.)), de´fini positif. De plus, lO(s′) ≃ lO(s) (s et s′
e´tant deux automorphismes syme´triques de l’espace euclidien (W,−(.|.)), de´finis positifs)
si eu seulement si il existe f ∈ G2 tel que s˜′ = f−1s˜f.✷
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Preuve. En tenant compte du Corollaire 4.8, des Lemmes 4.13, 4.15 et du The´ore`me
4.16, nous avons de´montre´ que les lR-alge`bres de Jordan n.c. de d.l. de dimension 8
s’obtiennent, a` partir de l’alge`bre re´elle lO =
(
W, (.|.),∧
)
de Cayley-Dickson, par iso-
topie vectorielle. Si A =
(
W, (.|.),∧
)
est une telle alge`bre, il existe un automorphisme ϕ
de l’espace vectoriel re´el W tel que A = lO(ϕ). D’apre`s le The´ore`me de de´composition
polaire, ϕ s’exprime comme un produit sr d’un automorphisme syme´trique s de
l’espace euclidien (W,−(.|.)), de´fini positif, et d’une isome´trie r de (W,−(.|.)). Ainsi
A = lO(sr) =
(
lO(s)
)
(r) ≃ lO(s) (Proposition 4.6 1). Soient maintenant s et s′ deux
automorphismes syme´triques, de´finis positifs, de l’espace euclidien (W,−(.|.)). Alors
lO(s′) ≃ lO(s) ⇔ Il existe ϕ ∈ O7(lR) tel que s′ϕs−1 ∈ G2 (Corollaire 4.10 3)
⇔ Il existe f ∈ G2 tel que s′−1.f/W .s ∈ O7(lR)
⇔ Il existe f ∈ G2 tel que s′2 = f/W .s2.f−1/W
⇔ Il existe f ∈ G2 tel que s′2 = (f/W .s.f−1/W )2
⇔ Il existe f ∈ G2 tel que s′ = f/W sf−1/W (f/W sf−1/W syme´trique de´fini positif) .✷
Corollaire 4.18 Les lR-alge`bres de Jordan non commutatives de division line´aire de di-
mension finie ≥ 2 s’obtiennent, a` partir de lC , lH et lO par isotopie vectorielle.✷
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5 lR-alge`bres de Jordan n.c. de d.l. de dimension
8 ayant un automorphisme non trivial
5.1 Etude des lR-alge`bres de Jordan n.c. de d.l de dimension
8 qui posse`dent une de´rivation non triviale
En dimension finie et moyennant le The´ore`me (1, 2, 4, 8) de Hopf-Kervaire-Milnor-Bott
([H 40], [Ke 58], [BM 58]), Benkart et Osborn [BO 812] de´termine`rent toutes les possibilite´s
pour l’alge`bre de Lie des de´rivations, d’une alge`bre re´elle de division line´aire de dimension
finie, en e´tablissant le The´ore`me de classification suivant:
The´ore`me 5.1 Soit A une alge`bre re´elle de division line´aire de dimension finie. Alors
1. Si dim(A) = 1 ou 2, alors Der(A) = 0.
2. Si dim(A) = 4, alors Der(A) est isomorphe a` su(2) ou dim(A) ≤ 1.
3. Si dim(A) = 8, alors Der(A) est isomorphe a` l’une des alge`bres de Lie suivantes:
(a) G2 compacte,
(b) su(3),
(c) su(2)⊕ su(2),
(d) su(2)⊕N ou` N est une alge`bre abe´lienne de dimension ≤ 1,
(e) N, une alge`bre abe´lienne de dimension ≤ 2.
De plus, toutes les possibilite´s pre´ce´dentes se re´alisent.✷
Benkart et Osborn [BO 811] ont donne´ ensuite une classification comple`te pour les
alge`bres re´elles de division line´aire de dimension 4, dont l’alge`bre de Lie des de´rivations
est su(2), et pour les alge`bres re´elles de division line´aire de dimension 8, dont l’alge`bre de
Lie des de´rivations est G2 compacte, su(3) ou su(2)⊕ su(2). Ils ont donne´ e´galement des
exemples d’alge`bres re´elles de division line´aire pour chacun des autres cas de l’alge`bre de
Lie des de´rivations, puis ils ont pose´, entre autres, le proble`me particulier de l’existence
d’une alge`bre re´elle de division line´aire de dimension 8, dont l’alge`bre de Lie des de´rivations
est su(2) et dont la de´composition en su(2)-modules irre´ductibles est de la forme:
1 + 1 + 3 + 3.
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Dans ce paragraphe, nous e´tudions les alge`bres re´elles de Jordan non commutatives, de
division line´aire de dimension 8, dont l’alge`bre de Lie des de´rivations est non triviale, puis
donnons une re´ponse affirmative au proble`me particulier pre´ce´dent.
Soient maintenant A une lR-alge`bre de division line´aire de dimension finie, ∂ une
de´rivation de A, σ un nombre complexe et σ son conjugue´. Benkart et Osborn conside`rent
le sous-espace vectoriel
Bσ = {x ∈ A : (∂ − σIA)(∂ − σIA)x = 0}
et e´tablissent l’inclusion BσBτ ⊆ Bσ+τ + Bσ+τ . En particulier, B0 est une sous-alge`bre
de A [BO 812]. Nous re´sumons d’autres re´sultats dans le Lemme suivant:
Lemme 5.2 .
1. Les valeurs propres de ∂ sont des imaginaires pures.
2. Si ∂ 6= 0, alors le rang de ∂ est 4 ou 6, et on a
(a) Si rg(∂) = 4, il existe α′ > 0 tel que A = B0 ⊕Bα′i avec
dim(B0) = dim(Bα′i) = 4, B0Bα′i = Bα′iB0 = Bα′i et Bα′iBα′i = B0.
(b) Si rg(∂) = 6, il existe α′, β′ avec 0 < α′ ≤ β′ tels que
A = B0 ⊕ (Bα′i +Bβ′i)⊕B(α′+β′)i
avec dim(B0) = dim(B(α′+β′)i = 2 et on a
i) B0Bγi = BγiB0 = Bγi pour γ ∈ {α′, β′, α′ + β′}.
ii) Bα′iB(α′+β′)i = B(α′+β′)iBα′i = Bβ′i.
iii) Bβ′iB(α′+β′)i = B(α′+β′)iBβ′i = Bα′i.
iv) B(α′+β′)i = B(α′+β′)i = B0.✷
Preuve. ([BO 812] Lemmas 9, 15).✷
85
Proposition 5.3 Soit A =
(
V, (.|.),∧
)
une K-alge`bre quadratique, flexible de division
et soit ∂ ∈ EndK(A). Alors les deux proprie´te´s suivantes sont e´quivalentes:.
1. ∂ est une de´rivation de A.
2. ∂ est anti-syme´trique par rapport a` (.|.) et induit une de´rivation ∂V sur l’alge`bre
anti-commutative (V,∧).
Preuve. 1) ⇒ 2) Soit x ∈ V −{0}, il existe α ∈ K et u ∈ V tels que ∂x = α+ u et on a:
0 = ∂(x2)
= (∂x)x+ x∂x
= 2(u|x) + 2αx.
On en de´duit que ∂x est un vecteur (orthogonal a` x) i.e. ∂A ⊆ V. Soient maintenant
x, y ∈ V, on a
(x|∂y) + (∂x|y) + x ∧ (∂y) + (∂x) ∧ y = x∂y + (∂x)y
= ∂(xy)
= ∂(x ∧ y) ∈ V.
Donc ∂ induit une de´rivation ∂V sur l’alge`bre (V,∧), anti-syme´trique par rapport a` (.|.).
Comme ∂1 = 0, ∂ est, a` son tour, anti-syme´trique par rapport a` (.|.).
2) ⇒ 1) Il suffit de montrer que ∂1 = 0. En effet, on a: (∂1|1) = −(1|∂1) i.e. ∂1 ∈ V.
Donc ∂21 ∈ V car ∂ laisse stable V, et on a:
(∂1)2 = (∂1|∂1)
= −(1|∂21)
= 0.✷.
Dans le reste de ce paragraphe A =
(
W, (.|.),∧
)
et ∂ de´signeront une lR-alge`bre de
Jordan non commutative de division line´aire de dimension 8 et une de´rivation non triviale
de A. Nous conserverons alors les notations pre´ce´dentes.
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Remarques 5.4 .
1. Si u est un vecteur non nul de A tel que ∂u = 0, alors ∂W laisse stable le sous-
espace W (u). En effet, si v ∈ W (u), on a (∂v|u) = −(v|∂u) = 0. On notera ∂u
l’application induite par ∂W sur W (u).
2. Les valeurs propres de l’ope´rateur syme´trique ∂2 sont de la forme
0, 0, −α′2, −α′2, ,−β′2, −β′2, −(α′ + β′)2, −(α′ + β′)2
avec 0 ≤ α′ ≤ β′ et (α′, β′) 6= (0, 0).
3. Si rg(∂) = 6, i.e. α′ > 0, alors B0 ⊕ B(α′+β′)i est une sous-alge`bre de A, de
dimension 4. De plus, B(α′+β′)i est le sous-espace propre de ∂
2 associe´ a` la valeur
propre −(α′ + β′)2 et s’e´crit vect{x, ∂x} ou` x est une vecteur non nul quelconque
de B(α′+β′)i.
(a) Si, de plus, α′neqβ′, alors Bα′i et Bβ′i sont respectivement les sous-espaces
propres de ∂2 associe´s aux valeurs propres −α′2 et −β′2 et s’e´crivent de la
meˆme fac¸on que celle de B(α′+β′)i.
(b) Si α′ = β′, alors Bα′i est un sous-espace propre de ∂
2 de dimension 4 et
l’e´criture pre´ce´dente est valable pour tout sous-espace vectoriel de Bα′i de di-
mension 2 stable par ∂.✷
On notera par la suite, B0 et B(α′+β′)i, par H0 et H1 respectivement et la sous-alge`bre
B0 ⊕B(α′+β′)i, par B.
Lemme 5.5 .
1. Pour toute valeur propre non nulle, σ de ∂, on a Bσ ⊂W.
2. Si rg(∂) = 6, alors la de´composition A = B0 ⊕ (Bα′i + Bβ′i) ⊕ B(α′+β′)i est
orthogonale. Si, de plus, u est un vecteur norme´ de H0, alors H0 s’e´crit vect{1, u}
et Bα′i+Bβ′i se de´compose en somme directe orthogonale de sous-espaces H2 et H3,
de dimension 2, stables par fu et ∂u tels que H
2
2 = H
2
3 = H0.
3. Si rg(∂) = 4, alors la de´composition A = B0 ⊕ Bα′i est orthogonale. De plus,
il existe un vecteur norme´ u de B0 tel que Bα′i se de´compose en somme directe
orthogonale de deux sous-espaces H2 et H3, de dimension 2, stables par fu et ∂u
avec H22 = H0.✷
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Preuve. La proposition 1) de´coule de la Proposition 5.3.
La premie`re proposition de 2) et 3) de´coule alors de 1) et des relations, dans le Lemme
5.2, entre les sous-espaces propres de ∂.
Pour le reste de 2), nous remarquons que les sous-espaces Bα′i et Bβ′i sont stables par
∂u et fu car ∂u et fu commutent ([∂, Lu] = L∂u ≡ 0). De plus, Bα′i + Bβ′i := E n’est
autre que l’orthogonal de B dans A. On distingue alors les deux cas suivants:
1. Si α′ 6= β′, alors Bα′i s’e´crit vect{x, ∂x} ou` x ∈ Bα′i − {0} et on a
∂(x∂x) = (∂x)2 − x∂2x
= (∂x)2 + α′2x2 ∈ lR.
Donc x∂x ∈ H0 i.e. B2α′i = H0, de meˆme B2β′i = H0. On prend alors H2 = Bα′i et
H3 = Bβ′i dans ce premier cas.
2. Si α′ = β′, on conside`re les valeurs propres λ, λ, µ, µ de l’ope´rateur syme´trique f,
restriction de f2u a` Bα′i := E, et on distingue les deux sous-cas suivants:
(a) Si λ 6= µ, les sous-espaces propres Eλ et Eµ correspondants sont orthogonaux,
stables par ∂u et on montre, comme dans le cas pre´ce´dent, que E
2
λ = E
2
µ = H0.
De plus, E = Eλ ⊕ Eµ.
(b) Si λ = µ, alors f = λIE = −λα′−2(∂E)2 i.e.
(
fu/E − (−λ)
1
2α′−1∂E
)(
fu/E + (−λ)
1
2α′−1∂E
)
≡ 0.
On distingue les deux situations suivantes:
i) Si fu/E et ∂E sont coline´aires, on se rame`ne au sous-cas 2. (a) en conside´rant
des sous-espaces de E, de dimension 2, orthogonaux, stables par fu (donc
stables par ∂u e´galement).
ii) Si fu/E et ∂E ne sont pas coline´aires, alors le sous-espace
ker
(
fu/E − (−λ)
1
2α′−1∂E
)
:= H
est de dimension 2, stables par fu et ∂u et s’e´crit vect{x, ∂x} ou` x ∈ H −{0}.
Si y est un vecteur non nul de l’orthogonal H⊥ := K, de H dans E, alors
x∂y = ∂(xy)− (∂x)y et (∂x)(∂y) = ∂(x∂y)+α′2xy sont des vecteurs, car xy
et (∂x)y le sont. Donc ∂y ∈ K et, par conse´quent, K coincide avec vect{y, ∂y}
et est stable par ∂u aussi bien que par fu. Ce qui nous rame`ne au sous-cas 2.
(a).
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Pour le reste de 3), il existe (u, y2) ∈ S(B0∩W )×S(Bα′i) tel que u et y2 engendrent une
sous-alge`bre vect{1, u, y2, uy2}, de A, de dimension 4 et on a (vect{y2, uy2})2 = vect{1, u}.
On notera H ′0 le sous-espace vect{1, u} et l’on utilise les notations de la Proposition 3.14.
On distingue alors les deux cas suivants:
1. Si h2u posse`de une unique valeur propre λ, alors −λ = |||hu|||2 = ||u ∧ y||2 pour
tout y ∈ S(Bα′i). Donc u et y engendrent une sous-alge`bre de A de dimension 4
pour tout y ∈ S(Bα′i), et on construit les sous-espaces H2 et H3 de la meˆme fac¸on
que dans 2. De plus, H22 = H
2
3 = H
′
0.
2. Si h2u posse`de deux valeurs propres distinctes, alors les sous-espaces propres corre-
spondants sont stables par fu et ∂u. De plus, le carre´ du sous-espace propre associe´
a` la plus grande, en valeur absolue, valeur propre coincide avec H ′0.✷
Corollaire 5.6 .
1. Si rg(∂) = 6, alors pour tout i ∈ {1, 2, 3} : H0+Hi est une sous-alge`bre de A, de di-
mension 4, et on a HiHj = Hk pour toute permutation (i j k) de {1, 2, 3}. De plus,
tout sous-espace Hi s’e´crit vect{yi, zi} ou` yi, zi sont deux vecteurs orthonormaux de
A tels que ∂yi = γizi et ∂zi = −γiyi avec γ1 = α′ + β′, γ2 = α′ et γ3 = β′.
2. Si rg(∂) = 4, alors tout sous-espace Hi, ou` i ∈ {1, 2, 3}, s’e´crit vect{yi, zi} ou` yi
et zi sont deux vecteurs orthonormaux de A tels que ∂yi = α
′zi et ∂zi = −α′yi.✷
Preuve. Si rg(∂) = 6 et si, pour i ∈ {1, 2, 3}, yi est un vecteur norme´ de Hi, alors yi, ∂yi
est une base orthogonale de Hi et on a
(∂yi)
2 = ∂(yi∂yi)− yi∂2yi
= −yi∂2yi
= (γiyi)
2.
Ainsi γ−1i ∂yi := zi est un vecteur norme´ de Hi. Les relations HiHi = Hk sont alors
conse´quences de la proprie´te´ trace de (.|.).✷
Nous noterons B2 la base orthonorme´e {1, u, y1, z1, y2, z2, y3, z3} et utiliserons les nota-
tions du Corollaire 5.6.
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Remarque 5.7 Si rg(∂) = 4, e´tant donne´s y3, z3 et sachant que H
2
3 ⊆ B, il existe un
vecteur norme´ z1 de B, orthogonal a` u, tel que y3z3 soit une combinaison line´aire de u et
z1. On note alors y1 le vecteur, norme´, −||uz1||−1uz1 et H ′1 le sous-espace vect{y1, z1}.
La proprie´te´ trace de (.|.), le fait que H22 = H ′0 et l’hypothe`se de division line´aire donnent
yH2 = H3 pour tout y ∈ H ′1. (5.6)
Il existe alors un vecteur norme´ y2 de H2 tel que y1y2 et y3 soient coline´aires, avec une
constante multiplicative positive.✷
La base orthonorme´e {1, u, y1, z1, y2, z2, y3, z3} obtenue sera note´e B1. La table de
multiplication de A, par rapport a` B1, est alors donne´e moyennant (5.6), la proprie´te´
trace de (.|.) et le Corollaire 5.6, par:
1 u y1 z1 y2 z2 y3 z3
1 1 u y1 z1 y2 z2 y3 z3
u −1 az1 −ay1 bz2 −by2 cz3 −cy3
y1 −1 au αy3 αz3 −αy2 −αz2
z1 −1 λy3 + ηz3 −ηy3 + λz3 −λy2 + ηz2 + ρz3 −ηy2 − λz2 − ρy3
y2 −1 bu αy1 + λz1 ηz1
z2 −1 −ηz1 αy1 + λz1
y3 −1 cu+ ρz1
z3 −1
Table 3
ou` a, b, c, α, λ, η, ρ ∈ lR avec a, α > 0.
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Proposition 5.8 Soit A une lR-alge`bre de Jordan non commutative de division line´aire
de dimension 8, posse´dant une de´rivation de rang 6. Alors il existe une base orthonorme´e
1, u, y1, z1, y2, z2, y3, z3 de A, et quatre parame`tres a, b, c, α > 0 pour lesquels la
multiplication de A est donne´e par la Table 4 suivante:
1 u y1 z1 y2 z2 y3 z3
1 1 u y1 z1 y2 z2 y3 z3
u −1 az1 −ay1 bz2 −by2 cz3 −cy3
y1 −1 au αy3 −αz3 −αy2 αz2
z1 −1 −αz3 −αy3 αz2 αy2
y2 −1 bu αy1 −αz1
z2 −1 −αz1 −αy1
y3 −1 cu
z3 −1
Table 4
De plus, une lR-alge`bre dont la multiplication est donne´e par la Table 4 est de Jordan non
commutative de division line´aire et posse`de une de´rivation de rang 6.
Preuve. Suivant les notations pre´ce´dentes, il existe des parame`tres α, β, γ, µ, λ, η, σ, δ
tels que
y1y2 = αy3 + βz3,
y1z2 = γy3 + µz3,
z1y2 = λy3 + ηz3,
z1z2 = σy3 + δz3.
Les e´galite´s
∂(y1y2) = (∂y1)y2 + y1∂y2,
∂(y1z2) = (∂y1)z2 + y1∂z2
∂(z1y2) = (∂z1)y2 + z1∂y2,
∂(z1z2) = (∂z1)z2 + z1∂z2
donnent respectivement:
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1. γα′ + ββ′ = −λ(α′ + β′),
2. −µα′ + αβ′ = η(α′ + β′),
3. αα′ − µβ′ = σ(α′ + β′),
4. βα′ + γβ′ = δ(α′ + β′),
5. σα′ + ηβ′ = α(α′ + β′),
6. δα′ − λβ′ = β(α′ + β′),
7. λα′ − δβ′ = −γ(α′ + β′),
8. ηα′ + σβ′ = −µ(α′ + β′).
1. et 7. donnent 1’. β + δ = γ − λ et 2’. 2(γ + λ)α′ = (δ − β − γ − λ)β′.
2. et 8. donnent 3. α+ σ = η − µ et 4’. 2(µ + η)α′ = (α− η − µ− σ)β′.
3. et 5. donnent 5’. 2(α− σ)α′ = (σ − αµ + η)β′.
4. et 6. donnent 6’. 2(β − δ)α′ = (δ − β − γ − λ)β′.
Les nouvelles e´quations 2’. et 6’. donnent 7’. γ + λ = β − δ.
De meˆme 4’. et 5’. donnent 8’. µ+ η = σ − α.
Les e´quations 1’., 3’., 7’. et 8’. donnent alors: (γ, µ, σ, δ) = (β,−α, η,−λ). De ce fait,
les e´quations 5’. et 6’. donnent (α − σ)(α′ + β′) = (β − δ)(α′ + β′) = 0 i.e. α = σ
et β = δ. Ainsi, −µ = α = σ = η et γ = β = δ = −λ. On obtient, en tenant compte de
la proprie´te´ trace de (.|.), la table de multiplication de A par rapport a` la base B2, en se
limitant a` la partie triangulaire supe´rieure, vu l’anti-commutativite´ de ” ∧ ” :
1 u y1 z1 y2 z2 y3 z3
1 1 u y1 z1 y2 z2 y3 z3
u −1 az1 −ay1 bz2 −by2 cz3 −cy3
y1 −1 au αy3 + βz3 βy3 − αz3 −αy2 − βz2 −βy2 + αz2
z1 −1 −βy3 + αz3 αy3 + βz3 βy2 − αz2 −αy2 − βz2
y2 −1 bu αy1 − βz1 βy1 + αz1
z2 −1 βy1 + αz1 −αy1 + βz1
y3 −1 cu
z3 −1
ou` a, b, c ∈ lR∗. De plus, quitte a` changer le signe de u si ne´cessaire, on peut supposer
a > 0 et l’on re´duit, en posant
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α1 = (α
2 + β2)
1
2 ,
y′1 = α
−1
1 (αy1 − βz1),
z′1 = α
−1
1 (βy1 + αz1),
la table de multiplication de A, a` quatre parame`tres:
1 u y′1 z
′
1 y2 z2 y3 z3
1 1 u y′1 z
′
1 y2 z2 y3 z3
u −1 az′1 −ay′1 bz2 −by2 cz3 −cy3
y′1 −1 au α1y3 −α1z3 −α1y2 α1z2
z′1 −1 α1z3 α1y3 −α1z2 −α1y2
y2 −1 bu α1y′1 α1z′1
z2 −1 α1z′1 −α1y′1
y3 −1 cu
z3 −1
Les parame`tres b et c s’e´crivent, respectivement, ε|b| et ε′|c| ou` ε, ε′ ∈ {1,−1}. La
table de multiplication de A, par rapport a` la base 1, u, y1 z
′
1, y2, εz2 := z
′
2, y3, ε
′z3 := z
′
3
est donne´e par:
1 u y′1 z
′
1 y2 z
′
2 y3 z
′
3
1 1 u y′1 z
′
1 y2 z
′
2 y3 z
′
3
u −1 az′1 −ay′1 |b|z′2 −|b|y′2 |c|z′3 −|c|y3
y′1 −1 au α1y3 −εε′α1z′3 −α1y2 εε′α1z′2
z′1 −1 ε′α1z′3 εα1y3 −εα1z2 −ε′α1y2
y2 −1 |b|u α1y′1 ε′α1z′1
z′2 −1 εα1z′1 −εε′α1y′1
y3 −1 |c|u
z′3 −1
Comme A est de division line´aire, ceci e´quivaut a` −ε′α21, −εα21, εε′α21 > 0, en vertu du
Lemme 4.13 i.e. ε′ = ε = −1.✷
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The´ore`me 5.9 Soit A une lR-alge`bre de Jordan non commutative de division line´aire de
dimension 8, dont l’alge`bre de Lie des de´rivations n’est pas triviale. Alors il existe une
base 1, u, y1, z1, y2, z2, y3, z3 de A, quatre parame`tres a, b, c, α > 0 et trois autres η,
λ, ρ pour lesquels la multiplication de A est donne´e par la Table 5 suivante:
1 u y1 z1 y2 z2 y3 z3
1 1 u y1 z1 y2 z2 y3 z3
u −1 az1 −ay1 bz2 −by2 cz3 −cy3
y1 −1 au αy3 −αz3 −αy2 αz2
z1 −1 λy3 + ηz3 ηy3 − λz3 −λy2 − ηz2 + ρz3 −ηy2 + λz2 − ρy3
y2 −1 bu αy1 + λz1 ηz1
z2 −1 ηz1 −αy1 − λz1
y3 −1 cu+ ρz1
z3 −1
Table 5
De plus, une alge`bre re´elle dont la multiplication est donne´e par la Table 5 est de Jordan
non commutative de division line´aire et posse`de une de´rivation non triviale. Elle est de
division line´aire si et seulement si η < 0 et bρ2 < 4cη2.
Preuve. Suivant les notations de la Table 3, b et c s’e´crivent, respectivement, ε|b|, ε|c|
ou` ε, ε′ ∈ {1,−1}. La table de multiplication de A, par rapport a` la base 1, u, y1, z1, y2,
εz2 := z
′
2, y3, ε
′z3 := z
′
3 est donne´e par:
1 u y1 z1 y2 z
′
2
y3 z
′
3
1 1 u y1 z1 y2 z
′
2
y3 z
′
3
u −1 az1 −ay1 |b|z′2 −|b|y2 |c|z′3 −|c|y3
y1 −1 au αy3 εε′αz′3 −αy2 −εε′αz′2
z1 −1 λy3 + ε′ηz′3 −εηy3 + εε′λz′3 −λy2 + εηz′2 + ε′ρz′3 −ε′ηy2 − εε′λz′2 − ε′ρy3
y2 −1 |b|u αy1 + λz1 ε′ηz1
z′2 −1 −εηz1 εε′αy1 + εε′λz1
y3 −1 |c|u+ ε′ρz1
z′3 −1
Comme A est de division line´aire, ceci e´quivaut a` −ε′η, εη, −εε′ > 0 et
|b|(−εε′α2)(ε′ρ)2 < 4|c|(−ε′αη)2 i.e. εε′ = −1, εη > 0 et |b|ρ2 < 4|c|(εη)2.✷
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Remarque 5.10 Dans [BO 811] Benkart et Osborn ont montre´ que les lR-alge`bres de
division line´aire de dimension 8, dont l’alge`bre de Lie des de´rivations est su(3), sont ou
bien
1. des su(3)-modules irre´ductibles et sont dans ce cas des pseudo-octonions ge´ne´ralise´s
(G-P Algebras [BBO 81], Theorem 3.2), ou bien
2. des su(3)-modules qui se de´composent en somme de deux su(3)-modules irre´ductibles
de dimension 1 : vect{u}, vect{v} et d’un su(3)-module Z = vect{z1, . . . , z6},
irre´ductible, de dimension 6, et il existe dans ce cas des nombres re´els ηi, θi, σi,
taui ou` i ∈ {1, 2, 3, 4} pour lesquels la multiplication de telles alge`bres est donne´e
par la table (Theorem 4.1):
u v z1 z2 z3 z4 z5 z6
u η1u + θ1v η2u + θ2v σ1z1 + σ2z3 σ1z2 + σ2z6 −σ2z1 + σ1z3 σ1z4 + σ2z5 −σ2z4 + σ1z5 −σ2z2 + σ1z6
v η3u + θ3v η4u + θ4v σ3z4 + σ4z3 σ1z2 + σ4z6 −σ4z1 + σ3z3 σ3z4 + σ4z5 −σ4z4 + σ3z5 −σ4z2 + σ3z6
z1 τ1z1 + τ2z3 τ3z1 + τ4z3 −u z4 v −z2 z6 −z5
z2 τ1z2 + τ2z6 τ3z2 + τ4z6 −z4 −u z5 z1 −z3 v
z3 −τ2z1 + τ1z3 −τ4z1 + τ3z3 −v −z5 −u z6 z2 −z4
z4 τ1z4 + τ2z5 τ3z4 + τ4z5 z2 −z1 −z6 −u v z3
z5 −τ2z4 + τ1z5 −τ4z4 + τ3z5 −z6 z3 −z2 −v −u z1
z6 −τ2z2 + τ1z6 −τ4z2 + τ3z6 z5 −v z4 −z3 −z1 −u
Table 6
Nous constatons ici que ces deux situations ne peuvent avoir lieu pour une alge`bre de
Jordan non commutative. En effet, la premie`re est imme´diatement e´limine´e car les pseudo-
octonions ge´ne´ralise´s ne sont pas de Jordan non commutatives [BBO 81]. Le´limination de
la seconde est conse´quence du re´sultat suivant:
Proposition 5.11 Soit A =
(
W, (.|.),∧
)
une lR-alge`bre de Jordan non commutative de
division line´aire de dimension 8 dont la multiplication est donne´e par la Table 6. Alors
A ≃ lO (λ), ou` λ ∈ lR− {12}.
Preuve. Si ∂ ∈ Der(A) = su(3) est une de´rivation de rang 6, elle est nulle sur vect{u}
et vect{v}, et laisse stable Z. Donc Z = ∂Z ⊆ W Proposition 5.3. Ainsi les zi sont des
vecteurs (orthogonaux) aussi bien que v = z1z3 et u est un multiple scalaire de l’e´le´ment
unite´ 1, de A. Donc
θ1 = η2 = σ2 = η3 = θ4 = τ2 = 0, η1 = θ2 = σ1 = θ3 = τ1 et η4 < 0.
De plus, la proprie´te´ trace de (.|.) et l’anti-commutativite´ de ” ∧ ” donnent σ3 = τ3 = 0,
σ4 = −η4 > .
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Enfin, quitte a` changer le signe de u, si ne´cessaire, on peut supposer η1 > 0. Ainsi η
−1
1 u
est l’e´le´ment unite´ de A, et en posant
e1 = σ
−1
4 z1,
e2 = σ
−1
4 z2,
e3 = σ
−1
4 z4,
e4 = σ
−1
4 v,
e5 = −σ−14 z3,
e6 = −σ−14 z6,
e7 = −σ−14 z5,
on obtient la table:
1 e1 e2 e3 e4 e5 e6 e7
1 1 e1 e2 e3 e4 e5 e6 e7
e1 −β e3 −e2 e5 −e4 −e7 e6
e2 −β e1 e6 e7 −e4 −e5
e3 −β e7 −e6 e5 −e4
e4 −β e1 e2 e3
e5 −β −e3 e2
e6 −β −e1
e7 −β
ou` β = η1(−η4)−2. Donc A ≃ lO (λ) avec λ = 12(−η4η
− 1
2
1 + 1).✷
Nous terminons ce paragraphe par les deux re´sultats suivants:
The´ore`me 5.12 Soit A =
(
W, (.|.),∧
)
une lR-alge`bre de Jordan non commutative de
division line´aire de dimension 8. Alors Der(A) = G2 compacte si et seulement si A ≃
lO (λ) ou` λ ∈ lR− {12}.
Preuve. ⇐ / Si λ est un re´el distinct de 12 , alors Der
(
lO (λ)
)
= Der(lO) = G2 compacte.
⇒ / Benkart et Osborn [BO 811] ont montre´ que si A est une lR-alge`bre de division
line´aire de dimension 8 dont l’alge`bre de Lie des de´rivations est G2 compacte, alors il
existe une base u, e1, . . . , e7 de A et trois parame`tres η, ζ, β avec ηζβ > 0, pour lesquels
la multiplication de A est donne´e par la table (Theorem 2.2):
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u e1 e2 e3 e4 e5 e6 e7
u u ηe1 ηe2 ηe3 ηe4 ηe5 ηe6 ηe7
e1 ζe1 −βu e4 e7 −e2 e6 −e5 −e3
e2 ζe2 −e4 −βu e5 e1 −e3 e7 −e6
e3 ζe3 −e7 −e5 −βu e6 e2 −e4 e1
e4 ζe4 e2 −e1 −e6 −βu e7 e3 −e5
e5 ζe5 −e6 e3 −e2 −e7 −βu e1 e4
e5 ζe6 e5 −e7 e4 −e3 −e1 −βu e2
e7 ζe7 e3 e6 −e1 e5 −e4 −e2 −βu
Si, de plus, A est unitaire, on a η = ζ = 1 i.e. β > 0 et A ≃ lO (λ) ou` λ = 12 (β−
1
2 + 1).✷
The´ore`me 5.13 Soit A =
(
W, (.|.),∧
)
une lR-alge`bre de Jordan non commutative de
division line´aire de dimension 8. Alors Der(A) = su(2) ⊕ su(2) si et seulement si A ≃(
E−1,α,0(lH)
)(λ)
avec 1 6= α > 12 et λ 6= 12 .
Preuve. Benkart et Osborn ([BO 811] Theorem 5.1) qu’une lR-alge`bre A, de division
line´aire de dimension 8, dont l’alge`bre de Lie des de´rivations contient su(2)⊕su(2), posse`de
une base u, x1, x2, x3, y1, y2, y3, y4 pour laquelle la multiplication est donne´e par la
table:
u x1 x2 x3 y1 y2 y3 y4
u u ζx1 ζx2 ζx3 ρy1 ρy2 ρy3 ρy4
x1 θx1 βu x3 −x2 εy4 εy3 −εy2 −εy1
x2 θx2 −x3 βu x1 εy2 −εy1 εy4 −εy3
x3 θx3 x2 −x1 βu −εy3 εy4 εy1 −εy2
y1 σy1 −ηy4 −ηy2 ηy3 δu γx2 −γx3 γx1
y2 σy2 −ηy3 ηy1 −ηy4 −γx2 δu γx1 γx3
y3 σy3 ηy2 −ηy4 ηy1 γx3 −γx1 δu γx2
y4 σy4 ηy1 ηy3 ηy2 −γx1 −γx3 −γx2 δu
ou` β, γ, δ, ε, η, ζ, θ, ρ, σ sont des nombres re´els. Si, de plus, A =
(
W, (.|.),∧
)
est de
Jordan non commutative, alors u (idempotent non nul) est l’e´le´ment unite´ de A. Donc
ζ = ρ = θ = σ = 1, de plus, la fait que (.|.) soit une forme trace de´finie ne´gative, et
l’anti-commutativite´ de ” ∧ ”, donnent β, δ < 0, ε = η et εδ = γβ. On pose alors
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x′i = (−β)−
1
2xi, i = 1, 2, 3;
y′j = (−δ)−
1
2 yj, j = 1, 2, 4;
y′3 = −(−δ)−
1
2 y3.
On obtient la table:
u x′
1
x′
2
x′
3
y′
1
y′
4
y′
2
y′
3
u u x′
1
x′
2
x′
3
y′
1
y′
4
y′
2
y′
3
x′1 −u (−β)−
1
2x′3 −(−β)−
1
2 x′2 ε(−β)−
1
2 y′4 −ε(−β)−
1
2 y′1 −ε(−β)−
1
2 y′3 ε(−β)−
1
2 y′2
x′
2
−u (−β)− 12x′
1
ε(−β)− 12 y′
2
ε(−β)− 12 y′
3
−ε(−β)− 12 y′
1
−ε(−β)− 12 y′
4
x′3 −u ε(−β)−
1
2 y′3 −ε(−β)−
1
2 y′2 ε(−β)−
1
2 y′4 −ε(−β)−
1
2 y′1
y′
1
−u ε(−β)− 12x′
1
ε(−β)− 12x′
2
ε(−β)− 12x′
3
y′4 −u −ε(−β)−
1
2x′3 ε(−β)−
1
2x′2
y′
2
−u −ε(−β)− 12 x′
1
y′3 −u
Donc A
(
ε+(−β)
1
2
2ε
)
≃ E−1, 1+ε
2ε
,0(lH) i.e.
A =
(
A
(
ε+(−β)
1
2
2ε
))( 1
2
(−β)−
1
2 (ε+(−β)
1
2 )
)
≃
(
E−1, 1+ε
2ε
,0(lH)
)( 1
2
(−β)−
1
2 (ε+(−β)
1
2 )
)
.
De plus, A est de division line´aire si et seulement si ε > 0 (Corollaire 4.14) et on a ε 6= 1
car Der(A) 6= G2 compacte i.e. 1 6= α = 1+ε2ε > 12 .✷
Remarque 5.14 Benkart et Osborn [BO 811] posent le proble`me de l’existence d’une lR-
alge`bre de division line´aire de dimension 8, dont l’alge`bre de Lie des de´rivations est su(2),
et dont la de´composition en su(2)-modules irre´ductibles est de la forme: 1 + 1 + 3 + 3.
Nous donnons ici une re´ponse affirmative avec une alge`bre de Jordan non commutative.
En effet, nous avons vu que si δ 6= 0 et α 6= 12 , alors
Der
(
E−1,α,δ(lH)
)
= Der(lH) = su(2)
(Proposition 3.20). Nous remarquons de plus, que vect{1}, vect{f}, vect{i, j, k},
vect{if, jf, kf}, ou` f = (0, 1), sont des su(2)-modules irre´ductibles de E−1,α,δ(lH), qui
est leur somme directe (Proposition 3.23). Les conditions supple´mentaires α > 12 et
(2α − 1)δ2 < 4 assurent que l’alge`bre E−1,α,δ(lH) est de division line´aire.✷
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5.2 Caracte´risation des lR-alge`bres de Jordan n.c. de d.l.
de dimension 8 ayant un automorphisme non trivial
Dans ce dernier paragraphe nous donnons une caracte´risation des alge`bres re´elles de
Jordan non commutatives de division line´aire de dimension 8 dont le groupe des auto-
morphismes est non trivial. Nous donnons ensuite un exemple ou` le groupe des auto-
morphismes est trivial, ce qui met en e´vidence l’immensite´ de la classe des lR-alge`bres de
Jordan non commutatives de division line´aire de dimension 8.
De´finition 5.15 Soit A une K-alge`bre. On appelle reflexion de A tout automorphisme
involutif de A, non identique.✷
Proposition 5.16 Soit A =
(
W, (.|.),∧
)
une lR-alge`bre de Jordan non commutative de
division line´aire de dimension 8 et soit f un automorphisme de l’espace vectoriel A. Alors
les deux affirmations suivantes sont e´quivalentes:
1. f est une reflexion de A.
2. f est syme´trique et isome´trique par rapport a` (.|.) et le sous-espace vectoriel
ker(f − IA) := B est une sous-alge`bre de A, de dimension 4 qui contient le carre´
de orthogonal B⊥.
Preuve. 1) ⇒ 2). Soient x, y ∈ B, on a f(xy) = f(x)f(y) = xy ∈ B. Donc B est une
sous-alge`bre de A. Comme f est une isome´trie, elle est syme´trique: tf = f−1 = f. Donc
ker(f − IA) et ker(f + IA) sont supple´mentaires et on a:
ker(f + IA) = B
⊥.
Si x, y ∈ B⊥, on a f(xy) = f(x)f(y) = (−x)(−y) = xy, i.e. B⊥B⊥ ⊆ B. De plus,
BB⊥ et B⊥B sont inclus dans B⊥, en vertu de la proprie´te´ trace de (.|.). Comme A est de
division line´aire, on a: dim(B⊥) ≤ dim(B) ≤ dim(B⊥). Donc dim(B⊥) = dim(B) = 4.
2) ⇒ 1). Soit x ∈ A, alors f(x) = x si et seulement si x ∈ B. Ainsi, pour tout (y, z) ∈
B⊥ × B, on a (f(y)|z) = (y|f(z)) = (y|z) = 0 i.e. f(B⊥) ⊆ B⊥ (⊆ W ). Si x ∈ B⊥ est
un vecteur propre de f, associe´ a` la valeur propre λ, on a
x2 = (x|x)
=
(
f(x)|f(x)
)
car f est isome´trique par rapport a` (.|.)
= f(x)2
= (λx)2
= λ2x2
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i.e. λ2 = 1. Comme x /∈ B, on a λ = −1. Ainsi, l’application f : A = B ⊕ B⊥ → A est
de´finie par x+ y 7→ x− y et est une reflexion de A. En effet, on a f2 = IA et pour tous
x, x′ ∈ B et y, y′ ∈ B⊥ :
f
(
(x+ y)(x′ + y′)
)
= f
(
(xx′ + yy′) + (xy′ + yx′)
)
= (xx′ + yy′)− (xy′ + yx′) car B⊥B⊥ ⊆ B et BB⊥, B⊥B ⊆ B⊥
= (x− y)(x′ − y′)
= f(x+ y)f(x′ + y′).
De plus, f 6= IA.✷
Remarque 5.17 Soit B une sous-alge`bre de A, de dimension 4, qui contient le carre´ de
orthogonal B⊥. Alors l’application line´aire de´finie par
B ⊕B⊥ = A→ A x+ y 7→ x− y
est une reflexion de A.✷
Lemme 5.18 A =
(
W, (.|.),∧
)
une lR-alge`bre de Jordan non commutative de division
line´aire de dimension 8 et soit f une isome´trie de l’espace euclidien (W,−(.|.)) qui laisse
fixe un vecteur non nul u de W et qui commute avec l’ope´rateur L∗u (Lemma 3.1). Alors
l’espace vectoriel W (u) se de´compose en une somme directe orthogonale de sous-espaces
vectoriels Hi, ou` i ∈ {1, 2, 3}, de la forme vect{yi, u∧ yi} stables par f et par fu. De plus,
la restriction de f a` chaque Hi est une rotation.
Preuve. Puisque f laisse fixe u, elle induit une isome´trie f0 : W (u) → W (u), et l’on
distingue les trois cas suivants:
1. Si f2u posse`de au moins deux valeurs propres distinctes, alors tout sous-espace propre
E, ainsi que son orthogonal E⊥ dans W (u), sont stables par fu, et e´galement par
f0 puisque fu et f0 commutent. L’un de ces sous-espaces est de dimension 2, l’autre
de dimension 4.
2. Si f2u posse`de une unique valeur propre et f0 n’en posse`de aucune, on conside`re le
polynoˆme minimal P (X) de f0 et l’on distingue les deux sous-cas suivants:
(a) Si P (X) est de degre´ 2, de la forme X2 − αX − β avec α2 + 4β < 0, alors il
existe γ > 0 tel que (f0 − 12αIW (u))2 = γf2u i.e.
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(f0 − 1
2
αIW (u) −
√
γfu)(f0 − 1
2
αIW (u) +
√
γfu) ≡ 0.
i) Si f0− 12αIW (u) = ±
√
γfu alors tout sous-espace vectoriel deW (u) stable par
fu est e´galement stable par f0, aussi bien que son supple´mentaire orthogonal.
ii) Si f0 − 12αIW (u) 6= ±
√
γfu alors le sous-espace vectoriel
ker(f0 − 1
2
αIW (u) −
√
γfu) := H,
de W (u), ainsi que son orthogonal H⊥, sont propres et stables par fu et f0.
Leur dimension est un nombre pair, a` savoir 2 ou 4.
(b) Si P (X) est de degre´ > 2, on conside`re une composante irre´ductible P1(X) de
P (X) et l’on obtient un sous-espace ker
(
P1(f0)
)
de W (u), propre et stable
par f0 et fu, aussi bien que son orthogonal.
3. Si f2u posse`de une unique valeur propre et f0 admet un vecteur propre y, on a
f0(y) = ±y et f0(uy) = f0
(
fu(y)
)
= fu
(
f0(y)
)
= ±uy. Donc vect{y, uy} := H est
stable par f0 et e´galement par fu car f
2
u est une homothe´tie. Son orthogonal H
⊥
est e´galement stable par f0 et fu.
On se rame`ne alors a` un sous-espace vectoriel de W (u), de dimension 4 stable par
f0 et fu, et l’on repe`te le meˆme raisonnement. Soit maintenant Hi = vect{yi, zi}, yi, zi
orthonormaux, un sous-espace stable par f0 et fu. Alors Hi est forme´ de vecteurs propres
de f2u associe´s a` une valeur propre λi < 0 et zi = (−λi)−
1
2uyi. D’autre part, il existe des
scalaires ai, bi ∈ lR, avec a2i + b2i = 1, tels que f0(yi) = aiyi + bizi, et on a
f0(zi) = (−λi)− 12 f0(uyi)
= (−λi)−
1
2uf0(yi)
= (−λi)−
1
2u(aiyi + bizi)
= (−λi)− 12
(
ai(−λi) 12 zi − bi(−λi) 12 yi
)
= −biyi + aizi
i.e. f0/Hi est une rotation.✷
101
Proposition 5.19 Soit A =
(
W, (.|.),∧
)
une lR-alge`bre de Jordan non commutative de
division line´aire de dimension 8. Alors les deux proprie´te´s suivantes sont e´quivalentes:
1. Le groupe des automorphismes de A, Aut(A), est non trivial.
2. Aut(A) contient une reflexion.
Preuve. 1) ⇒ 2). Soit g∗ un automorphisme de l’alge`bre A qui n’est pas une reflexion,
alors g∗ induit une isome´trie g de l’espace euclidien −(W, (.|.)) qui admet, e´videmment,
un vecteur propre u associe´ a` la valeur propre λ = ±1. L’automorphisme f∗ = g∗2 de A,
non identique que l’on peut supposer non involutif, laisse fixe u. En outren l’isome´trie f
qu’il induit sur (−W, (.|.)) commute avec L∗u. En utilisant les notations du Lemme 5.18,
on a
f(yizi) = f
∗(yizi)
= f∗(y)f
∗(zi)
= f0(yi)f0(zi)
= (a2i + b
2
i )yizi
= yizi.
On distingue les deux cas suivants:
1. Si f n’admet pas de vecteurs propres line´airement inde´pendants a` u, alors yizi =
(−λi) 12u. Ceci e´tant pour tout i ∈ {1, 2, 3}, on a: B⊥i B⊥i ⊆ Bi ou` Bi est la
sous-alge`bre de A, de dimension 4, engendre´e par u et yi et qui coincide avec
vect{1, u, yi, zi}. En effet, en notant H = vect{1, u} et, pour i ∈ {1, 2, 3}, vect{yi, zi}
on a:
B⊥i =
⊕
j 6=i
Hj.
De plus, HiHj est, d’apre`s la proprie´te´ trace de (.|.), orthogonal a` H +Hi +Hj si
i 6= j i.e. HiHj = Hk pour toute permutation (i j k) de {1, 2, 3}. Donc B⊥i B⊥i ⊆ Bi.
Ainsi, Aut(A) contient une reflexion dans ce premier cas.
2. Si f admet un vecteur propre norme´ y1 line´airement inde´pendant a` u, que l’on peut
supposer orthogonal a` u, alors y1 ∈ W (u) est un vecteur propre de f0. L’e´le´ment
uy1 est e´galement un vecteur propre de f0 associe´ a` la meˆme valeur propre ±1 que
celle de y1, que l’on peut supposer e´gale a` 1 en conside´rant l’automorphisme f
∗2 .
Comme f∗
2
est suppose´ non identique, l’espace propre B = ker(f∗
2 − IA) est
une sous-alge`bre de A de dimension 4, qui coincide avec vect{1, u, y1, uy1}, et qui
contient le carre´ de son orthogonal. En effet, en reprenant les notations pre´ce´dentes,
on a B⊥ = H2 +H3. De plus, pour i = 2, 3 on a H
2
i ⊂ B car f∗
2
(yizi) = yizi. La
proprie´te´ trace de (.|.) montre alors que H2H3 = H3H2 ⊂ B pour i = 2, 3. Donc
B⊥B⊥ ⊆ B, et Aut(A) contient une reflexion dans ce cas e´galement.✷
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The´ore`me 5.20 Soit A une lR-alge`bre de Jordan non commutative de division line´aire
de dimension 8, ayant un automorphisme non trivial. Alors il existe une base 1, u, y1,
z1, y2, z2, y3, z3 de A, trois parame`tres a, b, c > 0 et neuf autres α, β, γ, µ, λ, η, σ, δ,
ρ pour lesquels la multiplication de A est donne´e par la Table 6 suivante:
1 u y1 z1 y2 z2 y3 z3
1 1 u y1 z1 y2 z2 y3 z3
u −1 az1 −ay1 bz2 −by2 cz3 −cy3
y1 −1 au αy3 + βz3 γy3 + µz3 −αy2 − γz2 −βy2 − µz2
z1 −1 λy3 + ηz3 σy3 + δz3 −λy2 − σz2 + ρz3 −ηy2 − δz2 − ρy3
y2 −1 bu αy1 + λz1 βy1 + ηz1
z2 −1 γy1 + σz1 µy1 + δz1
y3 −1 cu+ ρz1
z3 −1
Table 6
De plus, une lR-alge`bre dont la multiplication est donne´e par la Table 6 est de Jordan non
commutative et posse`de un automorphisme non trivial. Elle est de division line´aire si et
seulement si βγ − αµ, βλ− αη, γλ− ασ > 0 et
c(αδ − βσ − λµ+ γη)2 + b(βγ − αµ)ρ2 < 4c(βλ − αη)(σµ − γδ).
Preuve. Il existe une sous-alge`bre B = vect{1, u, y1, z1} de A de dimension 4 qui
contient le carre´ de son orthogonal, les vecteurs u, y1, z1 e´tant orthonormaux et tels que
uy1 = az1, uz1 = −ay1 et y1z1 = au ou` a est un parame`tre > 0. Ainsi, la Proposition
3.14 assure l’existence de deuc vecteurs orthonormaux y2, z2 orthogonaux aux pre´ce´dents,
tels que y2z2 = bu ou` b est un parame`tre que l’on peut choisir > 0, quitte a` changer le
signe de y2, si ne´cessaire. En comple´tant 1, u, y1, z1, y2, z2 en une base orthonorme´e 1,
u, y1, z1, y2, z2, y3, z3 de A on obtient, en tenant compte de la proprie´te´ trace de (.|.),
une premie`re table de multiplication:
1 u y1 z1 y2 z2 y3 z3
1 1 u y1 z1 y2 z2 y3 z3
u −1 az1 −ay1 bz2 −by2 cz3 −cy3
y1 −1 au αy3 + βz3 γy3 + µz3 −αy2 − γz2 + νz3 −βy2 − µz2 − νy3
z1 −1 λy3 + ηz3 σy3 + δz3 −λy2 − σz2 + ρz3 −ηy2 − δz2 − ρy3
y2 −1 bu αy1 + λz1 βy1 + ηz1
z2 −1 γy1 + σz1 µy1 + δz1
y3 −1 cu+ νy1 + ρz1
z3 −1
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ou` c, α, β, γ, µ, λ, η, σ, δ, ρ ν ∈ lR. De plus, quitte a` changer le signe de y3, si ne´cessaire,
on peut supposer c > 0. Si ν ′ = (ν2 + ρ2)
1
2 6= 0, on pose
y′1 = ν
′−1(ρy1 − νz1), z′1 = ν ′−1(ν + ρz1)
et l’on obtient la table de´sire´e en conside´rant la nouvelle base 1, u, y′1, z
′
1, y2, z2, y3, z3.
Re´ciproquement, une lR-alge`bre dont la multiplication est donne´e par la Table 6 est de
Jordan non commutative. Le reste de la de´monstration est assure´ par la Remarque 5.17
et le The´ore`me 4.16.✷
Proposition 5.21 Soit lO =
(
W, (.|.),∧
)
l’alge`bre re´elle de Cayley-Dickson et soient ϕ
un automorphisme de l’espace vectoriel re´el W et f une isome´trie de l’espace euclidien
(W,−(.|.)). Alors
1. f˜ ∈ Aut
(
lO(ϕ)
)
si et seulement si ϕfϕ−1 ∈ G2. Dans ce cas, f commute avec ϕ∗ϕ.
2. f˜ est une reflexion de lO(ϕ) :=
(
W, (.|.),∆
)
si et seulement si ϕfϕ−1 est une reflex-
ion de lO . Dans ce cas, f commute avec ϕ∗ϕ, et ϕ∗ϕ laisse stable une sous-alge`bre
de (W,∆) de dimension 3
Preuve.
1. On a
f˜ ∈ Aut
(
lO(ϕ)
)
⇔
(
lO(ϕ)
)
(f) = lO(ϕ)
⇔ lO(ϕfϕ−1) = lO
⇔ ϕfϕ−1 ∈ G2.
Dans ces conditions ϕfϕ−1 ∈ O7(lR) i.e. f(ϕ∗ϕ) = (ϕ∗ϕ)f.
2. On ve´rifie facilement que f˜ est involutif non identique, si et seulement si ϕfϕ−1 est
involutif non identique. De plus, f laisse fixes, uniquement, les e´le´ments d’une sous-
alge`bre W0 de (W,∆), de dimension 3, et comme f(ϕ
∗ϕ) = (ϕ∗ϕ)f, l’application
ϕ∗ϕ laisse stable W0.✷
Lemme 5.22 Toute sous-alge`bre de lO de dimension 4 contient le carre´ de son orthogonal.
Preuve. Soit B une telle sous-alge`bre contenant un vecteur non nul u et soient v ∈
B⊥ − {0} et w ∈ (B + vect{v, uv})⊥ − {0}. Alors v, uv, w, uw est une base orthogonale
de B⊥ avec laquelle on ve´rifie facilement que B⊥B⊥ ⊆ B.✷
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Lemme 5.23 Soit lO =
(
W, (.|.),∧
)
l’alge`bre re´elle de Cayley-Dickson et soient ϕ un
automorphisme de l’espace vectoriel re´el W qui laisse stable une sous-alge`bre W0 de (W,∧)
de dimension 3, ainsi que son orthogonal dans W. Alors lR1 ⊕W0 := B est une sous-
alge`bre de lO(ϕ) :=
(
W, (.|.),∆
)
, qui contient la carre´ de son orthogonal.
Preuve. ϕ∗ laisse stableW0 et pour tous x, y ∈W0 on a ϕ∗
(
ϕ(x)∧ϕ(y)
)
∈ ϕ∗(W0) ⊆W0.
Si x, y ∈ B⊥ =W⊥0 , on a ϕ(x) ∧ ϕ(y) ∈ B ∩W =W0 (Lemme 5.22). Donc x∆y ∈W0.✷
Lemme 5.24 Soit lO =
(
W, (.|.),∧
)
l’alge`bre re´elle de Cayley-Dickson et soit s un auto-
morphisme syme´trique de l’espace euclidien (W,−(.|.)), de´fini positif, qui laisse stable une
sous-alge`bre (W,∧) de dimension 3. Alors le groupe des automorphismes de l’alge`bre lO(s)
n’est pas trivial.
Preuve. Soit W0 une sous-alge`bre de (W,∧) de dimension 3, stable par s. Alors son
orthogonal dans W est e´galement stable par s. La Remarque 5.17 et le Lemme 5.23
montrent que lO(s) contient une reflexion. ✷
The´ore`me 5.25 Soit lO =
(
W, (.|.),∧
)
l’alge`bre re´elle de Cayley-Dickson et soit s un
automorphisme syme´trique de l’espace euclidien (W,−(.|.)), de´fini positif. Alors les deux
proprie´te´s suivantes sont e´quivalentes:
1. Aut
(
lO(s)
)
n’est pas trivial.
2. s˜ laisse stable une sous-alge`bre de lO de dimension 4.
Preuve. 1) ⇒ 2). L’existence d’une reflexion dans lO(s) =
(
W, (.|.),∆
)
montre que
s2 laisse stable une sous-alge`bre W0, de (W,∆) de dimension 3. Comme s et s
2 ont les
meˆmes vecteurs propres, l’application s laisse stable W0. Cette dernie`re est e´galement une
sous-alge`bre de (W,∧).
L’implication 2) ⇒ 1) est conse´quence du Lemme 5.24.✷
Note 5.26 Soient C la classe de toutes les lR-alge`bres de Jordan non commutatives
de division line´aire de dimension 8, G la sous-classe de C constitue´ des alge`bres qui
s’obtiennent, a` partir de lR, par mutations et par extension cayleyenne ge´ne´ralise´e (Corol-
laire 3.4), D la sous-classe de C constitue´ des alge`bres ayant une de´rivation non triviale,
et enfin A la sous-classe de C constitue´ des alge`bres ayant un automorphisme non trivial.
Nous avons les inclusion suivantes: D ⊂ A ⊂ G ⊂ C.
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Nous allons montrer, pour terminer ce dernier paragraphe, que les inclusion
pre´ce´dentes sont strictes. Nous conside´rons l’alge`bre re´elle A ayant une base B =
{1, u1, y1, z1, y2, z2, y3, z3} pour laquelle la multiplication est donne´e par la Table 7 suiv-
ante:
1 u y1 z1 y2 z2 y3 z3
1 1 u y1 z1 y2 z2 y3 z3
u −1 az1 −ay1 bz2 −by2 cz3 −cy3
y1 −1 au αy3 µz3 −αy2 −µz2
z1 −1 µz3 µy3 −µz2 −µy2
y2 −1 bu αy1 µz1
z2 −1 µz1 µy1
y3 −1 cu
z3 −1
Table 7
ou` a, b, c sont des parame`tres > 0 et α, µ ∈ lR. Alors A est de Jordan non commutative,
elle est de division line´aire si et seulement si αµ < 0. Nous utiliserons ces notations dans
ce qui suit:
Proposition 5.27 Si α = −µ = 1 et c > a = b > 1, alors A ∈ D et A /∈ G.
Preuve. L’alge`bre A admet une de´rivation, de rang 6, en vertu de la Proposition 5.8.
Supposons maintenant que A s’obtient, a` partir de lR, par mutations et par extension
cayleyenne ge´ne´ralise´e, alors il existerait une mutation B = A(λ), λ 6= 12 , de A et un
vecteur non nul u de A pour lequel l’ope´rateur f2u soit une homothe´tie de B (Remarque
3.16 4)). On de´finit une nouvelle base B0 = {1, e1, . . . , e7} de A en posant
ei = yi, ei+4 = −zi pour i = 1, 2, 3 et e4 = u.
Soit, alors, x =
∑
1≤i≤7 aiei un vecteur quelconque de B. Les cinq premiers termes diago-
naux de la matrice de l’ope´rateur f2x de B, par rapport a` la base B0, sont respectivement
a11 = −
∑
1≤i≤7
a2i ,
a22 = −a21 − λ′2(a22 + a23 + a26 + a27)− λ′2a2(a24 + a25),
a33 = −a22 − λ′2(a21 + a23 + a25 + a27)− λ′2a2(a24 + a26),
a44 = −a23 − λ′2(a21 + a22 + a25 + a26)− λ′2c2(a24 + a27),
a55 = −a24 − λ′2a2(a21 + a22 + a25 + a26)− λ′2c2(a23 + a27).
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ou` λ′ = 2λ− 1. On suppose que L2x est une homothe´tie, i.e. les aii sont tous e´gaux, et l’on
distingue les trois cas suivants:
1. Si λ′2 = a−2, alors les e´galite´s: a11 = a22 = a33 donnent a2 = a3 = a6 = a7 = a1 =
a5 = 0 car a
2 6= 1. Ainsi a11 = a44 donne a4 = 0 car a2 6= c2, i.e. x = 0.
2. Si λ′2 < a−2, alors a11 = a22 donne a2 = . . . = a7 = 0 et a11 = a33 donne a1 = 0
i.e. x = 0.
3. Si λ′2 > a−2, alors a11 = a55 donne a1 = a2 = a3 = a5 = a6 = a7 = 0 et a11 = a22
donne a4 = 0, i.e. x = 0.
Ainsi, aucune mutation de A ne posse`de un vecteur non nul v qui satisfait a` la proprie´te´
4) de la Remarque 3.16 i.e. A /∈ G.✷
La Proposition 5.27 montre que le Proce´de de Cayley-Dickson Ge´ne´ralise´ est
insuffisant pour la de´termination de toutes les lR-alge`bres de Jordan non commutatives de
division line´aire de dimension 8.
Proposition 5.28 Si µ = −a = −1, b, c, α > 0, b < 1 < c et α 6= 1, b, c alors A ∈ A et
A /∈ D.
Preuve. En effet, A ∈ A et on a la table:
1 e1 e2 e3 e4 e5 e6 e7
1 1 e1 e2 e3 e4 e5 e6 e7
e1 −1 αe3 −αe2 e5 −e4 −e7 e6
e2 −1 αe1 be6 e7 −be4 −e5
e3 −1 ce7 −e6 e5 −ce4
e4 −1 e1 be2 ce3
e5 −1 −e3 e2
e6 −1 −e1
z3 −1
Si ∂ ∈ Der(A), alors pour tout i ∈ {1, 2, 3},
∂ei =
∑
j 6=i
aijej ou` aij ∈ lR.
Le fait que ∂ soit anti-syme´trique par rapport a` (.|.) donne aji = −aij. Ainsi, les e´galite´s:
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∂e5 = ∂(e1e4) = (∂e1)e4 + e1∂e4,
−∂e4 = ∂(e1e5) = (∂e1)e5 + e1∂e5,
∂e1 = ∂(e4e5) = (∂e4)e5 + e4∂e5
donnent
(1) ba16 − a25 − αa34 = 0, (5) a17 + a24 − αa35 = 0, (9) a12 + a47 − ba56 = 0,
(2) ca17 + αa24 − a35 = 0, (6) a16 − αa25 − a34 = 0, (10) a13 − a46 − ca57 = 0,
(3) ba12 + a47 − a56 = 0, (7) a13 − a46 − a57 = 0, (11) a16 − ba25 − a34 = 0,
(4) ca13 − a46 − a57 = 0, (8) a12 + a47 − a56 = 0, (12) a17 + a24 − ca35 = 0.
(1), (6) et (11) donnent a25 = a16 = a34 = 0, car α 6= b.
(2), (5) et (12) donnent a35 = a17 = a24 = 0, car α 6= c.
(3), (8) et (9) donnent a56 = a12 = a47 = 0, car b 6= 1.
(4), (7) et (10) donnent a57 = a13 = a46 = 0, car c 6= 1.
Ainsi
∂e1 = a14e4 + a15e5,
∂e4 = −a14e1 + a45e5,
∂e5 = −a15e1 − a45e4,
∂e2 = a23e3 + a26e6 + a27e7,
∂e3 = −a23e2 + a36e6 + a37e7,
∂e6 = −a26e2 − a36e3 + a67e7,
∂e7 = −a27e2 − a37e3 − a67e6.
Les e´galite´s:
−∂e7 = ∂(e1e6) = (∂e1)e6 + e1∂e6,
∂e6 = ∂(e1e7) = (∂e1)e7 + e1∂e7,
−∂e1 = ∂(e6e7) = (∂e6)e7 + e6∂e7
donnent alors
(1’) ba14 − a27 + αa36 = 0, (3’) a15 + a26 + αa37 = 0, (5’) a14 − ba27 + ca36 = 0,
(2’) a15 + αa26 + a37 = 0, (4’) ca14 − αa27 + a36 = 0, (6’) a15 + a26 + a37 = 0.
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(2’), (3’) et (6’) donnent a26 = a15 = a37 = 0, car α 6= 1.
(1’), (4’) et (5’) donnent


b −1 α
c −α 1
1 −b c




a14
a27
a36

 =


0
0
0


Le de´terminant de ce syste`me est: α2+b2+c2−2αbc−1 = (α−bc)2−(1−b2)(1−c2) 6= 0.
Donc a14 = a27 = a36 = 0. Ainsi
∂e1 = 0,
∂e4 = a45e5,
∂e5 = −a45e4,
∂e2 = a23e3,
∂e3 = −a23e2,
∂e6 = a67e7,
∂e7 = −a67e6.
Enfin les e´galite´s
∂e7 = ∂(e2e5) = (∂e2)e5 + e2∂e5,
−∂e5 = ∂(e2e7) = (∂e2)e7 + e2∂e7,
∂e2 = ∂(e5e7) = (∂e5)e7 + e5∂e7
donnent
a23 + ba45 − a67 = ca23 + a45 − ba67 = a23 + ca45 − a67 = 0.
Ce qui entraˆıne: a45 = a23 = a67 car b 6= c i.e. ∂ ≡ 0.✷
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Finalement, pour A 6= C, on fixe des parame`tres λ1, . . . , λ7 positifs et distincts deux
a` deux. Soit alors lO =
(
W, (.|.),×
)
l’alge`bre re´elle de Cayley-Dickson et soit e1, . . . , e7
la base canonique de l’espace euclidien (W,−(.|.)). On pose
x1 = e1 + e2,
x2 = e1 − e2,
x3 = e3 + e4,
x4 = e3 − e4,
x5 = e5,
x6 = e6 + e7,
x7 = e6 − e7.
On obtient une nouvelle base B = {x1, . . . , x7} orthogonale de (W,−(.|.)) pour laquelle
le produit vectoriel xi × xj n’est coline´aire a` aucun e´le´ment de B, pour tout couple
(i, j) d’indices distincts, de {1, . . . , 7}. On de´finit alors l’automorphisme, syme´trique, s de
l’espace euclidien (W,−(.|.)), par s(xi) = λixi pour tout i ∈ {1, . . . , 7}. Le prolongement
s˜ de s ne laisse invariante aucune sous-alge`bre de lO , de dimension 4, car sinon s lais-
erait invariante une sous-alge`bre de (W,×) de dimension 3. Une telle sous-alge`bre serait
engendre´e line´airement par trois vecteurs propres de s, et l’un d’eux serait coline´aire au
produit vectoriel des deux autres. Ceci contredirait le choix de la base B. D’apre`s le
The´ore`me 5.25, Aut
(
lO(s)
)
est trivial.✷
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Re´sume´
Dans ce travail nous nous inte´ressons au proble`me ge´ne´ral de la de´termination des
alge`bres norme´es de division line´aire. Nos re´sultats fondamentaux sont obtenus dans la
sous-classe particulie`re des alge`bres re´elles de Jordan non commutatives de division line´aire
de dimension 8.
Nous donnons un nouveau proce´de´ qui ge´ne´ralise celui de Cayley-Dickson et qui per-
met l’obtention d’une nouvelle famille d’alge`bres de Jordan non commutatives de division
line´aire de dimension 8. Nous donnons des exemples d’alge`bres re´elles de Jordan non
commutatives de division line´aire de dimension 8 qui ne peuvent pas s’obtenir par ce pre-
mier proce´de´ de ”duplication” et a` l’aide d’un second proce´de´, qui consiste a` faire une
de´formation approprie´e du produit de l’alge`bre des octonions de Cayley-Dickson, nous
de´terminons ces dernie`res et nous re´solvons le proble`me d’isomorphisme. Nous e´tudions
ensuite les alge`bres re´elles de Jordan non commutatives de division line´aire de dimen-
sion 8 qui posse`dent une de´rivation non triviale moyennant le proce´de´ de Cayley-Dickson
ge´ne´ralise´. Nous donnons e´galement des exemples d’alge`bres re´elles de Jordan non commu-
tatives de division line´aire de dimension 8 dont le groupe des automorphismes est trivial,
et caracte´risons celles dont le groupe des automorphismes est non trivial. Ceci met en
e´vidence l’immensite´ de cette sous-classe d’alge`bres.
Mots cle´s. Alge`bre norme´e, diviseur topologique line´aire de ze´ro, alge`bre non
associative (alternative, flexible, de Jordan non commutative, quadratique, cayleyenne),
quaternions, octonions, proce´de´ de Cayley-Dickson ”ge´ne´ralise´”, isotopie vectorielle, au-
tomorphismes, de´rivations.
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