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Abstract.
Sparse and limited angle tomography are common techniques used in computerized
tomography to understand the inner working of live and inanimate objects with a reduced
radiation dose. Unfortunately due to the lack of full data, these problems are often severely
ill-posed and need powerful regularization strategies to create good reconstructions. One
such tool is total variation, which creates good but patchy reconstructions. In this paper we
analyze the use of nonlocal total variation as a way to improve the reconstruction quality.
The analysis involves using both, simulated and real world data and comparing the TV
reconstructions with the NLTV ones. The results leas us to believe that NLTV is particularly
efficient and superior tool in sparse tomography, but further research is required to improve
TV’s limited-angle reconstructions.
Tiedekunta — Fakultet — Faculty Laitos — Institution — Department
Tekijä — Författare — Author
Työn nimi — Arbetets titel — Title
Oppiaine — Läroämne — Subject
Työn laji — Arbetets art — Level Aika — Datum — Month and year Sivumäärä — Sidoantal — Number of pages
Tiivistelmä — Referat — Abstract
Avainsanat — Nyckelord — Keywords
Säilytyspaikka — Förvaringsställe — Where deposited
Muita tietoja — Övriga uppgifter — Additional information
HELSINGIN YLIOPISTO — HELSINGFORS UNIVERSITET — UNIVERSITY OF HELSINKI
Contents
1 Introduction 1
2 Preliminary definitions 6
3 Total variation regularization 8
3.1 Total Variation functional . . . . . . . . . . . . . . . . . . . . 9
3.2 TV regularization . . . . . . . . . . . . . . . . . . . . . . . . . 11
4 Non-local Total Variation 13
4.1 Weight Function . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.2 Nonlocal Means . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.3 Nonlocal gradient and other operators . . . . . . . . . . . . . 14
4.4 Nonlocal total variation regularization . . . . . . . . . . . . . 16
5 Computerized tomography with incomplete data 18
5.1 Sparse angle tomography . . . . . . . . . . . . . . . . . . . . 18
5.2 Limited angle tomography . . . . . . . . . . . . . . . . . . . . 19
6 Materials and methods 23
6.1 Tomographic reconstruction . . . . . . . . . . . . . . . . . . . 23
6.2 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
6.3 Measuring quality of reconstruction . . . . . . . . . . . . . . . 26
7 Results from simulated and real data 27
7.1 Sparse-angle tomography using simulated data . . . . . . . . 28
7.2 Limited-angle tomography using simulated data . . . . . . . . 29
7.3 Sparse-angle tomography using real data . . . . . . . . . . . . 34
7.4 Limited-angle tomography with real data . . . . . . . . . . . 36
8 Discussion and conclusions 41
References 42
ii
1 Introduction
One of the more important steps in modern medicine has been taken in 1895,
when Wilhelm Röntgen discovered mysterious rays which were coming from
an electron discharge tube. After trying to block of the rays with a variety of
objects, he held up some lead which did succeed to block the radiation. The
flesh on his hand which was in the radiation’s path, though, was glowing on
the fluorescent screen behind him. When he placed photographic film in front
of the screen, he then captured the world’s first X-ray image (also known
as a radiograph). This discovery has since aided the treatment of countless
people as it helps identifying the problem without the need for intrusive
surgery. Unfortunately, many people who interacted with X-rays directly
experienced radiation burns and loss of hair [24], showing the dangers of
overexposure to radiation.
Figure 1: "Hand mit Ringen": Wilhelm C. Röntgen, 1895 [20]. First pub-
lished medical radiograph of Bertha Röntgen’s hand.
The CT1-scan machines that were first developed by Godfrey Hounsfield
and Allan McLeod Cormack create cross-sectional images of bodies using
X-rays and computers in record amount of time. The way they work is
by shooting narrow X-ray beams through the object from a multitude of
angles around it. Digital detectors are set up to collect the information
about attenuation of these rays. This information is then sent to a CT
computer and processed to create a coherent image or reconstruction of
a cross-section. Though the exposure time is reduced with technological
1Computerized Tomography
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advancement, it is common knowledge that X-rays can be dangerous for
health and even inanimate objects suffer damage from over-exposure to
radiation. For example, according to a current study by Tiia Grönholm et
al2, pine tree needles would dry up from the radiation before any conclusive
research could be conducted on them first.
In order to reduce the amount of radiation, one suggestion we shall explore
is reducing the number of projections to create either sparse-projection
reconstructions of the scanned object or limited-angle ones. Projections
represent the attenuation of x-rays as they pass through an object. They
consist of line integrals of the attenuations coefficient. Then the mathematical
problem involves reconstruction of a function f from the line integral of f .
A practical issue interferes with this reconstruction as only a finite number
of lines can be measured. With further reduction of projection angles,
recovering f becomes more challenging. This is a type of an ill-posed inverse
problem. Ill-posedness refers to the failure of the Hadamard’s well-posedness
conditions:
1. A solution exists;
2. The solution is unique;
3. The solution continuously depends on the data.
The discretized computational model of this inverse problem is a large
linear system:
Kf = m, (1)
where m is the measurement vector or projections, f is the solution we are
trying to find, i.e. the discretized approximation of the original object and
K is then the computational matrix or "geometry". If mi is a line integral of
f over a line Li, it can be approximated by
mi =
∫
Li
fds ≈
n∑
j=1
kijfj , (2)
2Personal communication, January 23rd 2017
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where kij is the length of Li travelled in the jth pixel. Incidentally, K = (kij)
in Equation 1 [15].
With inverse problems, especially in the incomplete data case, the solu-
tion’s accuracy is usually compromised. We may get several approximate
solutions instead of one perfect reconstruction. In order to get a satisfactory
and unique solution, the unwanted options can be removed with a good
regularization functional.
One such functional that has become popular at first is Tikhonov regu-
larization (see [22]). Tikhonov regularization makes use of L2-norm. If we
denote vector Tα(m) as
Tα(m) = argmin
z∈Rn
{ ||Kz −m||2 + α||z||2}, (3)
it will then work as a minimizer for the expression
||KTα(m)−m||2 + α||Tα(m)||2, (4)
where α is a regularization parameter( [15]). The use of argmin over min
in the above expression is meant to emphasize that we are looking for the
solution, i.e. for what z is the function minimized, versus what the minimum
of the function is.
Tikhonov regularization is popular for its ease of use and simplicity of
calculation. The problem is that it only provides us with smooth results. To
aid this, Rudin, Osher and Fatemi came up with an idea of using an L1-norm
instead of the L2 one(see [18]). Meaning that (4) is expressed as
||KAf−m||2 + α
n∑
j=1
|(Lf)j |, (5)
where L is a finite difference matrix. The non-continuity of this norm
allows for reconstruction of sharp edges to create clearer pictures. This
regularization strategy is called total variation, which we will refer to as TV
from now on.
Due to TV’s edge-preserving properties, sparse angle reconstructions, for
example, can turn out to be quite streaky and chunky with unnecessarily low
level of smoothness. That’s where non-local total variation comes into play.
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Have a look at Figure 2. The original image displayed on the left went through
MATLAB’s radon transform with 11 angles sparsely and evenly distributed
around the perimeter. The image in the middle shows TV reconstruction of
the transform. Considering the sparsity, the reconstruction is already quite
good but it seems to be further improved by non-local total variation in the
rightmost square.
Figure 2: Visual comparison or ground truth with TV and NLTV reconstruc-
tions.
So what is non-local total variation exactly? The idea of non-local
methods is a generalization of Yaroslavsky’s non-local means filter in [25]
meant for texture synthesis [7]. The basic idea is to improve on a pre-
reconstructed image by restoring unknown pixels using similar patches around
pixels. The way we do that is by comparing the average intensity values
and giving weights to the most similar patches. We will discuss how the
weight function works later in the paper. Note that the aforementioned pre-
reconstruction could be done using any number of reconstruction methods
but we concentrate on using TV, as it seems to provide best results.
This is seen in Figure 3 when we make a first attempt at creating a
limited-angle (only 100 angles) reconstruction. Structural similarity index for
the middle image that uses NLTV with TV as a pre-reconstruction method
is 0.40355 (index 1 being reserved for an identical image). Meanwhile SSIM
index for when Tikhonov is used is 0.011583. As one can see, the difference
is quite significant.
In the limited angle case we will also attempt to rotate the pre-processed
image by 90° before proceeding with the rest of the NLTV algorithm. We
4
Figure 3: Comparison or ground truth with NLTV using TV and NLTV
using Tikhonov reconstructions.
hope that this will help improve the NLTV algorithm for the limited angle
case.
5
2 Preliminary definitions
This section will contain an introduction to a few definitions that are assumed
to be preliminary knowledge for the paper. For further explanations of the
said definitions see [13] or any other book on functional analysis.
Definition 1. If Ω ⊂ Rn is open, then
Lp(Ω) =
{
[f ]
∣∣∣∣ f : Ω→C, ∫Ω |f |pdµ <∞
}
.
The [f ] represents the equivalence class of all measurable functions g
such that g = f almost everywhere. We can define an inner product for
space Lp, where p = 2.
〈f, g〉L2(Ω) =
∫
Ω
fgdµ, (6)
which is well-defined in equivalence classes.
We will now be needing the following few spaces. D(Rn) - the set of
smooth, compactly supported functions on Rn. S(Rn) - the Schwartz space
of rapidly decreasing functions (see [5] for more precise definitions).
Definition 2. Let f ∈ S(Rn). Then the Fourier transform of f is
Ff(ξ) = fˆ(ξ) = (2pi)−n/2
∫
Rn
e−ix·ξf(x)dx (7)
and its inverse is
F−1f(x) = (2pi)−n/2
∫
Rn
eix·ξf(ξ)dξ (8)
The Fourier transform has a lot of useful properties that come in handy.
For example
F(f ∗ g) = (Ff)(Fg), (9)
where the ∗ is the convolution operator which uses the factor 12pi . In R2 that
is
f ∗ g(x) = 12pi
∫
y∈R2
f(x− y)g(y)dy. (10)
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We will also be dealing gradients and divergences of some functions so let us
define those as well. We write the generalized definitions for n dimensions.
These definitions come directly from Rudin’s Principles of mathematical
analysis [19]
Definition 3. Let u ∈ C1(E) be a real function in R3, then its gradient is
a vector defined as follows:
∇u = (D1u,D2u,D3u), (11)
and is an example of vector field in E. Here, Di for i = 1, 2, 3 represents the
derivative of the function u with respect to the variable in the ith dimension.
Definition 4. Now let F be a vector field in E. Then the divergence
divF (r) is a real function defined as
divF (r) = ∇ · F = D1F1 +D2F2 +D3F3. (12)
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3 Total variation regularization
We will first introduce the total variation regularization method. An advan-
tage of total variation method, over some other L2 norm regularizations like
the Tikhonov one (see Chapter1), is that it promotes sharp edges rather
than continuous smoothness. With clearer, sharper edges it is easier to see
separate shapes and objects. This, in turn, makes the tomographic process
easier.
The promotion of sharper edges can be attributed to the use of L1 norm.
We can observe the difference using an example similar to the one presented
in [15]. While this example is only in 1D, it is simple enough to clearly
observe how behavior of L1 norm differs from that of L2 norm.
Let us take a function f defined as f(x) = x on the interval x ∈ [0, 2]
and function h defined on the same interval as
h(x) =
0, when x ∈ [0, 1]2, otherwise
Both f and g have the same values on the boundaries, i.e. f(0) = g(0) = 0
and f(2) = g(2) = 2. The only difference is that the function g has a point
of discontinuity at 1 where it makes the jump while f is completely smooth
(see 4).
Figure 4: Comparing differences of functions in their L1 and L2 norms.
Left: f . Right: g
We discretize both functions by letting n = 20 and x1 = 0, ..., xn = 2
be points at which the functions are defined: f = [f(x1), ..., f(x20)]T and
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g = [g(x1), ..., g(x20)]T . Additionally, let L be the discrete differentiation
matrix
L = 1∆x

−1 1 0 0 ... 0
0 −1 1 0 ... 0
... . . .
...
0 0 0 ... −1 1
 .
Then L matrix represents the gradient of the now discretized functions f
and g, when we let ∆x = x2 − x1 = 1/20. Now
||∇f ||1 = ||Lf ||1 = 20|f2 − f1|+ 20|f3 − f2|+ ...+ 20|f20 − f19| = 40.
Similarly,
||∇g||1 = 40.
Meanwhile the L2 norm is slightly more complicated to calculate, so to
simplify we take the whole norm to the second power. Thus
||∇f ||22 = ||Lf ||22 =
n−1∑
j=1
20|fj+1 − fj |2 = 84.2105,
and as for g:
||∇g||22 = 1600.
Note that for both functions L1 norm gave the exact same penalty while
with the L2 norms the discontinuous jump receives a significantly larger
penalty as compared to the smooth ascent.
3.1 Total Variation functional
Let Ω be an open and convex set in R2. A total variation functional TV (u),
(with u ∈ L1(Ω)) is defined as follows
TV (u) = sup
ϕ∈D(Ω)
∫
Ω
(−u divϕ)dx, (13)
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where D(Ω) is still the set of continuously differentiable test functions that
are compactly supported in Ω and with norm less than or equal to 1, i.e.
|ϕ(x)| ≤ 1 for all ϕ ∈ D and x ∈ Ω. If u has a weak gradient, then
TV (u) =
∫
Ω
|∇u|dx. (14)
The latter definition is the one we shall be mainly using.
But first we will also be needing the two following theorems.
Theorem 5. The TV functional is convex, satisfying the convexity condition.
For every u1, u2 ∈ L1(Ω) and a real t ∈ [0, 1],
TV (tu1 + (1− t)u2) ≤ tTV (u1) + (1− t)TV (u2). (15)
Proof. Let t ∈ [0, 1] and an arbitrary ϕ ∈ D.
∫
Ω
(−(tu1 + (1− t)u2) divϕ)dx
= t
∫
Ω
(−u1 divϕ)dx+ (1− t)
∫
Ω
(−u2 divϕ)dx
≤ tTV (u1) + (1− t)TV (u2).
If we take the supremum over ϕ ∈ D, we get that TV is indeed convex.
Note that the convexity in the above theorem is not strict. From [1],
we have that if a function u is piecewise constant on Ω, then TV (u) is just
the sum of the magnitudes of jumps u makes. Say we let u1 = χ[a,b] and
u2 = χ[c,d], where a, b, c and d are some real numbers of increasing order
between 0 and 1. Then
TV (u1) = TV (u2) = TV ((u1 + u2)/2) = 2.
So the equality in (15) holds and TV is not strictly convex. However, since
the functional is convex, convex optimization techniques can be considered
as ways to minimize it.
Theorem 6. TV (u) for u ∈ Lp is weakly lower semicontinuous with respect
to the Lp topology, where p ∈ [1,∞).
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Proof. Let un be a convergent sequence that converges to u in Lp. Then for
any ϕ ∈ D, divϕ is continuous in Ω and
∫
Ω
(−u divϕ)dx = lim
n→∞
∫
Ω
(−un divϕ)dx
= lim inf
n→∞
∫
Ω
(−un divϕ)dx ≤ lim inf
n→∞ TV (un)
Similarly to the previous proof, we take the supremum over ϕ ∈ D to get
TV (u) ≤ lim inf
n→∞ TV (un).
Both proofs can be found in [1].
3.2 TV regularization
First introduced by Rudin, Osher and Fatemi [18] in the ROF model for image
restoration, total variation regularization became quite popular. It calls for
the use of the total variation function covered in the previous subsection. In
other words, for a classical inverse problem
f = Ku+ ,
the optimal u is found with this:
u = argmin
u
{||f −Ku||22 + αTV (u)}. (16)
Let us show that there exists a minimizer for our problem (16).
Theorem 7. There exists a u ∈ L1(Ω) that is a minimizer of
RTV = α||f −Ku||22 + TV (u). (17)
Proof. Acar and Vogel (in [1]) showed that when we assume that linear and
compact K does not get rid of constant functions, such as in equation (18),
then RTV is coercive.
KχΩ(x) =
∫
Ω
K(x, y)χΩ(y)dy =
∫
Ω
K(x, y)dy 6= 0. (18)
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Now let un be a minimizing sequence for the TV regularization function
RTV .
RTV (un)→ inf
u∈L1(Ω)
RTV (u) = RTV,min.
As RTV is coercive, un are bound to be bounded. Thanks to relative
compactness, we can say that there exists a subsequence unj that converges
to a u ∈ L1(Ω). By lower semicontinuity of RTV ,
RTV (u) ≤ lim inf
u∈L1(Ω)
RTV (unj ) = RTV,min
Considering that ||f −Ku||22 is strictly convex, RTV becomes the sum of
convex and strictly convex functionals. Hence RTV in turn is strictly convex
and so the minimizer is unique.
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4 Non-local Total Variation
While total variation regularization was already a pretty big breakthrough
in the field of tomography ([3], [17], [12] to name a few) or, more generally,
inverse problems, there’s always room for improvement. For example the
edge preserving property tends to create straight line artifacts that seem to
unnecessarily split the sparse and limited-angle reconstructions. This can be
observed in Figure 2, for example.
Hence we present nonlocal total variation regularization which is based on
Buades, Coll and Morel’s Nonlocal Means (NL-means) denoising algorithm
(see [4]). The idea is to use similarity of pixels to restore an unknown pixel.
For this purpose, we employ the weight function.
4.1 Weight Function
Weight function will be used in non-local operators as a means to figure out
the similarity between elements - pixels, for example. Let w : Ω× Ω 7→ R+
be a measure between nodes s and t. We assume w to be symmetric,
w(s, t) = w(t, s), and positive, w ≥ 0.
If Ω ⊂ R2 is the set of nodes and and E = {(s, t) ∈ Ω×Ω : w(s, t) > 0} ⊂
Ω× Ω set of edges, then G = (Ω, E, w) can be a weighted undirected graph.
Note that while E is only a subset of Ω× Ω, it can actually be extended to
the whole set if we set the weight function’s value to be 0, whenever an edge
is missing.
4.2 Nonlocal Means
Now we will introduce the aforementioned NL-means patch-distance model.
We give an estimate to a node s by averaging out the neighborhood of a similar
node t. The similarity is actually found in the Gaussian neighborhoods of
the nodes, as node s is unknown in the beginning. This estimate is achieved
using the formula
NLvu(s) =
1
C(s)
∫
Ω
wv(s, t)u(t)dt, (19)
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where v : Ω 7→ R is the reference image and u is the image we are currently
working on. The weight function is defined as
wv(s, t) = exp
(−( ∫R2 Gβ(x)||v(s+ x)− v(t+ x)||2dx)
h2
)
. (20)
Here Gβ is the Gaussian kernel with standard deviation β which is used
in determining the similarity of two patches while h is the filtering parameter
corresponding to the noise level (see [26]).
The normalizing factor C(x), in turn, is just
C(s) =
∫
Ω
wv(s, t)dt.
The weight’s significance is then fully dependent on the neighbourhood
(or window [14]) of node t as compared to node s.
4.3 Nonlocal gradient and other operators
While the nonlocal operators are similar to their regular counterparts in
what they do, their definitions are usually quite different. We use the same
definitions as the ones used in [14].
Let Ω ⊂ R2, s, t ∈ Ω and w(s, t) all as before. If u is a real function
defined on Ω, then u(s) represents the value of point s in the full image.
Then we define the nonlocal gradient ∇wu : Ω 7→ Ω× Ω as
(∇wu)(s, t) := (u(t)− u(s))
√
w(s, t).
Note that a nonlocal derivative ∂t at s would be (u(s)− u(t))
√
w(s, t).
Meanwhile nonlocal divergence divwv(s, t) for a v ∈ Ω× Ω is
( divwv)(s) =
∫
Ω
(v(s, t)− v(t, s))
√
w(s, t)dt.
This definition comes from the following theorem and its proof [9].
Theorem 8. Using dot product, the nonlocal divergence divwv(s, t) can be
defined as the adjoint of the nonlocal gradient operator.
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Proof.
〈∇wu(s, t), v(s, t)〉 =
∫
Ω×Ω
∇wu(s, t)v(s, t)dsdt
=
∫
Ω×Ω
√
w(s, t)(u(t)− u(s))v(s, t)dsdt
(1)= 12
∫
Ω×Ω
√
w(s, t)(u(t)− u(s))v(x, y) +
√
w(t, s)(u(s)− u(t))v(t, s)dsdt
(2)= 12
∫
Ω×Ω
√
w(s, t)(u(t)(x(s, t)− v(t, s))− u(s)(v(s, t)− v(t, s)))dsdt
= 12
∫
Ω×Ω
√
w(s, t)(u(s)(v(t, s)− v(s, t))− u(s)(v(s, t)− v(t, s)))dsdt
= 12
∫
Ω
u(s)
∫
Ω
−
√
w(s, t)(v(t, s)− v(s, t))dtds
= 〈u(s),− divwv(s, t)〉.
In (1) we expanded the double integral using the formula∫
Ω×Ω
f(x, y)dxdy = 12
∫
Ω×Ω
f(x, y) + f(y, x)dxdy.
Meanwhile in (2) we used the symmetric property of w, i.e. w(x, y) =
w(y, x).
Using all of the above we can further define one more operator.
Theorem 9. The nonlocal Laplace operator ∆wu is defined for u and w as
above and
∆wu(s) =
1
2 divw(∇wu(x)) =
∫
Ω
(u(t)− u(s))w(s, t)dt.
Proof.
∆wu(s) =
1
2 divw(∇wu(s))
= 12 divw((u(t)− u(s))
√
w(s, t))
= 12
∫
Ω
((u(t)− u(s))
√
w(s, t)− ((us)− u(t))
√
w(t, s))
√
w(s, t)dt
=
∫
Ω
((u(t)− u(s))w(s, t)dt
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4.4 Nonlocal total variation regularization
Using the nonlocal operators from the previous section, we can now con-
struct the necessary regularization function, that is, nonlocal total variation
regularization functional.
NLTV (u) =
∫
Ω
|∇wu|(x)dx =
∫
Ω
√∫
Ω
(u(s)− u(t))2w(s, t)dtds. (21)
You may note that the definition is much like that for regular TV regu-
larization, other than the non-locality, hence NLTV rather than just TV .
Also we use the extended weight function here, i.e. only nodes that are next
to each other receive positive nonzero values as per section 4.1.
Theorem 10. The NLTV functional is convex.
Proof. Let t ∈ [0, 1] and real and u1, u2 real functions. Thus
NLTV (tu1 + (t− 1)u2) =
∫
Ω
|∇w(tu1 + (t− 1)u2)(x)dx
=
∫
Ω
|((tu1 + (t− 1)u2)(x)− (tu1 + (t− 1)u2)(y))w(x, y)|(x)dx
≤
∫
Ω
|t(u1(x)− u2(y)w(x, y)|(x) + |(t− 1)(u2(x)− u2(y))w(x, y)|(x)dx
= tNLTV (u1) + (t− 1)NLTV (u2)
We are now trying to minimize
ENLTV (u) = NLTV (u) + α||f −Ku||22. (22)
For such purposes, the gradient descent minimization algorithm works
well. This algorithm is straightforward to implement for functionals with
acquirable Euler-Lagrange equations. The idea is to find a minimum of
a function by first picking a starting point and then correcting it in the
negative gradient direction with every iteration. If the algorithm converges,
it has found the necessary minimum.
Let x ∈ Ω ⊂ R2, u some real valued function of Ω and E be a functional
from which we can get a Lagrange equation. Then
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E(u) =
∫
Ω
L(x, u,∇u)dx.
The minimizing direction ∇E is the left hand side of this Euler-Lagrange
equation:
∂L
∂u
− ∂
∂x
∂L
∂∇u = 0.
Now, if E is differentiable and convex, the gradient descent method
should find a global minimum. It does it by iterating
uk+1 = uk − dt∇E(uk),
with the initial u0 being a guess.
Thus, we calculate the Euler-Lagrange of the NLTV functional (21),
which gives us:
∇NLTV (u) = −
∫
Ω
(u(y)− u(x))w(x, y)
( 1
|∇wu(x)| ,
1
|∇wu(y)|
)
dy. (23)
This can also be presented as
∇NLTV (u) = −2 divw ∇wu|∇wu| .
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5 Computerized tomography with incomplete data
It is very important to study what happens when we work with incomplete
data in CT. Even simple, fairly straightforward algorithms like Filtered Back
Projection (FBP) can be used when a full data set is present. However, in
practical applications it is often the case that one either can not or should not
have access to full data. For example, when we want to reduce the amount
of radiation a patient gets or when it is impossible (with currently available
technology) to scan a single tooth from all angles without neighboring teeth
interfering with the image.
While all problems in CT may be ill-posed to a varying degree, incomplete
data problems are severely ill-posed much of the time [16]. In particular,
the uniqueness condition cannot apply to incomplete tomography case. Ill-
posedness conditions can be found in the Introduction, i.e. chapter 1. The
difficulty of finding a solution can be most clearly seen from Singular Value
Decomposition (SVD) of our computational matrix. If K is still the system
matrix, then the SVD of K is its decomposition into three parts, i.e.
K = UDV †.
Here, U and V areKK† andK†K respectively and D is a diagonal matrix
of non-zero, squared eigenvalues in descending order called singular values. If
the singular values are approaching 0, recovering f from the computational
model
Kf = m
becomes very numerically unstable. The less projections are known, the
worse it gets. Basically, if the condition number of K, i.e. the first singular
value divided by the last, blows up to infinity as the resolution of the image
increases - the problem is very ill-posed.
5.1 Sparse angle tomography
The idea behind sparse tomography is to take projections from around an
object but at some, potentially large, intervals. Visualization of sparse angle
18
tomography is presented in Figure 5. Seeing as how so much information is
Figure 5: Martti Kalke [11]. Demonstration of sparse angle tomography
with 6 projection angles.
missing, it is surprising sparse angle tomography works at all. Furthermore,
in a work by Smith, Solmon and Wagner (1977) [21] they discuss how an
object is determined by radiographs. One needs an infinite set of radiographs
to truly determine an object and a finite set does not provide any sufficient
information. The reason being that finite line integrals cannot determine a
unique target as the measurement operator’s nullspace is nontrivial.
Let us take a look at a case with a 64× 64 image. By using MATLAB’s
radon.m we can get 20 sparse, uniformly distributed around the circle, pro-
jection angles. After constructing a computational matrix K from this, we
can see from its singular values (whaFigure 6) how very ill-posed this sort of
problem is.
In spite of all of this, with good regularization strategy, such as NLTV,
we can create fairly good reconstructions as will be seen in the results section.
5.2 Limited angle tomography
In limited angle tomography, the projections are only taken from a subset of
a hemisphere. The data is incomplete if the angular range |θ| ≤ Φ, where
Φ < pi2 . Visualization of limited angle tomography is presented in Figure 7,
as one can see the known region forms a bowtie-like shape. According to
[16, 15, 21], as long as Φ > 0, one just needs to know the Fourier transform
of the attenuation coefficients in the bowtie region, which is compactly
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Figure 6: Computational matrix K and its singular values for a 2D 64 × 64
object and 20 sparse projection angles.
supported. Then the Fourier transform is an analytic function and as it is in
a set that contains an open disc, the whole plane can be found.
Figure 7: Martti Kalke [11]. Demonstration of limited angle tomography.
This is a consequence of the Fourier Slice Theorem presented below.
Theorem 11. Fourier Slice Theorem. Let (Rθf)(s) be the projection of f
20
in the direction θ, then the Fourier transform of Rθf is equal to the Fourier
transform of f on the straight line passing through the origin in direction θ.
So,
(Rθf )ˆ(ω) = fˆ(ωθ). (24)
Proof. [2]
When in a Cartesian system defined by the perpendicular unit vectors
θ and θ⊥, points x, at which f is defined, can be written in the form
x = sθ + tθ⊥. In other words,
(Rθf )ˆ(ω) =
∫ ∞
−∞
e−iωs(Rθf)(s)ds =
∫
R
e−iωs
( ∫
R
f(sθ + tθ⊥)dt
)
ds = fˆ(ωθ).
(25)
And as s = x · θ, (25) can be re-written as
(Rθf )ˆ(ω) =
∫
f(x) exp(−iωθ · x)dx = fˆ(ωθ) (26)
Unfortunately this is highly theoretical and is not stable enough to be
applicable in practice. As a matter of fact, the closer Φ approaches 0 from
pi/2 the more severely ill-posed the problem becomes [6]. And because so
much information is missing, limited-angle tomography is actually quite a
challenging inverse problem.
Have a look at an example computational matrix K and its singular
values in Figure 8. This particular example uses 70 projection angles, which
is much more than the sparse example used in the previous section, but the
condition number of the matrix is still clearly blowing up toward infinity and
so the problem is again ill-posed.
One of the challenges specific to the limited angle problem is the artifacts
that get created, a clear example in Figure 9. Usually with reconstruction
methods that try fix this issue, one experiences a trade-off between visibility
of necessary details and smoothing of the streak artifacts (see [8]). However,
we hope that NLTV provide the necessary middle ground to avoid this
unfortunate trade-off.
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Figure 8: Computational matrix K and its singular values for a 2D 64 × 64
object and 70 sparse projection angles.
Figure 9: Example of artifacts created when using FBP for limited projections
angles reconstruction.
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6 Materials and methods
There are four different categories of data we consider in creating tomographic
reconstructions. First two categories relate to simulated data. The first of
the two is the sparse-angle reconstruction. Here the purpose is to create a
reconstruction using a very limited number of angles but throughout the
whole perimeter of the object. This option is useful whenever we have access
to the whole surrounding are of the object. However, there are times when
an object can only be scanned from certain angles. This is where we use
limited-angle tomography. In limited angle tomography, we might use more
angles than with sparse-angle tomography, but they will be restricted to a
region. The second two categories are the same sparse and limited angle
tomography, but with real data.
6.1 Tomographic reconstruction
When working with simulated data, we employ MATLAB’s radon function
to create a sinogram of our simulated object which we then attempt to
reconstruct. The radon function is programmed to mimic a parallel beam
geometry (see Fig. 10).
Figure 10: Yifei Lou et al [14]. Two dimensional radon transform using
parrallel beam geometry.
In Figure 10, p(r, θ) is the projection line which collects the total atten-
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uation of X-ray beams. This projection can be calculated using the radon
formula:
R(u) : p(r, θ) =
∫ ∫
R
u(x, y)δ(x cos(θ) + y sin(θ)− r)dxdy, (27)
where δ is the Dirac-delta function, r ∈ R is the perpendicular distance from
the line to the origin and θ ∈ [0, pi) is the angle between the perpendicular
vector and the x-axis.
Figure 11: Yi Zhang et al [26]. Demonstration of the fanbeam geometry.
On the other hand, the sinogram for the real data has been achieved
using fanbeam geometry as shown in Figure 11 using the X-ray device
located in the Industrial Mathematics CT laboratory of the University of
Helsinki. The ASTRA toolbox [10] has then been used to create the necessary
computational matrices.
In the previous section of this paper, the regularization methods have
been mainly presented as continuous models. Starting this section, the
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models will need to be discretized into pixel grids. In other words, u : Ω→R
gets discretized into an n× n matrix u.
MATLAB scripts for the nonlocal total variation regularization used to
calculate all the results were closely based on the code and algorithm by [14].
The principle they use to create a nonlocal total variation reconstruction
requires a preprocessing of the data. The reason for that is because the
weight function w(s, t) compares similarity between pixels s and t and it can’t
do so if the s and t are not even in the same domain. Hence it is necessary to
first convert the sinogram into some image that can be used for calculating
the weights. The proposed methods are either filtered back projection or
Tikhonov regularization but we will take a look at preprocessing using TV
regularization, as discussed in the introduction of this paper.
For both real and simulated data, we use MATLAB codes adapted from
the Mueller and Siltanen book’s webpage [15] to calculate the preprocessed
image that uses total variation regularization. The Barzilai and Borwain
gradient method approach is used for optimization.
Instead of using individual pixels, we computed weights for small patches
of 3 × 3 pixels. Furthermore, to reduce computational strain and time,
the neighborhoods/windows that were compared did not extend to the full
images but rather to smaller sets of e.g. 21 × 21 pixels. We compare how
adjusting window sizes improves the reconstructions. We will discuss this
further when taking a closer look at the data.
It is important to note that while both sparse and limited angle recon-
structions were made following the same basic algorithm as that of [14]’s,
there is an adjustment for the latter case. When dealing with limited angle
reconstruction, we have also attempted to rotate the comparison image by 90
degrees. The idea is to provide the algorithm with more data concerning how
to reconstruct the unknown patch when no information about it is available
otherwise. The full algorithm is described in the next subsection.
6.2 Algorithm
The following algorithm presents the general outline of computing the non-
local total variation regularization based tomographic reconstruction.
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Algorithm 1 Nonlocal total variation for tomographic reconstruction
Input: Measurement f , Model K
preprocessing: Compute u0 from the measurement f using Total varia-
tion regularization.
Output: Final solution uk
minimize: ENLTV (u) = NLTV (u) + α||f −Ku||22 i.e. equation (22).
Compute weight function from u0 and then use the same u0 as the initial
iteration guess. In the limited-angle case, rotate u0 by 90° before using it
as an initial guess3.
while (k < iterations) and (||uk+1 − uk|| > ) do
uk+1 = uk − dt∇NLTV (uk)
k = k + 1
end while
.
6.3 Measuring quality of reconstruction
In order to determine how good the results were, we apply three methods of
comparing the reconstruction to the original, in addition to visual inspection.
The methods are: structural similarity (SSIM) index , sup-norm difference
and the square norm difference. SSIM index is calculated based on the code
written by Zhou Wang in 2003 [23]. The comparisons get assigned a value
between 0 and 1 and the closer to 1 the value is, the more similar the images.
While the SSIM index is thought to be quite close to how our eyes interpret
similarities between images, it still has ways to go. Hence for further accuracy,
two other methods have been chosen. Both, the sup-norm (L1-norm) and
the square-norm (L2-norm) similarity indices have been calculated by first
getting the errors between the original and the reconstruction. The next step
is simply to subtract the error from 1 and we get a number that hopefully is
in the same ballpark as the SSIM index. Visual aid will also be provided as
means to further investigate similarities and differences between the original
image and the TV + NLTV reconstruction.
3In addition to using the original u0 as an initial guess
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7 Results from simulated and real data
In this section we will discuss the chosen parameters and the produced
results. Note that for all of the following subsections, algorithm from the
above section 6.2 was used.
The simulated image was created by overlapping 10 discs of varying radii
in a square. None of the discs are appearing close to the border of the square
to imitate compact support. The discs’ random appearance is simulated
with MATLAB’s own uniform random number generator. For consistent
comparison of results, the same seed (=1) in MATLAB’s rng(seed) function
was used, although any number of them provides interesting looking images
(see Figure 12).
Figure 12: 256× 256 simulated images created using various seeds. Only
the rng(1) will be used.
Meanwhile, as mentioned previously, the real data has been acquired
thanks to the X-ray device located in the Industrial Mathematics CT lab-
oratory of the University of Helsinki. The object in question was a 2 × 2
Rubik’s cube which has been scanned from 360 angles, with 1°difference. To
simplify this 3D object into a 2D problem, only the middle row of each pro-
jection image was chosen. Figure 13, contains the image of a high resolution
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reconstruction which will be used as ground truth in out calculations.
Figure 13: A high-resolution reconstruction using Filtered Back Projection
of a plane of a 2× 2 Rubik’s cube.
7.1 Sparse-angle tomography using simulated data
The example result in Figure 2 involved using only 10 uniformly distributed,
sparse angles and reconstructing the 256× 256 images based on them. For
this section, we increased the number of these angles to 20, to see how
much better the results would get. These results are summarized in Table 2.
Meanwhile, in Table 1 the results for the preprocessed image that used TV
regularization are presented.
SSIM L1 L2
0.60285 0.57958 0.88925
Table 1: Results of the algorithms discussed in section 6.3. Here, the
algorithms compare the original image with its TV reconstruction. The
values are between 0 and 1, with 1 implying identity. So the closer the value
is to 1, the more similar the algorithm interprets the two images to be.
One thing to note in Table 2 is that the size of patches has consistently
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Window size SSIM L1 L2 Comp. time
11× 11 0.64939 0.58159 0.89912 ≈ 10 sec
21× 21 0.60004 0.58290 0.90089 ≈ 40 sec
41× 41 0.59052 0.58272 0.90203 ≈ 6 min
Table 2: Results of the algorithms discussed in section 6.3. Here, the
algorithms compare the original image with its NLTV reconstruction. The
values are between 0 and 1, with 1 implying identity. So the closer the value
is to 1, the more similar the algorithm interprets the two images to be.
been chosen to be 3×3 and only the window/neighbourhood of the patch has
been adjusted. The results mainly vary depending on the chosen smoothing/
filtering parameter h from weight function (20). Finally, notice that the
best reconstruction results have been highlighted in bold numbers. These
highlighted values are all greater than their respective TV-reconstruction
counterparts but not by much. Visually, however, we can see that there’s
definite improvement in the reconstruction after applying the NLTV algorithm
from section 6.2 ( see Figure 14), although increasing the window size does
not seem to provide significant improvement.
Just out of interest, we increased the number of sparse, uniformly dis-
tributed angles to 40, to see if the reconstruction becomes smoother still
and whether we can see smaller details. Indeed in addition to the overall
improvement of the reconstruction, there is definitely some improvement in
the details, as seen in Figure 15. In other words, it seems that the NLTV
reconstruction improves with a better pre-processed image.
7.2 Limited-angle tomography using simulated data
With limited tomography, there is one more step than before to get the
reconstruction. As one might recall from the algorithm in section 6.2, after
having constructed a pre-processed image, i.e. the TV reconstruction, we
then rotate the image by 90 degrees to see whether it brings better results.
In Figure 16, you can see a side by side comparison of regular NLTV and the
one with rotation. Note that although rotated NLTV provides quite smooth
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Figure 14: A 256× 256 image and its reconstruction using 20 sparse angles.
results, the regular NLTV provides results that are closer to the original
image and without the additional background smudges.
Let us now compare the reconstructions as before using different window
sizes. Intuitively, in the limited angle case, there should be some difference
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Figure 15: Reconstruction of a 256× 256 image using 40 sparse angles.
Figure 16: Comparison of regular NLTV with the NLTV that uses the 90
degrees rotation in limited angle tomography (120 angles are used).
due to window sizes as the unknown areas are larger in size. Here, the same
as in the figure 16, 120 angles were used.
31
Window size SSIM L1 L2 Comp. time
11× 11 0.59744 0.56835 0.85125 ≈ 10 sec
21× 21 0.54431 0.56139 0.85166 ≈ 20 sec
41× 41 0.43150 0.56195 0.85098 ≈ 3 min
Table 3: Results of the algorithms discussed in section 6.3. Here, the
algorithms compare the original image with its NLTV reconstruction. The
values are between 0 and 1, with 1 implying identity. So the closer the value
is to 1, the more similar the algorithm interprets the two images to be.
From Table 3 it seems that actually making the search window too large
makes the reconstruction worse. Perhaps it is due to the fact that large
parts of searched windows are unknown, just like the patch that’s being
reconstructed. If we compare the values in Table 3 to the values produced
by the pre-calculated TV reconstruction in Table 4 it really seems that the
larger the windows, the worse the reconstruction. However, if we actually
take a look at the reconstructions in Figure 17, we see that the large window
sizes actually produce really nice and smooth results.
SSIM L1 L2
0.54654 0.56326 0.84459
Table 4: Results of the algorithms discussed in section 6.3. Here, the
algorithms compare the original image with its TV reconstruction. The
values are between 0 and 1, with 1 implying identity. So the closer the value
is to 1, the more similar the algorithm interprets the two images to be..
While it is understandable that increased smoothing is not always a good
idea in tomography, one must be particularly careful with limited angle
tomography, as the known data can be quite scarce. For example, if we keep
the smoothing parameters as before but reduce the projections angles to 90
(see Figure 18), we seem to lose more information than we gain. On the
other hand, if we have a priori information about the measured object being
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Figure 17: A 256× 256 image and its limited-angle reconstructions using 120
angles.
very constant, NLTV can be of great help.
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Figure 18: A 256× 256 image and its limited angle reconstructions using 90
projection angles.
7.3 Sparse-angle tomography using real data
It is a well-known phenomenon that working with real-world data is much
different compared to working with computer simulated data, yet some of
the issues came as a bit of a surprise anyway. For one, as one may have
noticed in the ground truth reconstruction in Figure 13, there is quite a bit
of noise even with the high-resolution ground truth and we worked with
the lower-resolution to save processing time. Thus, armed with a-priori
information about the solid-ness of our mainly plastic object, we flattened
the ground truth. This was done via first normalizing the image and then
giving the program an epsilon of sorts, such that the values below would all
be set to 0.
After completing the above procedure or processing the ground truth, we
attempted to use the exact same code as that which was used for simulated
data. This has brought forth quite strange results even though we used quite
many (60) angles for the reconstruction, see Figure 19. It appears that there
is too much "smoothing" happening, hence the need for adjusting parameters,
in particular h from (20) and α from (22).
To rectify this issue, we have run the code over a wide range of hs and αs
to find the best reconstructions. Then we again used different window sizes
and compared those values (Table 5) to the values from the TV reconstruction
(Table 6). And as before, the best values from Table 5 were better than
those from Table 6 but what is surprising is how much worse the resulting
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Figure 19: A bad NLTV reconstruction of a rubik’s cube using 60 sparse
angles.
values are using larger windows. To the eye, however, the reconstructions
are not that different, although the use of smallest window does seems to
give the best result anyway (see Figure 21). With that in mind, we have
also created a reconstruction using only 20 sparse angles to see how low a
number of angles we could choose. While the reconstruction is quite bad,
the quality seems to really improve when using NLTV. Although with the
overall image quality improving, some details have been lost. For example,
square-shaped details inside the small disks at the bottom are no longer
differentiable, which is definitely not ideal.
Figure 20: A slice of a Rubik’s cube representing its cross-section and its
sparse reconstruction using 20 angles.
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Window size SSIM L1 L2 Comp. time
11× 11 0.73738 0.4846 0.71656 ≈ 10 sec
21× 21 0.55721 0.46406 0.69038 ≈ 50 sec
41× 41 0.51134 0.45993 0.66281 ≈ 2 min
Table 5: Results of the algorithms discussed in section 6.3. Here, the
algorithms compare the original image with its NLTV reconstruction. The
values are between 0 and 1, with 1 implying identity. So the closer the value
is to 1, the more similar the algorithm interprets the two images to be.
SSIM L1 L2
0.70606 0.46188 0.63895
Table 6: Results of the algorithms discussed in section 6.3. Here, the
algorithms compare the original image with its TV reconstruction. The
values are between 0 and 1, with 1 implying identity. So the closer the value
is to 1, the more similar the algorithm interprets the two images to be.
7.4 Limited-angle tomography with real data
Starting with a similar procedure as in the previous section, we have adjusted
the parameters and added in the 90° rotational stage as described in the
algorithm of section 6.2. Unfortunately, the 90° rotation did not produce
particularly useful results. As a matter of fact, the reconstruction seems to be
worse although it may be due to the fact that the object is not fully centered.
In addition it seems to create unnecessary artifacts in the background of the
object as well.
On the other hand, if we do not have the 90° rotation step, the reconstruc-
tion does get some improvements (see Figure 23). Note that both figures, 22
and 23, were done using the 11× 11 windows. Let us attempt to improve on
Figure 23 by increasing the window sizes.
As you can see from Table 6, 21× 21 window values are the best values
according to all algorithms. However if we compare the reconstructions
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Figure 21: A Rubik’s slice and its sparse reconstruction using 60 angles.
visually (Figure 25), we can tell that there are some parts that have been
reconstructed better with the smaller window and some parts with a bigger
one. In particular, smaller details are kept when using smaller window size
and get lost with a bigger window size. Meanwhile the overall shape improves
with a larger window. Hence the window size should be chosen based on
37
Figure 22: Limited (120) angle tomographic reconstruction of a Rubik’s cube
slice, with the 90 degrees rotation.
what is a bigger priority in the reconstruction, taking into account how much
time each reconstruction might take.
Figure 23: Limited (120) angle tomographic reconstruction of a Rubik’s cube
slice, without the 90 degrees rotation.
Now, similarly to what we have done in the previous section, let us have
a look at how the reduction of projection angles affects the reconstruction.
Instead of using 120 projection angles, we now took only 70 and the result
can be seen in Figure 24. As before, there is a slight improvement in the
overall quality of the reconstruction with NLTV. However, with so much
data missing it is not surprising that there are details that are hard to make
out.
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Window size SSIM L1 L2 Comp. time
11× 11 0.55450 0.37743 0.59699 ≈ 10 sec
21× 21 0.6771 0.42401 0.61619 ≈ 3 min
41× 41 0.51498 0.34643 0.58634 ≈ 12 min
TV 0.65164 0.3226 0.56353 N/A
Table 7: Results of the algorithms discussed in section 6.3. Here, the
algorithms compare the original image with its TV and NLTV reconstructions.
The values are between 0 and 1, with 1 implying identity. So the closer the
value is to 1, the more similar the algorithm interprets the two images to be.
Figure 24: Limited (70) angle tomographic reconstruction of a Rubik’s cube
slice.
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Figure 25: Limited (120) angle tomographic reconstruction of a Rubik’s cube
slice.
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8 Discussion and conclusions
The use of computerized tomography plays an important role in research
and engineering alike. Reduction of radiation dose can only help make
the procedure safer and faster. In this work we have discussed the more
efficient and simplest form of such reductions, i.e. sparse and limited angle
tomography. In particular, how the reconstructions using these methods can
be improved.
Total variation is a powerful tool used in tomographic reconstruction due
to its ability to reconstruct sharp edges. However, the reconstructions often
have a blotchy appearance which is why we consider the use of non local
total variation.
The experiments lead to the conclusion that particularly in sparse to-
mography, non-local total variation gives significantly better results. In the
case of limited angle tomography, we have attempted to adjust the algorithm
by rotating the pre-processed image 90° to see if it would improve on the
algorithm’s non-local search. Unfortunately this does not seem to show any
significant improvements. Future research can consider developing this idea
by rotating the patches’ neighborhoods/windows, rather than the full image
or working with very symmetric, well-centered objects.
The overall image quality has a tendency to improve with the use of larger
neighborhoods for the non-local search. However, with limited angle data,
smaller details get lost in the process with larger windows. Hence one has to
be aware as to what is a priority in the reconstruction. Alternatively one
could attempt to use different window sizes in an iterative process. An NLTV
reconstruction with smaller window sizes could be used as the preprocessed
image at first and then the NLTV reconstruction of that could be used to
compute a new NLTV reconstruction etc.
One concern is that, compared to its local counterpart, nonlocal total
variation takes up a lot more processing time and power. Especially if an
iterative process is considered. Future work on this topic should attempt to
improve on the computational time by optimizing the used algorithms.
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