Markov decision processes (MDPs) are a natural framework for solving multiagent planning problems since they can model stochastic system dynamics and interdependencies between agents. In these approaches, accurate modeling of the system in question is important, since mismodeling may lead to severely degraded performance (i.e. loss of vehicles). Furthermore, in many problems of interest, it may be difficult or impossible to obtain an accurate model before the system begins operating; rather, the model must be estimated online. Therefore, an adaptation mechanism that can estimate the system model and adjust the system control policy online can improve performance over a static (off-line) approach. This paper presents an MDP formulation of a multi-agent persistent surveillance problem and shows, in simulation, the importance of accurate modeling of the system. An adaptation mechanism, consisting of a Bayesian model estimator and a continuouslyrunning MDP solver, is then discussed. Finally, we present hardware flight results from the MIT RAVEN testbed that clearly demonstrate the performance benefits of this adaptive approach in the persistent surveillance problem.
I. Introduction
Markov Decision Processes (MDPs) are a powerful approach for addressing multi-agent control and planning problems, especially those in which the health state of the agents may be subject to stochastic dynamics (i.e. failures). In [1] , the authors motivated the use of dynamic programming in these types of problems and applied an MDP approach to a persistent surveillance problem using multiple UAVs. This MDP formulation relied on a precise estimate of the system model (i.e. state transition probabilities) in order to guarantee optimal behavior. However, when solving the MDP offline, poor knowledge of the model can result in suboptimal performance when the control policy is implemented on the real system. The general problem of parametric uncertainty in MDPs has been investigated in Refs. [2, 3] , which showed that robust MDP problems can be solved by developing robust counterparts to Value Iteration and Policy Iteration. Ref. [3] also showed that robust MDPs could be solved if scenarios (or samples from a prior on the model) were available as a description for the parametric uncertainty. Sampling based solutions to POMDPs with parametric uncertainty have been proposed in Ref. [4] . We have recently extended samplingbased robust MDPs by proposing a new method that requires far fewer total samples to achieve a robust solution 5 . A further issue is that that, throughout the course of actual UAV missions, it is likely that the parameters of the MDP will be both uncertain and time-varying. If the parameters are time-varying, common solution methods such as those used in model-based adaptation 6, 7 can be used in updating the model.
The focus of this paper is on implementation of an MDP control policy under time-varying models for the persistent surveillance problem on the MIT RAVEN flight testbed 8 . The implementation on real hardware makes the issue of uncertainty in the system model paramount, and the goal is to investigate an online, adaptive mechanism to compute a dynamic control policy that achieves close to optimal performance despite this uncertainty. In order to accomplish this goal, there are a number of challenges that must be overcome. First, it may not be possible to obtain a fully accurate model before the system begins operating. This could be the case, for example, when a new UAV is flown for the first time. In this situation, relevant parameters of the model, such as fuel consumption rates, may not be known precisely until observations of the UAV in flight can be obtained and analyzed. Second, the model itself may change as the system operates. In the UAV example, if the vehicle sustains damage during flight, the fuel consumption may suddenly increase as the vehicle struggles to stay aloft. Third, the requirement of controlling the system in real-time places constraints on how quickly an updated policy must be computed and implemented. These constraints are particularly important in the case of changing system models. For example, if a UAV is unexpectedly damaged, it may crash unless a new policy which is aware of the damaged UAV can be implemented quickly.
Since the overall system may exhibit model changes in real-time, adaptation is a necessary requirement for real-life UAV missions. Our adaptive MDP approach is similar in spirit to ideas from adaptive control 9, 10 , in that the system model is continuously estimated, and an updated policy (i.e., the control law) is computed at every time step. However, unlike adaptive control, the system in question that must be controlled is modeled by a general, stochastic MDP. An alternative approach to dealing with model uncertainty in this context would be an offline, minimax strategy, where the "worst case" model is assumed and the corresponding control policy implemented 11 . However, this approach can lead to overly conservative policies that do not achieve sufficient levels of performance if the true system model is significantly different than worst case. The flight results presented in this paper demonstrate that the adaptive MDP architecture can achieve significant performance benefits over offline, minimax-like strategies. In addition, the adaptive architecture is shown to be effective for dealing with changing system models such as vehicle degradation or damage. To the best of our knowledge, the flight results are the first to demonstrate simultaneous model estimation and MDP re-solving as an adaptive control mechanism on a real flight testbed.
Two factors influence the responsiveness (i.e. the speed with which an updated policy will begin to execute in response to a change in the system model) of the adaptive MDP architecture. First, the time needed to recompute the optimal policy, given a new model estimate, is clearly a factor in how soon the system will respond to the new model. In this paper, we suggest an approach that utilizes previous cost-to-go solutions in a "bootstrapping" fashion to reduce the time needed to recompute the policy. Second, the rate of convergence of the model estimator also influences the responsiveness, since if a change in the model takes a long time to be detected, then the execution of the optimal policy will be delayed. Unfortunately, classical estimators 6, 7, 12 , can be slow to respond to such changes. To avoid this slow response, we show the benefits of using a modified (discounted mean-variance) formulation to speed up the response of the estimator, and in turn improve the response time of the optimal policy 13 . This paper is organized as follows. Section II provides an overview of the persistent surveillance problem formulation. Section III describes the basic solution methodology and characteristics of the optimal policy. Section IV describes the adaptive architecture, including details of the model estimator and MDP solver. Section V presents the flight results. Finally, Section VI provides concluding remarks and directions for future work.
II. Problem Statement
This section provides an overview of the persistent surveillance problem formulation first proposed in [1] . In the persistent surveillance problem, there is a group of n UAVs equipped with cameras or other types of sensors. The UAVs are initially located at a base location, which is separated by some (possibly large) distance from the surveillance location. The objective of the problem is to maintain a specified number r of requested UAVs over the surveillance location at all times. Figure 1 shows the layout of the mission, where the base location is denoted by Y b , the surveillance location is denoted by Y s , and a discretized set of intermediate locations are denoted by {Y 0 , . . . , Y s − 1}. Vehicles, shown as triangles, can move between adjacent locations at a rate of one unit per time step. The UAV vehicle dynamics provide a number of interesting health management aspects to the problem. In particular, management of fuel is an important concern in extended-duration missions such as the persistent surveillance problem. The UAVs have a specified maximum fuel capacity F max , and we assume that the rateḞ burn at which they burn fuel may vary randomly during the mission due to aggressive maneuvering that may be required for short time periods, engine wear and tear, adverse environmental conditions, damage sustained during flight, etc. Thus, the total flight time each vehicle achieves on a given flight is a random variable, and this uncertainty must be accounted for in the problem. If a vehicle runs out of fuel while in flight, it crashes and is lost. The vehicles can refuel (at a rateḞ ref uel ) by returning to the base location.
II.A. MDP Formulation
Given the qualitative description of the persistent surveillance problem, an MDP can now be formulated. The MDP is specified by (S, A, P, g), where S is the state space, A is the action space, P xy (u) gives the transition probability from state x to state y under action u, and g(x, u) gives the cost of taking action u in state x. Future costs are discounted by a factor 0 < α < 1. A policy of the MDP is denoted by µ : S → A. Given the MDP specification, the problem is to minimize the so-called cost-to-go function J µ over the set of admissible policies Π:
The state of each UAV is given by two scalar variables describing the vehicle's flight status and fuel remaining. The flight status y i describes the UAV location,
where Y b is the base location, Y s is the surveillance location, {Y 0 , Y 1 , . . . , Y s−1 } are transition states between the base and surveillance locations (capturing the fact that it takes finite time to fly between the two locations), and Y c is a special state denoting that the vehicle has crashed. Similarly, the fuel state f i is described by a discrete set of possible fuel quantities,
where ∆f is an appropriate discrete fuel quantity. The total system state vector x is thus given by the states y i and f i for each UAV, along with r, the number of requested vehicles:
The controls u i available for the i th UAV depend on the UAV's current flight status y i .
• If y i ∈ {Y 0 , . . . , Y s − 1}, then the vehicle is in the transition area and may either move away from base or toward base: u i ∈ {" + ", " − "}
• If y i = Y c , then the vehicle has crashed and no action for that vehicle can be taken:
, then the vehicle is at base and may either take off or remain at base: u i ∈ {"take off","remain at base"}
• If y i = Y s , then the vehicle is at the surveillance location and may loiter there or move toward base: u i ∈ {"loiter"," − "}
The full control vector u is thus given by the controls for each UAV:
The state transition model P captures the qualitative description of the dynamics given at the start of this section. The model can be partitioned into dynamics for each individual UAV. The dynamics for the flight status y i are described by the following rules:
• If y i ∈ {Y 0 , . . . , Y s − 1}, then the UAV moves one unit away from or toward base as specified by the action u i ∈ {" + ", " − "}.
• If y i = Y c , then the vehicle has crashed and remains in the crashed state forever afterward.
• If y i = Y b , then the UAV remains at the base location if the action "remain at base" is selected. If the action "take off" is selected, it moves to state Y 0 .
• If y i = Y s , then if the action "loiter" is selected, the UAV remains at the surveillance location. Otherwise, if the action "−" is selected, it moves one unit toward base.
• If at any time the UAV's fuel level f i reaches zero, the UAV transitions to the crashed state
The dynamics for the fuel state f i are described by the following rules:
• If y i = Y b , then f i increases at the rateḞ ref uel (the vehicle refuels).
• If y i = Y c , then the fuel state remains the same (the vehicle is crashed).
• Otherwise, the vehicle is in a flying state and burns fuel at a stochastically modeled rate: f i decreases byḞ burn with probability p nom and decreases by 2Ḟ burn with probability (1 − p nom ).
II.A.4. Cost Function g
The cost function g(x, u) penalizes three undesirable outcomes in the persistent surveillance mission. First, any gaps in surveillance coverage (i.e. times when fewer vehicles are on station in the surveillance area than were requested) are penalized with a high cost. Second, a small cost is associated with each unit of fuel used. This cost is meant to prevent the system from simply launching every UAV on hand; this approach would certainly result in good surveillance coverage but is undesirable from an efficiency standpoint. Finally, a high cost is associated with any vehicle crashes. The cost function can be expressed as
where:
• n s (x): number of UAVs in surveillance area in state x,
• n crashed (x): number of crashed UAVs in state x,
• n f (x): total number of fuel units burned in state x, and C loc , C crash , and C f are the relative costs of loss of coverage events, crashes, and fuel usage, respectively.
III. Solving the MDP
The persistent surveillance problem as formulated above can be solved in order to examine the behavior of the system under the optimal policy. In the simulated and actual flight experiments conducted to date, we have explored two-and three-vehicle problems. These problems provide good insight into the optimal policy and are large enough for practical experimentation while being small enough to compute the solutions exactly. In this work, value iteration was used as the exact solution algorithm. Value iteration was selected over other exact solution methods such as policy iteration and the linear programming (LP) approach because these latter methods require inversion of large matrices (in the case of policy iteration) and solving a linear program with a very large number of constraints (in the case of the LP approach). The progression of the value iteration algorithm can be measured by the Bellman error
where T is the dynamic programming operator 14 and J k is the cost function after the k th iteration. A typical plot of the (log of) the Bellman error versus iteration number is shown in Figure 2 . The plot shows a steady decrease in the Bellman error as value iteration progresses, and the optimal policy is found after 35 iterations. The optimal policy was then simulated on the system; results are shown in Figure 3 for the case of two requested UAVs (r = 2). The figure shows the flight status y i for each of the UAVs in the lower graph and the fuel state f i for each UAV in the top graph. The figure illustrates a number of desirable behaviors. First, note that the system commands two UAVs to take off at time t = 0 and fly immediately to the surveillance area to establish initial coverage. If the system were to leave these two UAVs in the surveillance area until both were close to the minimum fuel level needed to return to base, they would both have to leave at the same time, resulting in a coverage gap. However, because the system anticipates this problem, it instead recalls the red UAV to base well before it has reached the minimum fuel level. In addition, it launches the black UAV at the right moment so that the black UAV arrives at the surveillance location precisely when the red UAV is commanded to return to base, resulting in continuous coverage throughout the vehicle swap. This initial command sequence allows the system to set up a regular pattern of vehicle swaps which results in the greatest possible coverage. Another desirable feature of the solution is that the system tries to arrange for the UAVs to return to base with a small reserve quantity of fuel remaining. This behavior is a proactive hedge against the uncertainty in the fuel burn dynamics, reducing the probability that the vehicle will run out of fuel before reaching base due to one or more higher-than-average fuel burn events.
A well known drawback of the MDP approach is the "curse of dimensionality," which states that the number of states that must be included in the calculation of the solution increases exponentially quickly as the size of the problem increases. To illustrate this point, on a 2GHz Pentium 4 computer, the solution to a typical two-vehicle problem takes around 10 minutes to compute using value iteration (or approximately 15 seconds per value iteration), and the three-vehicle problem takes approximately 36 hours. To solve larger problems, approximation methods are needed.
Work is currently underway to investigate new approximate dynamic programming techniques to reduce the time needed to solve this and other multi-agent problems 15 . These techniques may allow approximate solutions to larger problems to be calculated much more quickly than finding an exact solution. Nevertheless, once a solution (either exact or approximate) is calculated, the resulting controller can be easily implemented in real-time. The next section discusses how the policy can be adapted in real-time to account for changes in the MDP model parameters.
IV. Motivation for Adaptation
In this paper, we are concerned with model-based MDP approaches where the system dynamics exhibit parametric uncertainty. That is, the dynamics are governed by a set of parameters Ω which may not be well-known before the system begins operation. In this section, the optimal cost-to-go function and policy of the MDP shall be denoted by J Ω and µ Ω , respectively, to emphasize their dependence on the parameter values. A concrete example of parametric uncertainty is in the case of the testing and implementation of a completely new system, where system identification may be needed to quantify the values of the parameters. Another example is one where the parameters may be evolving over time, and need to be estimated on-line. For this paper, our primary parameter of interest is the nominal fuel flow transition probability p nom . This parameter may be uncertain because we do not fully know the characteristics of the UAVs, or it may change during the course of the mission as the vehicles are damaged in flight, for example. Note that our adaptation scheme is not limited to a single parameter, and if more transition probabilities were uncertain in our problem, these could be easily accommodated by our estimator.
The optimal policy and other characteristics of the persistent surveillance mission are very sensitive to the precise value of the parameter p nom . Figure 4(a) demonstrates the sensitivity of the coverage time of the mission (the total number of time steps in which a single UAV was at the surveillance location) as a function of p nom . For values of p nom < 0.9, typical coverage times for a 50-time step mission can range from 25 to 30 time steps, while for values of p nom > 0.9, the coverage times can increase to almost 47 time steps. Figure 4(b) shows the impact of a mismatched transition model on the overall mission coverage times. The modeled value for p nom is shown on the "Modeled" axis, while the true system operated under a value of p nom on the "Actual" axis. When the modeled p nom is less than the actual p nom , this results in more conservative policies, where the control policy recalls the UAVs to base well before they were out of fuel, because it assumes they will use a lot of fuel on the flight back to base. This results in fewer crashes, but also led to decreased surveillance coverage since the vehicles spend less time in the surveillance area. Conversely, riskier policies are the result when the modeled p nom is greater than the actual p nom , since the control policy assumes the UAVs can fly for longer than they actually are capable of. This leads to significant coverage losses, since the UAVs tend to 
IV.A. Adaptation Architecture
The prior results showed that value of the parameter p nom has a strong effect on the optimal policy, and in particular, how mismatches between the true parameter value and the value used to compute the optimal policy can lead to degraded performance when implemented in the real system. Therefore, in order to achieve better performance in the real system, some form of adaptation mechanism is necessary to enable the planner to adjust the policy based on observations of the true parameter values. These observations cannot be obtained prior to the start of operation of the real system, so this adaptation must be done online. The system architecture shown in Figure 5 was designed to achieve the goal of online policy adaptation. The architecture consists of two main loops. In the control loop (top), the policy executor receives the current system state i, computes the corresponding control decision µ Ω (i), and applies this decision to the system. This part of the architecture is nearly identical to how a standard, static MDP control policy would be implemented. The single, important difference is that the policy executor receives periodic updates to its current policy µ Ω via the estimation/adaptation loop. In this loop, the parameter estimator receives state transition observations of the controlled system and uses this information to update its estimate of the system parameters. This estimate is then sent to the online MDP solver, which computes a new optimal policy based on the estimate. The updated policy is then transmitted to the policy executer. In this fashion, the policy being used to control the system is continually updated to reflect the latest knowledge of the system parameters. The two key elements of the adaptive MDP architecture are the parameter estimator and the online MDP solver. The next two sections discuss how each of the elements works.
IV.B. Parameter Estimator
When starting with a new vehicle that has not been extensively tested, the true probability p nom may not be well known, and thus must be effectively identified. A very effective method to handle an uncertain probability, and develop and adaptation scheme provides a prior on this probability, and updates this prior with observed transitions as the mission progresses. For this problem, a reasonable prior is the Beta density (Dirichlet density if the fuel is discretized to 3 or more different 
where K is a normalizing constant that ensures f B (p | α) is a proper density, and (α 1 , α 2 ) are parameters of the density that can be interpreted as prior information that we have on p nom . For example, if 3 nominal transitions and 2 off-nominal transition had been observed, then α 1 = 3 and α 2 = 2. The maximum likelihood estimate of the unknown parameter is given bŷ
A particularly convenient property of the Beta distribution is its conjugacy to the Bernoulli distribution meaning that the updated Beta distribution on the fuel flow transition can be expressed in closed form. If the observation are distributed according to
where γ 1 (and γ 2 ) denote the number of nominal (and off-nominal, respectively) transitions, then the posterior density is given by
By exploiting the conjugacy properties of the Beta with the Bernoulli distribution, Bayes Rule can be used to update the prior information α 1 and α 2 by incrementing the counts with each observation, for example
Updating the estimate with N = γ 1 +γ 2 observations, results in the following Maximum A Posteriori (MAP) estimator This is known as the Maximum A Posteriori (MAP) and is asymptotically unbiased, and we refer to it as the undiscounted estimator in this paper. Recent work 13 has shown that probability updates that exploit this conjugacy property for the generalization of the Beta, the Dirichlet distribution, can be slow to responding to changes in the transition probability, and a modified estimator has been proposed that is much more responsive to time-varying probabilities. One of the main results is that the Bayesian updates on the counts α can be expressed as
where λ < 1 is a discounting parameter that effectively fades away older observations. The new estimate can be constructed as before Figure 6 shows the response of the MAP estimator (blue) compared to the Discounted MAP (red) to a step change in a reference transition probability (shown in black). The response speed of the discounted MAP is almost 10 times as fast as that of the undiscounted MAP. This implies that the optimal policy obtained with a discounted MAP estimator converges to the optimal policy much quicker, due to the fast estimator convergence.
IV.C. Online MDP Solver
The online MDP solver in the architecture described in the previous section relies on the ability to rapidly re-solve the MDP as new parameter estimates become available. If the new solution cannot be computed quickly, then the advantages of the adaptive architecture -namely, the ability to adapt to unknown and/or changing system parameters -are lost. Furthermore, solving an MDP "from scratch" without any prior knowledge of the optimal cost or policy typically requires a large Fig. 7 : Visualization of the MDP solution "bootstrapping" process. The number of value iterations (and therefore, the time required) to find the cost of the perturbed problem, J Ω+∆Ω , is typically much smaller by starting from a previously computed solution J Ω as opposed to starting from scratch (i.e. J = 0). This is represented in the figure by the bootstrapping path (blue) being shorter than the non-bootstrapped path (green).
amount of computational effort and time. If the online MDP solver attempted to solve each new problem from scratch, it is unlikely that the new solution could be found quickly enough to be useful. Fortunately, the following empirical observation can allow the online MDP solver to converge to a new solution much faster than it could by solving each MDP instance from scratch. The observation is that the optimal cost function from a previously-obtained solution (i.e. a solution for a different set of parameter values) is "close to" the optimal cost of the new problem in many cases. By initializing the solution process with a previously-obtained cost function ("bootstrapping"), it may be possible to converge to the new solution much more quickly.
A visualization of this idea is shown in Figure 7 . In the figure, the axes represent the space of possible cost functions. The optimal cost for a problem with parameters Ω is shown as a black dot and labeled by J Ω . The optimal cost for a problem with a slightly different set of parameters Ω+∆Ω is shown as a gray dot and labeled by J Ω+∆Ω . These two costs are close to each other in the cost space. The progression of the value iteration solution algorithm is represented by the red, green, and blue trajectories, with each iteration of the algorithm shown as a small blue dot. Initializing value iteration with no prior knowledge corresponds in the diagram to starting at the origin (i.e. J = 0), as the red and green trajectories do. The number of iterations necessary for value iteration to find the optimal policy corresponds roughly to the distance that must be traversed in the cost space, so finding both J Ω and J Ω+∆Ω along the red and green trajectories, respectively, requires many iterations. However, if the previous solution J Ω is already known and the solution J Ω+∆Ω is desired, value iteration may be initialized at the currently known solution and may thus converge to J Ω+∆Ω more quickly, as represented by the blue trajectory.
A series of bootstrapping experiments were conducted using the persistent mission MDP as an example problem. In these experiments, the probability of nominal fuel usage p nom was initialized at 0.9, and value iteration was run, starting from J = 0. At each iteration, the Bellman error ||T J − J|| was recorded and a test was run to detect whether the policy had converged to the optimal policy. Then, p nom was set to a different value, and value iteration was begun again. However, this time value iteration was initialized with the optimal cost function for p nom = 0.9. Again, the Bellman error and policy convergence were recorded for each iteration. Results are shown in Figures 8-11 which show the log of the Bellman error as a function of iteration number for bootstrapped value iteration (shown in green), as well as non-bootstrapped value iteration for p nom = 0.9. In all cases, bootstrapped value iteration converged much more quickly than nonbootstrapped value iteration. Indeed, the policy converged to the optimal policy within at most 5 iterations for bootstrapped value iteration, compared with more than 40 for non-bootstrapped value iteration. Our online MDP solver uses this bootstrapping technique to quickly recompute the new optimal policy when an updated model estimate arrives from the parameter estimator. In the current implementation, each value iteration for the two vehicle problem takes around 5 seconds and the policy is executed every 30 seconds. Therefore, the bootstrapping process makes it possible to continuously recompute the optimal policy in time for the next scheduled policy execution. Without bootstrapping, the solution process would be too slow (around 10 minutes) to accomplish this goal. For larger problems, work is underway to apply the same bootstrapping idea to an approximate solution algorithm 15 ; this will allow larger problems to be adaptively re-solved.
V. Flight Experiments
In order to demonstrate the effectiveness of the adaptive MDP architecture, a number of flight experiments were conducted on the MIT RAVEN testbed 8 . RAVEN is a hardware flight testbed that allows multiple, off-the-shelf and custom radio-controlled UAVs to be flown with minimal overhead logistics, enabling rapid prototyping and testing of multi-vehicle control algorithms. The RAVEN system architecture shown in Figure 12 with perception, planning, and control processing components. A Vicon motion capture system provides accurate position and orientation information about each UAV in the system.
The flight experiments encompassed a number of scenarios to illustrate the benefits of the adaptive MDP architecture. The flight experiments all involved a two-vehicle persistent surveillance mission where the goal was to maintain one vehicle on-station at all times. The scenarios were designed to be challenging to solve, in the sense that the vehicles had very limited fuel capacities. Due to this limitation, any inefficiencies introduced by vehicle failures (such as increased fuel usage) or sub-optimal policy decisions resulted in degraded surveillance performance, making it possible to clearly observe the benefits of the adaptive approach.
V.A. First Scenario
To begin, a simple scenario illustrating the importance of proper modeling was run. In this scenario, a static (non-adaptive) control policy, based on a nominal fuel flow parameter of p nom = 1.0, was implemented. In reality, the true parameter value of the system was p nom = 0.8. Flight results are shown in Figure 13 . Since the control policy was overly optimistic about the fuel burn rate, vehicles do not return to base with any extra fuel reserves, making them vulnerable to off-nominal fuel burn events. As a result, both vehicles end up crashing relatively soon after the start of the mission.
The parameter mismatch in these flights corresponds to the risky region of Figure 4 , where, by virtue of being overly optimistic with regards to the true parameter, there is a dramatic loss of coverage due to vehicle crashes.
V.B. Second Scenario
The first scenario illustrated the danger of implementing an overly optimistic policy. A second non-adaptive scenario shows that the opposite, conservative approach is safer, but also leads to sub- Undiscounted estimator (blue) is slower at estimating the probability than the discounted estimator (red) optimal mission performance. In this scenario, a static policy based on p nom = 0.0 was implemented for the same system as the first scenario, where the true value was p nom = 0.8. In this case, the policy is overly conservative. Since it assumes the vehicles will burn fuel at a high rate all the time, the vehicles return to base with very large fuel reserves. This is a safe strategy in that the vehicles never crash, but the overall mission performance is quite low, because the vehicles only stay on station for a short period of time before returning to base (see Fig. 14) . Note that minimax-like strategies for computing the policy offline result in these types of conservative policies, which are safe but may not perform well.
V.C. Third Scenario
Having established the difficulties in implementing both overly conservative and optimistic policies, a new set of scenarios were run in which the adaptation mechanism described in the previous section was used. In this scenario the estimator and policy were initialized at p nom = 0.0, while the true value was p nom = 1.0. The flight was started with the adaptation mechanism running. A plot of the estimated parameter value as a function of time is shown in Fig. 15 , for two different values of the fading factor λ. The figure shows that the estimate converges to the true value of 1, as expected. Furthermore, the vehicle flight data is shown in Fig. 16 . For these missions, the surveillance efficiency of the vehicles was defined as the ratio of the time the UAV spent on surveillance to the total mission time, T Surv /T mission . Fig. 16 illustrates that the system policy continually improves the performance as better estimates of the fuel flow parameter are obtained. In particular, when the system starts operating, the policy is very conservative since its initial estimate is p nom = 0. Therefore, the vehicles do not stay on station very long. However, as the estimate increases towards the actual value, the policy is updated and the vehicles stay on station longer, thereby increasing mission performance. This experiment demonstrates successful adaptation from an initially poor parameter estimate. Furthermore, it demonstrates the value of the discounted estimation approach, since the discounted estimator (λ = 0.95) converged to the true value more quickly than the undiscounted estimator (λ = 1.0). As a result, total mission efficiency for the discounted estimator was higher than the undiscounted estimator.
V.D. Fourth Scenario
The next scenario demonstrated the ability of the adaptation mechanism to adjust to actual model changes during the mission, such as might be observed if the vehicles were damaged in flight. In this scenario, the vehicles were initialized with a p nom = 1 and the model was changed to p nom = 0 after approximately 2 minutes (5 time steps), mimicking adversarial actions (such as anti-aircraft fire) and/or system degradation over time. The change in the probability estimate is shown in Figure 17 for three different choices of λ = {0.6, 0.8, 1}. It can be seen that the classical estimation (λ = 1) results in a very slow change in the estimate, while λ = 0.8 is within 20% of the true estimate after 10 time steps, while λ = 0.6 is within 20% after only 3 time steps, resulting in a significantly faster response. The variation of λ resulted in an interesting set of vehicle behaviors that can be seen in Figure 18 . For λ = 1, the estimate converges too slowly, resulting in slow convergence to the optimal policy. The convergence is so slow that both vehicles crash (vehicle 1 at time step 9, and vehicle 2 at time step 12), because the estimator was not capable of detecting the change in the value of p nom quickly, and these vehicle were still operating under an optimistic value of p nom ≈ 0.8. Due to the physical dynamics of the fuel flow switch for this scenario, it turns out that the first vehicle will inevitably crash, since the switch occurs when the vehicle does not have sufficient fuel to return to base. However, if the estimator is responsive enough to detect the switch quickly, the updated policy can prevent the second vehicle from crashing. This does not , the red vehicle crashes as it runs out of fuel following a change in the fuel burn dynamics, but the faster estimator response allows an updated policy to be computed in time to prevent the blue vehicle from crashing. For λ = 1 (bottom), the estimator is too slow to respond to the change in the dynamics. As a result, both vehicles crash. occur when λ = 1. The benefits of the more responsive estimator are seen in the bottom figure, where by selecting λ = 0.8, the second vehicle only spends one unit of time on surveillance, and then immediately returns to base to refuel, with only 1 unit of fuel remaining. Thus, the faster estimator is able to adapt in time to prevent the second vehicle from crashing.
V.E. Fifth Scenario
The final scenario was a slightly different test of the adaptation mechanism in tracking a series of smaller step changes to p nom . In the earlier flight tests, under a nominal fuel flow, p nom = 1, the fuel transitions were always of 1 unit of fuel. Likewise, when p nom = 0, the fuel transitions were always of 2 units of fuel. In this test, the transition probability p nom was decreased in steps of 0.3, and the estimators saw both nominal and off-nominal fuel transitions in the estimator updates at each time step (unlike the earlier tests where they either saw nominal transitions or off-nominal transitions). As a result, this test was perhaps a more realistic implementation of a gradual temporal degradation of vehicle health. Figure 19 is shown for two different choices of λ = {0.8, 1}. The first item of note is the step decreases in p nom , that unlike the earlier flight results, are more subtle. Next, note that the initial response of the undiscounted estimator (blue) is extremely slow. In this flight test, the adaptation was so slow that the significant mismatch between the true and estimated system resulted in a mismatched policy that ultimately resulted in the loss of both vehicles.
Also of interest is the responsiveness of the discounted estimator (red) which shows that the variation of λ resulted in a rich set vehicle behaviors that can be seen in Figure 20 . For λ = 1, the estimate converges too slowly, resulting in slow convergence to the optimal policy. The convergence is so slow that both vehicles crash (vehicle 1 at time step 9, and vehicle 2 at time step 12), because the estimator was not capable of detecting the change in the value of p nom quickly, and the vehicles were still operating under an optimistic value of p nom ≈ 0.8. In contrast, for the faster estimator λ = 0.8, the changes are detected quickly, and the policy smoothly decreases the vehicles' on-station surveillance times in accordance with the changing fuel dynamics. This results in the greatest possible surveillance coverage given the gradual degradation of the vehicles, while still avoiding crashes.
VI. Conclusions and Future Work
This paper presented a framework for continuously estimating the dynamic model of a Markov decision process and adapting the policy on-line. This framework is useful in the cases where the initial model is poorly known and where the true model changes as the system is operating. Both simulation and flight experiments demonstrate the detrimental impact of modeling mismatches, and show that the adaptation approach can mitigate these effects even in the presence of a poorly known initial model and dynamic model changes. Furthermore, the adaptive approach yields better performance over offline, minimax type approaches, which must trade-off performance versus robustness.
The flight experiments demonstrate the effectiveness of the adaptive architecture. With this architecture in place, there are a number of interesting future research areas that could be explored. First, in the flight experiments done to date, the same fuel model was assumed for all vehicles. A minor, but interesting modification would be to run a separate fuel model estimator for every vehicle, allowing for the possibility that vehicles degrade at different rates, for example. Another area would be modification of the system cost function to explicitly reward exploration, where vehicles would be rewarded for taking actions that reduce the uncertainty in the system parameters. To accomplish this goal, the dynamics of the model estimator would be encoded as part of the MDP, allowing the controller to estimate the effects of its actions on the model uncertainty. This could lead to interesting policies where the vehicles would actively and cooperatively act in ways to ensure that the system model was as accurate as possible, while simultaneously satisfying the objectives of the primary mission.
