In this paper, we study some limit theorems for random variables under sublinear expectations. First, a law of large numbers is proved for independent and non-identical distributed random variables with only finite first order moments. Second, a central limit theorem is proved for independent and non-identical distributed random variables with only finite second order moments. These results include and extend some existing results.
INTRODUCTION
The law of large numbers and central limit theorem as fundamental limit theorems in probability theory play a fruitful role in the development of probability theory and its applications. However, these kinds of limit theorems have always considered additive probabilities and additive expectations. In fact, the additivity of probabilities and expectations has been abandoned in some areas because many uncertain phenomena cannot be well modeled by using additive probabilities and additive expectations.
Since the paper (Artzner et al. [1] ) on coherent risk measures, people are more and more interested in sublinear expectations (or more generally, convex expectations, see [4, 6, 7, 8] ). By Peng [16] , we know that a sublinear expectationÊ can be represented as the upper expectation of a subset of linear expectations {E θ : θ ∈ Θ}, i.e.,Ê[·] = sup θ∈Θ E θ [·] . In most cases, this subset is often treated as an uncertain model of probabilities {P θ : θ ∈ Θ} and the notion of sublinear expectation provides a robust way to measure a risk loss X. In fact, the nonlinear expectation theory provides many rich, flexible and elegant tools.
Since the notion of independent identically distributed (IID) random variables under sublinear expectations initiated by Peng, many limit results such as strong (weak) law of large numbers, central limit theorem and law of iterated logarithm under sublinear expectations have been studied. For more details, we can see [2, 3, 9, 10, 11, 12, 13, 14, 15, 18, 19] .
In this paper, we study some limit theorems for random variables under sublinear expectations. First, a law of large numbers is proved for independent and non-identical distributed random variables with only finite first order moments. Second, a central limit theorem is proved for independent and non-identical distributed random variables with only finite second order moments. These results generalize the known results in [10, 12, 13, 14, 15, 19] .
PRELIMINARIES
In this section, we present some preliminaries in the theory of sublinear expectations. For more detail, we can see [5, 16, 17, 18, 19] .
Let (Ω, F ) be a given measurable space and let H be a linear space of real functions defined on (Ω, F ). We suppose that H satisfies c ∈ H for each constant c and |X| ∈ H if X ∈ H. The space H can be considered as the space of random variables. Definition 2.1. (see [16, 17, 18, 19] ). A sublinear expectationÊ on H is a functional E: H → R satisfying the following properties: for all X, Y ∈ H, we have Give a sublinear expectationÊ, let us denote the conjugate expectationε ofÊ bŷ
It is obvious thatε[X] ≤Ê[X], for all X ∈ H.
In this paper, we consider the following sublinear expectation space (Ω, H,Ê): if
denotes the linear space of functions ϕ satisfying
for some C > 0, m ∈ N depending on ϕ. Let C b.Lip (R n ) denote the linear space of bounded functions ϕ satisfying
for some C > 0 depending on ϕ.
Definition 2.2. (lSee [16, 17, 18, 19] ). Identical distribution: Let X 1 and X 2 be two n-dimensional random vectors defined in sublinear expectation spaces (Ω 1 , H 1 ,Ê 1 ) and (Ω 2 , H 2 ,Ê 2 ), respectively. They are called identically distributed, denoted by
whenever the sublinear expectations are finite.
Sequence of IID random variables:
A sequence of IID random sequence [16, 17] ). A random variable η in a sublinear expectation space (Ω, H,Ẽ) is called maximal distributed if 
where [16, 17] 
Then v is the unique viscosity solution of the following parabolic PDE:
where
Lemma 2.7. (see [3, 5] 
where Θ := {{θ t } t≥0 : θ t is F t -adapted process such that σ ≤ θ t ≤ σ} ,
Lemma 2.8. (Hölder's inequality) (see [17] ). Let X, Y be two random variables in a sublinear expectation space (Ω, H,Ê), then for 1 < p, q < ∞,
Lemma 2.9. (Rosenthal's inequality) (see [18] ).
is called a capacity if it satisfies the following:
Let (Ω, H,Ê) be a sublinear expectation space, andε be the conjugate expectation ofÊ. We denote a pair (V, v) of capacities by
where A c is the complement set of A. Then
Obviously, V is sub-additive. But v is not. However, we have v(A B) ≤ v(A)+V(B).
MAIN RESULTS
, which is in a sublinear expectation space (Ω, H,Ê), satisfy the following conditions:
(iii) there are two constants µ and µ such that
Furthermore, if p > 1 and sup
In order to prove Theorem 3.1, we need the following facts: (A1) Suppose that the condition (iv) is satisfied, then
(A2) Suppose that the conditions (iv) and (v) are satisfied, then
(A3) Suppose that the conditions (i) and (v) are satisfied, then
For (A1), by Stolz theorem, it is sufficient to show that
Note that
So (A1) holds. For (A2), by Stolz theorem, it is sufficient to show that
Thus, (A.2) holds. For (A3), by the Rosenthal's inequality (2.1), we havê
We first prove that
Now, for a small but fixed h > 0, let V be the unique viscosity solution of the following equation:
where g(x) := µx + − µx − . According to the definition of maximal distribution, we have
Since (3.3) is a uniformly parabolic PDE, by the interior regularity of V , we have
< ∞, for some α ∈ (0, 1).
with, by Taylor's expansion,
Therefore,
We first considerÊ
3) and the condition (i), it follows that
Since ∂ x V is uniformly α 2 -hölder continuous in t and α-hölder continuous in x on [0, 1] × R, we havê
we claim that there is a constant C 1 > 0, such that
Then we obtain
In a similar manner as above, we also havê
Thus, from the condition (iii), we can obtain
Next, we consider n−1 i=0Ê |J i δ,2 | . According to the condition (i) and (3.6), we havê
Then, we obtain 
It follows that
By (A2), we can obtain
From (3.5), (3.7), (3.8) and (3.9), we have
Additionally, it is obvious that if ϕ ∈ C b.Lip (R), i.e., |ϕ(x) − ϕ(y)| ≤ C|x − y|, then for each t, s ∈ [0, 1 + h] and x ∈ R,
In particular,
Combining (3.4), (3.11), with (3.12), we have
From (3.10), we obtain lim sup
So (3.2) is proved.
By the Lipschitz continuity of ϕ and (A1), we have
If ϕ is a bounded and uniformly continuous function, we can find a sequence
we can easily check that (3.1) holds. Finally, suppose that p ≥ 1, sup
and ϕ is a continuous function satisfying |ϕ(x)| ≤ C(1 + |x| p ). Give a number N > 1.
Then ϕ 1 is a bounded and uniformly continuous function and
then it is sufficient to show that
And by (A3), we havê
, applying the Rosenthal's inequality (2.2), we can obtain the following result: When p = 1, 
14)
The proof is similar to the proof of Theorem 3.3 in [10] and so it is omitted.
be a sequence of random variables in a sublinear expectation space (Ω, H,Ê), satisfy the following conditions:
there are two positive constants σ and σ such that
15)
Y i . In order to prove Theorem 3.3, we need the following facts: (B1) Suppose that the condition (iv) is satisfied, then
(B2) Suppose that the conditions (iv) and (v) are satisfied, then
→ 0 as n → ∞, ∀0 < α < 1.
(B3) Suppose that the conditions (i), (ii), (iv) and (v) are satisfied, then
For (B1), note that
So (B1) holds. For (B2), note that
for any c > 1. By Stolz theorem, (B2) is true. For (B3), by the Rosenthal's inequality (2.1) and (B1), we havê
So (B3) is true. First, we show that
Now, for a small but fixed h > 0, let V be the unique viscosity solution of the following equation: 17) where
According to the definition of G-normal distribution,
we have
(3.18)
Since (3.17) is a uniformly parabolic PDE, by the interior regularity of V , we have
with, by Taylor's expansion, 
From (B2), we have 
We then combine the above equality with (3.17) as well as the condition (i), it follows that
Since ∂ 2 xx V is uniformly α-hölder continuous in x and The rest of the proof is very similar to that of Theorem 3.5 in [19] and so it is omitted. and if y is a point at which V is continuous, we have θsdBs≤y} , {B t } t≥0 is a 1 − dimensional Brownian motion under probability measure P, Θ := {{θ t } t≥0 : θ t is F t -adapted process such that σ ≤ θ t ≤ σ} , F t := σ{B s : 0 ≤ s ≤ t} ∨ N , N is the collection of P -null subsets.
The proof is similar to the proof of Theorem 3.1 in [12] and so it is omitted.
