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1. INTRODUCTION 
Abstract formulations of Newton's method abound in the literature (see, e.g., 
[2], [6], [8], [12], [13]). Our aim here is twofold: to present in a unified setting a 
number of old and some new results that may be of particular interest in applications, 
and to discuss as illustrations two numerical techniques of solving boundary value 
problems for ordinary differential equations. These are the Goodman-Lance method 
[9], [15] and the so-called method of quasi-linearization [4], [14], which have attracted 
considerable attention in recent years. 
Throughout he sequel we will denote by X and Y real Banach spaces, of finite 
or infinite dimension, and suppose that the basic equation to be solved, 
(i.l) f (x )  = o, 
is given by a mappingf  of an open subset U of X into Y which is, at least, continuously 
differentiable. This means that f has a derivative f'(x) at every point x ~ U such 
that f '  is a continuous mapping of U into the Banaeh space L(X, Y) of continuous 
linear mappings of X into F. As usual, if(x) is defined as the unique element in 
L(X, Y) for which 
lim ~ IIhi:~0 II n I! I,f(x + h) --f(x) --f ' (x) h II = 0 
so that, in particular, 
ilf'(x)ll = sup{[jf'(x) h [I :11 h II ~< 1}. 
It follows then from the mean value theorem that there exists , for every point x o ~ U 
and every ~ > O, an open ball B(x o , r)C U with center x o and radius r such that 
(1.2) if(x2) --f(xl) --f'(xo)(Xz -- xx)i < ,  ~l x2 - -  x a]l 
for anY two points Xl, x~ in B(xo, r). 
This work was done with partial support from the U.S. Army Research Office (Durham). 
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I f f  is twice differentiable in U, the second derivativef"(x) of f  at any point x E U 
may be identified in a natural way with a continuous bilinear mapping of X • X 
into Y, and hence 
!lf"(x)l! = sup(l!f'(x)(hl, ha):i : .i hx li ~ 1, 11 h2:1 ~ 1}. 
Moreover, if in addition [If"(x)'[ ~ K for every x e U, we deduce that, for every 
open ball B(xo, r) C U and any two points x x , x2 in B(xo, r), 
(1.3) flf'(x~) --f'(xl)H ~ K I, x2 -- x~ II 
as a consequence of the mean value theorem, and 
(1.4) !lf(xz) --f(xx) --f'(xl)(x2 -- xx)il ~ 89 11 xa --  Xl II ~ 
as a consequence of Taylor's theorem. 
Of course, when X = R" and Y = R m, we may write as customaryf = (ft ..... fro). 
In this case, our assumption implies that each partial derivative Dffi ,  1 ~ i ~ m, 
1 ~ j <~ n, exists and is continuous at every point of U, and that the derivative 
f ' (x) of f  at x = (~:1 ..... ~cn) is the linear mapping of R '~ into R m given by the Jacobian 
matrix 
of (fl , '. ',f,,) at (~a ..... ~:,~). Observe, in particular, that when X = Y = R '~ then 
f ' (x) is a linear homeomorphism of R"  onto itself if and only if the Jacobian, 
det J(~:l ..... s~m), is different from zero. 
For the sake of completeness we shall give detailed proofs even for known results. 
All our proofs depend, in essence, solely upon the estimates (1.2) and (I.4). In fact, 
it witi be seen that the order of convergence of the various Newton iterations is 
effectively determined by whether the hypotheses permit the use of (1.2) or (1.4); 
it is linear when only (1.2) applies and it is superlinear or quadratic when (1.4) may 
be used. 
2. THE MODIFIED Nrwrotq METHOD 
There are many variants of Newton's method; possibly the Simplest of them is 
the so-called modified Newton method. We prove here a somewhat more general 
version of it, which is similar to a result in [3]. 
(2.1) Suppose f is continuously differentiable in U and there is a point xo~ U for 
which f'(Xo) is a linear homeomorphisrn of X onto Y. 
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Then, for an), k ~ ]0, I [, there is an open ball B(xo , r) C U such that, if 
(2.1.1) I!f'-~(xo)f(xo)h < r( l  - -  k), 
there exists a unique point .~ E B(xo , r) for which ./(k) ---- 0..VIoreover, for any sequence 
( T~) of linear homeomorphisms of X onto Y satisfying 
(2.1.2) ilf'-a(Xo)] i[ T,, - - f ' (xo)[  I < ~k 
for every integer n ~ O, the successive iterations 
(2.1.3) x,+~ = x,, - -  rgy(x, ) ,  n : O, 1, 2 ..... 
define a sequence (x,) of points in B(xo, r) which converges to s162 such that 
2k 
II ~ - X.+a Ii ~< ~ II ~ - x .  il (2.1.4) 
and 
(2.1.5) 1 12k  ]" H .~ - x. ]] ~ ~ \ 3 - k I ]f'-l(x~176 
for every integer n ~ O. 
Since f is continuously differentiable in U, there is an open ball B(xo, r )C  U 
for which x ~ B(xo, r) implies 
(2.2) ]]/'-l(xo)ll [ [ / ' (x ) - f ' (xo) ] l  ~ ~k. 
We prove by induction that the iterations (2.1.3) generate a sequence (x~) of points 
in B(xo, r). Indeed, from (2.1.2) we deduce that 
(2.3) [[ Tn-1 ]] ~.~ ~ []f'-X(xo)[] 
for every integer n ~ 0. Hence, if x 1 is determined from (2.1.3) with n ~ 0, then 
1 - -k  
(2.4) [[ x x --  x o [' ~< [[ I -- T~I(T o --f '(Xo))l  ] [~,f'-l(xo)f(xo)[[ < 3r 3- -k  
by (2.1.1), (2.1.2), and (2.3), so that x 1 E B(x o , r). Thus,  suppose x 1 ..... xv are points 
in B(xo, r) satisfying (2.1.3) for n --= 0,. . . ,p - -  1. Then  (1.2) and (2.1.2) show that 
2k 
(2.5) ][f(x~+l)]F = ![f(x~+x) - - f (x~) -- T~(x,§ - -  x~)[[ ~ 3 ]!f'-~X(Xo)[[ ]i x~+x - -  x~ j[ 
holds for n = 0 ..... p - -  1. 
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Therefore, if x~. x is determined from (2.1.3)with n =p,  then (2.3) and (2.5) 
imply that 
(2.6) II x.+m - x.§ II ~< 3 2 -~k  k II x.+l - x. il 
for n - 0 ..... p -- 1. Hence, in particular, 
'!l xl II (2.7) II x~+l - xo il ~< So ~ - x0 
and so, by (2.4), x~_ x ~ B(x o , r). This proves our assertion. 
It follows that the inequalities (2.5), (2.6) hold for every integer n ~> 0, and therefore 
(2.8) II xn+~ -- x,, H ~< 3(1 - k------~ II xx - x0 II 
for all integers n >~ 0 and p >~ 1. This implies that (x~) converges to a point 
~ B(xo,  r) for which f(k) = 0, as a consequence of (2.5) and the continuity of f. 
If there were another point 9 ~ B(xo, r) for which f(~) = 0, we could deduce from 
(1.2) and (2.2) that 
(2.9) [i & - -  ~? I' ~-  [if'-l(x0)[[ if(k) - - f (~) --f'(Xo)(~ -- ~)[] ~< ]k [i ~ -- ~ [[, 
which is absurd unless k = ~. Clearly, (2.4) and (2.8) imply that (2.1.5) is satisfied 
for every integer n ~> O. Since, by construction, 
(2.10) ! fC - -  Xn.+l I "~ I! T;  x II If(:',,) - - f (k)  -- T,(x,  - -  ~){!, 
(1.2), (2.1.2) and (2.3) show that (2.1.4) holds for every integer n /> 0. 
(2.11) Remark 1. If the open ball B(x 0 , r )C  U is chosen as in the proof of (2.1), 
then (2.2) implies that f ' (x)  is, for every x E B(xo, r), a linear homeomorphism of X 
onto Y. Thus, we may select in (2.1) the sequence (Tn) of linear homeomorphisms 
of X and Y such that, for every integer n >/O, Tn = f ' (z ,O for some point z ,  ~ B(xo, r). 
Since (2.t.2) is then automatically satisfied, the assertions of (2.1) remain valid 
without change. In particular, the proof of (2.1) shows that we may always take 
z,  = xn for every integer n ~ 0, in which case the iterations (2.1.3) assume the form 
(2.11.1) x,,+l =- x, - - f ' - ' (x , ) f (x , ) ,  n = O, 1, 2 ... . .  
These are the iterations of Newton's method. From a practical point of view, they 
may be less convenient to use than (2.1.3), especially when the inverse f ' -x (x)  is 
difficult to compute and these difficulties are not compensated by better convergence 
estimates than those in (2.1.4) and (2.1.5) [cf. (2.13) and (3.1)]. 
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(2.12) Remark 2. In (2.1), a particularly simple choice for the sequence (Tn) of 
linear homeomorphisms of X onto Y is to let Tn = To for every integer n >1 0. 
In that case the condition (2.1.2), which implies 
(2.12.1) I1 T0"-t ~ 111 ~ ~ (< ~), 
may be replaced by the weaker requirement that T O be a linear homeomorphism 
of X onto Y for which 
(2.12.2) II Tg x of'(xo) -.i'll < 1, 
and the assertions in (2.1) may be strengthened as follows: For any k 0 satisfying 
II To-t of'(xo) - I I i<  ko < 1, there is an open ball Bo(xo, r)C U such that, if 
(2.12.3) II ToY(xo)ll < r(1 - ko), 
there exists a unique point k ~ Bo(xo, r) for whichf(k) ----- 0, and the iterations (2.1.3), 
namely 
(2.12.4) x,+ t = x, --  T0-o Y(x,), n = 0, 1, 2 ..... 
generate a sequence (xn) of points in Bo(xo, r) which converges to k such that 
(2.12.5) II ~ - x.+x II ~< ko II ~ - x.  II, 
(2.12.6) 11 ~ - x.  II ~< ko" II Zfflf(Xo)[I 
1 - -  k0 
for every integer n >~ 0. Observe that, in particular, we may take T O =f ' (Xo)  in 
which case these assertions remain valid for any k 0 e ]0, 1[. This is the so-called 
modified Newton method. Often (2.12.4) is far easier to apply than the modified 
Newton method because a linear homeomorphism T~01 of Y onto X may be readily 
found and the condition (2.12.2) can be checked directly, without knowing the 
inverse f'-X(xo) explicitly. 
(2.12) Remark 3. I f  f is continuously differentiable in U and, in addition, there 
is a constant K 2> 0 such that 
(2.13.1) I[f'(x~) --Tf'(x2)ll ~< KI] xx - -  x, [I 
for any two points x t , x~ in U, then the assertions of (2.1) hold relative to any open 
ball B(xo , r) C U for which 
1 
(2.13.2) g ![f'-l(xo)ll < 3r k. 
57x/2/2-5 
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Moreover, under this additional assumption, the convergence stimates (2.1.4), 
(2.1.5) can be considerably improved for the iterations (2.11.1) of Newton's method. 
In fact, for that case, the assertions of (2.1) may be stated in the following stronger 
form (see also, e.g., [7]): For any k e ]0, 1[ and any open ball B(xo, r )C  U such that 
(2.13.3) I ' J '-l(xo)f(xo)l. < r(1 - k) 
and 
1 
(2.13.4) K Iif'-l(Xo)ll ~ ~ k, 
there exists a unique point ~ e B(x0, r) for which f(~) = 0, and the iterations 
(2.13.5) t--1 x,,. 1 = x ,  - - f  (x~)f(x~), n = O, 1, 2,..., 
are defined for every integer n ~> 0 and generate a sequence (x~) of points in B(x o , r) 
which converges to ~ such that 
1 
(2.13.6) II ,~ T Xn*l ~l ~ ~ Kllf '-~(xo)l l  l: Fr --  .':, h 2, 
i k'~2" rlf,_X(xo)f(xo)ll (2.13.7) ~1 ~ -- x,~ II ~< k 1 -- 
for every integer n >~ 0. Even these assertions can still be made more precise under 
further assumptions on f [see (3.1)]. Observe that (2.13.6) displays the "quadratic" 
convergence generally thought to be characteristic of the sequence (x~) generated 
by the iterations (2.13.5). 
The hypothesis in (2.1) thatf'(x0) be a linear homeomorphism of X onto Y, which 
implies that the set of such homeomorphisms is an open (non-empty) subset of 
L(X,  Y), is often unnecessarily restrictive. In some cases, it can be omitted as the 
following modification of a theorem in [1] shows. 
(2.14) Suppose f is continuously differentiabIe in U; let T be a continuous linear mapping 
of X onto Y and m > 0 a constant such that, for every y ~ Y, there is a point x ~ X 
for which Tx ~: y and I x I] ~< m II y ]l; and suppose that, for some point x o e U, 
(2.14.1) m II T-- f ' (xo) l l  < I. 
Then,for any k satisfying m [ T -- f'(xo)ll < k < 1, there is an open ball B(xo , r) C U 
such that, i f  
(2.14.2) m IFf(xo)ll < r(1 -- k), 
NEWTON'S METHOD AND BOUNDARY VALUE PROBLEMS 183 
there exists at least one point ~ ~ B(xo , r) for which f(~) = O. Moreover, ~ is the limit 
of a sequence (xn) of points in B(xo, r) such that 
T(x .~ l  - -  x~) = - - / (x . ) ,  
(2 .14 .3)  '! x~+l  - -  x~ 11 < m I f (x , ) l l ,  n - -  0,  1, 2 ..... 
and 
(2.14.4) {l ~ - -  x~+l [i ~< (1 + k - -  m ]] T - - f ' (xo)[ :  ' + m i[f'(xo)[[):[ :~ - -  x,, ]J, 
h" 
(2.14.5) Ii :~ - -  x~ [i < ~ m ]f(xo)[I 
for every integer n >~ O. 
The assumptions imply that there is an open ball B(xo, r )C U for which (1.2) 
holds with 
k 
(2.15) 9 = - -  - - I I  T - - f ' (xo) l l  > 0. 
m 
We assert that  we can construct a sequence (x~) of points in B(x o , r) which satisfy 
(2.14.3) and 
(2.16) II X.+l - x .  II < k" FI xx - -  Xo II 
for every integer n >~ 0. Indeed, there is a point x i ~ X for which (2.14.3) is true 
with n ---- 0; hence x x ~ B(xo, r) by (2.14.2), and (2.16) is trivially satisfied for n ---- 0. 
If, moreover, points x i ,..., x~ in B(x o , r) have been determined in this manner,  then 
there is a point x~+ 1~ X satisfying (2.14.3) with n = p and hence, by (1.2), 
(2.17) [1 x~+x - -  xn l= ~< m IIf(xn)[I ~< k II x~ - -  x~_x II 
for n = 1,..., p. Thus  (2.16) holds with n = p and so 
(2 .18)  II x~+x - -  Xo II <~ Z'o ~k' II xa - -  Xo 11, 
which implies x~+ i ~ B(xo, r). Therefore, by induction, our assertion is true. 
F rom (2.16) and (2.17) we deduce that 
k ~ 
(2.19) II x~+~ - -  x~ li ~< ~ [I xx - -  Xo [I 
for all integers n >~ 0 and p ~> 1. This  shows that (xn) converges to a point ~ s X 
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which satisfies (2.14.5) for every integer n ~> O; in particular, k~B(xo ,  r) and 
f(k) = 0, as a consequence of (2.17) and the continuity of f. Since, obviously, 
(2.20) [I ~ - x.+1 I', ~< II ~ - x .  II + m II/(x.)ll 
for every integer n ~ 0, (2.14.9) follows from (1.2). 
(2.21) Remark 1. Note that a theorem of Banach assures, for every continuous 
Iinear mapping T of X onto Y, the existence of a constant m > 0 such that, for 
every y ~ Y, there is a point x ~ X satisfying Tx = y and 1[ x II ~< m II y [I (see, e.g., 
[10], p. 46). Moreover, a continuous linear mapping T of X into Y is, in fact, a 
mapping onto Y if and only if the dual (adjoint) mapping T'  of Y' into X '  admits 
a continuous inverse. 
(2.22) Remark 2. Clearly, (2.14) may be viewed as a generalization of the statements 
in (2.12). In particular, if f is continuously differentiable in U and there is a point 
x o ~ U for whichf'(x0) is a (continuous linear) mapping of X onto Y, (2.14) yields 
with T =f ' (x0)  another extension of the modified Newton method. Observe that, 
in that case, the assertions of (2.14) remain valid for any k ~ ]0, 1[. 
3. NEWTON'S METHOD 
We indicated in (2.13) that the convergence stimates in (2.1) can be improved, 
for the iterations (2.13.5) of Newton's method, to (2.13.6), (2.13.7) when f has a 
Lipschitz continuous derivative in U. The following more precise result was first 
proved in [12], under slightly different assumptions. 
(3.1) Suppose f is twice differentiable in U and there is a point x o ~ U for which f'(Xo) 
is a linear homeomorphism of X onto Y. 
I f  there is a k ~ ]0, 89 and a closed ball l~(xo, r) C U such that 
(3.1.1) ]]f'-l(Xo)f(xo)[[ ~ r(1 --  k) 
and 
(3.1.2) Iif,_X(xo)ll ily,(x)l [ ~ 2 k 
r 
for every x ~ l~(x o, r), then there exists at least one point k ~ B(xo , r) for which f(k) ~ O. 
Moreover, the iterations 
(3.1.3) x,+ 1 = x, --f '- l(x,~)f(x,), n = O, I, 2 , . ,  
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are defined for every integer n >/0 and generate a sequence (x.) of points in H(xo, r) 
which converges to s such that, for every integer n >~ O, 
I[ ~ - -  x.+x I! ~< IIk - x,, [I z ~< 2 r 11 k - x. II ~ (3.1.4) 
and 
(3.1.5) H ~ - x. [I ~< r. < # (2h) 2"-x, 
where the sequences (k,,), (r,) are obtained by setting k o = k, r o = r and 
kn z 
(3.1.6) kn+I = I - -  2k,~ + 2k,, ~ ' r,+ x = k~r~ 
for every integer n >/O. 
We claim that if the point x r , for some integer p >~ O, is such that the assertions 
(3.2.1) H(x . ,  r.) C U, 
(3.2.2) f ' (x~) is a linear homeomorphism of X onto Y, 
(3.2.3) ,If'-l(x,,)f(x.)]l <~ r,,(1 - -  ks), 
2 k for every x ~/~(x,;, r~) (3.2.4) IIf'-X(x~)lh llf"(x)ll ~< r~ " 
are true with n----p, then they remain true with n -~p+l  for the point xr+ 1 
determined from (3.1.3) with n = p. Indeed, we have by construction that 
(3.3) II x.+x - -  x. !l ~< r.(1 - k.) = r.  - -  r.+ x 
holds for n = p, and so H(x~.1, r~+t) C H(x~, r~). Hence f'(x~,+~) is defined and, 
since by our assumptions and (1.3) 
, 2 k~ i[ X~+l - -  x~ I[ ~< 2k~(1 - -  k~), (3.4) Ilf'-a(x~) of  (x~,+a) --  I l[ ~< r-~ 
we deduce that f ' (xf+t)  is a linear homeomorphism of X onto Y for which 
1 
(3.5) Ilf'-l(%+a)II ~< 1 - 2k~ + 2k~ ~ I'f'-X(x~)[l" 
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This implies by (1.4) and (3.1.3), (3.1.6) with n = p that 
(3.6) [[f'-l(x~+t)f(x~+l)H ~ Hf'-t(x,+l)![ I:f(x~+l) - f(x~,) - f '(xa,)(x,+ x - x,) H 
(1 - -  k~) 2 k . r .  = r.+l(1 - -  k,+O, 
1 --[ "2k--~ q-- 2k~ 2 
and by (3.5) and (3.16), (3.2.4) with n =p that 
k~ 2 2 2 k~_l 
(3.7) [If'-l(X~+l)lK I!f"(x)[I <~ 1 - 2k~ + 2k,  e k~r. - -  r~+----1 
for every x ~/~(x,__l, r,.1), which proves our claim. 
Since, by hypothesis, the assertions (3.2) are true for the point x 0 , they hold by 
induction for every point x~ generated by the iterations (3.1.3). In particular, (%3) 
is satisfied for every integer n /> 0 and hence 
, r 0 (3.8) ![ x,+, -- x n [i ~< rn ~ f f  (2ko)~"-I 
for all integers n ~ 0 and p >/ 1, as a consequence of (3.1.6). Thus, (x,) is a Cauchy 
sequence which converges to a point ~ E/~(Xo, ro) such that (3.1.5) holds for every 
integer n ~ 0. Since, by construction, 
(3.9) [13~ - -  Xn+ 1 Jl ~ ![f'-X(x,)'[ Ilf(~) - - f (x , )  - f ' (x , ) (k  - -  x . ) l l  
for every integer n /> O, we deduce from (1.4) and (3.2.4) that (3.1.4) is satisfied 
for every integer n >~ O. 
(3.10) Remark 1. If (3.1.1) and (3.1.2) hold for k = 89 then ~ is the unique 
point in /~(x o , r) for which f (k )= 0. Furthermore, if there is a k ~ ]0, 89 and 
a closed ball /~(xo,r)C U such that (3.1.1) holds and (3.1.2) is valid for every 
x~ U n B(xo , ( r /k ) (1 -  k)), then the point k~/~(x 0 , r )  is the only point in 
U n B(xo,  (r/k)(1 - -  k)) for whichf(~) = 0. Indeed, for any ~ ~ U such thatf(~) == 0 
and 
(3.10.1) [J ~ --  Xo [[ = a k (1 --  k) 
for some ~ ~ [0, I [, we obtain by a simple induction that 
(3.10.2) [ l~- -x ,  II ~< Aa"~(1 - -k , )  ~< ~ ~"r~ 
ko 
for every integer n >~ O, and this shows that 
(3.10.3) ~ = lim xn = k. 
n~oa 
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(3.11) Remark 2. The result (3.1) together with the uniqueness assertions in (3.10) 
is best possible, as the following example illustrates. Let f be the real valued function 
in R such that 
(3.11.1) f(x) = 89 ~ -- x + 2a(1 -- a), 
where a ~. ]0, 89 is a given constant, and choose xo = 0. Then the conditions (3.1.1) 
and (3.1.2), which become 
(3.11.2) 2a(1 - -a )  ~<r( l - -k ) ,  1 ~2-k  
r ' 
are clearly satisfied for r = 2k and k = a. Thus, the zero ~ = 2a o f f  is a boundary 
point of / ) (xo,  r), and the second zero of f, namely 2(1 -- a), is a boundary point 
of B(xo, (r/k)(l - -  k)). 
In actual computations the following modification of (3.1), which is similar to (2.1), 
may often be more useful than (3.1) itself. 
(3.12) Suppose f is twice differentiable in U and there is a point x o E U for which f'(Xo) 
is a linear homeomorphism of X onto Y. 
I f  there is a k ~ ]0, ~] and a closed ball 1)(Xo , r) C U such that 
(3.12.1) 
and 
]'f'-X(xo)f(Xo)ll ~ rp(k)(1 -- h) 
k 
(3.12.2) I f'-l(x0):l IIf"(x)l, ~ rp(k) 
for every x ~ B(xo , r), where 
3k 
(3.12.3) p(k) = 1 -- 
2(1 -- k) ~ ' 
then there exists at least one point ~ E B(Xo, r ) fo r  which f(~c)= O. Moreover, the 
iterations 
(3.12.4) x,+~ = x, -- Tg~f(x,), n = O, 1, 2 ..... 
are defined for every integer n >~ 0 whenever Tn is a linear homeomorphism of X onto Y 
for which 
(3.12.5) I'~f'-l(xo)l ' I! T~ -f '(x=)l l  ~< &(1 - &p, n = 0, I, 2 ..... 
and then (x,) is a sequence of points in l)(xo, r) which converges to ~ such that 
(3.12.6) II k -- x,+x II ~< (1 --  h) 1 + 2p(k) II ~ -- x, ,1 3o(h) 
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and 
(3.12.7) II k -- x~ il ~< (1 --  p(k))- r 
for every integer n ~ O. 
Let r o = r, put r~+ x -----(1--p(k))r,, for every integer n ~ 0, and note that 
p(k) ~ [ ]5 ,1 [  and 1 - -p(k)  < 2k for k E] 0, ]]: Thus (3.12.1) and (3.12.2) imply by 
(3.1) that there is at least one point k ~/~(x0, r) for which f(k) = 0. 
Choose a linear homeomorphism T O of X onto Y which satisfies (3.12.5) with n ---- 0, 
so that [[ T~-0 x of'(xo)il ~< (1 --  k) -x. Then (3.12.4) and (3.12.1) show that 
(3.13) II xx - xo II ~ rop(k), 
and hence, by (3.12.2), f ' (x  0 in a linear homeomorphism of X onto Y for which 
1 
(3.14) IIf'-l(xx) ~ f'(x~ ~< 1 -- k " 
Therefore we deduce from (1.4) and (3.12.4), (3.12.5) with n = 0 that 
1 
(1 k [ ,X l _X0[ [2+kHx1_xo[D (3.15) ![f '- l(xl)f(xl)[[ <~ ~- -k  2 
3 k 
<~ 2 1 - -  k p(k) r o = rap(k)(1 - -  k), 
and from (3.12.2) that 
(3.16) Hf'-l(xx)ll[lf"(x)ll ~< 1 - p(k) k k 
1 -- k rap(k ) < rap(k) 
for every x r ro), hence a fortiori for every x ~/~(xx, rl) because 
B(xx, ,1) c B(Xo, to). 
We claim that if the points x~_ 1 , x~,  for some integer p ~ 1, are such that the 
assertions 
(3.17.1) 
(3.17.2) 
(3.17.3) 
(3.17.4) 
(3.17.5) 
/~(x,~_ x , r._l) C U and I( x,, - -  x,,_ 1 [[ ~ r._ap(k), 
f ' (xn)  is a linear homeomorphism of X onto Y, 
1 
I I f ' - l (x,)  o/'(x0)[I ~< (I --  k)-~--- ; -  ' 
Iif'-~(x.)f(x.)l[ <~ r.p(k)(1 -- k), 
k 
(If'-l(x,)(I i[f"(x)ll ~< ~ for every x ~/~(x n , r,) 
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are true with n = p, and if T~ is a linear homeomorphism of X onto Y satisfying 
(3.12.5) with n ----- p, then the assertions (3.17) are true with n ----- p + 1 for x~ and the 
point x~+ 1 determined from (3.12.4) with n = p. Indeed, /~(x~, r~) C B(x~_l, r~_l), 
and (3.17.3) and (3.12.5) imply that ':[ T~ 1 Gf'(x~)[I ~< (1 -- k) -x so that, by construc- 
tion, (3.17.1) holds with n = p + 1. Hence I f'-X(x~) of'(x~+l) --  I ] ~< k by (3.17.5), 
and so f'(x~+l) is a linear home0morphism of X onto Y which satisfies (3.17.3):with 
n = p + 1. Therefore we find that 
, 1 k []f'-l(x~+l)f(xo ~1)1 ~ Hf'-X(x~+l) o f  (xv)[I ~ ~ [[ X~-  1 - -  X~ !l z 
(3.18) + ]if'--X(X~+x) of'(x0)l I k(1 -- k) 9 II x~+x - x~ [I 
1 
+ = , .e (k ) (1  - -  k) ,  
as a consequence of (1.4) and (3.12.3), (3.12.4) with n ~ p, and that 
I k k 
(3.19) 'lf'-X(x~+x)ll IIf'(x)ll ~< 1~ r~p(k~ < r~+~o(k----'~ 
for every x el~(x,,+l, r~+l), as a consequence of (3.12.3) and (3.17.5) with n =p.  
This proves our claim. 
Since we have shown that the assertions (3.17) are true for n = 1, they are true for 
every integer n ~ 1, by induction. In particular, (3.17.1) implies then that 
(3.20) II x~+~ - -  x~ I: ~< r~ = (1 - -  p(k)p 9 
holds for all integer n ~ 0 and p >/ 1, and so (x~) converges to a point ~ E/~(x0, r) 
for which (3.12.7) is valid for every integer n ~ 0. Clearly, f(~) ----- 0 by construction 
and hence, by (1.4) and (3.17), 
 9  
k 1 + 2p(k) 11 ~ --  xn 11, 
< 1 - k 2p(k) 
which shows that (3.12.6) holds for every integer n ~> O. 
(3.22) Remark I. Observe that no explicit knowledge of f'-l(x, 0 is required in 
choosing a linear homeomorphism T,~ of X onto Y that satisfies (3.12.5), which is 
important in applications. However, as the proof of (3.12) shows, the conclusions 
of (3.12) will remain valid without change if the linear homeomorphisms T~ of X 
onto Y are selected such that 
(3.22.1) ]lf'-~(x,)ll II T, --f'(x,0[I ~< k 
holds for every integer n ~ 0, 
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(3.23) Remark 2. Although the sequence (x,) generated by the iterations (3.12.4) 
converges in general much less rapidly than the corresponding sequence generated 
by the iterations (3.1.3) of Newton's method, the sequence (ll ~ - x~ ~1) is still strictly 
decreasing because (3.12.6) implies that 
(3.23.1) 
for every integer n ~ 0, as is easily verified. 
When X is an m-dimensional Euclidean space E m and f is a twice differentiable 
mapping of an open set UC E TM into E TM itself (so that X =: Y), then the linear 
homeomorphisms T, of E '~ onto itself can be represented in (3.12), as usual, by 
non-singular matrices. If we choose these matrices in a particular way, which in a 
sense generalizes the use of divided differences in the one-dimensional secant method, 
we can strengthen the convergence estimate corresponding to (3.12.6) considerably. 
We state this special case of (3.12) in the following form. 
(3.24) Let (e j ) l~j~ m be an orthonormal basis of E", let f be a twice differentiable 
mapping of an open set U C E"' into E TM, and suppose there is a point x 1 ~ U for which 
the Jacobian matrix f'(xa) is non-singular. 
I f  there is a k E ]0, ~8] and a closed ball 1~(xl , r) C U such that 
(3.24.1) IIf'-~(xl)f(xa)ll ~ rp(k)(1 --  k) 
and 
(3.24.2) [ f'-X(xa)[[ Wf"(x)li ~ - -  
for every x ~ B(xl , r), where 
k 
rp(k) 
(3.24.3) p(k) = 1 
3k 
2(1  - -  k )  2 ' 
then there exists at least one point ~ E l~(x 1 , r) for which f(k) = O. iVIoreover, for any 
point x o ~ U with 0 < i[ xl -- Xo IF <~ (p(k)/1 -- p(k)) r, the iterations 
(3.24.4) x,~+x = x, -- T~Xf(x~), n = 1, 2, 3 ..... 
are defined for every integer n >~ 1 provided the matrices Tn = R~S-~ 1 are chosen such 
that 
23 
(3.24.5) Sn -- ~-~ (1 --  p(k))l[ x,~ -- x,~_ xII it',, n = 1, 2.3 ..... 
where 3 = min(1, 89 V~)m) and P,~ is any orthogonal matrix, and 
(3.24.6) R,  ej = / (x ,  + S ,  ej) - - / (x , ) ,  n = 1, 2, 3,..., 
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.for every integer j e [1, m]. In fact, (x,,) is then a sequence of points in l}(xi , r) which 
converges to .~ such that, for every integer n >/ 1, 
(3.24.7) J k - -  x,~ :1 ~ (1 - -  p(k)) "-i r 
and 
(3.24.8) 
r; .~ - x.+~ !1 ~ 1 - k p(k)  - -  k r 
+ (1 - p(k))ll ~ - x .  l[ II ~ - X~'I--I I] 
~_4 I'..{" -x ,  l l l !~-x , -a I I  ~< I ~ -x ,  ll 
for every integer n ~ 2, where 2~, is the nth Fibonacd number. 
The existence of a point ~ e B(x 1 , r) for whichf(.r = 0 follows directly from (3.12). 
Thus we merely need to prove that the matrices T~ = R,S~ i determined by (3.24.5) 
and (3.24.6) are indeed non-singular and satisfy (3.22.1) for every integer n ~ 1. 
To  do this, put r I = r, r~_ 1 = (I - -  p(k)) r, for every integer n >/ 1, and suppose 
that x~_ 1 , xu are, for some integer p ~ 1, two distinct points in U such that the 
assertions 
(3.25.1) 
(3.25.2) 
(3.25.3) 
(3.25.4) 
p(k)  
/~(x~, r~) C V and II x. - -  x._ x 11 ~< 1 --  p(k) r,~, 
f'(x~) is a non-singular matrix, 
[[f'-l(x.)f(x~)[] ~ r~p(k)(1 --  k), 
k 
[If'-l(x~)'[ [F(x)[ ~< ~ for every x ~ ~(xn, rn) , 
are true with n = p. Then, if S T and R~ are determined from (3.24.5) and (3.24.6) 
with n = p, we deduce from (1.4) that 
k, m 1 
(3.26) iI(R~ - - f ' (x~)  ST) x II ~ 2r~p(k--~) [[f'-l(x~)[[ 
for every x e/~(x~, r~), since by (3.24.5) and (3.25.1) with n = p 
2~ 
(3.27) [I S~ei [I = ~m (1 - -  p(k))ll x~ - -  x~_ 1 [I ~< o(k) r, <~ r 
X~_l I!) ~ 
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for every integer j c [1, m]. Hence it follows that 
' x ' 8k (3.28) Ilf'-X(x)'l [[ R,,S~, ~ - - f  ( ,,)]1 ~< ~ (1 --  p(k))l] x,, - -  xn_ 111 -~ k 
holds with n = p, and so T~ = R~S~ i is non-singular and satisfies (3.22.1) with 
n = p. Obviously, the assertions (3.25) are true with n = 1, by hypothesis, and the 
proof of (3.12) shows (see (3.17)) that they remain valid for every integer n >~ 1. 
Therefore the matrices T, = P,~S~ i are non-singular and satisfy (3.28), and hence 
(3.22.1), for every integer n >~ 1. 
Thus, (3.12) implies that the iterations (3.24.4) are defined for every integer n /> 1 
and generate a sequence (xn) of points in /~(x i , r) which converges to k such that 
(3.24.7) holds for every integer n /> 1. All that remains to be shown is that (3.12.6) 
can be improved to (3.24.8). 
Observe first that f ' (x )  is, for every x ~/~(xl,  r), a non-singular matrix for which 
p(k) iif,_X(xl)H ' (3.29) IIf'-a(x)ll ~ p(k)---------=kk 
as a consequence of (3.24.2). Hence we infer from (1.4) and (3.24.5) that 
(3.30) I ' f ' - l (x.)  T,~ -- I ![ ~ k 1 --  p(k) II x,~ - x._x II 
; p(h) - h 
for every point x n generated by (3.24.4). This implies by (3.24.4), (1.4) and (3.28), 
(3.29) that, for every integer n /> 1, 
(3.31) II .~ -- x_ t  I ~ 1! Txl f ' (x) l l [ ' l f ' - l (x) l l  Llf(,s - f (%)  - f ' (x ) (~ - ,);I 
+ ilf'-l(x,,) 7'. - -  II[ I[ .~ --  xn II] 
1 k [1  
1- -k  p (k ) - -k  -~- I I~-x . IP  
+ 1 -- p(k) l[ x. --  x.-x II II ~ - x. [l] 
r .i 
1- -  k p(k) - -  k r xn l] 2 
+ (1 - p(k))!l ~ -- x. II II ~ - -  x._x II], 
which proves the first part of (3.24.8). Since, by (3.24.3), p(k) ~ i~ for k ~ ]0, ~] 
and hence, for example, 
1 k 1 --p(k) +(1 - -p (k ) )  <7 4 98 r 7 r  (3.32) 1 - -k  p (k ) - -k r  . . . . .  <- - '  
the second part of (3.24.8) follows from a lemma in [16]. 
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(3.33) Remark I. A result similar to (3.24) is proved in [16]. However, there the 
existence of a point k ~ U for which f(s ::~ 0 is assumed before-hand, and the 
convergence of the sequence (x~) generated by the iterations (3.24.4) is deduced 
from entirely different assumptions based on estimates that involve, among others, 
the point k itself. 
(3.34) Remark 2. I f  we define, for every integer n /> 2, 
In l: "{ -- "v,,+!]] (3.34.1) A.+I 
I I~-x .  i~ 
where co --- ~(1 q- X/5) and hence a~(~o --  1) =: 1, we obtain from (3.24.8) that 
4 
(3.34.2) A+~ --' (co --  1)d,, ~< ln~- .  
This shows that the order of convergence of the sequence (1 ~ - -xn H) is at least 
equal to co (if it exists at all). 
For further results, when X has finite dimension, we refer to [5]. 
4. THE GOODMAN--LANcE METHOD 
Newton's method provides a convenient framework for deriving convergence 
criteria for a variety of techniques for the numerical solution of two-point boundary 
value problems for ordinary differential equations. As illustration, we discuss here 
briefly the Goodman-Lance method [9], [15] and, in the next section, the so-called 
method of quasi-linearization [4], [14]. 
These two methods are typical examples for the two groups into which all such 
numerical techniques may be divided. For, though all are basically iterative in the 
sense that the solution of the given problem appears as the limit of a sequence of 
solutions of auxiliary problems, they differ in the way these auxiliary problems are 
chosen: the latter are either iterativety generated initial value probIems for the same 
given differential equation, as in the Goodman-Lance method, or they are boundary 
value problems, involving the same given boundary conditions, for iteratively 
generated linear differential equations, as in the method of quasi-linearization. 
To avoid unimportant details, we restrict ourselves to the problem of determining, 
in a given compact interval K = [0, T], a solution ~ of the differential equation 
(4.1) x" = f(t, x) 
which is to satisfy the given boundary conditions 
(4.2) 4(0) -~ a, a(T) = b. 
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Throughout we will assume that f is a continuous mapping of R x R r~ into R ~ 
which has, at every (t, x)~ R • R '~, a partial derivative J (t ,  x) with respect to x 
such that the mapping (t, x) --~ J(t ,  x) is continuous in R • R m and 
(4.3) I] J(t,  x l )  - J (t ,  x2)il < ~ [I xl - x 2 II 
for any two points (t, Xl) , (t, x~) in K • R ~. As usual, we identify J ( t ,  x) with the 
Jacobian matrix, at (t, x), o f f  = (fl ..... f,n) with respect o x = ((1 ..... ~:,,), so that 
:l J(t,  x)ll is simply the matrix norm of J (t ,  x) induced by the given norm in R '~. 
The Goodman-Lance method is based on the following construction. Suppose u~, 
for some integer n >~ 0, is a solution of (4.1) in K for which un(0) ---: a, u~(O) = xn 
and un(T)~ b. Then determine, for every integer i~ [1, m], the value w,(0) of the 
solution wi in K of the adjoint variational equation 
(4.4) x" = J*(t ,  un(t)) x 
for which wi(T ) == O, w~(T)= ei, and form the matrix W(u,~)= (w~(0). e~). I f  
there is a point xn__ 1 ~ R m satisfying 
(4.5) W(u, ) (x , _  x - -  x , )  = u , (T )  - -  b 
such that the solution u of (4.1) with u(0) = a, u'(0) = X,+l is defined in K, let 
that solution be u,,+l. Obviously, the aim is to generate in this way, from a given 
solution u 0 of (4.1) in K with Uo(0 ) = a, Uo(0 ) := Xo, a sequence (u,) of solutions u, 
of (4.1) in K with u,(0) --= a, u~(0) = xn, such that (u,) converges uniformly in K 
to a solution ~ of (4.1) for which ~(0) = a and z~(T) = b. We will show that this 
is indeed possible, under appropriate assumptions. 
Let us observe first that, if (4.1) is a linear differential equation, say 
(4.6) x" = A(t) x, 
then any solution v of (4.6) in K is related, for every integer i ~ [1, m], to the solution 
wi of the adjoint linear equation 
(4.7) x" = A* ( t )  x 
for which w,:(T) = 0, w~(T) = ei by the equation 
(4.8) w,(0), v'(0) = w~(0), v(0) -- e,. v(T) ,  
as a consequence of Green's formula. Hence, if (4.6) has a solution a in K such that 
~(0) = a, ~'(0) =-~ & and a(T) = b, and if u is any other solution of (4.6) for which 
u(O) = a, u'(O) = x, then in particular 
(4.9) w,(O) . (~ - -  x) = e, . (u (T )  - -  b) 
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for every integer i ~ [1, m]; i.e., k --  x satisfies the equation 
(4.10) Wo(:~ -- x) -= u(T)  - -  b, 
where W 0 is the matrix (wi(O) . e~). Thus, in this case, the Goodman-Lance method 
does yield--and in one step--the missing "initial value" :7: =- fi'(0) for the solution l~ 
of (4.6) that satisfies the boundary conditions (4.2). 
In the general case, our assumptions imply, among others, the following facts. 
If (4.1) admits a solution u o with Uo(0 ) = a, u0(0 ) = x 0 which is defined in K, then 
there exists an open neighborhood UC R"  of x 0 such that, for every x~ U, the 
unique solution u of (4.1) with u(0) -- a, u'(0) :--- x is also defined in K. Moreover, 
the relation which associates with every x 6 U the value u(T)  of the solution of (4.1) 
satisfying u(0) = a, u'(0) = x is a continuously differentiable mapping h of U into R% 
We assert hat the Goodman-Lance iteration is precisely the iteration of Newton's 
method for determining a point k 6 U for which 
(4.1 l )  h(~) - -  b = O. 
Clearly, any such point ~ gives rise to a solution ~ of (4.1) with ~(0) = a, ~'(0) = 
which is defined in K and satisfies ~(T) = b. 
Indeed, if x,, ~ U for some integer n ~ 0 and if u,, is the corresponding solution 
of (4.1) in K with u,,(0) - a, u'n(0 ) = x,~, then the partial derivative Djh(x , , )o f  h 
at x , ,  for every integer j 6 [1, m], is given by 
(4.12) Djh(x,)  = v~(T) 
where vs is the solution in K of the variational equation 
(4.13) x" = J(t, u~(t)) x 
for which vo(0) - 0, v)(0) =~ e~. Since, by Green's formula, each v~(T) is related, 
for every integer i E [l, m], to the solution w i of (4.4) by the equation 
(4.14) e~ . v j ( r )  = - -w~(O)  . e~ , 
it follows that the derivative h'(x,,) of h at x, is given by 
(4.15) h'(x,,) = - -W(u, , )  
where, as before, W(u~) is the matrix (wi(0). ej). Thus, if h'(xn) is non-singular, 
the iteration of Newton's method (3.1.3) (or (2.13.5)) is 
(4.16) x,+x =-  x,, - -  h'-~Cx,,)(h(x,,) - -  b), 
and this is equivalent to the iteration (4.5) because h(xn) = u,~(T), by definition. 
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Therefore, any of the general theorems for Newton's method, such as (2.13) or 
(3.1), will yield automatically sufficient conditions for the convergence of the iterations 
of the Goodman-Lance method. We formulate here only the following direct 
consequence of the remarks in (2.13). 
(4.17) Suppose (4.1) has a solution u o with Uo(0 ) = a, uo(O ) = x o which is defined in K, 
and let U C R '~ be an open neighborhood of x o such that, for every x ~ U, the (unique) 
solution u of (4.1) with u(0) = a, u'(O) = x exists in K. Define h as the mapping 
x ~ u(T) of U into R m and let fl > 0 be any constant for which 
(4.17.1) Ii h '(xl)  - -  h'(x~)ll <~/3 II x l  - x~ I 
holds for any two points xl , xz in U. 
I f  the Jacobian matrix h'(xo) is non-singular and there are constants k ~ ]0, 1 [ and 
r > 0 such that B(xo, r) C U, 
(4.17.2) ;[ h'-l(xo) h(xo)i[ < r(1 -- k) 
and 
k 
(4.17.3) fl II h'-l(xo)li ~< 
then there exists a unique point ~ ~ B(x o , r) for which the solution a of (4.1) in K with 
a(O) = a, fl'(O) -= s satisfies (4.2). Moreover, the iterations of the Goodman-Lance 
method are defined for every integer n >tt 0 and generate a sequence (xn) of points in 
B(xo, r) which converges to .r such that the corresponding sequence (un) of solutions un 
of (4.1) in K with un(O) = a, u'n(O ) --- xn converges to a uniformly in K, and that 
(4.17.4) /3 [[ X - -  Xrt+l ![ ~ ~ I: ht-l(x0)i[ II ~ - x~ II 3 
and 
1 k 2. 
(4.17.5) I 5: -- x,~ [I ~< k 1 -- k a-- - ------z H h'-l(xo) h(xo)]i 
for every integer n >/O. 
(4.18) Remark. The existence of a constant /3 > 0 for which (4.17.1) holds is 
implied by the assumption that f in (4.1) has a partial derivative J(t, x) with respe_ct 
to x, whatever (t, x) ~ R • /~ ,  which satisfies (4.3). In actual applications, it may be 
difficult to determine a suitable fl; some of these difficulties are discussed in [15]. 
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5. Trm METHOD OF QUAsI-LINEARIZATION 
Let us now discuss the method of quasi-linearization as it applies to the problem 
of constructing a solution ,l of the differential equation 
(5.1) x" =f ( t ,  x) 
which is defined in a given compact interval K = [0, T] and satisfies the given 
boundary conditions 
(5.2) +i(0) -- a, a(T) = b. 
As before we assume here, for simplicity's ake, that f is a continuous mapping of 
R x R m into R"  which has, at every (t, x) e R x R m, a partial derivative J(t, x) with 
respect o x such that the mapping (t, x) ~ J(t, x) is continuous in R x R ~ and 
(5.3) [i J (t ,  xx) - J(t,  x2)l: ~< y II xx - xz I! 
for any two points (t, xx) and (t, x2) in K • R% 
Again, the aim is to generate, from a given continuous mapping u 0 of K into R m, 
a sequence (u~) of continuous mappings of K into R m such that (u~) converges 
uniformly in K to a mapping a which is a solution of (5.1) in K satisfying (5.2). 
However, in contrast o the Goodman-Lance method, the mapping u~+ x , for every 
integer n >t 0, is not chosen as a solution in K of the non-linear equation (5.1) but, 
instead, is to be a solution (in K)  of the linear equation 
(5.4) x" = J(t, u~(t)) x + f ( t ,  u~(t)) - J(t, u~(t)) un(t ) 
for which 
(5.5) un+l(O ) = a, un+l(T ) = b. 
This requires, of course, that a continuous mapping u 0 of K into R ~ can be found 
such that not only the equation (5.4) with n ~ 0 but, moreover, each iterative!y 
generated equation (5.4) with n >~ 1 admits a solution u,+ x which satisfies the boundary 
conditions (5.5). We will show that this requirement earl indeed be met, under 
suitable assumptions. 
Note first that a continuous mapping .1 of K into R 'n is a solution of (5.1) for which 
(5.2) holds if and only if 
(5.6) fT .1(0 = a + (b - -  a) - -  G(t, s)f(s,  *1(s)) ds 
0 
57x/2/2-6 
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for every t e K, where G is the real valued Green's function in K • K such that 
G(t,s) : tY1 (T - - t )  s, 0 <~ s <~ t <~ T, 
t( T - -  s ), O <~ t <~ s <~ T. 
This may be reformulated in the following way. Let C be the Banach space of 
continuous mappings u of K into R '~, define 5o as the mapping of C into itself such that 
t 
(b - a) - f~  c(t ,  s)f(s, ,,(s)) us (5.8) ~(u) : t --~ a + -~ o
for every u E C, and set 
(5.9) q~(u) = u --  ~u).  
Then any point a ~ C is a solution of (5.1) in K which satisfies (5.2) if and only if 
(5.10) q~(a) = 0. 
Our assumptions on f  in (5.1) imply that the mapping ~o is continuously differentiable 
in C. Indeed, from (1.2) we infer immediately that the derivative cp'(u) of ~o at any u ~ C 
is the continuous linear mapping of C into itself such that, for every v r C, 
T t J  
(5.11) ~'(u) v : t ~ - | c ( t ,  s) y(s, u(s)) v(~) as. 
d o 
Hence the mapping q~ of C into itself, as defined by (5.9), is also continuously 
differentiable in C. In fact, since evidently 
(5.12) ~'(u) = e -- r 
for every u ~ C, where e is the identity mapping in C, we deduce from (5.3), (5.7), 
and (5.11) that 
(5.13) l! q"(ul) - ~'(u2)ll ~< ~yZ m ]1 ua --  u2 II 
for any two points ul ,  us in C where, as usual, 
II ux --  u., II = sup{ll ux(t) --  u2(t)ll : t E K}. 
Observe that, as a consequence of (5.11) and (5.12), ~'(u) is for some u~C a 
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linear homeomorphism of C onto itself if and only if ~'(u) v ~- 0 implies v = 0 or, 
equivalently, if and only if the relation 
T 
(5.14) v(t) = -- ~ G(t, s) J(s, u(s)) v(s) ds 
tl 0 
for every t e K implies v(t) = 0 for every t e K. Thus, ff~'(u) is a linear homeomorphism 
of C onto itself precisely for those u c C for which the homogeneous linear differential 
equation 
(5.15) x" = J(t, u(t)) x 
has no non-trivial solution v (in K)  such that v(0) = 0, v(T)  = 0 or, equivalently, 
for which the non-homogeneous linear differential equation 
(5.16) x" = ](t, u(t)) x + w(t) 
has, for every w e C, a unique solution v (in K)  such that v(O) = a, v (T )  = b. In 
particular, q0'(u) in a linear homeomorphism of C onto itself for any point u 9 C 
for which 1[ ~o'(u)[! < 1, and in that case 
1[ qb'-l(u)l] ~< (1 --II ~o'(u)ll) -x. 
We assert hat, if the iterations of Newton's method for determining a point a e C 
for which (5.10) holds, namely the iterations 
(5.17) u~+x ---- un -- ~'-X(u~) ~(u,), n = 0, 1, 2,..., 
are defined for every, integer n >/0, then they are exactly the iterations of the method 
of quasi-linearization. More precisely, the point u~_ x e C obtained from (5.17) is then, 
for every integer n ~ 0, the unique continuous mapping of K into R m which i_s a 
solution of (5.14) satisfying (5.5). This fact has often been alluded to in the literature; 
however, no proof of it appears to have ever been published. 
Clearly, if the iterations (5.17) are defined for every integer n ~ 0, then ~b'-l(u,) 
exists for every integer n >~ 0. Hence (5.17) implies by (5.9) and (5.12) that 
(5.18) U~+l = ~0'(u~)(u~+~ - u~) + ~(u~) 
which, in turn, implies by (5.8) and (5.11) that 
t 
(b - a) - ~ j r  c ( t ,  s)[J(s, u~(*))(un§ - u~(s) +/(~, ~n(*))] a~ (5.19) u~_~l(t ) ~ a +-~ o 
for every t 9 K. This shows that u~_ 1 is a solution (in K)  of the linear differential 
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equation (5.4) for which (5.5) holds. In fact, gnu_ 1 is the only such solution, because 
the existence of q~'-~(u,) assures, by the preceding remarks, that the homogeneous 
linear differential equation corresponding to (5.4), 
(5.20) x" = J(t, u,(t))x, 
has no non-trivial solution v in K such that v(0) = 0, v(T) == O. This proves our 
assertion. 
Thus, sufficient conditions for the convergence of the iterations of the method 
of quasi-linearization can be deduced directly from any of the general results for 
Newton's method, such as (2.13) or (3.1), by simply applying the latter to the mapping 
as defined by (5.10). Though separate proofs for the convergence of the iterations 
of the method of quasi-linearization have been given, in some cases [11], [14], there 
is no need for such proofs when they require assumptions which are not less restrictive 
than those ensuring the convergence of the corresponding iterations of Newton's 
method. 
As a simple example, we state here the following result which is a direct consequence 
of the remarks in (2.13). 
(5.21) Let u o be the mapping of K into Rm fo r which 
t (b - a) 
(5.21.1) uo(t) = a + 7 
for every t E K, let ~, [3 be positive constants uch that 
(5.21.2) [If(t, Uo(t))[[ ~< ~, II J(t, u0(t))ll ~</3 
for every t ~ K, and suppose that 
(5.21.3) ~/3T' < 1. 
I f  there exist positive constants k ~ l and r such that 
a y h 
(5.21.4) ~T2 1 -- ~[3T 2 < r(1 -- k), ~T 2 I - -  ]/3T 2 ~ r '  
where ~, > 0 is a constant for which (5.3) holds, then there exists a unique continuous 
mapping ~ of K into R m with If (* - Uo [[-< r which is a solution of (5.1) in K satisfying 
(5.2). Moreover, the iterations of the method of quasi-linearization generate an infinite 
sequence (u,) of continuous mappings of K into R m which converges to a uniformly in K 
such that 
1 ~T ~ 
(5.21.5) [] a -- u,+ 1 [[ ~ 1 -- k 1 -- ~t/3T ~II a - u, !l s 
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and 
I k ~ t~T 2 
(5.21.6) ii a -- u, II ~< ~ 1 -- k 2" 1 --  ~/3T m 
for every integer n ~ O. 
Evidently, the remarks in (2.13) are applicable because the mapping 9 of C into 
itself is continuously differentiable in C and its derivative satisfies (5.13). Moreover, 
the assumption (5.21.3) implies by (5.11) that !l q0'(Uo)'t[ < 1 and, hence, that ~'(Uo) 
is a linear homeomorphism of C onto itself such that 
1 
(5.22) II ~'-X(uo)ll ~< 
I - ~r  2" 
Thus, the hypotheses (5.21.4) correspond to (2.13.3) and (2.13.4). Therefore the 
assertions and (5.21.5), (5.21.6) follow directly from the assertions in (2.13) and 
(2.13.6), (2.13.7). 
Observe that, though it seems natural to choose u o as in (5.21.1), a different choice 
may sometimes be more convenient and yield better results in particular cases; 
clearly, u o is not required to be such that u0(0 ) = a and uo(T ) = b. 
Of course, under further assumptions on f in (5.1), more precise results than 
(5.21) can always be obtained by appealing to (3.1). On the other hand, it is obvious 
from our present approach that any of the variants of Newton's method, such as 
(2.1), will yield a corresponding variant of the method of quasi-linearization, which 
may often be far more advantageous to use, especially when ease of computation 
is taken into account and rapidity of convergence is not of utmost importance. For 
example, we may attempt o generate a sequence (Un) of continuous mappings of K 
into R rn by requiring un+l, for every integer n ~ 0, to be a solution (in K) of the 
linear differential equation 
(5.23) x" = J(t, uo(t)) x q- f(t ,  u,(t)) - J(t, uo(t)) u,(t) 
for which (5.5) holds, and then apply the corresponding conditions of the modified 
Newton method in (2.12) in order to assure that this can actually be done and that 
the sequence (u,) converges uniformly in K to a solution a of (5.1) in K satisfying 
(5.2). Although numerical results for the method of quasi-linearization are known 
(see, e.g., [14]), no wide computational experience for this modification of it appears 
to be available. 
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