We show that a special case of sorting by reversals can be performed in polynomial time, namely, when the number of breakpoints is twice the distance.
Introduction
Biologists have discovered that genome rearrangements is a common mode of molecular evolution: the chromosomes of two related species often have the same set of genes arranged in di erent orders Palmer and Herbon, 1988] . Genome rearrangements are brought about by four basic mechanisms: the reversal in order of a chromosome portion, (inversion), the relocation of chromosome portions (transposition), the exchange of pre xes and su xes of two chromosomes (translocation), and the copying of a chromosome portion (duplication). An important question in biology is concerned with the minimum number of these operations (called distance) required to transform one genome to another; this distance is believed to be a useful measure of the evolutionary distance between two species.
Inversions are the most common among the four types of operations, especially in organisms with one chromosome. Kececioglu and Sanko were the rst to frame and study the problem of nding the reversal distance in terms of permutations. They gave an approximation algorithm with a performance ratio of 2 and conjectured that in general the problem is NP-hard Kececioglu and Sanko , 1995] . Recently, this conjecture was con rmed by Caprara Caprara, 1997] . However, the reversal distance problem becomes easy if additional assumptions are made. For example, building on work by Bafna and Pevzner Bafna and Pevzner, 1993] , Hannenhalli and Pevzner have shown that the following restrictions of the problem can be solved in polynomial time: i) if the permutations have a \small" number of blocks (of consecutive elements) of size one, and ii) if the directions of the genes are known, i.e. the permutations are signed Pevzner, 1996, Hannenhalli and . Their algorithm for the second case has recently been improved and simplied by Berman and by Kaplan, Shamir, and Tarjan Berman and Hannenhalli, 1996, Kaplan et al., 1997] . Another restriction of this problem involves permutations whose reversal distances are twice the number of \breakpoints", which are boundaries between blocks of consecutive elements. It was conjectured in Waterman, 1995, Kececioglu and Sanko , 1995] that even this special case is NP-hard. In this note, we show that in fact it can be solved in polynomial time by giving a graph-theoretic characterization of these permutations.
De nitions
A permutation = ( 1 2 : : : n ) is a 1-1 function : 0; n + 1] 7 ! 0; n + 1], where (0) = 0; (n + 1) = n + 1; and (i) = i for 1 i n. A reversal of interval i; j] is the permutation ij = (1 2 : : : i j j ? 1 : : : i + 2 i + 1 j + 1 j + 2 : : : n):
Given permutations and , the reversal distance between and is the length of a shortest sequence of reversals 1 ; 2 ; : : : ; k such that 1 2 k = . (Note that this de nition is robust since the reversals generate the permutation group S n .) It is easy to see that this distance is at most n?1 Watterson et al., 1982] . Sorting by reversals is the problem of nding the reversal distance d( ) between a permutation and the identity permutation {.
Fix a permutation 2 S n . For 0 i n, we call ( i ; i+1 ) an adjacency of if i i+1 (i j means ji ? jj = 1); otherwise, ( i ; i+1 ) is called a breakpoint of . Let bp( ) denote the number of breakpoints of ; note that bp( ) n + 1, and bp({) = 0. Two breakpoints of ( i ; i+1 ) and ( j ; j+1 ) de ne an active interval i; j] if i B has a perfect matching M, let I M be the graph whose vertices are the intervals de ned by the edges of M, and whose edges connect intersecting intervals. Two intervals i; j] and k; l] intersects each other if i < k < j < l or k < i < l < j. Figure 1 gives an example of these de nitions for = (0 3 7 5 1 4 2 6 8). has eight breakpoints (0,3), (3,7), (7,5), (5,1), (1,4), (4,2), (2,6), and (6,8) .
has three active intervals, drawn with unbroken lines, and two passive 
Main Result
Suppose is a permutation that satis es bp( ) = 2d( ), and 1 ; 2 ; : : : ; d( ) be a solution of the reversal distance problem for . We already observed that each i must remove a pair of breakpoints. The following lemma says that these pairs of breakpoints must already be present in . Proof: Let b = min( l ; r ), B = max( l ; r ), and de ne span(C) = f i : l < i < rg. If there is some element in span(C) that is smaller than b, then let k be the smallest such element. Clearly at least one of ( k ; k+1 ) and ( k?1 ; k ) is a breakpoint (which may or may not belong to C). Since M is a perfect matching of B , there must be an interval in M connecting either ( k ; k+1 ) or ( k?1 ; k ) with another breakpoint lying outside span(C). This contradicts our choice of l and r. Thus b is smaller than any element in span(C). We can use a similar argument to show that B is bigger than any element in span(C). Now let j be the smallest number such that b < j < B and j = 2 span(C). Again, at least one of ( j ; j+1 ) and ( j?1 ; j ) is a breakpoint. Since M is a perfect matching of B , there must be an interval connecting either ( j ; j+1 ) or ( j?1 ; j ) with another breakpoint in span(C).
This contradicts our choice of r and l. Hence span(C) contains exactly the numbers between b and B.
Lemma 4 Let 2 S n and M be a perfect matching of B . No intervals of (even those that are not in M) connect two breakpoints belong to two di erent connected components of I M .
Proof: Let C be a connected component of I M . We will show by induction on n = jspan(C)j that no intervals of connect a breakpoint of C with another breakpoint that does not belong to C.
The claim is vacuously true for the base case n = 2. Suppose the claim is true for every integer less than or equal to n. Let C be a connected component of I M such that jspan(C)j = n+1. If I is an interval with one endpoint in C, then by Lemma 3, the other endpoint cannot lie outside of span(C).
Furthermore, by induction hypothesis it cannot belong to another connected component embedded inside C, whose span has at most n elements.
We are now ready to prove the main result.
Theorem 2 Deciding whether bp( ) = 2d( ) for any permutation 2 S n (and sorting it by reversals) is in P.
Proof: Given , we construct the graph B , remove intervals of the type ]i; i + 2 (since they form singleton components by themselves and don't belong to any solution) and assign to each active interval the weight +1 The graph B can be constructed from (and ?1 ) in time O(n). In general, a maximum-weighted matching of a graph G of v vertices and e edges can be obtained in time O(velogv) Galil et al., 1982] . Since the number of vertices and edges of B are both O(n), the time complexity of this algorithm is O(n 2 log n).
Once we have a maximum-weighted perfect matching M, can be sorted in bp( )=2 reversals by always reversing an active interval of M that leaves the most number of active intervals (see the proof of Theorem 1).
