Nonlinear wave equations on a class of bounded fractal sets  by Hu, Jiaxin
J. Math. Anal. Appl. 270 (2002) 657–680
www.academicpress.com
Nonlinear wave equations on a class of
bounded fractal sets
Jiaxin Hu
Mathematical Institute, University of St Andrews, North Haugh, St Andrews, Fife, KY16 9SS,
Scotland, United Kingdom
Received 6 December 2000
Submitted by H. Levine
Abstract
The nonlinear wave equation
utt =∆u+ f (u)
with given initial data and zero boundary conditions on a class of bounded self-similar
fractal sets is investigated. The Sobolev-type inequality is the starting point of this work,
which holds for a class of fractals including the well-known Sierpínski gasket. We obtain
the global existence of strong solutions for suitable f if the spectral dimension ds of the
fractal satisfies ds < 2. The key is to construct the wave propagator and Hilbert spaces of
functions on the fractal. The main difficulty in obtaining the global existence of a weak
solution is establishing a priori estimates depending on a regularity property for f . The
regularity property of a weak solution is obtained through a fine analysis in which the
Sobolev-type inequality plays a crucial role.  2002 Elsevier Science (USA). All rights
reserved.
1. Introduction
We consider the nonlinear wave equation
utt =∆u+ f (u), t > 0, x ∈ V \V0, (1.1)
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with given initial data and boundary conditions
u|t=0 = φ(x), x ∈ V,
ut |t=0 = ψ(x), x ∈ V,
u|V0 = 0, t > 0, (1.2)
where V is a bounded fractal set in RN (N  2) and V0 its boundary, and ∆ is
a “Laplacian” defined on V in an appropriate way. The initial data φ and ψ is
assumed to satisfy the compatibility condition φ|V0 =ψ|V0 = 0. We suppose that
f (0)= 0 and f ∈ C1(R) with f ′ locally Lipschitz continuous. For a self-similar
fractal V ∈ RN , its boundary V0 is defined as follows. Let N0  2 be an integer,
and Fi :RN →RN , 1 i N0, be the contracting similitudes:∣∣Fi(x)− Fi(y)∣∣= ri |x − y|, x, y ∈RN,
where 0 < ri < 1 for all 1 i N0. Let V be uniquely given by
V =
N0⋃
i=1
Fi(V );
see [1]. Let Vi = Fi(V ), 1 i N0. Then the boundary V0 of V is defined by
V0 =
N0⋃
i,j=1
i 
=j
F−1i (Vi ∩ Vj),
provided that {Fi}N01 satisfies the open set condition; see [2].
Laplacians have been defined on certain classes of self-similar fractal sets; see,
for example, [3–9,19]. Basically speaking, there are three approaches to defining
Laplacians on fractals. One is from probabilistic point of view where a Laplacian
is viewed as an infinitesimal generator of a strongly continuous contraction semi-
group on L2; see [3,4]. The other two approaches are analytic, where a Laplacian
is either defined directly (see [8,19]) or defined through the extension of a func-
tional on a Hilbert space to on L2 (see [5,7,9]). The Laplacians defined by the
last two approaches are equivalent if they are continuous on V ; see [7]. Nontrivial
Hausdorff measures on V are used in the analytic approaches, which exist for a
large class of self-similar fractals [1].
The Hilbert space H 10 (V ) on V , see Section 2.1, plays the same role as a
Sobolev space on classical domains. An elegant compact embedding theorem
for such a Hilbert space, see (2.3), holds for V in certain class of self-similar
fractals, that is H 10 (V ) is embedded into the space of Hölder continuous functions
on V . Throughout this paper we assume that there exists a Dirichlet form having
the strong Markovian property, see (2.2) below, and satisfying the Sobolev-type
inequality (2.3). The Sobolev-type inequality has been established [10] on post-
critically finite (p.c.f.) self-similar fractals if such a p.c.f. fractal possesses a
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regular harmonic structure and satisfies the separation condition, in particular
on nested fractals satisfying the separation condition; see [7,9] for the case of the
Sierpínski gasket. The Sobolev-type inequality plays a crucial role in studying
nonlinear PDEs on fractals; for example, see [7] for nonlinear elliptic equations
on the Sierpínski gasket.
In this paper we work with nonlinear wave equations on bounded fractals. The
key is to construct the wave propagator p : (0,∞) × V × V → R as a series
by using eigenfunctions and eigenvalues. Dalrymple et al. [5] defined a wave
propagator in a similar way but it is too weak to be suitable for studying nonlinear
wave equations. Also we introduce Hilbert spaces Eα(V ) in which the initial
data lies, where α depends only on the spectral dimension of V . Throughout
this paper, we assume that the spectral dimension ds < 2, which holds for at
least p.c.f. fractals with regular harmonic structure [11]. We shall prove that (1.1),
(1.2) possesses a global solution u in H 10 (V ) for “dissipative” f if the initial data
φ ∈Eα(V ) and ψ ∈Eα−1/2(V ) with α > (6+ds)/4; see Theorem 3.7. The initial
data is so taken that the “shock waves” (discontinuous functions) are suppressed
to appear in our solution. An example for such f is f (r) = −r|r|p − mr with
m 0 and p  1. The solution u is shown to have the property that ∂2u/∂2t and
∆u exist on V for almost all t ∈ (0,∞); thus (1.1) is interpreted as an equality on
V \V0 for almost all t ∈ (0,∞); see Section 3.
The initial–boundary value problem (1.1), (1.2) was extensively investigated
on bounded domains with “nice” boundary, see, for example, [12–14]. Our
approach for the fractal situation here is quite different. It is interesting to note
that the restriction on the nonlinear function f is significantly weaker than in the
nonfractal situation [12–14].
2. Preliminaries
2.1. Hilbert spaces
Let V be a bounded fractal in RN (N  2) and V0 its boundary. Let µ
be a nontrivial normalized df -dimensional Hausdorff measure of V such that
µ(O) > 0 for all open sets O ⊂ V and µ(V ) = 1, where df is the Hausdorff
dimension of V . Such a measure exists for a large class of self-similar fractals
including the Sierpínski gasket; see, for example, [1]. We suppose that there exists
a Dirichlet form W(. , .) on V ; that is, W :D(V ) × D(V )→ R is bilinear and
symmetric, and W(u,u)= 0 if and only if u is constant on V , whereD(V ) is the
set of all functions u on V such that W(u,u) <∞. In general, the Dirichlet form
satisfies
√
W(uv,uv)  ‖u‖∞
√
W(v,v)+ ‖v‖∞
√
W(u,u) (2.1)
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for all u,v ∈ D(V ), where ‖u‖∞ = supx∈V |u(x)|, and the strong Markovian
property
W
(
h(u),h(u)
)
W(u,u), (2.2)
for all u ∈D(V ) and all h :R→R satisfying∣∣h(t2)− h(t1)∣∣ |t2 − t1|, t1, t2 ∈R.
Moreover, we assume that a Sobolev-type inequality∣∣u(x)− u(y)∣∣ c¯|x − y|β√W(u,u) for all x, y ∈ V (2.3)
holds for all u ∈ C(V ), the space of all continuous functions on V , for some c¯ > 0
and β ∈ (0,1].
Let H 1(V ) = {u ∈ C(V ): W(u,u) <∞} with the norm √W(u,u)+ ‖u‖2,
where ‖u‖2 = (
∫
V
u(x)2 dµ(x))1/2. Then H 1(V ) is a Hilbert space. Define
H 10 (V ) ≡ H 10 (V , dµ) = H 1(V ) ∩ C0(V ) on V , where C0(V ) is the space of
all continuous functions on V vanishing at V0. We see that H 10 (V ) is a Hilbert
space with the norm ‖u‖ ≡ √W(u,u), which is also a Banach algebra; that
is, uv ∈ H 10 (V ) whenever u,v ∈ H 10 (V ). It is not always true that H 10 (V ) is a
Banach algebra if (2.3) violates, see [20]. We assume further that H 10 (V ) is dense
in C0(V ).
Example 2.1 (Sierpínski gasket). Let pi , i = 1,2, . . . ,N + 1, be N + 1 distinct
points in RN with the property that |pi − pj | = 1, i 
= j . Let Fi :RN → R be
the contracting similitudes given by Fi(x)= (1/2)(x + pi). Then the Sierpínski
gasket is defined as the closure of V∗ ≡⋃∞i=1 Vm under the Euclidean metric,
where Vm =⋃Fi(Vm−1), m  1, and V0 = {p1,p2, . . . , pN+1}. We define the
Dirichlet form
W(u,v)= lim
m→∞
(
N + 2
N
)m ∑
x,y∈Vm
|x−y|=2−m
(
u(x)− u(y))(v(x)− v(y))
for all u,v :V → R. It can be verified that all above assumptions hold for the
Sierpínski gasket; see [7,9].
All the assumptions above also hold for p.c.f. self-similar fractals in RN that
possess regular harmonic structure and satisfy the separation condition; see [10]
for details.
Taking y ∈ V0 in (2.3), we see that
sup
x∈V
|u(x)| c‖u‖ for all u ∈H 10 (V ) (2.4)
for some c > 0. Let (u, v)≡W(u,v) denote the inner product of u,v ∈H 10 (V ).
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Definition 2.2. We say that ∆u is the Laplacian of u ∈H 1(V ) if ∆u is a function
in L2(V ) satisfying
(u, v)=−
∫
V
∆u(x)v(x) dµ(x) for all v ∈H 10 (V ). (2.5)
With the Laplacian defined as in (2.5), we may solve the linear problem
∆u=−λu, x ∈ V \V0, u|V0 = 0. (2.6)
From (2.3) and the standard method [15,16], we have that (2.6) possesses a
sequence of normalized solutions {ϕn}n1 in H 10 (V ), corresponding to positive
eigenvalues 0 < λ1  λ2  · · · , forming a complete orthogonal basis of H 10 (V );
that is, ‖ϕn‖2 = 1 and
(ϕn, v)= λn
∫
V
ϕn(x)v(x) dµ(x) for all v ∈H 10 (V ), n 1, (2.7)
(ϕi, ϕj )=
∫
V
ϕi(x)ϕj (x) dµ(x)= 0, i 
= j, i, j  1. (2.8)
Note that {ϕn}n1 is also a complete orthonormal basis of L2(V ) since H 10 (V ) is
dense in L2(V ).
We refine the structure of H 10 (V ) by using eigenfunctions and eigenvalues,
and describe the domain D(∆) of Laplacian ∆; that is, D(∆)= {u ∈ L2(V ): ∆u
exists and belongs to L2(V )}. From (2.7), we see that
(ϕn,ϕn)= λn‖ϕn‖22 = λn, n 1. (2.9)
Let u(x)=∑∞n=1 anϕn(x) ∈ L2(V ), where an ∈ R, n  1. From (2.8), (2.9), we
have that if u ∈H 10 (V ), then
‖u‖2 =
∞∑
n=1
a2n‖ϕn‖2 =
∞∑
n=1
a2nλn <∞.
On the other hand, if u(x)=∑∞n=1 anϕn(x) satisfies
∞∑
n=1
a2nλn <∞,
then u ∈ C0(V ). This is easily seen since the sequence {um} is compact in
C(V ) by the Sobolev-type inequality (2.3) and the Arzela–Ascoli theorem, where
um =∑mn=1 anϕn(x), m 1. Thus
H 10 (V )=
{
u(x)=
∞∑
n=1
anϕn(x):
∞∑
n=1
a2nλn <∞
}
. (2.10)
662 J. Hu / J. Math. Anal. Appl. 270 (2002) 657–680
Let u(x)=∑∞n=1 anϕn(x) ∈H 10 (V ). We suppose that ∆u ∈L2(V ) exists and set
∆u(x)=∑∞n=1 cnϕn(x). Letting v = ϕk , k  1, in (2.5) and using (2.9), it follows
that
akλk = (u, v)=−
∫
V
∆u(x)v(x) dµ(x)=−ck‖ϕk‖22 =−ck,
and so ∆u ∈L2(V ) if and only if ∑∞n=1 a2nλ2n <∞. Therefore,
D(∆)=
{
u(x)=
∞∑
n=1
anϕn(x):
∞∑
n=1
a2nλ
2
n <∞
}
(2.11)
and
∆u=−
∞∑
n=1
anλnϕn(x) for u(x)=
∞∑
n=1
anϕn(x) ∈D(∆). (2.12)
Let ρ(λ) be the number (with multiplicity) of eigenvalues not greater than λ. We
assume that Weyl’s formula
c1λ
ds/2  ρ(λ) c2λds/2 (2.13)
holds, where c1, c2 > 0 and ds > 0 is termed the spectral dimension of V . Note
that (2.13) holds for p.c.f. self-similar fractals [11] and for variational frac-
tals [17]. From (2.13), we see that
λ−1n  bn−2/ds for all n 1 (2.14)
for some b > 0.
In order to solve (1.1), (1.2), we introduce spaces Eα(V )≡Eα(V,dµ), α  0,
to which the initial data belongs.
Definition 2.3. For α  0, define
Eα(V )=
{
u(x)=
∞∑
n=1
anϕn(x):
∞∑
n=1
a2nλ
2α
n <∞
}
(2.15)
with the norm ||| . |||α given by
|||u|||α =
( ∞∑
n=1
a2nλ
2α
n
)1/2
for u(x)=
∞∑
n=1
anϕn(x). (2.16)
Proposition 2.4. For all α  0, Eα(V ) with the norm ||| . |||α is a Hilbert space,
with the property that Eα(V ) ⊂ C0(V ) for α  1/2; in particular, E1/2(V ) =
H 10 (V ) and E1(V )=D(∆). Moreover, Eα(V ) is dense in H 10 (V ) for α > 1/2.
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Proof. Note that Eα(V ) = L2(V ) if α = 0. We only consider the case α > 0.
Clearly Eα(V ) is a normed space for all α > 0. We show that Eα(V ) is complete
for all α > 0. Suppose that {uk}k1 is a Cauchy sequence in Eα(V ); that is,
|||uk − ul|||α → 0, k, l→∞. (2.17)
We write uk(x)=∑∞n=1 aknϕn(x), akn ∈R. Since λ1 > 0, we have
sup
n1
∣∣akn − aln∣∣2  sup
n1
(
λn
λ1
)2α∣∣akn − aln∣∣2  λ−2α1
∞∑
n=1
λ2αn
∣∣akn − aln∣∣2
= λ−2α1 |||uk − ul |||2α → 0, k, l→∞.
Therefore, for all n 1 there exists a number an such that
sup
n1
∣∣akn − an∣∣→ 0, k→∞.
Define u(x) =∑∞n=1 anϕn(x). We claim that u ∈ Eα(V ). To see this, note that{uk}k1 is bounded in Eα(V ), and so
j∑
n=1
(
akn
)2
λ2αn M for all j  1 (2.18)
for some M independent of j . Letting k→∞ in (2.18), it follows that
j∑
n=1
a2nλ
2α
n M for all j  1,
implying that
|||u|||2α =
∞∑
n=1
a2nλ
2α
n M,
and so u ∈Eα(V ). In a similar way, we have from (2.17) that
|||uk − u|||2α → 0, k→∞,
proving that Eα(V ) is complete. It is easy to see that Eα(V ), α > 0, is a Hilbert
space with the inner product
(u, v)α ≡
∞∑
n=1
anbnλ
2α
n (2.19)
for u(x) =∑∞n=1 anϕn(x) and v(x) =∑∞n=1 bnϕn(x) in Eα(V ). By (2.10), we
easily see that E1/2(V ) = H 10 (V ) ⊂ C0(V ), giving that Eα(V ) ⊂ E1/2(V ) ⊂
C0(V ) if α > 1/2.
664 J. Hu / J. Math. Anal. Appl. 270 (2002) 657–680
Let u(x) =∑∞n=1 anϕn(x) ∈ H 10 (V ). From (2.10), we have that ∑∞n=1 a2nλn
<∞. Define uk(x)=∑∞n=1 aknϕn(x), where
akn =
{
an, n k,
0, otherwise.
For all k  1, we have
|||uk|||2α =
k∑
n=1
a2nλ
2α
n <∞,
and so uk ∈Eα(V ). On the other hand,
‖uk − u‖2 =
∞∑
n=k+1
a2nλn → 0, k→∞,
since the series
∑∞
n=1 a2nλn is convergent. Therefore, Eα(V ) is dense in H 10 (V )
for α > 1/2 by noting that Eα(V )⊂H 10 (V ) if α > 1/2. ✷
Note that for all n  1, the eigenfunctions ϕn ∈ Eα(V ), α > 0, which means
that the space Eα(V ) for all α > 0 contains an infinite-dimensional subspace.
2.2. Wave propagator
Let {ϕn} be the eigenfunctions of (2.6) corresponding to eigenvalues {λn}.
Define
p(t, x, y)=
∞∑
n=1
sin
√
λnt√
λn
ψn(x)ψn(y), t  0, x, y ∈ V, (2.20)
where
ψn(x)= ϕn(x)/
√
λn. (2.21)
Definition 2.5. The function p given in (2.20) is termed the wave propagator
on V .
Assume that ds < 2. Definition 2.5 is justified by the following proposition.
Proposition 2.6. Let t0  0 and y0 ∈ V be fixed. Then p(t0, x, y0) ∈H 10 (V ), and
lim
t↓0
∂
∂t
(
p(t, . , y0), u(.)
)= u(y0) (2.22)
if u ∈Eα(V ) for some α > (2 + ds)/4, where ( , )=W( , ) is the inner product
of H 10 (V ).
J. Hu / J. Math. Anal. Appl. 270 (2002) 657–680 665
Proof. From (2.4), (2.9) and (2.21), we have that
sup
x∈V
|ψn(x)| c‖ψn‖ = c, (2.23)
and so, using (2.14),
∥∥p(t0, . , y0)∥∥2 = ∞∑
n=1
sin2(
√
λnt0)
λn
ψ2n(y0) bc2
∞∑
n=1
n−2/ds <∞
for all t0  0, y0 ∈ V since ds < 2, proving that p(t0, x, y0) ∈E1/2(V )=H 10 (V ).
Let u=∑∞n=1 anϕn ∈Eα(V ), α > 0; that is, ∑∞n=1 a2nλ2αn <∞. We see that
v(t, y0)≡
(
p(t, . , y0), u(.)
)= ∞∑
n=1
an sin
(√
λnt
)
ψn(y0)
is uniformly convergent on [0,∞)× V since, using (2.23) and (2.14),
∣∣an sin(√λnt)ψn(y0)∣∣ c|an| c
(
1
4
|an|2λ2αn + λ−2αn
)
 c
(
1
4
|an|2λ2αn + b2αn−4α/ds
)
and 4α/ds > 1. Moreover, we have that
∂
∂t
v(t, y0)=
∞∑
n=1
√
λnan cos
(√
λnt
)
ψn(y0)
since this series is also uniformly convergent on [0,∞)× V by noting that∣∣√λnan cos(√λnt)ψn(y0)∣∣ c√λn|an|
 c
(
1
4
|an|2λ2αn + b2α−1n−2(2α−1)/ds
)
and 2(2α− 1)/ds > 1. Therefore,
lim
t↓0
∂
∂t
v(t, y0)=
∞∑
n=1
√
λnanψn(y0)= u(y0). ✷
3. Global existence of solutions
In this section we show the global existence of solutions to (1.1), (1.2) if the
spectral dimension ds < 2 and the initial data φ ∈Eα(V ) and ψ ∈Eα−1/2, where
α > (6+ ds)/4. We employ the standard contraction principle to obtain the local
existence of solutions which can be extended globally by using a priori estimates.
We obtain a priori estimates for certain classes of functions f .
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By a global weak solution of (1.1), (1.2) we mean u(t) ≡ u(t, x) ∈ H 10 (V )
satisfying
u(t)= u0(t)+
∞∑
n=1
ψn√
λn
t∫
0
sin
(√
λn(t − τ )
)(
f (u(τ)),ψn
)
dτ (3.1)
for t  0 and x ∈ V , where ( , ) is the inner product of H 10 (V ) and
u0(t)=
∞∑
n=1
sin
√
λnt√
λn
βnψn +
∞∑
n=1
αn cos
(√
λnt
)
ψn (3.2)
for φ(x) = ∑∞n=1 αnψn(x) ∈ H 10 (V ) and ψ(x) = ∑∞n=1 βnψn(x) ∈ L2(V ).
Observe that u0(t) is the solution of the linear wave equation (1.1), (1.2) with
f ≡ 0, and has nice properties. However, the second term on the right-hand side
in (3.1) is awkward in that the nonlinear function f takes effect, and so needs
more analysis. Note that if u(τ) ∈ H 10 (V ) for τ ∈ (0, t), then f (u(τ)) ∈ H 10 (V )
for τ ∈ (0, t) by the strong Markovian property (2.2), and so (f (u(τ )),ψn) is
defined. This is why we use the inner product of H 10 (V ) in (3.1) rather than that
of Eα(V ) for some α > 1/2.
3.1. Local existence
Lemma 3.1 (Local existence). Let ds < 2 and suppose the initial data φ =∑∞
n=1 αnψn ∈ H 10 (V ) and ψ =
∑∞
n=1 βnψn ∈ L2(V ). Writing M1 = ‖φ‖ +‖ψ‖2 , then there exists t1 > 0 such that (1.1), (1.2) possesses a local weak
solution u(t) ∈H 10 (V ) on (0, t1) satisfying
‖u(t)‖ 2M1, t ∈ (0, t1). (3.3)
Proof. We use the standard contraction principle approach.
Let E = {u(t) ∈ H 10 (V ): ‖u(t)‖  2M1 for t ∈ (0, t1)}, where t1 > 0 is to be
determined below. Then E is a Banach space under the norm supt∈(0,t1) ‖u(t)‖.
Define a mapping F on E by
(Fu)(t)= u0(t)+
∞∑
n=1
ψn√
λn
t∫
0
sin
(√
λn(t − τ )
)(
f (u(τ)),ψn
)
dτ. (3.4)
We show that F is a contracting mapping from E to E for all t ∈ (0, t1) for some
small t1 > 0. To see this, let u(t) ∈E. Then ‖u(t)‖ 2M1 on (0, t1). We see from
(2.4) that
‖u(t)‖∞ ≡ sup
x∈V
|u(t, x)| c‖u(t)‖ 2cM1 (3.5)
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for all (0, t1). Since φ =∑∞n=1 αnψn ∈ H 10 (V ) and ψ =∑∞n=1 βnψn ∈ L2(V ),
we have from (3.2) that u0(t) ∈E1/2(V )=H 10 (V ) for all t  0, since
‖u0(t)‖ =
{ ∞∑
n=1
(
sin
√
λnt√
λn
βn + αn cos
(√
λnt
))2}1/2

{ ∞∑
n=1
( |βn|√
λn
+ |αn|
)2}1/2

( ∞∑
n=1
|βn|2
λn
)1/2
+
( ∞∑
n=1
|αn|2
)1/2
= ‖ψ‖2 + ‖φ‖ (3.6)
for all t  0.
Let
z(t)=
∞∑
n=1
ψn√
λn
t∫
0
sin
(√
λn(t − τ )
)(
f (u(τ)),ψn
)
dτ. (3.7)
It follows that, using Hölder’s inequality,
‖z(t)‖2 =
∞∑
n=1
1
λn
( t∫
0
sin
(√
λn(t − τ )
)(
f (u(τ)),ψn
)
dτ
)2

∞∑
n=1
1
λn
( t∫
0
∣∣(f (u(τ)),ψn)∣∣dτ
)2

∞∑
n=1
1
λn
(
t
t∫
0
∣∣(f (u(τ)),ψn)∣∣2 dτ
)
. (3.8)
Note that
∞∑
n=1
1
λn
(
g(Φ),ψn
)2 = ‖g(Φ)‖22 for g(Φ) ∈L2(V ), (3.9)
and
‖Φ‖2  1√
λ1
‖Φ‖ for all Φ ∈E1/2(V ), (3.10)
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where λ1 is the first eigenvalue of (2.6). Therefore, settingL= sup|r |2cM1 |f ′(r)|,
we have from (3.8)
‖z(t)‖2  t
t∫
0
∥∥f (u(τ))∥∥22 dτ  t
t∫
0
L2‖u(τ)‖22 dτ 
(2LM1t)2
λ1
,
which implies that
‖z(t)‖ 2LM1t1√
λ1
for all t ∈ (0, t1). (3.11)
Thus z(t) ∈ E1/2(V )=H 10 (V ) for all t ∈ (0, t1) if u(t) ∈ E. Therefore, by (3.4)
(Fu)(t) ∈H 10 (V ) for all t ∈ (0, t1) if u(t) ∈E.
Combining (3.6) and (3.11), we have from (3.4) that for u(t) ∈E,
∥∥(Fu)(t)∥∥ ‖u0(t)‖+ ‖z(t)‖ ‖φ‖+ ‖ψ‖2 + 2LM1t1√
λ1
=M1 + 2LM1t1√
λ1
 2M1 for all t ∈ (0, t1),
if we take t1 > 0 such that 2Lt1 
√
λ1. Hence, F maps E onto E for t1 √
λ1/(2L).
On the other hand, we get from (3.4) that for u(t), v(t) ∈E,
∥∥(Fu)(t)− (Fv)(t)∥∥ Lt1√
λ1
sup
τ∈(0,t1)
∥∥u(τ)− v(τ )∥∥
for all t ∈ (0, t1) in a similar way to the derivation of (3.11). Therefore,
sup
τ∈(0,t1)
∥∥(Fu)(τ )− (Fv)(τ )∥∥ Lt1√
λ1
sup
τ∈(0,t1)
∥∥u(τ)− v(τ )∥∥,
and so F is a contraction on E if we take t1 <
√
λ1/L. Thus the contraction
principle guarantees the local existence of a weak solution u(t) ∈E to (1.1), (1.2),
where t1 =√λ1/(2L) with L= sup|r |2cM1 |f ′(r)|. ✷
3.2. Regularity
In order to extend the local weak solution globally, we require some a priori
estimates. The regularity property of a local weak solution may be used to obtain
such estimates. For this, we use the concept of the derivative of a function in the
norm ‖ ‖2.
Definition 3.2. We say that u(t) ∈H 10 (V ) is differentiable at point t0 > 0 in the
norm ‖ ‖2 if there exists an element ∂u(t0)/∂t ∈H 10 (V ) such that
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lim
δ→0
∥∥∥∥u(t0 + δ)− u(t0)δ − ∂u∂t (t0)
∥∥∥∥
2
= 0. (3.12)
Without ambiguity, we denote the derivative of u(t) at t0 in the norm ‖ ‖2 by
(∂u/∂t)(t0).
Proposition 3.3. Assume that u(t) ∈H 10 (V ) is uniformly Lipschitz continuous in
the norm ‖ ‖ on (0, t1) for t1 > 0; that is, there exists some M2 > 0 such that∥∥u(t + δ)− u(t)∥∥M2δ (3.13)
for all small δ > 0 and t ∈ (0, t1 − δ). Then u(t) is differentiable in the norm ‖ ‖2
for almost all t ∈ (0, t1) (in the sense of Lebesgue measure), and for almost all
t ∈ (0, t1),
∂u(t)
∂t
=
∞∑
n=1
a′n(t)ϕn ∈H 10 (V ), (3.14)
where u(t) =∑∞n=1 an(t)ϕn with an(t) = ∫V u(t, x)ϕn(x) dµ(x), and a′n(t) the
usual derivative of an(t) that exists almost everywhere on (0, t1).
Proof. From (3.13), we see that
∞∑
n=1
(
an(t + δ)− an(t)
)2
λn =
∥∥u(t + δ)− u(t)∥∥2  (M2δ)2,
which gives
sup
n1
∣∣an(t + δ)− an(t)∣∣ sup
n1
(
M2δ√
λn
)
 M2√
λ1
δ for all t ∈ (0, t1).
Thus for all n  1, we see that an(t) is uniformly Lipschitz continuous in the
usual sense on (0, t1), and so a′n(t) exists almost everywhere on (0, t1). Let
z0(t) =∑∞n=1 a′n(t)ϕn for those t ∈ (0, t1) for which a′n(t) exists for all n  1.
It is easy to see from (3.13) that
‖z0(t)‖2 =
∞∑
n=1
a′n(t)2λn M22 for almost all t ∈ (0, t1),
so z0(t) ∈H 10 (V ) for almost all t ∈ (0, t1). For fixed t0 ∈ (0, t1) for which a′n(t0)
exists for all n, let
sn(δ)=
(
an(t0 + δ)− an(t0)
δ
− a′n(t0)
)2
λn.
Clearly
∞∑
n=1
sn(δ) 2M22
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for all small δ > 0. Note that 1/λ1−2αn is decreasing in n and 1/λ1−2αn → 0 as
n→∞, provided that α < 1/2; so using Dirichlet’s criterion, we see that the
series
∞∑
n=1
sn(δ)
1
λ1−2αn
is uniformly convergent for small δ > 0. Therefore, for α < 1/2,∣∣∣∣
∣∣∣∣
∣∣∣∣u(t0 + δ)− u(t0)δ − z0(t0)
∣∣∣∣
∣∣∣∣
∣∣∣∣
α
=
∞∑
n=1
sn(δ)
1
λ1−2αn
→ 0 as δ→ 0.
In particular, taking α = 0 gives (3.12) with z0(t0)= (∂u/∂t)(t0) as required for
(3.14). ✷
Proposition 3.4. Let z(t) be defined by (3.7). Assume that u(t) ∈ H 10 (V ) for all
t ∈ (0, t1). Then for all small δ > 0 and all t ∈ (0, t1 − δ),
∥∥z(t + δ)− z(t)∥∥M3δ+M4
t∫
0
∥∥u(τ + δ)− u(t)∥∥dτ, (3.15)
where M3,M4 > 0. Suppose further that u(t) is Lipschitz continuous in ‖ ‖
uniformly on (0, t1); that is, there exists some M5 > 0 such that∥∥u(t + δ)− u(t)∥∥M5δ for all t ∈ (0, t1 − δ), (3.16)
and that u(t) satisfies
lim
t→0
∥∥u(t)− φ∥∥= 0 for some φ ∈H 10 (V ). (3.17)
Then ∂z(t)/∂t exists almost everywhere on (0, t1) with ∂z(t)/∂t ∈H 10 (V ), and
∂z(t)
∂t
=
∞∑
n=1
ψn√
λn
sin
(√
λnt
)(
f (φ),ψn
)
+
∞∑
n=1
ψn√
λn
t∫
0
sin
(√
λnτ
)(
f ′(u(t − τ ))∂u
∂t
(t − τ ),ψn
)
dτ
(3.18)
for almost all t ∈ (0, t1).
Proof. Since u(t) ∈H 10 (V ) for all (0, t1), we see from (2.3) that
‖u(t)‖∞  c‖u(t)‖ cM6 for all t ∈ (0, t1), (3.19)
where c is as in (2.4) and M6 > 0. For δ > 0 and t ∈ (0, t1 − δ),
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z(t + δ)− z(t)
=
∞∑
n=1
ψn√
λn
t+δ∫
t
sin
(√
λnτ
)(
f
(
u(t + δ − τ )),ψn)dτ
+
∞∑
n=1
ψn√
λn
t∫
0
sin
(√
λnτ
)(
f
(
u(t + δ− τ ))− f (u(t − τ )),ψn)dτ
≡ zδ1(t)+ zδ2(t). (3.20)
For t ∈ (0, t1 − δ), setting L1 = sup|r |cM6 |f ′(r)|,
∥∥zδ1(t)∥∥2 =
∞∑
n=1
1
λn
[ t+δ∫
t
sin
(√
λnτ
)(
f
(
u(t + δ− τ )),ψn)dτ
]2
 δ
∞∑
n=1
1
λn
t+δ∫
t
(
f
(
u(t + δ− τ )),ψn)2 dτ
= δ
t+δ∫
t
∥∥f (u(t + δ − τ ))∥∥22 dτ,
where we have used (3.9). Thus, using (3.19) and (3.10),
∥∥zδ1(t)∥∥ L1M6√
λ1
δ, t ∈ (0, t1 − δ). (3.21)
Similarly,
∥∥zδ2(t)∥∥2 =
∞∑
n=1
1
λn
×
[ t∫
0
sin
(√
λnτ
)(
f
(
u(t + δ − τ ))− f (u(t − τ )),ψn)dτ
]2
 b21
[ t∫
0
∥∥f (u(t + δ− τ ))− f (u(t − τ ))∥∥dτ
]2
,
where b1 satisfies
b21 =
∞∑
n=1
1
λn
<∞, (3.22)
using (2.14) and the fact that ds < 2. By (2.1) and (3.19), we see that
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∥∥f (u(t + δ− τ ))− f (u(t − τ ))∥∥
= ∥∥f ′(θ1)(u(t + δ− τ )− u(t − τ ))∥∥

∥∥f ′(θ1)∥∥∞∥∥u(t + δ− τ )− u(t − τ )∥∥
+ ∥∥u(t + δ− τ )− u(t − τ )∥∥∞∥∥f ′(θ1)∥∥

(
L1 + c
∥∥f ′(θ1)∥∥)∥∥u(t + δ− τ )− u(t − τ )∥∥
M7
∥∥u(t + δ − τ )− u(t − τ )∥∥
for some θ1 ∈ H 10 (V ) with ‖θ1‖∞  cM6 and some M7 > 0. Thus, for some
M8 > 0,
∥∥zδ2(t)∥∥M8
t∫
0
∥∥u(t + δ− τ )− u(t − τ )∥∥dτ, t ∈ (0, t1 − δ),
which combines with (3.21) to give (3.15). If u(t) also satisfies (3.16), then
z(t) is Lipschitz continuous in the norm ‖ ‖ uniformly on (0, t1), by virtue of
(3.15), and so ∂z(t)/∂t exists in the norm ‖ ‖2 almost everywhere on (0, t1) by
Proposition 3.3, and ∂z(t)/∂t ∈H 10 (V ).
It remains to verify (3.18). We have from (3.17) that
lim
δ→0
zδ1(t)
δ
=
∞∑
n=1
ψn√
λn
sin
(√
λnt
)(
f (φ),ψn
) (3.23)
in the norm ‖ ‖. Let
z2(t)=
∞∑
n=1
ψn√
λn
t∫
0
sin
(√
λnτ
)(
f ′(u(t − τ ))∂u
∂t
(t − τ ),ψn
)
dτ.
Setting
g(t)= f (u(t + δ))− f (u(t))
δ
− f ′(u(t))∂u(t)
∂t
,
it follows that∥∥∥∥zδ2(t)δ − z2(t)
∥∥∥∥
2
=
∞∑
n=1
1
λn
[ t∫
0
sin
(√
λnτ
)(
g(t − τ ),ψn
)
dτ
]2

∞∑
n=1
1
λn
[
t
t∫
0
(
g(t − τ ),ψn
)2
dτ
]
= t
t∫
0
‖g(t − τ )‖22 dτ. (3.24)
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Note that for some θ2 ∈ (0,1) and M9 > 0,
‖g(t)‖2 =
∥∥∥∥f ′(u(t)+ θ2(u(t + δ)− u(t)))u(t + δ)− u(t)δ
− f ′(u(t))∂u(t)
∂t
∥∥∥∥
2

∥∥∥f ′(u(t)+ θ2(u(t + δ)− u(t)))− f ′(u(t))∥∥∥
2
×
∥∥∥∥u(t + δ)− u(t)δ
∥∥∥∥
2
+ ∥∥f ′(u(t))∥∥2
∥∥∥∥u(t + δ)− u(t)δ − ∂u(t)∂t
∥∥∥∥
2
M9
{∥∥u(t + δ)− u(t)∥∥+ ∥∥∥∥u(t + δ)− u(t)δ − ∂u(t)∂t
∥∥∥∥
2
}
,
where we have used (3.10). Hence, it follows from (3.24) that∥∥∥∥zδ2(t)δ − z2(t)
∥∥∥∥→ 0 as δ→ 0.
Therefore, we obtain (3.18) by virtue of (3.20) and (3.23). ✷
We show next that our local solution is smooth in t for all x ∈ V if the initial
data φ ∈ Eα(V ) and ψ ∈ Eα−1/2(V ) with α depending on the spectral dimen-
sion ds .
Lemma 3.5 (Regularity). Let ds < 2 and the initial data φ ∈ Eα(V ) and ψ ∈
Eα−1/2(V ), where α > (6+ ds)/4. Let u(t) ∈H 10 (V ) satisfy (3.1) with ‖u(t)‖
M10 on (0, t1) for some M10 > 0 and some t1 > 0. Then u(t) has a second
derivative ∂2u(t)/∂2t in the norm ‖ ‖2 for almost all t ∈ (0, t1). Moreover,
∆u=−f (u(t))+ ∂
2u
∂2t
(3.25)
for almost all t ∈ (0, t1).
Proof. We first show that ∂u(t)/∂t ∈ H 10 (V ) for almost all t ∈ (0, t1). Since
ψ =∑∞n=1 βnψn(x) ∈ Eα−1/2(V ), we have that ∑∞n=1 β2nλ2α−2n <∞. It follows
from (2.23) and (2.14) that
∣∣√λn sin(√λnt)βnψn∣∣ c√λn|βn| c
(
1
4
|βn|2λ2α−22 + λ−(2α−3)n
)
 c
(
1
4
|βn|2λ2α−22 + b2α−3n−2(2α−3)/ds
)
,
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and so
∑∞
n=1
√
λn sin(
√
λnt)βnψn is uniformly convergent on (0, t1)× V since
2(2α− 3)/ds > 1. Similarly, we have that ∑∞n=1 λn cos(√λnt)αnψn is uniformly
convergent on (0, t1) × V since φ =∑∞n=1 αnψn ∈ Eα(V ) and α > (6 + ds)/4.
Therefore, we see from (3.2) that ∂2u0/∂2t exists on (0, t1)× V , and
∂2u0
∂2t
=−
∞∑
n=1
√
λn sin
(√
λnt
)
βnψn −
∞∑
n=1
λn cos
(√
λnt
)
αnψn. (3.26)
Here the derivative in (3.26) may be understood as the usual partial derivative
under the Euclidean metric since they both coincide at this stage.
We claim that u(t) is uniformly Lipschitz continuous in the norm ‖ ‖ on (0, t1).
To see this, let δ > 0. It follows from (3.1) and Proposition 3.4 that for some
M11,M12 > 0,∥∥u(t + δ)− u(t)∥∥= ∥∥u0(t + δ)− u0(t)+ z(t + δ)− z(t)∥∥
M11δ+M12
t∫
0
∥∥u(τ + δ)− u(τ)∥∥dτ (3.27)
for all t ∈ (0, t1 − δ), which yields, using Gronwall’s inequality,∥∥u(t + δ)− u(t)∥∥M11δ exp(M12t)M13δ, t ∈ (0, t1 − δ), (3.28)
where M13 =M11 exp(M12t1). This implies that ∂u(t)/∂t exists in the norm ‖ ‖2
for almost all t ∈ (0, t1) by Proposition 3.3, and ‖(∂u/∂t)(t)‖ M13 on (0, t1).
Clearly (∂u/∂t)(t) ∈ H 10 (V ) for almost all t ∈ (0, t1). Therefore, by (3.1) and
Proposition 3.4, for almost all t ∈ (0, t1),
∂u
∂t
= ∂u0
∂t
+
∞∑
n=1
ψn√
λn
sin
(√
λnt
)(
f (φ),ψn
)
+
∞∑
n=1
ψn√
λn
t∫
0
sin
(√
λnτ
)(
f ′(u(t − τ ))∂u
∂t
(t − τ ),ψn
)
dτ
≡ v0(t)+w(t). (3.29)
We show next that ∂2u(t)/∂2t exists in the norm ‖ ‖2 almost everywhere on
(0, t1). It is easy to see that for δ > 0,∥∥v0(t + δ)− v0(t)∥∥M12δ for all t ∈ (0,∞), (3.30)
where M12 > 0. Note that for g :R→R,
∞∑
n=1
1
λn
t∫
0
∣∣(g(u(τ)),ψn)∣∣2 dτ =
t∫
0
∥∥g(u(τ))∥∥22 dτ. (3.31)
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Let v(t)= ∂u/∂t and
cn(t)=
t∫
0
sin
(√
λnτ
)(
f ′(u(t − τ ))v(t − τ ),ψn
)
dτ, t ∈ (0, t1).
For δ > 0, we have that for some M13,M14,M15 > 0, using Hölder’s inequality
and (a + b)2  2(a2 + b2), a, b ∈R,
∞∑
n=1
1
λn
∣∣cn(t + δ)− cn(t)∣∣2

∞∑
n=1
1
λn
{ t+δ∫
t
∣∣∣(f ′(u(t + δ− τ ))v(t + δ− τ ),ψn)∣∣∣dτ
+
t∫
0
∣∣∣(f ′(u(t + δ− τ ))v(t + δ− τ )
− f ′(u(t − τ ))v(t − τ ),ψn
)∣∣∣dτ
}2
M13δ2 + 4t
∞∑
n=1
1
λn
t∫
0
{∣∣∣([f ′(u(t + δ− τ ))− f ′(u(t − τ ))]
× v(t + δ− τ ),ψn
)∣∣∣2
+
∣∣∣(f ′(u(t − τ ))[v(t + δ− τ )− v(t − τ )],ψn)∣∣∣2}dτ
=M13δ2 + 4t
t∫
0
{∥∥∥[f ′(u(t + δ− τ ))− f ′(u(t − τ ))]v(t + δ − τ )∥∥∥2
2
+ ∥∥f ′(u(t − τ ))[v(t + δ− τ )− v(t − τ )]∥∥22}dτ
M14δ2 +M15
t∫
0
∥∥v(t + δ− τ )− v(t − τ )∥∥22 dτ
for all t ∈ (0, t1 − δ), since u(t), v(t) ∈H 10 (V ) for almost all t ∈ (0, t1). Here we
have used (3.31) repeatedly with g replaced by appropriate functions. Therefore,
∥∥w(t + δ)−w(t)∥∥2 = ∞∑
n=1
1
λn
(
cn(t + δ)− cn(t)
)2
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M14δ2 +M15
t∫
0
∥∥v(t + δ− τ )− v(t − τ )∥∥22 dτ
(3.32)
for all t ∈ (0, t1 − δ). Using the fact that∥∥v(t + δ− τ )− v(t − τ )∥∥22  1λ1
∥∥v(t + δ − τ )− v(t − τ )∥∥2,
where λ1 > 0 is the first eigenvalue of (2.6), it follows from (3.29), (3.30) and
(3.32) that for some M16,M17 > 0,∥∥v(t + δ− τ )− v(t − τ )∥∥2
M16δ2 +M17
t∫
0
∥∥v(t + δ − τ )− v(t − τ )∥∥2 dτ.
Using Gronwall’s inequality again, we obtain that for some M18 > 0,∥∥v(t + δ)− v(t)∥∥M18δ, t ∈ (0, t1 − δ), (3.33)
and so ∂v/∂t = ∂2u/∂2t exists in the norm ‖ ‖2 for almost all t ∈ (0, t1), again by
Proposition 3.3.
It remains to prove (3.25). We see from (3.7) that
∂z
∂t
=
∞∑
n=1
ψn
t∫
0
cos
(√
λnτ
)(
f (u(t − τ )),ψn
)
dτ.
Since ∂z/∂t is uniformly Lipschitz on (0, t1) in the norm ‖ ‖, we may interchange
summation and differentiation; so
∂2z
∂2t
=
∞∑
n=1
ψn
∂
∂t
t∫
0
cos
(√
λnτ
)(
f (u(t − τ )),ψn
)
dτ,
and thus, integrating by parts,
∂2z
∂2t
=
∞∑
n=1
cos
(√
λnt
)(
f (φ),ψn
)
ψn
+
∞∑
n=1
ψn
t∫
0
cos
(√
λnτ
) d
dt
(
f (u(t − τ )),ψn
)
dτ
=
∞∑
n=1
cos
(√
λnt
)(
f (φ),ψn
)
ψn
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−
∞∑
n=1
ψn
t∫
0
cos
(√
λnτ
) d
dτ
(
f (u(t − τ )),ψn
)
dτ
=
∞∑
n=1
(
f (u(t)),ψn
)
ψn
−
∞∑
n=1
ψn
t∫
0
√
λn sin
(√
λnτ
)(
f (u(t − τ )),ψn
)
dτ
= f (u(t))−
∞∑
n=1
√
λnψn
t∫
0
sin
(√
λn(t − τ )
)(
f (u(τ)),ψn
)
dτ. (3.34)
It follows that the second term on the right-hand side of (3.34) belongs to H 10 (V )
since ∂2z/∂2t, f (u(t)) ∈ H 10 (V ) on (0, t1). On the other hand, it follows from
(2.12) and (3.7) that for t ∈ (0, t1),
∆z(t)=−
∞∑
n=1
√
λnψn
t∫
0
sin
(√
λn(t − τ )
)(
f (u(τ)
)
,ψn
)
dτ,
which combines with (3.34) to give
∂2z
∂2t
= f (u(t))+∆z(t) for almost all t ∈ (0, t1).
Clearly,
∂2u0
∂2t
=∆u0(t), t > 0.
Therefore,
∂2u
∂2t
= ∂
2z
∂2t
+ ∂
2u0
∂2t
= f (u(t))+∆u(t),
proving (3.25). ✷
3.3. Global solutions
We next obtain a priori estimates on the local solution of (3.1) if f satisfies the
growth condition.
Lemma 3.6 (A priori estimates). Assume that f ∈ C2(R) satisfies
F(r) b0
(
1+ |r|2) for all r ∈R (3.35)
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for some b0, where F(r) =
∫ r
0 f (s) ds. Let T > 0 and u(t) ∈ H 10 (V ) satisfy
(3.1) for t ∈ (0, T ) with the initial data φ ∈ Eα(V ) and ψ ∈ Eα−1/2(V ), where
α > (6+ ds)/4. Then
sup
t∈(0,T )
‖u(t)‖M19 (3.36)
for some M19 depending only on T , M1 and b0, where M1 is as in Lemma 3.1.
Proof. Since u(t) ∈H 10 (V ) for t ∈ (0, T ), we may write
u(t)=
∞∑
n=1
an(t)ϕn, t ∈ (0, T ),
where an(t) =
∫
V u(t, x)ϕn(x) dµ(x). By Lemma 3.5 we see that ∂u(t)/∂t and
∂2u(t)/∂2t exist almost everywhere on (0, T ), and
∂u(t)
∂t
=
∞∑
n=1
a′n(t)ϕn ∈H 10 (V ),
∂2u(t)
∂2t
=
∞∑
n=1
a′′n(t)ϕn ∈H 10 (V )
for almost all t ∈ (0, T ). Thus, setting ut = ∂u(t)/∂t ,∫
V
ut (t, x)utt(t, x) dµ(x)=
∞∑
n=1
a′n(t)a′′n(t)
= 1
2
d
dt
∞∑
n=1
[a′n(t)]2 =
1
2
d
dt
‖ut (t)‖22
almost everywhere on (0, T ), where the interchanging differentiation and summa-
tion is valid since the series
∑∞
n=1 a′n(t)a′′n(t) is uniformly convergent on (0, T ),
using Dirichlet’s criterion. Similarly, we have, using (2.12),∫
V
ut (t, x)∆u(t, x) dµ(x)=−
∞∑
n=1
an(t)a
′
n(t)λn =−
1
2
d
dt
‖u(t)‖2
almost everywhere on (0, T ). Therefore, multiplying (1.1) by ut and integrating
over (0, t)× V , we have
A(t)≡ 1
2
(‖ut (t)‖22 + ‖u(t)‖2)−
∫
V
F (u(t, x)) dµ(x)
= 1
2
(‖ψ‖22 + ‖φ‖2)−
∫
V
F (φ(x)) dµ(x)=A(0), t ∈ (0, T ),
and so, using (3.35),
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2
(‖ut (t)‖22 + ‖u(t)‖2)A(0)+ b0 + b0
∫
V
|u(t, x)|2 dµ(x). (3.37)
Let I (t)= (1/2) ∫V u2(t, x) dµ(x). It follows from (3.37) that
I ′(t)=
∫
V
u(t, x)ut(t, x) dµ(x) ‖u(t)‖2‖ut (t)‖2
 1
2
‖u(t)‖22 +
1
2
‖ut (t)‖22 A(0)+ b0 +
(
1
2
+ b0
)
‖u(t)‖22
=A(0)+ b0 + (1+ 2b0)I (t),
which means that I (t)M20 for someM20 > 0 depending only on T , M1 and b0,
giving
‖u(t)‖M21 (3.38)
by virtue of (3.37). ✷
Finally, we arrive at the global existence of the solution to (1.1), (1.2).
Theorem 3.7 (Global existence). Let ds < 2 and the initial data φ ∈ Eα(V ) and
ψ ∈Eα−1/2(V ), where α > (6+ ds)/4. Then (1.1), (1.2) possesses a global weak
solution if f satisfies
F(r) b0
(
1+ |r|2) for all r ∈R,
for some b0, where F(r)=
∫ r
0 f (s) ds. Such a weak solution u(t) is also a strong
solution in the sense that u(t) satisfies (1.1) for almost all t ∈ (0,∞).
Proof. This follows immediately from Lemmas 3.1, 3.5, and 3.6. ✷
As an example, let f (r) = −r|r|p − mr with m  0 and p  2. Then f (r)
satisfies (3.35). Another interesting example satisfying the condition (3.35) is
f (r)= sin r −mr , m 0.
We mention here that if f fails to satisfy (3.35), then the solution of (1.1), (1.2)
may blow up even for nice initial data φ and ψ ; that is, there exists a T > 0 and
an x0 ∈ V such that
lim
t→T |u(t, x0)| =∞.
An example for such f is f (r)= r|r|p−1 −mr with p  2 and m 0. The proof
is parallel to that in [18]. We omit the detail.
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