Abstract. Projection pursuit regression (PPR) can be used to estimate a smooth function of several variables from noisy and scattered data. The estimate is a sum of smoothed one-dimensional projections of the variables. This paper discusses an extension of PPR to exponential family distributions, called generalized projection pursuit regression (GPPR). The proposed model allows multiple responses and nonlinear projections of the variables. Estimators are defined as minimizers of penalized cost functionals, and estimation is related to the local scoring procedure for generalized additive models (GAMs). Smooths are updated using a blockwise Gauss-Seidel (BGS) method, and convergence is shown for this procedure. The use of generalized cross validation (GCV) to estimate smoothing parameters is discussed. Experimental results are shown for two types of data.
1. Introduction. The PPR method (Friedman and Stuetzle [4] ) has attracted much attention as a method for estimating smooth functions of several variables from noisy scattered data. Given a d × 1 vector x of predictors, the mean of the response y is modeled in PPR as
Thus the mean is modeled as a sum of nonlinear transformations of one-dimensional projections of x. In principle any smoother may be used to estimate the functions f j ; see, for example, Roosen and Hastie [22] and references therein. It is well known that functions of the form (1.1) are capable of approximating any continuous function on a compact set in uniform norm, provided that the number of terms p is permitted to be arbitrarily large (Diaconis and Shahshahani [6] ). In practice, the PPR model is most useful in situations where p can be chosen as smaller than d, in which case a dimension reduction has taken place.
In some cases the mean of the response is restricted to a subset D ⊂ R; common examples include binary responses, counts, and continuous nonnegative responses. Typically, we would like the estimator to reflect such properties, in the sense that the estimated mean also belongs to the subset D. This paper is concerned with a generalization of PPR to handle this; it also allows multiple responses y 1 , . . . , y m , each assumed to depend on the same vector of predictors x.
Let D k be the domain of the kth response mean E[y k |x], and define twice continuously differentiable functions (or links) σ k : R → D k , k = 1, . . . , m. A GPPR model has the form (see Roosen and Hastie [21] ) E[y k |x] = σ k (η k (x)), k = 1, 2, . . . , m, Here, φ j (·) denote functions of known functional form, although they may have parameters that need to be estimated. The functional form can be specified by the user, but we assume the existence of a method for estimation of all unknown parameters in equation (1. 3) for any fixed choice of twice continuously differentiable functions f j . One class of functions φ j (·) for which there already exist several estimation methods is feedforward neural networks with d inputs, one output, and possibly one or more hidden layers. Only φ j (·) of this type are considered below. The simplest example of such a function is a network with no hidden layers and linear output φ j (x) = α j0 + α where α j0 and α j are parameters. Note that the multiple response version of PPR corresponds to using an identity link σ k (η) = η and φ j (·) of the form (1.4).
Alternative forms for η k (x) are used, for example, in generalized linear models (McCullagh and Nelder [17] ), natural thin plate splines (O'Sullivan, Yandell, and Raynor [19] ; Gu [8] ), additive models (Hastie and Tibshirani [10] ), and smoothing spline ANOVA (Wahba et al. [26] ).
Let w denote those β kj and those parameters defining the functions φ j for which estimates are required (any remaining parameters will have to be specified beforehand). Estimation of w and f 1 , . . . , f p is considered next.
2.
A roughness penalty approach. Suppose (x i , y i ), i = 1, 2, . . . , n, are data available for estimation, where
T are vectors of covariates and y i = (y i1 , . . . , y im )
T are the corresponding vectors of responses. Let
T , k = 1, 2, . . . , m, and suppose goodness-of-fit is measured by the cost function
As a simple example, suppose we are given the data model
where η(·) has the form (1.3). According to the maximum likelihood estimation principle, we could estimate unknown parameters in η(·) by minimization of the negative log likelihood for η, which can be shown to be proportional to
which is a special case of the cost function (2.1). More generally, suppose y 1 , . . . , y n are independent observations from an exponential family distribution with a common nuisance parameter φ and density (see McCullagh and Nelder [17] )
In this case the negative log likelihood is proportional to
which has the required form (2.1). Following a roughness penalty approach, we propose to estimate w and f 1 , . . . , f p by minimization of a penalized cost function, constructed from the original cost function by addition of a term J(w, f 1 , . . . , f p ) that penalizes for "roughness" or "complexity" of the model. In this paper we only consider the special case where the penalized cost function is
where f 1 , . . . , f p are elements of
To keep the notation simple, there is no penalty on w in (2.2); this will be discussed in section 4, however.
The smoothing parameters λ 1 , . . . , λ p control the tradeoff between goodness-of-fit (as measured by the cost function l(η 1 , . . . , η m )) and smoothness of the functions f 1 , . . . , f p . Smoothing parameters are initially assumed to be supplied by the user; later (in section 6) we discuss a method to estimate them. The number of terms p in the model is provided by the user.
3. Estimation by iterative improvements. We propose to alternate between minimizing L over f 1 , . . . , f p for fixed w, and over w for fixed f 1 , . . . , f p . To emphasize this, we use the notation L(w|f 1 , . . . , f p ) for L as a function of w with f 1 , . . . , f p fixed, and L(f 1 , . . . , f p |w) for L as a function of f 1 , . . . , f p with w fixed.
The components to be estimated in the model are not completely identifiable, as can be seen from the representation of η k (x) in equation (1.3). For example, for any c = 0 we may replace φ j by cφ j and f j (x) by f j (c −1 x) to obtain an equivalent representation, and furthermore there can be many equivalent representations of φ j in terms of its parameters when it corresponds to a network with hidden layers. A complete analysis of such equivalences is very complicated and beyond the scope of this paper. Nevertheless, it is sometimes useful for interpretational purposes to standardize the argument range and value range of the functions f j . The following constraints are used here:
These constraints are imposed by an appropriate normalization of w and functions f j after each complete update of the estimates.
4. Optimizing over w. For fixed estimates of f 1 , . . . , f p , the GPPR model (1.2) is simply a hidden-layer feedforward neural network with d inputs and m outputs, and the problem of optimizing (2.2) over w has been extensively studied in the connectionist literature; see, e.g., Hertz, Krogh, and Palmer [12] . A variable metric optimizer was used to estimate w in the simulations reported in section 8; like most methods for training neural networks, it only requires derivatives of the cost function up to the first order. Note that most training methods search for a local minimizer of the cost function. Thus, there is no guarantee that a global minimum is found.
It is often argued that one should use some form of complexity regularization in estimation of network parameters (see, e.g., Haykin [11] ). Regularization can serve to reduce the variance of the estimates, and also to ensure that a minimum exists, when nonconvex cost functions are used. The regularized estimate of w is defined as a minimizer of a penalized cost function
where C(w) is a complexity penalty and λ is a positive constant. The most popular form of network regularization (called weight decay) corresponds to the choice of C(w) = w 2 2 as penalty function. Venables and Ripley [24] provide heuristic rules for the determination of λ when all the functions in the network are sigmoids; we are not aware of any similar rules for networks of the type discussed in this paper. One option is to select λ subjectively, another is to use cross validation to search for a reasonable value.
Optimizing over functions.
To describe the minimizer of L(f 1 , . . . , f p |w), define t ij = φ j (x i ) and suppose no ties are present in any of the sequences t 1j , . . . , t nj (this assumption could be relaxed at some cost in notation). Let π m denote the class of polynomials of degree less than or equal to m, and define the n-dimensional space of natural cubic splines on R with knots at t 1j , . . . , t nj as
wheret 1j <t 2j < · · · <t nj are the knots t 1j , . . . , t nj in increasing order. Letting x 1j , . . . , x nj denote a set of basis functions for the space N (t 1j , . . . , t nj ), the minimizer of L(f 1 , . . . , f p |w) is known to have the form (see, e.g., Kimeldorf and Wahba [14] )
assuming that a minimizer exists. Conditions that ensure the existence of a minimum are, for example, that l(η 1 , . . . , η m ) is convex, continuous, and coercive (i.e., (η Thompson and Tapia [23] and O'Sullivan [18] .
There is a one-to-one correspondence between functions f j ∈ N (t 1j , . . . , t nj ) and f j ∈ R n (see Green and Silverman [7] ), given by the relation
The vectors f j can be found as follows. Letting c j = (c 1j , . . . , c nj ) T we have f j = X j c j where X j is the nonsingular n × n collocation matrix with p, q entry x qj (t pj ). Letting Ω j denote the n × n matrix with p, q entry x
The matrices Ω j are easily seen to be symmetric and nonnegative definite, and the same must therefore hold for the matrices K j .
The normal equations.
Assuming that l(η 1 , . . . , η m ) is strictly convex and twice continuously differentiable, the Newton-Raphson method can be used to minimize (5.1). We now discuss the details of this method and how to actually perform the computations involved. Let f 
Setting the rightmost expression in (5.1) equal to zero for i = 1, . . . , n, we get a system of np normal equations. Solving these equations will give our new estimate. Define
Then the normal equations can be written as
There is a close connection between this system of equations and the normal equations derived from a generalized additive model (GAM) (see Hastie and Tibshirani [10, p. 150] ). If all the matrices B ij in (5.5) are identical, the two systems have the same structure, and the theory developed for GAM can be applied directly to our problem. In particular, conditions that ensure consistency of equation (5.5) are known, and the backfitting algorithm can be used to solve (5.5). The next sections generalize this theory for the case where not all B ij are identical.
Consistency of the normal equations. Let
where τ k is defined in (5.3), and define for all f = (f
where f H denotes the complex conjugate transpose of f . Except in section 5.5, we assume f ∈ R np and replace the conjugate transpose f H by transpose f T . The next result shows that finding f to minimize (5.7) amounts to solving the normal equations (5.5).
Theorem 5.1. Φ τ (f ) attains its minimum value on R np , and the minimizers are the f ∈ R np for whichBf = z. In particular,Bf = z is consistent. Proof. Φ τ (f ) is a sum of two quadratic forms, and the positivity of A k , k = 1, . . . , m, and nonnegativity of K j , j = 1, . . . , p, implies that Φ τ (f ) ≥ 0; i.e., Φ τ (f ) is a quadratic function bounded below. Thus Φ τ (f ) must have a stationary point, and every stationary point must be a global minimum (see Björck [1] ). Simple algebra gives
The stationarity conditions for Φ τ (f ) are therefore given by the equations
which is equivalent toBf = z. Consistency follows immediately.
Uniqueness conditions.
The normal equationsBf = z do not generally have a unique solution. Observe thatB can be written asB = B T AB + K where A and K are block diagonal with ith diagonal block A i and λ i K i , respectively, and B is the nm × np matrix
where I denotes the n×n identity matrix. Letting N (B) and N (K) be the null spaces of B and K, respectively, we have the following lemma. Lemma 5.2.Bf = z has a unique solution if and only if N (B) ∩ N (K) = {0}. Proof. We know from Theorem 5.1 that a solution exists, and clearly the solution is unique if and only ifB is nonsingular. The diagonal Hessian matrix
is positive definite, and K i is symmetric and nonnegative definite. ThusB = B T AB + K is symmetric and nonnegative definite; henceB is nonsingular if and only if f TB f = 0 only if f = 0. Since A is positive definite, this is equivalent to
and this proves the lemma.
The subspace N (K) can be shown to be of the form N 1 ×N 2 ×· · ·×N p , where N j is the linear space spanned by the n×1 vectors 1 = (1, 1, . . . , 1)
T and t j = (t 1j , . . . , t nj ) T . Thus N (K) corresponds to the space of p-tuples (f 1 , . . . , f p ) of constant and linear functions. According to Lemma 5.2, the normal equations have a unique solution if and only if the difference (for each η) between two solutions f 1 , f 2 of η = Bf is nonlinear, i.e., if and only if the p-tuple of functions corresponding to f 1 − f 2 has at least one nonlinear component.
5.4.
How to solve the normal equations in practice. We could in principle solveBf = z using a direct method, e.g., a QR decomposition. Given the matrix B this requires O((np)
3 ) operations. In addition, O(n 3 p) operations are required to compute K 1 , . . . , K p inB. Considering the fact that similar systems of equations have to be solved in each Newton-Raphson step, this may be too expensive, even for moderate values of n. We now describe a more promising iterative approach which is reminiscent of (but not identical to) the backfitting algorithm.
We assume from now on that no term in the model is redundant; i.e., for each j ∈ {1, . . . , p} we have β kj = 0 for at least one k ∈ {1, . . . , m}. The matrices
where
. . , f p . Using equation (5.9) we obtain a new estimate for f i . Suppose this is done sequentially for i = 1, 2, . . . , p, 1, 2, . . . , p, . . ., always using the most current estimates for the f j 's when the right-hand side of equation (5.9) is computed. This is a BGS method to solveBf = z. When all the matrices B ij are identical, this method is known as the backfitting algorithm (Buja, Hastie, and Tibshirani [2] ). In section 5.5 we show that the iteration above actually converges to a solution.
To find f i in equation (5.9), letỹ
The Reinsch algorithm for weighted smoothing, described in, e.g., Green and Silverman [7] , can be used to find the minimizer in (5.10) in O(n) operations, given only the argument values t 1i , . . . , t ni , the "response" valuesỹ i = (ỹ i1 , . . . ,ỹ in )
T , the diagonal matrix B ii , and the smoothing parameter λ i .
Since each B ij is diagonal, with diagonal elements (B ij )= m k=1 β ki β kj (A k ), the computation ofỹ i takes O(np) operations, given z i , f j , and B ij for j = 1, . . . , p. The Reinsch algorithm takes O(n) operations, and so all the f j 's can be updated once in O(np 2 + np) operations.
Convergence of block Gauss-Seidel algorithm.
Suppose the BGS method defined in section 5.4 is applied toBf = z. Each step of the algorithm finds new estimates for f 1 , . . . , f p (in that order), the update of f i having the form (5.9). We now prove that this algorithm converges.
Assume first that τ = 0. By (5.4) we then have z = 0, so that the normal equations becomeBf = 0. The effect of an update (5.9) can then be expressed as f := H i f , where H i is the np × np matrix
which differs from the np × np identity matrix only in rows (i − 1)n + 1 through in (I is the n × n identity matrix). Thus r complete updates amounts to f := H r f , where
Adapting the convergence proof of Buja, Hastie, and Tibshirani [2] for our problem, and assuming for simplicity that the intercepts in (1.3) are zero (i.e., β k0 = 0 for k = 1, . . . , m), we define the energy function (for f ∈ C np )
Lemma 5.3. | · | is a seminorm and | Hf | ≤ | f | with equality only if Hf = f . Proof. It is easily verified that | · | is a seminorm (see, e.g., Pedersen [20] ). To show the second part of the lemma, assume that f ∈ R np is given. The stationary points for Φ 0 (g) in
The only stationary point in V i (f ) is therefore H i f , and this must be the unique global minimum in V i (f ) since Φ 0 (f ) is a quadratic function in f i which is bounded from below. It follows that | H i f | ≤ | f | , with equality only if H i f = f . Since this holds for arbitrary f ∈ R np , we have
Suppose | Hf | = | f | ; that is, all inequalities in (5.11) are equalities. From the last equality we have H 1 f = f , and inserting this in the second equality from the right in (5.11) implies H 2 H 1 f = f , and so on. Thus Hf = f . This concludes the proof for the real case.
A complex f can be decomposed as g + ih where g, h are real, and we get Returning to the general problem involving an arbitrary τ , BGS is to be applied to the nonhomogeneous systemBf = z. We have Theorem 5.5.
Theorem 5.5. BGS converges when applied toBf = z. Proof. By Theorem 5.4 and the comments in the beginning of this section, BGS converges forBf = 0. To show convergence forBf = z, let f * be a vector such thatBf * = z (we know from Theorem 5.1 that such f * exists). Then
, and subtracting this equation from (5.9) we arrive at g i = S i (− j =i B ij g j ) where g i = f i − f * i . This is identical to the updating of g i when BGS is applied toBg = 0; hence BGS converges onBf = z.
6. Selection of smoothing parameters. To guide a user in her choice it is convenient to have an automatic selection procedure for the smoothing parameters λ = (λ 1 , . . . , λ p ). Here, an approach based on generalized cross-validation (GCV) (Craven and Wahba [3] ) will be described. Several alternative evaluation criteria exist; a general discussion of GCV and related methods applied to nonparametric regression problems can be found in Wahba [25] and references therein.
Recall that each Newton-Raphson step finds a minimizer f of a quadratic function
and A is diagonal with blocks A 1 , . . . , A m along the diagonal. Thus the effect is to fitη λ to "pseudo data" τ . In a similar setting Gu [9] proposed to find λ by minimization of the GCV score (see also Xiang and Wahba [28] )
where the matrix R(λ) satisfies R(λ)τ =η λ . For each Newton-Raphson step a new λ is found by minimization of GCV (λ|τ ), whereτ denotes the pseudo data based on the estimate of f found in the previous iteration. The Newton-Raphson algorithm proceeds until both λ and the estimates of f have stabilized.
Minimization of the GCV score (6.1) can be done with the matrix decomposition method used in GRKPACK (see Wang [27] ). However, this method is very general and requires O(n 3 ) operations, and, in addition, one would have to perform the expensive computation of R(λ). Sinceη λ is a vector of m weighted additive fits, we may instead resort to the following approximation used by Hastie and Tibshirani [10] in the BRUTO algorithm and further developed for PPR by Roosen and Hastie [22] in their ASP algorithm,
Here, df j accounts for the degrees of freedom due to φ j (·) and β 1j , . . . , β mj . Roosen and Hastie consider linear φ j (·) and suggest df j = d for their setup. We have adopted this choice, although fewer degrees of freedom can be more appropriate if weight decay is used (see section 4). For nonlinear φ j (·) the appropriate choice of df j is more difficult and may require some experimentation. An upper limit when φ j (·) is a hidden-layer neural network might be the number of adjustable parameters less one when no weight decay is used, and somewhat smaller when weight decay is implemented.
Using the approximation (6.2), the GCV score (6.1) can be minimized one smoothing parameter at a time, keeping the remaining parameters fixed. For a given j we can write the approximation to (6.1) as
whereŷ kj = (τ k − β k0 − i =j β ki f i )/β kj and df −j = i df i + i =j tr S i . Note that changes in λ j only affect f j and S j . For each value of λ j , both f j (estimated as in section 5.4) and tr S j , hence also the value of the GCV criterion (6.3), can be obtained in O(n) operations using, e.g., smooth.spline() in S-Plus (see Green and Silverman [7] for computational details, and Roosen and Hastie [22] for a clever implementation of GCV for single response PPR). Thus each step in each cycle of the BGS algorithm can be done at cost O(n). Since the BGS algorithm and the NewtonRaphson procedure typically converge in few (typically much less than n) iterations, an O(n) algorithm is available for the estimation of f 1 , . . . , f p as well as the smoothing parameters via GCV.
7. Optimization algorithm. To summarize the discussions above we sketch an algorithm to estimate w, f 1 , . . . , f p , and, if desired, the smoothing parameters λ 1 , . . . , λ p . The user is required to specify the number of terms p in the model.
Choose an initial estimate:
• Newton-Raphson iteration: 
. , p
We can turn off automatic selection of the smoothing parameters by skipping the assignment (1) in the algorithm. Note that, if smoothing parameters are determined by the algorithm, there is no guarantee that the computed estimates converge, since updating the smoothing parameters in each BGS iteration means that the problem is successively modified.
A crucial part of the algorithm is the line search to determine the best convex combination of the current and previous estimates for each f i . This amounts to minimizing
over all α i ∈ [0, 1] for fixed f i and f 0 i . Smoothing parameters are held fixed during this step (i.e., the chosen convex combinations are forced to have the same degrees of freedom as the most current estimates); a possible side effect is that the GCV criterion can increase in value. The minimization of g(α 1 , . . . , α p ) can be time consuming, at least when the cost function l(η 1 , . . . , η m ) is other than quadratic. If we allow each α i to vary over R, the optimal values can be found directly in the quadratic case (this was done for the example discussed in section 8.1). A cheaper alternative for nonquadratic cost functions is to let α 1 = · · · = α p and then solve a univariate optimization problem (this strategy was used for the example discussed in section 8.2).
Experimental results.
The proposed model has been implemented in SPlus, 1 and we convey some results from two experiments.
8.1. Simulated data with many predictors. We first consider the application of GPPR in a situation involving many predictors and a continuous response. The example is taken from Friedman and Stuetzle [5] and is based on the function f : R 10 → R defined as
The data consist of 100 predictor vectors x i drawn uniformly from the hypercube [0, 1] 10 and responses y i = f (x i ) + ǫ i , where the ǫ i 's are drawn independently from the Gaussian distribution N (0, 1). Observe that the last five predictors do not actually influence the response. Note that, since there are no restrictions on the values of the response in this case, the transformation σ 1 (·) in the GPPR model (1.2) can be chosen as the identity function.
Consider the case where each φ j corresponds to a network with no hidden layers and linear output, i.e., φ j (x) = α j0 + α T j x. The GPPR model is then a PPR model, but our method of estimation is different from the standard PPR algorithm by Friedman and Stuetzle [4] , in the following referred to as SPPR. We have compared the GPPR algorithm with SPPR and another recently proposed PPR algorithm called ASP (Roosen and Hastie [22] ) using as evaluation criterion the fraction of unexplained variance
where the vectors x * i are drawn independently from the uniform distribution on [0, 1] 10 . On the training set, the error is defined as Table  8 .1 are averages over 100 runs of the three algorithms on 100 different training sets generated according to the above description. ASP and SPPR provide better fits on the average than GPPR on training data; however, when tested on new data, GPPR outperforms both ASP and SPPR on the average. This indicates that the GCV routine used in GPPR works satisfactorily.
The routine for smoothing parameter selection broke down for the GPPR model when p = 5, because the expression inside the outer parentheses in the denominator of the GCV criterion (6.3) became negative. This can be avoided simply be restraining the search over λ j to a smaller interval, thus preventing tr S j from becoming too large. The results for p = 5 then show the same tendency as for p < 5. The following example illustrates the use of GPPR in a situation where the response is a vector of binary values. The example addresses the effect of background factors on postpartum amenorrhea (PPA). This period of lack of menstruation following a birth is prolonged by lactation, which thereby has an important birth-spacing effect. We use data on PPA during lactation from three Norwegian maternity clinics, described by Liestøl, Rosenberg, and Walløe [15] . For each of n = 3470 women we use data on PPA duration and four background factors: year of birth, age when giving birth, first birth (yes/no), and age at first menstruation. PPA duration was divided into five time intervals I k = [t k−1 , t k ), k = 1, . . . , 5, where t 0 = 0, t 1 = 3, t 2 = 6, t 3 = 9, t 4 = 12, and t 5 = 18 months. Let y k be an indicator for the resumption of menstruation in interval k. Consider the estimation of the conditional probabilities
based on a model using the logistic link
with η k (·) of the form (1.3), where φ j (·) is defined as in (1.4). The likelihood is found by a straightforward generalization of the arguments used for standard logistic regression (see, e.g., Hosmer and Lemeshow [13] ), and the negative log likelihood is given by
where d ik is an indicator for women i still being observed in interval k. Previous analysis of the data based on a proportional hazard assumption (where covariates have similar effect in all time periods) showed a major change in predicted responses prior to and around the year 1900. Liestøl, Andersen, and Andersen [16] used multilayer feedforward networks to reanalyze the data. The authors concluded that the apparent changes in the predicted responses at least partially was an artifact due to the proportional hazard assumption. Our analysis confirms that the best fitting models are markedly nonproportional, indicating that the covariates have different effects in the different intervals I k . In addition, the models suggest somewhat faster changes prior to and around 1900 (Figure 8.1c) . The latter conclusion is uncertain, however, as can be seen by inspecting the results obtained with different preset levels of smoothing. 9. Concluding remarks. GPPR models are intended as a supplement to other methods for exploratory analysis of multivariate data from, e.g., exponential family distributions. The roughness penalty approach discussed in this paper offers a simple characterization of the GPPR estimators and also applies to models with multiple responses and nonlinear projections of the predictors. One convenient feature of this approach is the fact that we easily can put a prior on the models by adding extra penalty terms to the cost function. For instance, in the example described in section 8.2 we might use a prior to favor nearly proportional models, thus relaxing the proportional hazard assumption without totally removing it.
How to best design a method for automatic selection of the smoothing parameters is still an open question. The proposed GCV procedure appears to perform well, but has so far only been tested on a small number of problems. As was pointed out by Wahba et al. [26] in a similar context, the BRUTO approximation may in some cases lead to an approximate GCV criterion behaving very differently from the exact GCV criterion. One possible improvement would be to detect such cases (and more generally situations where the GCV criterion fail), and then correct for it. Another unsettled problem is how to determine the degrees of freedom when φ j (·) is nonlinear. These matters are currently being investigated.
