ABSTRACT Recently, person re-identification has become one of the research hotspots in the field of computer vision and has received extensive attention in the academic community. Inspired by the part-based research of image ReID, this paper presents a novel feature learning and extraction framework for video-based person re-identification, namely, the extended global-local representation learning network (E-GLRN). Given a video sequence of a pedestrian, the holistic and local features are simultaneously extracted using the E-GLRN network. Specifically, for the global feature learning, we adopt the channel attention convolutional neural network (CNN) and the bidirectional long short-term memory (Bi-LSTM) networks, which are responsible for introducing a CNN-LSTM module to learn the features of consecutive frames. The local feature learning module relies on the key local information extraction, which is based on the Bi-LSTM networks. In order to obtain the local feature more effectively, our work defines a concept of ''the main image group'' by selecting three representative frames. The local feature representation of a video is obtained by exploiting the spatial contextual and appearance information of this group. The local and global features extracted in this paper are complementary and further combined into a discriminative and robust feature representation of the video sequence. Extensive experiments are conducted on three video-based ReID datasets, including the iLIDS-VID, PRID2011 and MARS datasets. The experimental results demonstrate that the proposed method outperforms state-of-the-art video-based re-identification approaches.
I. INTRODUCTION
Person re-identification (ReID) is one of the most important and popular fields of computer vision, with tremendous application potential in video surveillance [1] - [5] . Yet it remains a challenging issue due to the variations of viewpoint, pose, illumination condition and clutter background (as shown in Fig. 1 ). Therefore, current ReID research is far from being applied to the practical situation.
Most studies of ReID have sprung up over the past few years. They can be divided into two classes, designThe associate editor coordinating the review of this article and approving it for publication was Yongming Li.
ing a robust metric learning method or developing a discriminative feature. The metric research focus on learning the distance function [6] - [9] . It helps to ensure that the distance between two features came from the same pedestrian is smaller. The feature learning aims at building an effective and discriminative representation to describe pedestrians. For the hand-crafted features, the low-level descriptors, such as color and texture histograms, are widely used in the ReID task. In addition, several high-level descriptors which are combinations of these low-level features perform well on small datasets [10] - [13] . With the extensive application of the convolutional neural network (CNN) in the visual classification task, some work regards ReID as a multi-class classification issue and then extracts the deep features for target pedestrians [14] , [15] . Sometimes, the processes of feature extraction and metric learning are combined into an integrated deep-based system by using multiple losses [3] , [16] - [18] .
Great progress has been made in the field of ReID. However, the information which comes from an image is limited. Recently, video-based person ReID draws extensive attention [5] , [19] - [23] . Compared with the single image, a video can provide more information with more training samples. Moreover, it is more closely aligned with the video surveillance application. Notwithstanding many advantages of video, the video-based task still faces many challenges. Because the video includes more redundant information and the pedestrians in videos have more complex poses. These factors may cause strong interferences and reduce the accuracy of identification. Plenty of existing work is committed to exploring the spatial-temporal cues among consecutive frames. The extension of 2D features such as HOG3D [24] and 3Dsift [25] , are employed to describe the spatial-temporal information of the whole video [26] in several studies. Some work attempts to build the spatial-temporal body-action model or explore gait information for a walking person [27] , [28] . However, due to the low resolution of the video, these methods cannot properly solve the problems that occurred in the ReID task. Moreover, numerous approaches are based on the deep-learned system. Some of them extract CNN features at the frame-level, and then directly utilize an average or max pooling to obtain spatial-temporal features [29] . More commonly, the recurrent neural network (RNN) is utilized to capture the temporal cues between consecutive frames [19] , [20] , [30] - [32] . Some methods argue that the network cannot give the same weight to all frames of a video and all areas of each frame. Therefore, the attention mechanism is introduced into the research of person ReID [23] , [33] - [35] . However, existing work does not explore the complete representation of the video. For video-based research, it is easy to ignore the importance of the single-frame image.
Latest ReID research tends to combine the global and local information for the image [36] - [40] . According to the part-based ReID studies, it is obvious that the global and local descriptors are complementary. Furthermore, some studies explore the contextual information between body parts in a single image [17] , [41] . They model the person in an image from head to foot, and then learn the spatial contextual cues between each part instead of utilizing an independent branch for each separate part. Inspired by these studies, this paper proposes a two-stream extended global-local representation learning network (E-GLRN) for video-based person ReID. The E-GLRN consists of the channel attention-based convolutional neural network (CNN) and bi-directional long short-term memory (Bi-LSTM) network. It develops the concept of ''global-local'' for videos. Meanwhile, we argue that the appearance and spatial contextual information of a frame is also useful for the video-based ReID task. Therefore, for a video, the ''global'' can denote the general spatial-temporal information and the concept of the ''part'' can represent a single-frame image and its parts. However, a video contains numerous frames. It needs plenty of time to extract the parts from all images, even though using the temporal attention mechanism. Previous work utilizes the gait cycle to extract several frames, and then employs these frames to describe the whole video [21] , [42] , [43] . Different from these approaches, this paper extends the notion of global-local and exploits not only the partial frames but also the whole video. We propose the concept of ''main image group'' for the video. A group contains three frames, which are extracted from the video and include its key information. The use of the main group can reduce the computational cost by operating only on extracted representative frames.
In a nutshell, we propose E-GLRN for video-based person ReID, which is a novel feature learning framework. The proposed framework uses the attention-based CNN network and the Bi-LSTM network to extract information from the video at the global-level. Moreover, we adopt a simple alignment to preprocess all images, and design a hand-crafted feature based on the local maximal occurrence (LOMO) [11] descriptor to obtain the main image group for each video. For each image in the group, the appearance and spatial contextual features are combined into a sub-local descriptor. The average result of the three sub-local descriptors can describe the video information at the local-level. Therefore, the global-level and local-level descriptors together constitute a completed feature representation of the video.
The major contributions of this paper are summarized below:
• We propose a new two-stream network named the E-GLRN to jointly learn the holistic and detailed features for video-based ReID. One stream is used to extract the global representation with the Bi-LSTM and channel attention CNN networks; the other learns the local features of the video. The global and local features are VOLUME 7, 2019 complementary and can jointly improve the discrimination power of the final spatial-temporal feature.
• The meaning of the ''global-local'' is extended for the video application in this paper. We define the concept of the ''main image group'' for the sequence. By using the hand-crafted features and Bi-LSTM, we extract the appearance and spatial contextual features of this group, which carry the significant detailed information of the video.
• Extensive experiments are conducted on the three video datasets to demonstrate the state-of-the-art performance achieved by the proposed method for video-based ReID.
The remainder of this paper is organized as follows. Section II introduces the research most related to our work, and the detailed technique of the proposed method is presented in Section III. Several groups of experiments and analysis are illustrated in Section IV. Furthermore, we conclude this paper in Section V.
II. RELATED WORK
Previous studies of person ReID can be divided into two types: image-based ReID and video-based ReID. Furthermore, feature representation and distance metric learning are two important issues for the ReID task. In this section, we give a brief review of the research most related to our work.
A. IMAGE-BASED PERSON ReID
Most studies of person ReID are based on images. Color, texture and shape are the most basic low-level features for feature representation. The different combinations of them are much more common in the task. In [10] , Gray et al. utilize 8 color channels and 21 texture filters to build the ensemble of localized features (ELF) for the image. In [13] , a new salient color names based color descriptor (SCNCD) is proposed to describe colors. It ensures a higher probability to assign a color name that is closer to the color. LOMO [11] is designed by segmenting an image into equal-sized patches, extracting the HSV and SILTP histograms from each patch and maximizing the local occurrence of each patch. Reference [12] presents a hierarchical gaussian descriptor (GOG) for image ReID, which is based on a hierarchical distribution of pixel features.
Moreover, several metric learning algorithms have been proposed for ReID to shorten the intra-class distance and heighten inter-class distance. In [44] , Weinberger et al. present the large margin nearest neighbor (LMNN) method to learn a mahalanobis distance metric from the labeled examples for kNN classification. Kostinger et al. [9] propose the KISS metric (KISSME) based on LMNN to learn a distance metric from the equivalence constraints. Furthermore, Zheng et al. [7] , [8] use a soft discriminative scheme named the relative distance comparison (RDC) by the large distances corresponding to the wrong matches and the small distances corresponding to the right matches.
In recent years, deep neural networks have been widely used in ReID. Several studies regard the ReID problem as a multi-class classification problem and employ the classification model to extract discriminative features. Xiao et al. [15] train the CNN network with pedestrian IDs and then extract the generic feature from multiple domains. In [45] , this paper proposes the multi-task CNN to integrate the ID and attribute classification losses. Some work proposes the deep metric learning methods, and introduces the Siamese or triplet network architecture to ReID through the pair-wise contrastive loss or triplet ranking loss. Then, the Euclidean distance is used for comparison [3] , [16] , [46] .
B. VIDEO-BASED PERSON ReID
Recently, the video-based ReID task has attracted much attention due to its potential application values. A video provides abundant person samples, which are helpful to build the discriminative appearance and temporal representations of the pedestrian. Previous work utilizes hand-crafted appearance and spatial-temporal features. For example in [26] , the authors employ color and texture histograms to describe all frames and simultaneously use the HOG3D descriptor to represent the dynamic information. In addition, they propose the top-push distance learning model (TDL) to further shorten the intra-class distance and increase the inter-class distance. In [42] , Wang et al. use a feature which is the combination of HOG3D, color and optic flow energy profile of an image sequence to represent the person, and then select the discriminative video fragment from each sequence. In [43] , the paper utilizes the periodicity of walking to build a spatial-temporal body-action model for the pedestrian.
In recent years, with a wide application in the field of computer vision, video-based ReID has also begun to incorporate deep learning methods. In [21] , Zhang et al. extract some representative frames from a video, and learn the video feature using the CNN network and temporal pooling. Zheng et al. [29] adopt CNN to extract the frame-wise features from consecutive frames, and obtain the CNN-based video feature after the feature pooling. The RNN network and its different versions such as LSTM and gated recurrent unit(GRU), have some advantages in sequence-modeling. Therefore, they are widely used in the video-based task. Yan et al. [31] propose the recurrent feature aggregation network (RFA-Net) based on a simple LSTM to aggregate the image-level hand-crafted features. More common is to build a CNN-RNN architecture for video-based ReID [19] , [30] . Some studies employ the bidirectional RNN instead of the single-direction RNN to capture more precise information from the sequence [20] . In [32] , Dai et al. introduce temporal residual learning (TRL) module based on the Bi-LSTM networks to learning an integrated feature representation, which consists of the generic and specific features of the whole video.
The attention mechanism can help to select key regions of an image or key frames of a sequence, and simultaneously give them more weight. Therefore, current video-based ReID research often embeds it into the algorithm framework. In [33] , Xu et al. propose a joint spatial and temporal attention pooling network (ASTPN) by employing the temporal attention pooling for video ReID. In [18] , the authors introduce a Siamese attention architecture to learn spatial-temporal features and their distances together. Chen et al. [34] embed the spatial-temporal attention branch to the proposed spatial-temporal attention-aware learning (STAL) framework. Different from the above-mentioned attention approaches, we adopt a channel attention method to our work.
C. GLOBAL-LOCAL FEATURE LEARNING FOR ReID
In order to improve the effectiveness of the model on pedestrian representation, several studies focus on the combination of the global and local features. The local feature can enrich the expression of details, which is complementary to the global feature. In [17] , Bai et al. adopt a three-branch network for the local body-part and global full-body feature learning. This work presents that LSTM can be utilized to model the person through regarding this person as a sequence from head to foot. Unlike dividing a pedestrian image into several fixed regions, the Deepcut [47] and convolutional pose machines (CPM) [48] are utilized to detect fine-grained body parts [37] , [49] . Yao et al. [36] propose a part loss network (PL-Net) to automatically generate parts for the pedestrian, and design part losses and global loss to jointly adjust the network.
Notwithstanding the success of the global-local feature learning in ReID, there is little research in this field for the video-based task. On the one hand, it is probably because the video contains numerous images, so dividing them into body parts requires plenty of work. On the other hand, how to build the final representations with this large number of local and global features is also a difficult issue. In the next section, our work aims to solve these problems.
III. PROPOSED METHOD A. OVERVIEW OF E-GLRN
The framework of the proposed E-GLRN is demonstrated in Fig. 2 . The goal of E-GLRN is to develop the concept of the global and local for video-based person ReID, and simultaneously to explore the whole characteristic and detail information of the video. Given a video sequence I = {I 1 , I 2 , . . . , I K } with K frames, it can be observed that our framework is divided into four parts, including the global feature learning in the video, representative frame extraction for the video, local feature learning in the video and overall feature representation learning.
For global feature learning, our work is based on [20] . We adopt a channel attention-based residual network named SE-ResNet50 [50] , [51] for the spatial feature learning. First, input a frame image into CNN and output the image-level representation of each frame. Then, the outputs of CNN are sent to Bi-LSTM as the inputs. Finally, Bi-LSTM can aggregate the information from all timestamps into a feature vector for the input video. In the next subsection, we use f global to represent the global feature of a video.
For local feature learning, first, we should extract several partial frames from the whole video. We use a simple alignment preprocessing for all video sequences, and extract the LOMO descriptors from both the original and aligned datasets. The eLOMO is denoted by the average of the original and corresponding aligned images' LOMO descriptors. Therefore, the mean eLOMO of a sequence can be calculated. The proposed method defines a main image group for the video sequence. A group has three frame images and contains the most significant information of the video. We select these three aligned images whose eLOMOs are the most similar to the mean eLOMO. Next, for each image came from the main image group, we partition the pedestrian in this image into a sequence of overlapping body parts from head to foot.
A sequence of the LOMO descriptors is extracted from all body parts, and a Bi-LSTM network is adopted to model the sequence of these body parts. Therefore, the spatial contextual information between these body parts can be obtained. The appearance and spatial contextual features of the pedestrian in a single image are concentrated to form the sub-local feature. Finally, the local feature of a video is produced by using an average pooling for three sub-local features. In the next subsection, we use f local to represent the local feature of a video.
The final feature representation of the video sequence is obtained by fusing the global and local features. The detailed techniques for the proposed method will be presented in the following subsections.
B. GLOBAL FEATURE LEARNING IN THE VIDEO 1) SPATIAL FEATURE LEARNING
In this subsection, a classification CNN network is introduced to extract frame-wise features, which contain the spatial information of consecutive frames. The ResNet50 network is utilized as the backbone network since it is shown to generate competitive ReID performance in previous work. In addition, inspired by the squeeze-and-excitation network (SENet) [50] , we employ the SE module to definitely model the interdependencies among channels and reweight the channel-wise features. The SE block includes a lightweight gating mechanism that pays attention to enhancing the representation power of our network. Compared with existing attention-based ReID research, it is more computationally efficient.
The SE module can be divided into the squeeze transformation and the excitation transformation. The input can be denoted as i = [i 1 , i 2 , . . . , i C ], where C is the number of the feature maps and the size of a feature map is H × W . The squeeze transformation can be represented as follows:
where z c means the c-th element of the squeezed channels, S (·) represents the squeeze function, and the i c (m, n) is the value of the c-th feature map i c at position (m, n). The excitation transformation is represented by
where σ (·) and δ(·) denote the sigmoid function and the ReLU function. The W 1 ∈ R C r ×C and W 2 ∈ R C× C r . Therefore, the output of our SE block is calculated bỹ
where s c is the scaling parameter of the c-th channel. Furthermore, the SE block can be flexibly inserted into the ResNet50 network. The module of SE-ResNet50 is demonstrated in Fig. 3 . The network parameters can be seen in [50] . In detail, the backbone network is pre-trained on the ImageNet dataset and fine-tuned on the target dataset. For the last fully-connected (FC) layer, the number of neurons is set to N , where N is the number of all training identities. Similar to the previous work based on ResNet50, we extract features from pool5/7 × 7_s1 layer. Thus, for a sequence I = {I 1 , I 2 , . . . , I K }, the CNN feature of each frame can be represented by
where x k denotes the k-th frame-wise feature vector of a video sequence. It contains the spatial information of the video. The C se (·) represents the process of CNN feature extraction.
2) MULTI-FRAME FEATURE AGGREGATION
RNN has powerful capabilities in processing sequential data. Therefore, it is often employed for sequence modeling and widely used in several fields, such as image caption, speech recognition, and video processing. However, the range of context information that RNN can access is very limited, and RNN is difficult to handle the problem of long-term dependency. Consequently, the LSTM network as a special kind of RNN is adopted in our work. Considering that the single-direction LSTM tends to ignore the future information, the proposed method uses the Bi-LSTM network to yield a global feature representation, which is based on the current frame, the previous frames and the future frames of the input sequence. In our work, the embedding size of the hidden state in one direction is set to 256. The Bi-LSTM consists of a forward LSTM and a backward LSTM. At each timestamp t, a LSTM node contains three multiplicative units: the input gate i t , the output gate o t and the forget gate f t . With giving a input x t , the backward LSTM updates as follows:
where σ is the sigmoid function, tanh represents the hyperbolic tangent function and * means the element-wise multiplication. W * , U * and V * are the weight matrices. b * is the bias vector. c t and c t+1 are the current and next memory cell units, respectively. h t serves as the output at time t. The update of the forward LSTM is similar to the backward LSTM. In our work, x t represents the frame-wise feature of the current frame, which is obtained from the CNN output layer used in this paper. X = {x 1 , x 2 , . . . , x K } denotes the input of Bi-LSTM. Considering that the lengths of different video sequences are variable, we randomly select 10 frames to train the network. The H f and H b are defined as the forward and backward aggregated features, respectively. Therefore, the final global feature representation f global is defined as follows.
The f global contains more high-level semantic information, and simultaneously carries the holistic dynamic and appearance information of the video sequence.
C. REPRESENTATIVE FRAME EXTRACTION
For image-based ReID, the local feature focuses on the detail of a pedestrian such as his/her head or lower-body. However, a video contains numerous consecutive frames. Exploiting the details of all frames may produce a fair amount of redundant information and waste much work. Thus, the proposed approach develops the concept of ''local'' to meet the need of the video task. We argue that for a video, the local feature representation mainly comes from the features of its key frames. Different from the traditional key frame extraction algorithms, we propose a simple but effective method to obtain three key images named the main images for each video. These three images are then formed into the main image group. The local feature representation of the video can be obtained by exploiting the appearance and spatial contextual information of the main image group. The details are demonstrated in the following subsections and can be seen in Fig. 4. 
1) ELOMO EXTRACTION
In order to achieve more accurate partition of body parts, current part-based ReID research often takes into account the problem of misalignment. For example, some studies utilize CPM [48] , Deepcut [47] and SpindleNet [49] to generate body joint response maps, and further to produce the estimations for different body parts. We adopt the method proposed in [52] to achieve a simple alignment preprocessing. This is because our work only needs a coarse estimation of the location for the pedestrian in an image. The pre-trained deep decompositional network (DNN) model is utilized to estimate the location of a pedestrian, and then to complete the pedestrian partition.
Considering that the goal of our work is to achieve the pedestrian alignment, we crop an image by seeking four boundaries of the estimated location of the pedestrian. Several examples are illustrated in Fig. 5 . It is obvious that the information on the clutter background is reduced after preprocessing the image. Therefore, the aligned image can help the division more precise.
Considering that sometimes training samples are insufficient in the Re-ID task, so hand-crafted feature representations are still effective for the ReID task to some certain. In addition, although hand-crafted features have limited ability of representation, they have a high speed of extraction and certain generalization ability. For image-based ReID, several hand-crafted features perform well, such as LOMO [11] , SCNCD [13] and GOG [12] . This paper designs an enhanced image-level descriptor named eLOMO, which is based on LOMO. First, we give a brief introduction to LOMO.
The LOMO descriptor consists of the HSV color histogram and the scale invariant local ternary pattern (SILTP) descriptor [53] . At first, a Retinex algorithm is adopted for the input image to deal with the problem of illumination changes.
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And then, extracting dense blocks with the size of 10×10 pixels by using the sliding window. A 8*8*8 joint HSV histogram and two-scale SILTP descriptors (SILTP 0. 3 4,3 and SILTP 0. 3 4,5 ) are extracted in each block. To handle the viewpoint variation, LOMO maximizes the local occurrence pattern. In addition, a three-scale pyramid structure is employed to extract multi-scale representation. The final descriptor is a concatenation of features obtained on all scales.
In our work, the original video sequence is represented by I = {I 1 , I 2 , . . . , I K }, and its corresponding aligned sequence is A = {A 1 , A 2 , . . . , A K }. We argue that there exists mutually complementary information between I and A, so we suggest fusing their features. Assuming that the LOMO descriptors of I k and A k are named lomo o k and lomo a k , respectively, the enhance LOMO descriptor (eLOMO) of the k-th frame in a video sequence is represented as follows.
where ⊕ denotes the matrix addition. Therefore, the imagelevel representation for a sequence can be represented by a vector {eLOMO 1 , eLOMO 2 , . . . , eLOMO K }. Compared with LOMO, the proposed image-level feature is more robust to misalignment.
2) GAINING THE MAIN IMAGE GROUP
A video provides abundant useful data, while a fair amount of interference information comes along. Therefore, some studies focus on extracting several significant frames from a video sequence to describe the whole video. Our work proposes a method to obtain three representative frames named the main images for a sequence. We consider that the local information can be extracted from these images and their internal characteristics. First, we calculate the average feature named mean elomo for the video sequence I = {I 1 , I 2 , . . . , I K }, mean elomo can be obtained by
Empirically, for the video-based ReID task, the average result of all frame-wise features always yields much better performance compared to any single frame-wise feature. Thus, we can select the single frame-wise feature that is most similar to mean elomo , and consider that its corresponding frame is the most expressive among all frames. The Euclidean distance is adopted to measure the similarity between mean elomo and each single frame-wise feature:
eLOMO kj − mean elomoj (14) where D k denotes the distance between mean elomo and the k-th frame of a sequence. Finally, we select three aligned frames A d1 , A d2 and A d3 , whose the corresponding distances D d1 , D d2 and D d3 are the three smallest values of {D k } k=1:K , where {d1, d2, d3} ∈ {k} k=1:K . The reason for choosing three frame images is to ensure the effectiveness and reduce the workload. These three aligned frames are named the main images of the video sequence and further formed into a main image group. This extraction method can reduce adverse effects of some issues such as occlusion, misalignment and blurring. Similar to [21] , we also choose several representative frames for each video. However, we think that the detailed information of the video carried by these frames is a complement to the holistic information, not a substitute.
D. LOCAL FEATURE LEARNING IN THE VIDEO
In this subsection, we introduce a method to extract the spatial contextual feature of a pedestrian from the main images and obtain the partial feature representation of a sequence. Most approaches tend to partition pedestrians into some fixed body parts, such as head, upper-body and lower-body. And then they employ different separate branches to learn the corresponding partial features. Unlike them, the proposed method crops the person in an aligned image into a sequence of body parts from head to foot. We notice that the information of each body part is limited, so we extract the LOMO descriptor for it rather than the CNN feature. A main image M i can be represented by M i = {lomo i p1 , lomo i p2 , . . . , lomo i pr }, where i ∈ {1, 2, 3}, the r is the number of the parts and lomo i pw denotes the LOMO descriptor of the w-th part.
In order to learn the spatial dependency between each part, we utilize Bi-LSTM that has the same structure with the network used in the first stream, to model the sequence of body parts. For each main image, the input of Bi-LSTM is M i = {lomo i p1 , lomo i p2 , . . . , lomo i pr } and the output is the aggregated feature named f si local . Moreover, the combination of the appearance and spatial contextual features can make the image-level representation more robust to the changes in different viewpoints. Therefore, the sub-local descriptor of each main image f i local is the concatenation of eLOMO i and f si local . So far we can obtain the final local descriptor of the video sequence named f local by an average pooling.
E. FINAL FEATURE REPRESENTATION
In this subsection, we introduce how to obtain the final global-local feature representation from the proposed E-GLRN network. The process of it is illustrated in Fig. 6 . More specifically, in the testing phase, one stream employs the CNN-RNN (SE-ResNet50 and Bi-LSTM) module to extract the holistic feature f global from the whole sequence; the other stream adopts the hand-crafted descriptor eLOMO to obtain the main image group for each video from its all coarse aligned frames. And then the part-based feature f local of each video is extracted from this group. We argue that the holistic and local features are complementary and the combination of them can help the final descriptor more discriminative and robust to the video-based ReID task. Therefore, the overall feature can be defined by:
122690 VOLUME 7, 2019 FIGURE 6. The process of the global-local feature extraction in the testing phase. where | · | denotes the vector normalization, and α is the weight parameter that is used to trade off the importance of the holistic and local features. In this paper, α is set to 0.5. After obtaining the global-local features of the videos, several metric learning methods can be used to complete the ReID task.
IV. EXPERIMENTS
In this section, several experiments are conducted on three widely used video-based person ReID datasets. We compare the proposed method with two baselines and other state-ofthe-art approaches.
A. DATASETS
We evaluate the proposed method on three video datasets, i.e., PRID2011 [54] , iLIDS-VID [5] and MARS [29] . The basic information of them is shown in Table. 1. PRID2011. The PRID2011 dataset is captured in some uncrowded outdoor environments with a relatively clean background. The main challenges of it are the changes of pose, illumination and viewpoint. PRID2011 has 42K images that are shot by two nonoverlapping cameras. One camera viewpoint has 385 pedestrian sequences and the other viewpoint collects 749 pedestrian videos. Only 200 persons (400 sequences) appear in both cameras. The average length of each sequence is 100. Following the setting in [32] , in order to guarantee the effective length of the sequence, we only select 178 identities with the number more than 27 frames in our experiments. iLIDS-VID. The iLIDS-VID dataset comes from the iLIDS MCTS dataset. The dataset was shot in a crowded and noisy airport hall. Therefore, iLIDS-VID is a challenging dataset due to clutter backgrounds, serious occlusions, the variations of viewpoint and et al. The iLIDS-VID dataset has 44K images that came from 600 sequences. These sequences are captured by two nonoverlapping cameras, so this dataset contains 300 identities. In addition, each sequence has a variable length from 23 to 192 consecutive frames and the average number is 73.
MARS.
The MARS dataset is an important large-scale dataset for video-based person re-ID. It is collocated from the campus of Tsinghua University by 6 nonoverlapping cameras. This dataset contains 1,261 person identities, each person is captured by at least 2 cameras and has 13.2 tracklets on average. Moreover, these 1261 identities are divided into 625 train samples and 636 test samples, respectively. Different from PRID2011 and iLIDS-VID, MARS is automatically detected by DPM detectors and the GMMCP trackers. The main challenges of it are misalignment, pose changes and viewpoint variations.
B. EXPERIMENTAL SETTING
For the PRID 2011 and iLIDS-VID datasets, we equally divide them into two parts: one as the training subset and the other as the testing subset. In addition, in the testing phase, one camera viewpoint is regarded as the probe set and the other is used as the gallery set. After obtaining the global-local feature representations for the testing samples, we apply the cross-view quadratic discriminant analysis (XQDA) method to measure the similarities between these features. The average cumulative match characteristic (CMC) curve is utilized to report the performances of different methods by repeating 10 experiments with different training/testing splits. For MARS, the experimental setting refers to [29] . Considering that a query has multiple ground truths, we evaluate the performance on MARS with the average CMC curve and the mean average precision (mAP). In addition, the value of α is set to 0.5 in the Eq. 15 for all experiments.
In this paper, the network is trained on the Caffe platform [55] and all experiments are conducted on the NVIDIA RTX2080Ti card. The CNN feature extractor SE-ResNet50 is pre-trained on the ImageNet dataset and then fine-tuned on the target dataset. In the training phase, all training samples are resized to 224×224×3. The starting learning rate is set to 0.001, the momentum is 0.9 and gamma is 0.1. The models are trained for 8000, 10000 and 30000 iterations on the PRID2011, iLIDS-VID and MARS datasets, respectively. For all feature aggregation networks that are based on Bi-LSTM, the numbers of their hidden units are set to 256 in one direction. For the weights of the Bi-LSTM layer, we initialized them with a uniform distribution in [-0.01, 0.01]. Since the lengths of various sequences are different, therefore, we follow [31] to randomly select 10 consecutive frames for training. We optimize the CNN and Bi-LSTM networks by applying the stochastic gradient descent (SGD) method. In addition, the branches of local feature learning and global feature learning are trained separately.
C. ABLATION EXPERIMENTS
In this subsection, we conduct several ablation experiments on the public datasets to verify the effectiveness of each part proposed in our approach. First, we introduce two baselines for video-based person ReID. We use the CNN-RNN module (SE-ResNet50 and Bi-LSTM) as the baseline1, i.e., our global feature learning and extraction module. The baseline2 is defined by inputting the LOMO descriptors as the frame-wise features to Bi-LSTM. The baseline1 is used to compare with the proposed method and verify the effectiveness of the local-level video feature. The baseline2 is employed to compare with our global feature learning module and evaluate the effect of the channel-based CNN-BiLSTM in global-level video feature learning. Table. 2 and 3 show the results of ablation experiments. The ''LSTM f '' denotes the unidirectional LSTM network. ''MIL'' means the proposed local feature representation learning and extraction module, where ''MIL'' is the abbreviation of the main-image learning. The ''random-IL'' denotes that we use three random images to extract the local feature instead of applying the main image group. In this paper, we use the first, in-between and last frames as the three random frames. ''MIL (WO/A)'' denotes the local feature learning and extraction without the image preprocessing. Besides, ''single-IL'' means that only using one main image for local feature learning.
1) EFFECTIVENESS OF THE ELOMO
In this work, in order to verify the effectiveness of the image-level hand-crafted descriptor eLOMO, a group of experiments is conducted on three image datasets. We randomly select one frame from each sequence in three video datasets, including PRID2011, iLIDS-VID and SDU-VID [27] . And these selected frames are further formed into three single-frame datasets. It is clear that the single-frame data faces similar challenges to videos. The LOMO descriptor is utilized to compare with it. The final results are summarized in Fig. 7 .
As seen in Fig. 7(a) , (b), and (c), our hand-crafted feature outperforms LOMO on all three single-frame datasets. For example, for the single-frame SUD-VID, the proposed eLOMO exceeds LOMO around by 5%, 3%, 1% and 1% at rank-1, 5, 15 and 20 accuracy rate. Therefore, eLOMO is more effective and discriminative than LOMO.
2) EFFECTIVENESS OF THE GLOBAL REPRESENTATION
For the PRID2011 dataset, ''SE+Bi-LSTM'' outperforms the forward LSTM by 4.1% at the rank-1 accuracy. In addition, ''SE+Bi-LSTM'' outperforms ''SE+LSTM f '' by 6.1% for the rank-1 identification on iLIDS-VID. Therefore, it can be clearly seen that the bidirectional LSTM always obtains the best performance. This indicates Bi-LSTM can help to capture richer information from the inputs in both forward and backward directions.
Moreover, baseline2 uses the hand-crafted feature as the frame-wise representation rather than the CNN feature. As seen from the Table. 2 and 3, compared with it, baseline1 yields 12.4% gains on PRID2011 and 10.6% gains on iLIDS-VID, respectively. The result indicates that it is useful to adopt the SE-ResNet50 model to extract frame-wise features in our work. Furthermore, this group of experiments demonstrates the effectiveness of the proposed global feature learning module.
3) EFFECTIVENESS OF IMAGE PREPROCESSING
In order to solve the problem of misalignment, the proposed method introduces a DNN model [52] to align all frame images coarsely. We conduct a group of experiments on the PRID2011 and iLIDS-VID datasets to evaluate the effect of preprocessing. It is not difficult to observe from Table. 2 and 3 that ''MIL'' outperforms ''MIL(WO/A)'' by 1.8% on PRID2011 and 2.1% on iLIDS-VID. In addition, we combine them with the global feature, the proposed final descriptor improves the rank-1 accuracy by 1.5% and 1.3% on the PRID2011 and iLIDS-VID datasets respectively. This proves that preprocessing the image can make a certain improvement on the whole ReID task. It can be determined that if we use a more complex alignment method to preprocess the image, the rank-1 accuracy of ReID will be further improved, especially on some automatically cropped datasets.
4) EFFECTIVENESS OF THE MAIN IMAGE GROUP
Different from previous part-based studies, our work defines a concept of the ''main image group'' for a video sequence. With exploring the appearance and spatial contextual information of body parts for these main images in the group, we can obtain the local descriptor of a video. From Table. 2, it can be seen that the proposed local representation learning module ''MIL'' outperforms ''random-IL'' by 4.5% at the rank-1 rate on PRID2011. In addition, when the local descriptor is combined with the holistic descriptor, the proposed final descriptor exceeds ''baseline1+single-IL'' by 4.4%, outperforms ''baseline1+mean elomo '' by 3.1% and surpasses ''baseline1+random-IL'' by 2.4% at the rank-1 rate. For iLIDS-VID, from the Table 3 it can be seen that ''MIL'' boosts the performance about 4.5% at rank-1 rate compared with ''random-IL''. Furthermore, ''baseline1+MIL'' also outperforms ''baseline1+single-IL'', ''baseline1+random-IL'' and ''baseline1+mean elomo '' by 4.6%, 3.8% and 3.4% at the rank-1 rate, respectively. Therefore, the local information extracted from the main image group is more discriminative than from a single image or three random images. The mean elomo does not contain the internal structure information of the frame image but has a lot of redundant appearance information, so its performance is not as good as the proposed local feature. When the dataset faces more challenging situations, using the main image group seems to be more effective.
5) EFFECTIVENESS OF THE LOCAL REPRESENTATION
In our experiment, we use ''MIL'' to denote the local feature learning module and ''baseline1+MIL'' means the proposed global-local feature learning method. From Table 2 and 3, it can be observed that for PRID2011, our method achieves 91.6% at the rank-1 accuracy whilst 83.7% for baseline1 and 80.9% for ''MIL''. For iLIDS-VID, our global-local descriptor outperforms baseline1 by 12.1% and exceeds the ''MIL'' by 15.4% for the rank-1 identification.
Furthermore, even if we use three random images or ignore the process of image alignment during the local descriptor learning phase, the final result can far exceed the baseline1. Therefore, the proposed local feature is effective for the video-based ReID task. These results also confirm that the global and local features are complementary.
D. COMPARISON WITH STATE-OF-THE-ART METHODS
To verify the effectiveness and superiority of the proposed E-GLRN, we compare it with several state-of-theart approaches, i.e., DVR [5] , STFV3D+KISSME [27] , TDL [26] , RFA-Net [31] , CNN+XQDA [29] , RNN-CNN [19] , BRNN [20] , TAM+SRM [2] , ASTPN [33] , AMOC [30] , QAN [23] , TRL [32] and MSTN [35] on the three video datasets. The experimental results are shown in Table 4 .
It can be seen that our method can achieve state-of-the-art performance on these public datasets. For example, TDL is a traditional method of video-based ReID using hand-crafted features. It obtains good performances on PRID2011 and iLIDS-VID. However, our method outperforms TDL by 34.9% on PRID 2011 and 25% on iLIDS-VID at rank-1 accuracy. BRNN extends RNN to bidirectional RNN and extracts the spatial-temporal cues of videos using the classical CNN-RNN module. However, it only considers the holistic feature of a video. Compared with it, E-GLRN yields 21.6% gains and 26% gains at the rank-1 identification rate on PRID2011 and iLIDS-VID. QAN applies the attention mechanism to get quality scores and then aggregates the frame-wise information on the temporal domain with them. Our approach respectively surpasses QAN by 1.3%, 13.3% and 9.6% at rank-1 accuracy on PRID 2011, iLIDS-VID and MARS, respectively. And it also exceeds QAN by 19.1% at mAP on MARS. This is because the video contains the interference information, which cannot be drastically reduced even with the attention mechanism on the spatial and temporal domains. Unlike QAN, our work focuses on selecting the most useful frames to avoid this issue. TRL is also based on Bi-LSTM networks. It extracts the generic and specific features for videos. Compared with it, our method focuses on exploring the global and partial features for videos. It can be seen that our method performs better than TRL on all three datasets.
Besides, as seen from Table 4 , even if only using the global feature representation or the local feature representation proposed in this paper, the results are better than most previous methods.
E. CROSS-DATASET EVALUATION
Considering the practical application of the ReID algorithm, the generalization of the proposed method must be analyzed. Most of ReID studies conduct the training and testing phases on the same dataset. However, existing datasets are collected from different pedestrians in various environments. Therefore, even if a method can get good results on one dataset, it may perform poorly on other datasets. Therefore, it is important to explore the performance of the well-trained model on other testing sets. In fact, previous work often introduces the cross-dataset evaluation to analyze it. In this subsection, we also conduct a cross-dataset experiment on PRID2011 and iLIDS-VID to evaluate the generalization of our method. The result is illustrated in Table. 5.
In Table. 5, the first line indicates the training dataset and the first column is the testing dataset. We evaluate the performance of the global and global-local feature representations, respectively. This is because an unsupervised hand-crafted descriptor is used in the local feature learning module. It is not difficult to observe from Table. 5, for the global feature, when we train the network on PRID but test the model on iLIDS-VID, the result of rank-1 is pretty poor. But training on iLIDS-VID can obtain better generalization performance. This may be because compared with PRID2011, iLIDS-VID has more complicated conditions and more training samples. For the global-local representation, the rank-1 accuracy rate can achieve 75.6% on PRID and 60.8% on iLIDS-VID due to the use of the local representation that contains an unsupervised part. These results indicate that our method has some generalizations for the cross-dataset testing, but further optimization is needed to improve the generalization performance.
V. CONCLUSION
In this paper, a two-stream feature representation learning network named E-GLRN is proposed for video-based person ReID. The goal of the network is to learn holistic information as well as local information from a sequence. We first extend the notion of ''global-local'' to the application of the video ReID. Then, we explore the spatial-temporal cues of the whole sequence based on the CNN-RNN module. In the meantime, the main image group is designed for each video. This group provides the local feature representation of the video by extracting its spatial contextual and appearance information. Finally, the global-local descriptor of a video sequence is obtained with the combination of the holistic and local features. Extensive experiments are conducted on the PRID2011, iLIDS-VID and MARS datasets, and the results demonstrate the effectiveness and superiority of the proposed approach for the video-based ReID task. 
