In this lecture we review properties of differentiable functions R n → R m and explain how they can be used to define parametrised surfaces and (sub)manifolds in R n . The two key results are the inverse mapping theorem an the implicit function theorem. We will prove both and illustrate them with examples. The proof of the inverse mapping theorem requires the contraction mapping theorem in metric spaces, which is an important tool in many branches of analysis. We therefore prove it here as well. One of messages of this lecture is that differentiating a function f : R n → R m is more than computing partial derivatives. Differentiation of a function at a point p means finding the 'best linear approximation' at p. The linear approximation itself is a linear map f (p) : R n → R m (or, as you shall see in later lectures, more precisely a linear map of tangent spaces
Differentiable maps R
n → R m Notation: We denote vectors in R n by ordinary roman letters x, y, . . . and write |x| for the norm (usually the Euclidean norm). We denote the components of x ∈ R n by x 1 , . . . , x n . We use column or row notation for vectors based on notational convenience. The idea of differentiation is that of approximation by a linear function:
Definition 15.1 Let U be an open set in R n . Then f : U → R m is called differentiable in a ∈ U if there is a linear map L : R n → R m and a function r : U → R m which is continuous in a and vanishes at a so that for all x ∈ U f (x) = f (a) + L(x − a) + r(x)|x − a| (15.1) a b.j.schroers@hw.ac.uk The linear map L is uniquely determined by this condition (check it!) and is called the derivative of f at a, written f (a). In order to determine if a function is differentiable we need to have a candidate linear map L and then we need to check if The candidate linear map we use is given by the Jacobian matrix
Warning:: The function f may not be differentiable in a point a even if the Jacobian matrix exists there -see the Exercises for this lecture! If the Jacobian matrix exists and if (15.2) satisfies the requirement (15.3) then we write
Example 15.1 With x(r, θ) = (r cos θ, r sin θ), find x where it is defined and hence compare One can show that continuous partial differentiability is a sufficient condition for differentiability:
Lemma 15.1 If all first partial derivatives of f : U → R m exist and are continuous in a, then f is differentiable in a and f equals the Jacobian matrix at a.
Most of the results for differentiation of functions f : R → R hold for maps f : R n → R m but need to be suitably interpreted. For real numbers α, β and differentiable functions f, g : R n → R m we have (αf + βg) = αf + βg .
If we have a product on R n (for example the scalar product, or the vector product in the case of n = 3), the product or Leibniz rule hold, but both sides now need to be interpreted as linear maps:
In the chain rule for f : R n → R m and g : R k → R n the right hand side has to be read as matrix multiplication:
Finally, we have Lemma 15.2 If a function f : U → R n is differentiable in a ∈ U and has an inverse f −1 , which is continuous in in b = f (a), then the inverse is also differentiable in b, with derivative
where the right hand side is the matrix inverse.
Example 15.2 Note that the existence of f at a point is not sufficient for local invertibility. You are asked to explore this in one of the exercises for this lecture by considering the function
The function f is differentiable in x = 0 and f (0) = 0 but that there is no neighbourhood U of 0 where f is invertible.
The mean value theorem only holds in a modified form for real valued functions on R n : Theorem 15.1 If f : U → R is differentiable and the line ab joining a, b ∈ U lies in U , then there is a point c on that line so that
For a function f : U → R m one can still apply the mean value theorem to each component f j of f , getting m points c j on the line ab where
. If one has a bound B on the matrix norm of f (c) which is uniform on the line ab
then one can deduce a useful inequality:
(15.4)
Banach contraction mapping theorem
As preparation for the proof of the inverse mapping theorem we prove a very general and powerful result of maps in metric spaces.
Definition 15.2 A metric on a set X is a mapping d :
for all x, y, z ∈ X Definition 15.3 A metric space (X, d) is complete if every Cauchy sequence has a a limit in (X, d).
Example 15.3 R n with metric d(x, y) = |x − y|. The constant k is called a Lipschitz constant. Note that contraction mappings are continuous.
Theorem 15.2 (Banach contraction mapping theorem) Let (X, d) be a complete metric space and T : X → X a contraction mapping with Lipschitz constant k. Then 1. For any x 0 ∈ X, the sequence (x n ) defined via x n = T (x n−1 ), n ∈ N converges 2. All sequences (x n ) defined in this way have the same limit x * (independent of x 0 ) and x * is the unique solution of
It is called the fixed point of T .
Hence the sequences (x n ) are Cauchy sequences for any x 0 ∈ X. The completeness of X then guarantees the existence and uniques of the limit for each of these sequences. 2. Fix a x 0 and denote the limit of (x n ) by x * . Then
for n → ∞. Hence T (x * ) = x * and thus x * is a fixed point of T . Letx be another fixed point.
Since (1 − k) is positive, we deduce that d(x * ,x) = 0 and hence x * =x. The uniqueness of the fixed point implies that all sequences (x n ) have the same limit.
The inverse mapping theorem
Theorem 15.3 Let U ⊂ R n be open and f : U → R n continuously differentiable. Assume that for a ∈ U , the linear map f (a) : R n → R n is invertible, i.e. detf (a) = 0. Then there exists a neighbourhood V of a such that
The inverse function g of f |V is continuously differentiable.
Proof Assume without loss of generality that a = 0 and f (0) = id. This can always be achieved by multiplying f from the left with the matrix f (0) −1 . We define the mapping φ y = x − f (x) + y, and note that every fixed point of φ y is an inverse image of y. We would like to apply the contraction mapping theorem, and need to check its conditions. First we need to show that φ y maps a complete metric space to itself. Thus we are looking for a closed ball B(0, 2r) or radius 2r around the origin so that for every y ∈ B(0, r), the map φ y maps B(0, 2r) to itself and is contracting. Using f (0) = id and the continuity of f we conclude that there is a r > 0 so that for all x ∈ B(0, 2r)
The inequality (15.4) deduced from the mean value theorem applied to φ 0 (x) = x − f (x) then gives
Thus, by the triangle inequality
so that φ y : B(0, 2r) → B(0, 2r) as claimed.
Next we need to establish that φ y is a contraction mapping. Using again the inequality (15.4) for φ y and x 1 , x 2 ∈ B(0, 2r) we deduce
so that φ y is indeed a contraction and has a unique fixed point x, i.e. for each y ∈ B(0, r) there is a unique x ∈ B(0, 2r) so that f (x) = y.
We thus know that f maps the preimage of B(0, r) bijectively to B(0, r). By the continuity of f this preimage is an open set; we denote it by V . To show, finally, that the inverse map g of f |V is continuously differentiable we only need to show that f |V is continuous, by Lemma 15.2. To show continuity we observe
or , by the same inequality as above,
which implies continuity of g and completes the proof.
Example 15.4 Determining zeros of a polynomial
The implicit function theorem
We are interested in the solution of a system of equations of the form Then there exists a neighbourhood U of b and a uniquely determined continuously differentiable map
One checks that F is continuously differentiable, with Jacobian
and detF = detf (1) .
The map F satisfies the assumptions of the inverse mapping theorem, so for each (a, b) ∈ D there is a neighbourhood W so that F |W has a continuously differentiable inverse
where g : R m × R p → R m is continuously differentiable. We claim that
is the required map. Indeed, we have F • G =id, so
This is the only solution of f (x, u) = 0, since g(f (x, u), u) = x with f (x, u) = 0 implies g(0, u) = ϕ(u) = x.
The derivative of the map ϕ can be computed directly from f (ϕ(u), u) = 0. Using the chain rule, one finds
Submanifolds of R n
Recall the definition of a parametrised p-dimensional surface in R n (p < n) :
Definition 15.5 Let U ⊂ R p be an open set and σ : U → R n a continuously differentiable map. If σ has rank p (i.e. if it is injective), we call σ a parametrised p-surface in R n .
Definition 15.6 A parametrisationσ : V → R n is equivalent to the parametrisation σ : U → R n is there is a diffeomorphism φ : V → U so that
Lemma 15.3 Let σ : U → R n be a p-surface and assume that for
Then there is a re-parametrisationσ in a neighbourhood of u 0 so that, in that neighbourhood,σ can be written asσ
Example 15.5 The stereographic parametrisation of the 2-sphere
(projection from the South pole) can be traded for
on the upper hemisphere -see Fig. 15 .3.
Definition 15.7 Let g : R n → R n−p be continuously differentiable and assume that g has maximal rank n − p everywhere. Then we call the set
of zeros of g a p-dimensional submanifold of R n (assuming that M is not the empty set). Lemma 15.4 Every p-dimensional submanifold of R n can locally be described by a parametrised p-surface in R n .
Proof This is a direct consequence of the implicit function theorem.
Sard's theorem
In defining a submanifold as a level set of a function f : R n → R n−p we need to check the maximal rank requirement on the derivative f . Sard's theorem tells us that if we pick a value c in the image set of a suitably smooth f : R n → R n−p at random then the level set {x|f (x) = c} will almost certainly be a submanifold. To formulate the theorem we need the following term.
Definition 15.8 For a differentiable function f : U ⊂ R n → R m with m < n, a point a ∈ U is called a critical point if the rank of f (a) is smaller than the maximal rank m. The set of critical points is called the critical set of f .
Theorem 15.5 (Sard's Theorem) Let f : R n → R n−p be a k-times differentiable function, where k ≥ max{p + 1, 1}. Write X for the critical set of f . Then f (X) has Lebesgue measure 0 in R n−p .
