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ABSTRACT 
On itudie les ddterminants de Gram g(x, Ax, . . . , Akx) d’une suite vectorielle de 
Krylov x, Ax,. . . , Akx, . . . O~II A est une matrice orthogonale de [w ‘. Des in6galitCs 
sont 6tablies sur ces dgterminants. Ces rkdtats sont appliqu& aux quantitgs dk, d, 
&ant la distance du vecteur Akx au sous-espace de Krylov (x, Ax, . . . , Akmlz). Dans 
le cadre de mtthodes d’extrapolation vectorielle, une interprktation g&om&que de 
l’hypothke d’uniforme inversibilit& est don&e comme application. 
INTRODUCTION 
De nombreuses methodes d’extrapolation vectorielle le M.P.E. (“minimal 
polynomial extrapolation”) [ 111, le T.E.A. (“topological &-algorithm”) [l] et 
plus g&ralement les transformations quasi lin&ires vectorielles [ 101, utilisees 
pour la resolution de systemes non-lineaires 11, lo] donnent d’excellents 
resultats quant B la vitesse de convergence vers les solutions (i.e., conver- 
gence quadratique ou convergence super-lin&ire). Les demonstrations de ces 
resultats sont don&es dans 17, 81. Elles font toutes appel a une hypothese 
d’uniforme inversibilite [9, p. 3691. De quoi s’agit-il? Soit (xn>,, , a une suite 
de vecteurs norm& de [w P et k un entier nature1 fur&, on cons&&e alors la 
suite de matrices rectangulaires p X (k + l>, B, = (x,, Ax,, . . . , Akx,), B, 
est la matrice dont les colonnes sont les A’x,, i = 0,. . . , k. 
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On impose i cette suite la condition d’uniforme inversibilite suivante: 
3a>O ~NEN ldet B,TB,l > (Y 
(“det” designe le determinant). 
REMARQUE. Dans la pratique l’entier k depend de n, on le notera 
alors k,. 
C’est ce probleme d’uniforme inversibilite qui motive l’etude suivante: 
soit x un vecteur norm& de IF! P, A une matrice p X p reelle, on pose 
H, =(x, Ax,..., Akx), matrice dont les colonnes sont les vecteures A”x, 
i = O,..., k. On va s’interesser aux determinants det H[H,, k E N, le but 
&ant d’obtenir des minorations interessantes des ces quantites, par exemple 
une minoration ne faisant intervenir que la matrice A. Apres quelques 
remarques preliminaires nous ferons le lien entre les determinants des 
matrices HTH, et les quantitks d,, d, designant la distance entre le vecteur 
Akr et le sous-espace engendre par les vecteurs x, Ax,. . . , Ak-‘x, A etant 
supposee orthogonale. Nous etablirons ensuite des resultats sur les determi- 
nants de Gram g(x, Ax,..., Akr) puis nous en deduirons une inegalite 
entre dk et dk + 1. 
1. REMARQUES PRkLIMINAIRES ET NOTATIONS 
Soit A une matrice p x p i coefficients reels et x un vecteur non nul de 
[w P. On note (a, * ) le produit scalaire euclidien canonique de IWP et ll*II la 
norme associee. Considerons Hk = (x, AX,. . . , Akz), la matrice dont les 
colonnes sont les vecteurs X, AX, . . . , Akr. HT designera la matrice 
transposee. La matrice HfH, est done la matrice de Gram [4] du systeme 
(r,A%..., Akx), que l’on note G(x, Ax,. . . , Akx): 
H,THk = [‘ijll<i,j<k+l 
oii ai,j = (A’-%, Aj-lx). 
Ainsi le determinant de HIHk est g(x, AX,. . . , Akzr) et d’apres les 
prop&t& sur les determinants de Gram [4, p. 1761 ce determinant est positif. 
D’ailleurs on a plus precisement: det HTH, = g(x, Ax,. . . , Akx) > 0 si et 
seulement si les vecteures x, Ax,. . . , Akx sont linkirement independants. 11 
est done necessaire que k soit strictement infkieur au degre du polyn6me 
minimal de la matrice A pour le vecteur X. Ce polyn;me est par definition le 
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polynBme unitaire g&&ateur de l’ideal 
(Q(X) ~[W[X]IQ(A)x=O)del’anneau[W[X]des 
polyn8mes 21 coefficients reels. Donnons deux exemples: 
(i) Soit 
4 0 
A= ‘.. I I (hi # hj si i Zj), 0 % 
x = (+..,x,) 
T 
et k=p-1, 
, d’ou 
det H:_lHp-l = (det Hp_l)2 = [ (jGxj)v(‘l,***, ‘p)]’ 
[V( ) = determinant de 
(ii) Soit 
A= 
cos 8 
sin 13 
Vandermonde]. 
- sin 8 
I cos 0 ’ 
g(r, Ax) = (r, AX) 
(x, A) 
(r, x) = (z, x)” - (x, AX)2etcomme 
(x, Ax) = llxll II~llcos 8 = llxl12 cos 8, on obtient g(x, AZ) = )lrl14 sin2 8. 
Ce resultat est particulierement significatif car si x est norme la quantite 
g(x, Ax) ne depend plus de x mais uniquement de l’angle 0. 
Dans toute la suite de ce travail on supposera que A est une matrice 
orthogonale reelle, a savoir: AT = A-‘. Remarquons tout d’abord que les 
matrices de Gram G(x, AZ, . . . , Akr) ont une forme particuliere. 
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PROPOSITION 1.1. Soit A une mtrice orthogonale rielle, la matrice de 
Gram G(x, Ax,. . . , Akx) est alors me m&-ice de Toeplitz ([6]) symdrique. 
G(x, Ax,..., Akx) = [aijll<i,j<k+l avec 
aij = ( A”-‘x, Ai-‘) = (x, Ajmix). 
Pour i = 1 & k + 2 - j (j E (1,. . . , k + 1)) on a: 
ai,j+i_l = (A”-lx, Aj+!-‘x) = (x, Aj-lx) = a,,j. 
Comme de plus une matrice de Gram &elle est symktrique, on a le rksultat. 
n 
Posons i p&sent gk = g(x, Ax,. . . , Akx), et notons m(x) le degrk 
du polyn6me minimal de A pour le vecteur norm& x (11 xl1 = 1). Ainsi si 
k > m(x), g, est nul. Rappelons quelques r&hats sur les d&erminants de 
Gram [4, 51: 
(a> g(x,, . . ., xn) < g(x,, . . ., xl> g(xl+,, . . . , x,> pour 1 < 1 < n. En 
particulier on a: 
On en dkduit: 
g( x, Ax,. . . , Akx) < g( x, Ax,. . . , Ak-lx) g( Akx) 
soit gk < gk _ 1 < 1. 
(b) Soit x1, . . . . x, des vecteurs ind&pendants dans [w P, on note d( y : 
lx 1,. . . , x,)) la distance de y au sous-espace engendrh par les vecteurs xi, 
i = 1 i n, c’est i dire: 
d(y:(x,,..., xn>) = ?:;I1 y - (alxl + *** +a,x,)ll. 
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On a 
d(y:(x,,...,x,)) = 
i 
&Xl,..., x,> y> 1’2 
g(x I>“‘> I 4 . 
Ainsi, en posant d, = d(Akx : (x, Ax,. . . , Akplx)), on obtient: 
pour k =G m(x), 
Etudions 2 p&sent ces quantiths dk. 
2. DISTANCE,DE Akx AU SOUS-ESPACE DE KRYLOV 
ENGENDRE PAR LA FAMILLE (x, Ax,. . . , Ak-‘x) 
Dkmontrons tout d’abord I’in&galit& suivante sur des dhterminants 
matrices de Toeplitz symhiques. 
LEMME 2.1. 
a "-1 ... 
a* a n-1 
a2 1.’ an 
a, ... a,_1 
X 
2 
a2 **f a,_, 
a1 **. an-2 
. . 
a1 a0 % 
. . . 
a1 a0 
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Preuve. On applique l’identitg de Sylvester [2], ce qui donne 
a0 
a-1 
a_,+1 .** a-1 a0 a1 
a -n a -n+1 *** a-1 a0 
X 
a0 a1 a2 *** an-* 
a-1 a0 a, 0.. an-3 
a- n+3 *** a-1 a0 a1 
a- n+2 a-*+3 *** a-1 a0 
a0 
a-1 
= . 
a- fl+!2 
a-,+1 
a1 
a0 
b+2 
a-1 
a-2 
a- n+l 
a-, 
a1 
a0 
1-,-l 
~-7x+2 
a2 
a1 
a-1 
. . . 
a0 
a-1 
a0 a1 
a-, a0 
. . . 
a-2 
a-,,, *.. 
(1) 
a2 a3 
a1 a2 
. . . 
a0 
a_,_, .-* 
(11) 
2 
an-1 
an-2 
al 
a0 
. . . 
an-2 
. . . 
an-3 
a-, a0 
a-2 a_, 
-1 
. . . %I 
*** a_ n 
al a2 
a0 a1 
Si on suppose que a_i = a,, alors (I) = (II) et on a le rhultat. 
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PROPOSITION 2.1 
6) $3x+1&1< gk27 
(ii) si k < m(x), dk+l < d,. 
Preuve. On applique le lemme precedent avec ai = (x, A’x) et n = k + 1, 
on obtient (i) sachant d’apres la proposition 1.1 que les matrices de Gram 
consider&es sont des matrices de Toeplitz symetriques. L’inegalite (ii) s’en 
deduit immediatement. n 
En particulier pour k = 1 i m(x) - 1, d, > d,,,,_ 1. On peut &ire 
gk = 
gk 
gk-1 
x gk-1 x - . . . x is* 
gk-2 go 
Soit 
&Oil 
gk = d; x d;_l x ... x d;, 
PROPOSITION 2.2. Pour k = 1 ci m(x) - 1, 
gk 2 (&i,,,- l)k > (d,,,,_ 1)2[m(i)- ‘I. 
REMARQUE. Supposons que d,,,,_ 1 2 (Y > 0 (necessairement (Y < l), 
alors si k E { 1, . . . , m(x) - l), g, 2 c?J~~(x)-l) > cY2p. 
Reciproquement, supposons que g,,,,_ 1 > /3 > 0: alors 
car g,C,j_2 < 1, et ainsi 1 > d,C,,_l > pl/‘. I1 revient done au m6me de 
supposer g,(x)-1 ou &(x)-l minor& par un nombre strictement positif 
independant de x. On obtient ainsi: 
PROPOSITION 2.3. Soit (x,), > o une suite de vecteurs nom’s dam R P et 
A une matrice orthogonale r&elle p x p. On suppose que pour tout n E N 
m(x,> = k (k E N, estfix&). 
On a Lquivalence entre: 
6) $3 > 0 g(x,, Ax,, . . . . Ak-rx,) 2 p Vn E N et 
(ii> 3a > 0 d(Akplx, : (r,, Ax,, . . ., Akp2x,)) 2 (Y Vn E N. 
250 HERVI? LE FERRAND 
Ainsi l’hypothese d’uniforme inversibilite d&rite dans l’introduction a la 
signification geom&rique suivante dans le cas ou A est une matrice orthogo- 
nale reelle: la distance du k + lieme vecteur colonne de la matrice B, i 
I’espace engendre par les k premiers vecteurs colonnes reste superieure B un 
nombre strictement positif don&. 
Etablissons une demiere inegalite sur les g,. 
PROPOSITION 2.4. La suite (g:‘k)k $ 1 est c&roissante, i.e., 
go a g, a g2 
l/2 > . . . > &k > ... . 
Preuve. Les inegalites gt 2 g,, igk_ ientrakent 
(gog2)(&&)2 “‘(gk-&k+dk G&z” *** &fk. 
Or le nombre de gauche s&it: 
k-l k-l k-l 
II (gjgj+P)j+l = II gy+’ x ,cOfS/_‘1 
j=o j=O 
k-l k+l 
En simplifiant dans la precedente inegalite on obtient: 
k k+l 
gk+l Ggk T soit gi<(f+l) < g:lk. n 
3. DISTANCE d, ET BIORTHOGONALITk 
Revenons au probl2me: minai,nlly - (a,xi + *** +a,x,)ll. Ce problkme 
admet une unique solution s et on a d’ailleurs l’expression suivante 141: 
y-s= 
(YA) 1 
y I 
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(on d&eloppe le dgterminant qui se trouve au numhrateur par rapport B 
la demihre ligne, la matrice de Gram &ant bord&e par la demihre colonne 
et la demihre ligne de ce dkterminant). 
Dans le cas qui nous inthresse: 
d, = min Akx - (a,r + a,Ax + a** +ak_,Ak-‘x)11 
atER 11 
= $& IIP(A) ‘XII. 
degrk p=k 
P unitaire 
On a done en fait d, = III’,(A) * 11 x oh Pk est le polyn6me dgfini de la 
faGon suivante: 
Pk(t) = 
G(x, Ax,..., Ak-lx) : 
(xa A) + gk-l 
1 . . . tk- 1 
(la matrice de Gram est bordhe par la demihre ligne et la demihre colonne). 
Soit L,, L,, . . . les formes linhaires dgfinies sur [w[X] par: L&tj) = 
(x, Aj-jr). L e p 1 0 y&me Pk est entihement d&terming par: &( Pk) = 0 pour 
i = O,..., k - 1. Rhsumons notre &ude par: 
PROPOSITION 3.1. d, = II P,(A)xll oii Pk est le polyno^me biorthogonal 
unitaire de degr6 k [3], obtenu en biorthogonalisant les families ( Liji ~ ,, et 
Ctj)j>o uii _q(tj) = (x, Aj-ix). 
REMARQUE. Supposons que la suite (x,Jn ~ 0 (llx,ll = 1) tende vers un 
vecteur x, ce qui est toujours vrai pour au moins une sous-suite, et que de 
plus m(x,J = m(x) = k pour tout n E N. On a: d(Akelx, : (x,, Ax,,, . . . , 
Ak-%,)) = iiPk~l,n(A)X,ll 0; Pkpl,n est le polynsme unitaire de degrk 
k - 1 entikrement dhterminh par Lj, ,,(Pk_ 1, ,> = 0 pour i = 0 j k - 2 oh 
L,,,W = (x,, Ajeix,). Etant don&e l’expression de ces poly&mes, il est 
immkdiat que la suite (Pk_ 1, “1, ~ 0 tend uniform&ment sur les compacts de C 
vers le polyn6me unitaire de deg& k - 1, Pk_ 1, d6fini par Li( Pk _ 1> = 0 
pour i = 0 i k - 2 oh L,(tj) = (x, Aj-ix). Or le degrk de Pk_l vaut k - 1 
et comme m(x) = k, on en dkduit que IIPk_l(A)xll > 0. On obtient ainsi le 
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r&ultat suivant: pour n assez grand, 
d(Ak-l~,:(~,,~, ,..., Ak-‘r,)) > #‘_r(A)xll. 
Dans ce cas l’hypothitse d’uniforme inversibiliti est rkalishe. 
Nous remercions le rappotieur pour ses pr&ieuces renmrques. 
REFERENCES 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
C. Brezinski, Gkn&alisation de la transformation de Shanks, de la table de Pad6 
et de l’s-algorithme, Calcolo 12:317-360 (1975). 
C. Brezinski, Some determinantal identities in a vector space, with applications, 
in Pa& Approximation and Its Applications: Bad-Honnef 1983 (H. Werner and 
H. J. Biinger, Eds.), Lecture Notes in Math. 1071, Springer-Verlag, Berlin, 1984, 
pp. l-11. 
C. Brezinski, Biorthogonabty and Its Applications to Numerical Analysis, Marcel 
Dekker, New York, 1991. 
P. J. Davis, Interpolation and Approximation, Dover, New York, 1975. 
F. R. Gantmacher, Thioorie des Matrices, Dunod, Paris, 1966. 
G. H. Golub et C. F. Van Loan, Matrix Computations, Johns Hopkins U.P., 
1989. 
K. Jbilou et H. Sadok, Some results about vector extrapolation methods and 
related fixed point iterations, J. Comput. Appl. Math. 36:385-398 (1991). 
H. Le Ferrand, Convergence of the topological e-algorithm for solving systems of 
nonlinear equations, in Numer. Algorithms 3, 1992-93. 
J. M. Ortega et W. C. Rheinboldt, Iterative Solution of Nonlinear Equations in 
Several Variables, Academic, New York, 1970. 
H. Sadok, Quasi-linear vector extrapolation methods, to appear. 
Y. V. Vorobyev, Method of Moments in Applied Mathematics, Gordon and 
Breach, New York, 1965. 
Received 22 September 1992; final manuscript accepted 19 Janua y 1993 
