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SUMMARY
Speech has been indispensable for communication for several millennia. Clean speech
is vital in several modern-day applications such as aids for hearing-impaired individuals,
speaker identification and automatic speech recognition systems, and as an interface for
the control of electronics devices. Background noise, present in all realistic environments,
affects the performance of these applications, and it desirable to suppress any noise in
speech, i.e., enhance the speech. Although several approaches have been proposed over the
past decades, there has been a recent focus on the use of data-driven methods and neural
networks, in particular, have shown considerable promise.
Neural networks are powerful machine learning models that have, in the last few years,
been applied to several audio and speech signal processing problems including speech en-
hancement. Although, neural network-based speech enhancement approaches have out-
performed traditional model-based approaches, there remain several unanswered questions
such as the most suitable network architectures, input features, training targets, and best
practices for obtaining optimal results.
This dissertation studies two approaches to the development of a neural network-based
speech enhancement system. First, we investigate the use of the extreme learning ma-
chine (ELM), an algorithm that allows feed-forward networks to be quickly trained and
provides good generalization, for speech enhancement. We explore spectral mapping and
time-frequency (T-F) masking approaches and show that the T-F masking approach is the
superior ELM-based approach.
The speech enhancement problem is a multivariate regression problem. We show that
the solution produced by the ELM is not optimal for multivariate regression as it ignores
correlations between the dimensions of the target. We then propose modifications to the
extreme learning machine to increase its prediction accuracy on multivariate datasets and
demonstrate the improved performance of these algorithms using a synthetic dataset and
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several real-world datasets. We also use the improved algorithms in the enhancement of
noisy speech and compare the results to those obtained with the original ELM algorithm.
Lastly, we compare the performance of ELMs and networks trained conventionally with
the back-propagation algorithm.
Neural network-based speech enhancement approaches aim to estimate features of the
clean or noise-free speech signal from noisy speech features. These approaches, however,
perform poorly in low signal-to-noise ratio (SNR) conditions. With a view to obtaining im-
proved low SNR performance, we develop a noise prediction and time domain subtraction
framework for speech enhancement. We extend the development of the noise prediction
framework by investigating different training targets and the use of noise-aware training
methods and show using objective performance metrics that the proposed framework com-
pares favorably with conventional speech prediction approaches in enhancing speech qual-
ity and intelligibility in both seen and unseen noise conditions.
Post-processing techniques can be used to improve the clean speech estimates pro-
duced by a neural network. We propose a T-F mask-based post-processing approach for
deep neural network (DNN) enhanced speech and show the method always improves both
speech quality and intelligibility, and that these improvement are statistically significant.
In addition, we analyze the enhanced speech and show that post-processing reduces severe
amplification distortions in the magnitude spectrum of the enhanced speech, however, this





Speech is essential for human communication. Through the use of speech, we express our
wants and desires, give instructions, and exchange information. The use of complex speech
patterns, including diverse languages, differentiates human beings from other species.
Speech is also increasingly important as a human-machine interface. Automatic speech
recognition (ASR) systems like Apple’s Siri and Google’s Now are commonly used to in-
terface with smartphones. Similarly, smart speakers like Amazon Echo and Google Home,
and their ever-ready, nifty virtual assistants, Alexa and Google Assistant respectively, are
queried and controlled through spoken dialog. In addition, it is now commonplace to en-
counter interactive voice response (IVR) systems when placing a phone call to the customer
service line of a financial institution or large company.
Speech is seldom produced in an environment devoid of other sources of sound. In an
office, spoken dialog may have to compete with the noise of computer keyboards, fans, or
other speakers in the background. Similarly, the noise of a construction crew at work, cars
passing on a street, or an airplane flying overhead are common disturbances that are en-
countered in daily life. The noise produced by these sources mixes with speech, degrades
it, and, consequently, impairs communication. High noise levels for extended periods can
cause a listener to lose concentration and, consequently, miss details of a conversation, a
condition known as listener fatigue [1]. Similarly, background noise affects the perfor-
mance of ASR systems and interferes with the use of smart speaker and similar enter-
tainment systems [2, 3, 4]. It is therefore desirable to have a means of reducing, or even
entirely eliminating, the background noise in speech without distorting or compromising
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speech, i.e., enhance the speech.
Speech enhancement is concerned with improving certain perceptual aspects of speech
that has been degraded by additive noise. It has remained an important research problem for
several decades due to its importance in applications such as personal and mobile commu-
nications, teleconferencing, and the design of aids for individuals with impaired hearing. In
addition, speech enhancement plays an important role in robust machine learning applica-
tions like speaker identification systems and robust automatic speech recognition systems
(ASR) due to the degrading effect of noise on the performance of such systems [5, 6, 7].
Speech enhancement algorithms have traditionally focused on improving speech quality by
reducing or suppressing background noise and have thus been referred to as noise suppres-
sion algorithms [8, 9]; however, there has recently been increased interest in also improving
the intelligibility of noise-corrupted speech [10, 11].
Speech enhancement techniques can be classified as being either single-channel or mul-
tichannel [1, 12]. Single-channel or monaural techniques are applicable when the speech
signal is acquired using a single microphone, while multichannel techniques are applica-
ble when either two or more microphones, or a microphone array, is used to acquire the
speech signal. Single-channel techniques, which must both estimate and suppress noise
from a single source, are generally considered more difficult than multichannel techniques
which have more degrees of freedom from the spatial diversity provided by the multiple
signal sources [12]. Multichannel techniques, have recently seen increased attention due
to the availability of more efficient array designs such as superdirective arrays [13], their
applicability in devices such as the Amazon Echo, and the release of the Alexa microphone
array kit including beamforming and voice processing software technology by Amazon
[14]; however, single-channel techniques remain important due to size, weight, and power
(SWaP) restrictions in several consumer devices such as cellular devices and hearing aids.
This dissertation focuses on single-channel speech enhancement.
Several classical algorithms have been proposed for speech enhancement. These in-
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clude spectral subtraction [9], the Wiener filter and its several variants [8, 15], and min-
imum mean-square error (MMSE) algorithms [16, 17, 18]. While these algorithms have
been somewhat successful in suppressing noise, they are typically fraught with artifacts and
perform poorly with non-stationary noise [8, 19].
In recent years, there has been increased interest in the use of data-driven methods in
several traditional signal and image processing domains such as speech recognition, com-
puter vision, medical image processing, and communication signal processing, and the field
of speech enhancement has been no exception. Independent component analysis (ICA) was
used to learn a clean speech basis [20], and signal and noise bases were learned using non-
negative matrix factorization (NMF) [21, 22]. Speech enhanced using these learned bases
was shown to be of superior quality to speech enhanced using a state-of-the-art Wiener
filter implementation. Several neural network models including denoising autoencoders
[23, 24], deep neural networks (DNNs) [19, 25], and recurrent networks (RNNs) [7, 26]
have also been used in speech enhancement frameworks. The neural network models, in
particular, have in general shown superior performance in challenging acoustic conditions
and can be considered to provide state-of-the-art performance.
Although there has been significant progress, the use of neural networks in speech
enhancement is still in nascent stages, and the full potential is yet to be realized. There
is no consensus, for instance, on a set of best practices, and several questions such as the
best training features, training targets, and network architectures remain. This is in marked
contrast with domains such as computer vision and speech recognition. In the computer
vision field, for instance, a couple of decades of research into handwriting recognition has
resulted in the convolutional neural network (CNN) which exploits an understanding of
the human visual cortex to produce good features [27, 28]. The use of these networks
with the large datasets and greater computing power available today now produce state-
of-the-art results [29]. In a similar manner, the current state-of-the-art speech recognition
systems based on DNNs benefit from the decades of research into the Gaussian mixture
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model-hidden Markov model (GMM-HMM) systems they supplanted [30].
Neural network-based approaches to speech enhancement have focused almost exclu-
sively on the use of deep neural networks (DNNs). Deep networks are powerful models,
however, they are generally difficult to train and require large amounts of data in order
to learn good generalizations [30, 31, 32, 33]. The availability of the massive amounts
of data required, and the ability to endure long training times is often assumed by re-
searchers. There are, however, several applications in which obtaining large amounts of
data is tedious, costly, or simply infeasible. Deep networks, with a larger footprint and
higher power consumption, might also be unsuitable for mobile applications or embedded
applications when continuous operation or sensing is required as the power requirements
of these networks could quickly deplete power sources. It is therefore reasonable to inves-
tigate whether simple computing frameworks such as networks with random weights [34]
or reservoir computers [35, 36, 37] can be used effectively for a large-scale task such as
speech enhancement.
Another area that needs addressing is the performance of DNNs in enhancing low
signal-to-noise ratio (SNR) speech signals. The problem arises in part due to the non-
stationary nature of the speech signal. The speech signal consists of a series of segments
with varying energy. For signals with low-average SNR, low energy segments will tend
to be dominated by noise and thus appear noise-like. Consequently, it would be difficult
for a DNN to distinguish between the noisy speech and noise segments [38]. In addition,
several speech segments, particularly those corresponding to unvoiced speech, are aperi-
odic and noise-like in nature [8]. Further study is therefore necessary to determine which
neural network architectures, speech features, and training targets will be most suitable for
enhancing speech in a wide variety of environmental conditions.
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1.2 Objectives
The objective of this dissertation is to systematically develop an efficient neural network-
based speech enhancement framework. Two different approaches are investigated in pursuit
of this objective. In the first approach, we examine the use of extreme learning machines
for speech enhancement with the goal of determining the efficacy of neural networks ar-
chitectures that do not require large datasets and learn quickly. In the second approach, we
develop an architecture based on the estimation of the noise or unwanted interference. An
overview of the tasks undertaken in pursuit of these objective follows:
• Design and evaluation of a speech enhancement framework based on the extreme
learning machine (ELM)
As mentioned in Section 1.1, contemporary neural network-based speech enhance-
ment approaches require large amounts of training data and, consequently, have long
training times, often of the order of several days. In addition, these deep learning ap-
proaches might not be suitable in all applications. We therefore develop a framework
for speech enhancement based on the ELM. We examine the use of spectral mapping
and time-frequency (T-F) masking paradigms with ELM. In addition, we study the
effect of variables such as data normalization schemes; the size of the network, and
the size of the training dataset. The performance of the system is also compared
to the performance of a statistical model-based minimum mean-square enhancement
algorithm.
• Develop of a multivariate extreme learning machine
We investigate the performance of the ELM with multivariate or vector targets and
show the ELM algorithm is not optimal for real-valued, multivariate targets as cor-
relations between the response variables are ignored. We propose two improved
ELM algorithms that take into account the correlation between response variables
and demonstrate their performance with a variety of datasets.
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• Design of a noise prediction speech enhancement framework
Conventional neural network-based speech enhancement systems aim to estimate
features of the clean or noise-free speech from noisy signal input features. The use of
machine learning techniques, however, affords us the opportunity to estimate other
targets, including those of the noise or interference. We investigate the use of a
noise prediction-based neural network architecture for speech enhancement. We also
develop a novel time-domain noise subtraction speech enhancement framework: a
time-domain estimate of the noise signal is synthesized from noise features predicted
by the neural network. The enhanced speech signal is consequently obtained by
subtraction in the time-domain. We also compare variations of the noise prediction
architecture based on time-domain subtraction and spectral subtraction in order to
quantify the effect of using the phase of the noisy speech signal for reconstruction
of the enhanced speech signal. In addition, we compare the performance this new
architecture to that of conventional speech-feature prediction models.
• Design and evaluation of training targets for the noise prediction framework
The careful choice of a training target, the computational goal of a neural network, is
an important factor in any supervised learning task. The importance is magnified in
speech enhancement because speech enhancement networks are regression models
that aim to accurately predict a target function. Although spectral features might
seem to be the natural choice for noise prediction, we investigate the use of mask-
based features for noise prediction and reconstruction. We introduce a new target,
the noise-ratio mask, compare the performance of the different training targets, and
determine which targets are most suitable for noise prediction networks. Finally, we
compare the performance of the noise targets to that of conventional speech-feature
prediction models.
• Investigate the performance of a speech enhancement framework using multiple neu-
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ral networks
We investigate the performance of the noise prediction architecture which we have
developed and refined in the noise-aware training paradigm [6]. We first investigate
the use of a fixed or static noise estimate to improve the robustness of the noise
prediction models. We then cascade multiple neural networks in an architecture in
which one network, the noise estimator, provides the second network, the noise pre-
dictor network, with a dynamic estimate of the noise present in the noisy speech to
be enhanced. The goal is to develop an approach that would use a neural network for
dynamic noise estimation and would also be fully data-driven, i.e., rely on the trained
networks without the use of thresholds that could compromise performance.
• Investigate the performance of a post-processing approach for DNN-based speech
enhancement
As previously mentioned, speech enhancement networks are regression models that
estimate a target function from noisy speech features. Although neural networks have
far exceeded the performance of earlier methods such as the minimum mean-square
error (MMSE) estimators, the estimates obtained from these networks are still not
perfect and could be improved. We seek to develop a simple method that can be used
to refine the estimates obtained from a neural network without resorting to further
training of the network and without an expansion of either the input or target features.
We propose a mask-based processing approach that is easily implemented, compare
the performance of a systems with and without post processing, and undertake a
rigorous statistical analysis of the results.
1.3 Organization
The rest of this dissertation is organized as follows: in the next chapter we provide back-
ground information on select topics germane to the upcoming chapters in this dissertation.
In particular, we review approaches to speech enhancement, extreme learning machines,
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and multivariate regression techniques.
Chapter 3 is divided into two parts. In the first part, we present a spectral mapping
approach to speech enhancement using the ELM, while the second part focuses on a T-F
masking approach. We compare both approaches and show that the mask-based approach
is superior to the spectral mapping approach.
In chapter 4 we present two proposed extensions of the ELM algorithm that are de-
signed to improve the performance of the ELM on multivariate datasets and compare the
performance of these algorithms to the baseline ELM algorithm.
In chapter 5, we evaluate the performance of one of the improved ELM algorithms
on the speech enhancement task. We compare the performance of the baseline ELM and
improved ELM algorithm, and also compare ELMs and neural networks trained conven-
tionally using the back-propagation algorithm.
In chapter 6, we introduce the speech enhancement framework based on noise predic-
tion. We examine variations of the framework based on time-domain and spectral subtrac-
tion and present results comparing the performance of the proposed framework to that of a
conventional speech-prediction network.
In chapter 7,we study the performance of three targets in the noise prediction framework
introduced, and we show that the mask-based targets are superior to the spectral target in
this framework.
In chapter 8, we study the use of noise-aware training strategies as a means of improving
the robustness of the noise prediction networks.
In chapter 9, we propose a post processing method for improving the quality and intel-
ligibility of DNN enhanced speech.





In this chapter, we being by giving an overview of overview of monaural speech enhance-
ment techniques. This is followed by an introduction to the extreme learning machine
(ELM). We then conclude by posing the ELM training problem as a multivariate regression
problem and review multivariate regression approaches.
2.1 Speech Enhancement
The earliest speech enhancement algorithms were largely intuitive and easily implemented.
One of these was spectral subtraction [9]. The method was based on the simple principle
that if the corrupting noise is assumed to be additive, then an estimate of the noise-free
signal spectrum could be obtained by subtracting an estimate of the noise spectrum from
the noisy speech spectrum. Mathematically, the noisy signal, y(n), can be represented as
being composed of the clean speech signal, s(n), and the additive noise signal, d(n), as
follows:
y(n) = s(n) + d(n), (2.1)
where n is the sample time. In order to perform the subtraction in the spectral domain,
we take the discrete-time Fourier transform of (2.1), and the resulting relationship can be
expressed as
Y (ω) = X(ω) +D(ω) (2.2)
where Y (ω),X(ω), andD(ω) are the complex spectral representations of the noisy speech,
clean speech, and additive noise respectively. If we employ polar representation of the
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quantities in (2.2), the spectral subtraction process can be summarized as
X̂(ω) = |Y (ω)|ejφY (ω) − |D̂(ω)|ejφD(ω) (2.3)
≈ (|Y (ω)| − |D(ω)|)ejφY (ω),
where |D̂(ω)| is an estimate of the additive noise magnitude spectrum which is obtained by
computing the average value of the noisy speech spectrum in regions where speech activity
is not present. With spectral subtraction, there is the potential of obtaining negative mag-
nitude spectral values due to inaccuracies in the noise estimation process, however, these
problems are typically solved using half-wave rectification of the estimated clean speech
spectrum. The major drawback of spectral subtraction was a residual noise artifact termed
“musical noise” [39]. Improvements to the basic spectral subtraction process employed
heuristics to combat musical noise [39]. These changes were able to reduce, but not com-
pletely eliminate musical noise. Furthermore, the use of over-subtraction of the estimated
noise in this algorithm typically resulted in distortion of the lower energy portions of the
speech signal [8]. Alternate techniques including nonlinear, multiband, and geometric ap-
proaches have been proposed to deal with some of the deficiencies of spectral subtraction
[8, 40, 41, 42]
The next generation of speech enhancement algorithms was based on mathematical
models of the speech and corrupting noise signals and derived optimal estimates of de-
sired speech parameters. These include the Wiener filter [43], which was first applied to
speech enhancement by Lim and Oppenheim [15, 44], and the minimum mean-square error
(MMSE) short-time spectral amplitude [16] and MMSE log-spectral amplitude (LSA) [17]
estimators commonly referred as the Ephraim-Malah models. Although the use of these
methods resulted in lower distortion and little to no musical noise under some noise condi-
tions [45], they typically failed to improve speech quality in non-stationary environments
that typified real-world conditions.
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Researchers have proposed variants of the Wiener filter including the iterative [44], con-
strained iterative [46], and codebook driven Wiener filters [47]. Similarly, MMSE models
that use statistical distributions that more accurately reflect empirical speech data have
been proposed. These include models based on the Gamma [48], supergaussian [49], and
Laplacian distributions [50]. Improvements have also been made to the MMSE models by
incorporating speech-presence uncertainty or probability of speech absence. These include
the McAulay and Malpass soft decision estimator [51], the multiplicatively-modified LSA
estimator [52], and the optimally-modified LSA estimator by Cohen [18, 53]. The latter es-
timator is considered a state-of-the-art statistical model and is often used as a performance
benchmark [19].
Another class of algorithms consists of those based on psychoacoustic principles. These
algorithms aimed to eliminate only the audible portion of the noise instead all of the addi-
tive noise. The rationale behind these algorithms was that imperceptible noise did not affect
the perceptual characteristics of the speech and thus did not need to be removed. A seminal
perceptual model was the modification of spectral subtraction by Virag [54]. In this algo-
rithm, the calculation of the of the over-subtraction parameters used in [9] were modified
to incorporate a noise masking threshold based on the principle of simultaneous masking
[55]. Other perceptual models in literature include models exploiting temporal masking
[56, 57], the audible noise algorithms [58, 59], and the perceptual Wiener filter models
described in [60, 61]. These models were, in general, more successful than the models they
derived from in eliminating musical noise and thus providing a more pleasurable listening
experience [8].
The need for mathematically tractable speech and noise models often restricted the all
of the previously described algorithms to rely on unfulfilled assumptions [8, 62]. Their per-
formance was also poor in non-stationary noise. Neural networks are attractive models for
the speech enhancement task as they are not limited by the need for tractable mathematical
models to describe the interaction between the speech and corrupting noise signals. The
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use of neural networks in speech enhancement problem is not a new undertaking. Early
works include those by S.Tamara [63, 64], Xie and Compernolle [65], and Sorenson [66].
These early networks were small and used very small datasets, nonetheless, both sets of
authors reported successful noise suppression with these networks.
In recent years, several researchers have tackled the speech enhancement problem with
neural networks. Deep networks, in particular, have been a common choice due to the
successes of these models in several speech and computer vision problems [29, 30]. Net-
work architectures including deep denoising autoencoders [23, 24], deep neural networks
[19, 25, 67], and recurrent networks have been used [7, 26]. Neural networks have also
been used in conjunction with some of the classical methods such as in [23], where the
authors incorporated a weighted denoising autoencoder as part of a signal-to-noise (SNR)
estimation module leading to a Wiener filter.
DNN-based speech enhancement models are regression models that learn a mapping
between noisy speech input features and a desired target. The training process is a super-
vised learning process [68]. Three broad paradigms have emerged in the literature, namely,
spectral mapping [19, 67], time-frequency (T-F) masking [7, 25, 69], and multitask learning
approaches [38, 70]. In the spectral mapping approach, noisy and noise-free spectral input
pairs are used as training inputs and targets (responses) respectively. During the enhance-
ment or evaluation phase, the neural network predicts noise-free spectral estimates from
noisy input spectra, and the noise-free speech is reconstructed from the predicted spectral
estimates. T-F masking approaches such as the ideal binary mask (IBM) and ideal ratio
mask (IRM) use a trained neural network to estimate a T-F weighting function from noisy
input features. The masking function is applied to the noisy speech spectra and noise-free
speech is reconstruction from the filtered spectra. Multitask learning approaches, on the
other hand, use a trained neural network to jointly estimate clean log power spectra and
secondary features such as mel-frequency cepstral coefficients (MFCCs), binary mask tar-
gets, and SNR. In an extensive study of training targets for speech separation [69], two
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masking targets, the ideal ratio mask (IRM) and the short-time Fourier transform mask
(FFT-MASK), were shown to be superior to other training targets. The same conclusion
about the IRM was reached in a later study on enhancement of noisy and reverberant speech
[25]. In another study [19], however, spectral training targets were shown to be superior to
both IRM and FFT-MASK targets. This is still an open issue in the literature.
While the neural network based architectures have vastly outperformed the classical
algorithms [19], low SNR performance remains an open problem. One approach taken by
the authors in [38] is to use multiple networks including a voice activity detector network
which essentially provides speech/non-speech probabilities for each frame of speech. Al-
though the authors report improvement over the baseline model that uses a single neural
network, further work is still needed in this area. In this dissertation, we design and evaluate
an approach geared towards improving the low-SNR performance of speech enhancement
system.
2.2 Extreme Learning Machines
Extreme learning machines are feed-forward neural networks in which the synaptic weights
are learned without the use of iterative tuning methods [71, 72]. ELMs are similar to two
earlier architectures: networks with random weights by Schmidt et al. [34], and random
vector functional link (RVFL) networks by Pao et al. [73]. They could be shallow or deep
networks, and can be applied to both regression and classification problems [74, 75].
ELMs are trained by assigning input weights and biases of the first hidden layer ran-
domly generated values. Weights of subsequent layers are then obtained by direct, closed-
form least-squares optimization. The use of direct computation in the learning of weights
gives two advantages, namely, short training times and good generalization capability with
smaller training datasets [71, 74].
Consider a single-hidden layer network with L hidden nodes and a training dataset
consisting of N distinct input-output pairs (xi, ti), i = 1, . . . , N where xi,∈ Rn, ti,∈ Rm
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are respectively the input data and target output vectors. The output of the network for any




βig(wi · xj + bi), j = 1, . . . , N (2.4)
where wi = [wi1, wi2, . . . , win]T is the vector of weights between the input nodes and the
ith hidden layer node, βi = [βi1, βi2, . . . , βim]T is the vector of weights between the ith
hidden layer node and the output nodes, bi is the ith hidden layer node bias, wi · xj is the
inner product between the vectors wi and xj , and g(x) is an activation function.
The weights wi, i = 1, . . . , L and biases, bi, i = 1, . . . , L are randomly assigned, and
the ELM algorithm seeks to find output weights βi, i = 1, . . . , L such that
L∑
i=1
βig(wi · xj + bi) = tj, j = 1, . . . , N (2.5)
These equations can be represented in matrix notation as [71]:
Hβ = T (2.6)
where
H(w1, . . . ,wL, b1, . . . , bL,x1, . . . ,xN)
=

g(w1 · x1 + b1) . . . g(wL · x1 + bL)
... . . .
...














The matrix, H, termed the ”hidden node matrix” [71], is thus the output of the hidden nodes
for all the training inputs, and T is the matrix of training targets.
Given an assigned set of hidden weights and biases, the network is trained by finding
weights, β̂ , such that,
β̂ = arg min
β
||H(w1, . . . ,wL, b1, . . . , bL)β −T|| (2.9)
The output weights are thus obtained as
β̂ = H†T (2.10)
where H† is the Moore-Penrose generalized inverse of the matrix H.
An alternate form of the solution is obtained if a regularization parameter, λ, is included
to prevent overfitting. ELM learning theory aims to obtain the minimum training errors well
as the smallest norm of the output weights [74]. This can thus be expressed as [75]
β̂ = arg min
β
{||β||+ λ||H(w1, . . . ,wL, b1, . . . , bL)β −T||} , (2.11)








2.2.1 The Online Sequential ELM
The ELM formulation as presented in (2.6) - (2.10) is a batch learning algorithm. As such,
the ELM can only be used in problems in which the entire training dataset can fit into
computer memory. An alternate formulation, the online sequential ELM (OS-ELM) [76],
which results from the application of recursive least-squares algorithm to (2.6), addresses
this shortcoming. The OS-ELM consist of two phases: an initialization phase in which
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a portion of the data is chosen for processing based on the number of hidden nodes in
the network, and a sequential phase in which the remaining training data can be processed
either in single instances, or in fixed or variable size batches. An alternate online sequential
algorithm based on orthogonal least squares is presented in [77]. This algorithm has the
disadvantage that it can only process single data instances and thus could be slow on larger
datasets.
2.3 Multivariate Regression
The ELM training problem (2.6) is a multivariate regression problem. Multivariate re-
gression is alternately known as multi-target, multi-output, or multi-response regression in
the statistical literature [78]. The problem can be summarized as follows: given a train-
ing data set D of N instances, D = {(x(1),y(1)), . . . , (x(N),y(N))}, where the predictors
x(l) ∈ Rm, l ∈ {1, . . . , N} and corresponding target values y(l) ∈ Rd, l ∈ {1, . . . , N} are
m- and d-dimensional vectors respectively, find a function h : x → y that assigns each
instance x to its corresponding target value y. Borchani et al. [78] categorize multivari-
ate regression methods as either problem transformation or algorithm adaption methods.
Problem transformation methods decompose the problem into d single-target or uni-variate
regression problems. These methods consequently ignore any correlations between the re-
sponse variables and are not optimal. Algorithm adaptation methods, on the hand, aim to
predict all the targets or response variables using a single model. This enables the model
to capture all dependencies between the output variables and thus ensures better predictive
performance when targets are correlated [78, 79].
A few algorithm adaptation methods have been proposed in the literature. Brown and
Zidek [80] proposed adaptive multivariate ridge regression. This method adapts the famil-
iar uni-variate ridge regression [81] result to the multivariate problem. It however produces
an undesirable expansion of the problem and could only be applied in problems where the
dimension of the response, d, and the number of predictors, m, is small. Other methods in
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the literature are the reduced-rank regression [82] and filtered canonical y-variate regression
(FICYREG) [83]. Breiman and Friedman proposed the curds & whey method [79]. There
are two variants of the method. In each variant, d single target responses are computed and
then cross-validatory shrinkage based on canonical correlations [84] between the variables
is applied. They showed these methods outperformed the method of performing d sin-
gle target regressions (that ignored correlation between variables), and several approaches
proposed earlier in the literature including the ones mentioned above. The curds & whey
method has also been extended to non-linear regression by D’Ambra and Lombardo [85].
Another algorithm that has been adapted for multivariate regression is support vector
regression (SVR) [86]. SVR is an extension of the support vector machine framework [87],
which was originally developed for binary classification problems [88], to regression and
functional estimation problems [89, 90]. Two versions of this adaptation can be found
in the literature. In the first named multi-dimensional SVR (MSVR) by Perez-Cruz et
al. [91], the authors use an extension of Vapnik’s ε-insensitive loss function [90] in a
multivariate context. A second version, named multiregressor SVR (M-SVR) by Sanchez-
Fernandez et al. [92], or multi-output SVR (M-SVR) by Tuia et al. [93], replaces the
ε-insensitive loss function with an L2-based norm. The L2-based norm in the latter version
of the algorithm has the advantage that it is differentiable. The algorithm was used for
nonlinear channel estimation in multiple-input multiple-output (MIMO) systems [92], and
for parameter estimation in a remote sensing application. [93].
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CHAPTER 3
SPEECH ENHANCEMENT USING EXTREME LEARNING MACHINES
This chapter examines the use of the extreme learning machine for speech enhancement.
The work presented in this chapter has been published in the Proceedings of the 2017 IEEE
Workshop on Applications of Signal Processing to Audio and Acoustics [94] and in the
Proceedings of the 2017 Asilomar Conference on Signals, Systems, and Computers [95].
3.1 Introduction
In this chapter we develop a framework for speech enhancement using the extreme learning
machine (ELM). Various neural network architectures, as previously mentioned in Section
2.1, have been successfully applied to the speech enhancement problem. These networks,
including denoising autoencoders [23, 24], deep neural networks [19, 67, 25], and recurrent
networks [7, 26], have in general shown impressive performance in a variety of challenging
noise conditions.
While the previously mentioned network architectures have performed well in speech
enhancement, these performances come at a huge cost. Firstly, large training datasets are
required. These could be up to several hundred hours in length [19]. Secondly, extremely
long training times are needed due to the use of these large datasets. An alternative neural
network architecture, the ELM, has attracted the attention of researchers in several disci-
plines over the last decade [96]. ELMs are attractive for the speech enhancement task as
they can be trained quickly and provide good generalization capability with small amounts
of training data [71].
The rest of the chapter is organized as follows: we investigate a spectral mapping ap-
proach to speech enhancement using the ELM in Section 3.2. We study the use of dif-
ferent input normalization schemes and the use of regularization in network training. We
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also study the effect of network size, the use of context windows, the performance of this
framework in matched and mismatched noise conditions, and compare its performance to
that of the optimally modified log-spectral amplitude (OM-LSA) algorithm. This work
[94] is to be best of the authors’ knowledge, the first use of the ELM directly for speech
enhancement. A time-frequency (T-F) masking approach to speech enhancement using
ELMs is investigated in Section 3.3. We once again study how different parameters affect
the efficacy of the approach, and compare the performance of the spectral mapping and T-F
masking frameworks. Concluding remarks are made is Section 3.4.
3.2 Spectral Mapping
3.2.1 System Overview
The ELM was a single hidden layer, or shallow, network. The number of nodes in the hid-
den layer ranged from 2000 - 8000 nodes. The ELM is trained for speech enhancement in
a supervised manner using input features computed from noisy speech and corresponding
targets computed from noise-free speech. Each training pair, (xi, ti), is respectively com-
prised of a corresponding noisy and noise-free log magnitude spectral pair. Both the batch
ELM and OS-ELM algorithms were used in training the networks. The choice of algorithm
was driven by the memory requirements of the algorithms which, in turn, depended on the
number of nodes in the hidden layer. The batch algorithm was used for networks with up
to 6000 hidden nodes, and the OS-ELM algorithm was otherwise used.
3.2.2 Experiments
All experiments were performed using recorded sentences from the IEEE Corpus included
with the NOIZEUS database [97, 98]. The corpus is comprised of 72 lists, each of which
contains 10 sentences. Our noise samples came from a database of 100 non-speech sounds
[99]. Both the noise-free speech and noise recordings were resampled to 8kHz. The train-
ing dataset was comprised of an appropriate number of sentences from lists 1 - 57 for the
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Table 3.1: Description of noise types.
Noise Description Noise Description
n1 Crowd n6 Water
n2 Machine n7 Wind
n3 Alarm/Siren n8 Bell
n4 Traffic/Car n9 Cough
n5 Animal n10 Clap
desired training set size, while testing was done with the 50 sentences from lists 68 - 72.
Noisy utterances were created by adding 10 types of noise to each of the sentences at six
noise levels ranging from 20dB to -5dB in 5dB steps. The noise types are listed in Table
3.1.
Short-time Fourier analysis was done using a Hamming window, 32ms frames, with
50% overlap. We investigated the use of both zero mean, unit variance (ZMUV) and dif-
ferent min-max normalization schemes, and the use of regularization in the training the
network. Only the noisy input features were normalized; the noise-free targets were not
normalized. To allow the network to take advantage of temporal information, we employed
a context window that included features of adjacent speech frames. Consequently, each
input vector was constructed as
xi = [yi−l, . . . ,yi, . . . ,yi+l] (3.1)
where l is the size of the context window, and yi is the log spectral feature vector of the ith
frame.
Testing involved using the network to predict noise-free spectral estimates from noisy
magnitude spectral inputs. The noise-free estimates were combined with the noisy sig-
nal phase and the resulting speech signal synthesized using the overlap-add method [100].
The performance of the ELM speech enhancement system was compared to that of the
optimally modified log-spectral amplitude (OM-LSA) estimator [18, 62, 53]. For matched
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noise testing, the same noise sounds were used for both the training and testing datasets.
Mismatched testing, on the other hand, was done using noise types from the same cate-
gories given in Table 3.1 that were not included in the training data. Training and testing
were performed using all of the 10 selected noise types in both cases. The choice of the
ELM training algorithm, as previously mentioned, was based on the size of the hidden
layer. The size of the training set was also a determining factor: all training sets of 5 hours
or more hours in length were were paired with the OS-ELM.
Results were subjectively evaluated using informal listening tests and objectively eval-
uated using perceptual evaluation of speech quality (PESQ), a standard perceptual quality
measure that has been shown have high correlation with subjective test scores [97, 101].
PESQ scores range between -0.5 to 4.5, with higher scores corresponding to higher percep-
tual speech quality.
3.2.3 Results and Discussion
Normalization of Input Features
The root mean-square error (RMSE) of the ELM with ZMUV and two min-max normal-
ization schemes is shown in Figure 3.1. The best results were obtained with features nor-
malized to the range [-1,1]. This is because the ELM algorithm computes output weights
using a least-squares solution. As such, all the input features should be scaled similarly. It
should be noted that while ZMUV normalization is commonly used with gradient-descent
based approaches, it is clearly not the best choice for the ELM. The figure also shows that
the networks with more hidden nodes are more effective in fitting the data and therefore
have lower RMSE.
Use of Weight Regularization
The RMSE of the ELM for different values of the regularization parameter is shown in
Figure 3.2. While the use of regularization was shown to be beneficial in some classification
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Figure 3.1: Training and testing error for different normalization schemes on a 6000 hidden
node network with 2.5 hours of training data.
experiments [74], this was not the case in our study. The performance of the ELM was seen
to be stable over a wide range of values of the regularization parameter outside of which
performance rapidly declined. Similar stability was noticed with ZMUV normalization,
but there was instability when regularization was used with [0,1] normalization.
Effect of Network Size
Table 3.2: Average PESQ scores for networks with hidden layer of different sizes and 10
hrs of training data.
SNR Matched Mismatched
(dB) Noisy 2000 4000 6000 Noisy 2000 4000 6000
20 3.03 3.28 3.40 3.46 3.18 3.18 3.25 3.29
15 2.70 3.10 3.22 3.29 2.87 2.98 3.03 3.07
10 2.38 2.88 3.00 3.07 2.57 2.75 2.79 2.82
5 2.07 2.62 2.74 2.81 2.29 2.49 2.53 2.55
0 1.79 2.33 2.44 2.52 2.04 2.22 2.27 2.28
-5 1.50 2.02 2.12 2.19 1.78 1.96 2.00 2.01





































Figure 3.2: Training and testing error with regularization for a 6000 hidden node network
with 2.5 hours of training data.
sented in Table 3.2. It can be seen that for both matched and mismatched noise, the larger
networks are more effective at noise suppression than the smaller networks. This result
mirrors the observations from Figure 3.1 where the larger networks were seen to be more
effective at fitting the data. While larger networks were, in general, more effective at noise
suppression, the performance began to saturate at 6000 nodes, and there was little benefit
from using more hidden nodes. It can be recalled from Section 2.2 that the inputs weights in
the ELM are kept fixed. Since only the output weights are trained, the larger networks have
more degrees of freedom to learn the relationships between the noisy inputs and noise-free
targets and perform better.
Effect of Training Set Size
Average PESQ scores for the ELM trained with datasets of different sizes are presented in
Table 3.3. Unsurprisingly, the performance is better with more training data. It is notable,
however, that the network is able to improve speech quality with just 1 hour of training data
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Table 3.3: Average PESQ scores for a 7000 hidden node network with training datasets of
different sizes in matched testing.
SNR Noisy 1 hr 2.5 hrs 5 hrs 10 hrs 25 hrs
20 3.03 2.94 3.18 3.34 3.42 3.48
15 2.70 2.83 3.03 3.17 3.24 3.29
10 2.38 2.67 2.83 2.95 3.02 3.06
5 2.07 2.47 2.59 2.69 2.75 2.79
0 1.79 2.22 2.31 2.40 2.44 2.48
-5 1.50 1.94 1.99 2.06 2.11 2.15
at all but the highest SNR. Average PESQ scores increase rapidly as the training dataset is
increased to 10 hours, but the rate of increase declines as the size is further increased to 25
hours. This suggests that the network generalizes well with the smaller training sets.
Table 3.4: Average PESQ scores for a 7000 hidden node network with training datasets of
different sizes in mismatched testing.
SNR Noisy 1 hr 2.5 hrs 5 hrs 10 hrs 25 hrs
20 3.18 2.83 3.05 3.16 3.22 3.26
15 2.87 2.68 2.86 2.95 2.99 3.02
10 2.57 2.48 2.63 2.70 2.73 2.76
5 2.29 2.24 2.35 2.42 2.44 2.46
0 2.04 1.95 2.04 2.11 2.13 2.14
-5 1.78 1.67 1.74 1.80 1.82 1.84
The average PESQ scores in mismatched noise tests are presented in Table 3.4. Once
again, there is a rapid increase in the scores with the increase in size of the smaller datasets,
however, the rate of change decreases with the larger datasets. This is the same trend that
was observed with the matched noise tests. It can also be noticed that more training data
is need to obtain a consistent improvement in speech quality when the training and test
noise types are mismatched: about 5 hours of data are needed as opposed to just 1 hour as
observed with the matched noise tests.
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Figure 3.3: Average PESQ scores by SNR for different numbers of context frames.
Effect of Context Length
The effect of employing context on performance in shown in Figure 3.3. While the addi-
tion of a single context frame is beneficial, addition of more context frames degrades the
performance. This is in contrast with published results for deep networks [19]. The likely
reason is that with input weights being fixed, the number of degrees of freedom available
to learn information from the larger input vector is unchanged, hence increasing the size of
the input vector effectively reduces the size of the network and the performance degrades.
Algorithm Comparison: Matched Noise
The performance of the OM-LSA algorithm and the ELM with matched noise is shown in
Figure 3.4. The ELM outperforms the OM-LSA algorithm at all SNR levels with as little
as 5 hours of training data. Some further insight can be gained from Figure 3.5 where the
results are compared by noise type. OM-LSA is most competitive with the ELM in both
crowd and wind noise. Both of these noise types have constant, almost white characteristics
which favor the OM-LSA algorithm. The advantage of the ELM with non-stationary noise
can, however, be seen with all the other noise types.
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Figure 3.4: Average PESQ scores by SNR for OM-LSA and the ELM with matched training
datasets of different sizes.
Algorithm Comparison: Mismatched Noise
The performance of the OM-LSA algorithm and the ELM with mismatched noise is shown
in Figure 3.6. OM-LSA performs slightly better at 20 dB SNR, but is worse at all others
SNR levels. This underscores the fact that the ELM is able to learn a mapping between
noisy and noise-free input-output spectral pairs. It also suggests that the network will be
more effective in suppressing unseen noise types if the number of noise types in the training
set is increased. We observed that OM-LSA was most competitive against the ELM in the
Traffic/Car noise category. The noise used here was also constant and pink. OM-LSA thus
has an added advantage as the noise is fairly stationary, and ELM has not learned a mapping
for the testing noise type.
26






















Figure 3.5: Average PESQ scores by noise type for OM-LSA and the ELM with matched
training datasets of different sizes.
3.3 T-F Masking
3.3.1 System Overview
The ELM, once again, was a single hidden layer network, and the number of nodes in
the hidden layer ranged from 2000 - 8000 nodes. In the T-F masking approach, each
training pair, (xi, ti), is respectively comprised of a log magnitude spectral vector and a








where N2(t, ω) and S2(t, ω) represent the added-noise and speech signal power spectral
densities respectively, was the training target.
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Figure 3.6: Average PESQ scores by SNR for OM-LSA and the ELM with mismatched
training datasets of different sizes.
3.3.2 Experiments
We repeated the experiments that were performed with the spectral mapping ELM in the
previous section also noise-free recording from the IEEE Corpus/NOIZEUS database and
noise samples from the database of 100 non-speech sounds. In addition, we examined the
limiting performance of the network with large hidden layer sizes and performed experi-
ments to delve into the reasons why the use of additional context frames worsened, rather
than improving, performance as might be expected. The processing of the speech signals
was as follows: The speech signals were divided into 32ms frames with 50% overlap, and
spectral features extracted from the clean speech, noisy speech, and from the added noise
signals were used to create input-output pairs for training the network. Following previous
results on normalization of input features, we normalized input features to the range of [-
1,1]. The training target, which has a range of [0,1], was not normalized. The construction
of the input vectors using context windows was as described previously in (3.1). The per-
formance of the system was evaluated with matched and mismatched noise types using the
same noise categories in Table 3.1, and results were objectively evaluated using the PESQ
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metric.
3.3.3 Results and Discussion
Effect of Network Size
The root mean-square error (RMSE) of the of the ELM on a training and validation set with
matched noise types is shown in Figure 3.7. The training and test RMSE both decrease
monotonically as the hidden layer size is increased showing that a larger network is a more
effective learner than a smaller network. As stated in Section 2.2, the inputs weights in the
ELM are kept fixed during training. Since only the output weights are trained, the larger
networks have more degrees of freedom to learn the relationship between the input and
target features and consequently perform better. While the training RMSE reduces at an
almost consistent rate from about 4000 - 10000 hidden nodes, the rate of reduction in the
testing RMSE can be seen to level off at 8000 nodes. This suggests there might not be
much of a benefit from using a network with more than 8000 hidden nodes. The PESQ
results in Table 3.5 confirm this intuition. The PESQ scores at every SNR level can be seen
to increase as the network size is increased, however, the rate of increase in scores becomes
smaller as the network size becomes larger.
Table 3.5: Average PESQ scores for networks of different sizes with matched noise types
and 10 hours of training data.
SNR
Noisy
Hidden Layer Size (Nodes)
(dB) 2000 4000 6000 8000
20 3.03 3.45 3.53 3.56 3.58
15 2.70 3.21 3.28 3.32 3.34
10 2.38 2.93 3.00 3.05 3.08
5 2.07 2.63 2.71 2.77 2.80
0 1.79 2.31 2.40 2.46 2.50
-5 1.50 1.98 2.07 2.12 2.17
AVE. 2.25 2.76 2.83 2.88 2.91
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Figure 3.7: Training and testing error using the OS-ELM algorithm on different-sized net-
works with 2.5 hours of training data.
Effect of Training Set Size
The average PESQ scores for the ELM when trained with datasets of different sizes are
presented in Table 3.6. Average scores increase as the size of the training dataset is in-
creased showing that the ELM performs better with more training data. The closeness of
the average scores, however, shows that the ELM is particularly effective at suppressing
noise when trained with a small dataset, and the network generalizes well with smaller
datasets. The results for mismatched noise tests are presented in Table 3.7. The average
scores increase as the size of the training set is increased from 1 to 2.5 hours, but there is
no further increase in scores as the size of the training set is increased to 10 hours. The
difference in average scores can be seen to be even closer than those for matched noise. A
training set size of 2.5 hours gives the best results in mismatched noise, hence, we can once
again come to the same conclusion that the network generalizes well with smaller datasets.
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Table 3.6: Average PESQ scores for a 7000 hidden node network with matched training
datasets of different sizes.
SNR
Noisy 1 hr 2.5 hrs 5 hrs 10 hrs
(dB)
20 3.03 3.53 3.56 3.56 3.57
15 2.70 3.30 3.33 3.34 3.35
10 2.38 3.05 3.08 3.09 3.11
5 2.07 2.78 2.80 2.82 2.84
0 1.79 2.47 2.49 2.52 2.54
-5 1.50 2.14 2.15 2.18 2.20
AVE. 2.25 2.88 2.90 2.92 2.93
Table 3.7: Average PESQ scores for a 7000 hidden node network with mismatched training
datasets of different sizes
SNR
Noisy 1 hr 2.5 hrs 5 hrs 10 hrs
(dB)
20 3.18 3.37 3.38 3.38 3.38
15 2.87 3.09 3.11 3.10 3.10
10 2.57 2.80 2.82 2.81 2.81
5 2.29 2.51 2.54 2.52 2.52
0 2.04 2.24 2.25 2.24 2.25
-5 1.78 1.95 1.97 1.95 1.96
AVE. 2.45 2.66 2.68 2.67 2.67
Effect of Context Length
The average PESQ scores when the size of the context window is varied are shown in
Figure 3.8. While the addition of one or two frames is beneficial, the addition of more
frames degrades the performance. Furthermore, the use of a single context frame on each
side of the target frame can be seen to be optimal. This is in contrast with results obtained
with deep networks [19]. The results in Figure 3.8 were obtained by increasing the size
of the context window while keeping the size of the hidden layer fixed. In order to gain
a better perspective of these somewhat puzzling results, we also examined the RMSE of
the ELM as the context window and hidden layer size are both increased. The results
are shown in Figure 3.9. The training and test RMSE both decrease monotonically as
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previously observed. In addition, the RMSE reduces when a larger network input (more
context frames) is used with a larger network. For instance, the RMSE with 5 total frames
and 8000 hidden nodes is smaller than with 3 frames and 6000 hidden nodes; similarly,
the RMSE with 5 frames and 10000 hidden nodes is smaller than with 3 frames and 8000
hidden nodes. It can thus be concluded that a larger network is needed to take full advantage
of the temporal information added by using a bigger context window. Since the input
weights in the ELM are kept fixed, the size of the hidden layer must also be increased in
order to obtain the additional degrees of freedom needed to learn the added information.





















Figure 3.8: Average PESQ scores for a 7000 hidden node network with different context
windows in matched noise tests.
Algorithm Comparison: Matched Noise
The performance of the OM-LSA algorithm and the ELM with matched noise is shown
in Figure 3.10. The ELM outperforms the OM-LSA algorithm at all SNR levels with just
a single hour training data. In addition, the performance margin increases as the average
SNR reduces. The ELM is thus effective in suppressing of matched noise types when
trained with very small datasets. Informal listening tests also showed the ELM-enhanced
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Figure 3.9: Training and testing error for networks of different sizes with different context
windows.
speech was free of artifacts like musical noise.
Algorithm Comparison: Mismatched Noise
The performance of the OM-LSA algorithm and the ELM with mismatched noise is shown
in Figure 3.11. Once again, the ELM outperforms the OM-LSA algorithm at all SNR levels
with all of the training datasets. Unlike the OM-LSA estimator that fails to improve quality
at the lowest SNR, the ELM always improves speech quality. The ELM is therefore able to
learn a mapping between noisy spectral input and the target mask and effectively suppress
added noise.
3.3.4 Comparison of ELM Architectures
The average PESQ scores for ELMs with IRM and log magnitude spectral targets [94] in
matched noise are shown in Table 3.8. For a training set of any given length, the ELM with
the IRM target outperforms the ELM with the log spectral target. The performance of the
ELM with the IRM target, in particular, is much better with the smaller training datasets.
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Figure 3.10: Average PESQ scores at different SNRs for OM-LSA and the ELM with
matched training datasets of different sizes.
The log spectral ELM is unable to improve speech quality at 20dB SNR with 1 hour of
training data, and it is outperformed by an average PESQ margin of 0.34 and 0.21 on the 1
and 2 hour datasets respectively. The IRM target is therefore more robust and generalizes
better with small datasets. This could be because the IRM target, unlike the log spectral
target, is bounded and therefore more easily fitted by the ELM. While the performance with
both training targets is similar when trained with a 10 hour dataset, the IRM is still slightly
superior and is consequently the better choice.
The average PESQ scores for ELMs with IRM and log magnitude spectral targets [94]
in mismatched noise are shown in Table 3.9. The ELM with the IRM target with just 2.5
hours of training data is always as good, or better, than the performance of the ELM with
the log spectral target. We can, therefore, conclude again that the IRM target is the better
choice.
34






















Figure 3.11: Average PESQ scores at different SNRs for the OM-LSA algorithm and the
ELM with mismatched training datasets of different sizes.
3.4 Conclusions
In this chapter we developed and compared two speech enhancement frameworks based
on the extreme learning machine. The frameworks used the original (batch) for small
training datasets and the online-sequential ELM for larger datasets. The performance of
the two frameworks was evaluated and compared to that of a leading MMSE algorithm,
the OM-LSA estimator. In matched noise, the performance of the spectral mapping ELM
was always superior to that of the OM-LSA algorithm with as few as 5 hours of training
data. In mismatched noise, however, performance was approximately equivalent at higher
SNR but superior at lower SNR values. The T-F framework was shown to be the superior
framework. Its performance was almost always matched or exceeded that of the spectral
mapping framework. Moreover, it was able to improve the quality of the noisy signal, even
when the spectral mapping framework failed to do so. The performance of this framework
was superior to the OM-LSA estimator with just one hour of training data in both matched
and mismatched noise types. In addition, its performance was consistent over the wide
range of training dataset sizes employed, thus showing good generalization with extremely
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Table 3.8: Average PESQ scores for the ELM with different training targets and with
matched training datasets of different sizes.
SNR
Noisy
Log Magnitude Spectrum Ideal Ratio Mask
(dB) 1hr 2.5hrs 5hrs 10hrs 1hr 2.5hrs 5hrs 10hrs
20 3.03 2.93 3.17 3.34 3.46 3.53 3.56 3.56 3.57
15 2.70 2.84 3.04 3.19 3.30 3.30 3.33 3.34 3.35
10 2.38 2.71 2.86 2.98 3.09 3.05 3.08 3.09 3.11
5 2.07 2.52 2.63 2.73 2.84 2.78 2.80 2.82 2.84
0 1.79 2.29 2.36 2.45 2.54 2.48 2.49 2.52 2.54
-5 1.50 2.00 2.04 2.12 2.22 2.14 2.15 2.18 2.20
AVE. 2.25 2.55 2.69 2.80 2.91 2.88 2.90 2.92 2.93
Table 3.9: Average PESQ scores for the ELM with different training targets and with mis-
matched training datasets of different sizes.
SNR
Noisy
Log Magnitude Spectrum Ideal Ratio Mask
(dB) 1hr 2.5hrs 5hrs 10hrs 1hr 2.5hrs 5hrs 10hrs
20 3.18 2.85 3.06 3.18 3.24 3.37 3.38 3.38 3.38
15 2.87 2.73 2.89 2.99 3.03 3.09 3.11 3.10 3.10
10 2.57 2.54 2.67 2.75 2.79 2.80 2.82 2.81 2.81
5 2.29 2.32 2.42 2.49 2.52 2.51 2.54 2.52 2.52
0 2.04 2.07 2.16 2.21 2.24 2.24 2.25 2.24 2.25
-5 1.78 1.82 1.89 1.93 1.97 1.95 1.97 1.95 1.96




ON THE EXTREME LEARNING MACHINE AND MULTIVARIATE
REGRESSION
4.1 Introduction
The ELM is described in the literature as an algorithm that is suitable for both multiclass
classification and multivariate regression problems. In this chapter, we show that the ELM
solution is not optimal for multivariate regression problems because it ignores correlations
between the different response or target components. We propose two modifications to the
ELM that account for the correlations between the elements of the response and yet adhere
to the ELM ethos of learning without the use of iterative turning methods. We then compare
the performance of the ELM and that of our proposed algorithms on several datasets. The
rest of the chapter is organized as follows: in Section 4.2, we describe the problem of the
ELM solution. In Section 4.3, we provide an overview of canonical correlation analysis
and develop an improved multivariate ELM using canonical correlation analysis. We also
propose an alternative model, the two-stage ELM in Section 4.4. Performance evaluations
are presented in Section 4.5, computational considerations are discussed in Section 4.6, and
conclusions are presented in Section 4.7.
4.2 The ELM with Multiple Outputs
The ELM algorithm, as discussed in Section 2.2, trains a neural network by randomly
assigning values for input weights and biases, and solving for the output weights. Given a
training dataset {(xi, ti), i = 1, . . . , N}, the network is trained by finding output weights,
β̂ , such that




where H is the hidden node matrix, and T is the matrix of training targets. The output
weights are thus obtained as
β̂ = H†T (4.2)
where H† is the Moore-Penrose generalized inverse of the matrix H. If the training targets
are real-valued, the problem, (4.1), is a regression problem. If the training targets, on the
other hand, are real-valued vectors, the problem is a multivariate regression problem.
Multi-target regression, also known multivariate or multi-output regression, refers to the
task of predicting multiple continuous variables using a common set of input or predictor
variables [102]. For multiple outputs or multivariate responses, each training target is a
vector, ti ∈ Rm, i = 1, . . . , N . The target matrix, T ∈ RN×m can be expressed as
T = [T1,T2, . . . ,Tm], where Tj , the j th column of the matrix T, is the j th output variable
or response. The least-squares solution for the output weights, (4.2), can be re-written as
[β̂1, β̂2, . . . , β̂m] = H
†T (4.3)
= [H†T1,H
†T2, . . . ,H
†Tm].
The j th column of parameters, β̂j , therefore depends only on the j th output, and the overall
solution for the the regression parameters, β̂j, j = {1, . . . ,m} is comprised of the solu-
tions to m independent univariate problems. In the case where the outputs are correlated,
these correlations are not taken into account, and valuable information that can be used to
improve the prediction accuracy of the model is not utilized [68, 79].
4.3 Improving the ELM with Canonical Correlation Analysis
4.3.1 Canonical Analysis
Canonical correlation analysis (CCA) studies that association or relationship between a set
of predictor (independent) variables and a set of criterion (dependent) variables or between
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two sets of variables [103]. Let X ∈ Rn×p and Y ∈ Rn×q be two multivariate datasets
where xi = [xi1, . . . , xip] and yi = [yi1, . . . , yiq] are corresponding pairs, and i = 1, . . . , n,
where n is the number of samples. The goal of canonical analysis is to seek a pair of linear
transformations, u ∈ Rq and v ∈ Rp, that maximizes the correlation between Yu and Xv.
In the most general form, the procedure seeks K = min(p, q) such pairs such that each
subsequent pair maximizes the correlation subject to the constraint of being uncorrelated
with any of the preceding pairs. Mathematically, this is expressed as [79]




The vectors {u1, . . . ,uK} and {v1, . . . ,vK} are referred to as the y and x canonical coor-
dinates respectively, and the correlations
ck = corr(Yuk,Xvk), k = 1, . . . , K (4.5)
are the canonical correlations. The canonical coordinates and correlations can be found by
an eigenanalysis of the matrix [103]
Q = R−1Y Y RY XR
−1
XXRXY (4.6)
where RY Y and RXX are the covariances matrices of Y and X respectively, and RXY =
RTY X is the cross-covariance of the elements in X and Y.
4.3.2 The Curds and Whey Procedure
Multivariate regression is an extension of multiple linear regression, where a single re-
sponse is regressed on p predictors, to regressing q > 1 responses on p predictors. Given a
dataset D = {(x1,y1), . . . , (xN ,yN)} where xi = [xi1, . . . , xip] and yi = [yi1, . . . , yiq] are
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respectively the predictors and responses, the multivariate regression model is given by
y = xβ + ε (4.7)
where β is a q × p matrix of regression coefficients, and ε represents the errors. The
least-squares estimates of the regression coefficients are obtained as [68]:
β̂ = (XTX)−1XTY (4.8)
where X = [xni] ∈ RN×p and Y = [ynj] ∈ RN×q are respectively the centered predictor
matrix and response matrices. The kth column of regression coefficients, β̂k, depends on
only the kth column of the data matrix, Yk, hence the result is equivalent to performing
separate ordinary least-squares (OLS) regressions for each of the q response variables.
The curds and whey (C & W) method is a shrinkage or regularization procedure for
multiple linear regression with multivariate responses. The method aims to take advantage
of the correlations between a set of multivariate responses, y = [y1, . . . , yq], and obtain
improved estimates, ỹi, i = 1, . . . , q, using a linear combination
ỹi = ȳi +
q∑
k=1
bik(ŷk − ȳk) i = 1, . . . , q (4.9)
of the OLS estimates, ŷi, i = 1, . . . , q, where ȳi represents the sample mean of the ith
variable. The previous equation, (4.9) can be expressed in matrix form as
ỹ = Bŷ (4.10)
where the vectors ỹ, ŷ are assumed to be (mean) centered. The C & W method uses
canonical analysis to obtain an optimal shrinkage matrix B∗ = U−1DU where U ∈ Rq×q
is the canonical transformation matrix whose rows are the canonical coordinates of the
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response and D = diag{d1, . . . , dq} is a diagonal matrix. The elements of the matrix B∗
are defined as








, i = 1, . . . , q, (4.11)
where E is the expectation of the joint distribution of the data (x,y) to be predicted.
The optimal matrix, B∗, results in a reduced mean-squared prediction error for each
response
E[yi − (B∗ŷ)i]2 ≤ E[yi − ŷi]2, i = 1, . . . , q. (4.12)
In practice, the elements of (4.11) are obtained by cross-validation [104]. Generalized
cross-validation (GCV) can be used as a means of simplifying the computation [79], thus







βk[(1− g)ynk + gŷnk]
]2
,
i = 1, . . . , q, (4.13)
where yni is the ith component of the nth data sample, ŷnk is the kth component of the nth
OLS prediction, and g = 1
1−r where r =
p
N
is the ratio of the number of predictors variables
to the number of training samples. Performing an eigenanalysis of the sample canonical
correlation matrix gives
Q̂ = (YTY)−1YTX(XTX)−1XTY
= Û−1Ĉ2Û, Ĉ2 = diag{ĉ21, . . . , ĉ2q}, (4.14)
where Û is a matrix whose rows are the sample y-canonical coordinates and the elements
of the matrix Ĉ2 are the respective sample squared canonical correlations.
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The solution for the GCV shrinkage matrix is then obtained as




(1− r)(ĉ2i − r)
(1− r)2ĉ2i + r2(1− ĉ2i )
, 0
}
, i = 1, . . . , q, (4.16)
are the elements of the diagonal shrinkage matrix. The steps to implement the algorithm
are as follows:
1. Transform each y to the canonical coordinate system, y′ = Uy.
2. Perform a separate OLS regression for each of the transformed responses, Y′i, on the
predictors, X, obtaining Ŷ′i, i = 1, . . . , q.
3. Separately scale (shrink) each Y′i with the corresponding factor, di, obtaining Ỹ
′ =
ŶD.
4. Transform back to the original y-coordinate system, ỹ = U−1ỹ′.
4.3.3 The Canonical ELM
The canonical ELM (C-ELM) incorporates the C & W algorithm in the process of training
an ELM. The procedure followed initially is identical to the ELM solution as proposed
by G.B Huang et al. [71], however, it differs in the implementation of the least-squares
solution for the output weights, (2.10). The procedure is summarized as follows:
given a training dataset {(xi, ti), i = 1, . . . , N} where xi,∈ Rn and ti,∈ Rm,m > 1 are
respectively the input data and target output vectors,
1. Randomly assign the input weights and hidden layer biases, {wi, bi}, i = 1, . . . , L.
2. Calculate the hidden layer output matrix H, (2.7).
3. Center the hidden layer output matrix, H, and the training targets matrix, T (2.8).
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Figure 4.1: Block diagram of the two-stage ELM
4. Compute the sample canonical correlation matrix, Q̂ matrix, (4.14), and perform an
eigendecomposition of the matrix to obtain the sample canonical coordinates, Û, and
correlations, Ĉ2.
5. Transform the target matrix, T, to the canonical coordinate system by transforming
each t as t′ = Ut.
6. Compute the output weight matrix, β̂ (2.10), using the centered H matrix and the
transformed target matrix, T′, and then compute the predicted output, T̂′ = Hβ̂
7. Shrink each T̂′i with the corresponding factor, di, i = 1, . . . , q.
8. Transform the predicted responses back to the original coordinate system, t̃ = U−1t̃′
4.4 The Two-Stage ELM
The C & W approach to multivariate regression can be summarized as consisting of three
operations, namely, transformation, prediction, correction (shrinkage), and (inverse) trans-
formation. The middle stages, prediction and correction, involve learning a statistical
data model and then compensating for the known inadequacies of the model. An alter-
nate method could be to use a learning approach to accomplish the correction stage. The
two-stage ELM (TS-ELM), which we introduce in this section, follows this paradigm.
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A block diagram of the two-stage ELM is shown in Figure 4.1. The two-stage ELM
consists of two neural networks in tandem. The first ELM is trained using the training
dataset, D = {(xi,yi) : xi ∈ Rp, yi ∈ Rq, i = 1, . . . , N}, and it therefore makes MMSE-
optimal predictions of the output given the input features. The predictions of the first ELM
are not used directly, instead they used to create a second dataset, D̃ = {(ŷi,yi) : ŷi,yi ∈
Rq, i = 1, . . . , N}, which is used to train the second ELM. The second ELM thus aims to
improve the predictions of the first ELM by learning and applying the required shrinkage.
To obtain predictions for a new instance of the predictor vector, xnew, the vector is
input into the first ELM, and the output of the first ELM, ŷnew, is in turn input into the
second ELM to produce the final output, ỹnew. The TS-ELM thus replaces the algorithmic
approach of the C & W method with a learning-based approach in which the correlations
between the predicted responses are improved using a data-driven approach.
4.5 Performance Evaluation
To evaluate the performance of the proposed models, we conduct experiments using sev-
eral benchmark datasets. First, we examine the characteristics of the algorithms using a
synthetic dataset, then we compare the prediction accuracy of the algorithms on some real-
world datasets.
4.5.1 Evaluation on a synthetic dataset
A synthetic dataset with 2000 training sample pairs, (xi,yi), was created following [91]
where each response, yi = [yi1, yi2, . . . , yi5], is five-dimensional, and corresponding the
corresponding predictor, xi = [xi1, xi2], is two-dimensional. The dataset was generated as
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follows:
yi1 = 4 sin(xi1)− 2sinc(xi2) + 5 + ni1
yi2 = 3 sin(xi1)− 3 cos(xi2) + 2 + ni2
yi3 = −5sinc(xi1) + 4 sin(xi2) + 1 + ni3 (4.17)
yi4 = −2 sin(xi1)− 2 sin(xi2)− 5 + ni4
yi5 = 4sinc(xi1)− 2 cos(xi2)− 3 + ni5
where xi1∼N(0, 10), xi2∼N(0, 5), and nij∼N(0, 0.5). The performance of ELM, C-ELM,
and TS-ELM models was evaluated over a range of hidden layer sizes. For the TS-ELM, the
hidden layer size of both networks, i.e. the first and second stage ELMs, was constrained
to be the same. The performance results for each hidden layer size were obtained using
10-fold cross-validation, and all models used the same data folds.
The average training error of the models as the hidden layer size is varied is shown in
Figure 4.2. While the training error of all the models initially decreases as the hidden layer
size is increased, the ELM does not show noticeable improvement after 70 - 80 hidden
nodes. The C-ELM and TS-ELM models, in contrast, are able to better fit the training data
as the hidden layer size, and consequently, the number of available degrees of freedom, is
increased.
The average test error is shown in Figure 4.3. The test error of the ELM and the TS-
ELM can be seen to rapidly increase as the number of hidden nodes is increased. Such
an increase in the test error can usually be attributed to overfitting of the training data;
however, this is not the case for the ELM since there is no improvement in the training
error as the hidden layer size is increased. The training error of the TS-ELM, in contrast,
can be seen to continually decrease as the hidden layer size is increased. The ELM thus
shows some degree of instability as the hidden layer size is increased. The test error of the
C-ELM, on the other hand, decreases gradually as the hidden layer size is increased until
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Figure 4.2: Average training error on the synthetic dataset for different hidden layer sizes.
the hidden layer size is about 130 nodes when it eventually increases. The difference in
performance between the ELM and the C-ELM and TS-ELM models can thus be attributed
to the presence of the correction stage in the latter two models.
Table 4.1: Performance of the models with highest prediction accuracy on the synthetic
dataset. The standard deviation of the error is shown in parentheses.







Hidden Layer Size 10 130 10
The parameters of the ELM, C-ELM, and TS-ELM models with the highest prediction
accuracy are shown in Table 4.1. The smallest hidden layer size of 10 nodes is optimal
for both the ELM and TS-ELM. A hidden layer size of 130 nodes, however, is optimal for
the C-ELM. The TS-ELM has a marginally better training error than the ELM but also has
a slightly worse prediction accuracy. This most likely reason that the TS-ELM does not
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Figure 4.3: Average test error on the synthetic dataset for different hidden layer sizes.
show much improvement over the ELM despite the obvious potential displayed in Figure
4.2 and Figure 4.3 is because both the first and second stage ELMs in the TS-ELM were
constrained to use the same hidden layer size. The C-ELM outperforms both the ELM and
TS-ELM and its training and test errors are respectively about 55% and 45% lower than
those of the ELM. The box plots of the training and test errors in Figure 4.4 and Figure 4.5
respectively show a greater variance in the performance of the C-ELM. The average error
of the C-ELM, however, is always lower than that of the ELM, so it is a better choice for
multivariate regression.
4.5.2 Evaluation on a real-world datasets
The real-world datasets used for the evaluation of the models are summarized in Table 4.2.
The Slump dataset was obtained from the UCI machine learning repository [105], while
the other datasets were obtained from the Mulan multi-target regression dataset repository
[106]. A full description of the target and predictor attributes of the different datasets is
contained in Appendix A.
The data were preprocessed by min-max normalizing of the predictors to the range [-
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Figure 4.4: Box plot of the average training error for the models with optimal node sizes.
The red ’+’ denotes the mean and the red line denotes the median error.
Table 4.2: Description of the real-world datasets.
Dataset Samples (n) Features (p) Outputs (q)
WQ 1060 14 16
ATP1D 337 411 6
ATP7D 296 411 6
EDM 154 16 2
ENB 768 8 2
SCM1D 9803 280 16
SCM20D 8966 61 16
SLUMP 103 7 3
1,1] and normalizing the targets to the range [0,1]. All constant columns i.e. predictors that
had the same value for all the training samples were removed from the data. This removal
was necessary due to the min-max normalization that was utilized in preprocessing the
data.
To determine the performance of each of the model, we split each dataset into 10 folds
following standard cross-validation methodology. The training set for each fold was further
subdivided into training and validation sets using k-fold cross-validation. The value of
k = 10 was used for all the datasets except for the larger datasets, SCM1D and SCM20D,
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Figure 4.5: Box plot of the average prediction error for the models with optimal node sizes.
The red ’+’ denotes the mean and the red line denotes the median error.
where a value of k = 5 was utilized.
The number of hidden layer nodes, the single hyper-parameter for both ELM and C-
ELM, was optimized for each of the training data folds by averaging the prediction accuracy
over the validation sets. A network with the optimal number of nodes was then re-trained on
the entire training fold and the prediction accuracy of the model was determined using the
corresponding test data fold. The TS-ELM, on the other hand, had two hyper-parameters,
namely the hidden layer nodes in the first and second-stage ELM, to be optimized. The
optimal parameters were determined by performing a grid search over all combinations of
a selected range of hidden layer sizes in both networks. This was followed by the evaluation
of the test error on the corresponding test data fold.
The performance of the models is summarized in Table 4.3. The C-ELM performs best
on the WQ, ATP7D, EDM, ENB, and Slump datasets. The TS-ELM, on the other hand,
performs best on the ATP1D and both SCM datasets. The prediction error of the C-ELM is
between 1 - 13% lower than that of the ELM on the datasets on which it the optimal choice,
while that of the TS-ELM is between 4 - 20% lower than that of the ELM when it is the
best performer.
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Table 4.3: Training and test errors (RMSE) on the real-world datasets. The standard devi-
ation of the RMSE is shown in parentheses. Bold indicates the best result.
Dataset
ELM Canonical ELM Two-stage ELM
Train Test Train Test Train Test
WQ
0.09394 0.09840 0.09297 0.09708 0.09424 0.09795
(0.00186) (0.00694) (0.00116) (0.00697) (0.00184) (0.00792)
ATP1D
0.08963 0.11176 0.08550 0.10727 0.08363 0.10642
(0.01139) (0.01077) (0.00554) (0.01110) (0.00765) (0.02158)
ATP7D
0.10617 0.14905 0.09344 0.13181 0.09619 0.13375
(0.01757) (0.02808) (0.01003) (0.02862) (0.01211) (0.02730)
EDM
0.18062 0.22269 0.17823 0.20512 0.18142 0.21558
(0.00941) (0.02999) (0.01064) (0.01655) (0.00474) (0.01990)
ENB
0.01906 0.03810 0.01734 0.03304 0.01938 0.03623
(0.00281) (0.00907) (0.00147) (0.00670) (0.00268) (0.00506)
SCM1D
0.06044 0.08145 0.06006 0.07067 0.05989 0.06504
(0.00253) (0.03411) (0.00411) (0.01402) (0.00175) (0.00250)
SCM20D
0.06519 0.07081 0.06514 0.07033 0.06503 0.07001
(0.00043) (0.00164) (0.00046) (0.00149) (0.00038) (0.00163)
SLUMP
0.17538 0.22009 0.16258 0.19317 0.18153 0.20316
(0.01472) (0.03144) (0.02371) (0.03125) (0.00766) (0.04116)
4.6 Computational considerations
The ELM is the least computationally intensive of all the models, while the TS-ELM in
the most computationally intensive. This is because the C-ELM, in addition to the Moore-
Penrose pseudoinverse, requires the computation and eigenanalysis of the sample canonical
correlation matrix, (4.14), and the transformations of the target matrix and the OLS predic-
tors as described in Section 4.3.2. The TS-ELM, on the other hand, requires the training of
two ELM models. In addition, proper optimization of the hyper-parameters of the TS-ELM
requires a grid search over a set of hidden layer sizes. This could prove to be prohibitive
when either the hidden layer sizes of both networks are large or when the dataset is large,
and discourage the use of the TS-ELM.
50
4.7 Conclusions
In this chapter, we examined the nature of the closed-form ELM solution for the output
weights in a neural network and the performance of the ELM in multivariate regression
tasks. The ELM solution was shown to be sub-optimal for multivariate regression since the
weights for each dimension of the target, or output variable, are determined independently
of the other target dimensions or output variables. As such, the correlations between the
dimensions of the target, valuable information that can increase the accuracy of predictions,
are ignored. Two methods for improving the ELM solution that adhered to the fundamen-
tal ELM design principle of learning without iterative tuning of weights were proposed.
The canonical ELM, an algorithmic approach, had the highest prediction accuracy on a
synthetic dataset with a prediction error 45% lower than that of the baseline ELM. The
canonical ELM also had a prediction error that was 1% - 13% lower than that of the base-
line ELM in tests on real-world datasets. The two-stage ELM, a data-driven approach, was
also more accurate than the baseline ELM with a prediction error 4% - 20% than that of the
baseline ELM on the real-world datasets.
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CHAPTER 5
SPEECH ENHANCEMENT USING THE CANONICAL ELM
5.1 Introduction
In this chapter, we complete our development of improved extreme learning machine (ELM)
algorithms by studying speech enhancement using the canonical ELM (C-ELM). We also
extend our study of the ELM for speech enhancement by comparing the performance of
the C-ELM and neural networks that are trained conventionally using stochastic gradient
descent (SGD). The goal of this comparison is twofold: first, we determine if a key ad-
vantage of the ELM cited in the literature, namely, good generalization with small training
sets, carries over to the multivariate regression speech enhancement problem. Second, we
compare the performance characteristics of the ELM and the more established networks
trained conventionally with SGD. The rest of the chapter is organized as follows: a system
overview is given in the next section, and experiments are described in Section 5.3. The
results of the ELM and C-ELM comparison are presented in Section 5.4, and the results of
a comparison of the C-ELM and networks trained with SGD are presented in Section 5.5.
Conclusion are presented in Section 5.6.
5.2 System Overview
A single hidden layer topology was used for the ELM, C-ELM, and SGD-trained networks.
To facilitate comparisons with the results presented earlier in Chapter 3, the number of
nodes in the hidden layer was fixed at 7000 nodes. Two training targets, namely, a log
spectral target and the ideal ratio mask (IRM), (3.2), were utilized. As described previously
in Chapter 3, both the batch ELM and OS-ELM algorithms were used in the training of the
ELM network. The choice of algorithm was driven by the memory requirements of the
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algorithms which, in turn, depended on the number of nodes in the hidden layer. The batch
algorithm was used for networks with up to 6000 hidden nodes, and the OS-ELM algorithm
was otherwise used.
The C-ELM network was trained with the canonical ELM algorithm described in Sec-
tion 4.3. An online sequential variant of the canonical ELM algorithm was developed
for training the C-ELM with datasets too large to fit in memory. Just like the OS-ELM
discussed in Section 2.2.1, the method is based on the use of the recursive least-squares
algorithm. The choice of algorithm, i.e. batch or sequential, followed the same concerns
outlined for the choice of ELM algorithm. Consequently, the batch C-ELM algorithm was
used for networks with up to 6000 hidden nodes, and the canonical OS-ELM algorithm
was otherwise used.
The conventional network was trained by using the back-propagation algorithm to min-
imize a mean-square error criterion. Network parameters are updated using mini-batch










where yi is the input to the network, Θ = {W,b}, represents the weights and biases in the
network, T̂i(yi,Θ) is the output of the network, Ti is the desired training target, λ is the
regularization coefficient, and N is the mini-batch size.
5.3 Experiments
All experiments were performed using recorded sentences from the IEEE Corpus included
with the NOIZEUS database [97, 98]. The corpus is comprised of 72 lists, each list con-
taining 10 sentences. Our noise samples came from a database of 100 non-speech sounds
[99]. Both the noise-free speech and noise recordings were resampled to 8kHz. The train-
ing datasets wee comprised of an appropriate number of sentences from lists 1 - 57 for the
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Table 5.1: Description of noise types.
Noise Description Noise Description
n1 Crowd n6 Water
n2 Machine n7 Wind
n3 Alarm/Siren n8 Bell
n4 Traffic/Car n9 Cough
n5 Animal n10 Clap
desired training set size, while testing was done with the 50 sentences from lists 68 - 72.
Noisy utterances were created by adding 10 types of noise to each of the sentences at six
noise levels ranging from 20dB to -5dB in 5dB steps. The noise types are listed in Table
5.1.
Short-time Fourier analysis was done using a Hamming window, 32ms frames, with
50% overlap, and spectral features extracted from the clean speech, noisy speech, and from
the added noise signals were used to create input-output pairs for training the networks.
The ELM and C-ELM networks used log magnitude spectral input features which, follow-
ing previous results, were normalized to the range of [-1,1]. The training targets, the log
magnitude spectral target or the IRM target, were not normalized.
The conventional, SGD-trained network, in following common practice, used log power
spectral input/output features. Input features were normalized to have zero mean and unit
variance, while training targets were not normalized. The hidden layer of the conventional
network used the rectified linear unit (ReLU) activation functions [107, 108]. Weights
and biases of all the layers were initialized following the method of He et al. [109], and the
networks were trained using gradient descent with momentum. The initial learning rate was
set to 0.0001 for the first 10 epochs, then decreased by 10% every subsequent 10 epochs,
and the the momentum coefficient was set for 0.9. A mini-batch size of 128 samples was
used, and the networks were trained for 30 epochs. All networks were implemented and
trained using the TensorFlow library [110].
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To allow the networks to take advantage of temporal information, each input vector
included adjacent time frames. Consequently, each input vector was constructed as
yi = [xi−l, . . . ,xi, . . . ,xi+l]. (5.2)
As was done previously, zero to five context frames, i.e. l = [0, 5], for an input length of
up to eleven frames, were used in training and evaluation of the enhancement systems. The
performance of the systems was tested with matched and mismatched noise types using the
same noise categories in Table 5.1, and results were objectively evaluated using perceptual
evaluation of speech quality (PESQ), a standard perceptual quality measure that has been
shown have high correlation with subjective test scores [97, 101]. PESQ scores range
between -0.5 to 4.5, with higher scores corresponding to higher perceptual speech quality.
5.4 A Comparison of the ELM and Canonical ELM






































Figure 5.1: Training and prediction error for the ELM and C-ELM with log magnitude
spectral targets and different amounts of training data.
The training and prediction errors for for the ELM and C-ELM with different amounts
of training data is shown in Figure 5.1. The training error of the C-ELM is smaller than
the training error of the ELM when either 1 or 2.5 hours of speech data is used for training
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the networks. With 1 hour of training data, the difference in the magnitude of the training
errors appears to increase as the hidden layer size is increased suggesting that the C-ELM
is increasingly effective at learning with the smaller dataset as the number of hidden nodes,
and consequently, degrees of freedom, are increased. This is similar to the observation with
the synthetic dataset in Figure 4.2 where the training error of the ELM remained constant
as the hidden layer size was increased but that of the C-ELM continued to decrease.
The prediction error of the C-ELM is also smaller than that of the ELM when training
is performed with either of the training sets. With 1 hour of training data, the difference in
prediction error of the models is about constant, irrespective of the hidden layer size, how-
ever, with 2.5 hours of training data, the difference in the prediction errors of the models
becomes negligible as the hidden layer size increases.
Table 5.2: Average PESQ scores for the ELM and C-ELM with training datasets of different
sizes in matched noise tests.
SNR
Noisy
ELM: Log Magnitude Spectrum C-ELM: Log Magnitude Spectrum
(dB) 1hr 2.5hrs 5hrs 10hrs 1hr 2.5hrs 5hrs 10hrs
20 3.03 2.93 3.17 3.34 3.46 2.97 3.20 3.36 3.44
15 2.70 2.84 3.04 3.19 3.30 2.88 3.07 3.20 3.27
10 2.38 2.71 2.86 2.98 3.09 2.75 2.89 3.00 3.06
5 2.07 2.52 2.63 2.73 2.84 2.56 2.67 2.76 2.81
0 1.79 2.29 2.36 2.45 2.54 2.33 2.40 2.48 2.52
-5 1.50 2.00 2.04 2.12 2.22 2.05 2.09 2.16 2.20
AVE. 2.25 2.55 2.69 2.80 2.91 2.59 2.72 2.83 2.88
The average PESQ scores for the ELM and C-ELM with a log magnitude spectral target
in matched and mismatched noise tests are shown in Table 5.2 and Table 5.3 respectively.
It can be seen from Table 5.2 that in matched noise, the C-ELM performs better than the
ELM at all SNR levels and on average with the 1, 2.5, and 5 hour training sets, however,
the ELM is performs slightly better with the 10 hour training set. The difference in average
PESQ scores for the different training datasets, 0.04 with 1 hour of training data, and a
smaller 0.03 with 2.5 and 5 hours of training data, is reflective of the smaller difference in
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Table 5.3: Average PESQ scores for the ELM and C-ELM with training datasets of different
sizes in mismatched noise tests.
SNR
Noisy
ELM: Log Magnitude Spectrum C-ELM: Log Magnitude Spectrum
(dB) 1hr 2.5hrs 5hrs 10hrs 1hr 2.5hrs 5hrs 10hrs
20 3.18 2.85 3.06 3.18 3.24 2.89 3.10 3.22 3.28
15 2.87 2.73 2.89 2.99 3.03 2.76 2.93 3.02 3.07
10 2.57 2.54 2.67 2.75 2.79 2.58 2.72 2.79 2.83
5 2.29 2.32 2.42 2.49 2.52 2.36 2.47 2.53 2.57
0 2.04 2.07 2.16 2.21 2.24 2.13 2.21 2.26 2.30
-5 1.78 1.82 1.89 1.93 1.97 1.90 1.96 2.00 2.03
AVE. 2.45 2.39 2.52 2.59 2.63 2.44 2.57 2.64 2.68
prediction error observed with the larger 2.5 hour training set in Figure 5.1(b).
In mismatched noise tests, Table 5.3, the C-ELM performs better than the ELM at
all SNR levels irrespective of the training dataset, and, consequently, on average. The
difference of 0.05 in PESQ scores averaged over all SNR levels is the same for all of the
different training datasets.
Table 5.4: Average PESQ scores for the ELM and C-ELM with training datasets of different
sizes in matched noise tests.
SNR
Noisy
ELM: Ideal Ratio Mask C-ELM: Ideal Ratio Mask
(dB) 1hr 2.5hrs 5hrs 10hrs 1hr 2.5hrs 5hrs 10hrs
20 3.03 3.53 3.56 3.56 3.57 3.53 3.55 3.55 3.56
15 2.70 3.30 3.33 3.34 3.35 3.30 3.32 3.32 3.33
10 2.38 3.05 3.08 3.09 3.11 3.05 3.06 3.07 3.08
5 2.07 2.78 2.80 2.82 2.84 2.77 2.79 2.80 2.81
0 1.79 2.48 2.49 2.52 2.54 2.47 2.48 2.49 2.51
-5 1.50 2.14 2.15 2.18 2.20 2.13 2.14 2.16 2.18
AVE. 2.25 2.88 2.90 2.92 2.93 2.87 2.89 2.90 2.91
The average PESQ scores for the ELM and C-ELM with an IRM target in matched and
mismatched noise tests are shown in Table 5.4 and Table 5.5 respectively. In matched noise
tests, Table 5.4, the average scores of the ELM and C-ELM are identical at the higher SNR
levels with 1 hour of training data, however, the ELM performs marginally better at the
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Table 5.5: Average PESQ scores for the ELM and C-ELM with training datasets of different
sizes in mismatched noise tests.
SNR
Noisy
ELM: Ideal Ratio Mask C-ELM: Ideal Ratio Mask
(dB) 1hr 2.5hrs 5hrs 10hrs 1hr 2.5hrs 5hrs 10hrs
20 3.18 3.37 3.38 3.38 3.38 3.37 3.38 3.38 3.38
15 2.87 3.09 3.11 3.10 3.10 3.09 3.11 3.10 3.10
10 2.57 2.80 2.82 2.81 2.81 2.80 2.82 2.81 2.81
5 2.29 2.51 2.54 2.52 2.52 2.51 2.53 2.52 2.52
0 2.04 2.24 2.25 2.24 2.25 2.24 2.25 2.24 2.24
-5 1.78 1.95 1.97 1.95 1.96 1.95 1.97 1.95 1.96
AVE. 2.45 2.66 2.68 2.67 2.67 2.66 2.68 2.67 2.67
lower SNR levels. The difference of 0.01 in the PESQ scores at these SNR levels and on
average is, however, negligible. The ELM also performs marginally better than the C-ELM
with the 2.5, 5, and 10 hour training datasets. Once again, the difference in PESQ scores
which ranges from 0.01 - 0.02 is insignificant.
In mismatched noise tests, Table 5.5, the PESQ scores of the ELM and C-ELM are
identical for all the training datasets and at all SNR levels except for two cases, 5dB with
2.5 hours and 0dB with 10 hours of training data, where there is a negligible difference of
0.01. The PESQ scores for the different training datasets averaged over all SNR levels are
identical for both ELM and C-ELM.
The performance results of the ELM and C-ELM with both the spectral and IRM tar-
gets show that not much of an advantage, in general, is gained from choosing the C-ELM
instead of the ELM for speech enhancement. Although the C-ELM performs better than
the ELM in some cases, the improvement, as evidenced by the PESQ scores, is too small
to be perceptually noticeable. In addition, the C-ELM is more computationally expensive
than the ELM. As such, very little benefit is gained from incurring the additional cost of
computation, and the ELM with the IRM target remains the best choice.
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5.4.1 Discussion of Results
The C-ELM outperformed the ELM on both the synthetic and real-world datasets in Section
4.5, however, it did not present a clear advantage when used for speech enhancement. Two
factors are likely responsible for these observations. The first factor, random initialization
of the input weights in the ELM, could be responsible for the slightly worse performance
of the C-ELM with the lRM target, and the C-ELM spectral target and 10 hours of training
data. The random initialization of the ELM is known to be sub-optimal as a poor set of
weights could result in poor performance [111, 112]. The random initialization also affects
the correlations of the hidden layer activations and is the most likely cause of the larger
variance in the training and prediction errors of the C-ELM as observed in Figures 4.4 and
4.5.
The second factor is the reduced shrinkage of the Curds & Whey algorithm as the
sample size or amount of training data becomes larger. As previously described in Section
consisting of three operations, namely, transformation, prediction, correction (shrinkage),




(1− r)(ĉ2i − r)
(1− r)2ĉ2i + r2(1− ĉ2i )
, 0
}
, i = 1, . . . , q, (5.3)
where ĉ2i are the sample squared canonical correlations and r =
p
N
is the ratio of the number
of predictors to the sample size. Figure 5.2 illustrates the value of the shrinkage factors,
di (5.3), as a function of the squared canonical correlations, c2i , for various values of the
ratio r. As the amount of training data increases, r becomes small, and the shrinkage
factors, di, 1 = 1, . . . , q approach 1 for all values of the squared canonical correlation, c2i .
Consequently, there is very little shrinkage, and the method is ineffective. The value of the
sample to predictor ratio, r, for the different datasets is shown in Figure 5.3.
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Figure 5.2: Values of the GCV shrinkage factor for various values of the ratio r.
5.5 A Comparison of the Canonical ELM and Conventionally Trained Networks
5.5.1 Effect of Acoustic Context
The average PESQ scores on a matched noise test set when using input features from con-
text windows of different sizes are shown in Figure 5.4. The results for the C-ELM with
the spectral target in Figure 5.4(a) are virtually identical to those of the ELM with the same
spectral target shown in Figure 3.3: expanding the input with a single context frame, or
an input of 3 frames in total, improves performance, but further expansion of the input de-
grades performance. The results of the SGD-trained network, on the other hand, show that
for higher-SNR signals, the use of up to two additional frames (a total input of 5 frames) im-
proves performance, however, any further expansion, degrades performance. The decline
in performance is, however, smaller than was seen with the C-ELM. For speech signals
with an SNR of 5dB or lower, performance continually improves as the size of the context
window is increased.
The average PESQ scores on a matched noise test set when using input features from
context windows of different sizes and an IRM target ARE shown in Figure 5.5. The
performance of the C-ELM with the IRM target is once again virtually identical to that of
the ELM with the IRM target shown in Figure 3.8: performance is improved with the use of
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Figure 5.3: Predictor to sample size ratio for the C-ELM training datasets.
an additional frame and further expansion of the input degrades performance. The decline
in performance is, however, marginal, unlike that which was seen with the C-ELM that had
the spectral target. The results of the SGD-trained network, on the other hand, show that
for higher-SNR signals, the use of up to two additional context frames (a total input of 5
frames) improves performance. Further expansion of the input causes a slight decline in
performance. For lower-SNR signals, the use of more than two context frames does not
degrade performance, but it also does not further improve the performance.
The SGD-trained network which has both input and output weights tuned iteratively is,
therefore, better able to use the additional information provided by the context window. As
was explained in Section 3.3, the size of the hidden layer in the ELM must be increased in
order to take full advantage of the additional information.
5.5.2 Effect of Training Set Size
The performance of the C-ELM and SGD-trained networks in matched noise tests is shown
in Figure 5.6. The networks use either a log spectral (LFFT) target or an ideal ratio mask
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Figure 5.4: Average PESQ scores for a 7000 node single-hidden layer network with differ-
ent context windows in matched noise tests. The networks used a log spectral target and
were trained with 10 hours of speech data.
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Figure 5.5: Average PESQ scores for a 7000 node single-hidden layer network with differ-
ent context windows in matched noise tests. The networks used an IRM target and were
trained with 10 hours of speech data.
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Figure 5.6: Average PESQ scores for the C-ELM and SGD-trained networks with different
training targets and datasets of various sizes in matched noise tests. All networks used a
single hidden layer with 7000 nodes and 3 frame input.
(IRM) target, and the size of the training datasets ranged from approximately 1 hour to
10 hours in length. As previous mentioned in Section [CITE], the ELMs used magnitude
spectral features while the SGD-networks used power spectral features. From the figure, it
can be seen that the C-ELM networks outperform the SGD-networks at all SNR levels on
the smaller 1 hour and 2.5 hour datasets. The relative performance of the SGD-networks,
particularly the SGD network with the log spectral target, SGD LFFT, improves beginning
with the 5 hour training dataset. Although C-ELM IRM performs better than SGD LFFT at
higher SNR levels of 5dB and above, SGD LFFT is margnially better at lower SNR levels.
The same trend in also seen with the 10 hour training dataset. Notably, the SGD-trained
network with the IRM target, SGD IRM, does not perform as well as C-ELM IRM with
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Figure 5.7: Average PESQ scores for the C-ELM and SGD-trained networks with different
training targets and datasets of various sizes in mismatched noise tests. All networks used
a single hidden layer with 7000 nodes and 3 frame input.
any of the training datasets.
The performance of the C-ELM and SGD-trained networks in mismatched noise tests is
shown in Figure 5.7. The performance trends with the smaller 1 hour and 2.5 hour datasets
are similar to those observed in the matched noise tests, however, this time, the perfor-
mance of the SGD LFFT network is about equivalent to that of the C-ELM IRM network
at the lower SNR levels. With 5 hours of training data, the SGD LFFT network begins to
outperform the C-ELM networks SNR levels of 10dB and below, and it outperforms the
C-ELM networks at all SNR levels with 10 hours of training data. Once again, the SGD
IRM network does not perform as well as the C-ELM IRM network with any of the training
datasets.
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The C-ELM can thus be seen to be particularly effective at learning from small datasets.
The performance of the C-ELM IRM, in particular, is notable when the closeness of the
average PESQ scores in Tables 5.4 and 5.5 is considered: the C-ELM IRM network trained
with just 1 hour of data performs almost as well as the SGD LFFT network trained with 10
hours data.
5.6 Conclusion
In this chapter, we examined the use of the canonical ELM (C-ELM) for speech enhance-
ment. Objective test results showed that the performance of the C-ELM with a spectral
target was superior to that of the ELM with a spectral target when training was carried out
with the smaller datasets; however, the performance of the ELM with the IRM target was
marginally superior to that of the C-ELM with the IRM target.
The performance of the C-ELM was also compared to the performance of a neural
network trained with stochastic gradient descent (SGD). The SGD-trained network was
better at utilizing the information provided by a large acoustic context window, particularly
at low SNR levels, while a single frame of acoustic context was optimal for the C-ELM.
In matched and mismatched noise tests, the C-ELM performed exceptionally well with a
small amount of training data. The C-ELM with the IRM target outperformed all the other
networks with just 1 hour
The C-ELM with the IRM target when trained with just 1 hour of data outperformed
the other networks that were examined, and its performance was almost equivalent to that
of the SGD-trained network that was trained with 10 hours of speech data.
66
CHAPTER 6
A NOISE PREDICTION AND TIME-DOMAIN SUBTRACTION APPROACH TO
DEEP NEURAL NETWORK BASED SPEECH ENHANCEMENT
This chapter introduces the noise prediction and time-domain subtraction approach to speech
enhancement using deep neural networks. The work presented in this chapter has been pub-
lished in the Proceedings of the 2017 International Conference On Machine Learning And
Applications [113].
6.1 Introduction
In this chapter, we begin a shift in focus from using the extreme learning machine to using
deep neural networks for speech enhancement. As mentioned in Section 2.1, DNN-based
speech enhancement systems can be grouped into three three broad paradigms, namely,
spectral mapping, T-F masking, and multitask learning approaches. One salient feature of
all the aforementioned approaches is that they utilize training targets based on the clean
speech features. For low-SNR speech signals, however, such approaches are known to pro-
duce degraded estimates in weak energy speech segments where it is extremely challenging
for the DNN to distinguish between speech and noise as the noisy speech is very similar to
the pure noise [38].
The poor performance in low-SNR leads us to investigate a different approach, speech
enhancement via noise prediction. This approach is motivated by two principal considera-
tions: first and foremost is improving the low-SNR performance of the speech enhancement
system. The rationale behind using a noise prediction approach to improve low-SNR per-
formance is that at 0dB SNR, the noise power is about equal to the signal power on average.
At still lower SNR values e.g. -5dB SNR or lower, it can be expected that several segments
of the noisy speech signal to be enhanced are dominated by noise. Hence, it can be intu-
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itively expected that at low SNR, it should be easier for the DNN to learn a mapping from
the noisy signal spectra to the noise spectra and accurately predict the noise spectra. For
higher-SNR signals, the noise is dominated by the speech signal, and noise prediction will
not distort the speech signal.
The second consideration is the effect of using the noisy phase during the reconstruction
of the enhanced speech signal. While the signal phase has been traditionally considered to
be unimportant [114], recent studies have challenged that notion and have shown perfor-
mance improvements from phase compensation and the use of oracle phase [115, 116]. For
lower-SNR speech signals, the phase of the noisy speech signal can be expected to be dom-
inated by the phase of the noise signal. Since we assume the noise is additive, the noisy
signal can be expressed as [117]
Y (ω) = S(ω) +D(ω)
= |S(ω)|ejφS(ω) + |D(ω)|ejφD(ω) (6.1)
= |Y (ω)|ejφY (ω)
where Y (ω),X(ω), andD(ω) are the complex spectral representations of the noisy speech,
clean speech, and additive noise respectively, and the noisy phase,
φY = tan
−1 |S| sinφS + |D| sinφD
|S| cosφS + |D| cosφD
(6.2)
where the frequency domain variable has been suppressed to simplify the notation. Modi-
fying (6.2), it is clear that
φY = tan
−1 |S|/|D| sinφS + sinφD
|S|/|D| cosφS + cosφD
≈ φD (6.3)
when |D|  |S|. Consequently, we investigate the performance of a time-domain noise
subtraction architecture in which the additive noise signal is reconstructed and the enhanced
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speech waveform is obtained by time-domain subtraction of the predicted additive noise
signal from the noisy speech signal.
The use of a noise prediction approach naturally raises a key question of how such a
system might generalize, particularly to unseen noise types. We investigate this question
by comparing the performance of the proposed noise prediction architectures to that of
conventional spectral mapping architectures. The rest of the chapter is organized as follows:
an overview of the proposed noise prediction systems is given in Section 6.2, experiments
are described in Section 6.3, results are presented in Section 6.4, and discussions follow in
Section 6.5. Conclusions are presented in Section 6.6.
6.2 System Overview
A block diagram of the proposed speech enhancement systems is shown in Figure 6.1.
Three variants of a noise prediction framework are investigated. The baseline noise pre-
diction system, which we term the time domain noise subtraction (TDS) system, is shown
in Figure 6.1(a). In the training phase of the TDS system, log magnitude spectral features
are extracted from the framed noisy speech and added noise signals. The noisy speech log
spectra are fed into the neural network and the network learns a mapping function between
the features of the noisy speech input and the spectral features of the added noise signal.
The network is trained by using the back-propagation algorithm to minimize a mean-
square error criterion. Network parameters are updated using mini-batch stochastic gradi-







where yi is the input to the network, Θ = {W,b}, represents the weights and biases in
the network, N̂i(yi,Θ) is the output of the network, Ni, the log magnitude spectrum of the




Figure 6.1: Block diagram of the proposed systems.
In the enhancement phase of the TDS system, log spectral features extracted from noisy
speech frames are fed into the trained network, and the network predicts the log spectrum
of the added noise in each frame. The predicted spectra are combined with the noisy
phase and a time-domain additive noise signal estimate is synthesized using the overlap-
add method [100]. A real-time system is implemented by using a separate overlap-add
buffer for the synthesis of the noisy signal frames. The noise-free speech signal estimates
are then obtained by subtracting the added noise estimate from the noisy speech signal as
shown in Figure 1(a).
The first variant of the baseline system includes a mask-based post processing module
and is also shown in Figure 6.1(a). The mask-based processing system (MBP) and the
70
baseline TDS system are identical in the training phase but differ in the enhancement phase.
In the MBP enhancement phase, the network predicts the noise spectrum estimate for each
frame in the same manner as is done in the baseline (TDS) system. The noise spectral
estimates are then used to compute a time-frequency (T-F) mask which is computed as:









where N̂2(t, ω) and Y 2(t, ω) represent the estimated noise and noisy speech signal power
spectral densities respectively.
The new post-processed noise spectral estimates are then obtained as
N̂pp(t, ω) = H(t, ω)X(t, ω), (6.6)
where X(t, ω) is the noisy speech complex spectrum. The enhanced speech signal is then
obtained using the same overlap-add method that was described for the TDS system. Some
remarks about the post-processing mask in (6.5) are in order. The mask is computed by
normalizing the estimated added noise signal power by the noisy signal power and enforc-
ing an upper bound of unity. The mask thus represents a probability or confidence that a
bin contains noise. The enforced upper bound also serves to prevent distortions that could
be caused by estimation errors.
The second variant of the noise prediction speech enhancement framework, the spec-
tral subtraction (SS) system, is shown in Figure 6.1(b). The SS system is also identical to
the TDS system in the training phase, and the neural network learns a mapping function
between the features of the noisy speech input and the features of the added noise signal.
In the enhancement phase, the network predicts the added noise log spectra from the noisy
speech log-spectral input features, the masking function, (6.5), is applied, and an estimate
of the noise-free speech spectrum is obtained by spectral subtraction. Any negative spec-
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tral values that result from the subtraction process are handled using a noise floor. The
noise-free speech spectrum estimates are combined with the noisy phase, and the enhanced
speech signal is then synthesized with the overlap-add method. The SS system thus allows
us to assess the effect of reconstructing the enhanced speech signal instead of the added
noise signal with the noisy phase and determine if there are any benefits from using the
time-domain subtraction procedure.
6.3 Experiments
Table 6.1: Description of noise types used in testing.
Noise Description Noise Description
n1 Crowd n6 Water
n2 Machine n7 Wind
n3 Alarm/Siren n8 Bell
n4 Traffic/Car n9 Cough
n5 Animal n10 Clap
All experiments were performed using recorded sentences from the IEEE Corpus [98]
included with the NOIZEUS database [8]. The corpus is comprised of 72 lists, each of
which contains 10 sentences. Our noise samples came from a database of 100 non-speech
sounds [99]. Both the noise-free speech and noise recordings were resampled to 8kHz.
The training datasets were comprised of sentences taken from lists 1 - 60, while testing
was done with the 50 sentences from lists 68 - 72.
Four training datasets were created by adding noise to the clean speech sentences. The
first two datasets, made for the conventional spectral mapping models, were created by
respectively adding 10 and 50 noise types to clean speech samples at six SNR levels ranging
from 20dB to -5dB in 5dB steps. These training sets were about 25 hours and 50 hours in
length respectively. Two similar datasets were created for training the noise prediction
models. The training sets were identical in length, but were created by added the noise at
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seven SNR levels ranging from 20dB to -10dB in 5dB steps instead. The additional SNR
level was added to increase the number of training samples with a strong representation of
the added noise signals.
The speech signals were divided into 32ms frames and spectral features extracted from
the clean speech, noisy speech, and from the added noise signals were used to create noisy
and noise-free speech, and noisy speech and added noise log spectral pairs. Fourier analysis
was performed using a Hamming window. The proposed noise prediction models used
log magnitude spectral features, while the conventional models used log power spectral
features following the common practice. Input features were normalized to have zero mean
and unit variance, while training targets were not normalized.
To allow the networks to take advantage of temporal information, each input vector
included adjacent time frames. Consequently, each input vector was constructed as
yi = [xi−l, . . . ,xi, . . . ,xi+l]. (6.7)
Five context frames, i.e. l = 5, for an input length of eleven frames, were used in training
and evaluation of the enhancement systems.
The conventional models included a network trained with only with noisy log-power
spectral inputs (LPS) and a noise-aware trained (NAT) model in which the input feature
vector was expanded by appending an estimate of the noise in each utterance [6, 19]. The
noise estimate, n̂i, was fixed for each utterance and was obtained by averaging the first five
frames of noisy speech log spectra as






The neural network models were all deep neural networks with three hidden layers,
each containing 2000 hidden nodes. The hidden layers of all the networks used the recti-
fied linear unit (ReLU) activation functions [107, 108], and the output layers were linear.
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Weights and biases of all the layers were initialized following the method of He et al.
[109], and the networks were trained using gradient descent with momentum. The initial
learning rate was set to 0.001 for the first 10 epochs, then decreased by 10% every subse-
quent 10 epochs, and the the momentum coefficient was set for 0.9. A mini-batch size of
128 samples was used, and the networks were trained for 50 epochs. All networks were
implemented and trained using the TensorFlow library [110].
Testing was done using both seen and unseen noise types. Ten noise types were used in
each of the testing scenarios. In the seen noise tests, each of the noise types used during the
enhancement or evaluation phase was one of the noise types used during the training phase.
Conversely, in unseen noise testing, each of the noise types used during the evaluation phase
had not been used during the training of the network. A description of the noise types is
given in Table 3.1.
Speech quality and intelligibility were objectively evaluated using the perceptual eval-
uation of speech quality (PESQ) [101] and short-time objective intelligibility (STOI) [118]
metrics respectively. PESQ scores range from -0.5 to 4.5 while STOI scores range from 0
to 1. These measures have been shown to have high correlation with subjective listening
tests [119, 120] .
6.4 Results
6.4.1 Evaluation in Seen Noise
The PESQ results for the different models are presented in Table 6.2. First examining the
results of the noise prediction (NP) models, the PESQ scores of the MBP and TDS models
show that the mask-based processing approach improves the quality of the enhanced speech
at all SNR levels. The greatest improvement, however, is seen at mid-range SNR input
levels. The PESQ scores also show that there is no perceptual difference between the MBP
and SS models, hence, there was no advantage gained by reconstructing the added noise
instead of the enhanced speech signal with the noisy phase.
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Table 6.2: Average PESQ scores for the conventional and proposed systems trained with
the 10-noise dataset in seen noise. The average over all SNR levels is denoted AVG. The
LPS and NAT models are collectively referred to as the speech prediction (SP) models,
and the TDS, MBP, and SS models are collectively referred to as the noise prediction (NP)
models.
SNR
Noisy LPS NAT TDS MBP SS
(dB)
20 3.027 3.837 3.824 3.774 3.874 3.874
15 2.701 3.720 3.710 3.558 3.709 3.709
10 2.380 3.576 3.566 3.315 3.493 3.493
5 2.072 3.404 3.395 3.066 3.242 3.242
0 1.791 3.200 3.192 2.817 2.964 2.964
-5 1.503 2.960 2.949 2.553 2.692 2.692
AVG. 2.246 3.449 3.439 3.180 3.329 3.329
Comparing the NP and speech prediction (SP) models, we see that the NP models rival
the performance of the SP models at the higher SNR levels, and even perform better at
the highest SNR level of 20dB, however, their relative performance rapidly declines as
the SNR reduces. The drop in performance begins at about 10dB SNR. The conventional
models perform better on average with LPS model exhibiting the best performance on the
10-noise dataset.
The STOI results presented in Table 6.3 show that post processing does not have much
effect on the intelligibility of the enhanced speech signal leading to the virtually identical
performance of the TDS, MBP, and SS models. A comparison of all models shows that the
NP models perform better than the SP models at 5dB SNR and greater. All the models have
virtually identical performance at 0dB SNR, and the SP models perform slightly better at
-5dB SNR. On average, the NP models perform better with the MBP and SS models having
the best performance.
The results for the training set with 50 noise types are shown in Table 6.4. The PESQ
and STOI scores of the NP models follow the same trends that were observed in Tables 6.2
and 6.3. A comparison of the PESQ scores of all the models shows a greater difference in
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Table 6.3: Average STOI scores for the conventional and proposed systems trained with
the 10-noise dataset in seen noise.
SNR
Noisy LPS NAT TDS MBP SS
(dB)
20 0.961 0.967 0.967 0.984 0.985 0.985
15 0.926 0.958 0.959 0.972 0.974 0.974
10 0.872 0.946 0.947 0.955 0.958 0.958
5 0.799 0.928 0.929 0.931 0.934 0.934
0 0.708 0.903 0.904 0.897 0.9000 0.900
-5 0.608 0.868 0.868 0.854 0.857 0.857
AVG. 0.812 0.928 0.929 0.932 0.934 0.934
Table 6.4: Average PESQ and STOI scores for the conventional and proposed systems
trained with the 50-noise dataset in seen noise.
SNR PESQ STOI
(dB) Noisy LPS NAT TDS MBP SS Noisy LPS NAT TDS MBP SS
20 3.027 3.416 3.506 3.605 3.705 3.705 0.961 0.931 0.937 0.980 0.981 0.981
15 2.701 3.313 3.394 3.349 3.488 3.488 0.926 0.923 0.928 0.965 0.968 0.968
10 2.380 3.193 3.265 3.079 3.234 3.234 0.872 0.911 0.916 0.941 0.947 0.947
5 2.072 3.052 3.114 2.812 2.961 2.961 0.799 0.893 0.897 0.907 0.916 0.916
0 1.791 2.878 2.932 2.540 2.679 2.679 0.708 0.867 0.872 0.860 0.872 0.872
-5 1.503 2.653 2.708 2.261 2.377 2.377 0.608 0.829 0.834 0.801 0.814 0.814
AVG. 2.246 3.084 3.153 2.941 3.074 3.074 0.812 0.892 0.897 0.909 0.916 0.916
performance at the extreme SNR levels with the MBP and SS models performing better at
higher SNR levels, and the LPS and NAT models performing better at lower SNR levels.
The average PESQ scores of all the models are closer than in Table 6.2, and the NAT model
has the best average performance. There is also greater difference in the STOI scores of
the models, with the NP models performing better at the higher SNR levels and on average
over all SNR levels. These results suggest that the NP models are better at enhancing the
intelligibility of speech in seen noise types.
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Table 6.5: Average PESQ scores for the conventional and proposed systems trained with
the 10-noise dataset in unseen noise.
SNR
Noisy LPS NAT TDS MBP SS
(dB)
20 3.182 3.425 3.362 3.214 3.237 3.237
15 2.875 3.153 3.110 2.914 2.944 2.944
10 2.569 2.876 2.845 2.610 2.645 2.645
5 2.288 2.593 2.571 2.318 2.351 2.351
0 2.036 2.312 2.300 2.050 2.079 2.079
-5 1.779 2.031 2.031 1.796 1.817 1.817
AVG. 2.455 2.732 2.703 2.484 2.512 2.512
Table 6.6: Average STOI scores for the conventional and proposed systems trained with
the 10-noise dataset in unseen noise.
SNR
Noisy LPS NAT TDS MBP SS
(dB)
20 0.958 0.958 0.957 0.956 0.959 0.959
15 0.925 0.940 0.938 0.924 0.928 0.928
10 0.876 0.908 0.904 0.875 0.880 0.880
5 0.813 0.858 0.854 0.808 0.816 0.816
0 0.736 0.789 0.786 0.727 0.737 0.737
-5 0.650 0.703 0.701 0.636 0.648 0.648
AVG. 0.826 0.859 0.857 0.821 0.828 0.828
6.4.2 Evaluation in Unseen Noise
The PESQ results in unseen noise for the dataset with 10 noise types are presented in
Table 6.5. A comparison of the NP models shows that the PESQ scores of the NP models,
unlike with the seen noise tests, are much closer, and there not as much benefit from post
processing. The SP models perform better at all SNR levels and can be seen to have a clear
performance advantage in unseen noise.
The STOI results in unseen noise for the dataset with ten noise types are presented in
Table 6.6. Once again, all the NP models have virtually identical performance. The NP
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Table 6.7: Average PESQ scores for the conventional and proposed systems trained with
the 50-noise dataset in unseen noise.
SNR PESQ STOI
(dB) Noisy LPS NAT TDS MBP SS Noisy LPS NAT TDS MBP SS
20 3.182 3.376 3.426 3.252 3.275 3.275 0.958 0.930 0.935 0.964 0.965 0.965
15 2.875 3.216 3.242 2.953 2.987 2.987 0.925 0.920 0.922 0.934 0.935 0.935
10 2.569 3.013 3.020 2.652 2.690 2.690 0.876 0.900 0.900 0.888 0.890 0.890
5 2.288 2.763 2.760 2.357 2.393 2.393 0.813 0.864 0.862 0.824 0.828 0.828
0 2.036 2.473 2.475 2.082 2.111 2.111 0.736 0.806 0.804 0.745 0.750 0.750
-5 1.779 2.173 2.182 1.813 1.837 1.837 0.650 0.726 0.727 0.654 0.662 0.662
AVG. 2.455 2.836 2.851 2.518 2.549 2.549 0.826 0.858 0.858 0.835 0.838 0.838
and SP models have similar performance at 20dB SNR, but the SP models show superior
performance as SNR levels reduce.
The results for the training set with 50 noise types are presented in Table 6.7. The re-
sults of the NP models show the same trends in performance that were observed in Tables
6.5 and 6.6. The PESQ scores show that the SP models perform better than the NP models
in enhancing the quality of speech at all SNR levels. Although the SP models are supe-
rior in enhancing the quality in unseen noise, the NP models, interestingly, show superior
intelligibility performance at higher SNR levels. All models have virtually identical STOI
scores at 10dB SNR, and the SP models outperform the NP models at lower SNR and are
on average slightly better than the NP models.
6.5 Discussion
The NP models were proposed to improve on the low-SNR performance of neural network-
based speech enhancement systems, however, when compared to the conventional SP mod-
els, they produced high quality speech at high-SNR levels, and performed poorly at low-
SNR levels. They also performed well on intelligibility test metrics even in unseen noise
conditions where they performed poorly on quality metrics. The reasons for these obser-
vations are not yet entirely clear and are being actively researched, however, we can offer
78
some insights.
The SP models predict the speech spectrum, and estimation errors could result in either
attenuation or amplification distortions of the speech spectrum. Furthermore, severe am-
plification distortions of the speech signal spectrum have been shown to adversely affect
speech intelligibility [10]. The NP models, on the other hand, predict the noise spectrum,
and estimation errors could either result in the loss of some of the speech spectral compo-
nents or in the presence of residual noise in the enhanced speech signal. The spectrograms
in Figure 6.2 show that high SNR, the MBP model successfully removes the added noise,
and appears to remove more of the added noise than the NAT model. The spectrogram of
the MBP model in Figure 6.3, on the other hand, shows some areas where there is some
loss of formant structure and others with more residual noise than can be seen in the NAT
spectrogram in the same figure. Our informal listening tests confirmed that the lower-SNR
speech samples, such as those at 0dB or -5dB average SNR, enhanced by the NAT model
had a tendency to be garbled, while the speech produced by the MBP model was not gar-
bled but had more residual noise. The NP models thus have a tendency to under-estimate
the added noise for lower-SNR speech samples, and this can be explained by the fact that
there is greater variation in the training targets of these models since the training target, i.e
the added noise, is SNR-dependent. The SP models, on the hand, have a fixed target (the
clean speech spectrum) that is not SNR-dependent.
The difference in training targets is also very likely responsible for the poor perfor-
mance of the NP models relative to the SP models in unseen noise. The NP models
are likely to be more susceptible to prediction errors when the unseen noise tested dif-
fers markedly from any of the noise types in the training set and means to overcome this
limitation would be further investigated.
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Figure 6.2: Example spectrograms of an utterance in seen crowd noise at 20dB. From upper
left clockwise, noisy signal, clean signal, MBP enhanced, and NAT enhanced.
6.6 Conclusion
In this chapter we proposed an approach to speech enhancement based on noise predic-
tion. A baseline system, the time-domain noise subtraction system, and two variations
of the baseline system were implemented and compared to conventional spectral mapping
models. The proposed systems outperformed the conventional systems on speech qual-
ity metrics at high-SNR levels in seen noise tests, but under-performed them at low-SNR
levels and in unseen noise tests. They also exhibited strong performance on intelligibility
metrics at high-SNR levels in both seen and unseen noise tests. The results show that there
is a need to better understand and improve the performance of the noise prediction models.
In particular, the use of different training targets and additional features for improving the
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Figure 6.3: Example spectrograms of an utterance in seen crowd noise at 5dB. From upper
left clockwise, noisy signal, clean signal, MBP enhanced, and NAT enhanced.
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robustness of the noise prediction models in both low-SNR environments and in unseen
noise conditions need to be investigated.
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CHAPTER 7
A STUDY OF TRAINING TARGETS FOR DEEP NEURAL NETWORK-BASED
SPEECH ENHANCEMENT USING NOISE PREDICTION
This chapter presents a study of different neural network training targets for the noise pre-
diction and time-domain subtraction approach to speech enhancement introduced in the
previous chapter. The work presented in this chapter has been published in the 2018 IEEE
International Conference on Acoustics, Speech and Signal Processing [121].
7.1 Introduction
In the previous chapter, we proposed noise-prediction and time-domain subtraction frame-
work as an alternate approach to DNN-based speech enhancement. The rationale behind
the use of the noise prediction approach was that learning a mapping between noisy speech
input and added noise target features should be easier than learning a mapping between
noisy speech input and the clean speech target features when the noise dominates the speech
signal. The unexpected and somewhat contradictory performance of this approach, exhibit-
ing stronger performance enhancing high-SNR signals than enhancing low-SNR signals, as
well as the poor performance in unseen noise, indicated that the use of more robust features
would be beneficial.
In this chapter, we evaluate the performance of different training targets for DNN
speech enhancement based on noise prediction. Three training targets are examined, and
their performance is compared to that of a DNN trained with a conventional clean speech
target. The spectral mapping framework commonly referred to as noise-aware training
(NAT) [6, 19] is used for this comparison. The rest of the paper is organized as follows: an
overview of the proposed noise prediction systems is given in Section 7.2, experiments are




Figure 7.1: Block diagram of the proposed systems.
A block diagram of the proposed speech enhancement systems is shown in Figure 7.1.
In the training phase, input-output feature pairs are extracted from the framed noisy speech
and added noise signals respectively. Log magnitude spectral features are used as input
features. Three training targets, namely, log spectral magnitude (LogFFT), Fourier magni-
tude spectrum mask (FFT-MASK), and a target which we introduce, the noise ratio mask
(NRM), are evaluated.
1. Log Magnitude Spectrum
The magnitude of the short-time Fourier transform (STFT) spectrum of the noise is the
natural choice for a training target in order to reconstruct the added noise. The STFT mag-
nitude spectrum has a wide dynamic range, hence it is log compressed to reduce dynamic
range and ease the DNN training process.
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2. Fourier Magnitude Spectrum Mask
In conventional (speech prediction) spectral mapping models, the magnitude of the log
spectral target is independent of the SNR of the noisy input signal since the target is the
clean speech spectrum. The log spectral noise target, however, varies with SNR since the
energy of the added noise depends on the SNR of the noisy input signal. The variation
in the training target can be reduced by normalizing the magnitude spectrum of the added
noise with that of the noisy speech signal. This gives the magnitude spectrum mask which
is defined as:




where MFFT (t, ω) is the mask, and N(t, ω) and X(t, ω) are the spectral magnitudes of
the added-noise and noisy speech signals respectively. FFT-MASK is unbounded above,
hence we enforced an upper bound to allow for more consistent training of the DNN. An
upper bound of 3 was chosen by examining the distribution of a large random sample of
the frequency bins.
3. Noise Ratio Mask








where N2(t, ω) and S2(t, ω) represent the added-noise and speech signal power spectral
densities respectively. The NRM is a bounded target with the range of [0,1], and can be
seen to be equivalent to the frequency domain square-root Wiener filter if the speech and
additive noise are assumed to be uncorrelated, and the noise is considered as the desired
signal.
The network is trained by using the back-propagation algorithm to minimize a mean-
square error criterion. Network parameters are updated using mini-batch stochastic gradi-
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where yi is the input to the network, Θ = {W,b}, represents the weights and biases in the
network, T̂i(yi,Θ) is the output of the network, Ti is the desired training target, λ is the
regularization coefficient, and N is the mini-batch size.
In the enhancement phase, log spectral features extracted from noisy speech frames are
fed into the trained network, and the network computes an estimate of the desired training
target vector. For the log spectral target, LogFFT, a post-processing step follows [113,
122]. The magnitude spectrum estimates are used to compute a time-frequency (T-F) mask
which is computed as:









where N̂2(t, ω) and X2(t, ω) represent the estimated noise and noisy speech signal power
spectral densities respectively. The mask, (7.4), is computed by normalizing the estimated
added-noise signal power by the noisy signal power and enforcing an upper bound of unity.
The mask thus represents a probability or confidence that a bin contains noise. The enforced
upper bound also serves to prevent distortions that could be caused by estimation errors.
The new post-processed noise spectral estimates are then obtained as:
N̂pp(t, ω) = H(t, ω)X(t, ω), (7.5)
where X(t, ω) is the noisy speech magnitude spectrum.
For the FFT-MASK and NRM targets, the noise spectral estimates are obtained by
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multiplying the predicted mask by the magnitude spectrum of the noisy speech as:
N̂(t, ω) = M̂TF (t, ω)X(t, ω) (7.6)
where MTF represents either the FFT-MASK or NRM targets. The predicted spectra are
combined with the noisy phase, and a time-domain additive noise signal estimate is syn-
thesized using the overlap-add method [100]. A real-time system is implemented by using
a separate overlap-add buffer for the synthesis of the noisy signal frames. The noise-free
speech signal estimates are then obtained by subtracting the added-noise signal estimate
from the noisy speech signal as shown in Figure 7.1.
7.3 Experiments
Table 7.1: Description of noise types used in testing.
Noise Description Noise Description
n1 Crowd n6 Water
n2 Machine n7 Wind
n3 Alarm/Siren n8 Bell
n4 Traffic/Car n9 Cough
n5 Animal n10 Clap
All experiments were performed using recorded sentences from the IEEE Corpus [98]
included with the NOIZEUS database [8]. The corpus is comprised of 72 lists, each of
which contains 10 sentences. Our noise samples came from a database of 100 non-speech
sounds [99]. Both the noise-free speech and noise recordings were resampled to 8kHz.
The training datasets were comprised of sentences taken from lists 1 - 60, while testing
was done with the 50 sentences from lists 68 - 72.
Four training datasets were created by adding noise to the clean speech sentences. The
first three datasets, which include those made for the NAT, FFT-MASK, and NRM models,
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were created by adding 50 noise types to the chosen clean speech samples at six SNR levels
ranging from 20dB to -5dB in 5dB steps. The length of each dataset was about 50 hours. A
similar-length training dataset was also created for the log magnitude spectral target. This
dataset was, however, created by added the noise at seven SNR levels ranging from 20dB
to -10dB in 5dB steps instead. The additional SNR level was added to increase the number
of training samples that had a strong representation of the added-noise signals.
The speech signals were divided into 32ms frames and spectral features extracted from
the clean speech, noisy speech, and from the added-noise signals were used to create input-
output pairs for training the networks. Fourier analysis was performed using a Hamming
window. The proposed noise prediction models used log magnitude spectral input fea-
tures and targets as described in section 7.2, while the NAT model used log power spectral
features following the common practice.
To allow the networks to take advantage of temporal information, each input vector
included adjacent time frames. Consequently, each input vector was constructed as
yi = [xi−l, . . . ,xi, . . . ,xi+l]. (7.7)
Five context frames, i.e. l = 5, for a total input length of eleven frames, were used in the
training and evaluation of the enhancement systems.
The spectral input vectors for the NAT model were created by appending an estimate of
the noise in each utterance to the noisy signal spectral input (7.7). The noise estimate, n̂i,
was fixed for each utterance and was obtained by averaging the first five frames of noisy
speech log spectra as






The neural network models were all deep networks with three hidden layers, each con-
taining 2000 hidden nodes. The hidden layers of all the networks used the rectified linear
unit (ReLU) activation functions [107, 108], and the output layers were linear. Weights
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and biases of all the layers were initialized following the method of He et al. [109], and
the networks were trained using gradient descent with momentum. The initial learning rate
was set to 0.001 for the first 10 epochs, and then decreased by 10% every subsequent 10
epochs. The value of the regularization coefficient was set to 0.0001, and the the momen-
tum coefficient was 0.9. A mini-batch size of 128 samples was used, and the networks were
trained for 50 epochs. All networks were implemented and trained using the TensorFlow
library [110].
Testing was done using both seen and unseen noise types. Ten noise types were used in
each of the testing scenarios. In the seen noise tests, each of the noise types used during the
enhancement or evaluation phase was one of the noise types used during the training phase.
Conversely, in unseen noise testing, each of the noise types used during the evaluation phase
had not been used during the training of the network. A description of the noise types is
given in Table 7.1.
Speech quality and intelligibility were once again objectively evaluated using the per-
ceptual evaluation of speech quality (PESQ) [101] and short-time objective intelligibility
(STOI) [118] metrics respectively. PESQ scores range from -0.5 to 4.5 while STOI scores
range from 0 to 1. These measures have been shown to have high correlation with subjec-
tive listening tests [119, 120].
7.4 Results
7.4.1 Evaluation in Seen Noise
The average PESQ scores for all the models in seen noise conditions are shown in Table
7.2. The LogFFT and FFT-MASK models are similar in performance, but FFT-MASK
has a slight edge when average SNR is above 5dB, and LogFFT has a slight advantage
otherwise. The overall average scores for both methods are basically equivalent. The NRM
performs better than both LogFFT and FFT-MASK at all SNR levels and is the best of the
noise prediction models in enhancing speech quality.
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The average STOI scores for all the models in seen noise conditions are shown in Table
7.3. LogFFT performs better than FFT-MASK at all input SNR levels and has a average
STOI score that is about 1.5% higher. The difference in performance between these two
training targets also increases as SNR reduces. The LogFFT model also performs slightly
better than the NRM model, however, with an average STOI difference that is always less
than 1% , the difference can be seen to be insignificant. Considering both the PESQ and
STOI scores, the NRM model performs best in seen noise conditions, followed by the
LogFFT and then the FFT-MASK models.
Table 7.2: Average PESQ scores for the different training targets and the noise aware train-
ing (NAT) models in seen noise conditions. The average over all SNR levels is denoted
AVG.
SNR
Noisy NAT LogFFT FFT-MASK NRM
(dB)
20 3.027 3.506 3.686 3.720 3.765
15 2.701 3.394 3.481 3.511 3.590
10 2.380 3.265 3.240 3.258 3.380
5 2.072 3.114 2.982 2.975 3.134
0 1.791 2.932 2.708 2.665 2.845
-5 1.503 2.708 2.409 2.327 2.513
AVG. 2.246 3.153 3.084 3.076 3.205
Table 7.3: Average STOI scores for the proposed and NAT systems in seen noise conditions.
SNR
Noisy NAT LogFFT FFT-MASK NRM
(dB)
20 0.961 0.937 0.981 0.974 0.977
15 0.926 0.928 0.968 0.958 0.962
10 0.872 0.916 0.947 0.934 0.941
5 0.799 0.897 0.917 0.899 0.910
0 0.708 0.872 0.874 0.851 0.868
-5 0.608 0.834 0.817 0.787 0.808
AVG. 0.812 0.897 0.917 0.901 0.911
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7.4.2 Evaluation in Unseen Noise
The average PESQ scores for all the models in unseen noise conditions are presented in
Table 7.4. Unlike in seen noise conditions, FFT-MASK performs better than LogFFT at
all SNR values and is consequently better on average. The NRM model is once again
better than both the FFT-MASK and LogFFT models and is the best of the noise prediction
models in enhancing speech quality.
The average STOI scores for all the models in unseen noise are shown in Table 7.5.
FFT-MASK performs slightly better than LogFFT, but the average STOI difference is in-
significant. The NRM model outperforms both the FFT-MASK and LogFFT models with
a difference of about 2% in the average STOI scores.
Considering the performance of all the noise prediction models in both seen and noise
noise conditions, the NRM model preforms best, followed by the FFT-MASK, and lastly,
the LogFFT models. The two normalized models, NRM and FFT-MASK, perform markedly
better than LogFFT in unseen noise conditions. This could be because their training tar-
gets are related to both the added-noise and the noisy signal spectra, and the noisy signal
spectrum, in effect, constrains the value of the target. In unseen noise conditions, the con-
straining effect remains and the targets generalize better. This is not the case with LogFFT,
and it is therefore more susceptible to prediction errors in unseen noise conditions.
7.4.3 Comparison of Speech and Noise Prediction Models
The PESQ scores in Table 7.2 show that the noise-prediction models perform comparatively
well at higher SNR values, and in seen noise conditions. The NRM model outperforms the
NAT model at all SNR values above 0dB, however, the NAT model performs better at the
lower SNR values. The difference between the PESQ scores of the NAT and noise models
as SNR decreases is worse for the LogFFT and FFT-MASK models than it is for the NRM
model. The likely reason for the observed drop in performance with SNR is that the training
targets of the noise prediction models are SNR dependent. As such, the DNN might tend
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Table 7.4: Average PESQ scores for the proposed and NAT systems in unseen noise condi-
tions.
SNR
Noisy NAT LogFFT FFT-MASK NRM
(dB)
20 3.182 3.426 3.292 3.413 3.530
15 2.875 3.242 3.007 3.134 3.266
10 2.569 3.020 2.715 2.842 2.976
5 2.288 2.760 2.420 2.538 2.664
0 2.036 2.475 2.137 2.233 2.345
-5 1.779 2.182 1.865 1.942 2.032
AVG. 2.455 2.851 2.573 2.684 2.802
Table 7.5: Average STOI scores for the proposed and NAT systems in unseen noise condi-
tions.
SNR
Noisy NAT LogFFT FFT-MASK NRM
(dB)
20 0.958 0.935 0.965 0.965 0.970
15 0.925 0.922 0.937 0.939 0.949
10 0.876 0.900 0.893 0.899 0.915
5 0.813 0.862 0.832 0.842 0.863
0 0.736 0.804 0.755 0.767 0.793
-5 0.650 0.727 0.666 0.677 0.706
AVG. 0.826 0.858 0.841 0.848 0.866
to average over these targets leading to under-estimation of the noise in low-SNR signals.
Our informal listening tests confirmed that the low-SNR speech signals enhanced by the
noise prediction models had more residual noise than those enhanced by the NAT model.
The STOI scores in Table 7.3 show that that the noise prediction models also perform
well in enhancing intelligibility in seen noise conditions. The LogFFT model outperforms
the NAT model at all SNR values except -5dB, and both the LogFFT and NRM models
outperform the NAT model by about 2% on average.
The PESQ scores in Table 7.4 show that the NRM model performs slightly better than
the NAT model above 10dB SNR in unseen noise conditions. 10dB SNR marks an in-
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flection point at which the NAT model becomes increasingly better than the NRM model
as SNR decreases, and the NAT model performs slightly better than the NRM model on
average. The STOI scores in Table 7.5 show the NRM model performs better than the
NAT model above 0dB SNR, but the performance margin reduces as SNR decreases. The
average STOI score of the NRM model is about 1% better than that of the NAT model.
The noise models can thus be seen to perform comparatively well to the NAT model
in enhancing speech quality at higher average SNR values and in enhancing intelligibility
even when the latter is not accompanied by corresponding quality enhancement. The most
likely reason for this observation lies in how target estimation errors differently affect both
model types. Estimation errors in the NAT model could either attenuate or amplify por-
tions of the speech signal spectrum and cause attending distortions in the enhanced speech.
Amplification distortions of the enhanced speech spectrum have been shown to adversely
affect the speech intelligibility [10]. Estimation errors could similarly affect the estimated
noise spectrum, however, these are more likely to occur in noise-dominant speech segments
and do not affect the enhanced speech spectrum. Our informal listening tests showed that
while the lower-SNR signal enhanced by the NAT model tended to be garbled, this was not
the case with the noise models.
7.5 Conclusion
A study of DNN training targets for noise prediction was conducted. Objective test results
showed the noise models were particularly effective in enhancing the intelligibility of noisy
speech signals. The mask-based noise targets, which inherently include a normalization
factor, performed better than the spectral noise target in unseen noise conditions. The noise
ratio mask was the best all-round noise target. It outperformed the NAT model in seen




IMPROVING THE ROBUSTNESS OF NOISE PREDICTION MODELS WITH
NOISE-AWARE TRAINING
8.1 Introduction
In this chapter we investigate the use of noise-aware training as a technique for increasing
the robustness of the noise predictions models that have been developed in the previous
two chapters. Noise-aware training (NAT) is a method of incorporating environmental
information into the DNN-training process. It is done by augmenting the training features
with an estimate of the noise in the utterance from which the features are derived. The
method was introduced in the speech recognition literature [6], but it has also been applied
in DNN-based speech enhancement [19, 123].
Two NAT methods, namely static and dynamic NAT, have been proposed for speech
enhancement. Static NAT uses a fixed estimate of the noise, typically obtained from the first
speech-free frames of an utterance, for all the speech frames obtained from the utterance. It
is a direct adaptation of the NAT method as it was used in the training of a DNN-based ASR
system, with the end goal of making the system more noise robust [6]. Static NAT, however,
relies on the assumption that the noise is stationary over the duration of the utterance. While
this may be a reasonable assumption in speech recognition where the utterances are short,
single frames, of the order of milliseconds, representing a distinct sound or phoneme, it is
not the case in speech enhancement where the goal is to suppress noise over long periods of
several seconds or even minutes. Dynamic NAT, on the other hand, uses an estimate of the
noise that is specific to each frame of speech obtained from an utterance. It is, therefore,
more compatible with speech enhancement, however, it requires a means of estimating the
noise present in each frame. In prior work by Y. Xu et al. [123], noise estimates were
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obtained using an MMSE-based noise estimation algorithm or by computing a mask from
the output of a DNN. The published results showed that the performance of the MMSE-
based dynamic NAT system was inferior to the static NAT system, and the DNN-based
system was superior to the static NAT system. Although the DNN-based system proved to
be superior, the computation of the mask involved manually determining a threshold that
defined speech and noise regions. In contrast, the noise ratio mask, defined in the previous
chapter, learns such a T-F mask from the data and can be readily applied to dynamic noise
estimation. Consequently, we investigate using a noise prediction network for dynamic
noise estimation.
The noise-prediction architecture introduced in Chapter 6 performed well at high SNR
levels but performed poorly at low SNR levels. It was conjectured that a reason for this
observation is that the noise prediction models, unlike speech prediction models, have an
SNR-dependent training target, and this causes an under-estimation of the noise present
in the utterance. The model also performed poorly in unseen noise conditions. Although
the performance of the noise prediction architecture was markedly improved by the use
of more suitable training targets in the last chapter, a comparison of the noise and speech
prediction models showed that there was still room for further improvement both in low
SNR and unseen noise conditions. There are thus two driving factors behind the use of
noise-aware training: firstly, the appended noise estimate could provide information on the
level of noise present in the utterance and thus prevent under-estimation. Secondly, the
noise estimate could act as a type of “noise signature” that would be useful in unseen noise
conditions. The rest of the chapter is organized as follows: in the next section, we describe
the static and dynamic NAT approaches that were investigated. Experiments are described




8.2.1 Static Noise-aware Training
Static noise-aware training (NAT) has been previously described in Section 7.3 in the pro-
cess of describing the speech prediction model, i.e., the NAT model that was used for
performance comparisons. The static noise-aware noise prediction models follow the same
paradigm, hence the noise estimate is obtained as






where xk represents a speech frame. The first five frames, i.e., K = 5, of each utterance
were averaged to produce the noise estimate. The networks were once again allowed to
take advantage of temporal information by including adjacent time frames. Consequently,
each input vector was constructed as
yi = [xi−l, . . . ,xi, . . . ,xi+l, n̂i]. (8.2)
8.2.2 Dynamic Noise-aware Training
A block diagram of the NAT noise prediction system is shown in Figure 8.1. During the
training phase, each DNN input is augmented with an oracle noise estimate computed from
the features. Two variations of the system were investigated: in the first variation, the noise








was computed for the current frame and used to augment the noisy speech (log magnitude
spectral) features. In the second variation of the system, the log magnitude spectrum of the
added noise in the current frame is used to augment the noisy features.
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Figure 8.1: Block diagram of the NAT noise prediction system.
The network is trained by using the back-propagation algorithm to minimize a mean-
square error criterion. Network parameters are updated using mini-batch stochastic gradi-










where yi is the input to the network, Θ = {W,b}, represents the weights and biases in the
network, T̂i(yi,Θ) is the output of the network, Ti is the desired training target, λ is the
regularization coefficient, and N is the mini-batch size.
In the enhancement phase, the oracle noise information is no longer available and the
appended noise features must, therefore, be estimated. Another DNN, a noise estimation
DNN provides these estimates. A well-trained noise DNN with a noise ratio mask (NRM)
target was used as the noise estimation DNN. For the first variation of the dynamic NAT
97
system, the output of the noise estimation DNN, which is an estimate of the value of the
noise ratio mask, was appended to the noisy speech input features. The composite vec-
tor then became the input to the second DNN, the noise target estimation DNN. For the
second variation of the dynamic NAT system, the noise estimation DNN was used to com-
pute an estimate of the added noise magnitude spectrum. The noise spectral features were
computed as
N̂(t, ω) = N̂RMTF (t, ω)X(t, ω) (8.5)
where N̂RMTF (t, ω) represent the output of the noise estimation DNN, andX(t, ω) repre-
sents the magnitude spectrum of the noisy speech. The output of the noise target estimation
DNN is then used to enhance noisy speech spectra as was described in Section 7.2.
8.3 Experiments
Table 8.1: Description of noise types used in testing.
Noise Description Noise Description
n1 Crowd n6 Water
n2 Machine n7 Wind
n3 Alarm/Siren n8 Bell
n4 Traffic/Car n9 Cough
n5 Animal n10 Clap
All experiments were performed using recorded sentences from the IEEE Corpus [98]
included with the NOIZEUS database [8]. The corpus is comprised of 72 lists, each of
which contains 10 sentences. Our noise samples came from a database of 100 non-speech
sounds [99]. Both the noise-free speech and noise recordings were resampled to 8kHz.
The training datasets were comprised of sentences taken from lists 1 - 60, while testing
was done with the 50 sentences from lists 68 - 72.
Training datasets with a length of about 100 hours were created by adding 50 noise
types to the chosen clean speech samples at different SNR levels. The datasets for the
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FFT-MASK, and NRM models were once again created using six SNR levels ranging from
20dB to -5dB in 5dB steps, while the dataset for the log magnitude spectral target was
created using seven SNR levels ranging from 20dB to -10dB in 5dB steps.
The speech signals were divided into 32ms frames with 50% overlap, and spectral fea-
tures extracted from the clean speech, noisy speech, and from the added-noise signals were
used to create input-output pairs for training the networks. Fourier analysis was performed
using a Hamming window. It should be noted that while the network inputs were changed
in order to facilitate noise-aware training, the training targets remained the same. A com-
plete description of the noise targets was provided in Section 7.2.
All the neural network models were all deep networks with three hidden layers, each
containing 2000 hidden nodes. The hidden layers of all the networks used the rectified lin-
ear unit (ReLU) activation functions [107, 108], and the output layers were linear. Weights
and biases of all the layers were initialized following the method of He et al. [109], and
the networks were trained using gradient descent with momentum. The initial learning rate
was set to 0.001 for the first 10 epochs, and then decreased by 10% every subsequent 10
epochs. The value of the regularization coefficient was set to 0.0001, and the the momen-
tum coefficient was 0.9. A mini-batch size of 128 samples was used, and the networks were
trained for 50 epochs. All networks were implemented and trained using the TensorFlow
library [110].
Testing was done using both seen and unseen noise types. Ten noise types were used in
each of the testing scenarios. In the seen noise tests, each of the noise types used during the
enhancement or evaluation phase was one of the noise types used during the training phase.
Conversely, in unseen noise testing, each of the noise types used during the evaluation phase
had not been used during the training of the network. A description of the noise types is
given in Table 8.1.
Speech quality and intelligibility were once again objectively evaluated using the per-
ceptual evaluation of speech quality (PESQ) [101] and short-time objective intelligibility
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(STOI) [118] metrics respectively. PESQ scores range from -0.5 to 4.5 while STOI scores
range from 0 to 1. These measures have been shown to have high correlation with subjec-
tive listening tests [119, 120] .
8.4 Results and Discussion
8.4.1 Static NAT Evaluation
Table 8.2: Average PESQ scores for the different training targets and the static noise-aware









(dB) LogFFT FFT-MASK NRM
20 2.994 3.707 3.748 3.755 3.788 3.818 3.860
15 2.668 3.511 3.567 3.549 3.592 3.650 3.688
10 2.347 3.275 3.338 3.295 3.346 3.446 3.474
5 2.043 3.016 3.076 3.007 3.066 3.201 3.212
0 1.766 2.734 2.789 2.690 2.758 2.912 2.898
-5 1.459 2.427 2.472 2.342 2.418 2.581 2.540
AVG. 2.213 3.112 3.116 3.106 3.161 3.268 3.279
Table 8.3: Average STOI scores for the different training targets and the static noise-aware









(dB) LogFFT FFT-MASK NRM
20 0.958 0.981 0.982 0.975 0.977 0.977 0.979
15 0.921 0.968 0.970 0.959 0.962 0.963 0.966
10 0.866 0.948 0.951 0.935 0.939 0.942 0.945
5 0.790 0.918 0.923 0.901 0.907 0.913 0.916
0 0.698 0.876 0.883 0.855 0.862 0.871 0.874
-5 0.597 0.818 0.828 0.791 0.801 0.812 0.815
AVG. 0.805 0.918 0.923 0.903 0.908 0.913 0.916
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The PESQ results for the static NAT systems in seen noise are presented in Table 8.2.
A small, but insignificant, increase in the PESQ scores at all SNR levels is obtained by the
use of static NAT in both the LogFFT and FFT-MASK models. A similar increase can be
seen at all SNR levels except 0dB and -5dB in the NRM model. On average, FFT-MASK
saw the greatest improvement, while LogFFT saw the least improvement.
The STOI results for the static NAT systems in seen noise are presented in Table 8.3.
There is also a small, but insignificant, increase in the the STOI scores at all SNR levels
for all the models. On average, LogFFT and FFT-MASK had the most improvement, while
NRM had the least improvement.
Table 8.4: Average PESQ scores for the different training targets and the static noise-aware









(dB) LogFFT FFT-MASK NRM
20 3.150 3.257 3.240 3.380 3.303 3.502 3.449
15 2.843 2.973 2.952 3.098 3.017 3.227 3.165
10 2.539 2.679 2.653 2.805 2.728 2.936 2.867
5 2.260 2.384 2.353 2.502 2.432 2.628 2.558
0 1.754 2.103 2.068 2.196 2.137 2.317 2.248
-5 1.459 1.828 1.798 1.905 1.858 2.017 1.945
AVG. 2.426 2.537 2.511 2.648 2.579 2.771 2.705
The PESQ results for the static NAT systems in unseen noise are presented in Table
8.4. This time, a small, but insignificant, decrease in the PESQ scores at all SNR levels
is obtained by the use of static NAT in all models. On average, the LogFFT scores had
the least decline, while the FFT-MASK and NRM scores had a greater, and about equal,
decline.
The STOI results for the static NAT systems in unseen noise are presented in Table
8.5. There is a similar small, but insignificant, decrease in the the STOI scores at all SNR
levels for all the models. On average, NRM had the least decline, while the LogFFT and
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Table 8.5: Average STOI scores for the different training targets and the static noise-aware









(dB) LogFFT FFT-MASK NRM
20 0.958 0.963 0.961 0.964 0.962 0.970 0.970
15 0.921 0.932 0.929 0.936 0.933 0.947 0.946
10 0.866 0.886 0.882 0.893 0.887 0.911 0.907
5 0.790 0.823 0.816 0.833 0.824 0.858 0.852
0 0.698 0.745 0.734 0.755 0.744 0.787 0.780
-5 0.597 0.655 0.641 0.664 0.651 0.700 0.692
AVG. 0.805 0.834 0.827 0.841 0.834 0.862 0.858
FFT-MASK models had a greater, and about equal, decline.
The results in Tables 8.2 - 8.5 show that no tangible benefit is obtained by using static
NAT with the noise prediction models. While there is a small increase in the objective met-
ric scores in seen noise, this benefit is offset by the similar decrease in the objective metric
scores in unseen noise. In addition, the change in scores is too small to be perceptually
significant. As such, the changes do not justify the additional complexity that would be
brought on by using static NAT.
8.4.2 Dynamic NAT Evaluation
In order to facilitate the discussion of the performance of the different systems, we intro-
duce the following nomenclature: the dynamic NAT systems that use the NRM as a noise
estimate, i.e., the Raw NRM Output columns in Tables 8.6 - 8.9, will be referred to with the
prefix “raw”, whereas those that use an estimate of the added noise magnitude spectrum,
i.e., the NRM-based Magnitude Spectrum columns in Tables 8.6 - 8.9, will be discussed
using the prefix “MS (Magnitude Spectrum)”.
The PESQ results for the dynamic NAT systems in seen noise are presented in Table
8.6. The scores of the NRM-FMSK model are uniformly lower than those of the baseline
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FFT-MASK (FMSK) model at all SNR levels. The difference is slight, with an average
difference of 0.05 over all SNR levels. In contrast, the the PESQ scores of MS-FMSK
are slightly better than the baseline FMSK model with an average difference of 0.08 in
the PESQ scores. The two dynamic NAT NRM models, on the other hand, are virtually
identical to the baseline NRM model. The average PESQ score of the raw-NRM system
is identical to that of the baseline system, NRM, and the average score of the MS-NRM
system is lower by 0.01.
Table 8.6: Average PESQ scores for the different training targets and the dynamic noise-
aware training (NAT) models in seen noise conditions. FFT-MASK is denoted as FMSK,
and the average over all SNR levels is denoted AVG.
SNR
Noisy FMSK NRM
Raw NRM Output NRM-based Magnitude Spectrum
DNAT- Oracle DNAT- Oracle DNAT- Oracle DNAT- Oracle
(dB) FMSK FMSK NRM NRM FMSK FMSK NRM NRM
20 2.994 3.755 3.818 3.705 3.972 3.818 4.099 3.792 4.069 3.815 4.061
15 2.668 3.549 3.650 3.486 3.770 3.651 3.975 3.612 3.921 3.644 3.917
10 2.347 3.295 3.446 3.230 3.512 3.447 3.830 3.379 3.730 3.433 3.738
5 2.043 3.007 3.201 2.948 3.217 3.202 3.667 3.100 3.470 3.182 3.515
0 1.766 2.690 2.912 2.644 2.910 2.911 3.477 2.788 3.163 2.896 3.248
-5 1.459 2.342 2.581 2.309 2.592 2.580 3.247 2.440 2.844 2.577 2.948
AVG. 2.213 3.106 3.268 3.054 3.329 3.268 3.716 3.185 3.533 3.258 3.571
The STOI results for the dynamic NAT systems in seen noise are presented in Table 8.7.
The scores of the raw-FMSK model are slightly better than those of the baseline model at
the higher SNR levels of 10dB and above, but are slightly lower at SNR levels below 10dB.
The average difference of 0.003 is not significant. The scores of the MS-FMSK system, on
the other hand are slightly better than those of the baseline NRM model at all SNR levels,
however, the average difference of 0.003 is also small and not significant.
The PESQ results for the dynamic NAT systems in unseen noise are presented in Table
8.8. In contrast to the performance of the systems in seen noise evaluations, there are more
significant differences in the performance of the baseline and dynamic NAT systems in
unseen noise. The scores of the raw-FMSK model are slightly higher than those of the
baseline FMSK model at all SNR levels and by 0.07 on average. The scores of the MS-
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Table 8.7: Average STOI scores for the different training targets and the dynamic noise-
aware training (NAT) models in seen noise conditions. FFT-MASK is denoted as FMSK,
and the average over all SNR levels is denoted AVG.
SNR
Noisy FMSK NRM
Raw NRM Output NRM-based Magnitude Spectrum
DNAT- Oracle DNAT- Oracle DNAT- Oracle DNAT- Oracle
(dB) FMSK FMSK NRM NRM FMSK FMSK NRM NRM
20 0.958 0.975 0.977 0.976 0.986 0.977 0.987 0.974 0.988 0.969 0.985
15 0.921 0.959 0.963 0.960 0.976 0.963 0.979 0.960 0.980 0.955 0.976
10 0.866 0.935 0.942 0.936 0.959 0.942 0.966 0.938 0.966 0.935 0.961
5 0.790 0.901 0.913 0.900 0.933 0.912 0.948 0.907 0.945 0.906 0.941
0 0.698 0.855 0.871 0.848 0.894 0.871 0.924 0.861 0.915 0.867 0.914
-5 0.597 0.791 0.812 0.779 0.841 0.811 0.894 0.794 0.869 0.811 0.877
AVG. 0.805 0.903 0.913 0.900 0.932 0.913 0.950 0.906 0.944 0.907 0.942
FMSK model are also higher than than those of the baseline FMSK model. The difference
is more significant: there is a difference of at least 0.1 in the scores at each SNR level, and
a difference of about 0.12 on average.
The performance of the raw-NRM model, on the other hand, is virtually identical to
that of the baseline NRM model with an average PESQ difference of 0.004, however, the
performance of the MS-NRM model is significantly better than that of the baseline NRM
model. The average PESQ difference is about 0.09, and the difference in PESQ scores
increases at lower SNR levels, which is desirable.
Table 8.8: Average PESQ scores for the different training targets and the dynamic noise-
aware training (NAT) models in unseen noise conditions. FFT-MASK is denoted as FMSK,
and the average over all SNR levels is denoted AVG.
SNR
Noisy FMSK NRM
Raw NRM Output NRM-based Magnitude Spectrum
DNAT- Oracle DNAT- Oracle DNAT- Oracle DNAT- Oracle
(dB) FMSK FMSK NRM NRM FMSK FMSK NRM NRM
20 3.150 3.380 3.502 3.442 3.941 3.503 4.120 3.487 4.100 3.565 4.062
15 2.843 3.098 3.227 3.163 3.723 3.229 4.008 3.212 3.966 3.309 3.909
10 2.539 2.805 2.936 2.876 3.448 2.938 3.874 2.923 3.782 3.026 3.713
5 2.260 2.502 2.628 2.574 3.145 2.632 3.713 2.620 3.535 2.723 3.467
0 1.754 2.196 2.317 2.271 2.837 2.321 3.516 2.314 3.241 2.414 3.185
-5 1.459 1.905 2.017 1.985 2.526 2.023 3.278 2.015 2.923 2.113 2.889
AVG. 2.426 2.648 2.771 2.719 3.270 2.775 3.751 2.762 3.591 2.858 3.538
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The STOI results for the dynamic NAT systems in unseen noise are presented in Ta-
ble 8.9. The performance of the baseline FMSK and NRM models is better than that of
their corresponding dynamic NAT models. The scores of the baseline FMSK model are
higher than those of the raw-FMSK model at all SNR levels and by about 0.05 on average.
Similarly, the scores of the baseline FMSK model are higher than those of the MS-FMSK
model by about 0.04 on average, and at all SNR levels. The baseline NRM model also out-
performs both the raw-NRM and MS-NRM models at all SNR levels, and the difference in
scores averaged over all SNR levels is about 0.05 in both cases.
Table 8.9: Average STOI scores for the different training targets and the dynamic noise-
aware training (NAT) models in unseen noise conditions. FFT-MASK is denoted as FMSK,
and the average over all SNR levels is denoted AVG.
SNR
Noisy FMSK NRM
Raw NRM Output NRM-based Magnitude Spectrum
DNAT- Oracle DNAT- Oracle DNAT- Oracle DNAT- Oracle
(dB) FMSK FMSK NRM NRM FMSK FMSK NRM NRM
20 0.958 0.975 0.977 0.967 0.985 0.970 0.987 0.967 0.987 0.964 0.984
15 0.921 0.959 0.963 0.943 0.972 0.947 0.978 0.944 0.978 0.944 0.974
10 0.866 0.935 0.942 0.904 0.951 0.911 0.964 0.908 0.964 0.911 0.958
5 0.790 0.901 0.913 0.849 0.919 0.858 0.946 0.854 0.942 0.862 0.935
0 0.698 0.855 0.871 0.776 0.876 0.787 0.922 0.783 0.910 0.795 0.904
-5 0.597 0.791 0.812 0.687 0.822 0.701 0.893 0.696 0.865 0.713 0.865
AVG. 0.805 0.903 0.913 0.854 0.921 0.862 0.948 0.859 0.941 0.865 0.937
Tables 8.6 - 8.9 also show the performance of oracle models. The objective metric
scores of the oracle models shows how the given model would have performed if the added
noise signal spectrum was known. As such, these scores establish the upper limits on the
performance of each of the trained system models. An examination of the oracle FMSK
models in Table 8.6 shows that the performance of oracle MS-FMSK is better than that
of oracle raw-FMSK, a performance difference that shows up in the actual or real models.
Similarly, oracle MS-FMSK outperforms oracle raw-FMSK in Table 8.7, and the real MS-
FMSK model was better than the baseline model while the real raw-FMSK was worse than
the baseline system. Similar results can be observed in Tables 8.8 and 8.9 suggesting that
the NRM is the better choice for implementing dynamic NAT when the FFT-MASK is the
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training target.
A comparison of the NRM oracle systems in Table 8.6 is also interesting. Although
oracle raw-NRM outperforms oracle MS-NRM, there is little difference in the real systems.
In particular, oracle raw-NRM can be seen to be increasingly better than oracle MS-NRM
at the lower SNR levels. A similar observation can be made from the performance in
unseen noise, Table 8.8. This discrepancy might be related to the fact that the added noise
representation used to augment the features in the raw-NRM systems is equivalent to the
training target, the NRM (7.2). It also shows, however, that log magnitude spectral (MS)
features of the added noise are a fairly robust choice for dynamic NAT when the NRM
is the training target. The performance of the oracle NRM models in Tables 8.8 and 8.9
corroborate this claim. It can be seen the MS-NRM performs better that raw-NRM on both
the PESQ and STOI metrics even though the reverse is the case with the oracle models.
Overall, the choice between the baseline and dynamic NAT models is more nuanced.
One factor that should affect the choice of a model is the environment in which the model
is to be deployed. If there is some knowledge of the type of interference to be encountered
and the model can be trained with those noise types, the baseline models are a suitable
choice. If there is no knowledge of the interference, on the other hand, the dynamic NAT
models should be considered for their superior performance in unseen noise conditions.
Another factor that could affect the choice of a model is the amount of latency than can be
tolerated. The dynamic NAT models would have higher latency as the noisy input features
have to be processed by two neural networks, whereas, the noisy input features are only
processed by a single neural network in the baseline models.
8.5 Conclusion
In this chapter, we investigated noise-aware training approaches for noise prediction DNN
models. The driving force behind the use of noise-aware training was the need to further
improve the performance of the models in unseen noise and in low SNR environments.
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Static and dynamic NAT approaches were implemented and their performance was eval-
uated in seen and unseen noise conditions. The static NAT models under-performed their
corresponding baseline models and proved to be unsuitable. The performance of the dy-
namic NAT models, on the hand, was about identical to that of the baseline models in seen
noise conditions, but better than that of the baseline in enhancing speech quality in unseen
noise conditions. Augmenting the input features with the noise ratio mask features was the
better choice for FFT-MASK training targets, while using log magnitude spectral features
was the better choice for the NRM target.
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CHAPTER 9
A MASK-BASED POST PROCESSING APPROACH FOR IMPROVING THE
QUALITY AND INTELLIGIBILITY OF DEEP NEURAL NETWORK
ENHANCED SPEECH
This chapter presents a method for the post-processing of deep neural network (DNN)
enhanced speech. The work presented in this chapter has been published in the Proceedings
of the 2017 International Conference On Machine Learning And Applications [122].
9.1 Introduction
In the previous chapters, we studied different techniques to enhance speech with neural
networks. In this chapter, we shift focus to another task, namely, the post-processing of the
enhanced speech. While there has been an intense focus on neural network-based speech
enhancement and several works have been published, there has been far less interest on the
development and use of post processing techniques with neural networks. One reason for
this development might be that such techniques are deemed unnecessary with data-driven
models where no assumptions are made about the relationships between the speech and
noise signals. Post processing techniques were commonly used with MMSE algorithms
restore distortions introduced by overly-aggressive noise suppression rules. Techniques
like harmonic generation [124, 125] and codebook-based processing [126] were shown to
restore over-attenuated portions of the speech spectrum and improve the quality of Wiener
filtered speech.
Recently, the DNN training procedure, which typically includes mean and variance
normalization, was shown to result in an over-smoothed spectrum, and global variance
equalization was proposed as a method to improve the quality of the enhanced speech
[127]. Similarly, a mask-based post-processing method was shown to improve both the
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Figure 9.1: A block diagram of the baseline and proposed systems.
quality and intelligibility of DNN enhanced speech [128]. These works show that the use
of post processing techniques with DNNs can be beneficial.
In this chapter, we present a post-processing method for DNN enhanced speech. The
technique is a mask-based approach in which a time-frequency (T-F) weighting computed
from the output of a well-trained neural network that predicts noise-free speech spectra
from noisy input spectra is used to suppress T-F units that are dominated by noise sources
[129]. The method is also simple, and does not require an expansion of the input or feature
vectors, or further training, as it uses only the spectral estimates of the DNN. A series
of experiments is presented to compare the performance of the proposed method with a
baseline system under matched and mismatched noise conditions, and statistical analyses
of the results are presented. The rest of the chapter is organized as follows: the baseline
and proposed systems are described in Section 9.2, experiments are described in Section
9.3, results are presented in Section 9.4, discussions follow in Section 9.5, and conclusions
are presented in Section 9.6.
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9.2 System Overview
A block diagram of the baseline neural network system enhancement system along with
the proposed modification is shown in Figure 9.1. Both systems use an identical training
phase, but differ in the implementation of the enhancement phase. In the training phase,
noisy and noise-free input-output log-spectra pairs are extracted from the framed training
samples and used in training the neural network. The noisy log-spectra are fed into the
neural network and the network learns a non-linear map between the noisy input and the
noise-free output log-spectra.
The network is trained using the back-propagation algorithm to minimize a mean-
square error criterion. Network parameters are updated using mini-batch stochastic gra-







where yi is the input to the network, Θ = {W,b}, represents the weights and biases in the
network, Ŝi(yi,Θ) is the output of the network, Si, the noise-free spectrum, is the desired
target, and N is the mini-batch size.
In the enhancement phase of the baseline system, features extracted from noisy speech
frames are fed into the trained network, and the network generates its best estimate of the
corresponding noise-free spectra. The noise-free spectral estimates are combined with the
noisy phase and the enhanced speech is synthesized using the overlap-add method [100].
In the proposed system, the network computes the noise-free spectral estimate in the same
manner as in the baseline system. The noise-free spectral estimate is then used to compute
a T-F mask. The mask is computed as










where Ŝ2(t, ω) represents the estimated signal power spectrum, and X2(t, ω) represents
the noisy signal power spectrum. The new post-processed noise-free spectral estimates are
then obtained as
Ŝpp(t, ω) = H(t, ω)X(t, ω) (9.3)
whereX(t, ω) is the noisy speech complex spectrum. The overlap-add method is then used
to reconstruct the enhanced speech waveform.
The T-F mask is computed by normalizing the estimated signal power by the noisy
signal power and enforcing an upper bound. The mask thus represents a probability or
confidence that a bin contains speech. The gain-limiting is important in reducing distortions
caused by estimation errors and would be further discussed in Section 9.5.
9.3 Experiments
Table 9.1: Description of noise types used in testing.
Noise Description Noise Description
n1 Crowd n6 Water
n2 Machine n7 Wind
n3 Alarm/Siren n8 Bell
n4 Traffic/Car n9 Cough
n5 Animal n10 Clap
All experiments were performed using recorded sentences from the IEEE Corpus [98]
included with the NOIZEUS database [8]. The corpus is comprised of 72 lists, each of
which contains 10 sentences. Our noise samples came from a database of 100 non-speech
sounds [99]. Both the noise free speech and noise recordings were resampled to 8kHz. The
training dataset was comprised of sentences from lists 1 - 40, while testing was done with
the 50 sentences from lists 68 - 72. Noisy utterances were created by adding 30 types of
noise to each of the sentences at six SNR levels ranging from 20dB to -5dB in 5dB steps.
This produced a training set of about 50 hours in length
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Log power spectral features were extracted from the noisy and noise-free speech sig-
nals The speech signals were divided into 32ms frames. Fourier analysis was performed
using a Hamming window. Input features were normalized to have zero mean and unit
variance, while training targets were not normalized. To allow the networks to take advan-
tage of temporal information, each input vector included adjacent time frames. The input
feature vector was further expanded by supplying information about the noise present in
each utterance. This method, which has proved beneficial in both speech enhancement and
recognition, has been termed noise-aware training [6, 19]. Consequently, each input vector
was constructed as
yi = [xi−l, . . . ,xi, . . . ,xi+l, n̂i] (9.4)
The noise estimate, n̂i, was fixed for each utterance and obtained by averaging over the
first few frames of noisy log-spectra.






Input frames with values of l ∈ {0, 5}, which respectively represent no temporal context
and five context frames, for an input length of eleven frames not including the noise esti-
mate, were utilized in training and evaluation, and the noise estimates were obtained from
the first five frames of each noisy utterance.
Three network topologies were trained and evaluated. The first, NN1, was a single
hidden layer network with 6000 hidden nodes. The second and third, NN2 and NN3, were
deep networks with two and three hidden layers respectively, each containing 2000 hidden
nodes. These are respectively networks with increasing regression capability [19]. The
hidden layers of all the networks used the rectified linear unit (ReLU) activation function
[107, 108], and the output layers were linear. Weights and biases of all the layers were
initialized following the method of He et al. [109], and the networks were trained using
gradient descent with momentum. The initial learning rate was set to 0.001 for the first
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10 epochs, then decreased by 10% every subsequent 10 epochs, and the the momentum
coefficient was set for 0.9. A mini-batch size of 128 samples was used. The single hidden-
layer network was trained for 30 epochs, while the deep networks were trained for 50
epochs. All networks were implemented and trained using the TensorFlow library [110].
Testing was done using both matched and mismatched noise types. Ten noise types
were used in each of the testing scenarios. In matched noise tests, each of the noise types
used during the enhancement or evaluation phase was one of the noise types used during the
training phase. Conversely, in mismatched noise testing, each of the noise types used during
the evaluation phase had not been previously seen by the neural network. A description of
the noise types, which include several non-stationary noises, is listed in Table 9.1.
Speech quality and intelligibility were objectively evaluated using the perceptual eval-
uation of speech quality (PESQ) [101] and short-time objective intelligibility (STOI) [118]
metrics respectively. PESQ scores range from -0.5 to 4.5 while STOI scores range from 0
to 1. These measures have been shown to have high correlation with subjective listening
tests [119, 120] .
Statistical analyses of the results were carried out in order to determine if there were
statistically significant differences between the objective metric scores of the baseline and
proposed systems. This analysis included the one-way Analysis of Variance (ANOVA) and
Tukey’s HSD (honest significant difference) tests [130, 131]. The one-way ANOVA test
was used to determine whether any of the mean metrics scores were significantly differ-
ent, and the Tukey HSD test was used as a post-hoc test to determine which of particular
means were significantly different. The Tukey HSD test is suitable here as it does not lose
significance when multiple comparisons are performed [130].
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9.4 Results
9.4.1 Evaluation in Matched Noise
The PESQ results for the different models are presented in Table 9.2. The use of the T-F
mask for post processing mask clearly improves the performance of each of the baseline
DNN models. The shallow network, NN1, has the largest performance boost, while NN2
and NN3 have smaller gains in performance. In addition, there is greater improvement at
higher SNR values than at lower SNR values. There is, however, improvement at all SNR
values.
The STOI results presented in Table 9.3 also show improvement of the post-processed
models over the baseline models. At the highest SNR level of 20dB, the baseline models
fail to improve the intelligibility of the input signal even though there are improvements
in speech quality. The use of T-F mask for post processing, however, increases both the
quality and intelligibility. As observed with the PESQ scores, there are greater performance
improvements at the higher SNR values, however, the reduction in performance with SNR
is not as pronounced as with the PESQ scores. Overall, PP2 provides the best performance.
Table 9.2: Average PESQ scores for the baseline and proposed systems in matched noise.
NNx represent a network with x hidden layers and PPx is the corresponding version of the
proposed system. The average over all SNR levels is denoted AVG.
SNR
Noisy NN1 PP1 NN2 PP2 NN3 PP3
(dB)
20 3.03 3.53 3.74 3.72 3.84 3.70 3.79
15 2.70 3.44 3.60 3.61 3.70 3.58 3.65
10 2.38 3.32 3.43 3.47 3.53 3.44 3.50
5 2.07 3.15 3.23 3.30 3.34 3.29 3.32
0 1.79 2.94 3.00 3.09 3.12 3.10 3.12
-5 1.50 2.67 2.72 2.84 2.85 2.87 2.88
AVG 2.25 3.18 3.29 3.34 3.40 3.33 3.38
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Table 9.3: Average STOI scores for the baseline and proposed systems in matched noise.
SNR
Noisy NN1 PP1 NN2 PP2 NN3 PP3
(dB)
20 0.96 0.92 0.96 0.96 0.98 0.96 0.97
15 0.93 0.91 0.95 0.95 0.97 0.95 0.96
10 0.87 0.90 0.94 0.94 0.95 0.94 0.95
5 0.80 0.88 0.91 0.92 0.93 0.92 0.93
0 0.71 0.85 0.88 0.89 0.90 0.89 0.90
-5 0.61 0.80 0.83 0.85 0.86 0.86 0.86
AVG 0.81 0.88 0.91 0.92 0.93 0.92 0.93
9.4.2 Evaluation in Mismatched Noise
Table 9.4: Average PESQ scores for the baseline and proposed systems in mismatched
noise.
SNR
Noisy NN1 PP1 NN2 PP2 NN3 PP3
(dB)
20 3.18 3.35 3.52 3.46 3.53 3.48 3.54
15 2.87 3.18 3.28 3.25 3.29 3.26 3.30
10 2.57 2.96 3.02 3.00 3.02 3.02 3.04
5 2.29 2.70 2.73 2.73 2.74 2.76 2.77
0 2.04 2.41 2.43 2.45 2.45 2.48 2.49
-5 1.78 2.11 2.12 2.15 2.15 2.20 2.20
AVG 2.45 2.79 2.85 2.84 2.87 2.87 2.89
The PESQ results for the different models in mismatched noise are presented in Table
9.4. The results follow similar trends to the results in matched noise shown in Table 9.2.
One noticeable difference, however, is that at mid and high input SNR, each of the pro-
posed, i.e. PP models is equivalent or better in performance than the corresponding deeper
baseline model. For example, PP1 is better than NN2, and PP2 is better than NN3.
The STOI results for the different models in mismatched noise are presented in Table
9.5. It can be observed that the PP models are always outperform their corresponding
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Table 9.5: Average STOI scores for the baseline and proposed systems in mismatched
noise.
SNR
Noisy NN1 PP1 NN2 PP2 NN3 PP3
(dB)
20 0.96 0.90 0.96 0.95 0.97 0.95 0.97
15 0.92 0.89 0.94 0.94 0.95 0.94 0.95
10 0.88 0.86 0.91 0.91 0.92 0.91 0.92
5 0.81 0.82 0.86 0.86 0.88 0.87 0.88
0 0.74 0.76 0.79 0.80 0.81 0.81 0.82
-5 0.65 0.68 0.71 0.72 0.73 0.73 0.73
AVG 0.83 0.82 0.86 0.86 0.88 0.87 0.88
baseline models. It can also be observed that while even the deep baseline models slightly
impair the intelligibility of the noisy signal that the highest SNR level, the deep PP models
improve the intelligibility at all SNR levels. In addition, PP1 performs as well or better
than NN2 at mid and high SNR, and PP2 outperforms NN3 at all input SNR levels. Hence,
we can say that the use of post processing mask produces a “gain” of one hidden layer.
Overall, PP3 performs the best in mismatched noise.
9.4.3 Statistical Comparison of Models
We obtained p-values of 7.62 × 10−134 and 0 when the one-way ANOVA procedure was
carried out on the matched noise PESQ and STOI results respectively. Similarly, p-values
of 1.422 × 10−10 and 1.59 × 10−132 were obtained when the one-way ANOVA procedure
was carried out on the mismatched noise PESQ and STOI results respectively. The small
p-values indicates that we can reject the null hypothesis that all the models have the same
efficacy in enhancing speech. A subset of the matched noise model comparisons using the
Tukey HSD test is shown in Table 9.6. The table shows the models being compared in
each row, the difference of means, ∆µ = µNNi − µPPi , and the p-value of the test statistic.
From the small p-values, it can be inferred that the difference between the models is statis-
tically significant [130]. Consequently, it can be concluded that using the post-processing
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method improves both the quality and intelligibility of enhanced speech in matched noise
conditions.
Table 9.6: Statistical comparison of the objective metric scores for the baseline and pro-
posed models in matched noise.
Models
PESQ STOI
∆µ p-Value ∆µ p-Value
NN1 PP1 -0.109 2.07 ×10−8 -0.036 2.07 ×10−8
NN2 PP2 -0.056 2.07 ×10−8 -0.015 2.07 ×10−8
NN3 PP3 -0.047 3.32 ×10−5 -0.013 2.07 ×10−8
Table 9.7: Statistical comparison of the objective metric scores for the baseline and pro-
posed models in mismatched noise.
Models
PESQ STOI
∆µ p-Value ∆µ p-Value
NN1 PP1 -0.065 2.63 ×10−4 -0.042 2.07 ×10−8
NN2 PP2 -0.025 0.560 -0.014 5.32 ×10−8
NN3 PP3 -0.020 0.795 -0.011 4.02 ×10−4
A subset of the mismatched noise model comparisons is shown in Table 9.7. The p-
values of the PESQ results show that the difference between models NN1 and PP1 is statis-
tically significant, but the differences between NN2 and PP2 and NN3 and PP3 are not. The
small p-values of the STOI results, on the other hand, show that the difference between the
models is statistically significant. Consequently, it can be concluded that using the post-
processing method always improves the intelligibility of enhanced speech in mismatched
noise conditions.
9.5 Discussion
To investigate the impact of post-processing, we examine the level of distortion in the
magnitude spectrum of the enhanced speech. Two types of distortion, attenuation and
amplification, are of concern. Attenuation distortions resulting in a loss of speech spectral
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Figure 9.2: Magnitude spectrum bin distribution for the baseline and proposed systems.
components, and amplification distortions resulting in undesirable audible artifacts would
both adversely affect speech quality. In addition, severe amplification distortions could
adversely affect intelligibility as these were shown to be related to the signal-to-residual
spectrum ratio which is highly correlated with speech intelligibility [10]. We examine four
regions of distortion:
Region 1 (R1) In this region, Ŝ(k) < 0.5S(k), representing severe attenuation of more
than 6dB SNR i.e. SNRENH(k) < SNR(k)−6.02dB, where SNRENH(k) and SNR(k)
represent the enhanced and true signal SNR respectively.
Region 2 (R2) In this region, 0.5S(k) ≤ Ŝ(k) < S(k), representing milder attenuation.
Region 3 (R3) In this region, S(k) ≤ Ŝ(k) < 2S(k), representing milder amplification.
Region 4 (R4) In this region, Ŝ(k) > 2S(k), representing severe amplification distortion
of more than 6dB SNR.
The percentage distribution of spectral bins in these four regions for enhanced speech
obtained with both the baseline and proposed systems, NN3 and PP3, in mismatched noise
118
is shown in Figure 9.2. The displayed results were obtained using all the bins in the entire
test sample with non-zero magnitude.
The baseline system is characterized with increased Region 4 distortion at lower SNR
values. The mask-based post processing tends to reduce the Region 3 and Region 4 dis-
tortion while increasing the Region 1 and Region 2 distortion. The increase in Region 1
distortion is slight, occurring in only about 0.7% of the bins on average. In addition, there
is a greater reduction in Region 4 distortions at higher SNR values. This suggests that the
post processing reduces the presence of spurious spectral peaks or artifacts at the cost of
a tendency to slightly over-attenuate parts of the speech spectrum. However, this trade-off
is known to improve intelligibility [10] and can be inferred to improve perceived speech
quality.
9.6 Conclusion
In this chapter, we proposed a post processing approach for DNN-based speech enhance-
ment systems. The method is simple, does not require additional training or expansion
of the feature or target vectors, and can be viewed as a mask-based approach in which
a noisy speech signal is processed by a time-frequency (T-F) weighting derived from the
noise-free spectral estimate of a DNN. Objective test results from experimental evaluations
in matched and mismatched noise conditions showed that the proposed approach always
resulted in improved speech quality and intelligibility, and it always outperformed a cor-
responding baseline system without post processing. Further analysis of the objective test
scores showed that the speech quality and intelligibility improvements in matched noise,
and the intelligibility improvements in mismatched noise were statistically significant.
A comparison of enhanced speech samples from the baseline systems and the proposed
systems showed that post processing reduced the incidence of severe amplification dis-
tortion but also slightly increased the incidence of over-attenuation. As such, a trade-off
between amplification and attenuation distortions to be directly connected to the observed
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This concluding chapter summarizes the main findings and contributions of this disserta-
tion. First, the contributions are enumerated and discussed, and then suggestions for further
work are given.
10.1 Contributions
In this dissertation, we studied certain aspects of the development of an efficient neural
network-based speech enhancement system. The main findings and contributions are as
follows:
In Chapter 3, we developed a framework for speech enhancement using the extreme
learning machine (ELM). We showed for a spectral mapping ELM that a min-max normal-
ization scheme, in which input features are normalized to the range [-1,1], produced the
lowest prediction error. We also showed that there was no benefit from regularizing the
weights in the multi-output regression model used for ELM-based speech enhancement.
We showed that the use of temporal context was beneficial; however, only a single context
frame, i.e., a total input length of three frames, was optimal. We then showed that the use of
larger networks and larger training datasets increased the quality of the enhanced speech,
and the spectral mapping ELM surpassed the optimally-modified log spectral amplitude
(OM-LSA) estimator with as little as 5 hours of training data in matched noise, and 10
hours of training data in mismatched or unseen noise.
In addition, we studied a T-F mask-based ELM framework and showed the observa-
tions from employing temporal context were not contradictory: in the ELM enhancement
framework, the size of the network must be increased as the number of context frames is
increased in order to take advantage of the increased contextual information. Finally, we
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showed the T-F mask-based ELM framework was superior. Its performance was consistent
over a wide range of training data sizes, and it outperformed the OM-LSA algorithm in
matched and mismatched noise with just 1 hour of training data.
In Chapter 4, we developed two approaches to increase the prediction accuracy of the
batch ELM in multivariate regression tasks. These algorithms, just like the ELM, do not
require iterative tuning of the weights in the network, or repeated processing of the training
dataset. We then showed that these algorithms were always more accurate that the original
ELM algorithm in evaluations on a synthetic dataset and multiple real-world datasets.
Chapter 5 brought together and completed our study of the ELM for speech enhance-
ment. One of the improved ELM algorithms, the canonical ELM, was used for speech
enhancement, and its performance and that of the original ELM algorithm were compared
using objective performance metrics. We then compared the performance of the canonical
ELM to that of neural networks trained conventionally with the back propagation algo-
rithm.
In Chapter 6, we developed noise a noise prediction and time-domain subtraction ap-
proach to speech enhancement. First, we developed an extension of the overlap-add pro-
cedure to allow for real-time synthesis of enhanced speech from the DNN’s estimates of
the noise spectral magnitude. We then developed a variation of the noise prediction ar-
chitecture that estimated the magnitude spectrum of the noise-free speech using spectral
subtraction. We compared the performance of the time-domain and spectral subtraction
approaches and showed there was no perceptual difference between these two models. As
such, no advantage was gained by reconstructing the noise instead of the enhanced speech
with the noisy phase. We then showed the noise prediction system outperformed a conven-
tional speech prediction system on speech quality metrics at high SNR levels in seen noise
tests, but under-performed the same system at low SNR levels, and in unseen noise tests.
In addition, we showed that the noise prediction systems exhibited strong performance on
intelligibility metrics at high SNR levels in both seen and unseen noise tests.
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In Chapter 7, we further developed the noise prediction and time-domain subtraction
approach to speech enhancement by studying the performance of three different training
targets. We introduced a new training target, the noise ratio mask (NRM), which is equiv-
alent to square-root Wiener filter if the additive noise and speech are assumed to be un-
correlated, and the noise is considered the desired signal. We then showed that in the
noise prediction architecture, the mask-based targets were superior to the spectral target.
The NRM, in particular, was the best training target. It outperformed a benchmark speech
prediction model, the noise-aware trained model, in improving speech quality and intelli-
gibility in seen noise conditions, and in improving intelligibility in unseen noise, but was
slightly worse in enhancing speech quality than the NAT model at lower SNR values.
We continued our development of the noise prediction architecture in Chapter 8 by
examining the use of noise-aware training (NAT) strategies as a means of improving the
robustness of the noise prediction networks. We showed that while the static NAT models
were marginally better than their corresponding baseline models in seen noise types, they
under-performed the same baseline models in unseen noise types and were, therefore, un-
suitable. We then showed that a noise prediction network could be used to provide noise
estimates in implementations of dynamic NAT strategies. In particular, we cascaded noise
prediction networks and showed that the performance of the FFT-MASK model could be
improved by augmenting its input features with the output of a network with an NRM
target. We also showed the performance of the NRM model could be improved by aug-
menting its input features with magnitude spectral features derived from the output of a
network with an NRM target.
In Chapter 9, we presented an analysis of a post processing approach for improving the
quality and intelligibility of DNN enhanced speech. We had earlier applied this method in
the development of the noise prediction architecture in Chapter 6 and Chapter 7 and now ap-
plied it to conventional speech prediction networks. We showed that the proposed approach
always resulted in improved speech quality and intelligibility, and it always outperformed
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a corresponding baseline system without post processing. Furthermore, the speech quality
and intelligibility improvements in matched noise, and the intelligibility improvements in
mismatched noise were statistically significant.
10.2 Suggestions for Future Work
In this dissertation, we studied the use of the extreme learning machine for the large scale
task of speech enhancement and developed a a noise prediction and time-domain subtrac-
tion approach speech enhancement. Since both of these approaches are seminal, there are
several extensions that naturally follow. We discuss some of these in the section.
• Evaluation of other ELM networks
In this dissertation, we used the ELM algorithm to train single hidden layer net-
works; however, the results in Chapter 3 showed the benefits of larger networks, with
more degrees of freedom, especially when using adjacent frames to provide tempo-
ral context. Deep networks, that are able to learn multiple layers of abstraction [33],
have been shown to be more effective on several learning tasks including speech
enhancement [19, 132]. An evaluation of deep ELM models such as the multilayer
ELM [133], hierarchical ELM [75], and the deep representations learning ELM [134]
should therefore be performed, as these models could prove to more effective than
the single hidden layer model that was studied. The use of deep models could also
allow the use of a smaller number of hidden layer nodes which would reduce train-
ing time. Another ELM model worth investigating is the fully complex ELM [135].
This ELM model could allow for the representation of both the magnitude and phase
of the noisy and noise-free speech, and could, therefore, prove effective in speech
enhancement.
• Further development of a multivariate extreme learning machine
Two different approaches, the canonical ELM and the two-stage ELM, were shown
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to improve the prediction accuracy of the ELM on multivariate datasets. The al-
gorithmic approach of the canonical ELM could be combined with the data-driven
approach of the two-stage ELM such that the two-stage ELM is trained using maxi-
mally correlated data. In addition, the use of non-random techniques to shape input
weights [136], or the use of restricted Boltzmann machines to determine the input
weights [137] should be investigated as a means to further improve the performance
of the canonical ELM. Lastly, the two-stage ELM should be used for speech enhance-
ment and its performance compared to that of the ELM and canonical ELM.
• Further improvements of the noise prediction and time domain subtraction frame-
work
The noise prediction architecture was newly introduced in this dissertation, therefore,
there are several avenues for further investigations. First, the study of training tar-
gets in Chapter 7 demonstrated the impact of the choice of training target on system
performance. Further investigation of training targets should thus be carried out. In
particular, phase-aware training targets [138], which utilize objective functions that
include both amplitude and phase error, and complex ratio masking targets, both of
which attempt to enhance both the magnitude and phase of the noisy speech are some
suitable targets for future exploration.
Another area of investigation that could yield big dividends is the development of
perceptual or psychoacoustic noise prediction neural network models. Such models
would employ features that target the only audible noise and could, therefore, result
in improved performance. As mentioned in Chapter 2, perceptual variants of classical
speech enhancement algorithms like spectral subtraction and Wiener filtering yielded
improvements over the original methods. In addition to the use of perceptual-based
features, neural networks for speech enhancement can also be trained to maximize
perceptual-based objective functions [139]. The use of perceptual-based features
and/or objective criteria could help improve the low-SNR performance of the noise
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prediction models.
Lastly, other network architectures including recurrent networks like the long-short
term memory (LSTM) [140] and generative adversarial networks (GANs) [141] should
be used in the noise prediction architecture. In addition, end-to-end systems, that
work with the raw audio and, consequently, do not require a choice of suitable in-
put features or training targets should be also be evaluated for the noise prediction
framework. An example of an end-to-end system is the speech enhancement genera-
tive adversarial network (SEGAN) [142].
• Further improvements through the use of signal processing techniques
Speech enhancement involves modification of spectral magnitudes by means of im-
plied or direct multiplication (in the case of T-F masking) in the frequency domain.
As is well known, multiplication in the frequency domain corresponds to convolution
in the time domain, and certain conditions must be fulfilled in order to obtain linear
and not circular convolution [143]. The linear filtering view of STFT processing has
been largely ignored in machine learning approaches to speech enhancement, and the
lack of attention to this detail could result in the presence of time-aliasing distortions
and audible artifacts in the enhanced speech. The use of techniques designed to re-
duce, or entirely eliminate, distortions should, therefore, be investigated. Some of
these approaches include “brick-wall” windowing, [144] and “artifact-free” convolu-
tion methods [145] such as Fast Fourier Transform (FFT) convolution by frequency





DESCRIPTION OF THE MULTIVARIATE DATASETS
This appendix provides a detailed description of the multivariate datasets utilized in Chap-
ter 4. Further details on the construction of any of the datasets or of the input and target
attributes can be obtained from the publications of the original authors.
• WQ
The Water Quality dataset [146] is concerned with the prediction of physical and
chemical parameters of river water quality from biological parameters. It is com-
prised of 14 input attributes which describe the density of biological taxa and 16
target attributes that describe the measured values of physical and chemical water
quality parameters.
• ATP
The Airline Ticket Price datasets [147] are concerned with the prediction of airline
ticket prices. The data consists of daily price quotes from a travel search website for
7 different origin-destination pairs. The target variables are either the next day ticket
price (ATP1D), or the minimum price observed over the subsequent 7 days (ATP7D),
for 6 flight preferences. The input variables include the number of days between the
observation and departure dates, day of the week, pricing information, number of
quotes from the all the airlines, and the category of flight - non-stop, one-stop, and
two-stop flights. The entire feature set consists of 411 input variables which includes
a mixture of Boolean, categorical, and numerical variables. The entire details on the
construction of the datasets can be found in [147].
• EDM
The Electrical Discharge Machining dataset [148] has two discrete target variables
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that model the actions of a human operator in an electrical machining process. The
operator controls the gap and flow in the machining process, and the goal is to be able
to minimize machining time by learning and automatically reproducing the actions
of a skilled operator. The input attributes are continuous and consist of the mean
values and deviations of observed quantities of machining parameters monitored by
the operator during the machining process.
• ENB
The Energy Building dataset [149] is concerned with the the prediction of the heating
load and cooling load of residential building as a function of eight input variables,
namely, the relative compactness, surface area, wall area, roof area, overall height,
orientation, glazing area, glazing area distribution.
• SCM
The Supply Chain Management dataset [150] contains 16 regression targets, each of
which corresponds to the next day mean price (SCM1D) or the mean price for 20
days in the future (SCM20D) for each product in a supply chain simulation. The
input variables are the observed prices and time-delayed (1,2, 4, 8 days delay) of
each of the products.
• SLUMP
The Slump Concrete dataset [151] is concerned with the prediction of three properties
of concrete, namely, the slump, flow, and compressive strength, as a function of the
content per unit volume of seven ingredients: cement, fly ash, blast furnace slag,
water, superplasticizer, coarse aggregate, and fine aggregate.
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Cruz, “SVM multiregression for nonlinear channel estimation in multiple-input
multiple-output systems,” IEEE transactions on signal processing, vol. 52, no. 8,
pp. 2298–2307, 2004.
[93] D. Tuia, J. Verrelst, L. Alonso, F. Pérez-Cruz, and G. Camps-Valls, “Multioutput
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