Abstract-Discrete and temporarily stable natural reflectors or permanent scatterers (PS) can be identified from long temporal series of interferometric SAR images even with baselines larger than the so-called critical baseline. This subset of image pixels can be exploited successfully for high accuracy differential measurements. We discuss the use of PS in urban areas, like Pomona, CA, showing subsidence and absidence effects. A new approach to the estimation of the atmospheric phase contributions, and the local displacement field is proposed based on simple statistical assumptions. New solutions are presented in order to cope with nonlinear motion of the targets.
I. INTRODUCTION
T HE MAIN goal of this paper is to present an extension of the permanent scatterers (PS) technique recently introduced in a paper submitted for publication [1] . In that paper, it is shown that scatterers exist that are coherent over several years. They can be identified from a series of ERS SAR images. A time and space analysis is then carried out to separate and identify the different contributions to the interferometric phase of each PS. Thus, relative elevation, motion, and travel path variation due to the atmosphere are jointly found, and the ground motion can be carefully measured.
The main steps of the technique can be summarized as follows [1] , [2] . 1) Interferogram formation: Given 1 SAR images (all the available ERS-1 and ERS-2 images on the same track), full-resolution interferograms are formed with respect to the same master image.
2) Digital Elevation Model and differential interferograms formation:
A reference digital elevation model (DEM) (in most cases it can be generated using the available ERS tandem pairs) and precise orbital data are used to get differential interferograms.
3) Preliminary estimate of LOS motion, elevation error, and
atmospheric contribution: Due to the limited accuracy of the DEM (dependent on the number and the quality of the Manuscript received September 6, 1999 ; revised March 23, 2000 . This work was supported in part by an ESA-ESRIN under Contract 13557/99/I-DC.tandem acquisitions [3] ), the local topography cannot be considered as perfectly removed, especially in high baseline interferograms. In fact, residual topographic phase contributions will be proportional to the normal baseline and the elevation error. Moreover, the motion of the target projected on the line of sight (LOS) will turn into a phase curve as a function of time. A constant velocity model is adopted for target motion. The atmospheric phase screen [1] , [5] - [7] , [9] (APS, i.e. atmospheric phase components) and possible phase contributions due to baseline errors are approximated (for each differential interferogram) as a linear phase term both in range and in azimuth direction. Provided that the SNR is high enough, elevation errors, LOS motion of each target (with respect to a reference pixel of known motion), and APSs parameters can be jointly estimated minimizing the temporal phase residuals. At this stage, only those pixels that are coherent enough are considered. 4) Refinement of step 3: The APS estimate is improved by spatial smoothing of the phase residues. The joint estimation of target elevation and LOS velocity is carried out again. This final step allows one to identify more PSs. Although the results obtained with this technique were remarkable, two main limitations were noticed. Only small areas (less than 5 5 km large) could be processed. Considering larger areas, too many parameters should be estimated and the planar approximation of the APS becomes less accurate. This may prevent the algorithm from converging. Moreover, the algorithm does not cope with nonlinear target motion: coherent scatterers undergoing a complex motion (i.e., the constant velocity model is not valid) are not identified as PSs or, in other cases, the nonlinear term of their motion is considered as part of the atmospheric contribution. This is indeed a more subtle point that needed to be addressed. As it has been noted by R. Bamler and M. VanDerKooij [8] in their independent private communications, if the phase residues are spatially low-pass interpolated (see point 4, mentioned previously) the low wavenumber components of the motion that do not match the linear model are lost, since they are merged with the APS. The low phase dispersion with respect to the constant velocity model after APS removal can then be misleading.
The problem is then to find a more general approach that can cope with nonlinear motions without introducing too many parameters. To this end, it is necessary to move from a deterministic model for PS motion to a stochastic one. The basic idea is to separate the different phase contributions (motion, APS, decorrelation noise) by means of a least mean square (LMS) estimation, i.e. a Wiener filter, taking into account the spatio-temporal data distribution and the correlations between the samples. The target is to exploit the spatio-temporal correlation of the APSs (i.e., the atmospheric effects should be uncorrelated in time and spatially smooth). Then, a spatio-temporal model of the displacement field should be exploited. This will be subject of further studies. Models like those proposed in [20] will be useful. Here, we present a suboptimal spatio-temporal filter for motion estimation that can be adopted when no a priori information is available. The filter should be applied to the unwrapped phase values of the PS.
II. UNWRAPPING ON A SPARSE GRID
Phase unwrapping of a single differential interferogram (we always refer to the ERS case) with a normal baseline of, say, 1000 m and a temporal baseline of three years even on a sparse grid of stable scatterers is impossible without a priori information. The task becomes feasible only in a multi-interferogram framework, where all phase data relative to the same target are jointly analyzed. Multibaseline phase unwrapping techniques have been already applied successfully for DEM reconstruction [4] . For the problem at hand, where both elevation and motion of the scatterer are to be determined, a more complex approach will be necessary. Moreover, since the APS is a low wavenumber disturbance [6] , [7] , it can be estimated starting from a sparse grid of points [1] , [5] , previously selected based on their coherence.
Phase unwrapping of irregularly sampled data has lately gained increasing attention [10] , [12] , although the proposed techniques have been applied to single differential interferograms characterized by low normal baseline values. As well known, phase uwrapping can be performed following a two-steps algorithm [13] 1) estimation of the unwrapped phase differences between neighboring pixels; 2) integration of the gradient using one of the known techniques (minimum cost flow [11] , weighted least mean squares [13] , [14] , branch and cut [15] ). As far as the integration step is concerned, we used a WLMS algorithm, but other techniques can be applied as well. The key point here is the reliability of the data vector, i.e., the estimation of the phase gradient. To this end, the availability of many differential interferograms of the same area can strongly reduce the need of a priori information (e.g., a model for the phase [10] ). Differential phase data are the sum of four contributions decorrelation noise. For simplicity sake, systematic phase components due to orbit indeterminations are considered as part of the APS contribution [1] . However, their impact on the differential interferograms can be strongly reduced, for ERS satellites, using precise state vectors [23] .
It is now useful to separate into two terms where proportional to the elevation error in ; proportional to the mean velocity of the target; (to be called linear phase residues; LPR) is the sum of the three contributions: APS, noise, and nonlinear motion. For phase unwrapping, we have to estimate the phase difference between two neighboring pixels (2.4) where and will be proportional to the residual elevation difference and the mean velocity difference between and , respectively. It should be noted that if we knew and and the condition
is satisfied, we can easily unwrap . An estimation of both and directly from the wrapped interferograms available is indeed possible. In fact, the problem is to find the bidimensional frequency of a complex sinusoid (2.6) ( ) sampled on an irregular grid . This can be accomplished using one of the well known techniques developed in spectral analysis, though data are usually considered uniformly sampled [16] . For the problem at hand, we used a simple periodogram. Some observations are now in order.
1) Condition (2.5) implies that the phase dispersion with respect to the linear model be low. On the other hand, the root mean square (rms) values of the phase residues after local phase detrending using the periodogram will be a function of , too. Therefore, the local value of the multi-image phase coherence
can be adopted as a reliability measure for each equation used for phase unwrapping. In our implementation, pairs with are discarded, while the others are -weighted. 2) Since , , and are independent random variables, the residual phase variance is the sum of three contributions (2.8) Nevertheless, low values are usually obtained for most of the pixel pairs. First, and were previously selected as locations of highly coherent targets, and they should be only slightly affected by decorrelation noise (low ). Then, and are close by pixels. This implies low variance of the atmospheric component . For points less than 1 km apart, values of less than 0.1 are common [5] . Finally, the motion of neighboring pixels is usually correlated (see the following section). If this hypothesis is verified, should be low as well. On the contrary, if the motion of the targets in the area of interest is highly nonlinear and spatially uncorrelated, a higher density of PS (lower ) is necessary and possibly a higher coherence level of the scatterers (lower ). 3) If the PS density is very low, there could be large gaps where no PS can be identified. If the area of interest is fragmented into several clusters of PS and no reliable equation is available between them ( ), the proposed methodology should be applied to each cluster and a priori information (e.g., a model of the displacement field or GPS measurements) should be used to carry out the "patching" of the clusters. , it is possible to refine the DEM on the PS set, starting from a PS of known elevation and motion. As far as the displacement field is concerned, though the mean velocity of the targets can be obtained integrating the values
, a more precise estimation should take into account the nonlinear term of the motion, as will be presented in the following section. We can summarize the results of this section as follows. Phase unwrapping of differential interferograms characterized by high geometrical and temporal baseline is usually possible only on a sparse grid of PS and using a multi-image approach. The mathematical framework is easier if the constant velocity model can be applied. This hypothesis is not a real constraint and the technique can cope with nonlinear target motion, provided that the PS density and coherence is high enough. Phase differences are 
III. SPACE-TIME ESTIMATION
Once phase data are unwrapped, it is possible to estimate the signal component of interest (e.g., or ) by properly weighting the data vector . As is well known, the weights are solutions of the following system of equations [18] , [19] :
where is the data correlation matrix, and is the crosscorrelation vector between the data and the signal under estimation. It should be noted that the optimum filter is space and time variant. In fact, since we deal with a sparse spatio-temporal distribution of samples, is a function of . On the contrary, is fixed once the spatio-temporal data distribution is known. The key point for optimum filtering is the estimation of the correlation values.
While an expression of the correlation matrix of the atmospheric component can be obtained from Kolmogorov theory [5] , a statistical description of the local displacement field can be a very difficult task to achieve. Basically, this choice should reflect our knowledge of the physical phenomenon we are dealing with (an example of mathematical modeling of a subsiding area is given in [20] ). If a model is available, parameters and expressions of the correlation matrix assume a specific physical meaning (see [21] and references therein). In general, the lack of a physical model does not allow an accurate estimation of the correlations and so the optimum filter can not be implemented. Besides, the computational burden of this estimation technique is huge due to the very large number of data involved. Inversion of matrix may be impractical even considering only a small neighborhood around the point under estimation. If no a priori information is available about the displacement field of the area of interest, a possible approach that can be adopted is the whitening of the time series of the LPR samples . Once the residual phases of the PSs have been obtained (data detrended for the estimated DEM errors and the mean velocity field), we can start looking at their temporal evolution, to check for subsidence leakage. The mean value of the residual phases is an estimation of the atmospheric phase contribution of the master image in (common to all the differential interferograms), while the low pass component of [ ] should be considered as an estimation of the nonlinear motion contribution . APS estimation is then carried out by smoothing spatially the high-pass filtered LPR time series tered atmospheric component relative to the master acquisition is then added back to get the APS of each differential interferogram. To make it simple, we can carry out for each pixel a temporal smoothing using a triangular filter and remove the low pass component. Phase residuals are then spatially filtered using a moving average on a 2 2 km window. As described in [1] , after estimation and removal of all the APS superimposed on the data, we can finally estimate the motion of each pixel in the image and identify more PSs.
IV. A STUDY OF SUBSIDENCE IN POMONA (CA)

A. The Available Data
An interesting case of subsidence, already studied using differential interferometry and other techniques, is found in Pomona [22] . The data set used is presented in Table I . 41 ERS images were available. All were resampled on the same master acquisition (ERS2: April 6th, 1996) and 40 interferograms were obtained. In Fig. 1 the incoherent average of all the data (multi-image reflectivity map) is reported. Due to the high number of looks, the radiometric quality of this image is comparable to that of an optical one. The area is about 16 20 km wide. Using four tandem pairs, we also determined a reference DEM (about 10 m accuracy, also limited by building effects) of the area of interest using the technique of [3] , [4] (Fig. 2) , and the corresponding phase was removed from each single image using DEOS precise state vectors [23] .
B. Selection of PS Candidates and APS Removal
After the initial selection of the PS set (about 3 PS/km were identified), phase increments between each PS and all the others less than 1 km apart were estimated using the periodogram technique. To better illustrate this kind of approach, in Fig. 3 we show the temporal distribution of the takes together with their normal baselines, referred to the master image. The range of normal baselines is about 1100 m, while the maximum temporal baseline is more than six years. If a PS had an LOS velocity of, say, 2 cm/yr and a residual elevation difference of 5 m with respect to a neighboring scatterer, considered as a reference, its phase variations as a function of time and baseline would be a 2-D phase ramp, also represented in the Fig. 3 . If now we accept, temporarily, the hypothesis of constant LOS velocity of each pixel, then using a simple periodogram (albeit with an irregular sampling of the two dimensions: baselines and time), we could estimate both the residual elevation and the LOS velocity difference of the pixels. Analysis of Fig. 3 also tells us that the precision of the estimate of the vertical elevation is a good indicator of the quality of the estimate of LOS velocity in that there is no particular reason why the estimation should be any better in one rather than in the other dimension. As already mentioned, this operation was carried out for PS pairs with 0.75 [see definition (2.7)] and less than 1 km apart, thus removing the effects of the residual elevation with respect to the average DEM and of the LOS velocity and estimating the unwrapped phase values.
After phase unwrapping, time series analysis of the LPR values of each PS was carried out. The target is to identify possible nonlinear motion contributions. As discussed in Section III, if we could model the spatial and the temporal behavior of the phenomenon, we could implement an optimum LMS filter. For the problem at hand, since we lacked a physical model of the phenomenon, we used the approach outlined in Section III. For each PS, we carried out a temporal smoothing of the LPRs using a triangular filter (300 days long), and we removed the low pass component. Phase residuals were then spatially filtered using a moving average on a 2 2 km window (3.2). APSs were then interpolated on the original regular grid and removed from each datum. An example of estimated APS (relative to the master acquisition) is reported in Fig. 4 . Rms values of the 41 estimated APSs range from 0.25-1.35 rad.
C. Displacement Field Estimation
After APS removal, we can finally estimate the motion of each pixel in the image and identify more PSs. Both DEM errors and target motion can now be estimated on a PS-by-PS basis. The mean LOS velocity field is reported in Fig. 5 . In this picture, not only the subsidence but an inflating area is clearly visible (with respect to the reference point shown in Fig. 5 ). In fact, an abrupt change in the velocity sign can be noted in the lower part of the image. The mean velocity field is only a first order approximation of the local displacement vector, though most of the energy (more than 90%) of the motion phase contribution in the test site is given by the linear term. Nevertheless, severe departures from a uniform motion were detected near the inflating area and where high subsidence velocity values ( 2 cm/yr) were measured. Two examples are shown in Figs. 6 and 7. Unfortunately, no ground truth data were available.
Of course, after APS removal it is possible to estimate not only the mean LOS velocity field of the area but a displacement field as a function of time, possibly interpolating the displacement maps on a regular temporal grid. The display of the outcomes of the results is an issue of considerable importance [21] . Here, we report a sequence of four spatial maps corresponding to four time instants between June 1992 and January 1999 (Fig. 8) . The nonlinear motion behavior reflects into the change of shape of the contour lines. A perspective view of the displacement field of Fig. 8(d) is also depicted in Fig. 9 , where the different amplitude of the displacement of the uplifting and the subsiding areas can be better appreciated. Maximum positive and negative displacements are 6 and 20 cm, respectively. Of course, computer animation procedures can provide an improved visualization of the phenomenon under study. Two animations relative to the estimated displacement field in Pomona since June 1992 are available on our web site [26] .
D. Comparison with Conventional Differential Interferometry
It is well known that some coherence can often be found on urban areas even after long time interval [25] . PSs are usually found in urban areas, too. The reader could then be interested in comparing the results that can be obtained by means of the PS and the "usual" differential SAR interferometry (DInSAR) techniques. In Table II , we tried to summarize advantages and drawbacks of both techniques. Some observations are in order.
1) Using the PS technique, all the available SAR images
recorded by ERS-1 and ERS-2 can be exploited without concern for the baseline. On the contrary, only small baselines should be selected for differential interferometry with a consequent loss of time coverage. 2) Atmospheric artifacts with low spatial frequency can be practically eliminated. It is a serious limitation of differential interferometry whenever the terrain deformation is small and spatially smooth. 3) Single coherent pixels can be identified. This feature is essential in the case of large temporal and geometric baselines, when only pointwise targets carry useful phase information. 4) A coarse DEM can be used in the PS technique since the accurate elevation of each PS is computed. A better DEM would only reduce the computational time. This is not the case for differential interferometry where the required DEM accuracy is inversely proportional to the normal baseline of the images used for motion detection. 5) In our opinion, the advantages offered by the PS technique widely justify the need of a large number of images. A visual comparison of the results achievable on Pomona with the two techniques is shown in Fig. 10 . A few images among the available data set allow to generate usable interferograms. One of the most favorable pairs (the baseline is 6 m) has been selected. The time interval between the two takes is about five years. The complex interferogram has then been filtered in order to reduce the noise, and the resulting fringes are shown in Fig. 10(c) . For the sake of comparison, the terrain deformation measured by means of the PS technique [interpolated from the PS measures shown in Fig. 10(a) ] has been wrapped at 2.8 cm, thus generating the pseudo-interferogram reported in Fig. 10(d) . The difference between the two interferograms is then shown in Fig. 10(b) .
It should be noted that even in the most favorable case for differential interferometry (i.e., very low normal baseline values), the quality of the result is dramatically improved passing to the PS technique. Of course, PS density and coherence level in a differential interferogram are strictly related quantities. Information carried by many PS can be completely lost using the single interferogram approach. Interferograms stacking [24] can strongly improve the reliability of the results (again using more interferograms of the same area), but slope estimation techniques can give rise to severe errors when the SNR ratio is too low. On the contrary, no spatial smoothing is carried out by the PS approach and single coherent pixels can be identified and successfully exploited.
E. PS Density and DEM Optimization
In Fig. 11 , the relation between the LPR values of the PSs and their areal density is shown. Statistics was computed considering areas were the constant velocity model was valid. It appears that in urban areas, we have very many PSs, and this could be a very important indicator of the possibilities of the PS technique to estimate preseismic motions.
In Figs. 12 and 13 , we see the effect of the DEM refinement carried out by the algorithm (with a significant magnification of the vertical dimension). This area corresponds to the bottom-left part of Fig. 1 . Of course, elevation values can be optimized only where PS are is available. In Fig. 14, a group of similar targets is highlighted and in Fig. 15 , we show the distribution of their relative elevations with respect to their mean value. If we hypothesize that buildings in this area have similar heights, the dispersion of the distribution tells us about the precision of the elevation estimate. If we suppose that phase residues due to decorrelation noise, residual (nonlinear) motion, and residual atmospheric components have rms value of less than 1 rad, we expect the elevations, estimated using the periodogram technique, to have a dispersion of about 0.5 m [1] . This simple analysis confirms at least the order of magnitude of the precision of the estimate.
It is important to point out that though the phase signature of a building often depends on multipath scattering and does not necessarily reflect the height of the building, it is unlikely that this is true for the case under study. In fact, if the scattering mechanism were dominated by multibounce effects, we would not have such a low phase dispersion notwithstanding the high variation of the baseline values. As shown in [1] , the dimensions of a PS are significantly smaller than the resolution cell. Thus, it is only slightly affected by geometric decorrelation.
V. CONCLUSIONS
We have presented another application of the technique of PSs for differential interferometry studies. The usefulness of the gigantic data set of the ERS 1/2 images and the possibility of going back to 1992 have been stressed again. Another remark is that the irregularities of the acquisitions (in this case, due to the competition of the geodetical phase of ERS-1) have negative effects. This shows that a sizeable part of the operation time of a SAR system should be devoted to acquiring data systematically to avoid acquisition holes that weaken the entire data series.
