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Abstract
The present work can be divided into two main parts: i) the first deals with the functional-
integral quantization via BV formalism of BF theories in any dimension, and ii) the
second with (isotopy-) invariants of higher-dimensional knots in Euclidean spaces. We
briefly comment on the motivations and the results of part i) and ii).
BF theory in 3 dimensions (with the addition of a so-called “cosmological term”)
is just another way of writing the Chern–Simons action functional. One sees immedi-
ately that, on the contrary to Chern–Simons theory, BF theory in 3 dimensions admits
a straightforward generalizations to arbitrary dimensions. Cattaneo, Cotta-Ramusino
and Longoni explicitly produced cohomology classes of the space of imbeddings of
the circle S1 into Rm, for m > 3; these classes are the natural generalizations in any
dimension of the perturbative knot invariants coming from the perturbative expansions
in Chern–Simons theory in 3 dimensions. Therefore, BF theories in higher dimen-
sions seem to be the natural Topological Quantum Field Theories (shortly, TQFT) to
interpret such cohomology classes as perturbative expansions. However, functional-
integral quantization of BF theories in arbitrary dimensions requires more care than
in 3 dimensions, due to the presence of reducible symmetries; hence, we have to resort
to the so-called BV formalism. At this point we may produce a BV-observable (i.e., a
generalization of usual gauge-invariant functionals) for BF theories in all dimensions
related to higher-dimensional knots, i.e. imbeddings of spheres of codimension 2 into
Rm. We discuss the functional-integral quantization of such an observable which is
expected to yield an invariant of the imbedding. Finally, we compute explicitly the
terms of order 2 and 3 of the perturbative expansion of the v.e.v. of this observable.
Part ii) is directly linked to part i), although we point out that the mathematical
results are independent of the TQFT-framework. Here we study the properties of the
functions on the space of imbeddings coming from perturbative invariants of the Vac-
uum Expectation Value (shortly v.e.v.) of the observable described above. The term of
order 2 can be identified with the Bott invariant Θ2 for odd spheres of codimension 2.
The term of order 3 yields a function Θ3 on the space of imbeddings of even spheres
of codimension 2; a modification of this function is shown to be an isotopy-invariant
for m = 4. A characterization of the general case is also given.
Zusammenfassung
Diese Dissertation besteht aus zwei Hauptteilen: i) im ersten Teil bescha¨ftigen
wir uns mit der “functional integral quantization” von topologischen Quantenfeldthe-
orien (kurz, QFT) vom BF Typ in beliebiger Dimension und ii) im zweiten Teil mit
(Isotopie-) Invarianten von Einbettungen von Spha¨ren der Kodimension 2 in Euklidis-
chen Ra¨umen. Wir beschreiben kurz die Motivationen und die Resultate von beiden
Teilen.
Das wohl-bekannte Chern–Simons Funktional kann durch das Funktional fu¨r topol-
ogischen QFT vom BF Typ geschrieben werden (unter Einschluss eines so-genannten
“kosmologischen Terms”). Man sieht dann sofort, dass das Funktional fu¨r topologis-
chen QFT vomBF Typ in ho¨heren Dimesionen definiert werden kann, ganz anders als
das Chern–Simons Funktional. Cattaneo, Cotta-Ramusino und Longoni haben explizit
Kohomologie-Klassen auf dem Raum der Einbettungen von S1 in Rm (mit m > 3)
konstruiert, welche die natu¨rliche Verallgemeinerung von den sto¨rungstheoretischen
Invarianten von Knoten aus der Chern–Simons Theorie bilden. Deswegen scheinen
topologischen Quantenfeldtheorien vom BF Typ die natu¨rlichen Kandidaten, um die
Klassen von Cattaneo, Cotta-Ramusino und Longoni sto¨rungstheoretisch zu interpretieren.
Die “functional integral quantization” von topologischen QFT vom BF Typ bringt
wegen der Pra¨senz von reduziblen Symmetrien jedoch zusa¨tzliche Schwierigkeiten im
Vergleich zur Dimension 3, weshalb wir den so-genannten BV Formalismus anwen-
den. Auf diese Weise ko¨nnen wir BV Observablen (eine natu¨rliche Verallgemeinerung
von eichinvarianten Funktionalen) definieren, welche mit Einbettungen von Spha¨ren
der Kodimension 2 in Rm im im Zusammenhang stehen. Wir analysieren dann im
Detail die “functional integral quantization” von dieser Observable und berechnen die
Terme von Ordnung 2 und 3 in deren sto¨rungstheoretischen Entwicklung explizit.
Der zweite Teil ist zu dem ersten eng verbunden, obwohl die mathematischen Re-
sultate vom physikalischen Hintergrund unabha¨ngig sind. Insbesondere analysieren
wir die Eigenschaften von den Termen von Ordnung 2 und 3 in der sto¨rungstheoretischen
Entwicklung der oben beschriebenen Observablen. Dabei stellt sich heraus, dass der
Term der Ordnung 2 mit der Invarianten von Bott fu¨r Einbettungen von Spha¨ren der
Kodimension 2 in ungeraddimensionalen Euklidischen Ra¨umen identifiziert werden
kann. Der Term von Ordnung 3 ist eine Funktion auf der Menge von Einbettungen
von der Spha¨re von Kodimension 2 in geraddimensionalen Euklidischen Ra¨umen. Im
einfachsten Fall m = 4 liefert eine Modifikation von dieser Funktion eine Invariante.
Auch im allgemeinen Fall erhalten wir eine Charakterisierung.
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Chapter 1
Introduction
By definition, a knot in a given smooth 3-manifold M is a smooth imbedding of the
circle S1 into M , i.e. a smooth injective map of S1 to M with everywhere injective
tangent map. One of the most fundamental concepts in the theory of knots is that
of isotopy: two knots in M are isotopic, if, roughly speaking, they can continuously
deformed into each other. More precisely, two knots are isotopic, if they can be joined
by a continuous curve in the space of knots. Isotopy is an equivalence relation on the
space of knots. Intimately linked to the notion of isotopy is that of knot invariant: a
knot invariant is a function on the space of knots with values in some field k, which
depends only on the isotopy class of the given knot. If the field k equals R or C
and one introduces a smooth structure on the space of knots, a knot invariant can be
seen as a smooth function with zero exterior differential: in fact, such a function is
locally constant, i.e. it is constant on connected components of the space of knots,
and therefore can depend only on the isotopy class of a given knot. This is the main
approach to knot invariant we are interested to.
It is well-known that, given a G-principal bundle P over the ambient space M
with a flat connection A, the holonomy H(A)|10(γ) of a knot γ w.r.t. the connection
A is an element of G and its conjugacy class depends only on the homotopy class of
γ. Of course, the holonomy depends also on the connection A. If we take the trace
of the holonomy w.r.t. a given representation (ρ, V ), the resulting real, resp. complex,
function on the space of knots depends only on the gauge class of A. This function is
of course a knot invariant, but it is rather trivial as it does not distinguish homotopic but
non isotopic knots (e.g., on R3 all knots are homotopic, so the invariant is completely
trivial). However, this is a good starting point to define more refined knot invariants.
In fact, these can be obtained if one (formally) averages the trace of the holonomy over
all connections with a suitable measure. This is the point where physics comes in help.
In [54], Witten considered the Chern–Simons functional SC.S. on a smooth, oriented
3-manifoldM , depending on connections on a givenG-principal trivial bundle P over
M , and showed that the vacuum expectation value (shortly, v.e.v.) of the trace of the
holonomy of a knot γ w.r.t. some representation (ρ, V ) of G w.r.t. the Chern–Simons
action is a knot invariant (forG = SU(2) and the fundamental representation one gets,
e.g., the Jones polynomial). In formulae, the v.e.v. of the trace of the holonomy, which
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physicists usually call “Wilson loop”, is given by the formal functional integral∫
DA Trρ
[
H(A)|10(γ)
]
exp iSC.S., (1.0.1)
where by DA we denote a formal measure over all gauge-equivalence classes of con-
nections.
Witten analyzed the properties of these v.e.v.s by making use of arguments of con-
formal field theory. Motivated by this discovery, physicists and mathematicians studied
explicitly the computation of (1.0.1) as a perturbative expansion around the Gaussian
part. Observe that in order to perform these perturbative expansions, one has to choose
a way to fix the gauge-symmetries of the Chern–Simons action, which corresponds to
fix a unique representative of each gauge-class of connections. There are two particu-
larly convenient ways to do it: the former (known as the holomorphic gauge) yields to
the results of Fro¨hlich and King [29] and of Kontsevich [39]; the latter (known as the
covariant gauge) was considered by Guadagnini, Martellini and Mintchev [34] and by
Bar–Natan[6]. It is the latter approach that we will consider in the following as, at least
at the moment, it is the easier to generalize to higher dimensions.
The perturbative invariants (in the covariant gauge) coming from (1.0.1) at a given
knot γ take the form of integrals of products of pull-backs of the propagator of the
Chern–Simons theory w.r.t. γ on the open configuration space C0s,t
(
R3, S1; γ
)
of s
ordered distinct points in S1 and t distinct points in R3, such that no image of a point
in S1 via the knot γ equals a point in R3. The propagator in the covariant-gauge,
which is the distributional kernel of the operator belonging to the quadratic part of the
gauge-fixed Chern–Simons, is a form on the cartesian product R3 × R3, singular on
the diagonal. The first technical problem, when considering perturbative invariants,
is therefore to show that such integrals do indeed converge, when some arguments
approach diagonals or escape to infinity. The second problem arises in showing that
they are really isotopy invariant.
Bott and Taubes (see [12]) presented the convenient mathematical setting for per-
turbative knot invariants coming from Chern–Simons theory (in the covariant gauge).
From now on, we will denote by Imb(S1,R3) the space of knots in R3. First of all,
Bott and Taubes introduce the tautological forms θij , for 1 ≤ i < j ≤ n, n ≥ 2: they
are pull-backs of the SO(3)-invariant, normalized top-form v on S2 w.r.t. the maps ϕij
from C0n
(
R3
)
, defined by
ϕij (x1, . . . , xn) : =
xi − xj
||xi − xj ||
.
The approach of Bott and Taubes solves the problem of convergence by noting that
the tautological forms θij on the open configuration space C0n
(
R3
)
of n ≥ 2 points
in R3 extend smoothly in a natural way to the Fulton–MacPherson–Axelrod–Singer
(shortly, FMcPAS) compactification Cn
(
R3
)
of C0n
(
R3
)
and Cq
(
S1
)
of C0q
(
S1
) (the
space of q strictly ordered points in S1). Moreover, the spaces C0s,t
(
R3, S1; γ
)
can
also be compactified a` la FMcPAS, and they piece together to give a fibration on the
space of knots with typical fiber the compactification Cs,t
(
R3, S1; γ
)
, for γ given. All
such compactifications yield manifolds with corners, a generalization of the notion of
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manifold with boundary. The evaluation map
ev (γ; t) : = γ(t), γ ∈ Imb(S1,R3), t ∈ S1,
extends to smooth maps from Cs,t
(
R3, S1
)
to Cs+t
(
R3
)
. If we take pull-backs of
tautological forms on Cs+t
(
R3
)
w.r.t. evaluation maps and then take the push-forward
w.r.t. the projection pis,t from Cs,t
(
R3, S1
)
onto Imb(S1,R3), such that the sum of the
degrees of the product of such forms equals the dimension of Cs,t
(
R3, S1; γ
)
, we get
a function on Imb(S1,R3). Such a function is clearly well-defined, since the fiber is
compact. Moreover, the generalized Stokes Theorem for the push-forward w.r.t. the
fibration Cs,t
(
R3, S1
) pis,t
→ Imb(S1,R3) gives
d (pis,t∗ω) = (−1)
s+3tpis,t∗ (dω)− (−1)
s+3tpis,t,∂∗
(
ι∗s,t,∂ω
)
,
where pis,t,∂ , resp. ιs,t,∂ , denotes the projection from the codimension-1 boundary of
∂Cs,t
(
R3, S1
)
to Imb(S1,R3), resp. the injection from the boundary of ∂Cs,t
(
R3, S1
)
to Imb(S1,R3); ω is a form on Cs,t
(
R3, S1
)
. If ω is a product of tautological forms
on Cs,t
(
R3, S1
)
, dω = 0; hence, the only contributions to the exterior derivative of
(pis,t∗ω) come from the codimension-1 boundary faces; if one can show that all bound-
ary faces of a product of tautological forms vanishes, the corresponding function is
automatically a knot invariant. This is what Bott and Taubes did explicitly in [9]. In
this approach, knot-invariants are regarded as elements of the 0-th de Rham cohomol-
ogy of Imb(S1,R3).
It is important to notice that the perturbative invariants coming from Chern–Simons
theory in the covariant gauge have been proved to be Vassiliev knot invariants, see [7]
and [1]. For the sake of completeness, let us say that Vassiliev knot invariants of order
s are knot invariants which, once extended canonically to the space of immersions with
a finite number of transversal double points, vanish on all immersions with more than
s double points; for more details on Vassiliev invariants we refer to [50].
Motivated by these results, Cattaneo, Cotta-Ramusino and Longoni contructed by
the same principles cohomology classes of Imb(S1,Rm), for m > 3 (see [17]). On
the other hand, Bott constructed an explicit invariant of odd spheres of codimension 2
into Euclidean spaces, using again tautological forms (actually of two different kinds)
and compactified configuration spaces (see [9]). (Smooth imbeddings of spheres of
codimension 2 into Euclidean spaces are the natural generalization of knots in R3.)
Due to the perturbative origin of the construction of Bott and Taubes, it was nat-
ural to wonder if the cohomology classes of Cattaneo, Cotta-Ramusino and Longoni
and the Bott invariant have a corresponding TQFT-origin. Notice, moreover, that a
TQFT origin of the Bott invariant should as well produce other possible invariants of
higher-dimensional knots: namely, if the Bott invariant were really a perturbative in-
variant coming from the perturbative expansion of a given observable for some TQFT,
explicit computations of terms of higher order of the perturbative expansion of such an
observable would give us a whole series of possible invariants of higher-dimensional
knots.
This is the motivation for the present work, which we now describe.
8
Plan of the work
The present work can be divided into two main parts. The first, which comprises Chap-
ter 3, 4 and 5, is perhaps of more interest to people already aquainted to physics as it
describes the main physical framework we use to achieve the results contained in the
second part. The mathematical results of second part are explicit formulae for an in-
variant of imbedded spheres of codimension 2 in odd-dimensional Euclidean spaces
and for an invariant of imbedded 2-spheres in 4-dimensional Euclidean space; more-
over, we discuss also a quasi-invariant of imbedded spheres of codimension 2 in even-
dimensional Euclidean spaces. The word “quasi” means here that we find functions on
the space Imb∞,σ
(
Rm−2,Rm
)
of long knots in Rm (which we will define in the next
subsection), such that their exterior derivative vanishes up to a term which is a linear
combination of a finite-dimensional basis of particular forms; if we could find a suffi-
ciently great number of such functions, we could take convenient linear combinations
of these in order to get a true invariant.
We notice that the second part can be read separately from the first part; the only
requirements are contained in Section 2.4 and 2.6 of Chapter 2.
Topological quantum field theories. . .
We describe briefly the contents and results of Chapter 3. BF theories are the natural
generalizations in any dimension of the 3-dimensional Chern–Simons theory; in fact,
Chern–Simons theory depends only on a given connection on a principal bundle P over
a given 3-manifoldM . The action functional of BF theory in dimension m is instead
defined as follows: we take a compact, closed, oriented m-dimensional manifold M
and a principal bundle P over it; the BF action takes the form
SBF (A,B) : =
∫
M
〈B , FA 〉 . (1.0.2)
Here,A is a connection on P and FA is its curvature, while B is an (m−2)-form onM
with values in the associated bundle adP = P ×G g, where G acts on its Lie algebra
g by the adjoint representation; 〈 , 〉 represents the extension on forms on M with
values in adP of a symmetric, invariant, nondegenerate bilinear form on g. In 3 di-
mensions, theBF action plus the additional “cosmological” term 16
∫
M 〈B , [B , B ] 〉
can be written as the difference of two Chern–Simons action functionals, one computed
at the connection A + B, the other at the connection A − B; the BF action without
cosmological term is the derivative w.r.t. t at t = 0 of the Chern–Simons action com-
puted at the connection A + tB. The advantage of BF theory is that it is obviously
well-defined in any dimension and that it contains a quadratic part, from which we can
always start a perturbative expansion.
On the other hand, functional integral quantization requires some care. In fact, BF
theories admit a symmetry group: it is easy to see that the BF action, irrespective of
the dimension, is invariant w.r.t. the following transformations of A and B:
A 7→ Ag, B 7→ Bg + dAgτ1,
9
where g is an element of the gauge group G of P , and τ1 is a form of degreem−3 onM
with values in adP . It is also not difficult to see that these symmetries are reducible,
if m > 3: namely, even for the simplest case m = 4, if A is flat, it is possible to
find a unique representative for the class B + dAτ1 by imposing conditions on B (the
so-called gauge-fixing), but the addition to τ1 of a dA-exact form does not modify the
chosen representative.
The presence of these symmetries makes the quadratic part of the action degen-
erate; therefore, in order to perform functional integral quantization of BF theories,
we have to fix the gauge. In 3 dimensions, it is possible to resort to the BRST pro-
cedure, as it is the case for Chern–Simons theory. Alas, the BRST procedure fails in
higher dimensions, as the BRST operator does not square to 0, and the BRST proce-
dure requires a well-defined cohomology theory to produce meaningful observables.
The correct way to deal with functional integral quantization of BF theories in ar-
bitrary dimensions is to resort to the Batalin–Vilkovisky (shortly, BV) formalism. A
brief introduction to functional integrals, BRST procedure and BV formalism can be
found in Section 2.8 of Chapter 2. In Section 3.2 of Chapter 3, we discuss in detail
the BV formalism for BF theories in arbitrary dimensions. In order to simplify the
computations, we introduce in Section 3.3 a suitable “super BV formalism”; with the
help of this superformalism, we find a solution of the Quantum Master Equation for
BF theories in arbitrary dimensions. We then proceed to discuss the generalization of
the covariant gauge-fixing forBF theories in arbitrary dimensions in Subsection 3.4.4,
and in Subsection 3.4.5 we discuss the superpropagator of BF theories in the covariant
gauge-fixing along the lines of [10]. In the last Section of Chapter 3, we sketch how the
BV action for BF theories in any dimension can be obtained using the prescriptions
of the Alexandrov–Kontsevich–Schwarz–Zaboronsky (shortly, AKSZ) formalism, [2],
which we briefly recall.
Chapter 4 contains the details about the observables for BF theories in any di-
mension, whose v.e.v.s yield cohomology classes on Imb(S1,Rm). In Section 4.1, we
introduce functionals depending on the fields A and B of BF theory related to knots
in Rm generalizing the Wilson loop in 3 dimensions; we used the formal expansion
in powers of the parameter κ around 0 of the Wilson loop Trρ
[
H(A+ κB)|10(γ)
]
, for
some knot γ, which involves in turn the notion of iterated integrals, see also [23]. We
notice that the formal expansion in powers of κ of the Wilson loop can be generalized
in any dimension for B of arbitrary degree d ≥ 3, although we are interested here in
the particular case d = m − 2, where m is the dimension of M . Further, we show
that, modulo equations of motion of BF theories, such functionals are indeed observ-
ables; we make use of computations performed in Section 2.1.2 and 2.1.3 regarding the
holonomy of a loop. Such observables will be called from now on “generalized Wilson
loops”. In Section 4.2 and 4.3, we discuss in the framework of the super BV formalism
introduced in Chapter 3 the generalized Wilson loop in any odd dimension, and we
show that the super BV version of the generalized Wilson loop is a BV observable and
hence its v.e.v. yields cohomology classes on Imb(S1,R2m+1); we notice that the defi-
nition of these generalized Wilson loops requires the addition to the BV action forBF
theories of a super analogue of the cosmological term for BF theory in 3 dimensions,
if we are interested in cohomology classes of Imb(S1,R2m+1) coming from trivalent
diagrams (see [17]). We also discuss generalized Wilson loops in odd dimensions with
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more than trivalent interaction terms; the presence of such interaction terms requires
some special assumptions on the Lie group G. In Section 4.4, we consider general-
ized Wilson loops in the even-dimensional case: more care is required as even at the
classical level the proof that the generalized Wilson loop in even dimensions (modulo
equations of motion for BF theories) is gauge-invariant and represents closed forms
on Imb(S1,R2m) presents some problems, when considering the terms of even order
in the parameter κ. In fact, we consider the super BV versions only of terms of odd
order coming from the expansion of the Wilson loop at A + κB, and we show that
the sum of these terms is indeed a BV observable, yielding also cohomology classes of
Imb(S1,R2m). The definition of the super BV version of the generalized Wilson loop
in even dimensions requires the presence of trivalent or more than trivalent interaction
terms, whose definition restricts the choice of the Lie group G. The results of Chapter 3
and 4 are the contents of [20] and [21].
Chapter 5 describes the explicit search for a TQFT interpretation of the Bott invari-
ant in the framework of BF theories; preliminary approaches to invariants of higher-
dimensional knots from the TQFT viewpoint may be found e.g. in [25]. As we have
already seen, a higher-dimensional knot in Euclidean space Rm is an imbedding of
sphere of codimension 2 into Rm; analogously, a higher-dimensional knot in Sm is an
imbedding of Sm−2 into Sm. For computational reasons, at some point of Chapter 5 it
is better to resort to the special subset Imb∞,σ
(
Rm−2,Rm
)
of the space of imbeddings
of Rm−2 into Rm, namely those imbeddings of Rm−2 into Rm mapping infinity of
Rm−2 to infinity of Rm and becoming a specified linear imbedding σ of Rm−2 into
Rm outside a compact subset of Rm−2. Alternatively, we can view Sm−2, resp. Sm,
as the one-point-compactification of Rm−2, resp. Rm, e.g. via the north-pole of both
spheres, which we choose to denote in both cases by∞; we consider then imbeddings
of Sm−2 into Sm which are base-point-preserving in the sense that they send ∞ in
Sm−2 to∞ in Sm; the tangent map at any point in Sm−2 is injective, whence it fol-
lows that T∞f is an injective map (i.e. a linear imbedding) from T∞Sm−2 ∼= Rm−2 to
T∞S
m ∼= Rm. The action of Diff0(Sm) on the space of knots in Sm sees to it that it is
always possible to deform a given knot in Sm into a long knot of Rm−2 and Rm, i.e. an
element of Imb∞,σ
(
Rm−2,Rm
)
; viceversa, the stereographic projections from Sm−2,
resp. Sm, onto Rm−2, resp. Rm, and the prescribed behavior of a long knot in a neigh-
bourhood of infinity enable one to recover from it a base-point preserving knot in Sm,
whose tangent map at ∞ takes a prescribed form governing the behavior of the knot
in a small neighbourhood of∞. Hence, in every connected component of the space of
higher-dimensional knots in Rm there is a long knot. Moreover, a higher-dimensional
knot in Rm specifies a unique higher-dimensional knot in Sm (with a choice of a point
at infinity in Sm).
In Subsection 5.1.1, we construct an action functional SI , which we call the “I
action” (I for “imbedding”), depending on a given imbedding f of Sm−2, on two
fields α and β on Sm−2 orRm−2 and also on the classical fieldsA andB ofBF theory
related to imbeddings of Sm−2 into Rm or long knots (with some slight modifications)
SI (A,B;α, β; f) : =
∫
Sm−2
〈α , df∗Aβ + f
∗B 〉 ,
where f is a higher-dimensional knot in Rm, α, resp. β, is a 0-form on Sm−2 with
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values in ad f∗P , resp. an (m−3)-form on Sm−2 with values in ad f∗P : = f∗P ×G
g∗; f∗A denotes the pull-back connection on f∗P ; if we consider the I action for long
knots, we replace Sm−2 byRm−2 and the bundle f∗P by the trivial bundle Rm−2×G.
Accordingly, α is a 0-form on Rm−2 with values in g, and β is an (m − 3)-form on
Rm−2 with values in g∗. Finally, in both cases, 〈 , 〉 denotes the canonical duality
between g and g∗ extended to forms on §m−2 with values in ad f∗P or ad∗ f∗P , or g
and g∗. We consider the functional TI for BF theories related to imbeddings of Sm−2
or long knots in Rm given by the partition function of the I action w.r.t. the fields α
and β.
We discuss then in Subsection 5.1.2 and 5.1.3 the formal properties of the partition
function TI , first its gauge-invariance and then the isotopy-invariance of the v.e.v. of
TI . The main arguments in the proof of isotopy-invariance of the v.e.v. of TI w.r.t. BF
theories is linked directly to the diffeomorphism-invariance ofBF theories. Until now,
all formal computations are available not only for imbeddings of Sm−2 into Rm, but
also for elements of Imb∞,σ
(
Rm−2,Rm
)
with some slight modifications.
In Section 5.2, we discuss how to compute explicitly the observable TI as a pertur-
bative series, namely we discuss the possible symmetries of the I action, and we see
that, if A and B satisfy the equations of motion of the BF action, a reducibility prob-
lem similar to that for BF theories arises; we have also to deal with possible 0-modes
of the I action. We also discuss briefly the 3-dimensional case. Perturbative expansion
of TI requires also the BV formalism, which we discuss in detail in Section 5.4; we
produce a BV action for the I action for A and B solutions of the equations of motion
of the BF action. Later, we introduce a covariant gauge-fixing for the I action and
compute the corresponding superpropagator; we perform explicitly the perturbative
expansion of TI , when A and B are solutions of the equations of motion. We define
in Section 5.5 the extension to the super BV formalism for BF theories of the func-
tional coming from the perturbative expansion of TI , and we prove explicitly that it is
indeed a BV observable, whose v.e.v. yields possible invariants of higher-dimensional
knots. Finally, we notice that it is possible to construct such a BV observable before
performing perturbative expansion when A andB are solutions of the equations of mo-
tion of the BF action by introducing a product BV structure for the BF + I action,
reminiscent of the product Poisson structure for the product of two common Poisson
manifolds; we refer to Subsection 5.4.5.
. . . and invariants of higher-dimensional knots
The second part of this work contains more mathematics than the first part, and we want
to point out that the mathematical results of Section 6.3 and 6.4 can be understood also
without the knowledge of the physical arguments sketched in Chapter 3, 4 and 5.
In Section 6.1 we discuss explicitly the perturbative expansion of the v.e.v. of the
BV observable coming from the perturbative expansion of the partition function of the
I action introduced in the preceding chapter: we give the superpropagator for BF
theories coming from the covariant gauge-fixing (which was already discussed in sub-
section 3.4.5 of Chapter 3) and the relevant Feynman rules. We also discuss how to
remove the possible divergences coming from the perturbative expansion.
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A fundamental ingredient in the discussion of Section 6.3, 6.4 and 6.5 is the FMc-
PAS compactification of configuration spaces: the definitions and the main properties
of FMcPAS construction are discussed in detail in Section 2.4.
In Section 6.3, we compute explicitly the Feynman diagrams of order 2 of the per-
turbative expansion of the v.e.v. of the partition function of the I action in the covariant
gauge-fixing; it can be written as a sum of integrals over configuration spaces:
Θ2 =
1
8
∫
C4,0
θ13θ24η
2
1234 −
1
3
∫
C3,1
θ14θ24θ34η123 =
=
∫
C4,0
θ13θ24η12η23 +
1
2
∫
C4,0
θ13θ24η12η34 −
∫
C3,1
θ14θ24θ34η12.
(1.0.3)
Here, the integrals over the compactified configuration spaces C4,0 ≡ C4
(
Rm−2
)
andC3,1 ≡ C3,1
(
Rm,Rm−2
)
are push-forwards w.r.t. the fibrations Imb∞,σ
(
Rm−2,Rm
)
×
C4,0 andC3,1 over Imb∞,σ
(
Rm−2,Rm
)
. The forms θij and ηij are respectively the tau-
tological forms coming from the superpropagators of the BF action, resp. I action, in
the covariant gauge; they are defined as (the smooth extensions to compactified con-
figuration spaces) pull-backs of the normalized, SO(m)-invariant top-form of Sm−1,
resp. the normalized, SO(m−2)-invariant top-form of Sm−3 by the natural maps from
Imb∞,σ
(
Rm−2,Rm
)
×C4,0 or C3,1 into Sm−1 or Sm−3. The notations η123 and η1234
mean respectively the cyclic sums of η-forms: η12+η23+η31 and η12+η23+η34+η41.
The function (1.0.3) vanishes in even dimensions; hence, from now on, we con-
siderm odd in the discussion of the properties of (1.0.3). Moreover, by the generalized
Stokes Theorem we are able to show that (1.0.3) yields indeed a locally constant func-
tion on Imb∞,σ
(
Rm−2,Rm
)
, i.e. an isotopy-invariant of higher-dimensional knots in
odd-dimensional Euclidean spaces. Since the integrands are all closed, the proof boils
down to compute the boundary contributions to the integrals appearing in (1.0.3): the
sum of the contributions coming from principal faces vanish, and in Section 6.5 we
display the vanishing lemmata we use to prove the vanishing of the remaining contri-
butions.
Moreover, (1.0.3) is written with the help of cyclic sums of the η-forms; if we re-
place in (1.0.3) the configuration spacesC4
(
Rm−2
)
andC3,1
(
Rm,Rm−2
)
byC4
(
Sm−2
)
and C3,1
(
Rm, Sm−2
)
and the η-forms by pull-backs of natural projections from C4,0
and C3,1 onto C2
(
Sm−2
)
of a form η of degree m− 3 on C2
(
Sm−2
)
satisfying
• the derivative of η is the pull-back to C2
(
Sm−2
)
of the Poincare´ dual of the
diagonal in Sm−2 × Sm−2;
• the restriction of η to the boundary of C2
(
Sm−2
) (which is diffeomorphic to
the sphere bundle S
(
Sm−2
)
of Sm−2) equals minus the global angular form of
S
(
Sm−2
) (for the construction of the global angular form of a sphere bundle, see
Section 2.7 in Chapter 2 and
• η is odd w.r.t. the extension to C2
(
Sm−2
)
of the involution exchanging the argu-
ments in Sm−2 × Sm−2.
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Since the Poincare´ dual of the diagonal in Sm−2 × Sm−2 is nonzero, η-forms are in
this setting not closed; however, any cyclic sum of η-forms is closed. Since (1.0.3) can
be written using only cyclic sums of η-forms, we can apply also the generalized Stokes
Theorem to (1.0.3), seen as a function on Imb(Sm−2,Rm), to prove that it is indeed
a locally constant function; the two additional requirements on η are essential in the
proof.
This function is not altogether new as it was already introduced by Bott in [9] as
the first invariant of odd spheres of codimension 2 in Euclidean space contructed by
means of configuration space integrals.
In Section 6.4, we compute and discuss the term of order 3 coming from the pertur-
bative expansion of the v.e.v. of the partition function of the I action in the covariant
gauge-fixing. We shall see that it is a sum of integrals as (1.0.3):
Θ3 =
1
3
∫
C6,0
θ14θ26θ35η12η34η56 +
∫
C6,0
θ14θ26θ35η12η23η45−
−
∫
C6,0
θ14θ26θ35η12η23η34 +
1
3
∫
C6,0
θ14θ25θ36η12η23η31−
−
∫
C5,1
θ16θ36θ56θ24η12η23 +
∫
C5,1
θ16θ36θ56θ24η12η34−
−
∫
C4,2
θ16θ36θ56θ25θ45η12 +
1
3
∫
C3,3
θ14θ25θ36θ45θ46θ56.
(1.0.4)
The notations are as in (1.0.3).
The first result is that (1.0.4) vanishes in odd dimensions. Moreover, as for (1.0.3),
the generalized Stokes Theorem implies that the sum of the principal faces vanish and
all contributions to the exterior derivative of (1.0.4) coming from hidden faces vanish
except where all vertices collapse together; the details of the proof are contained in
Section 6.4, 6.5 and in particular in Subsection 6.5.3. A detailed discussion of the con-
tribution of the face where all vertices collapse together is given in Subsection 6.5.4;
fundamental ingredients are the description of boundary faces of compactified config-
uration spaces and biinvariant forms on Stiefel manifolds (see respectively Section 2.4
and 2.6 of Chapter 2).
It is shown that in 4 dimensions this degenerate contribution vanishes, after the
addition to (1.0.4) of an explicit counterterm; hence, we find a perturbative invariant
for imbedded 2-spheres in 4-dimensional Euclidean space.
It is also shown that this degenerate contribution is given by (pull-backs of) a finite
linear combination of a basis of biinvariant forms on Stiefel manifolds Vm,m−2 for m
even and strictly bigger than 4, again after the addition of an explicit counterterm; we
say in this case that the corrected function (1.0.4) is a quasi-invariant.
The perturbative expansion of the v.e.v. of the partition function of the I action
gives possible invariants at higher orders: the vanishing lemmata of Section 6.5 imply
that particular combinations of configuration space integrals (in diagrammatic form,
such integrals are generalizations of the diagrams associated to (1.0.3) and (1.0.4))
yield
i) invariants of imbedded spheres of codimension 2 in odd-dimensional Euclidean
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spaces;
ii) invariants of imbedded 2-spheres in Euclidean 4-dimensional space;
iii) quasi-invariants, in the sense explained above of imbedded spheres of codimen-
sion 2 in even-dimensional Euclidean spaces; thus, by summing up a sufficiently
great number such quasi-invariants in a convenient way, it is possible to get in-
variants (in analogy to what Bott and Taubes did in [12] to deal with the degen-
erate contribution for their invariants coming from the collapse of all vertices).
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Chapter 2
Preliminaries
The aim of this chapter is to introduce the mathematical objects we need in the next
chapters. Some of the concepts we are going to introduce are old hat (e.g. the theory
of principal bundles and the theory of connections). But other things are (as far as we
know) new, e.g. the relationship between connections and bundle isomorphisms or the
biinvariant cohomology of Stiefel manifolds; therefore, we are going to skip obvious
details at the beginning, deferring proofs where we introduce some new concept.
2.1 Principal bundles and connections
In this section we define the main objects we need, namely principal bundles, asso-
ciated bundles, connections on principal bundles and forms with values in associated
bundles. We refer e.g. to [8], [32] and [38] for more details.
2.1.1 Principal bundles
From now on, M will denote either a compact, closed, connected, oriented smooth
manifold of dimensionm or Rm, the m-dimensional Euclidean space. G will denote a
Lie group, and g the corresponding Lie algebra; the identity if G is usually denoted by
e.
We begin by defining what is a principal G-bundle P →M .
Definition 2.1.1. A principal bundle P pi→M is a smooth manifold P equipped with a
smooth (right) action of G and a smooth G-invariant surjective map pi, such that
• G acts freely on P , i.e.
pg = p⇒ g = e, for general p ∈ P
and transitively on each fiber Px : = pi−1({x}).
• P is locally trivial in the following sense: any point x ∈M has a neighbourhood
U , such that there is a smooth isomorphism ϕU from pi−1(U) to U × G, such
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that
ϕU (p g) = (ϕU (p)) g, ∀ y ∈ U, g ∈ G;
pr1 ◦ϕU = pi|pi−1(U),
where pr1 denotes the projection from U ×G onto the first factor. The map ϕU
is called a local trivialization of P .
A smooth section of the principal bundle P over M is a smooth map σ
We need also the definition of vector bundle.
Definition 2.1.2. A real vector bundle E pi→ M of rank k is a smooth manifold E
endowed with a smooth surjective map pi, such that E is locally trivial over M , i.e. for
any x ∈M there is an open neighbourhoodU and a diffeomorphism φU from pi−1 (U)
to U × Rk, such that
ϕU (v + λ w) = ϕU (v) + λϕU (w), ∀ v, w ∈ E, λ ∈ R.;
pr1 ◦ϕU = pi|pi−1(U),
where pr1, as in Definition 2.1.1 denotes the projection onto the first component in
U × Rk.
A complex vector bundle is simply obtained by replacing Rk by Ck, and the local
trivialization ϕU has to be C-linear.
A smooth section of a vector bundle E over M is a smooth map σ from M to E,
such that pi ◦ σ = id.
Remark 2.1.3. Of course, there is a more general concept, namely that of fiber bundle,
where the fiber can be either a Lie group (in this case, the fiber bundle is a principal
bundle) or a (real or complex) vector space (in this case, the fiber bundle is a vector
bundle).
A fiber bundle F pi→ M is a smooth manifold, which is also locally trivial over M
in the sense of Definition 2.1.1 or 2.1.2, the only difference being that now the fiber
pi−1 ({x}), for x ∈M , is not constrained to be a Lie group or a vector space.
We assume now that we have a (smooth) representation of G, which we denote
by (ρ, V ), where V is a real (or complex) finite-dimensional vector space and ρ is a
(smooth) Lie-group-homomorphism from G to Aut(V ), the group of invertible linear
transformations of V . There is a free right-action of G on the product bundle P × V :
Rg (p, v) : =
(
p g, ρ
(
g−1
)
v
)
, ∀ p ∈ P, v ∈ V, g ∈ G.
We may then take the quotient of P × V ; in this way, we get a smooth vector bundle
P ×G V onM with typical fiber V (which is called the bundle associated to P via ρ,or
shortly the associated bundle to P via ρ), as we now briefly illustrate: the canonical
projection from P ×G V onto M , which we denote again by pi, is given by
pi ([p, v]) : = pi(p),
where by [p, v] we denote the equivalence class of (p, v) in P × V . The G-invariance
of pi ensures that the projection on P ×G V is well-defined.
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Without giving the explicit computations, we give the explicit formulae for local
trivializations for P ×G V . First of all, we notice
pi−1 (U) = {[p, v] ∈ P ×G V : pi(p) ∈ U} ,
for U open. We choose a point x ∈ M and we denote by U , resp. ϕU , the trivializing
neighbourhood of x, the trivialization at x, of P . We define then
ϕU ([p, v]) : = (pi(p), ρ (pr2 ◦ϕU (p)) v) ,
where pr2 denotes the projection onto the second factor of U ×G. Its inverse, ϕ−1U , is
simply
ϕ−1U (x, v) : =
[
ϕ−1U (x, e), v
]
.
This makes P ×G V into a smooth vector bundle over M . In particular, we will be
interested in the vector bundles adP := P ×G g and ad∗ P := P ×G g∗.
Remark 2.1.4. We notice that we have considered only bundles associated to linear
representations of G. Of course, we may consider also more general representations
F , where F denotes a smooth manifold endowed with a smoothG-action. By the same
procedure as for the bundle associated to a linear representation, we get a smooth fiber
bundle structure with typical fiber F .
The gauge group G of P is the set of all G-equivariant automorphisms of P , i.e. as
the set of all diffeomorphisms σ of P , such that
pi ◦ σ = pi, σ ◦ Rg = Rg ◦σ, ∀g ∈ G.
SinceG acts transitively on each fiber and since σ is fiber-preserving, there is a smooth
identification between the group of gauge transformations of P (it is a group w.r.t. the
composition) and the group of smoothG-equivariant maps from P toG. A map σ from
P to G is said to be G-equivariant, if
σ (p g) = g−1 σ(p) g, ∀ p ∈ P, g ∈ G.
One of the main facts about associated bundles (we refer to [8]) is the following
Theorem 2.1.5. The set of smooth sections of the associated bundle P ×G V is iso-
morphic to the set of smooth G-equivariant maps on P with values in V .
Therefore, the gauge group can be identified with the set Γ(M,AdP ) of all sec-
tions of the bundle AdP := P ×G G, where G becomes a G-space by conjugation.
For P trivial, it can be identified with the group Γ(M,G) of maps from M to G.
We denote by Ω∗(N ;V ) the space of V -valued forms on a manifold N . By
Ω∗bas(P ;V ) we denote the invariant, horizontal forms on P taking values in V , i.e.
forms ω on P with values in V with the additional properties:
R∗g ω = ρ
(
g−1
)
ω, ιXξω = 0, ∀ ξ ∈ g;
in the above formulae, the representation ρ acts only on the V -part of ω, and by Xξ,
ξ ∈ g, we denote the fundamental vertical vector field on P defined by
Xξ(p) : = TeLp (ξ) , p ∈ P.
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By Lp we denote the fiber inclusion g 7→ p g, for any g ∈ G.
We borrow again from [8] the following
Theorem 2.1.6. The following isomorphism holds
Ω∗bas(P ;V )
∼= Ω∗(M,P ×G V ).
We need the concept of connection.
Definition 2.1.7. A connection 1-form A on P is a 1-form on P with values in g, such
that following identities hold
R∗g A = Ad
(
g−1
)
A, g ∈ G; ιXξA = ξ, ∀ ξ ∈ g.
The curvature of the connection A is the 2-form on P with values in g defined by
FA : = dA+
1
2
[A , A ].
It is not difficult to check that FA is basic, hence defines a 2-form on M with values in
adP .
Finally, given a linear representation (ρ, V ) of G, we can define on the space of
forms on P with values in V the following operator:
dAω : = dω + ρ̂(A)(ω),
where ρ̂ denotes the tangent map at the identity of ρ; since ρ is a Lie group homo-
morphism from G to Aut(V ), its tangent map at the identity provides a Lie-algebra
homomorphism from g to End(V ). Clearly, ρ̂ acts on the g-part of A. E.g. if (ρ, V ) =
(Ad, g), then ρ̂ = ad. It is immediate to verify that the operator dA, which is called
the covariant derivative w.r.t. A, maps basic forms on basic forms, whence it descends
on forms on M with values in P ×G V .
The covariant derivative w.r.t. A is clearly R-linear and enjoys the Leibnitz rule
dA (α ∧ ω) = dα ∧ ω + (−1)
degαα ∧ dAω, α ∈ Ω
∗ (M) , ω ∈ Ω∗ (M,P ×G V ) ,
where the wedge product means wedge multiplication between the form parts of both
factors.
An important equality satisfied by the curvature FA is the Bianchi identity
dAFA = 0.
We say that a connectionA on P is flat, if its curvature vanishes.
It is also not difficult to see (we refer to [8]) that the space of connections on P is
an affine space, modeled on Ω∗ (M, adP ), which we usually denote byA.
The gauge group acts on A on the right by taking the pull-back:
(A;σ) 7→ σ∗A =: Aσ.
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If we use the G-equivariancy and the verticality of connections, explicitly the action of
a gauge transformation σ is given by
(A;σ) 7→ Aσ = Ad
(
σ−1
)
A+ σ∗ (ωMC) ,
where on the right-hand side of the above identity we have denoted by σ the equivariant
map from P toG associated to σ, and byωMC we have denoted the Maurer–Cartan form
of G, i.e.
(ωMC)g (Xg) : = TgL
−1
g (Xg), ∀ g ∈ G,Xg ∈ TgG.
G acts also on Ω∗ (M,P ×G V ), since the pull-back of a basic form on P with values
in V by a gauge transformation is again basic. Explicitly, using theG-equivariancy and
the horizontality of a general basic form, we get
(ω;σ) 7→ ρ
(
σ−1
)
ω, ω ∈ Ωbasic (P, V ) .
2.1.2 Representations of Lie groups and bundle morphisms
Later, we are going to introduce the parallel transport, as a function on the space of
loops in M , denoted by LM , via iterated integrals; for later purposes, it is better to
view the parallel transport as a function on LM taking values in some representation
of the Lie algebra g of G. In the case P trivial, it is very easy to define the parallel
transport with values in a given representation. In the case P nontrivial, we have to
restrict ourselves to special representations of g, namely those coming from represen-
tation of G: in fact, since now P is nontrivial, we have to consider forms on M with
values in the nontrivial associated bundle adP , and therefore we cannot simply take
the image of such a form under a given Lie algebra representation. The correct method
of generalizing this to the case P nontrivial is briefly sketched.
We assume (V, ρ) to be a linear representation of G, i.e. a vector space V and a
homomorphism ρ from G to the group of linear automorphisms of V .
The representation ρ induces in turn a representation of G on End(V ), which we
denote by ρ, by the rule:
ρ (g) (ϕ) : = ρ(g) ◦ ϕ ◦ ρ (g)−1 , ∀ϕ ∈ End(V ), g ∈ G.
It is clear that ρ is a homomorphism, and that ρ restricts in an obvious way to Aut(V ).
We consider the Lie-algebra homomorphism ρ̂ defined by
ρ̂ : g −→ End(V )
X 7−→ Teρ (X) .
(2.1.1)
Lemma 2.1.8. The following identity holds:
ρ̂ ◦Ad(g) = ρ(g) ◦ ρ̂, ∀g ∈ G. (2.1.2)
Proof. By definition of the Adjoint action of G on its Lie algebra g, it holds:
ρ̂ ◦Ad(g) = Teρ ◦ Tec(g) = Te(ρ ◦ c(g)) =
= Te(ρ(g) ◦ ρ) = Tidρ(g) ◦ Teρ =
= ρ(g) ◦ ρ̂.
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Since ρ is a homomorphism of groups, it follows
(ρ ◦ c(g)) (h) = ρ (c(g)h) = ρ(g) ◦ ρ(h) ◦ ρ(g)−1 = (ρ(g) ◦ ρ) (h), ∀g, h ∈ G.
Moreover, since ρ(g) is linear, its tangent map at the identity equals itself.
We construct, by means of ρ̂, a bundle morphism from adP to the associated bun-
dle EndP (V ) : = P ×G End(V ), where the right action of G on End(V ) is given
by
Lg(ϕ) : = ρ(g)(ϕ), ∀g ∈ G,ϕ ∈ End(V ).
The map from adP to EndP (V ), which we denote by Φρ, is defined as follows:
Φρ ([(p,X)]) : = [(p, ρ̂(X))] ,
where by [(p,X)] we have denoted an equivalence class in adP , p ∈ P and X ∈ g.
We have to show that the map Φρ is well-defined, in the following sense: let
(
p˜, X˜
)
be another representative of the class [(p,X)]. This is equivalent to the existence of
g ∈ G, such that
p˜ = pg, X˜ = Ad
(
g−1
)
X.
It follows
Φρ
([(
p˜, X˜
)])
=
[(
p˜, ρ̂
(
X˜
))]
=
[(
pg, ρ̂
(
Ad
(
g−1
)
X
))]
=
=
[(
pg, ρ
(
g−1
)
ρ̂(X)
)]
= [(p, ρ̂(X))] =
= Φρ ([(p,X)]) ,
and the last identity follows from the definition of EndP (V ). Hence, the map Φρ is
well-defined. Moreover, it is not difficult to see that it preserves the fibers.
We have shown
Theorem 2.1.9. We assume we are given a G-principal bundle P over the smooth
manifold M .
Any linear representation (V, ρ) of G induces, via its tangent map at the identity e,
denoted by ρ̂, a bundle morphism Φρ from the adjoint bundle adP to the associated
bundle EndP (V ):
Φρ : P ×Ad g −→ EndP (V ) : = P ×ρ End(V )
[(p,X)] 7−→ [(p, ρ̂(X))] .
(2.1.3)
Given a principal bundle P , we already know that there is a canonical isomorphism
between basic forms on P with values in some representation (ρ;V ) of g and forms on
M with values in the associated bundle P ×ρ V . We want to show that the map (2.1.1)
induces a morphism from basic forms on P with values in g and basic forms on P with
values in (ρ, V ); hence, there is also a morphism between forms on M with values in
adP and in the associated bundle EndP (V ).
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We assume we are given a form ω on P of degree q with values in g. We then
associate to it the form ω with values in V by the rule
ωp (X1, · · · , Xq) : = ρ̂ [ωp (X1 · · · , Xq)] , ∀p ∈ P,Xi ∈ TpP, 1 ≤ i ≤ q.
Clearly, ω is a form of degree q with values in End(V ).
We claim that, if ω is basic, so is ω. We begin by showing that ω is G-equivariant
w.r.t. the representation ρ:
R∗g (ω) = ρ̂
(
R∗g ω
)
=
= ρ̂
[
Ad
(
g−1
)
ω
]
=
= ρ
(
g−1
)
ρ̂ (ω) =
= ρ
(
g−1
)
ω;
the third equality is a consequence of ω beingG-equivariant. Next, we take ξ ∈ g. The
contraction of ω by the vertical vector field Xξ generated by ξ equals
ιXξω = ρ̂
(
ιXξω
)
= 0,
since ω is horizontal.
We assume we have a connection on P at hand, represented by the 1-form A with
values in g. The connection A specifies a covariant derivative on forms on P with
values in End(V ) by the rule
dAω : = dω + [ ρ̂(A) , ω ], ω ∈ Ω
∗ (P,End(V )) , (2.1.4)
where the Lie-bracket here denotes the usual commutator of linear endomorphisms on
V . Since ρ is a group-morphism, ρ˜ is a Lie-algebra morphism, and hence
dAω = dAω, ∀ω ∈ Ω
∗ (P, g) .
Since End(V ) is an associative algebra, we may multiply forms on P with values in
End(V ) in an associative way by taking the usual wedge product of the form part
and multiplication in End(V ) of the End(V )-part; this defines an associative product
on Ω∗ (P,End(V )), which we denote again by ∧. Moreover, by the Leibnitz rule of
the Lie-bracket in End(V ), it follows that the operator specified by (2.1.4) satisfies a
graded Leibnitz rule w.r.t. the product on Ω∗ (P,End(V )):
dA (α ∧ β) = dAα ∧ β + (−1)
degαα ∧ dAβ, ∀α, β ∈ Ω
∗ (P,End(V )) .
Since the operator dA maps clearly basic forms on basic forms, it descends to an op-
erator on Ω∗ (M,EndP (V )). The product of two basic forms on P with values in
End(V ) is immediately seen to be also basic, whence it follows that it descends to an
associative product on forms on M with values in EndP (V ).
In summary, we have seen that a representation (ρ, V ) of the group G gives rise to
an algebra bundle over M associated to P and that it induces a morphism of graded
Lie-algebras betweenΩ∗ (M, adP ) andΩ∗ (M,EndP (V )); moreover, a connectionA
on P specifies a covariant derivative on both graded Lie-algebras in a compatible way
through the representation ρ. Additionally, the covariant derivative on Ω∗ (M,EndP (V ))
satisfies the graded Leibnitz rule w.r.t. the associative product on Ω∗ (M,EndP (V )),
which is clearly a graded associative algebra.
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2.1.3 Horizontality, holonomy and parallel transport
In this Subsection we introduce notions and prove results that we will use in Section 2.3
of Chapter 2 and later in Chapter 4; we notice that the results proven here hold also for
nontrivial principal bundles, although the results of Section 2.3 and of Chapter 4 are
proven under the simplifying assumption that the principal bundles we are considering
are trivial. The geometry of loop spaces and of principal bundles thereover with the
help of the notion of holonomy and parallel transport were also studied in [19].
We assume A to be a general connection 1-form on P . We want to give another
characterization of connections.
A tangent vector X to P at p is said to be vertical, if it satisfies Tppi(X) = 0. It is
not difficult to see that the vertical space VpP , for any p ∈ P , is isomorphic to g via
ξ 7→ TeLp(ξ), ξ ∈ g.
It turns out that the vertical spaces at all points p ∈ P can be glued together to give a
smooth vector bundle, the vertical bundle VP . There is no canonical way to define of
a complement of VP w.r.t. the Whitney sum, i.e. there is no canonical complementary
bundle HP such that VP ⊕HP = TP . Namely, the choice of a complementary bundle
depends on the choice of a connection.
Definition 2.1.10. Given a connection 1-form A on P , a tangent vector Xp to P at p
is said to be A-horizontal, if the following equation holds:
Ap (Xp) = 0.
In fact, a connection onP can be equivalently characterized as a smooth assignment
to any p ∈ P of a subspace HpP ⊂ TpP such that
• TpP = VpP ⊕HpP ;
• HpgP = TpLg (HpP ), for any g ∈ G.
Given a connection in this sense, we can define a corresponding connection 1-form by
the assignment
Ap (Xp) : = ξXp ,
where ξXp is the unique element of g, corresponding to the vertical part of Xp w.r.t.
the splitting induced by the connection. Obviously, the A-horizontal space at p ∈ P
is exactly the kernel of Ap. It is not difficult to see that the 1-form A is a connection
1-form.
On the other hand, given a connection 1-form A on P , the corresponding splitting
of TP is given by
Xp =
(
Xp −X
A
p
)
+XAp , X
A
p : = TeLp (Ap(Xp)) , p ∈ P.
The G-equivariancy of A ensures that the corresponding distribution is G-equivariant.
We take a curve γ on M ; by the word “curve”, we mean a piecewise smooth map
from the unit interval I to M . An A-horizontal lift of γ based at p ∈ P is a smooth
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curve on P lying over γ, with initial point p and such that all its tangent directions are
A-horizontal.
We quote from [38] the following Theorem.
Theorem 2.1.11. Given a connection 1-form A on P and a curve γ in M , there is
a unique A-horizontal lift of γ, which we denote by γ˜A,p. The horizontal lift γ˜A,p is
(piecewise) smooth, if γ is (piecewise) smooth.
We take a loop γ, i.e. a closed curve in M with γ(0) = γ(1). We choose a point
p ∈ P lying over γ(0). We can then find a unique A-horizontal lift γ˜A,p of γ based at
p. Since γ˜A,p is a lift of γ, γ˜A,p(1) also lies over γ(0).
Definition 2.1.12. The holonomy of γ w.r.t. the connection A and a base point p over
γ(0) is the unique element of G, which we usually denote by H(A; γ; p), satisfying
γ˜A,p(1) = p H(A; γ; p) , (2.1.5)
where γ˜A,p is the unique A-horizontal lift, based at p ∈ P over γ(0), of the loop γ.
(The fact that such an element H(A; γ; p) exists and is unique follows from the fact
that G operates transitively on each fiber of P .)
The groupG and the gauge group G operate on P , resp.A. The holonomy depends
on a given loop γ, on a connection A on P and on a base point p ∈ Pγ(0). The next
Lemma shows how the holonomy behaves w.r.t. the action of G, resp. G, on P , resp.
A.
Lemma 2.1.13. We assume g, resp. σ, to be an element ofG, resp. a gauge transforma-
tion; we denote by gσ the G-equivariant function from P to G canonically associated
to σ. The following formulae hold:
H(A; γ; pg) = c
(
g−1
)
H(A; γ; p) ; (2.1.6)
H(σ∗A; γ; p) = c
(
gσ(p)
−1
)
H(A; γ; p) . (2.1.7)
Proof. We begin by showing identity (2.1.6). By the very definition of the holonomy,
it holds:
γ˜A,pg(1) = pg H(A; γ; pg) ,
where γ˜A,pg is the unique A-horizontal lift of γ based at pg. We consider the smooth
curve Rg (γ˜A,p). This curve is based at pg, and the equivariancy of A w.r.t. the action
of G implies:
ARg(eγA,p(t))
(
d
dt
Rg (γ˜A,p(t))
)
= ARg(eγA,p(t))
[
TeγA,p(t)Rg
(
d
dt
γ˜A,p(t)
)]
=
= Ad
(
g−1
) [
AeγA,p(t)
(
d
dt
γ˜A,p(t)
)]
= 0.
Hence, the curve Rg (γ˜A,p) is also A-horizontal, obviously lies over γ (by the G-
invariance of pi) and is based at pg. By the uniqueness of A-horizontal lifts, it follows
Rg (γ˜A,p) = γ˜A,pg. Therefore, it holds
γ˜A,pg(1) = γ˜A,p(1)g = p H(A; γ; p) g.
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Identity (2.1.6) holds, since the action of G on P is free.
The second identity can be proved along the same lines. In fact, by the very defini-
tion of the holonomy, it follows:
γ˜σ∗A,p(1) = p H(σ
∗A; γ; p) .
We claim now
σ (γ˜σ∗A,p) = γ˜A,σ(p). (2.1.8)
Both curves σ (γ˜σ∗A,p) and γ˜A,σ(p) lie over γ since pi ◦ σ = pi, and are clearly based at
σ(p). To prove equation (2.1.8), it remains to show that both curves are A-horizontal.
The claim follows then by the uniqueness of A-horizontal lifts.
We compute
Aσ(eγσ∗A,p(t))
(
d
dt
σ (γ˜σ∗A,p(t))
)
= (σ∗A)eγσ∗A,p(t)
(
d
dt
γ˜σ∗A,p(t)
)
= 0,
where the last identity is a consequence of the σ∗A-horizontality of γ˜σ∗A,p. Hence,
identity (2.1.8) holds true. Therefore, we obtain
σ (γ˜σ∗A,p(1)) = σ(p) H(σ
∗A; γ; p)
By (2.1.8)
= γ˜A,σ(p)(1) = σ(p) H(A; γ;σ(p)) .
The fact that the action of G is free implies
H(σ∗A; γ; p) = H(A; γ;σ(p)) = H(A; γ; pgσ(p))
By (2.1.6)
=
= c
(
gσ(p)
−1
)
H(A; γ; p) .
The second claim follows.
The next object we want to define is the parallel transport w.r.t. A along γ.
Definition 2.1.14. We assume γ to be a general smooth curve in M , not necessarily
closed. Let t be an element of the unit interval, and let p ∈ P and p˜ ∈ P be such that
pi(p) = γ(0), pi (p˜) = γ(t).
We define the parallel transport from p to p˜ along γ w.r.t. A, which we denote by
H(A; γ; t; p, p˜), as the unique element of G defined by the rule
γ˜A,p(t) = p˜ H(A; γ; t; p, p˜) . (2.1.9)
The definition makes sense, because γ˜A,p is a lift of p, and thus γ˜A,p(t) lies in the same
fiber as p˜.
The parallel transport defined by equation (2.1.9) satisfies two identities similar to
(2.1.6) and (2.1.7).
Lemma 2.1.15. We assume we are given a connection A, a smooth curve γ in M ,
p ∈ Pγ(0) and p˜ ∈ Pγ(t), for some t in the unit interval, general elements h and k of G
and a gauge transformation σ ∈ G.
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Then the parallel transport satisfies the two following identities:
H(A; γ; t; pg, p˜h) = h−1H(A; γ; t; p, p˜) g; (2.1.10)
H(σ∗A; γ; t; p, p˜) = gσ (p˜)
−1H(A; γ; t; p, p˜) gσ(p). (2.1.11)
Proof. We begin by showing identity (2.1.10). By definition of the the parallel trans-
port, it holds:
γ˜A,p(t) = p˜h H(A; γ; t; p, p˜h) = p˜ H(A; γ; t; p, p˜) .
Since the action of G on P is free, we get
hH(A; γ; t; p, p˜h) = H(A; γ; t; p, p˜)⇒ H(A; γ; t; p, p˜h) = h−1H(A; γ; t; p, p˜) , ∀h ∈ G.
(2.1.12)
On the other hand, it holds:
γ˜A,pg(t) = p˜ H(A; γ; t; pg, p˜) = γ˜A,p(t)g = p˜ H(A; γ; t; p, p˜) g.
Again, it follows:
H(A; γ; t; pg, p˜) = H(A; γ; t; p, p˜) g, ∀g ∈ G. (2.1.13)
Combining (2.1.12) and (2.1.13), we get (2.1.10).
As for the second identity, we make use again of (2.1.8). We get
σ (γ˜σ∗A,p(t)) = σ (p˜) H(σ
∗A; γ; t; p, p˜) = γ˜A,σ(p)(t) = σ (p˜)H(A; γ; t;σ(p), σ (p˜)) .
The previous equation yields:
H(σ∗A; γ; t; p, p˜) = H(A; γ; t;σ(p), σ (p˜)) = H
(
A; γ; t; pgσ(p), p˜gσ (p˜)
)
=
= gσ (p˜)
−1
H(A; γ; t; p, p˜) gσ(p),
where the last identity is a consequence of (2.1.10). Hence, the claim follows.
2.1.4 Isomorphisms of principal bundles
Definition 2.1.16. We assume we are given two different principal bundles P pi→ M ,
P˜
epi
→M over the same manifoldM and with the same Lie group G; the right action of
G on P , resp. P˜ , will be denoted by R•, resp. R˜•.
An isomorphism τ from P to P˜ is a diffeomorphism from P to P˜ enjoying the
additional properties:
pi ◦ τ = pi; τ ◦ Rg = R˜g ◦ τ, ∀g ∈ G.
Definition 2.1.17. We assume that we are in the same situation of the previous Defini-
tion. The fibered product of P and P˜ , which we denote by P  P˜ , is defined as
P  P˜ : =
{
(p, p˜) ∈ P × P˜ : pi(p) = pi (p˜)
}
.
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There is a natural map pi from the fiber product P  P˜ to M , which is simply
pi (p, p˜) : = pi(p) = pi (p˜) , (p, p˜) ∈ P  P˜ .
Additionally, P  P˜ receives a right G×G-action:
(p, p˜; (g, h)) 7→ (pg, p˜h) , ∀ (p, p˜) ∈ P  P˜ , (g, h) ∈ G×G.
We claim that P  P˜ is a principal G×G-bundle over M , with projection pi.
Proof. If U is an open set of M , we denote by ϕU , resp. ϕ˜U , the trivialization of P
over U , resp. of P˜ over U . We define a trivialization ϕU of P  P˜ over U via
ϕ : pi−1 (U) −→ U × (G×G)
(p, p˜) 7−→ (pi(p); (pr2 ◦ϕU ) (p), (pr2 ◦ϕ˜U ) (p˜)) .
These maps are invertible; in fact, their inverses are given by
ϕ−1U : U × (G×G) −→ pi
−1 (U)
(x; g, h) 7−→
(
ϕ−1U (x, g) , ϕ˜
−1
U (x, h)
)
.
It is clear from their definition that the maps ϕU and their inverses are smooth, as they
are compositions of smooth maps. Hence, we have a trivialization of the fiber product
P  P˜ .
For the sake of completeness, we write down explicitly the transition maps of the
G×G-principal bundle P  P˜
ϕU,V : U ∩ V −→ Diff(G×G)
x 7−→ RϕU,V (x)×ReϕU,V (x),
where ϕU,V , resp. ϕ˜U,V , are the transition maps of P , resp. P˜ .
Remark 2.1.18. We notice that the fiber product of two principal bundles over the same
base space and with the same structure group is the analogue of the Whitney sum of
vector bundles for principal bundles.
We notice that there is a left action of G×G also on G, by the rule:
c˜ : G×G −→ Diff(G)
(g, h) 7−→ c˜ (g, h)k : = hkg−1.
Definition 2.1.19. We assume the same hypotheses as in the previous definitions.
The set of smooth G × G-equivariant maps from P  P˜ to G, which we denote by
C∞
(
P  P˜ , G
)G×G
, is the subset of C∞
(
P  P˜ , G
)
of maps K satisfying
K(pg, p˜h) = c˜
(
g−1, h−1
)
K(p, p˜) , ∀ (p, p˜) ∈ P  P˜ , (g, h) ∈ G×G. (2.1.14)
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Theorem 2.1.20. The set of isomorphisms from P to P˜ is in one-to-one correspon-
dence with C∞
(
P  P˜ , G
)G×G
.
Proof. We consider an isomorphism τ from P to P˜ and we take a point (p, p˜) ∈ PP˜ .
We consider τ(p). Since (pi ◦ τ) (p) = pi(p) = pi (p˜), it holds
τ(p) = p˜ Gτ (p, p˜) ,
for a unique element Gτ (p, p˜) of G. The map Gτ is clearly smooth, since τ is smooth.
It remains to show that it satisfies (2.1.14). Since τ is G-equivariant, it follows by
the very definition of Gτ :
τ (pg) = p˜ Gτ (pg, p˜) = τ(p)g = p˜ Gτ (p, p˜) g,
whence it follows
Gτ (pg, p˜) = Gτ (p, p˜) g
−1, ∀g ∈ G. (2.1.15)
On the other hand, it holds
τ(p) = p˜ Gτ (p, p˜) = p˜ g Gτ (p, p˜g) ,
whence it follows
Gτ (p, p˜g) = g
−1Gτ (p, p˜) , ∀g ∈ G. (2.1.16)
Combining (2.1.15) and (2.1.16), we see that Gτ is G×G-equivariant.
Conversely, we assume we are given an element K of C∞
(
P  P˜ , G
)G×G
. We
define a corresponding map τK from P to P˜ as follows:
τK (p) : = p˜ K(p, p˜) ,
where p˜ is a general element of P˜ , such that (p, p˜) is in P  P˜ .
First of all, we show that the map τK is well-defined: assume q˜ is another point
in P˜ , such that pi (p˜) = pi (q˜). Since p˜ and q˜ belong to the same fiber, there exists an
element g in G, such that q˜ = p˜g. It follows
τK (p) = q˜ K(p, q˜) = p˜ g K(p, p˜g)
By equivariancy
= p˜ K(p, p˜) .
Therefore, τK is well-defined.
It also satisfies pi ◦ τK = pi by its very definition, and the G-equivariancy follows
from
τK(pg) = p˜ K(pg, p˜)
By equivariancy
= p˜ K(p, p˜) g = τK(p)g, ∀g ∈ G.
It remains to show that τK is invertible. We show this by finding an inverse. We define
the map σK : P˜ → P by
σK(p˜) : = p K(p, p˜)
−1 ,
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where pi(p) = pi (pi), andK−1 denotes the inverse in G ofK . As before, one can show
that σK is well-defined, that it is G-equivariant and satisfies pi ◦ σK = pi. We claim
that σK is the inverse of τk. In fact,
(σK ◦ τK) (p) = σK (p˜K(p, p˜)) = σK (p˜)K(p, p˜) = pK(p, p˜)
−1
(p, p˜) = p.
Analogously, one can show that τK ◦ σK = id eP .
We assume furthermore that P , resp. P˜ , is endowed with a connection A, resp. A˜.
A general tangent vector to P  P˜ at (p, p˜) can be written as (Xp, Xep), where Xp,
resp. Xep, is a tangent vector to P at p, resp. to P˜ at p˜. By the very definition of the
projection pi from P  P˜ ontoM , the tangent vector (Xp, Xep) is vertical if and only if
T(p,ep)pi (Xp, Xep) = Tppi (Xp) = Tep˜pi (Xep) = 0.
Hence, both components of (Xp, Xep) have to be vertical.
On P , resp. P˜ , the connectionA, resp. A˜, specifies a smooth splitting of the tangent
bundle of P , resp. P˜ , into vertical andA-horizontal vectors, resp. A˜-horizontal vectors.
Hence, we can write any tangent vectors Xp and Xep to P at p and to P˜ at p˜ as
Xp = X
v
p +X
h
p , Xep = Xvep +Xhep .
Therefore, any tangent vector (Xp, Xep) to P  P˜ at (p, p˜) has a unique splitting
(Xp, Xep) =
(
Xvp , X
vep
)
+
(
Xhp , X
hep
)
. (2.1.17)
To the splitting (2.1.17) belong obviously the connection 1-form(
A⊕ A˜
)
(p,ep) (Xp, Xep) : =
(
Ap (Xp) , A˜ep (Xep)
)
.
(We notice that the connection A⊕ A˜ is g⊕ g-valued, as P  P˜ is a G×G-principal
bundle.)
It is immediate to see that A⊕ A˜ is flat if both A and A˜ are flat.
If we are given a smooth bundle-isomorphism Φ from P to P˜ , we can construct a
morphism Φ Φ−1 from P  P˜ to P˜  P as follows:(
Φ Φ−1
)
(p, p˜) : =
(
Φ(p),Φ−1 (p˜)
)
, ∀ (p, p˜) ∈ P  P˜ .
Since Φ is an isomorphism, it is clear that ΦΦ−1 is also an isomorphism. Moreover,
the G-equivariancy of Φ ensures that Φ Φ−1 is G×G-equivariant.
There is also a natural connection 1-form A˜ ⊕ A on P˜  P . Pulling back A˜ ⊕ A
w.r.t. Φ Φ−1 gives a connection 1-form on P  P˜ . Clearly, by the very definition of
Φ Φ−1, saying that the pull-back of A˜⊕A w.r.t. Φ⊕ Φ−1 equals A⊕ A˜, i.e.(
Φ Φ−1
)∗ (
A˜⊕A
)
= A⊕ A˜,
is equivalent to
Φ∗A˜ = A.
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We consider now the space of loops LM , i.e. the set of all curves γ from the unit
interval I to M satisfying γ(0) = γ(1). We consider the following two smooth maps
from LM × I to M , namely:
ev (γ; t) : = γ(t); (2.1.18)
ev0 (γ; t) : = γ(0). (2.1.19)
Via the maps (2.1.18) and (2.1.19), we may construct two principal G-bundles on
LM via pull-back:
ev∗ P = {(γ; t; p) ∈ LM × I× P : pi(p) = γ(t)} ;
ev∗0 P = {(γ; p; t) ∈ LM × I× P : pi(p) = γ(0)} .
Moreover, we may construct the fiber product of ev∗ P and ev∗0 P :
ev∗0 P  ev
∗ P = {(γ; t; p, p˜) ∈ LM × I× P × P : pi(p) = γ(0), pi (p˜) = γ(t)} .
For a chosen connectionA onP , Lemma 2.1.15 implies thatH(A; •; •; •, •) (which,
from now on, we denote by H(A)|•0, when its arguments are not specified) is an element
of C∞ (ev∗0 P  ev∗ P,G)
G×G
. Therefore, by Theorem 2.1.20, the parallel transport
H(A)|•0 induces an isomorphism from ev∗0 P to ev∗ P , which we denote by ΦA in order
to make explicit its dependence on a chosen connectionA.
We want to inspect more carefully the dependence on A of the isomorphism ΦA.
First, we write down explicitly the isomorphism ΦA:
ΦA (γ; t; p) = (γ; t; p˜ H(A; γ; t; p, p˜)) ,
where pi(p) = γ(0), and p˜ ∈ P˜ is any point obeying pi (p˜) = γ(t).
We know that the gauge group G operates on A. If we take an element σ ∈ G
and we take the pull-back of the connection A w.r.t. σ, the morphism ΦA changes as
follows:
Φσ∗A (γ; t; p) = (γ; t; p˜ H(σ
∗A; γ; t; p, p˜)) =
By (2.1.11)
= (γ; t; p˜ gσ (p˜)
−1
H(A; γ; t; p, p˜) gσ(p)) =
=
(
γ; t;σ−1 (p˜) H(A; γ; t; p gσ(p), p˜)
)
=
=
(
γ; t;σ−1 (p˜ H(A; γ; t;σ(p), p˜))
)
=
= σ−1 (ΦA (γ; t;σ(p))) .
(2.1.20)
To interpret in the correct way the previous computation, we need a digression.
We assume f to be a smooth map from the manifold L to M and P to be a G-
principal bundle over M , with projection pi.
Lemma 2.1.21. Every gauge transformation of P induces a gauge transformation of
the pull-back bundle f∗P .
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Proof. Let σ ∈ GP be a general gauge transformation. By definition,
f∗P = {(l, p) ∈ L× P : f(l) = pi(p)} .
Let (l, p) be a general point in f∗P . We define the morphism σf from f∗P to itself as
follows:
σf (l, p) : = (l, σ(p)) .
We have to show that σf is well-defined, that it respects the fiber, that it isG-equivariant
and that it is bijective.
Since pi◦σ = pi, it follows that the image of a point in f∗P still belongs to f∗P . By
its very definition, σf respects the fiber. The G-equivariancy follows by the definition
of the right G-action on f∗P .
Finally, σf has an inverse, which is simply (σf )−1 = σ−1f . We notice that the map
taking σ to σf is clearly a homomorphism of groups from GP to Gf∗P .
Given two different smooth maps f , g from L to M , we may form two different
principal bundles over L, namely f∗P and g∗P . If we assume the set of G-equivariant
isomorphisms from f∗P to g∗P to be nonempty (i.e. if the two bundles are isomor-
phic), the gauge group GP operates from the left on this set as follows:
(σ, τ) 7→ σg ◦ τ ◦ σ
−1
f , (2.1.21)
where σ ∈ G and τ is a G-equivariant isomorphism from f∗P to g∗P .
With the help of the previous considerations, we may rewrite Identity (2.1.20) as
follows:
Φσ∗A = σ
−1
ev ◦ ΦA ◦ σev0 , ∀A ∈ A, σ ∈ GP . (2.1.22)
This may be restated as follows: the parallel transport H(•)|•0 induces a G-equivariant
map from A to the set of G-equivariant isomorphisms from ev∗0 P to ev∗ P .
If we restrict the bundles ev∗0 P and ev∗ P to the subset LM × {0}, we get
ev∗0 P |LM×{0}
∼= {(γ; t; p) ∈ ev∗0 P : t = 0}
∼= ev(0)∗P ;
ev∗ P |LM×{0} ∼= {(γ; t; p) ∈ ev
∗ P : t = 0} ∼= {(γ; 0; p) ∈ ev∗ P : γ(0) = pi(p)} ∼=
∼= ev(0)∗P,
where ev(0)(γ) : = γ(0).
Since ΦA is a G-equivariant isomorphism from ev∗0 P to ev∗ P , it respects fibers.
Hence, ΦA maps the restriction to LM ×{0} of ev∗0 P to the restriction to the same set
of ev∗ P . It is nonetheless interesting to compute explicitly the induced isomorphism
of ev(0)∗P . By the definition of ΦA, it follows:
ΦA|LM×{0} (γ; 0; p) = (γ; 0; p˜H(A; γ; 0; p, p˜)),
where in this case pi (p˜) = γ(0) = pi(p). Therefore, we may choose p˜ = p, and it
follows
γ˜A,p(0) = p,
whence H(A; γ; 0; p, p) = e. Hence, the restriction to LM × {0} equals the identity
on ev(0)∗P .
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On the other hand, we may restrict the bundles ev∗0 P and ev∗ P to LM × {1}. In
this case, we get:
ev∗0 P |LM×{1} = {(γ; 1; p) ∈ ev
∗
0 P : pi(p) = γ(0)} ∼= ev(0)
∗P ;
ev∗ P |LM×{1} = {(γ; 1; p) ∈ ev
∗
0 P : pi(p) = γ(1) = γ(0)}
∼= ev(0)∗P.
So, restricting the two bundles ev∗0 P and ev∗ P to the subset LM × {1}, we get the
same bundle as before, namely ev(0)∗P . But the restriction of ΦA is not the identity,
as the following computation shows:
ΦA|LM×{1} (γ; 1; p) = (γ; 1; p˜H(A; γ; 1; p, p˜)) ,
where p˜ ∈ P obeys pi (p˜) = γ(1) = γ(0) = pi(p). Hence, we may choose p˜ = p, and
we get
ΦA|LM×{1} (γ; 1; p) = (γ; 1; pH(A; γ; 1; p, p)) .
The following identity holds:
pH(A; γ; 1; p, p) = γ˜A,p(1) = pH(A; γ; p) .
Since the action of G on each fiber is free, it follows:
H(A; γ; p) = H(A; γ; 1; p, p) , ∀γ ∈ LM,p ∈ P.
Hence, the restriction of ΦA to LM×{1} equals the automorphism of ev(0)∗P defined
by the holonomy H(A; •; •) (which we denote by H(A)|10, when we do not want to
specify its arguments), which, according to Identity (2.1.6), defines a G-equivariant
map from ev(0)∗P to itself.
2.1.5 Some consequences of flatness
We assume we have chosen a flat connection A on P . A well-known fact about flat
connections states that the holonomyH(A; γ; p) of a loop γ, based at p ∈ P over γ(0),
depends only on the homotopy class of the loop γ, if the connection A is flat. We
refer to Section 7 of Chapter 2 of [38] for more details on the relationship between flat
connections and holonomy. Since the holonomy w.r.t. A depends on a pair (γ; p), with
γ ∈ LM and on a point p ∈ P lying over γ(0), we may view the holonomy w.r.t. A as
a map from the pull-back bundle
ev(0)∗P : = {(γ; p) ∈ LM × P : pi(p) = γ(0) = ev(0)(γ)}
to G. The bundle ev(0)∗P receives an obvious right action of G.
Moreover, Identity (2.1.6) implies that H(A)|10 is G-equivariant w.r.t. the conjuga-
tion on G. This is equivalent to the fact that the holonomy w.r.t. A induces a gauge-
transformation on ev(0)∗P , which we denote by ΦA.
There is a natural map e˜v(0) from ev(0)∗P toP , defined as follows e˜v(0) (γ; p) : =
p. Clearly, e˜v(0) is G-equivariant; hence, the pull-back ofA w.r.t. e˜v(0) is again a con-
nection on ev(0)∗P , which we denote as ev(0)∗A.
Theorem 2.1.22. If A is flat, the gauge transformation of ev(0)∗P induced by the
holonomy w.r.t. A stabilizes the connection ev(0)∗A, i.e. Φ∗A ev(0)∗A = ev(0)∗A.
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Before proving Theorem 2.1.22, we need some preliminary facts.
A general tangent vector at a point (γ; p) ∈ ev(0)∗P can be written as a couple of
tangent vectors (Xγ ;Xp), where Xγ ∈ TγLM and Xp ∈ TpP . The condition for the
tangent vector (Xγ ;Xp) at (γ; p) ∈ ev(0)∗P to be vertical is
Xγ = 0, implying in turn Tppi(Xp) = Tγev(0)(Xγ) = 0,
since (Xγ ;Xp) is tangent to ev(0)∗P . Therefore, a general vertical vector at (γ; p) ∈
ev(0)∗P can be uniquely written as (0;Xp), where Xp is vertical at p.
On the other hand, the tangent vector (Xγ ;Xp) at (γ; p) ∈ ev(0)∗P is ev(0)∗A-
horizontal if
(ev(0)∗A)(γ;p) (Xγ ;Xp) = Ap (Xp) = 0.
Hence, a tangent vector (Xγ ;Xp) at (γ; p) is ev(0)∗A-horizontal if and only if its
P -component is A-horizontal.
Since the connection A specifies a splitting of the tangent bundle of P into the
vertical bundle and the A-horizontal bundle, we can split any tangent vector (Xγ ;Xp)
at (γ; p) ∈ ev(0)∗P into a unique sum
(Xγ ;Xp) =
(
0;Xvp
)
+
(
Xγ ;X
h
p
)
, (2.1.23)
where Xvp , resp. Xhp , denotes the vertical, resp. A-horizontal, part of the vector Xp.
The splitting (2.1.23) plays a pivotal roˆle in the proof of Lemma 2.1.22.
We need also the following technical
Lemma 2.1.23. We assume we have two curves γ1 and γ2, such that γ1(1) = γ2(0);
additionally, we take three points p, p1 and p2 in P , such that
γ1(0) = pi(p), γ1(1) = γ2(0) = pi(p1), γ2(1) = pi(p2).
We define the curve γ2 ◦ γ1 as
γ2 ◦ γ1 (t) : =
{
γ1(2t), t ∈
[
0; 12
]
γ2 (2t− 1) , t ∈
[
1
2 ; 1
] .
Clearly, the composition γ2 ◦ γ1 is piecewise smooth.
Then, the following identity holds
H(A; γ2 ◦ γ1; 1; p, p2) = H(A; γ2; 1; p1, p2) H(A; γ1; 1; p, p1) . (2.1.24)
Lemma 2.1.24. We assume we have a curve γ on M , and two points p, p˜ in P , such
that
γ(0) = pi(p), γ(1) = pi(p˜).
We define the inverse curve γ−1 of γ as
γ−1 (t) : = γ (1− t) .
Then, the following identity holds:
H
(
A; γ−1; 1; p˜, p
)
= H(A; γ; 1; p, p˜)
−1
. (2.1.25)
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Proof of Lemma 2.1.23. By the very definition of the parallel transport, we get
γ˜2 ◦ γ1A,p(1) = p2 H(A; γ2 ◦ γ1; 1; p, p2) ,
where γ˜2 ◦ γ1A,p is the uniqueA-horizontal lift of γ2 ◦ γ1 based at p.
On the other hand, we consider the composition γ˜2A,fγ1A,p(1) ◦ γ˜1A,p(
γ˜2A,fγ1A,p(1) ◦ γ˜1A,p
)
(t) : =
{
γ˜1A,p(2t), t ∈
[
0, 12
]
γ˜2A,eγA,p(1)(2t− 1), t ∈
[
1
2 ; 1
]
.
By its very definition, it is clear that γ˜2A,fγ1A,p(1) ◦ γ˜1A,p lies over γ2 ◦ γ1 and that
it is based at p; since it is the composition of two A-horizontal curves, it is also A-
horizontal, whence it follows that
γ˜2A,fγ1A,p(1) ◦ γ˜1A,p = γ˜2 ◦ γ1A,p.
Therefore, we get
γ˜2A,fγ1A,p(1) ◦ γ˜1A,p = γ˜2A,eγA,p(1)(1) = γ˜2A,p1(1) H(A; γ1; 1; p, p1) =
= p2 H(A; γ2; 1; p1, p2) H(A; γ1; 1; p, p1) ,
and the claim is an immediate consequence.
Proof of Lemma 2.1.24. We consider the curve
γ˜−1
A,p H(A;γ;1;p,ep)−1(t) : = γ˜A,p(1− t) H(A; γ; 1; p, p˜)
−1 .
It is immediate to see that this curve lies over γ−1; moreover, it is based on p˜, since
γ˜A,p(1− t) H(A; γ; 1; p, p˜)
−1 = p˜ H(A; γ; 1; p, p˜) H(A; γ; 1; p, p˜)−1 =
= p˜.
Since the A-horizontal bundle is defines a G-invariant distribution, γ˜−1
A,p H(A;γ;1;p,ep)−1
is A-horizontal, and by the uniqueness of A-horizontal lifts of smooth curves, we get
γ˜−1
A,p H(A;γ;1;p,ep)−1 = γ˜−1A,ep,
whence the claim follows.
Proof of Theorem 2.1.22. We consider a general tangent vector (Xγ ;Xp) at some point
(γ; p) in ev(0)∗P , and we assume Xp to be A-horizontal at p. We may assume that
(Xγ ;Xp) is the tangent vector at (γ; p) of a smooth curve (γs; ps) (s ∈ I), where γs
is a smooth curve in LM (a curve of loops) and ps is an A-horizontal curve in P .
Moreover, since (γs; ps) is in ev(0)∗P , it follows that ps lies over γs(0), for any s ∈ I.
We define a smooth curve γs, for any s ∈ I, by the rule
γs (t) : = γst(0). (2.1.26)
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We then construct the map Γ on the unit square I×I by means of the curves (2.1.26)
as follows:
Γ (t, s) : =

γs (3t) , t ∈
[
0; 13
]
γs (3t− 1) , t ∈
[
1
3 ;
2
3
]
γs (3− 3t) , t ∈
[
2
3 , 1
]
.
First of all, for any s ∈ I, Γ(•, s) is a closed curve. Namely,
Γ(0, s) = γs(0) = γ0(0) = γ(0), Γ(1, s) = γs(0) = γ(0).
It follows also that Γ(•, s) is based in γ(0), for any s in the unit interval. Finally, it is
clear that Γ is a homotopy of γ. We notice that Γ(•, s) is piecewise smooth w.r.t. t ∈ I.
Since any Γ(•, s) = Γs is homotopic to γ and since the connectionA is flat, we get
H(A; Γs; p) = H(A; γ; p) .
On the other hand, the curve Γs may be written as the composition γ−1s ◦ γs ◦ γs, and
each piece of Γs is smooth. It follows by Lemma 2.1.23 and 2.1.24
H(A; γ; p) = H(A; Γs; p) = H(A; γs; 1; p, ps)
−1
H(A; γs; ps) H(A; γs; 1; p, ps) .
We define, for any s ∈ I, the curve ps(t) by the rule
ps (t) : = pts,
where t is also in the unit interval. The curve ps is clearly A-horizontal, as it is a
reparametrization of an A-horizontal curve. Moreover, it lies over γs:
pi (ps(t)) = pi (pst) = γst(0) = γs(t), ∀t ∈ I,
and is based at p, since ps(0) = p0 = p. It follows immediately thatH(A; γs; 1; p, ps) =
id, for all s ∈ I, whence it follows
H(A; γ; p) = H(A; γs; ps) , ∀s ∈ I,
which is equivalent to the constancy of the holonomy along the curve (γs; ps), and this
yields in turn
T(γ;p)H(A)|
1
0 (Xγ ;Xp) = 0, if Xp is A-horizontal.
An explicit computations gives
T(γ;p)ΦA (Xγ ;Xp) =
(
Xγ ; TpRH(A;γ;p) (Xp) +
+TH(A;γ;p)Lp
[
T(γ;p)H(A)|
1
0 (Xγ ;Xp)
])
,
for any tangent vector (Xγ ;Xp) on ev(0)∗P at (γ; p).
If Xp is A-horizontal, the above equation simplifies to
T(γ;p)ΦA (Xγ ;Xp) =
(
Xγ ; TpRH(A;γ;p) (Xp)
)
.
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Finally, we get
Φ∗A (ev(0)
∗A)(γ;p) (Xγ ;Xp) = (ev(0)
∗A)(γ;p H(A;γ;p))
[(
Xγ ; TpRH(A;γ;p) (Xp)
)]
=
= Ap H(A;γ;p)
[
TpRH(A;γ;p) (Xp)
]
=
= Ad
(
H(A; γ; p)−1
)
[Ap (Xp)] =
= 0,
if (Xγ ;Xp) is ev(0)∗A-horizontal and by G-equivariancy of A. Hence, any ev(0)∗A-
horizontal vector at (γ; p) is also Φ∗A (ev(0)∗A)-horizontal.
It follows immediately that Φ∗A (ev(0)∗A) = ev(0)∗A, since at any point (γ; p) ∈
ev(0)∗P a tangent vector (Xγ ;Xp) can be decomposed in a unique way into a vertical
piece and an ev(0)∗A-horizontal piece; by the above computations, Φ∗A (ev(0)∗A) and
ev(0)∗A agree on any tangent vector, and hence they are equal.
The identity Φ∗A (ev(0)∗A) = ev(0)∗A can be written alternatively as
dev(0)∗AH(A)|
1
0 = 0.
For a function σ on ev(0)∗P with values in G, we define(
dev(0)∗Aσ
)
(γ;p)
(Xγ ;Xp) : =
(
T(γ;p)σ
)
(Xγ ;Xp) + TeRσ(γ;p) [Ap (Xp)]−
− TeLσ(γ;p) [Ap (Xp)] .
We return to the principal bundles ev∗ P and ev∗0 P . We denote by e˜v, resp. e˜v0,
the natural map from ev∗ P , resp. ev∗0 P , to P , given by
e˜v (γ; t; p) : = p, resp. e˜v0 (γ; t; p˜) : = p˜.
We denote then by ev∗A, resp. ev∗0 P , the pull-back of A w.r.t. e˜v, resp. e˜v0; ev∗A
and ev∗0 A are clearly connections on ev∗ P and ev∗0 P .
We consider the fiber product of ev∗0 P and ev∗ P , and a point (γ; t; p, p˜) in it. We
denote by (Xγ ;Xt;Xp, Xep) a general tangent vector to ev∗0 P  ev∗ P at (γ; t; p, p˜),
where Xγ is tangent to LM at the loop γ, Xt is tangent to [0; 1] at t, andXp, resp. Xep,
is tangent to P at p, resp. p˜.
The condition on (Xγ ;Xt;Xp, Xep) to be vertical may be translated into
Xγ = 0, Xt = 0→
{
Tppi(Xp) = T(γ,t)ev0 (Xγ ;Xt) = 0,
Teppi (Xep) = T(γ,t)ev (Xγ ;Xt) = 0,
where the first identities follow from the definition of the bundle projection from
ev∗0 Pev
∗ P ontoLM×[0; 1], and the second one is a consequence of (Xγ ;Xt;Xp, Xep)
to be tangent to ev∗0 P  ev∗ P . Hence, a tangent vector (Xγ ;Xt;Xp, Xep) to the fiber
product ev∗0 P  ev∗ P at (γ; t; p, p˜) is vertical if and only if its P -pieces are vertical
and its LM × [0; 1]-piece vanishes.
As we already know, the connection A specifies a splitting of the tangent bundle
of P . Therefore, any tangent vector Xp to P at p can be written uniquely as Xp =
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Xvp +X
h
p , where Xvp , resp. Xhp , denotes the vertical part, resp. the horizontal part, of
Xp.
Therefore,
(Xγ ;Xt;Xp, Xep) =
(
0; 0;Xvp , X
vep
)
+
(
Xγ ;Xt;X
h
p , X
hep
)
, (2.1.27)
for any tangent vector (Xγ ;Xt;Xp, Xep) to ev∗0 P  ev∗ P at (γ; t; p, p˜).
The splitting (2.1.27) specifies in an obvious way a G-invariant distribution on
ev∗0 P  ev
∗ P ; the corresponding connection 1-form is given explicitly by
(ev∗0 A⊕ ev
∗A)(γ;t;p,ep) (Xγ ;Xt;Xp, Xep) : = (Ap (Xp) , Aep (Xep)) .
It is immediate to verify that the connection ev∗0 A⊕ ev∗A is flat, if A is flat.
Analogous definitions and results hold for ev∗ Pev∗0 P ; we denote the connection
constructed from A on the fiber product ev∗ P  ev∗0 P by ev∗A⊕ ev∗0 A.
We define the following G × G-equivariant isomorphism from ev∗0 P  ev∗ P to
ev∗ P  ev∗0 P
ΦA  Φ
−1
A (γ; t; p, p˜) : =
(
γ; t; p˜ H(A; γ; t; p, p˜) , p H(A; γ; t; p, p˜)−1
)
.
We have at our disposal all elements needed to state the fundamental
Theorem 2.1.25. If A flat, then the following identity holds:(
ΦA  Φ
−1
A
)∗
(ev∗A⊕ ev∗0 A) = ev
∗
0 A⊕ ev
∗A. (2.1.28)
Proof. It suffices to show that ev∗0 A⊕ ev∗A-horizontal vectors in ev∗0 P  ev∗ P are
also horizontal w.r.t. its pull-back by ΦA  Φ−1A .
In order to show this claim, we view a general horizontal vector (Xγ ;Xt;Xp;Xep),
where the subscripts are related to the base points of the respective tangent vectors, as
the initial tangent direction of an ev∗0 A⊕ ev∗A-horizontal curve, which we denote by(
γs; ts; ps, p˜s
)
; we notice that ps and p˜s are A-horizontal curves. Here, ts is a curve in
[0; 1] starting at t0 = t.
Further, by means of γs and ts, we define the piecewise smooth family of curves Γ
as
Γ(t, s) : =

γts(0), t ∈
[
0; 14
]
γs
(
(4t− 1)ts
)
, t ∈
[
1
4 ,
1
2
]
γ(3−4t)s
(
(3− 4t)ts
)
, t ∈
[
1
2 ;
3
4
]
γ
(
(4− 4t)t0
)
, t ∈
[
3
4 , 1
]
.
It is immediate to see that Γ is a piecewise smooth homotopy of the piecewise smooth
loop γ−1
t0
◦ γt0 , where γt0(s) : = γ(st0).
By Lemma 2.1.23 and 2.1.24, it follows immediately
H(A; γs; ts; ps, p˜s) = H(A; γ; t; p, p˜) ,
using that the horizontal curves pts and p˜ts lie over γts(0) and γts(tts) and are based
in p and p˜ respectively.
The claim follows by arguments very similar to those used in the final steps of the
proof of Theorem 2.1.22.
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We notice that Identity (2.1.28) may be also rewritten as
T(γ;t;p,ep)H(A)|•0 (Xγ ;Xt;Xp, Xep) = −TeRH(A;γ;t;p,ep) [Aep(Xep)] +
+ TeLH(A;γ;t;p,ep) [Ap(Xp)] : ⇐⇒
dH(A)|•0 = − ev
∗A H(A)|•0 +H(A)|
•
0 ev
∗
0 A.
We are interested in the following more general situation: we consider the space
LM × 4n, where 4n denotes the standard n-dimensional simplex. We consider the
following natural maps from LM ×4n into M :
evi,n : = ev ◦pii,n, 1 ≤ i ≤ n, ev(0)n : = ev(0) ◦ pin,
where pii,n (γ; t1, . . . , tn) : = (γ; ti) and pi (γ; t1, . . . , tn) : = γ. Accordingly to the
previous computations, we define the bundles ev∗i,n P and ev(0)∗nP over LM × 4n
and their fiber product ev(0)∗nP  ev∗i,n P .
Given a connection A on P , a natural connection on the fiber product ev(0)∗nP 
ev∗i,n P is given by
ev(0)∗nA⊕ ev
∗
i,nA : =
(
ev(0)∗nA, ev
∗
i,nA
)
.
(We recall that the fiber product is a G×G-principal bundle overLM×4n.) We denote
by ev∗i,nA⊕ ev(0)∗nA the corresponding natural connection on ev∗i,n P  ev(0)∗nP .
For any 1 ≤ i ≤ n, the bundle ev(0)∗nP is isomorphic to ev∗i,n P via the map
ΦA,i,n (γ; t1, . . . , tn; p) : = (γ; t1, . . . , tn; p˜ H(A; γ; ti; p, p˜)) ,
where pi(p) = γ(0), and p˜ is any point in P over γ(ti).
We consider the isomorphismΦA,i,nΦ−1A,i,n from ev(0)∗nPev∗i,n P to ev∗i,n P
ev(0)∗nP
ΦA,i,nΦ
−1
A,i,n (γ; t1, . . . ; p, p˜) : =
(
γ; t1, . . . ; p˜ H(A; γ; ti; p, p˜) , p H(A; γ; ti; p, p˜)
−1
)
.
An obvious corollary of Theorem 2.1.25 is given by
Theorem 2.1.26. If A is flat, the following identity holds(
ΦA,i,n  Φ
−1
A,i,n
)∗ (
ev∗i,n A⊕ ev(0)
∗
nA
)
= ev(0)∗nA⊕ ev
∗
i,nA.
From Theorem 2.1.26 we easily recover the following identity
Φ∗A,i,n
(
ev∗i,n A
)
= ev(0)∗nA,
if A is flat.
The principal bundles ev∗i,n P and ev(0)∗nP are pull-backs of P w.r.t. evi,n, resp.
ev(0)n. As we have already seen, a connection A on P determines natural connec-
tions ev∗i,nA, resp. ev(0)∗nA, on ev∗i,n P , resp. ev(0)∗nP ; moreover, Theorem 2.1.26
shows immediately that the isomorphism ΦA,i,n intertwines the connections ev∗i,nA
and ev(0)∗nA.
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We consider a general form ω onM with values in some associated bundle P ×GV
of P , for some representation (ρ, V ) ofG; by the same label we denote the unique basic
form on P with values in V corresponding to ω. We may then take the pull-back of
ω w.r.t. e˜vi,n, hence getting a basic form on ev∗i,n P with values in the representation
V , which we denote by ev∗i,n ω. If we take the pull-back of ev∗i,n ω w.r.t. ΦA,i,n, we
get a basic form on ev(0)∗nP with values in V , descending to a form on LM × 4n
with values in the associated bundle ev(0)∗nP ×G V . We denote the result of all these
operations by ω̂i,n, for 1 ≤ i ≤ n. In other words,
ω̂A,i,n : = (e˜vi,n ◦ ΦA,i,n)
∗ ω,
where e˜vi,n is the natural map from ev∗i,n P to P .
The gauge group G of P operates from the right on Ω∗ (M,P ×G V ) by the rule
ωσ : = σ∗ (ω) , σ ∈ G,
where by ω we have denoted the unique basic form on P with values in V associated
to a form ω on M with values in P ×G V . A slight modification of (2.1.20) implies
ω̂σAσ,i,n = (σ ◦ e˜vi,n ◦ ΦAσ,i,n)
∗
ω =
= (e˜vi,n ◦ σ ◦ ΦAσ,i,n)
∗ ω =
= (e˜vi,n ◦ ΦA,i,n ◦ σ)
∗
ω =
= ω̂σA,i,n,
where the σ in the last identity is the gauge-transformation of ev(0)∗nP induced by
σ ∈ G.
We consider the covariant derivative w.r.t. the connection ev(0)∗nA of ω̂i,n:
dev(0)∗nAω̂i,n = dω̂i,n + ρ̂ (ev(0)
∗
nA) ω̂i,n =
= d̂ωi,n + ρ̂ (ev(0)
∗
nA) (ΦA,i,n ◦ e˜vi,n)
∗
ω =
= d̂ωi,n + (ΦA,i,n ◦ e˜vi,n) [ρ̂(A)ω] =
= d̂Aωi,n;
the third equality is a direct consequence of Theorem 2.1.26, if A is flat.
We notice also that, since ω is a basic form on P , the form ω̂i,n can be also written
as
ω̂i,n = Ad (H(A)|
•
0)
−1
ev∗i,n ω.
We end with some comments about the isomorphismsΦA,i,n. If we denote by ια,n,
for 0 ≤ α ≤ n, the inclusion of LM ×4n−1 into LM ×4n given by
ια,n (γ; t1, . . . , tn−1) : =

(γ; 0, t1, . . . , tn−1) , α = 0
(γ; t1, . . . , tα, tα, . . . , tn−1) , 1 ≤ α ≤ n− 1
(γ; t1, . . . , tn−1, 1) , α = n,
we also denote by ι˜α,n the natural map from ev∗i,n−1 P into ev∗i,n P .
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Given two manifolds M and N , G-principal bundle P over N and a smooth map
f from M to N , it is possible to pull-back any form on N with values in an associated
bundle P ×G V of P , for some representation (ρ, V ); the result is a form on M with
values in the pull-back bundle f∗ (P ×G V ) ∼= f∗P ×G V . If we denote by f˜ the
natural map from f∗P to P and by ω a general form on N with values in P ×G V , it is
well-known that the basic form on f∗P with values in V corresponding to f∗ω is the
pull-back w.r.t. f˜ of the basic form on P with values in V corresponding to ω.
Therefore, in order to compute the result of the restriction by ια,n of any form ω̂i,n
as a form on LM ×4n with values in ev(0)∗nP ×G V , it suffices to compute the result
of the following compositions of bundle maps:
e˜vi,n ◦ ΦA,i,n ◦ ι˜0,n =
{
e˜v(0)n, i = 1
e˜vi−1,n−1 ◦ ΦA,i−1,n−1, 2 ≤ i ≤ n
,
e˜vi,n ◦ ΦA,i,n ◦ ι˜α,n =

e˜vi,n−1 ◦ ΦA,i,n−1, 1 ≤ i ≤ α
e˜vα,n−1 ◦ ΦA,α,n−1, i = α+ 1
e˜vi,n−1 ◦ ΦA,i,n−1, α+ 2 ≤ i ≤ n
,
e˜vi,n ◦ ΦA,i,n ◦ ι˜n,n =
{
e˜vi,n−1 ◦ ΦA,i,n−1, 1 ≤ i ≤ n− 1
e˜v(0) ◦ ΦA ◦ pin, i = 1.
2.2 Definition and main properties of the push-forward
Let M be a manifold and E pi−→ M a smooth fiber bundle with typical fiber F , with F
an oriented compact manifold, possibly with boundaries and corners. It is possible to
pick also a noncompact fiber, but in this case we have to restrict to forms on E with
compact support on each fiber. Let m, resp. e, resp. f , denote the dimensions of M ,
resp. E , resp. F (so e = f +m).
We pick a form ω in Ωp(E), where p ≥ f ; we then define the push-forward pi∗ω of
the form ω w.r.t. pi as the form in Ωp−f (M) satisfying the following identity:∫
M
pi∗ω ∧ η =
∫
E
ω ∧ pi∗η , ∀ η ∈ Ωm+f−p(M). (2.2.1)
In the case p < f we define pi∗ω = 0. We now list without proof the main properties
of the push-forward:
pi∗(pi
∗α ∧ β) = (−1)f degαα ∧ pi∗β, ∀ α ∈ Ω∗(M), ∀ β ∈ Ω∗(E),
pi∗(α ∧ pi∗β) = pi∗α ∧ β, ∀ α ∈ Ω∗(E), ∀ β ∈ Ω∗(M),
dpi∗α = (−1)fpi∗dα− (−1)fpi∂∗ι∗α, ∀ α ∈ Ω∗(E),
(2.2.2)
where ι : E∂ → E is the canonical injection of the fiber bundle with typical fiber ∂F ,
and pi∂ : ι(E∂)→ M is the corresponding projection. For more details we refer to [8]
and [32].
Another important property we use throughout the paper is given by the following
Lemma; for a proof, see [32]. We consider two manifolds M and N and suppose
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that E pi−→ M , resp. F p˜i−→ N , is a fiber bundle over the manifold M , resp. N . Let
ϕ : E → F be a bundle morphism with base map ψ :M → N . We cast all these maps
in the following commutative square:
E
ϕ
−−−−→ F
pi
y yp˜i
M
ψ
−−−−→ N
We additionally assume that ϕ induces orientation preserving diffeomorphisms of the
fibers.
Lemma 2.2.1. Under the above assumptions, the following identity holds:
(pi∗ ◦ ϕ
∗)α = (ψ∗ ◦ p˜i∗)α, ∀ α ∈ Ω
p(F). (2.2.3)
We assume we have a fiber bundle E → F and we assume additionally thatF →M
is also a fiber bundle; we denote the projections by pi1, resp. pi2.
E
pi1−−−−→ Fypi2
M
If we compose the two projections we obtain a fiber bundle E → M , with projection
pi = pi2 ◦ pi1, whose orientation will be determined by the orientation of the result-
ing fiber, the product manifold of the fibers of the two bundles. Then we obtain the
following
Lemma 2.2.2. With the above hypotheses, the following identity holds
pi∗α = pi2∗(pi1∗α), ∀α ∈ Ω
p(E). (2.2.4)
This is just Fubini’s Theorem for repeated integration, and the definition of the
push-forward is consistent with the orientation choices.
We list two important properties of the push-forward, which we will use later in
We assume E and M to be both G-spaces, for some Lie group G, and we assume the
G-action on M and E to be compatible in the following sense: if we denote by ϕMg ,
resp. ϕEg , the action of an element g of G on M , resp. E , the projection pi enjoys
pi ◦ ϕEg = ϕ
M
g ◦ pi, ∀ g ∈ G.
Lemma 2.2.3. The push-forward w.r.t. pi enjoys the following property
ϕM∗g (pi∗ω) = (−1)
orϕEg |F pi∗
(
ϕE∗g ω
)
, ∀ g ∈ G,ω ∈ Ω∗ (E) .
We have denoted by (−1)orϕ
E
g |F the orientation sign of ϕEg on each fiber (we recall
once again that the orientation of a fiber bundle is specified by an orientation of the
base manifold and of the fiber).
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Furthermore, we take ξ in the Lie algebra of G, and we denote by XMξ , resp. XEξ ,
the corresponding fundamental vector field on M , resp. E . In other words, if we denote
by LMx , resp. LEp , for x ∈M , resp. p ∈ E , the map
LMx (g) : = ϕ
M
g (x) , resp. L
E
p (g) : = ϕ
E
g (p) ,
then XMξ , resp. XEξ , the vector field
XMξ (x) : = TeL
M
x (ξ), resp. XEξ (p) : = TeL
E
p (ξ).
We finally notice that the action ofG onM and on E is not necessarily free, henceXMξ
or XEξ can be also zero.
Lemma 2.2.4. The push-forward w.r.t. pi enjoys the following property
ιXM
ξ
(pi∗ω) = pi∗
(
ιXE
ξ
ω
)
, ∀ ξ ∈ g, ω ∈ Ω∗ (E) .
The proof of Lemma 2.2.3 and 2.2.4 is an easy consequence of equation (2.2.1).
We end this section by defining the push-forward of forms on E →M with values
in some finite dimensional vector space W . This is simply given by
pi∗(α⊗ v) := pi∗α⊗ v
on generators and extended by linearity.
Finally, it is well-known (we refer e.g. to [32] and [33]) that, given a smooth map
f : N1 → N2 between two smooth manifolds N1 and N2 and a bundle N2 → N2,
forms on N1 taking values in the pull-back bundle f∗N2 → N1 are generated by pull-
backs of sections ofN2 as an Ω∗(N1)-module. We use this fact to extend in an obvious
way the notion of push-forward on forms on a fibration E pi→ M over M with values
in the pull-back bundle pi∗N , for some bundle N over M . This serves when we want
to define the parallel transport via iterated integrals, which we introduce and discuss in
detail in the next section, in the case of a nontrivial principal bundle P .
2.3 Parallel transport as a function on LM
We consider a trivial principal bundle P → M . We also pick a connection A on M ;
by dA we denote the corresponding covariant derivative. We pick an element a in
Ω1(M, adP ), and we may define another connection starting from A, namely A + a.
For the sake of simplicity, we assume A to be flat. We apply to A + a the canonical
injection ι from g to U(g), so as to obtain a 1-form on M with values in U(g); we omit
to write ι before A+ a. We then define
â := H(A)|•0 ev
∗(a) (H(A)|•0)
−1
,
where by ev we have denoted the evaluation map ev(γ; t) := γ(t) from LM × [0, 1]
to M , and by H(A)|•0 we denote here the inverse of the parallel transport w.r.t. the
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connection A, viewed as a function on LM × [0, 1] with values in G; the universal
enveloping algebra U(g) receives in an obvious way a representation of G, and hence
we may view H(A)|•0 as a map from LM × [0; 1] with values in Aut (U(g)).
Remark 2.3.1. We notice that the parallel transport H(A)|•0 is, in the more general case
of a nontrivial bundle P , a section of the bundle Ad ev∗ P over LM × [0; 1]. In this
case, the form â is defined as the pull-back of a w.r.t. the composition of ΦA with the
(lift to ev∗ P of the) evaluation map ev (see Subsection 2.1.4 and 2.1.5); hence, â is a
form on LM × [0; 1] with values in ad ev∗0 P .
Since A is flat, H(A)|•0 enjoys by Theorem 2.1.25 the following property:
dH(A)|•0 = − ev
∗
0 A H(A)|
•
0 +H(A)|
•
0 ev
∗A, (2.3.1)
where ev0 : LM × [0; 1]→ M is defined by ev0(γ; t) := γ(0); we define further, for
n ∈ N, the maps pin : LM × 4n → LM by pin(γ; t1, . . . , tn) := γ, and by 4n we
denote the n-simplex
4n :=
{
(t1, . . . , tn) ∈ [0, 1]
n : 0 ≤ t1 ≤ · · · ≤ tn ≤ 1
}
, (2.3.2)
with orientation form specified by dt1 ∧ · · · ∧ dtn. By H(A)|10 we denote the inverse
of the holonomy along the loop γ, considered as a function on LM taking values in
G; it is immediate to see that the holonomy H(A)|10 is simply the restriction to the
subspace LM × {1} of the parallel transport H(A)|•0. In the case P nontrivial, H(A)|10
is a section of the bundle Ad ev(0)∗P over LM .
It follows from its definition that â is a 1-form on LM × [0, 1] with values in U(g).
We can now define the parallel transport w.r.t. A + a from 1 to 0 as the formal series
in U(g)
H(A+ a)|10 := H(A)|
1
0 +
∑
n≥1
pin∗ (â1,n ∧ · · · ∧ ân,n)H(A)|
1
0, (2.3.3)
where âi,n := pi∗i,nâ and pii,n(γ; t1, . . . , tn) := (γ; ti). It follows from its very defini-
tion that the parallel transport is an element of Ω0(LM ;U(g)).
Remark 2.3.2. We can define the parallel transport with free final point w.r.t. the con-
nection A+ a by
H(A+ a)|•0 := 1 +
∑
n≥1
pin+1,n+1∗ (â1,n+1 ∧ · · · ∧ ân,n+1) ,
with the same notations as above; it follows from its very definition that this particular
parallel transport is a map LM × [0, 1] → U(g). The parallel transport as a function
on LM × [0, 1] with free initial point is defined analogously by the formula
H(A+ a)|1• := 1 +
∑
n≥1
pi1,n+1∗ (â2,n+1 ∧ · · · ∧ ân+1,n+1) .
Further, we can define the parallel transport with free end-points as a function on LM×
42:
H(A+ a)|•• := 1 +
∑
n≥1
pi1,bn,n+2∗ (â2,n+2 ∧ · · · ∧ ân+1,n+2) ,
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where pi1,bn,n+2(γ; s1, s2, . . . , sn+1, sn+2) := (γ; s1, sn+2).
Theorem 2.3.3. If we denote by dev(0)∗A the covariant derivative w.r.t. the connection
ev(0)∗A on forms on LM with values in U(g), then the following identity holds, for
any flat connectionA on P and any a ∈ Ω1(M, adP ):
dev(0)∗AH(A+ a)|
1
0 = − ev(0)
∗a ∧H(A+ a)|10 +H(A+ a)|
1
0 ev(0)
∗a+
−
 ∫
0≤s≤1
H(A+ a)|s0 ∧ F̂A+as ∧H(A+ a)|
1
s
H(A)|10.
Remark 2.3.4. We have written∫
0≤s≤1
H(A+a)|s0∧F̂A+as∧H(A+a)|
1
s := pi1∗
[
H(A+ a)|•0 ∧ F̂A+a ∧H(A+ a)|
1
•
]
,
where we have used again the notations in Remark 2.3.2.
Proof. We shall apply the generalized Stokes Theorem to the push-forward w.r.t. the
maps pin; we note that the n-simplex 4n has a boundary, and that this boundary can
be written as
∂4n =
n⋃
α=0
(∂4n)α,
where each (∂4n)α ∼= 4n−1. With our choice of orientation of the simplices—see
after (2.3.2)—the first face of the boundary (which corresponds to the equation t1 = 0)
comes equipped with opposite orientation −1, while the second has orientation 1, the
third has opposite orientation −1 again, and so forth. In other words,
or((∂4n)α) = (−1)
α+1 or(4n−1). (2.3.4)
We apply the covariant derivative w.r.t A0 to the n-th term of the series, and we obtain:
dev(0)∗Apin∗
[
â1,n ∧ · · ·
]
H(A)|10 =(−1)
npin∗dpi∗n ev(0)∗A
[
â1,n ∧ · · ·
]
H(A)|10+
− (−1)npi∂n∗
[
ι∗∂n â1,n ∧ · · · ∧ ân,n
]
H(A)|10,
(2.3.5)
where pi∂n : LM × ∂4n → LM denotes the projection onto the first factor, while
ι∂n : LM × ∂4n → LM × 4n is the canonical injection of the boundary of the
simplex into the simplex itself. We have used the identity
dev(0)∗AH(A)|
1
0 = 0,
which follows from Theorem 2.1.22, since A is flat.
We now consider the two terms on the right hand side of (2.3.5) separately, and
we begin with the second term, which we call “the n-th boundary term” from now on.
Since ∂4n =
⋃n
α=0 ∂4n,α, we can write
ι∗∂n [â1,n ∧ · · · ∧ ân,n] =
n∑
α=0
ι∗∂n,α
[
â1,n ∧ · · · ∧ ân,n
]
,
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and ι∂n,α : LM×(∂4n)α → LM×4n is the canonical injection of the α-th face of the
boundary. Considering the orientations of the faces, we obtain for the n-th boundary
term the following expression:
n∑
α=0
(−1)α+1pin−1∗ι
∗
∂n,α
[
â1,n ∧ · · · ∧ ân,n
]
.
We begin with the first face α = 0; it is not difficult to prove the following identities
pij,n ◦ ι∂n,0 =
{
ι(0) ◦ pin−1 j = 1,
pij−1,n−1 j 6= 1;
(2.3.6)
similarly, one shows for α = n
pij,n ◦ ι∂n,n =
{
pij,n−1 j 6= n,
ι(1) ◦ pin−1 j = n.
(2.3.7)
We have denoted by ι(0), resp. ι(1), the injection of LM into LM × [0, 1] given by
ι(0)(γ) := (γ; 0), resp. ι(1)(γ) := (γ; 1). for α 6= 0, n, it holds
pij,n ◦ ι∂n,α =

pij,n−1 j < α,
piα,n−1 j = α, α+ 1,
pij−1,n−1 j > α+ 1.
(2.3.8)
It is therefore an easy consequence of (2.3.6) (2.3.8) and (2.3.7) that (we recall that
ι(0)H(A)|•0 = 1 by its very definition)
ι∗∂n,0 [â1,n ∧ · · · ∧ ân,n] = pi
∗
n−1 ev(0)
∗a ∧ â1,n−1 ∧ · · · ∧ ân−1,n−1;
ι∗∂n,α [â1,n ∧ · · · ∧ ân,n] = â1,n−1 ∧ · · · ∧ (̂a ∧ a)α,n−1 ∧ · · · ∧ ân−1,n−1;
ι∗∂n,n [â1,n ∧ · · · ∧ ân,n] = â1,n−1 ∧ · · · ∧ ân−1,n−1 ∧ pi
∗
n−1 ev(0)
∗a.
We consider now the first term under the action of the push-forward w.r.t. pin−1:
pin−1∗ι
∗
∂n,0
[
â1,n ∧ · · ·
]
H(A)|10 = pin−1∗
[
pi∗n−1 ev(0)
∗a ∧ â1,n−1 ∧ · · ·
]
H(A)|10
= (−1)n−1 ev(0)∗a ∧ pin−1∗
[
â1,n−1 ∧ · · · ∧ ân−1,n−1
]
H(A)|10.
Similarly, we obtain for α = n
pin−1∗ι
∗
∂n,n
[
â1,n ∧ · · · ∧ ân,n
]
H(A)|10 = pin−1∗
[
â1,n−1 ∧ · · ·
]
H(A)|10 ∧ ev(0)
∗a,
and for α 6= 0, n we obtain
pin−1∗ι
∗
∂n,α
[
â1,n∧· · ·∧ân,n
]
H(A)|10 = pin−1∗
[
â1,n−1∧· · ·∧(̂a ∧ a)α,n−1∧· · ·
]
H(A)|10.
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Finally, we obtain the following expression for the n-th boundary term of (2.3.5):
n−1∑
α=1
(−1)α+1pin−1∗
[
â1,n−1 ∧ · · · ∧ (̂a ∧ a)α,n−1 ∧ · · · ∧ ân−1,n−1
]
H(A)|10−
− (−1)n−1 ev(0)∗a ∧ pin−1∗
[
â1,n−1 ∧ · · · ∧ ân−1,n−1
]
H(A)|10+
+ (−1)n+1
[
â1,n−1 ∧ · · · ∧ ân−1,n−1
]
H(A)|10 ∧ ev(0)
∗a.
We then consider the first term of (2.3.5), and by the Leibnitz rule we obtain
pin∗dpi∗n ev(0)∗A
[
â1,n∧· · ·∧ ân,n
]
=
n∑
i=1
(−1)i+1pin∗
[
â1,n∧· · ·∧ d̂Aai,n∧· · ·∧ ân,n
]
;
here we have used
dpi∗1 ev(0)∗Aâ = d̂Aa,
which is a consequence of Theorem 2.1.25, being A flat.
Summing up both contributions to (2.3.5) with the correct signs, we obtain for the
left hand side of (2.3.5)
n∑
i=1
(−1)n+i+1pin∗
[
â1,n ∧ · · · ∧ d̂Aai,n ∧ · · · ∧ ân,n
]
H(A)|10+
+
n−1∑
α=1
(−1)n+αpin−1∗
[
â1,n−1 ∧ · · · ∧ (̂a ∧ a)α,n−1 ∧ · · · ∧ ân−1,n−1
]
H(A)|10−
− ev(0)∗a ∧ pin−1∗
[
â1,n−1 ∧ · · · ∧ ân−1,n−1
]
H(A)|10+
+
[
â1,n−1 ∧ · · · ∧ ân−1,n−1
]
H(A)|10 ∧ ev(0)
∗a.
We begin by summing up all terms which contain before them ev(0)∗a, and we obtain
− ev(0)∗a∧H(A+a)|10; similarly, by summing up all terms with ev(0)∗a on the right,
we obtain H(A + a)|10 ∧ ev(0)∗a. By recalling the definition of the curvature of the
connectionA+ a, the sum of the remaining terms gives∑
n≥1
n∑
i=1
(−1)n+i+1pin∗
[
â1,n ∧ · · · ∧ F̂A+ai,n ∧ · · · ∧ ân,n
]
H(A)|10. (2.3.9)
For 1 ≤ i ≤ n, n ≥ 1, we write the projection pin as the composition of three projec-
tions as follows pin = pi1 ◦ pi1,n−i+1 ◦ pii,i,n, where
pii,i,n : LM ×4n → LM ×4n−i+1;
(γ; s1, . . . , sn) 7→ (γ, si, . . . , sn);
pi1,n−i+1 : LM ×4n−i+1 → LM × [0; 1];
(γ; s1, . . . , sn−i+1) 7→ (γ, s1);
pi1 : LM × [0; 1]→ LM ;
(γ; s) 7→ γ.
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We notice the useful identities:
pij,n = pij−i+1,n+i−1 ◦ pii,i,n, i ≤ j and pij,n = pik,i ◦ pi1,i,n, j ≤ i− 1,
where pi1,i,n (γ; t1, . . . , tm) : = (γ; t1, . . . , ti). With the help of these identities, we
may rewrite the n-th term in (2.3.9) as follows:
pin∗
[
â1,n ∧ · · · ∧ F̂A+ai,n ∧ · · · ∧ ân,n
]
=
= pin∗
[
pi∗1,i,n (â1,i ∧ · · · ∧ âi−1,i) ∧ pi
∗
i,n,n
(
F̂A+a1,n−i+1 ∧ â2,n−i+1 ∧ · · ·
)]
.
We use the following identity
pin∗ = (−1)
n−ipi1∗ ◦ pi1,n−i+1∗ ◦ pii,n,n∗. (2.3.10)
We notice the appearance of the sign (−1)n−i; this follows from our earlier conventions
on push-forwards and from the choice of the standard orientation dt1 ∧ · · · ∧ dtn.
Therefore, using the first identity in (2.2.2), we may write
pin∗
[
â1,n ∧ · · · ∧ F̂A+ai,n ∧ · · · ∧ ân,n
]
=
= (−1)n−ipi1∗ ◦ pi1,n−i+1∗
{
pii,n,n∗
[
pi∗1,i,n (â1,i ∧ · · · ∧ âi−1,i)
]
∧
∧
(
F̂A+a1,n−i+1 ∧ â2,n−i+1 ∧ · · ·
)}
.
At this point, it is useful to notice the following commutative diagram
LM ×4n
pi1,i,n
−−−−→ LM ×4i
pii,n,n
y ypii,i
LM ×4n−i+1
pi1,n−i+1
−−−−−−→ LM × [0, 1].
This means that pi1,n−i+1◦pii,n,n = pii,i◦pi1,i,n. This permits also to apply Lemma 2.2.1
to pii,n,n∗ ◦ pi∗1,i,n, transforming it into pi∗1,n−i+1 ◦ pii,i∗. Hence, we get
(−1)n−ipi1∗ ◦ pi1,n−i+1∗
{
pii,n,n∗
[
pi∗1,i,n (â1,i ∧ · · · ∧ âi−1,i)
]
∧
∧
(
F̂A+a1,n−i+1 ∧ â2,n−i+1 ∧ · · ·
)}
=
= (−1)n−ipi1∗ ◦ pi1,n−i+1∗
{
pi∗1,n−i+1
[
pii,i∗ (â1,i ∧ · · · âi−1,i) ∧ F̂A+a
]
∧
∧ (â2,n−i+1 ∧ · · · ∧ ân−i+1,n−i+1)
}
=
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= (−1)n−ipi1∗
[
pii,i∗ (â1,i ∧ · · · âi−1,i) ∧ F̂A+a ∧
∧ pi1,n−i+1∗ (â2,n−i+1 ∧ · · · ∧ ân−i+1,n−i+1)
]
.
The last equality is again a consequence of the first identity in (2.2.2).
We may finally write (2.3.9) as
−
∑
n≥1
n∑
i=1
pi1∗
[
pii,i∗ (â1,i ∧ · · · âi−1,i) ∧ F̂A+a ∧
∧ pi1,n−i+1∗ (â2,n−i+1 ∧ · · · ∧ ân−i+1,n−i+1)
]
H(A)|10,
and this gives clearly the claim.
Remark 2.3.5. Similar identities can be proved for the two other cases in which we
consider parallel transports as functions on LM × [0, 1], resp. on LM ×42. We obtain
for the first case the result
dpi∗ ev(0)∗AH(A+ a)|
•
0 = −pi
∗
1 ev(0)
∗a ∧H(A+ a)|•0 +H(A+ a)|
•
0 ∧ â−
− pi2,2∗
[
pi∗1,2
(
H(A+ a)|•0 ∧ F̂A+a
)
∧H(A+ a)|••
]
.
An analogous identity holds for the holonomy as a function depending on the final
point:
dpi∗ ev(0)∗AH(A+ a)|
1
• = −â ∧H(A+ a)|
1
• +H(A+ a)|
1
• ∧ pi
∗
1
[
H(A)|10 ev(0)
∗a
(
H(A)|10
)−1]
−
− pi1,2∗
[
H(A+ a)|•• ∧ pi
∗
2,2
(
F̂A+a ∧H(A+ a)|
1
•
)]
.
For the second case, we get
dpi∗2 ev(0)∗AH(A+ a)|
•
• = −pi
∗
1,2â ∧H(A+ a)|
•
• +H(A+ a)|
•
• ∧ pi
∗
2,2â−
− pib2,3∗
[
pi∗b3,3H(A+ a)|•• ∧ pi∗2,3F̂A+a ∧ pi∗b1,3H(A+ a)|••
]
,
where pibj,3 : LM ×43 → LM ×42 forgets the j-th point of the 3-simplex. We have
preferred to adopt the notation∫
t1≤s≤t2
H(A+ a)|st1 ∧ F̂A+as ∧H(A+ a)|
t2
s
for the third term in the three above expressions, where t1 ≤ t2 can be fixed or can be
understood as variables, given the case in the specific context.
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2.3.1 Some remarks on the n-simplex4n
The fundamental ingredient in the construction of H(A + a)|10 is the n-simplex 4n,
which is defined as the set of n-tuples (t1, . . . , tn) with 0 ≤ t1 ≤ · · · ≤ tn ≤ 1.
In order to compute the push-forward w.r.t. the forgetful projection pin (and also
w.r.t. pin+1,n+1 or pi1,n+1), we need first specify an orientation of the simplex. This
can be done by choosing an orientation form, which is the restriction to 4n of the
standard orientation form on Rn, i.e.
dvol4n : = dt1 ∧ · · · ∧ dtn. (2.3.11)
Thus, we may then integrate n-forms on 4n by the rule: if ω = fdt1 ∧ · · · ∧ dtn is
a form of highest degree on 4n, where f is a smooth function on 4n, its integral is
given by ∫
4n
ω : =
∫ 1
0
· · ·
∫ t2
0
f (t1, . . . , tn) dt1 · · · dtn.
Clearly, by Fubini’s theorem, we may also write e.g.∫
4n
ω =
∫ 1
0
∫ 1
ti
· · ·
∫ ti+2
ti
∫ ti
0
· · ·
∫ t2
0
f (t1, . . . , tn) dt1 · · · dti−1dti+1 · · · dtndti,
for any 1 ≤ i ≤ n.
Now that we have specified a particular orientation of4n, we may define the push-
forward w.r.t. the projection pin from LM ×4n onto LM as
pin∗
[
f (γ; t1, . . . ) dti1 ∧ · · · ∧ dtip ∧ pi
∗
n (ω)
]
: =
[∫
4n
f (γ; t1, . . . ) dvol4n
]
∧ ω,
(2.3.12)
if {i1, . . . , ip} = {1, . . . , n} or if it is a permutation thereof (clearly, the sign of the
permutation must be included); otherwise, we set the push-forward to be 0. In equation
(2.3.12), f is a smooth function on L×4n, while ω is a smooth form on LM . One can
verify directly that equation (2.3.12) is a special case of our definition of push-forward.
Similarly, the orientation form (2.3.11) specifies in an obvious way an orientation
form on the n-simplex bounded from below by 1 ≤ s ≤ 1 and from above by 0 ≤ s ≤
t ≤ 1 (we denote such a simplex by4n,s,t)∫
4n,s,t
f (t1, . . . ) dvoln,s,t : =
∫ t
s
· · ·
∫ t2
s
f (t1, . . . , tn) dt1 · · · dtn.
Fubini’s theorem may be applied to this situation accordingly.
Such an orientation choice, along with the first two identities in (2.2.2), gives ob-
vious formulae for the push-forwards w.r.t. pin+1,n+1 (γ; t1, . . . , tn+1) = (γ; tn+1),
w.r.t. pi1,n+1 (γ; t1, . . . , tn+1) = (γ, t1), w.r.t. pii,n,n (γ; t1, . . . , tn) = (γ; ti, . . . , tn)
and w.r.t. pi1,i,n (γ; t1, . . . , tn) = (γ; t1, . . . , ti), for 1 ≤ n and 1 ≤ i ≤ n.
With all conventions in mind and using the first and the second property in (2.2.2),
we may explicitly prove equation (2.3.10). In fact, by the definition of the push-forward
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pin∗ and pi1∗ ◦ pi1,n−i+1∗ ◦ pii,n,n∗, we need only consider a form on LM ×4n of the
shape
f (γ; t1, . . . ) dvoln ∧ pi∗n (ω) ,
where the notations are as in equation (2.3.12). In other cases, both push-forwards are
0 by definition, and equation (2.3.10) is a trivial consequence. We notice the identity
pin = pi1 ◦ pi1,n−i+1 ◦ pii,n,n; hence we may rewrite the above form as
f (γ; t1, . . . ) dvoln ∧ pi∗n (ω) = f (γ; t1, . . . ) dvoln ∧ pi∗i,n,n
{
pi∗1,n−i+1 [pi
∗
1 (ω)]
}
.
Therefore, we get by Fubini’s Theorem
pi1∗ ◦ pi1,n−i+1∗ ◦ pii,n,n∗ [f (γ; t1, . . . ) dvoln ∧ pi∗n (ω)] =
= pi1∗ ◦ pi1,n−i+1∗ ◦ pii,n,n∗
[
f (γ; t1, . . . ) dvoln ∧ pi∗i,n,n
{
pi∗1,n−i+1 [pi
∗
1 (ω)]
}]
=
= (−1)n−ipi1∗ ◦ pi1,n−i+1∗ ◦ pii,n,n∗ [f (γ; t1, . . . ) dt1 ∧ · · · ∧ dti−1∧
dti+1 ∧ · · · ∧ dtn ∧ dti∧ ∧pi
= (−1)n−i
[∫
4n
f (γ; t1, . . . ) dvol4n
]
∧ ω.
Hence, equation (2.3.10) follows directly from these computations.
A last word about the orientation of the boundary faces of the n-simplex 4n and
Formula (2.3.4).
The boundary ∂4n of the simplex can be decomposed into a union of n+1 different
sets as follows:
∂4n =
n⋃
α=0
(∂4n)α ,
where
(∂4n)0 : = {(t1, . . . , tn) ∈ 4n : t1 = 0} ;
(∂4n)α : = {(t1, . . . , tn) ∈ 4n : tα = tα+1} , 1 ≤ α ≤ n− 1;
(∂4n)n : = {(t1, . . . , tn) ∈ 4n : tn = 1} .
It is clear that any (∂4n)α is isomorphic to the n − 1-simplex4n−1; the orientation
form on4n−1 is dvoln−1.
Clearly, the 0-th boundary face (∂4n)0 has−
∂
∂t1
as outward-directed (normalized)
vector field (since ti ≥ 0, for all 1 ≤ i ≤ n). Since the orientation form of the boundary
∂M of a smooth, oriented manifold M is induced from the orientation form of M by
the rule
dvol∂M : = ιvdvolM ,
where ιv denotes the contraction of the orientation form of M by a given vector-field
v, which has to be outward-directed from ∂M , it follows immediately that the 0-th
boundary face of 4n has orientation form −dvoln−1, hence we say that it has orienta-
tion −1. In a similar way, it can be proved that any face (∂4n)α has orientation form
(−1)α+1dvoln−1, hence the orientation of the n+ 1 faces of4n is given by the rule
or (∂4n)α = (−1)
α+1.
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2.4 Compactification of configuration spaces
In this section we discuss configuration spaces and their compactification a´ la Fulton–
MacPherson–Axelrod–Singer (FMcPAS for short). Standard references for this subject
are [30], [3] and [12]. Other (equivalent) compactifications are also proposed in [41]
and [47].
2.4.1 The FMcPAS-compactification of the configuration space of
n points in a compact manifold M
First of all, we need to recall the notion of configuration space of n points in a compact,
m-dimensional manifold, which we will denote by M .
Definition 2.4.1. The open configuration space of n points in M , which is usually
denoted by C0n(M), is defined as
C0n(M) : = {(x1, . . . , xn) ∈M
n : i 6= j ⇒ xi 6= xj , ∀i, j} . (2.4.1)
In order to define a good compactification of C0n(M), we have to recall briefly
the (differential-geometric) definition of the blow-up of a manifold M along a given
submanifoldN : the geometric blow-up ofM alongN , which we denote byBl (M,N),
is obtained, roughly speaking, by replacing the submanifoldN ⊂M by its unit normal
bundle in TM . The construction of the normal bundle involves usually the choice of
a Riemannian metric on M . Alternatively, if we do not want to introduce an explicit
Riemannian metric on M , we may view the unit normal bundle of N as the quotient
of the tangent bundle of M by the tangent bundle of N (viewed as a subbundle of
the restriction of TM on N ) and by the group of dilations R+, which acts on the left
simply by multiplication. We prefer to view the normal bundle in the second setting.
If we consider an ordered subset S =
{
i1, . . . , i|S|
}
of {1, . . . , n}, with cardinality
|S| bigger than 1, we denote by ∆S the principal diagonal in M |S|, defined explicitly
as follows
∆S : =
{(
xi1 , . . . , xi|S|
)
∈M |S| : xi = xj , ∀i, j ∈ S
}
.
Clearly, there is a smooth imbedding of the open configuration space C0n(M) into Mn.
Recalling the above definition of blow-up, there is a smooth imbedding of C0n(M) into
Bl
(
M |S|,∆S
)
, for any subset of {1, . . . , n} of cardinality bigger than 1, simply given
by projecting from C0n(M) ontoM |S|. Hence, we may consider the smooth imbedding
C0n(M) ↪→M
n ×
∏
S⊆{1,...,n}
|S|≥2
Bl
(
M |S|,∆S
)
. (2.4.2)
Definition 2.4.2. The compactified configuration space of n points, denoted byCn(M),
is defined as the closure of C0n(M) in Mn ×
∏
S⊂{1,...,n}
|S|≥2
Bl
(
M |S|,∆S
)
.
The presence of the blow-ups makes Cn(M) into a manifold with corners (locally
modeled on Rm × Rn+, for some m and n). An important feature of Cn(M) is the
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combinatoric of the boundaries. The presence of the blow-ups makes also Cn(M) into
a stratified space: namely, if we consider an ordered subset S =
{
i1, . . . , i|S|
}
⊂
{1, . . . , n} labeling the points in M collapsing together, we have to consider classes
of 2 ≤ k ≤ |S|-dimensional vectors modulo global translations and scalings, with at
least two distinct components, corresponding to elements in the unit normal bundle of
the diagonal labeled by S. When all components of the equivalence class of the |S|-
dimensional vector (a normal vector to ∆S) over the diagonal ∆S are all distinct, all
directions of collapse to the diagonal∆S can be distinguished. When two or more com-
ponents of a unit normal vector over the diagonal ∆S are equal, we have to “magnify”
in order to distinguish the directions of collapse of such points; the magnification pro-
cess is taken into account by the presence of other equivalence classes of vectors with
2 ≤ k < |S|-components (i.e. unit normal vectors on the diagonals of the fibers of the
unit normal bundle of the diagonal∆S), with at least two of them distinct. The compo-
nents of such equivalence classes are labeled by the subset of S, corresponding to the
nondistinct components of the given equivalence classes. If these equivalence classes
also have nondistinct components, we have to resort to other equivalence classes with
less components, until the magnification process comes to an end, i.e. when we arrive
to a situation when we can distinguish all directions of collapse.
The stratification of Cn(M) can be visualized as follows: a boundary face is in-
dicated by a parenthesization of {1, . . . , n}, such that the parenthesization labels only
nested subsets, i.e. any two subsets are either disjoint or one is contained in the other,
and any parenthesis contains at least two elements. E.g. if n = 5, a possible boundary
face is
B = {1 {2 {3, 4}} 5} .
We explain its significance: the first internal parentheses indicate that the points la-
beled by 2, 3 and 4 collapse together, and the innermost parentheses indicate that we
have to “magnify” on the coordinates 3 and 4, in order to distinguish the directions of
their collapse. More generally, each internal parentheses indicate that the point therein
collapse together; parentheses within parentheses mean that we have to magnify on the
points in the innermost parentheses. The codimension of a stratum, indicated by a cho-
sen parenthesization, is equal to the number of parentheses (e.g., if we take again the
above example, the codimension of the corresponding stratum is 2). For our purposes,
we need only consider the boundary faces of codimension 1
We quote now some important facts concerning the properties Cn(M).
First of all, there are natural projections
piS,n : C
0
n(M)→ C
0
S(M),
(x1, . . . , xn) 7→ (xi1 , . . . , xi|S|),
(2.4.3)
where S =
{
i1, . . . , i|S|
}
⊂ {1, . . . , n}.
Theorem 2.4.3. For any ordered subset S =
{
i1, . . . , i|S|
}
⊂ {1, . . . , n}, the map
piS,n defined in (2.4.3) lifts to a smooth map between Cn(M) and CS(M).
Another important feature of Cn(M) concerns imbeddings. If we consider a smooth
imbedding f between two compact manifolds M and N , it extends obviously to a
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smooth map, denoted by C0p(f), between the corresponding open configuration spaces
C0p(M) andC0p(N). The injectivity of the tangential map of f at any point ofM implies
the following
Theorem 2.4.4. The map C0p(f) lifts to a smooth map between Cp(M) and Cp(N).
2.4.2 The compactification of the configuration space C0n(Rm)
We discuss here the compactification of configuration spaces of M = Rm. As Rm
is not compact, the above construction does not work. We recall but that Rm may be
compactified by the addition of exactly one point (the point “at infinity”). The one-
point-compactification of Rm is diffeomorphic to the m-sphere Sm, which is compact.
We then consider a base point p on Sm, e.g. the north pole; so, Sm \ {p} is diffeomor-
phic to Rm (sometimes, the point p will be denoted by∞).
Definition 2.4.5. The compactification of C0n(Rm), which we denote by Cn(Rm), is
defined by means of the commutative diagram
Cn(R
m) : = ι∗p (Cn+1(S
m))
ιp
−−−−→ Cn+1(Sm)
pip
y ypin+1,n+1
{p}
ιp
−−−−→ Sm,
(2.4.4)
where ιp is the inclusion of {p} into Sm.
The interior of Cn(Rm) consists, by construction, of the n + 1-tuples in Sm, with
distinct entries, where the last entry has to be p; the remaining n entries must be also
different from p. Hence, we get
◦
Cn(R
m) = C0n(S
m \ {p}) ∼= C0n(R
m). Alternatively,
the compactification Cn (Rm) is obtained by compactifying the open configuration
space C0n (Sm) along the same lines of Definition 2.4.2, but where we replace a) all
diagonals (not containing p) by their respective blow-ups and b) all k-tuples of compo-
nents all equal to p, labeled by subsets S of {1, . . . , n} of cardinality at least 1, also by
their respective blow-ups. We notice that in the latter case, the blow up consists simply
of |S|-tuples in TpSm such that the sum of their squares w.r.t. to a given norm on Sm
equals 1. The combinatoric of the boundaries of Cn(Rm) is more complicated, since
we have to take into account not only the boundary faces corresponding to the collapse
of two or more points, but also the boundary faces “at infinity”, where one or more
points go to infinity.
The manifold Cn(Rm) enjoys many of the properties enjoyed by Cn(M), with M
compact: namely, forgetful projections, e.g. the maps piS,n from (2.4.3) from C0n(Rm)
into C0n(R|S|), lift to smooth maps from Cn(Rm) into Cn(R|S|), and similarly elements
of Imb∞(Rm−2,Rm) lift to smooth maps from Cn(Rm−2) into Cn(Rm).
We consider the open configuration space C02(Rm). There is a smooth map ϕ12
from C02(Rm) to Sm−1
ϕ12 : C
0
2(R
m)→ Sm−1,
(x1, x2) 7→
x1 − x2
||x1 − x2||
,
(2.4.5)
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where in this case || || denotes Euclidean norm in Rm. The important relationship
between C2(Rm) and the map (2.4.5) is encoded (we refer to [12] for an explicit proof)
in the following
Theorem 2.4.6. The map ϕ12 lifts to a smooth map from C2(Rm) into Sm−1.
2.4.3 Including submanifolds
In this subsection, we want to discuss another interesting feature of FMcPAS compact-
ification of configuration spaces, namely the possibility of including submanifolds. In
fact, given a compact submanifoldS
f
↪→M of the compact manifoldM , we may define
the (open) configuration space of s points in S and t points in M as
C0s,t(M,S; f) : =
(x1, . . . , xs; y1, . . . , yt) ∈ Ss ×M t :
xi 6= xj , i 6= j;
yk 6= yl, k 6= l;
f(xm) 6= yn, ∀m,n
 .
(2.4.6)
This definition may be extended to a family of imbeddings S ↪→ M , viewing such an
extension as a fibration over Imb(S,M), with typical fiber at f ∈ Imb(S,M) the space
Cs,t(M,S; f).
Our aim is to define a suitable compactification of this space, denoted byCs,t(M,S),
which has to be also a fibration over the space of imbeddings from S into M .
Definition 2.4.7. The space Cs,t(M,S) is defined by means of the commutative dia-
gram
Cs,t(M,S) : = ev
∗
s (Cs+t(M))
evs−−−−→ Cs+t(M)
pis
y ypis
Imb(S,M)× Cs(S)
evs−−−−→ Cs(M),
(2.4.7)
where the map pis is the (smooth lift to Cs+t(M) of the) projection from C0s+t(M) onto
the first s factors, while the map evs is the (smooth lift to Imb(S,M) × Cs(S) of the)
usual evaluation map, extended to open configuration spaces.
It turns out that this construction does the job: namely, the space Cs,t(M,S) is a
smooth manifold with corners, and the maps evs and pis are smooth (we refer to [12]
for more details).
We have considered only the case of imbeddings of a compact submanifold in a
compact manifold; we will consider smooth imbeddings of a compact manifold in
Rm, for some m. The compact configuration space Cs,t(Rm, S) is defined by means
of Cs+t(Rm) and the commutative square given in (2.4.7), replacing ImbSM by
Imb(S,Rm).
2.4.4 Explicit realizations of boundary faces of compactified con-
figuration spaces
The group Sn of permutations of n factors operates freely on the compactification
Cn(M). If we consider the boundary face of codimension 1 describing the collapse
54
of 2 ≤ |S| ≤ n points, we may always put ourselves in the case when the collapsing
points are labeled by the indices {1, . . . , |S|}, by permuting the factors. We therefore
need only describe this special boundary face; for simplicity, we write k = |S|.
We consider the action of the group G, the semidirect product of the group of
dilations R+ and Rm (viewed as the abelian group of global translations), viewed as a
representation of R+, on the open configuration space C0k(Rm):
((x1, . . . , xk) ; (λ, v)) 7→ (λx1 + v, . . . , λxk + v) , xi 6= xj , i 6= j, λ ∈ R
+, v ∈ Rm.
(we notice that this G-action is free).
We briefly comment on the sense of the action of translations and dilations. The
precise definition of the differential-geometric blow-up of a manifoldM along a given
submanifold S ⊂M involves the unit normal bundle of S ⊂M . In the special case at
hand of the diagonal∆k ⊂Mk, at a given point x ∈M , seen as a point in the diagonal
∆k, the unit normal bundle of ∆k ⊂Mk at x takes the explicit form, having chosen a
Riemannian metric on M , which we denote by 〈 , 〉 (we denote by the same symbol
its extension to Mk and its restriction to S):
S (Nx∆k) =
{
(x1, . . . , xk) ∈
k⊕
TxM :
k∑
i=1
xi = 0,
k∑
i=1
||xi||
2 = 1
}
, (2.4.8)
where || || denotes the norm w.r.t. the Riemannian metric 〈 , 〉.
We see immediately that both conditions in (2.4.8) rule out the possibility that all
vectors xi are equal. Moreover, the second condition implies that S (Nx∆k) may be
seen as a compact submanifold of (Rm)k.
On the other hand, taking the complement of the principal diagonal in ⊕k TxM ,
we may define on this space the sane action of R+ n TxM as on C0k(Rm); this gives
a metric-free characterization of the unit normal bundle of the principal diagonal in
Mk. Clearly, in any equivalence class of such k-tuples there is one and only one
representative, such that the sum of its components vanishes and the sum of the squares
of the norms of its components equals 1.
It is also clear that if two or more vectors in the unit normal bundle at x of the
diagonal ∆k are equal, so are also the corresponding components in the quotient of the
complement of the principal diagonal in ⊕k TxM modulo dilations and global transla-
tions.
We want to describe, for later purposes, which compactification of C0k(Rm) /G
corresponds to the boundary face where k points in M collapse together. We imbed
the subset Ĉ0k(Rm) : = C0k(Rm) /G in the product
C0k(R
m)/G ↪→
∏
R⊆{1,...,k}
|R|≥2
S|R|m−1 ∩HR. (2.4.9)
The imbedding is explicitly realized as follows: for any subset R ⊆ {1, . . . , k} of
cardinality strictly bigger than 1, take the projection from Ĉ0k(Rm) onto Ĉ0R(Rm),
given by projecting onto the components labeled by elements of R, and then map this
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|S|-tuple (modulo global translations and scaling) to its unique representative such that∑
i∈R
xi = 0,
∑
i∈R
||xi||
2 = 1,
where || || denotes Euclidean norm in Rm. This is the motivation of our notation: by
S|R|m−1 ∩ HR we have denoted the set of |R|-tuples of vectors in Rm, indexed by
elements in R, such that the sum of the squares of their components in the Euclidean
norm is 1 (whence we may view such an |R|-tuple as an element of the sphere S|R|m−1)
and such that the sum of their components vanishes (whence we may view such a |R|-
tuple as belonging to the intersection of m hyperplanes in R|R|). (We notice that in
the compactification of Ĉ0R(Rm), there is no need to compactify along the principal
diagonal, because such a configuration is automatically ruled out by the isomorphism
between Ĉ0k(Rm) and Skm−1 ∩HR ∩ C0k(Rm).)
We then define Ĉk(Rm) as the closure of C0k(Rm) /G imbedded as in (2.4.9). Be-
cause of all the blow-ups, Ĉk(Rm) is also a manifold with corners. E.g. , Ĉ02 (Rm) =
Sm−1, since any equivalence class in Ĉ02 (Rm) has a unique representative with van-
ishing second entry and normalized first entry. It follows that Ĉ2(Rm) = Sm−1.
For a given compact manifold M , the bundle Ĉk(TM) is defined fiberwise by
Ĉk(TM)x : = Ĉk(TxM)
∼= Ĉk(Rm). In the simplest case k = 2, we get C2(M) =
Bl
(
M2,∆
)
, and the boundary is exactly the sphere bundle of M . More generally, the
boundary face corresponding to the collapse of the first k points inCn(M) is the pulled-
back bundle over Cn−k+1(M) of Ĉk(TM) w.r.t. to the projection from Cn−k+1(M)
onto the first point.
For the case M = Rm, there are additional codimension-1 faces to be considered,
namely those faces, where the first l points escape to infinity. The description of such
a face involves again the spaces Ĉl(Rm): in fact, it is the trivial fibration Cn−l(Rm)×
Ĉl+1(R
m).
We considerCs,t(Rm, S), where S is a compact submanifold ofRm. By the explicit
construction of Cs,t(Rm, S), it follows that the codimension 1 boundary faces are of
four distinct types:
a) 2 ≤ p ≤ s points in S collapse together;
b) 2 ≤ r ≤ t points in Rm collapse together;
c) 1 ≤ p ≤ s points in S and 1 ≤ r ≤ t points in Rm collapse together in S;
d) 1 ≤ q ≤ s points escape together to infinity.
We consider the action of Ss ×St on Cs,t(Rm, S), where an element of Ss ×St is a
couple of permutations, the first one in Ss and the second one in St, with componen-
twise multiplication. By the action of Ss ×St we may put ourselves in the situation
where a) the first p points in S collapse together, b) the first r points in Rm collapse
together c) the first p points in S and the first r points in Rm collapse together in S and
d) the first q points in Rm escape to infinity.
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The description of the first, second and fourth special boundary face is easy: the
face a) is a fibration overCs−p+1,t(Rm, S), obtained by pulling back the bundle Ĉp(TS)
w.r.t. the projection onto the first coordinate in S.
The face b) is the trivial fibration Cs,t−r+1(Rm, S)× Ĉr(Rm).
The face d) is also a trivial fibration, namely Cs,t−q(Rm, S) × Ĉq+1(Rm). To
understand this, we have to recall the characterization of Cn(Rm): we replace any
|S|-tuple consisting of components all equal to p (p ∈ Sm corresponds to the point
at infinity of Rm), where S is a subset of {1, . . . , n} of cardinality at least 1, by its
blow-up, which is in this case simply the sphere in ⊕S TpSm, in the sense of FMcPAS.
Hence, the interior of the fiber of the face at infinity, where points labeled by S escape
to infinity, is given by (assuming for simplicity that S = {1, . . . , q}, q = |S|)
(w1, . . . , wq) ∈ ⊕
q TpS
m ∼= (Rm)
q
such that
q∑
i=1
||wi||
2 = 1,
and the wi are all nonzero and distinct. It is immediate to verify that in any class of
distinct vectors of q + 1 vectors in TpSm modulo global translations and dilations (i.e.
an element of Ĉ0q+1(Rm)) there is one and only one q-tuple of nonzero and distinct
vectors in TpSm such that the sum of their squares equals 1 (e.g. by setting the q +
1-th component to 0). The compactification of the faces of infinity is then clearly
realized, by means of the preceding identification, via the same machinery leading to
the compactification of the faces of type b) and it is given by Ĉq+1(Rm); we only
notice that, in this case, the possibility that all components wi coincide, i = 1, . . . , q,
is not ruled out automatically.
The face c) is more complicated; we describe first its interior, and later we give
a glimpse of its compactification in the spirit of the FMcPAS-compactification. We
introduce the space I
(
Rd,Rm
)
of linear, injective maps from Rd to Rm; here, d is the
dimension of the imbedded submanifold S ⊂M .
We then define the set
I
(
Rd,Rm
)
n C0p,r : =
{
(α;x1, . . . , xp; y1, . . . , yr) ∈ I
(
Rd,Rm
)
× Rd × Rm :
xi 6= xj , i 6= j
yk 6= yl, k 6= l
α(xi) 6= yj, ∀i, j

(2.4.10)
We define on the above set the following equivalence relation:
(α;x1, . . . ; y1, . . . ) ' (α˜; x˜1, . . . ; y˜1, . . . )⇐⇒
⇐⇒
α˜ = α,∃ (λ, ξ) ∈ R+ × Rd : x˜i = λxi + ξ, 1 ≤ i ≤ p
y˜i = λyi + α(ξ), 1 ≤ i ≤ r.
(2.4.11)
We denote by I
(
Rd,Rm
)
n Ĉ0p,r the quotient of I
(
Rd,Rm
)
n C0p,r w.r.t. the previous
equivalence relation. For later purposes, we need to introduce the Stiefel manifold
Vm,d, which is viewed in this context as the space of linear, isometric maps from Rd
into Rm, hence as a submanifold of I
(
Rd,Rm
)
.
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We want to explain briefly why we have considered the manifold I
(
Rd,Rm
)
and the
previous equivalence relation. Given an imbedding f from S into Rm, Cs,t(M,S, f)
is also realized by a sequence of blow-ups in the spirit of (2.4.2), where we have to
consider blow-ups along diagonals in S, diagonals in M and submanifolds of the form
∆p,r(M,S, f) of Sp ×M r, for 1 ≤ p ≤ s and 1 ≤ r ≤ t, defined by
∆p,r(M,S, f) : =
{
(x1, . . . , xp; y1, . . . , yr) ∈ ∆
S
p ×∆
M
r : f(x1) = y1
}
.
(We notice that the submanifold ∆p,r(M,S, f) is diffeomorphic to S.)
For x ∈ S, the unit normal bundle of ∆p,r(M,S, f) is realized explicitly as fol-
lows, upon picking two Riemannian metrics 〈 , 〉M and 〈 , 〉S on M , resp. S:
S (Nx∆p,r(M,S, f)) =

(x1, . . . ; y1, . . . ) ∈
p⊕
TxS ⊕
r⊕
Tf(x)M :
p∑
i=1
〈xi , v 〉S +
r∑
j=1
〈 yj , Txf(v) 〉M = 0, ∀v ∈ TxS,
p∑
i=1
||xi||
2
S +
r∑
j=1
||yj ||
2
M = 1

.
(2.4.12)
Since we are considering an imbedding f , its tangent map at any point x ∈ S defines an
injective map from TxS into Tf(x)M . As for the sense of the equivalence relation w.r.t.
global translations and scalings, it is not difficult to see that in any equivalence class
in Cp,r(M,S, f)x w.r.t. the group action (2.4.11) there is exactly one representative
belonging to S (Nx∆p,r(M,S, f)), with all distinct internal and external components
and such that the image through the tangent map Txf of any internal component is
distinct from any external component; hence, it gives a metric-free representation of
the unit normal bundle of ∆p,r(M,S, f). It is also clear that, at any point x ∈ S, the
unit normal bundle of ∆p,r(M,S, f) is a compact submanifold of
(
Rd
)p
× (Rm)r;
moreover, the possibility that all vectors in Rd ∼= TxS are equal and that their image
w.r.t. Txf equal the vectors in Rm ∼= Tf(x)M is automatically ruled out.
There is a right action of the group SO(d) on I
(
Rd,Rm
)
n C0p,r:
(g; (α;x1, . . . ; y1, . . . )) 7−→
(
α ◦ g−1; g(x1), . . . ; y1, . . .
)
.
Clearly, the equivalence relation (2.4.11) is equivariant w.r.t. the action of SO(d);
therefore, the action of SO(d) on I
(
Rd,Rm
)
nC0p,r descends to an action on I
(
Rd,Rm
)
n
Ĉ0p,r. S is an oriented Riemannian manifold with metric 〈 , 〉S , whence we may
construct the principal bundle SO(S) of oriented orthonormal frames of TS; it is an
SO(d)-principal bundle overS. Finally, we consider the associated bundle SO(S)×SO(d)(
I
(
Rd,Rm
)
n Ĉ0p,r
)
over S.
We construct a map Φα from Imb(S,Rm) × Uα to
(
SO(S)× I
(
Rd,Rm
))
|Uα in
the following way:
Φα((x, f)) : =
(
φ−1α,x; Txf ◦ φ
−1
α,x
)
, f ∈ Imb(S,Rm) , x ∈ Uα, (2.4.13)
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where Uα belongs to a trivializing covering of TS, with trivialization φα constructed
as follows:
φα(v) : =
(
pi(v);
(
〈 v , eα1 (pi(v)) 〉S,pi(v) , . . . , 〈 v , e
α
d (pi(v)) 〉S,pi(v)
))
, v ∈ TS|Uα .
By {eα1 , . . . , eαd} we have denoted an oriented orthonormal frame on Uα w.r.t. the met-
ric 〈 , 〉S . Finally, φ−1α,x, for x ∈ S, is simply
φ−1α,x (λ1, . . . , λd) : = φ
−1
α (x, (λ1, . . . , λd)) .
Clearly, Txf ◦ φ−1α,x defines an element of I
(
Rd,Rm
)
.
Since the maps φα define a local trivialization of TS, it holds
φ−1α,x = φ
−1
β,x ◦ gβα(x),
if Uα∩Uβ 6=, and gβα(x) denotes the transition function from the trivialization overUβ
to that over Uα; gβα(x) clearly belongs to SO(d). Unless S is parallelizable, the map
Φα is only locally defined. By the previous computations, it follows on a nonempty
overlapping Uα ∩ Uβ :
Φα(x, f) = Φβ(x, f)gβα(x),
where SO(d) acts on the right on SO(S), and furthermore it acts on I
(
Rd,Rm
)
via
(g;α) 7→ α ◦ g−1, g ∈ SO(d), α ∈ I
(
Rd,Rm
)
.
Hence, it is easy to see that the maps (2.4.13) glue together to a well-defined map Φ
from S× Imb(S,Rm) to SO(S)×SO(d)I
(
Rd,Rm
)
. If S = Rm (whence it follows that
S is parallelizable), SO(S) is trivial, and we get SO(S) ×SO(m−2) I
(
Rm−2,Rm
)
=
S × I
(
Rm−2,Rm
)
.
There is a natural fibration over SO(S) ×SO(d) I
(
Rd,Rm
)
, given by the obvious
forgetful projection from SO(S) ×SO(d)
(
I
(
Rd,Rm
)
n Ĉ0p,r
)
onto SO(S) ×SO(d)
I
(
Rd,Rm
)
. We consider also the projection pip,r from Cs−p+1,t−r(Rn, S) onto S ×
Imb(S,Rm), onto the first point.
The interior of the face c) ofCs,t(Rm, S), which we denote by Ĉ0p,r, is the fibration
over Cs−p+1,t−r(R
m, S) defined by means of the commutative square:
Ĉ0p,s
Φ◦pip,r
−−−−→ SO(S)×SO(d)
(
I
(
Rd,Rm
)
n Ĉ0p,r
)
pr
y ypr
Cs−p+1,t−r(R
m, S)
Φ◦pip,r
−−−−→ SO(S)×SO(d) I
(
Rd,Rm
)
.
(2.4.14)
For later purposes, we briefly discuss which compactification of the space Vm,d n
Ĉ0p,r corresponds to the actual boundary of type c). For a given α ∈ I
(
Rd,Rm
)
, we
define the space
Ĉ0p,r(α) : = pi
−1 ({α}) , (2.4.15)
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where pi denotes here the surjective projection from I(Rd,Rm)nĈ0p,r onto I(Rd,Rm).
The space Ĉ0p,r (α) can be imbedded in a product spheres as follows:
Ĉ0p,r(α) ↪→
∏
S1⊆{1,...,p}
2≤|S1|≤p
(
S|S1|d−1 ∩HS1
)
×
×
∏
S2⊆{1,...,r}
2≤|S2|≤r
(
S|S2|m−1 ∩HS2
)
×
×
∏
S1∪S2⊂{1,...,p}∪{1,...,r}
2≤|S1|+|S2|≤p+r
S|S1|d+|S2|m−1 ∩HS1∪S2 ;
(2.4.16)
where the imbedddings for S = S1 or S = S2 are as in (2.4.9). The case S = S1 ∪ S2
needs some explanations: first of all, we take the projection from Ĉ0p,r onto Ĉ0S1,S2 ,
simply given by projecting onto the components labeled by S1 ∪ S2, and then we
identify such a |S1| + |S2|-tuple in
(
Rd
)|S1| × (Rm)|S2| (modulo global translations
and scaling) with its unique representative enjoying∑
i∈S1
||xi||
2 +
∑
j∈S2
||yj ||
2 = 1,
∑
i∈S1
〈xi , v 〉+
∑
j∈S2
〈 yj , α(v) 〉 = 0, ∀v ∈ R
d.
The former equation defines a sphere S|S1|d+|S2|m−1 and the latter defines the inter-
sectionHS1∪S2 of d hyperplanes in R|S1|+|S2|, and 〈 , 〉, resp. || ||, denotes Euclidean
scalar product, resp. norm, in both Rd and Rm.
The compactification of Ĉ0p,r(α), which we denote by Ĉp,r(α), is simply the closure
of Ĉ0p,r(α), embedded as in (2.4.16). Therefore, the compactification of I
(
Rd,Rm
)
n
Ĉ0p,r is simply given by replacing Ĉ0p,r(α) at any α ∈ I
(
Rd,Rm
)
by Ĉp,r(α). It follows
easily that to get the compactified face corresponding to the collapse of the first 1 ≤
p ≤ s points in S and of the first 1 ≤ r ≤ t points in Rm to S, we have to replace
I
(
Rd,Rm
)
n Ĉ0p,r in the commutative diagram (2.4.14) by I
(
Rd,Rm
)
n Ĉp,r.
2.4.5 Long knots in Rm and configuration spaces
For later purposes, it is convenient at this point to introduce a special class of imbed-
dings from Rm−2 into Rm, the so-called long knots in Rm. As we have already seen,
the k-dimensional Euclidean space Rk may be compactified by the addition of one
point, the so-called “point at infinity”. We consider the space Imb∞,σ
(
Rm−2,Rm
)
of
long knots, namely a subspace of the space of imbeddings of Rm−2 into Rm with the
property of being base-point preserving (in the case at hand, “base-point preserving”
means that, viewingRm−2 as Sm−2 minus one point p and Rm as Sm minus one point
q, any element of Imb∞,σ
(
Rm−2,Rm
)
sends p to q, or, in other words, sends the point
at infinity inRm−2 into the point at infinity inRm) We also specify additionally a linear
imbedding of Rm−2 into Rm, which we denote by σ.
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Definition 2.4.8. The set Imb∞,σ
(
Rm−2,Rm
)
is defined as
Imb∞,σ
(
Rm−2,Rm
)
: =
{
f ∈ Imb∞(R
m−2,Rm) : ∃ a compact subset Ω of Rm−2
f |Rm−2\Ω = σ
}
,
(2.4.17)
Imb∞(R
m−2,Rm) denotes the space of base-point preserving imbeddings from
Sm−2 into Sm, where we specify two base-points in Sm−2 and Sm, both denoted by
∞. The action of the group of diffeomorphisms of Sm (which contains SO(m + 1))
sees to it that any knot in Sm (i.e. an imbedding of Sm−2 into Sm) can be deformed so
as to give a long knot.
With the help of Imb∞,σ
(
Rm−2,Rm
)
, we may define the configuration spaces
Cs,t
(
Rm,Rm−2
)
Definition 2.4.9. The open configuration space C0s,t
(
Rm,Rm−2, f
)
is defined analo-
gously as (2.4.6), but now f has to belong to Imb∞,σ
(
Rm−2,Rm
)
. Therefore,C0s,t
(
Rm,Rm−2
)
is now seen as a fibration over Imb∞,σ
(
Rm−2,Rm
)
.
The compactification thereof, which is denoted by Cs,t
(
Rm,Rm−2
)
, is again a
fibration over Imb∞,σ
(
Rm−2,Rm
)
, specified by the commutative diagram
Cs,t
(
Rm,Rm−2
)
: = ev∗s (Cs+t(R
m))
evs−−−−→ Cs+t(Rm)
pi1,s
y ypi1,s
Imb∞,σ
(
Rm−2,Rm
)
× Cs
(
Rm−2
) evs−−−−→ Cs(Rm) ,
(2.4.18)
where the notations are as in the commutative diagram (2.4.4).
This space is also a manifold with corners; in this case, the boundary faces are of
six types: a) 2 ≤ p ≤ s points in Rm−2 collapse together, b) 2 ≤ q ≤ t points in
Rm collapse together, c) 1 ≤ p ≤ s points in Rm−2 and 1 ≤ q ≤ t points in Rm
collapse together in Rm−2, d) 1 ≤ q ≤ s points in Rm−2 escape to infinity in Rm−2,
e) 1 ≤ r ≤ t points in Rm tend to infinity in Rm and finally f) 1 ≤ q ≤ s points
in Rm−2 and 1 ≤ r ≤ t points in Rm escape to infinity. The boundary faces of type
a), b), c) and e) need not be discussed, because they are completely analogous to the
boundary faces appearing in Cs,t(Rm, S). A more careful discussion is needed for the
remaining boundary faces, namely those of type d) and of type f). When the first p
points in Rm−2 escape to infinity, we get the trivial fibration Cs−p,t
(
Rm,Rm−2
)
×
Ĉp+1
(
Rm−2
)
over Cs−p,t(R
m,Rm−2); similarly, any face where p points escape to
infinity in Rm−2 is realized starting from this special face via permutations on the
fibration.
We describe now the codimension-1 boundary face where the first q points inRm−2
and the first r points in Rm escape to infinity. It is better to first view explicitly a given
face at infinity, when e.g. the first q points in Rm−2 escape to infinity. The interior of
this face can be characterized by the inclusion (see also [12])
(x1, . . . , xs−q; y1, . . . , yt; z1, . . . , zq) 7→
7→ (Rz1, Rz2, . . . , Rzq, x1, . . . , xs−q; y1, . . . , yt) ,
(2.4.19)
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whereR > 0 tends to infinity and the zi’s are all nonzero and distinct vectors in Rm−2,
and such that the sum of their squares equals 1.
Analogously, when the first q points in Rm tend to infinity in Rm, we may view the
interior of the corresponding face via the inclusion
(x1, . . . , xs; y1, . . . , yt−q;w1, . . . , wq) 7→
7→ (x1, . . . , xs;Rw1, . . . , Rwq, y1, . . . , yt−q) ,
where R again tends to infinity, and the wi’s are all nonzero and distinct vectors in Rm
such that the sum of their squares equals 1.
The special class of imbeddings we are considering permits a good characterization
of the codimension-1 boundary face where the first p points in Rm−2 and the first q
points in Rm tend to infinity, since any element of Imb∞,σ
(
Rm−2,Rm
)
maps ∞ in
Rm−2 to∞ in Rm. If σ is the linear imbedding outside a compact set in Rm−2, this
face is then realized by the inclusion
(x1, . . . , xs−p; y1, . . . , yt−q; z1, . . . , zp;w1, . . . , wq) 7→
7→ (Rz1, . . . , Rzp, x1, . . . , xs−p;Rw1, . . . , Rwq, y1, . . . , yt−q) .
where zi ∈ Rm−2 andwj ∈ Rm, 1 ≤ i ≤ p and 1 ≤ j ≤ q, are all nonzero and distinct
in their respective spaces, such that additionally no wj equals the image through σ of
any zi and such that the sum of their squares (w.r.t. the Euclidean norms in Rm−2 and
Rm for example) equals 1.
2.4.6 Orientation conventions for principal faces
Definition 2.4.10. We call a boundary face of codimension 1 ofCs,t(Rm, S) principal,
if one of the following situations occur:
• the face describes the collapse of exactly two points in S or in Rm;
• the face describes the collapse in S of exactly one point in S and one point in
Rm;
• the face describes the situation, when exactly one point in Rm escapes to infinity.
All other faces are called hidden.
In subsequent definitions and computations, we need to compute push-forwards
along boundary faces of codimension 1 of configuration spaces Cs,t(Rm, S). The cen-
tral object of most computations is the generalized Stokes Theorem; in order to com-
pute correctly the boundary contributions of integration along fibers, we need to know
how to orient the boundary, which decomposes into principal and hidden faces. We are
not interested in the orientations of other types of faces, since we will later prove that,
in the cases under consideration, there are no contributions coming from hidden faces
and from principal faces at infinity.
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We notice that an orientation forCs,t(Rm, S) is fixed by the restriction toC0s,t(Rm, S)
of an orientation of the product manifold Ss × (Rm)t. We fix such an orientation:
namely, we choose as orientation form
dvolSs×(Rm)t : = pi∗1 (dvolS)∧ · · · ∧ pi∗s (dvolS)∧ pi∗s+1 (dvolRm)∧ · · ·pi∗s+t (dvolRm) ,
(2.4.20)
where pii denotes the projection from Ss × (Rm)t onto the i-th factor, and dvolS , resp.
dvolRm , denotes the orientation form of S, resp. Rm.
As we have already seen, the cartesian product of the permutation groups Ss and
St (which is also a group with its product structure) act freely and transitively on
Cs,t(R
m, S). This means that, once we have fixed background principal faces of
Cs,t(R
m, S), one for each type, we can obtain any other principal face of the same
type via permutations. Permutations may be orientation-preserving or -reversing, de-
pending on two factors: the signs of the permutations involved and the dimensions d of
S and m of Rm. Hence, in order to determine the orientation of a given principal face,
we need only the orientation of three chosen background face. First, we consider the
principal faces of the first type where the first and the second point in S, resp. in Rm,
collapse together. The orientation choice (2.4.20) implies immediately that the orienta-
tion of these two special faces is 1, resp. (−1)sd. We may explicitly characterize these
faces via the natural inclusion maps (considering only the interior of Cn−1(Rm))
∂1,2,int(f ;x1, x2, . . . , xs−1; y1, . . . , yt; v) : = (f ;x1, x1 + εv, x2, . . . , xs−1;
y1, . . . , yt) ,
∂1,2,ext(f ;x1, x2, . . . , xs; y1, . . . , yt−1, w) : = (f ;x1, . . . , xs; y1, y1 + εw, . . . , yt−1),
(2.4.21)
where v, resp. w is a unit vector of Rd, resp. of Rm, and ε > 0 is small.
We consider the special face of the second type, where the first point ofRm collapse
to the first point of S. We may also view this face via the inclusion map:
∂1,s+1 (f ;x1, . . . , xs; y1, . . . , yt−1;w) : = (f ;x1, . . . , xs; f(x1) + εw, y1, . . . , yt−1) ,
(2.4.22)
where w is a normalized vector in Rm, and ε > 0 is also small. To this face, we
assign the canonical orientation (−1)(s−1)d, which is a consequence of the choice of
orientation (2.4.20). By the transitive action of Ss × St on Cs,t−1(Rm, S) and of
Ss×St−1 on Cs,t−1(Rm, S), the orientation of any other principal face of the second
type may be obtained from the chosen orientation of the background face in (2.4.22).
If we consider the configuration space Cs,t(Rm, S), there are four cases to discuss:
when d and m are both even, when d is even and m is odd, when d is odd and m is
even, and when d and m are both odd.
If d and m are both even, all principal faces have orientation 1, since permutations
of s, resp. t, elements induce always orientation-preserving maps.
If d is even and m is odd, any permutation of s elements induces an orientation-
preserving diffeomorphism on corresponding configuration spaces. On the other hand,
since m is odd, a permutation of t elements induce an orientation-preserving or -
reversing diffeomorphism on corresponding configuration spaces, if and only if is even,
resp. odd. Analogously, when d is odd and m is even, the roˆles are interchanged,
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i.e. permutations of s elements induce orientation-preserving or -reversing diffeomor-
phisms, if their signs are even, resp. odd, while permutations of t elements are always
orientation preserving.
If we consider the case d and m both odd, then any element σ of Ss ×St induces
an orientation-preserving, resp. -reversing, diffeomorphism on Cs,t(Rm, S), for any
s ≥ 1, t ≥ 1, if and only if, writing σ = σs × σt, the sign of σs and the sign of σt are
equal, resp. different.
Any principal face of Cs,t(Rm, S) of the first type for S, resp. Rm, is characterized
by a map of the form
σs ◦ ∂1,2,int ◦ σs−1, resp. τt ◦ ∂1,2,ext ◦ τt−1,
where σj ∈ Sj , for j = s, s− 1, and τk ∈ Sk, k = t, t− 1. Similarly, a principal face
of the second type may be characterized by a map of the form
(σs × τt) ◦ ∂1,s+1 ◦ σ˜s,
where σs and σ˜s are in Ss and τt ∈ St. Hence, we get the following formula for the
orientation of principal faces:
or (σs ◦ ∂1,2,int ◦ σs−1) = (−1)
(σs+σs−1)d;
or (τt ◦ ∂1,2,ext ◦ τt−1) = (−1)
(τt+τt−1)m+sd;
or ((σs × τt) ◦ ∂1,s+1 ◦ σ˜s) = (−1)
(σs+eσs+s−1)d(−1)τtm.
(2.4.23)
2.5 Some comments on I
(
Rd,Rm
)
As we have already seen, an important element in the characterization of boundary
faces of compactified relative configuration spaces Cs,t(Rm, S), when points in S and
points from Rm collapse together in S is the space I
(
Rd,Rm
)
.
First of all, we construct a map Λm,d from I
(
Rd,Rm
)
into the Stiefel manifold
Vm,d, which we prefer to view as the space of orthonormal systems of d vectors in
Rm; in fact, picking the standard orthonormal bases of Rd and Rm, any element of
I
(
Rd,Rm
)
can be seen as a matrix with d columns andm rows, and the column vectors
are linearly independent. For this purpose, we use the Gram–Schmidt procedure: if we
are given d linearly independent vectors {a1, . . . , ad} in Rm, one can produce out of it
an orthonormal system of d vectors, denoted by {ea1 , . . . , ead},
ea1 : =
a1
||a1||
;
e˜ai : = ai −
i−1∑
j=1
〈
ai , e
a
j
〉
eaj , e
a
i : =
e˜ai
||e˜ai ||
, i = 1, . . . , d.
We denote by {e1, . . . , ed} the standard orthonormal basis w.r.t. the Euclidean scalar
product onRd. Taking an elementα ∈ I
(
Rd,Rm
)
, we consider the system of d linearly
independent vectors in Rm given by {α(e1), . . . , α(ed)} (i.e., the column vectors of α)
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we denote by {eα1 , . . . , eαd} the system of d orthonormal vectors constructed by means
of the Gram–Schmidt procedure starting from {α(e1), . . . , α(ed)}. We define the map
Λm,d from I
(
Rd,Rm
)
to Vm,d as follows
Φm,d (α) : = {e
α
1 , . . . , e
α
d} , ∀α ∈ I
(
Rd,Rm
)
. (2.5.1)
We notice that there is also a map Ψm,d from I
(
Rd,Rm
)
into Grm,d, which is simply
given by
Ψm,d(α) : = 〈α(e1), . . . , α(ed)〉 , (2.5.2)
where 〈α(e1), . . . , α(ed)〉 denotes the subspace spanned by the column vectors of α.
The map Λm,d is clearly surjective, since linear isometries of Rd into Rm are a
subset of I
(
Rd,Rm
)
; similarly, Ψm,d is also surjective.
We notice that the element Λm,d(α) can be written also as
Φm,d(α) = α ◦M (α) ,
where M (α) is an upper triangular d × d matrix with positive eigenvalues, depending
non-linearly on the entries of α (this matrix arises in the Gram–Schmidt procedure).
Any such matrix can be smoothly connected to the identity in the space of upper trian-
gular matrices with positive eigenvalues:
Mt(α) : = (1 − t) id+tM (α) .
It is also clear that, if α lies already in Vm,d, then M (α) equals the identity: the Gram-
Schmidt procedure maps the orthogonal system to itself.
Remark 2.5.1. In fact, denoting by ιm,d the natural inclusion of Vm,d into I
(
Rd,Rm
)
,
we get Φm,d ◦ ιm,d = id. On the other hand, we can define a map Φ from I
(
Rd,Rm
)
×
[0, 1] to I
(
Rd,Rm
)
as follows:
Λ̂m,d(α; t) : = α ◦Mt (α) .
The map Λ̂m,d obviously satisfies
Λ̂m,d(α; 0) = α, Λ̂m,d(α; 1) = α ◦M (α) = ιm,d ◦ Φm,d (α) ,
which is equivalent to the fact that Λ̂m,d is a deformation retraction of I
(
Rd,Rm
)
to
Vm,d.
2.6 Stiefel and Grassmann manifolds
The Stiefel manifold Vm,d is the set of orthonormal systems of d vectors in Rm, while
the Grassmann manifoldGrm,d is defined as the set of d-dimensional subspaces ofRm;
alternatively, Vm,d is the set of linear isometries of Rd into Rm. There is another char-
acterization of Stiefel and Grassmann manifolds as homogeneous spaces; for details
about the equivalence of the two settings, we refer to [33].
Definition 2.6.1. The Stiefel manifold Vm,d, for any two positive integers d ≤ m, is
the homogeneous space
Vn,m : = SO(n)/SO(n−m),
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where here SO(m− d) is embedded as a subgroup of SO(n) as follows:
B ∈ SO(m− d) ↪→
[
id 0
0 B
]
. (2.6.1)
In Formula (2.6.1), id is the identity isomorphism of the Euclidean m-dimensional
space, the 0 on the upper right side is a (n−m,m)-matrix with zero entries and the 0
on the lower left side is its transpose.
We consider additionally the group SO(d), which can be imbedded in SO(m) as
follows:
A ∈ SO(d) ↪→
[
A 0
0 id
]
; (2.6.2)
the notations are the same as in Formula (2.6.1) and id denotes the identity in the
Euclideanm−n-dimensional space. Additionally, we consider the subgroup SO(d)⊕
SO(m− d) of SO(m), consisting of matrices of the form[
A 0
0 B
]
, A ∈ SO(d), B ∈ SO(m− d).
Definition 2.6.2. The Grassmann manifold Grm,d, for m and d as above, is the homo-
geneous space
Grm,d : = SO(m)/SO(d) ⊕ SO(m− d).
2.6.1 Invariant forms on homogeneous spaces
We recall the definition of a homogeneous space.
Definition 2.6.3. We assume we are given a Lie-group G and a Lie-subgroupH of G.
The homogeneous space G/H is defined as the space of left cosets
G/H : = {gH : g ∈ G}
We define the projection piH by piH (g) : = gH ; this map is clearly surjective. We
endow G/H with the usual quotient topology.
It is customary to denote a class in G/H with representative g by g, for g ∈ G.
The main fact about homogeneous spaces is encoded in the following
Theorem 2.6.4. There is a unique smooth structure on G/H , such that piH is smooth
and G/H is a smooth manifold.
It is possible to endow G/H with the structure of a left G-space, i.e. there is a
smooth left action of G on G/H , defined as follows
G×G/H → G/H, (g, x) 7→ gx.
This action is well-defined, but it is in general not free. We will denote from now on
the left action of an element g ∈ G by Lg.
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The Lie group G has also the structure of a left G-space, since left multiplication
induces a smooth, free, transitive action of G on itself, which, for any g ∈ G, is also
denoted by Lg .
We say that a form ω ∈ Ω∗(G) is invariant (w.r.t. the left action of G on itself), if
it satisfies L∗g ω = ω, for all g ∈ G. There is an obvious algebra homomorphism σG
from Ω∗G(G) to
∧∗
g∗, defined by the equation
σ(ω) = ωe,
with inverse
σ−1G (α)g = α
(
TgL
−1
g •, . . .
)
.
details on these computations can be found in [33]. The usual exterior derivative of
forms maps obviously invariant forms to invariant forms. Twisting the exterior deriva-
tive by the isomorphism σG we get a differential on
∧∗
g∗, which is usually denoted
by δg. In other words, the differential δg is given explicitly by δg = σG ◦ d ◦ σ−1G .
The definition of σG and σ−1G , along with the invariance, yield the following explicit
formula for δg:
(δgα) (X0, . . . , Xp) : =
∑
0≤i<j≤p
(−1)i+jα
(
[Xi , Xj ], X0, . . . , X̂i, . . . , X̂j , . . . , Xp
)
,
(2.6.3)
for a given element α of
∧p
g∗ and elementsXi of g; the hat on an argument means that
it is omitted. The differential δg is then immediately seen to be equal to the differential
in Lie algebra cohomology with values in the trivial g-module. Hence, we may consider
the invariant cohomology of G: namely, a closed, invariant differential form on G
is exact in invariant cohomology, if there exists an invariant form, whose differential
equals the given closed form. The invariant cohomology of G is then in one-to-one
correspondence with the Lie-algebra cohomology of g with values in the trivial g-
module.
Motivated by these results, we give the following
Definition 2.6.5. A differential form ω on the homogeneous space G/H is said to be
G-invariant, if it satisfies
L∗g ω = ω, ∀g ∈ G.
It is clear that the set of invariant forms on G/H is a differential algebra (the exterior
derivative commutes with the action of G); we denote this algebra by Ω∗G (G/H).
We want to characterize more precisely invariant forms on homogeneous spaces,
and therefore we need some background. Again, we refer to [33] for a detailed discus-
sion of what follows.
Given a Lie-group G, we denote by c the conjugation of G, by Ad, resp. Ad∗,
the adjoint, resp. coadjoint, action of G on g, resp. on g∗. Finally, by ad, resp. ad∗,
we denote the adjoint action of g on itself, resp. on g∗. Since H is a Lie-subgroup, h
(the Lie-algebra of H) is a Lie-subalgebra of g; moreover, it is clearly stable under the
adjoint action of H . We denote by h⊥ the annihilator of h:
h⊥ : = {α ∈ g∗ : α (X) = 0, ∀X ∈ h} .
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Since for any h ∈ H , Ad(h) maps h into itself, h⊥ is stable under the coadjoint action
of H . Hence, there is a representation of H on h⊥. This action can be extended in an
obvious way to the exterior algebra
∧∗
h⊥.
We consider now the projection piH ; it can be shown that the tangent map of piH at
the identity induces a linear isomorphism between g/h and the tangent space of G/H
at the class of the identity (we refer again to [33] for more details); we denote this
map by TepiH . Hence, its dual map induces an isomorphism between the dual space
of TeG/H and the space h⊥. Consequently, its extension to exterior algebras induces
again an isomorphism between
∧∗
(TeG/H)
∗
and
∧∗
h⊥.
By definition of G/H and equivariancy of piH , piH (c(h)g) = Lh piH(g), for all g
in G and h in H ; infinitesimally at the identity, we get
TepiH ◦Ad(h) = TeLh ◦ TepiH , ∀h ∈ H. (2.6.4)
The equivariancy of piH w.r.t. the action ofG implies that the pull-back of any invariant
form on G/H gives a G-invariant form on G.
We denote by
(∧∗
h⊥
)
H
the subalgebra of
∧∗
h⊥ of H-invariant elements. If we
take a differential form ω ∈ Ω∗G(G/H), then the alternating functional τG (ω) defined
by
τG(ω) : =
∧∗
(TepiH)
∗
ωe (2.6.5)
belongs to
(∧∗
h⊥
)
H
; this a consequence of being ω invariant and of equation (2.6.4).
Moreover, it holds
Theorem 2.6.6. The assignment τG defined by equation (2.6.5) is an isomorphism,
which makes the following square commutative:
Ω∗G(G/H)
τG−−−−→
(∧∗
h⊥
)
H
pi∗H
y yι
Ω∗G(G)
σG−−−−→
∧∗
g∗,
(2.6.6)
where ι denotes the natural inclusion. Furthermore, the graded algebra
(∧∗
h⊥
)
H
is stable w.r.t. the action of δg; therefore, we may view
(∧∗
h⊥
)
H
endowed with the
differential δg also as a differential graded algebra.
2.6.2 Homogeneous spaces with right actions from special subgroups
and biinvariant forms
First of all, we give particular assumptions on the group G, which fit in for later pur-
poses.
Condition 2.6.7. We assume G to be a Lie-group, with two Lie-subgroups H and K ,
satisfying the requirements:
• K and H commute, i.e. for any two elements h ∈ H and k ∈ K , the relation
hk = kh holds;
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• H ∩K = {e}, where e is the identity of G.
A triple (G,H,K), where both hypotheses are satisfied, is given e.g. by G =
SO(m), H = SO(m − d) and K = SO(d), for m and d positive integers obeying
d ≤ m, where SO(m− d) is imbedded in SO(m) via (2.6.1) and SO(d) via (2.6.2).
Remark 2.6.8. The second condition is not crucial for the next computations. It is
useful only in order to get a right free K-action on the homogeneous space G/H .
We return back to the homogeneous space G/H ; under the above assumptions,
G/H receives a right K-action as follows:
(G/H)×K −→ G/H,
(g, k) 7−→ gk.
(2.6.7)
First of all, this action is well-defined. In fact, if we take two distinct representatives g,
g˜ of the class x ∈ G/H , then
g, g˜ ∈ x⇐⇒ ∃ h ∈ H : g˜ = gh.
It follows
g˜k = ghk = gkh =⇒ g˜k ∼H gk, ∀k ∈ K,
where the second equality follows by the commutativity of H and K . Hence, left G-
cosets are mapped by right multiplication by K into left G-cosets. Moreover, by the
second assumption, the action of K on G/H is obviously free: taking a class g in
G/H , if, for some k in K gk = g, it follows
gk = gk = g =⇒ gk = gh, h ∈ H =⇒ k = h.
But then k would also belong to H , contradicting H ∩ K = {e}. Hence, given the
above assumptions on H and K , the homogeneous space G/H inherits a free right
K-action. The subgroup K operates also by right multiplication on G. The projection
piH is equivariant w.r.t. the right action of K on both G and G/H :
piH (Rk(g)) = piH(gk) = gk = gk = (Rk ◦piH) (g),
where Rk denotes right multiplication by k ∈ K .
Definition 2.6.9. Under the above hypotheses on G, H and K , a form ω on G/H is
said to be right K-invariant, if it satisfies
R∗k ω = ω, ∀k ∈ K. (2.6.8)
The algebra of K-invariant differential forms on G/H is denoted by Ω∗(G/H)K .
Since both G- and K-actions are compatible, it makes sense to consider the algebra
of left G-invariant, right K-invariant forms (shortly, biinvariant forms on G/H , de-
noted by Ω∗G(G/H)K ; it is clearly a subalgebra of Ω∗G(G/H).
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We consider the Lie-algebra k of K and the adjoint action of K on h; since H and
K commute, it follows
Ad(k)X =
d
dt
∣∣∣
t=0
c(k) exp tX =
d
dt
∣∣∣
t=0
exp tX = X, X ∈ h, k ∈ K.
Hence, the adjoint action of K on h is trivial. It follows that h⊥ is invariant w.r.t. the
coadjoint action of K . Hence, we get a representation of K on h⊥; moreover, the
representation of H on h⊥ obviously commutes with the representation of K .
We consider the conjugation on G by elements of K; we easily get
piH ◦ c(k) = Lk ◦R
−1
k ◦piH .
Taking the tangent map on both sides at the identity, we get
TepiH ◦Ad(k) = Tk−1Lk ◦ TeR
−1
k ◦ TepiH .
We take an element of ω ∈ ΩpG(G/H)K . For an arbitrary k ∈ K , we consider(∧p
Ad∗(k)
)
τG(ω) = τG(ω)
(
Ad
(
k−1
)
•, . . .
)
= ωe
(
TepiH ◦Ad
(
k−1
)
•, . . . ,
)
=
= ωe
((
T
k−1
Lk ◦ TeR
−1
k ◦ TepiH
)
•, . . .
)
=
= ωL
k−1(k)
((
T
k−1
Lk ◦ TeR
−1
k ◦ TepiH
)
•, . . .
)
=
= ωk
((
TeR
−1
k ◦ TepiH
)
•, . . .
)
=
= ωRk(e)
((
TeR
−1
k ◦ TepiH
)
•, . . .
)
=
= ωe (TepiH•, . . . ) =
= τG (ω) ,
where we have used explicitly the biinvariance of ω. Therefore, τG maps the alge-
bra of G-invariant, K-invariant forms on G/H into
[(∧∗
h⊥
)
H
]
K
, the algebra of
H-invariant, K-invariant elements of
∧∗
h⊥. On the other hand, since τG is an iso-
morphism from Ω∗G(G/H)K in
(∧∗
h⊥
)
H
, given an element α ∈
[(∧p
h⊥
)
H
]
K
,
there exists exactly one element of ω ∈ ΩpG(G/H), such that
α =
∧p
(TepiH)
∗
ωe.
We will show that ω is also K-invariant: since α is in
[(∧p
h⊥
)
H
]
K
, it follows
ωe (TepiH•, . . . ) = α (•, . . . ) =
=
∧p
Ad∗(k)α (•, . . . ) = α
(
Ad
(
k−1
)
•, . . .
)
=
= ωe
(
TepiH ◦Ad
(
k−1
)
•, . . .
)
=
= ωe
((
T
k−1
Lk ◦ TeR
−1
k ◦ TepiH
)
•, . . .
)
=
= ωk
((
TeR
−1
k ◦ TepiH
)
•, . . .
)
=
= (R∗k ω)e (TepiH•, . . . ) ;
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in the fifth equation, we made use of the left-invariance of ω. Since the dual map of
TepiH is an isomorphism between h⊥ and the dual of TeG/H , it follows
ωe = (R
∗
k ω)e , ∀k ∈ K. (2.6.9)
Since the right action of K and the left action of G commute, along with the G-
invariance of ω, imply directly that the form ω is also K-invariant. Namely
(R∗k ω)g (•, · · · ) = ωLg k
((
TkLg
)
◦
(
TgkL
−1
g
)
◦ (TgRk) •, · · ·
)
=
= ωk
(
(TeRk) ◦
(
TgL
−1
g
)
•, · · ·
)
=
= ωRk e
(
(TeRk) ◦
(
TgL
−1
g
)
•, · · ·
)
= ωe
((
TgL
−1
g
)
•, · · ·
)
=
= ωg (•, · · · ) , ∀g ∈ G, ∀k ∈ K.
Hence, ω is also K-invariant. The map τG restricts therefore to an isomorphism be-
tween Ω∗G(G/H)K and
[(∧∗
h⊥
)
H
]
K
. We may state the results of all these computa-
tions in the following
Theorem 2.6.10. Given a Lie-group G, which has two Lie-subgroups H and K sat-
isfying the two hypotheses in Condition (2.6.7), the isomorphism τG of Theorem 2.6.6
restricts to an isomorphism (denoted again by τG)
Ω∗G(G/H)K
τG−→
[(∧∗
h⊥
)
H
]
K
, (2.6.10)
making the following square obviously commutative
Ω∗G(G/H)K
τG−−−−→
[(∧∗
h⊥
)
H
]
K
ι
y yι
Ω∗G(G/H)
τG−−−−→
(∧∗
g⊥
)
H
.
(2.6.11)
Moreover, the graded algebra
[(∧∗
h⊥
)
H
]
K
is stable under the differential δg; we will
denote the (restriction of the) differential δg on
[(∧∗
h⊥
)
H
]
K
by the same symbol δg.
2.6.3 The Lie-algebra of SO(m)
The Lie-algebra of SO(m), which is usually denoted by so(m), is given by the set
so(m) : =
{
X ∈ gl(m) : Xt = −X
}
. (2.6.12)
Here, we have denoted by gl(m) the associative algebra ofm×m-matrices with real en-
tries. The Lie-algebra gl(m) is generated by the matrices Eij , where i, j ∈ {1, . . . ,m}:
(Eij)kl : = δikδjl,
i.e., the matrices Eij have all zero entries but the entry (i, j), which is 1. It is clear that
such matrices are a basis of gl(m). A basis of so(m) may be then displayed via the
basis Eij : for 1 ≤ i < j ≤ m, we define
Eij : = Eij − Eji.
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Hence,
so(m) =
〈
Eij : 1 ≤ i < j ≤ m
〉
. (2.6.13)
We need explicit formulae for the structure constants of so(m) w.r.t. the basis Eij .
It suffices to compute the structure constants of gl(m) w.r.t. the basis Eij : for this
purpose, we have to compute the products EijEkl, for any four indices i, j, k, l:
(Eij)mn (Ekl)np = δimδjnδknδlp = δimδjkδlp = δjk (Eil)mp .
Hence, it follows
[Eij , Ekl ] = δjkEil − δilEkj .
A simple computation ensures that[
Eij , Ekl
]
= δjkEil − δjlEik − σjlδikEjl + σjkδilEjk, (2.6.14)
where
σij =
{
1 , i < j
−1 , i > j.
The Lie-algebra gl(m) possesses as Killing form
〈X , Y 〉 : = Tr ad(X) ad(Y), (2.6.15)
where Tr denotes the trace of a linear endomorphism on gl(m), and ad denotes the
adjoint action of so(m) on itself; the Killing form can be also written as
〈X , Y 〉 = 2mTr (XY) − 2TrXTrY, ∀X,Y ∈ gl(m),
where now the trace is the usual trace of matrices. If we now restrict the Killing form
to so(m), we get also a SO(m)-invariant bilinear form on so(m), which reduces to
〈X , Y 〉 = 2mTrXY = −4m
∑
1≤i<j≤m
XijYij , ∀X,Y ∈ so(m),
where X =
∑
1≤i<j≤m XijEij , and analogously for Y. Using the explicit definition of
the generators Eij , it can be proven that〈
Eij , Ekl
〉
= −4mδikδjl,
i.e. the Killing form is nondegenerate on so(m), and that the basis Eij is orthogonal.
We may further normalize the Killing form, multiplying it by −4m, whence the basis
Eij becomes orthonormal w.r.t. the corrected Killing form
〈X , Y 〉 = −
1
2
Tr (XY) . (2.6.16)
(We will call the last bilinear form “Killing form”). Since (2.6.16) is SO(m)-invariant,
the Riesz map Φ from so(m) to so(m)∗ w.r.t. the Killing form is SO(m)-equivariant:
Φ ◦Ad(A) = Ad∗(A) ◦ Φ, for all A ∈ SO(m).
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The abelian Lie-groupSO(2) is imbedded in SO(m) via the map (2.6.1); therefore,
the Lie-subalgebra so(2) of so(m) is given by a copy of so(2) imbedded in so(m) as
follows:
so(2) : =
{
Y ∈ so(m) : Y =
[
0 0
0 X
]
, X ∈ so(2)
}
. (2.6.17)
In the previous formula, the 0 on the upper left side is the (m − 2) × (m − 2)-matrix
with all zero entries, while the 0 on the upper right side is a (m − 2)× 2-matrix with
all zero entries, and the remaining 0 is its transpose. In other words,
so(2) =
〈
Em−1,m
〉
.
Therefore,
so(2)⊥ =
{
Z ∈ so(m) : Z =
[
X Y
−Yt 0
]
,X ∈ so(m− 2),Y ∈Mm−2,2
}
In the last expression,Mm−2,2 denotes the space of real (m− 2)× 2-matrices. Hence,
the annihilator so(2)⊥ of so(m)∗ corresponds to the orthogonal complement of so(2)
under Φ. Sometimes, in order to simplify the notations, we will write an element of
so(2)⊥ as a 2-tuple (X,Y) ∈ so(m− 2)×Mm−2,2.
Finally, we want to give an explicit expression for the adjoint action of SO(m −
2)⊕ SO(2) on so(2)⊥; here, any element of SO(m− 2)⊕ SO(2) has the form[
A 0
0 B
]
, A ∈ SO(m− 2), B ∈ SO(2).
By a direct computation we get
Ad (A⊕ B)
[
X Y
−Yt 0
]
=
[
AXAt AYBt
−BYtAt 0,
]
, A ∈ SO(m− 2), B ∈ SO(2).
(2.6.18)
Since we have identified the annihilator so(2)⊥ with the orthogonal complement
of so(2) w.r.t. the Killing form via the map Φ, we may view the exterior algebra∧∗
so(2)⊥ of the annihilator as the exterior algebra of the orthogonal complement of
so(2). Hence, the invariant subalgebra
(∧∗
so(2)⊥
)
SO(2)
(in the dual sense) may be
identified with the invariant subalgebra w.r.t. the action (2.6.18) of the exterior algebra
of the orthogonal complement of so(2).
2.6.4 Biinvariant forms on V4,2
In this special case, the computations simplify considerably, and we are able to produce
all biinvariant forms on V4,2.
The Lie-algebra so(4) is spanned by the following six linearly independent vectors
so(4) =
〈
E12,E13,E14,E23,E24,E34
〉
.
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We consider two copies of SO(2): the first one is imbedded in SO(4) via the map
(2.6.2), the second one is imbedded via the map (2.6.1). If we consider the Lie algebra
of the second copy of SO(2), we find that its generator is E34. Therefore, we may write
so(2)⊥ =
{[
X Y
−Yt 0
]
: X ∈ so(2), Y ∈ gl(2)
}
.
The adjoint action of SO(2) ⊕ SO(2) on so(2)⊥ is given by the following formula,
which is a direct consequence of Formula (2.6.18):
Ad(A⊕ B)
[
X Y
−Yt 0
]
=
[
X AYBt
−BYtAt 0
]
, A,B ∈ SO(2); (2.6.19)
the formula does not contain the adjoint action of the first copy of SO(2) on its Lie
algebra, as SO(2) is abelian. Therefore, the generator E12 of the first copy of so(2)
is obviously SO(2) ⊕ SO(2)-invariant. This implies that, for m = 4, there exists an
SO(2)⊕SO(2)-invariant vector; equivalently, there exists a biinvariant 1-form on V4,2.
Moreover, this is the unique biinvariant 1-form on V4,2. Namely, since − id ∈ SO(2),
any SO(2) ⊕ SO(2)-invariant functional α ∈ so(2)⊥ is a multiple of E∗12, the dual of
E12, as the following argument shows:
α
(
E13
)
= α
(
−E13
)
= 0,
by the SO(2)⊕ SO(2) invariance of α, taking A = id and B = − id. Similar compu-
tations yield
α
(
E14
)
= α
(
E23
)
= α
(
E24
)
= 0.
Therefore, if α is SO(2)⊕ SO(2)-invariant, the only surviving component of α is the
E
∗
12-component, and this yields
α = λ E
∗
12, λ ∈ R.
For the sake of simplicity, we will denote by α the invariant functional E∗12, and also
the corresponding unique biinvariant form on V4,2.
Next, we consider alternating SO(2)⊕ SO(2)-invariant functionals of degree 2 in
so(2)⊥. We take a general element η of
∧2
so(2)⊥, invariant under the action (2.6.19).
First of all, choosing as before A = id and B = − id, we get
η
(
E12,E13
)
= 0, η
(
E12,E14
)
= 0,
η
(
E12,E23
)
= 0, η
(
E12,E24
)
= 0.
In fact, the id⊕SO(2)-invariance implies e.g.
η
(
E12,E13
)
= η
(
E12,−E13
)
.
All other cases follow by similar computations.
We now show that E∗13∧E
∗
14+E
∗
14∧E
∗
24 and E
∗
13E
∗
23+E
∗
14∧E
∗
24 are SO(2)⊕SO(2)-
invariant.
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Any element of SO(2) can be uniquely written in the form A : =
[
c s
−s c
]
, where
c : = cos θ and s : = sin θ, with θ varying in [0, 2pi).
We compute explicitly the action ofAt⊕id, resp. id⊕At, on the generators
{
E13,E14,E23E24
}
:
Ad(At ⊕ id)E13 = c E13 + s E23, Ad(id⊕A
t)E13 = c E13 + s E14,
Ad(At ⊕ id)E14 = c E13 + s E24, Ad(id⊕A
t)E14 = −s E13 + c E14,
Ad(At ⊕ id)E23 = −s E13 + c E23, Ad(id⊕A
t)E23 = c E23 + s E24,
Ad(At ⊕ id)E24 = −s E14 + c E24, Ad(id⊕A
t)E24 = −s E23 + c E24.
(2.6.20)
If we choose θ = pi2 , the SO(2)⊕ SO(2)-invariance implies:
η
(
E13,E14
)
= η
(
E23,E24
)
,
η
(
E13,E23
)
= η
(
E14,E24
)
,
η
(
E13,E24
)
= −η
(
E14,E23
)
= η
(
E14,E23
)
= 0.
Therefore, η may be written as follows:
η = λ Θ+ µ Ω,
where Θ denotesE∗13∧E
∗
23+E
∗
14∧E
∗
24 andΩ denotesE
∗
13∧E
∗
14+E
∗
23∧E
∗
24, and λ and µ
are real numbers. For the sake of simplicity, we denote by Θ and Ω the corresponding
biinvariant forms.
Returning to the general case, the identity c2 + s2 = 1 implies immediately that
E13 ∧ E14 + E23 ∧ E24 and E13 ∧ E23 + E14 ∧ E24 are SO(2) ⊕ SO(2)-invariant.
Since E∗13 ∧ E
∗
23 + E
∗
14 ∧ E
∗
24 corresponds to E13 ∧ E23 + E14 ∧ E24 under the SO(4)-
equivariant isomorphism Φ between so(4) and so(4)∗ induced by the Killing-form,
E
∗
13 ∧ E
∗
23 + E
∗
14 ∧ E
∗
24 is also SO(2)⊕ SO(2)-invariant.
Hence, any SO(2)⊕SO(2)-invariant element of
∧2
so(2)⊥ is a linear combination
of E∗13 ∧ E
∗
14 + E
∗
23 ∧ E
∗
24 and E
∗
13 ∧ E
∗
23 + E
∗
14 ∧ E
∗
24.
We consider now a general element ξ of
(∧3
so(2)⊥
)
SO(2)⊕SO(2)
. The SO(2)⊕
SO(2)-invariance implies
ξ
(
E13,E14,E23
)
= ξ
(
E13,E14,E24
)
= ξ
(
E13,E23,E24
)
= ξ
(
E14,E23,E24
)
= 0.
Namely, if we consider e.g. the first expression, taking B = − id ∈ SO(2), and using
the SO(2)⊕ SO(2)-invariance, we get
ξ
(
E13,E14,E23
)
= ξ
(
−E13,−E14,−E23
)
= −ξ
(
E13,E14,E23
)
.
Therefore, ξ must be of the form
ξ = α ∧ η,
where η has to be an alternating functional in
∧2
so(2)⊥, depending only on the gen-
erators
{
E
∗
13,E
∗
14,E
∗
23,E
∗
24
}
. Since ξ and α are both invariant, η has to be invariant.
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By what we have proved above, η is a linear combination of Ω and Θ. Hence, ξ has the
general form
ξ = α ∧ [λΩ + µ Θ] ,
with λ and µ real numbers.
We take a general element θ of
∧4
so(2)⊥, invariant under the action of SO ⊕
SO(2). As in the previous cases, the SO(2)⊕ SO(2)-invariance implies
θ
(
E12,E13,E14,E23
)
= θ
(
E12,−E13,−E14,−E23
)
= −θ
(
E12,E13,E14,E23
)
= 0.
Similar computations yield:
θ
(
E12,E13,E14,E24
)
= 0,
θ
(
E12,E13,E23,E24
)
= 0,
θ
(
E12,E14,E23,E24
)
= 0.
Therefore, θ takes the form
θ = λ E
∗
13 ∧ E
∗
14 ∧ E
∗
23 ∧ E
∗
24,
with λ a real number. Since E∗13 ∧E
∗
14 ∧E
∗
23 ∧E
∗
24 =
1
2Ω
2
, it follows immediately that
θ is SO(2)⊕ SO(2)-invariant.
Finally, we consider an element γ of
∧5
so(2)⊥, invariant under the action (2.6.19).
Such an element must be a real multiple of E∗12 ∧ E
∗
13 ∧ E
∗
14 ∧ E
∗
23 ∧ E
∗
24, which may
alternatively written as
γ =
λ
2
α ∧ Ω2,
and we see immediately that γ is also id⊕SO(2)-invariant.
We may summarize all the results so far in the following
Theorem 2.6.11. We consider the Stiefel manifold V4,2. Then, the following isomor-
phisms hold:
Ω0SO(4) (V4,2)
∼= R; Ω1SO(4) (V4,2)
∼= R;
Ω2SO(4) (V4,2)
∼= R2; Ω3SO(4) (V4,2)
∼= R2;
Ω4SO(4) (V4,2)
∼= R; Ω5SO(4) (V4,2)
∼= R.
Proof. The isomorphisms are provided by Theorem 2.6.10, since Ω1, Ω2, Θ and H are
linearly independent, as well as α ∧ Ωi, i = 1, 2, α ∧Θ and α ∧H.
The preceding computations show that
(
so(2)⊥
)
SO(2)
= 〈α〉 ;
(
2∧
so(2)⊥
)
SO(2)
= 〈Ω,Θ〉 ;
(
3∧
so(2)⊥
)
SO(2)
= 〈α ∧ Ω, α ∧Θ〉 ;
(
4∧
so(2)⊥
)
SO(2)
=
〈
Ω2
〉
;
(
5∧
so(2)⊥
)
SO(2)
=
〈
α ∧ Ω2
〉
.
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2.6.5 Biinvariant cohomology of V4,2
We begin this subsubsection with the explicit computation of the differentials of the
basis vectors of so(4)∗:
δ
(
E
∗
12
)
= E
∗
13 ∧ E
∗
23 + E
∗
14 ∧ E
∗
24, δ
(
E
∗
13
)
= −E
∗
12 ∧ E
∗
23 + E
∗
14 ∧ E
∗
34,
δ
(
E
∗
14
)
= −E
∗
12 ∧ E
∗
24 − E
∗
13 ∧ E
∗
34, δ
(
E
∗
23
)
= E
∗
12 ∧ E
∗
13 + E
∗
24 ∧ E
∗
34,
δ
(
E
∗
24
)
= E
∗
12 ∧ E
∗
14 − E
∗
23 ∧ E
∗
34, δ
(
E
∗
34
)
= E
∗
13 ∧ E
∗
14 + E
∗
23 ∧ E
∗
24.
(2.6.21)
These equations are easy consequences of the definition of the differential δ and of
equation (2.6.14).
The first equation in (2.6.21) shows immediately that Θ is exact in invariant coho-
mology; in fact, Θ = dα.
On the other hand, since V4,2 = SO(4)/SO(2), the pull-back by the canonical
projection from SO(4) onto V4,2 of Ω is the exterior derivative of the SO(4)-invariant
form on SO(4), associated to E∗34. Hence, Ω is closed, but it is not exact in invariant
cohomology.
A general biinvariant 2-form on V4,2 takes the form
η = λ Ω+ µ Θ, λ, µ ∈ R.
Since both components are biinvariant and closed, every biinvariant form on V4,2 is
automatically closed.
We compute the differential of α ∧ Ω and α ∧ Θ. We begin by computing the
differential of α ∧ Ω:
d (α ∧ Ω) = δα ∧ Ω = Θ ∧ Ω = 0,
by the definition of Θ and Ω.
The differential of α ∧Θ equals
d (α ∧Θ) = Θ ∧Θ = −2 E
∗
13 ∧ E
∗
14 ∧ E
∗
23 ∧ E
∗
24 6= 0.
At degree 3, we know that a general biinvariant form on V4,2 may be written as
ξ = λ α ∧ Ω+ µ α ∧Θ, λ, µ ∈ R.
Therefore, the differential of ξ equals
dξ = −
µ
2
Θ2
!
= 0⇐⇒ µ = 0.
Hence, any closed biinvariant 3-form on V4,2 is multiple of α ∧ Ω. On the other hand,
such a form cannot be exact in biinvariant cohomology, since any biinvariant 2 form is
closed.
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At degree 4, we know that there is exactly a biinvariant form, namely Θ∧Θ; since
Θ is exact in invariant cohomology, it follows immediately that Θ ∧Θ is also exact.
Finally, the unique biinvariant 5-form α∧Θ∧Θ is by dimensional reasons closed,
and it cannot be exact in invariant cohomology, since the only biinvariant 4-form is
closed.
These results may be summarized in the following
Theorem 2.6.12. The biinvariant cohomology of V4,2 is given by
H0SO(4) (V4,2)SO(2)
∼= R; H1SO(4) (V4,2)SO(2) = 0;
H2SO(4) (V4,2)SO(2)
∼= R; H3SO(4) (V4,2)SO(2)
∼= R;
H4SO(4) (V4,2)SO(2) = 0; H
5
SO(4) (V4,2)SO(2)
∼= R.
Proof. The unique biinvariant 1-form on V4,2 is α, which is clearly not closed. Hence,
the only closed invariant form of degree 1 is 0.
At degree 2, any biinvariant form is closed; but Ω is not exact, while Θ is exact.
Hence, any invariant cohomology class is represented by a multiple of the class of Ω.
Any closed biinvariant 3-form on V4,2 is a multiple of α∧Ω, which cannot be exact
in biinvariant cohomology.
Any closed biinvariant 4-form on V4,2 is a multiple of Θ2, which is exact in invari-
ant cohomology.
Finally, any closed biinvariant cohomology class on V4,2 of degree 5 is a multiple
of α ∧ Ω2, which is closed but not exact in invariant cohomology.
Last, we notice that, by a tedious but straightforward computation, it is possible
to show that the pull-back w.r.t. the projection from SO(4) onto V4,2 the closed form
α ∧ Ω is not exact in SO(4).
2.6.6 Invariant forms on the Grassmann manifold Grm,m−2
In this subsection, we want to investigate the existence of left SO(m)-invariant forms
on Grm,m−2. The Grassmann manifold Grm,m−2 is a homogeneous space of the form
G/H , where G = SO(m), and H = SO(m − 2) ⊕ SO(2); alternatively, it may be
described as the space of m−-dimensional subspaces of Rm.
To characterize explicitly left SO(m)-invariant forms (from now on, shortly, in-
variant forms) on Grm,m−2, we use Theorem 2.6.6, hence we need only investigate
the existence of SO(m− 2)⊕ SO(2)-invariant elements of the exterior product of the
orthogonal complement of the Lie-algebra of SO(m − 2) ⊕ SO(2) w.r.t. the Killing
form on so(m). The Lie-algebra of SO(m−2)⊕SO(2) is clearly so(m−2)⊕ so(2):
so(m− 2)⊕ so(2) =
{[
X 0
0 Y
]
∈ gl(m) : X ∈ so(m− 2), Y ∈ so(2)
}
.
Therefore, the annihilator of so(m− 2)⊕ so(2) can be identified with
(so(m− 2)⊕ so(2))⊥ =
{[
0 X
−Xt 0
]
∈ gl(m) : Y ∈Mm−2,2
}
=
=
〈
Ei,m−1, Ei,m : i = 1, . . . ,m− 2
〉
∼=Mm,m−2.
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The adjoint action of SO(m− 2)⊕ SO(2) is easily computed:
Ad (A⊕ B)
[
0 X
−Xt 0
]
=
[
0 AXBt
−BXtAt 0
]
. (2.6.22)
Sometimes we represent an element of (so(m− 2)⊕ so(2))⊥ by X ∈ Mm−2,2. An
invariant form on Grm,m−2 is uniquely represented by a linear combination of exterior
monomials of E∗i,m−1 and E
∗
i,m, i = 1, . . . ,m− 2, invariant under the action (2.6.22).
First of all, invariant forms on Grm,m−2 of odd degree cannot exist. An invariant
form η onGrm,m−2 of odd degree is represented by an element of
[∧∗ ((so(m− 2)⊕ so(2))⊥)],
invariant w.r.t. the action of SO(m− 2)⊕ SO(2), which we denote by the same sym-
bol. If we let id⊕ − id act on the orthogonal complement of so(m − 2) ⊕ so(2), we
get
Ad(id⊕− id)X = −X, ∀X ∈Mm−2,2.
Hence, if the form η has odd degree, the action of id⊕−id on η is simply multiplication
by −1. If, moreover, η is SO(m− 2)⊕ SO(2)-invariant, then[
deg η∧
Ad (id⊕− id) η
]
= η = −η = 0.
Therefore, there are no invariant forms of odd degree on Grm,m−2.
Since the exterior derivative of an invariant form on Grm,m−2 is also invariant, the
any invariant form on Grm,m−2 is closed in invariant cohomology. In fact, a general
nonzero invariant form ω on Grm,m−2 has to be of even degree. Its exterior derivative
has then odd degree and is also invariant, hence it has to vanish. Moreover, it cannot be
exact in invariant cohomology: if it were exact, then it would exist a nonzero invariant
form of odd degree, whose exterior differential equals ω.
All these results may be summarized in the following
Theorem 2.6.13. For the Grassmann manifold Grm,m−2, the following equalities
hold:
Ω2k+1SO(m) (Grm,m−2) = 0 ;
Ω2kSO(m) (Grm,m−2) = H
2k
SO(m)(Grm,m−2) .
Finally, we show that, in any dimension, a nonzero invariant form of degree 2 on
Grm,m−2 always exist, whence the invariant cohomology of Grm,m−2 does not vanish.
Proposition 2.6.14. The element Ω ∈
∧2 [so(m− 2)⊕ so(2)]⊥, defined by
Ω: =
m−2∑
i=1
Ei,m−1 ∧ Ei,m,
is invariant w.r.t. the action (2.6.18).
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Proof. Since the two actions commute, it suffices to show that Ω is invariant separately
w.r.t. the adjoint action of SO(m− 2) and of SO(2).
A simple computation shows:
Ad(id⊕B)Ei,m−1 = b11Ei,m−1+b21Ei,m, Ad(id⊕B)Ei,m = b12Ei,m−1+b22Ei,m,
where B
[
b11 b12
b21 b22
]
∈ SO(2). Recalling the definition of the adjoint action on the
exterior product
∧2
so(2)⊥, for any i = 1, . . . ,m− 2, we obtain
2∧
Ad(id⊕B)
(
Ei,m−1 ∧ Ei,m
)
=
(
Ad(id⊕B)Ei,m−1
)
∧
(
Ad(id⊕B)Ei,m
)
=
=
(
b11Ei,m−1 + b21Ei,m
)
∧
(
b12Ei,m−1 + b22Ei,m
)
=
= detB
(
Ei,m−1 ∧ Ei,m
)
=
= Ei,m−1 ∧ Ei,m,
since B has determinant 1. Since every summand of Ω is SO(2)-invariant, their sum is
also invariant.
For what concerns the SO(m− 2)-invariance, a simple computation yields
Ad(A⊕ id)Ei,m−1 =
m−2∑
j=1
ajiEj,m−1, Ad(A⊕ id)Ei,m =
m−2∑
j=1
ajiEj,m,
where
A : =
 a11 · · · a1,m−2..
.
.
.
.
.
.
.
am−2,1 · · · am−2,m−2

is a general element of SO(m− 2). We therefore get
2∧
Ad(A⊕ id)
(
Ei,m−1 ∧ Ei,m
)
=
(
Ad(A⊕ id)Ei,m−1
)
∧
(
Ad(A⊕ id)Ei,m
)
=
=
m−2∑
j,k=1
ajiaki
(
Ej,m−1 ∧ Ek,m
)
=
=
∑
j 6=k
ajiaki
(
Ej,m−1 ∧ Ek,m
)
+
m−2∑
j=1
a2ji
(
Ej,m−1 ∧ Ej,m
)
.
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If we now sum over i = 1, . . . ,m− 2 the last expression, we get
2∧
Ad(A⊕ id)Ω =
m−2∑
i=1
[
2∧
Ad(A⊕ id)
(
Ei,m−1 ∧ Ei,m
)]
=
=
m−2∑
i=1
∑
j 6=k
ajiaki
(
Ej,m−1 ∧ Ek,m
)
+
m−2∑
j=1
a2ji
(
Ej,m−1 ∧ Ej,m
) =
=
∑
j 6=k
(
m−2∑
i=1
ajiaki
)(
Ej,m−1 ∧ Ek,m
)
+
m−2∑
j=1
(
m−2∑
i=1
a2ji
)(
Ej,m−1 ∧ Ej,m
)
=
=
m−2∑
i=1
Ei,m−1 ∧ Ei,m =
= Ω.
In the last equations, we have used the fact that the row- and column-vectors of A are
orthonormal vectors in the Euclidean m− 2-dimensional space.
Hence, Ω is also SO(m− 2)-invariant.
We denote again by Ω the corresponding invariant 2-form; it is clearly nonzero.
Remark 2.6.15. We notice that Ω descends from a closed biinvariant form on Vm,m−2.
Moreover, it is also possible to find a nontrivial biinvariant 3-form Ξ on Vm,m−2; Ξ is
obtained from the canonical invariant 3-form on SO(m) associated to
ξ (X1,X2,X3) : = 〈X1 , [X2 , X3 ] 〉 , Xi ∈ so(m), i = 1, 2, 3,
where 〈 , 〉 denotes the normalized Killing form on so(m). This shows also that
biinvariant forms on Vm,m−2 exist at any degree (except at degree 1, if m > 4).
SO(4)-invariant forms on Gr4,2
In this case, similarly to the study of SO(4)-invariant forms on V4,2, the computations
simplify, and we may display the whole invariant coholomogy of Gr4,2.
The generators of (so(2)⊕ so(2))⊥ are
(so(2)⊕ so(2))⊥ =
〈
E13,E14,E23,E24
〉
.
We will write a general element of SO(2)⊕SO(2) as A⊕B =
[
A 0
0 B
]
, where A and
B are in SO(2).
First of all, by Theorem 2.6.13 there are no invariant forms at degree 1 and 3.
We then consider a general element η of
[∧2 (so(2)⊕ so(2))⊥]
SO(2)⊕SO(2)
.
Using the same arguments as in the discussion on biinvariant forms on V4,2, any
invariant form η on Gr4,2 is a linear combination of Ω and Θ, where Ω and Θ are the
two biinvariant 2-forms on V4,2:
η
(
E13,E14
)
= η
(
E23,E24
)
.
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Since (so(2)⊕ so(2))⊥ has dimension 4, any element of
[∧4 (so(2)⊕ so(2))⊥]
SO(2)⊕SO(2)
is a real multiple of Ω ∧ Ω.
Summarizing all these results, we get the following
Theorem 2.6.16. The invariant cohomology of Gr4,2 is given by
H0SO(4)(Gr4,2)
∼= R; H1SO(4)(Gr4,2) = 0;
H2SO(4)(Gr4,2)
∼= R2; H3SO(4)(Gr4,2) = 0;
H4SO(4)(Gr4,2)
∼= R.
2.7 The universal global angular form
In this section, we construct the universal global angular form by using a fermionic
integral representation. This is analogous to the construction of the Mathai–Quillen
representative [42] of the Thom class (see [8] and [24] and references therein). we
recall that a global angular form on an oriented sphere bundle S p−→ M is a form ϑ on
S satisfying p∗ϑ = 1 and dϑ = −p∗e, where e is a representative of the Euler class of
the bundle; we refer also to [13], where a global angular form is constructed by means
of cohomological arguments.
We notice also, referring again to [13], that the Thom-class of an oriented vec-
tor bundle E p→ M can be constructed by means of the global angular form of the
corresponding sphere bundle S(E) p→M (we assume E to possess a bundle metric).
Let Q → M be an SO(n)-principal bundle (not necessarily SO (M)). Let E the
associated vector bundle Q ×SO(n) En with En the n-dimensional Euclidean vector
space. We denote by 〈 , 〉 the corresponding scalar product. We consider the associ-
ated unit sphere bundle S = Q×SO(n) Sn−1 as the base manifold of Ŝ = Q× Sn−1.
We summarize all these bundles and the respective projections in the following com-
mutative square:
Q
bp
←−−−− Q× Sn−1 = Ŝ
pi
y bpiy
M
p
←−−−− Q×SO(n) S
n−1 = S.
We denote by θ a connection 1-form on Q. By abuse of notation, we denote again by
the same symbol its pull-back w.r.t. p̂ (which is again a connection on Ŝ), and by F
its curvature. Finally, we denote by x the canonical euclidean coordinates on Rn (with
Sn−1 defined as the locus of 〈 x , x 〉 = 1). We may consider x as an equivariant func-
tion on Ŝ with values inRn (which inherits the canonical representation of SO(n)), and
by∇x its corresponding covariant derivative, yielding a basic 1-form on Ŝ with values
in Rn. (Here, the right action of SO(n) on Ŝ is defined by (q, x)O := (qO,O−1x).)
From now, by basic we will mean every form on Ŝ, which is horizontal and invari-
ant w.r.t. the action of SO(n).
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Our aim is to construct a global angular form on the trivial sphere bundle Ŝ in terms
of the monomials
[x;F, k;∇x, l]
.
= a1...a2k+l+1 x
a1 F a2a3 . . . F a2ka2k+1
(∇x)a2k+2 . . . (∇x)a2k+l+1 , (2.7.1)
where 2k+ l+1 = n, ij...n is the totally antisymmetric tensor and sums over repeated
indices are understood. Observe that these monomials are basic in Ŝ → S since x,∇x
and F are horizontal and equivariant.
Our first task is to write a generating function for these monomials. To do so, we
consider ΠTRn. We go on denoting by x the (even) coordinates on the base and denote
by ρi, collectively ρ, the n Grassmann coordinates on the fiber. We introduce then
Berezin integration
∫
[Dρ] by the rules:
•
∫
[Dρ]P (ρ) = 0, for any polynomial P in the odd variables ρi of degree strictly
less than n;
•
∫
[Dρ]ρ1 · · · ρn = 1.
These two rules determine a unique Berezin integral on any polynomial in the Grass-
mann variables ρ (any smooth function in the variables ρ has the form of a polynomial
of maximal degree n).
The generating function we are looking for reads
Ψ =
∫
[Dρ] 〈 ρ , x 〉 expS, (2.7.2)
where
S : = 〈 ρ , ∇x 〉+
λ
2
〈 ρ , Fρ 〉 , (2.7.3)
and λ is a parameter. For the next discussion we need to introduce also the following
generating function of basic n-forms:
Φ =
∫
[Dρ] expS. (2.7.4)
To prove that the forms generated by Φ and Ψ are actually basic just observe that
the action of SO(n) on x, ∇x and F can be compensated for by a change of vari-
ables corresponding to the fundamental representation of SO(n) on the vector space
generated by {ρi}.
Remark 2.7.1. The Thom class on P ×SO(n) Rn can be written as a basic form on
P × Rn as
U =
(−1)b
n
2 c
(2pit)n/2
∫
[Dρ] exp
(
−
1
2t
〈x , x 〉+ 〈 ρ , ∇x 〉 −
t
2
〈 ρ , Fρ 〉
)
,
for any t > 0 [8].
So, apart form a multiplicative constant, Φ is the restriction of U |t=−λ to P×Sn−1,
whileΨ is the restriction of the form obtained contracting U |t=−λ with the radial vector
field r ∂∂r .
83
Now we have the following
Lemma 2.7.2. Φ and Ψ obey the equation:
dΨ = (−1)n+1
(
n− 2λ
∂
∂λ
+
1
λ
)
Φ. (2.7.5)
Proof. When differentiating a form given as in (2.7.4) or (2.7.2), we apply the follow-
ing rules:
1. ρ is odd with respect to exterior derivative;
2. ρ behaves “as if” it were covariantly closed.
To justify the second rule, we first notice that, given any n×nmatrixX , integration
by parts shows that ∫
[Dρ]
〈
X ρ ,
∂
∂ρ
〉
f = TrX
∫
[Dρ] f. (2.7.6)
(With commuting variables we would have the same relation with a minus sign on the
r.h.s.)
As a consequence, ∫
[Dρ] δf = 0,
with
δf =
〈
−θρ ,
∂
∂ρ
〉
f, (2.7.7)
because θ takes values in so(n). Therefore,
d
∫
[Dρ] f = (−1)n
∫
[Dρ] d˜f,
where the new exterior derivative d˜ is defined by d ± δ. Introducing the covariant
derivative
∇˜ = d˜ + θ·,
we get from (2.7.7) that ∇˜ρ = 0, that is, rule 2. In particular, we have
d˜ 〈 ρ , x 〉 = −
〈
ρ , ∇˜x
〉
= −〈ρ , ∇x 〉 ,
d˜ 〈 ρ , ∇x 〉 = −
〈
ρ , ∇˜∇x
〉
= −〈ρ , Fx 〉 ,
since on x-variables ∇˜ = ∇, and
d˜ 〈 ρ , Fρ 〉 = 0,
by the Bianchi identity. Therefore,
dΨ = (−1)n+1A+ (−1)nB,
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with
A =
∫
[Dρ] 〈 ρ , ∇x 〉 expS,
B =
∫
[Dρ] 〈 ρ , x 〉 〈 ρ , Fx 〉 expS,
and S defined in (2.7.3). Now, simple manipulations and the use of (2.7.6) show that
A =
∫
[Dρ]
〈
ρ ,
∂
∂ρ
〉
expS − λ
∫
[Dρ] 〈 ρ , Fρ 〉 expS =
= nΦ− 2λ
∂
∂λ
Φ.
Similarly, we get
B = −
1
λ
∫
[Dρ] 〈 ρ , x 〉
〈
x ,
∂
∂ρ
〉
expS+
+
1
λ
∫
[Dρ] 〈 ρ , x 〉 〈x , ∇x 〉 expS =
= −
1
λ
∫
[Dρ]
(〈
x ,
∂
∂ρ
〉
〈 ρ , x 〉
)
expS =
= −
1
λ
Φ,
where we have used the constraint 〈x , x 〉 = 1 and the ensuing identity
0 = d 〈x , x 〉 = 2 〈x , ∇x 〉 .
To exploit (2.7.5), it is convenient to expand Φ and Ψ in powers of λ:
Φ =
∞∑
k=0
λk Φk,
Ψ =
∞∑
k=0
λk Ψk.
Notice that these are actually finite sums. By performing the integrations we get
Φk =
(−1)k+b
n
2 c
2k k! (n− 2k)!
[F, k;∇x, n− 2k], (2.7.8)
for k = 0, 1, . . . , bn2 c, and
Ψk =
(−1)k+d
n−2
2 e
2k k! (n− 2k − 1)!
[x;F, k;∇x, n − 2k − 1], (2.7.9)
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for k = 0, 1, . . . , dn−22 e. Applying (2.7.5) to the power expansions, we get
Φ0 = 0, (2.7.10)
dΨk = (−1)
n+1 [(n− 2k)Φk +Φk+1] . (2.7.11)
Then we have the following
Lemma 2.7.3. The form
ϑ
.
=
s∑
k=0
Ck Ψk ∈ Ω
n−1
basic (Q× S
n−1), (2.7.12)
with s = dn−22 e, induces a global angular form ϑ on S if and only if the coefficients
Ck are defined by
Ck =
{
(−1)k+s (s−k)!
2k+1 pis+1
for n = 2s+ 2
(−1)k+s (2s−2k)!
2s−k+1 (2pi)s (s−k)!
for n = 2s+ 1 (2.7.13)
Proof. The forms ϑ and ϑ are related by the formula
ϑ = pi∗ϑ. (2.7.14)
The first property a global angular form has to satisfy is p∗ϑ = 1. By the surjectivity of
pi and by (2.7.14), it suffices to show that p̂∗ϑ = 1. Since p̂∗ selects the θ-independent
part in
Ψ0 =
(−1)s
(n− 1)!
i1...in x
i1 (∇x)i2 . . . (∇x)in ,
this property is satisfied if and only if we set the correct normalization:
C0 =
(−1)s
Ωn−1
, (2.7.15)
where Ωn−1 is the volume of the unit (n− 1)-sphere; that is,
Ω2s+1 =
2 pis+1
s!
,
Ω2s =
2 (2pi)s
(2s− 1)!!
.
Next we use (2.7.10) and (2.7.11) to get
dϑ = (−1)n+1
s∑
k=0
[(n− 2k)Ck + Ck−1] Φk + (−1)
n+1 CsΦs+1.
Now recall that the differential of a global angular form must be basic on Ŝ → Q
(in particular it has to be the pullback w.r.t. p of a representative of the Euler class).
By (2.7.14), together with the surjectivity of pi, it is sufficient to show the identity
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dϑ = −p̂∗pi∗e, where e is a representative of the Euler class. All Φk with k ≤ s
contain a form on Sn−1, so they cannot be p̂-basic (i.e., Sn−1-independent). Therefore,
we must choose the coefficients Ck so that the terms in square brackets vanish. This
yields a recursion rule that, once the initial condition is fixed by (2.7.15), has the unique
solution (2.7.13).
Now observe that the last term Φs+1 vanishes when n is odd. Therefore, ϑ is closed
in this case, and this is enough to prove that it is a global angular form. If n is even,
however,
Φs+1 =
∫
[Dρ] exp
(
1
2
〈 ρ , Fρ 〉
)
= Pfaff F,
with Pfaff denoting the Pfaffian, and the recursion fixes
Cs =
1
(2pi)s+1
.
As a consequence, in this case we get
dϑ =
−1
(2pi)n/2
Pfaff F.
Since the r.h.s. is minus (a representative of the pullback to Q × Sn−1 of) the Euler
class, the lemma is proved.
We can rewrite the results of the Lemma and (2.7.9) as follows. In the odd-
dimensional case, n = 2s+ 1—cf. [28]—one has
η¯ =
1
2 (4pi)s
s∑
k=0
1
k! (s− k)!
[x;F, k;∇x, 2s− 2k]. (2.7.16)
In the even-dimensional case, n = 2s+ 2, we get instead
η¯ =
1
2 pis+1
s∑
k=0
1
4k
(s− k)!
k! (2s− 2k + 1)!
[x;F, k;∇x, 2s− 2k + 1]. (2.7.17)
Also observe that if one denotes by T the antipodal map on the fiber crossed with
identity on the base, one has
T ∗ϑ = (−1)n ϑ.
Remark 2.7.4. From (2.7.16), we see that, in the odd-dimensional case, ϑ can also be
given the following expression:
ϑ =
1
2
1
s! (4pi)s
∫
[Dρ] 〈 ρ , x 〉 S˜s =
1
2
∫
[Dρ] 〈 ρ , x 〉 exp
(
1
4pi
S˜
)
,
with
S˜ = 〈 ρ , F ρ 〉 − 〈 ρ , ∇x 〉2 = 〈 ρ , (F +∇x∇x) ρ 〉 .
This is in accordance with the interpretation given in [10] of ϑ as one half of the Euler
class of the tangent bundle along the fiber TSn−1S.
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2.8 Functional integrals and perturbative expansion
This section serves as a brief introduction to functional integrals and to their perturba-
tive expansion of such quantities; we refer for more details to [56] and [46].
Roughly speaking, a functional integral is an integral over an infinite-dimensional
space X of a given functional on X ; usually, such a space is the space of functions
in one or several variables or of sections of given vector bundles. We refer to argu-
ments of a functional integrals as to “fields”, in spite of the physical origin of func-
tional integrals. Of course, the definition implies the notion of measure on an infinite-
dimensional, which lacks in general at the moment of a rigorous definition.
If {φ} denotes collectively all fields, we denote the functional integral of a general
functional F (φ) as ∫
Dφ F (φ) ;
the notationDφ refers to a “formal” measure on X , which usually does not really exist.
We consider the following “Gaussian integral”
Z (J) : =
∫
Dφ exp
[
−
1
2
〈φ , Kφ 〉+ 〈J , φ 〉
]
, (2.8.1)
where 〈 , 〉 denotes an inner product of the space of fields and K denotes a self-
adjoint operator on the space of fields, such that the quadratic bilinear form 〈 , K 〉 is
symmetric and positive-definite; the “source” J belongs to the same space of fields as
the φ’s. (If we replace − 12 by 12 , we assume the quadratic form 〈 , 〉 to be negative
definite.)
Hence, the operator K possesses an inverse, which we denote by K−1, and which
is usually referred to as to the propagator of K. In most cases, the inner product 〈 , 〉
is a variant of the L2-product of functions or of sections on some vector bundle (e.g.
differential forms with values in a vector bundle), and the operator K is an elliptic
self-adjoint differential operator (e.g. exterior derivative, covariant derivative, Hodge
Laplacian, etc. . . ). Its propagator is given by the convolution with a distributional form,
which we also call the propagator of K, denoted by ∆, depending on two arguments,
usually on the cartesian product of the manifold M where the field are defined.
Formally, the integral (2.8.1) can be computed as to give
Z (J) = exp
[
1
2
〈
J , K−1J
〉]
, (2.8.2)
where we have implicitly divided by the formal determinant of K. Of course, it is
also possible to define rigorously, at least for elliptic differential operators, what is
exactly understood as the determinant of K; we refer to [46] for more details on elliptic
differential operators and their determinants.
Remark 2.8.1. Although for simplicity we have assumed K to be positive-definite,
Formula (2.8.2) makes sense assuming only the quadratic form associated to K to be
nondegenerate.
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From equation (2.8.2), we derive the following useful expression for the propagator
K−1:
∆(x, y) =
∂Z (J)
∂J(x)∂J(y)
|J=0,
where the “functional derivatives” ∂∂J(x) are the components of the gradient w.r.t. the
inner product 〈 , 〉. We notice that the propagator ∆(x, y) is in most cases a singular
quantity: in fact, it presents singularities on the diagonal {x = y}. We skip for a
moment the problem of the singularity of the propagator.
We consider a more general functional in the form of the exponential of
S (φ) = −
1
2
〈φ , Kφ 〉+ VI (φ) , (2.8.3)
where K is as before a positive-definite, self-adjoint operator on the space of fields, and
VI (φ) is a polynomial or a formal power series in the fields φ.
It is not difficult to check that formally the partition function ZS w.r.t. the action S
takes the form
ZS : =
∫
Dφ exp
[
−
1
2
〈φ , Kφ 〉+ VI (φ)
]
= exp
[
VI
(
∂
∂J(x)
)]
Z (J) |J=0.
Since VI (J) is a polynomial or a formal power series in the fields, the expression
VI
(
∂
∂J(x)
)
means simply that we replace all fields by the functional derivative w.r.t.
J(x), hence getting a polydifferential operator on the space of fields.
We assume φ to be functions on Rm for simplicity, and we assume 〈 , 〉 to be the
usual L2-product on functions on Rm. We then define the n-point correlation function
as
〈φ (x1) · · ·φ (xn)〉 : =
1
Z(0)
[
∂
∂J(x1)
· · ·
∂
∂J(xn)
Z (J)
]
|J=0. (2.8.4)
The usual Wick theorem (see [56] e.g.) can then be applied to the computation of
(2.8.4) to give
〈φ (x1) · · ·φ (xn)〉 =
{
0, if n is odd∑
σ∆
(
xσ(1), xσ(2)
)
· · ·∆
(
xσ(2m−1), xσ((2m)
)
, if n = 2m,
(2.8.5)
where σ runs over all possible ways to pair the elements of {1, . . . , 2m}. The Wick
theorem, as exposed in equation (2.8.5), is the groundstone for the evaluation of the
partition function ZS . Namely, if VI (φ) has the form of a product of integrals of
powers of φ, like e.g.
VI (φ) =
∫
φ(x1)
d1dx1 · · ·
∫
φ (xk)
dk dxk,
we get
ZS =
∑
n≥0
1
n!
∫
dx11 · · ·
∫
dx1k · · ·
∫
dxn1 · · ·
∫
dxnk〈
φ
(
x11
)d11 · · ·φ (x1k)d1k · · ·φ (xn1 )dn1 · · ·φ (xnk )dnk〉 ; (2.8.6)
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the correlation function
〈
φ
(
x11
)d11 · · ·φ (x1k)d1k · · ·φ (xn1 )dn1 · · ·φ (xnk )dnk〉 can be then
explicitly computed in terms of the propagator ∆ with the help of Wick theorem.
Remark 2.8.2. Correlations functions (2.8.4) are usually ill-defined as they are given
in terms of products of propagators. As we have already noticed, the propagator has
singularities when both arguments collapse. Therefore, in order to give sense to corre-
lation functions, we have to “renormalize” the divergences coming from singularities
of propagators. Luckily, for our later purposes, singularities when arguments of prop-
agators collapse can be renormalized simply by noting that the propagators extend to
suitable compactifications of configuration spaces.
For computational purposes, it is sometimes better to resort to a pictorial lan-
guage in order to write down explicitly expressions like (2.8.6): namely, the propagator
∆(x, y) can be represented by a segment joining the point x to the point y, and more-
over any point appearing at the end of more than one segment denotes an argument
which has to be integrated over.
The diagrams constructed from correlation functions in the way indicated above
are called Feynman diagrams, in honor of the physicist who developed the technique
of functional integrals and perturbative expansion.
2.8.1 The Faddeev–Popov procedure
We come now to some peculiarities of functional integrals. The main assumption made
in order to evaluate correlation functions is the invertibility of the operator K in the
quadratic part of the integrand in the functional S. In most cases, like BF theories,
which we are going to analyze in the next chapter, there is a large group of symmetries
G of the action S, which extend symmetries of the quadratic part of S. This causes
the operator K to be degenerate, hence noninvertible. Apparently, in such frameworks,
perturbative expansion is not possible.
However, we can apply, under particular assumptions, the Faddeev–Popov trick in
order to make the quadratic part of the action nondegenerate. We refer to chapter 25
of [46] for a brief, yet illuminating, discussion of the Faddeev–Popov trick, noting here
only the main features.
The main idea is to reduce the functional integral ZS to an integral over a subset Σ
of the space of fieldsX , where the quadratic part of S is nondegenerate. Assuming that
the action of G on P is free (although in most cases it is not so, which requires more
care), the subset ofX we are interested is a local section of the principal bundle X with
group G (which intersects each orbit locally exactly once), given by the zero set of a
function F onX with values in a (possibly infinite-dimensional) vector space, which is
frequently chosen to be the Lie algebra of G; the function F is called the gauge-fixing
condition. The gauge-fixing condition is usually expressed as the kernel of some self-
adjoint elliptic differential operators, and it is a consequence of a generalization of the
implicit function theorem in the infinite-dimensional setting and of standard results in
the theory of elliptic differential operators that the zero set of such a function gives a
local section of X .
The Faddeev–Popov trick consists in localizing the functional integral over X on
the local section Σ by multiplying the integrand by the product of a formal delta func-
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tion in F (φ) and the ratio of the volume of the intersection of the orbit with the section
Σ. Typically, the ratio of the volume of the intersection of the orbit with the section Σ
is expressed as the determinant of a self-adjoint elliptic differential operator M acting
on the Lie algebra G, given by the tangential map of F on the fundamental vector field
associated to an element of the Lie algebra of G; M is also self-adjoint and elliptic.
Mimicking the finite-dimensional case, the formal delta function can be rewritten
also as a functional integral, at the cost of introducing additional fields with values in
the Lie algebra of G:
δ (F (φ)) =
∫
Dλ exp i 〈λ , F (φ) 〉 ,
where we denote also by 〈 , 〉 a G-invariant symmetric bilinear form on the Lie al-
gebra of G; typically, 〈 , 〉 coincides with the inner product on the space of fields φ.
Additionally, the ratio of the volume of the intersection of the orbit at a given φ with
the section Σ, as a determinant of an elliptic differential operator M on the Lie algebra
of G, can be also written as an integral in the following way:
detM =
∫
DcDc exp 〈 c , Mc 〉 ,
where c and c are anticommuting fields on the same manifold, where the fields φ are
defined, with values in the Lie algebra of G. The sense of introducing anticommuting
fields is that we want to avoid to invert the operator M, which depends on the fields φ.
In fact, the inverse of the operator M is also usually given in terms of a distributional
kernel; such a term has not the form of an integral of a given quadratic form (we say
that such a term is nonlocal) and the functional integration of a nonlocal term is much
more difficult to perform, since we have also keep track also of the renormalization of
the divergences coming from the singularities of the distributional kernel of M. Using
anticommuting fields, the determinant of M can be clearly written as a local functional.
In summary, we can write the partition function of S as
ZS =
∫
DφDλDcDc exp [S (φ) + i 〈λ , F (φ) 〉+ 〈 c , Mc 〉] . (2.8.7)
The gauge-fixed action
Sg.f. (φ;λ; c; c) : = S (φ) + i 〈λ , F (φ) 〉+ 〈 c , Mc 〉
has now an invertible quadratic part; namely, the quadratic part of the action S is non-
degenerate, since we have fixed its symmetries, and the operator M is also invertible
(this is a consequence of the infinite-dimensional version of the implicit function the-
orem). Hence, we can start a perturbative expansion in the same spirit of (2.8.6), with
the caveat that we have to introduce new propagators and new interaction terms.
2.8.2 BRST procedure
We see immediately from equation (2.8.7) that the gauge-fixed partition function of the
action S depends explicitly on a choice of gauge-fixing condition. Since we want the
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partition function to be independent of the gauge-fixing condition, at least when we
slightly vary the gauge-fixing condition, which, in mathematical terms, corresponds
to an “infinitesimal” homotopy of the corresponding section Σ (i.e. a smooth curve of
sections Σt, for small t, starting at the section Σ), it suffices to show that the derivative
of the gauge-fixed partition function w.r.t. Σt at t = 0 vanishes. We want therefore
to develop an algebraic setting in order to verify independence of the partition on the
gauge-fixing condition.
This can be done by introducing the following operator, denoted by δBRST on the
graded algebra generated by the fields {φ;λ; c; c}:
δBRSTφ = Xc (φ) , δBRSTc = −
1
2
[ c , c ], δBRSTc = i λ, δBRSTλ = 0,
(2.8.8)
and requiring that δBRST is a derivation. The field c is called Faddeev–Popov, c the
antifield to the Faddeev–Popov and λ the Lagrange multiplier. To the fields {φ;λ; c; c}
we assign a new gradation, the ghost number, by the rules
ghφ = 0, ghλ = 0, gh c = 1, gh c = −1.
Clearly, the gauge-fixed action has ghost number 0, the sum of the ghost numbers of
its pieces. Xc (φ) denotes the fundamental vector field on X associated to c, seen as
an anticommuting element of the Lie algebra of G, and 〈 , 〉 denotes the Lie bracket
in the Lie algebra of G; we notice that the bracket of c with itself is nonzero, since c
is anticommuting. It is not difficult to verify by equation (2.8.8) that δBRST squares
to 0 by the graded Jacobi identity and by the Lie algebra isomorphism between the
Lie algebra of G and the fundamental vertical vector fields on the space of fields φ,
hence defining a differential on the fields of ghost number 1, the BRST differential. It
is not difficult to see that δBRST can be seen as an anticommuting vector field of ghost
number 1 on the space of fields {φ;λ; c; c}, which we denote by the same symbol.
The gauge-fixed action can be written as
Sg.f. (φ;λ; c; c) = S (φ) + δBRSTΨ(φ; c) , (2.8.9)
where the functional Ψ(φ; c) : = 〈 c , F (φ) 〉 has ghost number −1; it is customary
to call Ψ the gauge-fixing fermion associated to F .
Since δBRST is a differential and since S is G-invariant by assumption, it follows
immediately that the gauge-fixed action is δBRST-closed:
δBRSTSg.f. = 0.
We assume that we have a smooth family Ft of gauge-fixing conditions starting at
F0 = F , which translates into a smooth family of gauge-fixing fermions Ψt starting at
Ψ; we denote by Ψ˜ the derivative at 0 of Ψt. If we denote by ZS(t) the gauge-fixed
partition function w.r.t. the gauge-fixing condition Ψt, the derivative w.r.t. t of ZS(t)
at t = 0 is given by
d
dt
∣∣∣
t=0
ZS(t) =
∫
DφDλDcDc δBRSTΨ˜ (φ; c) expSg.f. (φ;λ; c; c) .
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Since Sg.f. (φ;λ; c; c) is δBRST-closed, we can rewrite the above equation as
d
dt
∣∣∣
t=0
ZS(t) =
∫
DφDλDcDc δBRST
[
Ψ˜ (φ; c) expSg.f. (φ;λ; c; c)
]
.
If the vector field δBRST is divergence-free w.r.t. the formal measure DφDλDcDc, it
is not difficult to see that the infinitesimal variation of ZS(t) vanishes, hence proving
that the partition function of S is independent of the gauge-fixing condition.
More generally, we consider vacuum expectation values of functionals O (φ) w.r.t
the action S (shortly, v.e.v.’s), i.e.
〈O〉 : =
∫
Dφ O (φ) expS (φ) , (2.8.10)
where O (φ) is a functional on the space of fields X , which takes usually the form of a
polynomial or of a formal power series in the fields φ. The action S is as before.
In order to compute the functional integral (2.8.10), we need to fix the symmetries.
Using the Faddeev–Popov procedure, we write the gauge fixed v.e.v. of O w.r.t. the
action S
〈O〉Ψ =
∫
DφDλDcDc O (φ) expSg.f. (φ;λ; c; c) ,
where the gauge-fixing condition is encoded in the gauge-fixing fermion Ψ.
We want to find conditions on the functional O, such that the v.e.v. of O is also
invariant on the gauge-fixing condition. Since the gauge-fixed action Sg.f. (φ;λ; c; c) is
δBRST-closed and δBRST is a differential, it turns out that a sufficient condition on O
is that
δBRSTO = 0. (2.8.11)
A functionalO = O (φ) satisfying equation (2.8.11) is called an observable. If we as-
sumeO to be G-invariant, equation (2.8.11) is an easy consequence of the G-invariance,
since the BRST differential δBRST on φ encodes the infinitesimal action of G on φ.
Summarizing the results so far, we get the following scheme for the BRST proce-
dure: given a set of fields φ, a G-invariant functional S = S (φ), which is called the ac-
tion, with G is an infinite-dimensional Lie group, a gauge-fixing fermion Ψ = Ψ(φ; c)
encoding a gauge-fixing condition making the quadratic part of the action nonde-
generate, with c anticommuting fields taking values in Lie algebra of G, and a func-
tional O = O (φ), we define the gauge-fixed action corresponding to S by equation
(2.8.9), where the BRST differential δBRST is defined as in equation (2.8.8) and the
corresponding vector field is assumed to be divergence-free w.r.t. the formal measure
DφDλDcDc.
Then the gauge-fixed v.e.v. of O w.r.t. the action S, denoted by 〈O〉Ψ enjoys the
properties:
• if O is BRST-closed, 〈O〉Ψ does not depend on Ψ (at least in a small neighbour-
hood of the local section defined by Ψ);
• if O is δBRST-exact, 〈O〉Ψ vanishes for any choice of the gauge-fixing fermion
Ψ.
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2.8.3 BV procedure
The BV formalism is obtained by the BRST procedure by recalling that the gauge-fixed
action Sg.f. is BRST-closed and that the differential can be also seen as a vector field on
the space of fields {φ;λ; c; c}. The main idea behind the BV formalism is to encode the
BRST-closedness of the gauge-fixed action and the fact that δBRST is divergence-free
into a single condition. We refer to [52] for a discussion of the BV formalism starting
from the BRST procedure; here we list only the main features for later purposes. This
can be done if we resort to a “shifted” version of Poisson geometry in the following
sense: we associate to any field {φ;λ; c; c} a canonical antifield (playing the roˆle of
the associated momentum) with opposite ghost number shifted by −1; the antifields
are denoted by
{
φ+;λ+; c+; c+
}
. The fields and antifields have all a parity, given
by the ghost number; they can therefore be commuting or anticommuting. When we
take functional derivatives w.r.t. a field or antifield, we have to take care of the parity
of the field w.r.t. which we take the functional derivative; we have to introduce for
this purpose left- and right-derivatives, meaning that left- ,resp. right-derivatives, act
from the left to the right, resp. from the right to the left, and to such derivatives is also
associated the same parity of the corresponding field; left- and right-derivatives are also
related one to another by sign factor.
Further, we define the BV antibracket ( , ) of two functional F and G depending
on fields and antifields, which we denote collectively by {φα} and {φ+α}, by
(F , G ) : =
〈
F
←−
∂
∂φα
,
−→
∂ G
∂φ+α
〉
−
〈
F
←−
∂
∂φ+α
,
−→
∂ G
∂φα
〉
. (2.8.12)
The arrows on the functional derivatives label their “directions”.
To any monomial on both fields and antifields we can associate a ghost number by
summing up all ghost numbers of its arguments. A homogeneous functional is a sum
or formal series of monomials of the same ghost number. It is not difficult to verify
that the BV antibracket is a “shifted” Poisson bracket, i.e. it enjoys
• (F , G ) = −(−1)ghF+1ghG+ 1 (G , F ), if the F and G are supercommut-
ing homogeneous functionals;
• (F , G H ) = (F , G ) H+(−1)(ghF+1) ghGG (F , H ), for any three homo-
geneous supercommuting functionals;
• (−1)(ghF+1)(ghH+1) (F , (G , H ) ) + cyclic permutations = 0, for any three
homogeneous supercommuting functionals.
The first identity is a shifted version of the antisymmetry, the second one is a shifted
version of the Leibnitz rule and the third one is a shifted version of the Jacobi identity
of the usual Poisson bracket.
We define the BV action SBV associated to the action S by the formula
SBV
(
φα;φ+α
)
: = S (φ)−
1
2
〈
c+ , [ c , c ]
〉
+
〈
φ+ , Xc (φ)
〉
+
〈
c+ , λ
〉
, (2.8.13)
which has clearly again ghost number 0. The BV antibracket of SBV with itself van-
ishes: namely, a simple computation shows that it is given by the sum of the BRST
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variation of S and terms containing the square of δBRST. It is also an easy conse-
quence of the definition of the BV antibracket and of the BV action that the BRST
differential is the “Hamiltonian” vector field (SBV , ) generated by SBV and the BV
antibracket. The graded Jacobi identity and the graded Leibnitz rule imply together
that δBV : = (SBV , ) is a differential of ghost number 1. Moreover, if we set all an-
tifields to 0 in SBV, we recover immediately the original action. We take a gauge-fixing
fermion Ψ(φ; c); if we set
φ+α =
−→
∂ Ψ
∂φα
,
we recover the gauge-fixed action Sg.f. w.r.t. the gauge-fixing condition F .
Finally, the divergence of the vector field associated to the BV differential δBV
defines the following Laplacian of the Hamiltonian SBV of δBV :
∆BV S : = div (SBV , ) . (2.8.14)
The BV Laplacian ∆BV is easily seen to square to 0 and to be a differential w.r.t. the
BV antibracket
∆BV (F , G ) = (∆BV F , G ) + (−1)
ghF (F , ∆BVG ) ,
for any two homogeneous supercommuting functionals. It is not a differential w.r.t. the
usual product of functionals but
∆BV (F G) = ∆BV F G+ (−1)
ghF (F , G ) + (−1)ghFF ∆BVG,
with F and G as above.
We generalize now all these computations. We assume we have an action func-
tional S = S (φ), invariant w.r.t. the action of an infinite-dimensional Lie group G;
in this general case, the Lie group is not assumed to act freely on the space of fields;
moreover, it is also not necessary to assume that all fields have isomorphic stabiliza-
tors. In these more general cases, the BRST operator does not square to 0; hence, we
do not have a well-defined cohomology allowing us to construct meaningful physical
observables. We consider the set of all fields φ of S plus the Faddeev–Popov ghosts for
all fields, associated to the infinitesimal symmetries of the corresponding fields, associ-
ated Faddeev–Popov antifields and corresponding Lagrange multipliers, and eventually
a family of ghosts for ghosts, keeping track of the reducibility of the symmetries, if the
stabilizers are in general not trivia; we associate to any such field a corresponding an-
tifield of the same type, with opposite ghost number shifted by −1. We construct the
BV antibracket ( , ) generalizing in an obvious way equation (2.8.12) and a formal
integration measure DφαDφ+α w.r.t. all fields and antifields; via the formal DφαDφ+α
measure and the BV antibracket, it is possible to construct the BV Laplacian ∆BV .
A functionalSBV of ghost number 0 in all fields and antifields is called a BV action
for the action S, if it satisfies
• 12 (SBV , SBV ) + ∆BV SBV = 0; this equation is called the Quantum Master
Equation;
• If we set all antifields to 0, we recover the original action S;
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• If we set all antifields to 0, the Hamiltonian vector field (SBV , ) reduces to the
usual BRST operator δBRST (which does not necessarily square to 0).
Given a BV action for S, we construct the operator ΩBV
ΩBV : = (SBV , )−∆BV . (2.8.15)
Since S obeys the Quantum Master Equation, ΩBV squares to 0, although it is not a
derivation, since the BV antibracket measures the failure of the BV Laplacian to be a
derivation. A gauge-fixing condition F in the BV formalism is encoded in a gauge-
fixing fermion Ψ, a functional on fields of ghost number−1, such that
SBV
[
φα;φ+α =
−→
∂ Ψ
∂φα
]
has an invertible quadratic part.
For an action S possessing a BV action, for a functional O = O (φ), extending
to a functional depending on fields and antifields, which we still denote by the same
symbol, and for a given gauge-fixing fermion Ψ, we define the v.e.v. of O w.r.t. S and
the gauge-fixing fermion Ψ as
〈O〉Ψ : =
∫
φ+α=
−→
∂ Ψ
∂φα
DφαDφ+α O
(
φα;φ+α
)
expSBV
(
φα;φ+α
)
. (2.8.16)
Finally, the sense of the nilpotent operator is that it generalizes the BRST cohomology
in the following way:
• ifO isΩBV -closed, the v.e.v. (2.8.16) is independent of the gauge-fixing fermion
Ψ;
• ifO is ΩBV -exact, the v.e.v. (2.8.16) vanishes, for any choice of gauge-fixingΨ.
A functional O obeying ΩBVO = 0 is called a BV observable. It is not difficult to
check that the BRST procedure for a given action, if it works, is simply a special case
of the BV procedure. In the cases that we are going to discuss in the following chapters,
we will see that the BRST procedure fails; however, the BV procedure still works and
this permits us to perform perturbative expansion.
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Chapter 3
BF theories in any dimension
and BV formalism
In this chapter we discuss BF theories in any dimension. We begin with the definition
ofBF theories. Then we analyze in detail the classical symmetries ofBF theories un-
der particular assumptions; we briefly recall the BRST quantization procedure, which
however fails for BF theories in dimensions greater than 3. We then discuss the BV
quantization procedure for BF theories, displaying the BV action and introducing all
the necessary ingredients for the next chapters, where we define observables for BF
theories. After that, we discuss covariant gauge fixing for BF theories and then the
superpropagator, which plays a pivotal roˆle in the perturbative expansion. Finally, we
give a brief account of the AKSZ method for finding BV actions in some situations, of
which BF theories are particular cases.
3.1 BF theories
3.1.1 Some preliminary assumptions for BF theories
We begin the discussion of BF theories by stating three particular assumptions, which
simplify remarkably the later computations.
Assumption 1. The manifold M is compact, and there is a flat connection A0 on P ,
such that all cohomology groups H∗dA0 (M, adP ) are trivial.
If M = Rm, which is clearly not compact, we can take the trivial connection
A0 = 0 (in the particular trivialization of P x 7→ (x, e), where e is the identity of
G; we then consider the corresponding covariant derivative on the space of forms with
rapid decrease on Rm with values in g.
Assumption 2. The principal bundle P is trivial.
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Assumption 3. The Lie algebra g is endowed with a symmetric, Ad-invariant, nonde-
generate bilinear form 〈 , 〉 (e.g., if g is semisimple, we may take the Killing form).
In the following, we will extend this form to Ω∗(M, adP ) in the usual way.
3.1.2 A brief discussion of Assumption 1
Assumption 1 is very strong; we want to discuss it briefly in view of future applications
(definitions of loop observables). We assume for a moment that we consider a Lie
group G, whose Lie algebra g satisfies the third assumption, and a compact, oriented
manifoldM of dimensionm. In particular, the 0-th and them-th de Rham cohomology
groups are nontrivial. We assume additionally that the Lie algebra g has nontrivial
invariant elements w.r.t. the adjoint action of G; this is equivalent to the nonvanishing
of the 0-th cohomology group of G with values in G-module g via the adjoint action.
We denote a nontrivial element of the 0-th cohomology of G with values in g by ξ.
It can be shown that the first of the above assumptions cannot hold true. More
generally, if the 0-th cohomology group of G with values in g is nontrivial, and if the
manifoldM is compact and oriented, then there exists no flat connectionA0 on P such
that H∗dA0 (M, adP ) is trivial.
Namely, we take a general connection A on P . The nontrivial invariant element
ξ induces a nonzero section of adP . In fact, a section of adP is well-known to be
in one-to-one correspondence with G-equivariant functions on P with values in g; we
then define the following function from P to g:
σξ (p) : = ξ, ∀ p ∈ P. (3.1.1)
Since ξ is invariant, it follows immediately that σξ is G-equivariant, thus inducing a
nonzero section of adP . Moreover, the infinitesimal version of the invariance of ξ
w.r.t. the adjoint action of G on g takes the form
[X , ξ ] = 0, ∀ X ∈ g. (3.1.2)
If we take the covariant derivative of the section induced by σξ w.r.t. any connectionA
on P , we get
dAσξ = dσξ + [A , σξ ] = dξ + [A , ξ ] = 0,
which is a consequence of ξ being constant, (3.1.1) and (3.1.2).
This implies that Assumption 1 is not compatible with the case of a compact, ori-
ented manifoldM and the Lie algebra g = gl(N), since multiples of the identity matrix
are nontrivial invariant elements of gl(N). More generally, this forces us to exclude
principal bundles P , whose structure group G possesses nontrivial 0-th cohomology
group with coefficients in g.
However, we may assume that Assumption 1 holds true for odd-dimensional com-
pact, oriented manifolds; this is in analogy with the assumption made by Axelrod and
Singer in the introduction of [3].
For the even dimensional case, we may consider special even-dimensional mani-
folds arising as products of two odd-dimensional manifolds M1 and M2, one of which
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(say M1) is the base space of a principal bundle P with Lie group G, satisfying As-
sumption 1, endowed with a flat acyclic connection A0. We consider on M1 the com-
plex (Λ∗T ∗M1 ⊗ adP, dA0) and on M2 the complex (Λ∗T ∗M2, d); both are elliptic
complexes, and the first one is acyclic by assumption. We take the exterior tensor prod-
uct of the two complexes defined on M1 ×M2, with the induced differential; this is
clearly again an elliptic complex, and by the Kuenneth Theorem and the acyclicity of
the complex on M1 it is acyclic. So, the existence of odd-dimensional manifolds, for
which Assumptions 1 holds true implies the existence of even-dimensional manifolds,
for which Assumption 1 is valid.
In summary, we have found algebraic-topological obstructions to the existence of
odd-dimensional compact, oriented manifolds for which Assumption 1 is valid, but we
are still not able to produce a definitive criterion for the existence of such manifolds.
We work therefore under the hope that there are Lie groups G and odd-dimensional
compact, oriented manifolds, for which Assumption 1 holds.
In the case G = GL(N), as we have seen before, there are no such manifolds.
So, in this case, i.e. in section 8, we choose implicitly M = Rn with the flat trivial
connection, whose corresponding covariant derivative (the exterior differential) acts on
forms on Rm with rapid decrease.
3.1.3 The BF action functional
The fundamental ingredients that we need are a connection 1-formA on P and an (m−
2)-form of the adjoint type B. We then construct the curvature FA of the connection
and define the classical BF action as the functional
Scl =
∫
M
〈B , FA 〉 . (3.1.3)
Remark 3.1.1. A more natural setting would be to considerB as a form of the coadjoint
type. In this case, one would not have to introduce an invariant bilinear form on g, and
Assumption 3 could be discarded. Instead one would use the canonical pairing between
g∗ and g. We will call these theories canonical BF theories and will comment more
on them in subsection 3.4.3. However, for the main purposes of this paper (namely,
to define loop observables), one needs anyway to consider B of the adjoint type (or to
introduce an isomorphism between g and its dual). So we will stick for most of the
paper to the setting described in this section.
Let us first compute the Euler–Lagrange equations of motion for the BF action;
they are given by the couple of equations
FA = 0, dAB = 0. (3.1.4)
In the following, by “on shell” we will refer to the space of solutions with the ex-
tra condition that the connection 1-form is as in Assumption 1. Next we turn to the
symmetries of this action:
A 7→ Ag, B 7→ Ad(g−1)B + dAgτ1,
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where byAg we denote the right action of the gauge group element g on the connection
A, and τ1 is an element of Ωm−3(M, adP ). The symmetries under which the BF
action is invariant can be interpreted as the action of the semidirect product G oAd
Ωm−3(M, adP ) on A × Ωm−2(M, adP ), where A denotes the space of connections
on P . In infinitesimal form we obtain
A 7→ A+  dAc, B 7→ B + ([B, c] + dAτ1), (3.1.5)
where c is in Ω0(M, adP ) (the Lie algebra of G).
These symmetries are reducible on shell, i.e. each solution (A0;B0) with A0 as in
Assumption 1 has as isotropy group the semidirect product {e}oAd{τ1 ∈ Ωm−3(M, adP ) :
dA0τ1 = 0}. This isotropy group is isomorphic to Ωm−4(M, adP )/dA0Ωm−5(M, adP ),
because of Assumption 1; there are in this quotient nontrivial isotropy groups isomor-
phic toΩm−5(M, adP )/dA0Ωm−6(M, adP ), and so on until we arrive at Ω0(M, adP )
which acts freely on Ω1(M, adP ). Therefore, we have to adopt the extended BRST
procedure to consistently fix all the symmetries, by introducing a hierarchy of ghosts
for ghosts. Unfortunately the isotropy groups off shell are different from the above
groups; so we have to resort to the BV formalism which generalizes BRST and works
also in this case; see the next subsections for more details on both procedure.
3.1.4 The BRST procedure
For the sake of simplicity, we restrict ourselves for the moment to the special case
m = 4.
We first promote the 0-form c and the 1-form τ1 appearing in the infinitesimal
gauge transformations (3.1.5) to anticommuting fields of ghost number 1;A (and every
variation of A which is a 1-form) and B will be given ghost number 0. We then define
the BRST operator δBRST for the 4-dimensionalBF theory by the rules
δBRSTA = dAc, δBRSTB = [B, c] + dAτ1, δBRSTc = −
1
2
[c, c], (3.1.6)
and
δBRSTτ1 = −[τ1, c] + dAτ2, δBRSTτ2 = [τ2, c],
where τ2 is a form in Ω0(M, adP ) to which we assign ghost number two. Then δBRST
is an odd operator of ghost number 1 and a differential for the Lie bracket. By the
graded Leibnitz w.r.t. the ghost number, it follows that
δ2BRSTB = [FA, τ2] 6= 0,
while for the other fields, δ2BRST = 0. We notice that a sufficient condition for δBRST
to be a differential is FA = 0; this is exactly the first equation in (3.1.4). Otherwise
the BRST quantization procedure fails, but the BRST operator closes on shell; we can
therefore apply to this situation another formalism to quantize the BF theory, namely
the BV quantization procedure which works well for such a theory. A similar problem
arises for any m ≥ 4.
In general, however, because of the on-shell reducibility discussed in the last sub-
section, we have to introduce more ghosts for ghosts τk with values inΩm−2−k(M, adP ),
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k = 1, . . . ,m − 2, and ghost number k. The BRST operator is defined by (3.1.6) and
by the rules:
δBRSTτk = (−1)
k[ τk , c ] + dAτk+1,
δBRSTτm−2 = (−1)
m[ τm−2 , c ].
(3.1.7)
It is then easy to see that δ2BRST = 0 mod FA.
The casem = 2 andm = 3 are the only ones in which the BRST formalism works,
but one can apply the BV formalism there as well obtaining equivalent results.
3.2 The Batalin–Vilkovisky quantization procedure for
BF theories
We now review briefly the BV formalism [4], though in a form already adapted to BF
theories. For a general account on the formalism, we refer to e.g. [48] and references
therein.
We consider all the fields of the theory, i.e. the connection one-form A (which we
write as A0+a, where A0 is a flat background connection on P , and a is an element of
Ω1(M, adP )), the tensorial (m− 2)-form B of adjoint type, the ghost c with values in
Ω0(M, adP ) and the ghosts τj , j ∈ {1, . . . ,m− 2}, for which holds: τj takes values
in Ωj(M, adP ) and has ghost number gh τj = j.
We then associate to each field φα a canonical “antifield,” denoted by φ+α , as fol-
lows: if we assume the field φα to have degree deg φα and ghost number ghφα, the
antifield φ+α is a form on M with values in adP , whose degree is set to be m−deg φα
and its ghost number is set to be −1− ghφα.
The fundamental ingredients of the BV antibracket are the left and right partial
derivatives of a functional F , which we are going to define precisely in the following
subsection.
To simplify the notations from now on we will denote all the fields and antifields
collectively as “fields” and will use the symbols ϕα, where α runs from 1 to (2m+2);
M := {ϕα}α.
3.2.1 Functional derivatives
We pick a commutative algebra A (usually, we take A = R or A = C, but see Re-
mark 3.2.1). We are going to consider (formal) power series of local functionals in
the fields taking values in A. We introduce a grading, which is defined on monomials
in the fields and antifields as the sum of the ghost numbers of all the fields appearing
in a given monomial; it is then extended by linearity. We finally consider the graded
commutative algebra S(A) generated by such objects. We then define the left and right
functional derivatives of an element F in S(A) w.r.t. the field ϕα by
d
dt
∣∣∣
t=0
F (ϕα + tρα) =
∫
M
〈
ρα ,
−→
∂ F
∂ϕα
〉
=
∫
M
〈
F
←−
∂
∂ϕα
, ρα
〉
.
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It follows from these definitions that the functional derivatives are in general distri-
butional forms. For convenience of notations, however, we will denote the space
of distributional forms with the same symbol Ω∗ used for smooth forms since this
causes no harm. So the functional derivatives of F in S(A) w.r.t. ϕα are elements of
Ωpα(M, adP ⊗ A), with the property that
pα := deg
−→
∂ F
∂ϕα
= deg
F
←−
∂
∂ϕα
= m− degϕα. (3.2.1)
As for the ghost number one has
gα := gh
−→
∂ F
∂ϕα
= gh
F
←−
∂
∂ϕα
= ghF − ghϕα. (3.2.2)
From the definitions and the above introduced notations, we also obtain the following
useful identities: −→
∂ F
∂ϕα
= (−1)pα degφα+gα ghφα
F
←−
∂
∂ϕα
. (3.2.3)
Beside the manifoldM , we want to consider another (possibly infinite-dimensional)
manifold N (e.g., LM ). In the following we will also consider (formal) power series
of functionals taking values in Ω∗(N ;E), for an associative algebra E (e.g, R, C, U(g)
or End(V ), for a g-module V ). On this space we introduce two gradings: the first one
is the ghost number which is defined as in the case of S(A); the second is simply the
form degree on N . We denote by S∗(N ;E) the bigraded superalgebra generated by
such functionals (this superalgebra is supercommutative iffE is). Let us notice, at last,
that for E an A-module, S(A) is a subalgebra of S∗(N ;E).
For the left (resp. right) derivative of a functional in S∗(N ;E), we use the canonical
identification of Ωp(M, adP ⊗Ωq(N ;E)) with Ωp,q(M ×N, adP E) (respectively
with Ωq,p(N ×M,E  adP )). We next introduce the following notations:
pi1 : N ×M −→ N, (x˜, x) 7−→ x˜,
pi2 : N ×M −→M, (x˜, x) 7−→ x,
and
p˜i1 :M ×N −→M, (x; x˜) 7−→ x,
p˜i2 :M ×N −→ N, (x; x˜) 7−→ x˜.
We have used the following useful notation: Let E → M and F → N vector bundles
over M , resp. N . Then we define
E  F := p˜i∗1(E)⊗ p˜i
∗
2(F), resp.
F  E := pi∗1(F)⊗ pi
∗
2(E);
it follows that they are vector bundles over M ×N , resp. N ×M .
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With these notations we can finally define the functional derivatives ofF in S∗(N ;E):
d
dt
∣∣∣
t=0
F (ϕα + tρα) = p˜i2∗
〈
p˜i∗1ρα ,
−→
∂ F
∂ϕα
〉
= pi1∗
〈
F
←−
∂
∂ϕα
, pi∗2ρα
〉
.
The functional derivatives have now two different form degrees: one is the form degree
w.r.t. M and is still given by (3.2.1); the other is the form degree w.r.t. N and remains
equal to degF . The ghost number is given by (3.2.2) as before.
3.2.2 The BV antibracket
We define the BV antibracket for two elements F , G in S(A) as the functional:
(F , G ) :=
∫
M
〈
F
←−
∂
∂φα
,
−→
∂ G
∂φ+α
〉
− (−1)(m+1) degφ
α
〈
F
←−
∂
∂φ+α
,
−→
∂ G
∂φα
〉
.
We note that this functional is again in S(A), since we integrate overM and since func-
tional derivatives of an element of S(A) are again clearly power series; it is not difficult
to see that the ghost number of the BV antibracket of two homogeneous elements F
and G in S(A), with ghost numbers ghF and ghG, is given by ghF + ghG+ 1.
Next, we define the BV antibracket for two functionals F and G in S∗(N ;E) by
the formula:
(F , G ) := pi13∗
〈
pi∗12
F
←−
∂
∂φα
, pi∗23
−→
∂ G
∂φ+α
〉
−(−1)degφ
α(m+1)pi13∗
〈
pi∗12
F
←−
∂
∂φ+α
, pi∗23
−→
∂ G
∂φα
〉
,
(3.2.4)
where we use the projections
pi12 : N ×M ×N → N ×M, (n1;m;n2) 7→ (n1;m);
pi23 : N ×M ×N →M ×N, (n1;m;n2) 7→ (m;n2);
pi13 : N ×M ×N → N ×N, (n1;m;n2) 7→ (n1;n2).
This formula needs some explanations. We assume that F and G are homogeneous
as elements of Ω∗(N ;E), with degrees degF , resp. degG. We consider the case of
a trivial algebra bundle E = N × E over N ; in this case, left functional derivatives
are elements of ΩdegF,p(N × M,E  adP ), while the right ones are elements of
Ωq,degF (M × N, adP  E). The product that we write in this case denotes two
operations: the first one is the usual wedge multiplication of the form parts, while the
second one is multiplication in E of the algebra part. (We refer to the beginning of
Appendix 8.1 for further details.) Therefore, in this special case, the BV antibracket
of two homogeneous functionals F , G, in S∗(N ;E) gives as a result a homogeneous
element of S∗(N ;E), with degree in N equal to degF + degG and ghost number
ghF + ghG+ 1.
We define last the BV antibracket for two special functionals, for we will often
consider this case in the following: namely, we pick a functional F in S(A) and a
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functional G in S∗(N ;E), where E is an A-module:
(F , G ) := p˜i2∗
〈
p˜i∗1
F
←−
∂
∂φα
,
−→
∂ G
∂φ+α
〉
− (−1)degφ
α(m+1)p˜i2∗
〈
p˜i∗1
F
←−
∂
∂φ+α
,
−→
∂ G
∂φα
〉
.
It is clear that in this case the BV antibracket of F and G is an element of S∗(N ;E).
For homogeneous elements, the degree of the antibracket is equal to the degree of G,
while gh (F , G ) = ghF + ghG+ 1.
3.2.3 Properties of the BV antibracket
We recall first, in a unified way, the ghost and degree properties of the antibracket. We
denote by S the algebra of functionals (which according to the case may be S(A) or
S∗(N ;E)) and by Sp,g the subspace of homogeneous functionals of form degree p and
ghost number g by (in the case of S(A), p is necessarily zero). Then the antibracket is
a bilinear operator
( , ) : Sp,g ⊗ Sp
′,g′ → Sp+p
′,g+g′+1.
We list (without proofs) some useful identities for the BV antibracket.
We begin with the graded commutativity
(F , G ) = −(−1)degF degG+(ghF+1)(ghG+1)(G,F ),
which holds whenever one of the two functionals is central.
The next property is the graded Jacobi identity
(−1)degF degH+(ghF+1)(ghH+1) (F , (G , H ) ) + cyclic permutations = 0.
which holds whenever two of the three functionals are central.
The last property is the graded Leibnitz rule
(F , GH ) = (F , G )H + (−1)degF degG+(ghF+1) ghGG (F , H ) ,
which holds whenever F or G or both are central. In particular, this holds in the
following important cases: i) all functionals are in S(A); ii) all functionals are in
S∗(N ;E) with E a commutative algebra; iii) F or G or both are in S(A) and the
remaining functional(s) are in S∗(N ;E) for E an A-module.
Remark 3.2.1. If we restrict ourselves to S(A), then the above properties hold on the
whole algebra. An algebra with a bracket satisfying the above properties is known as a
Gerstenhaber algebra [31].
The Leibnitz rule will play a key-roˆle in the following section, where we define the
BV operator via the BV antibracket; the functional F will be there the BV action for
the BF theory. Let us in fact suppose that we have a homogeneous local functional S
in S(A) with even ghost number (usually, A = R and ghS = 0). We can then define
the following operator on the superalgebra S∗(N ;E), with E an A-module:
δSF := (S , F ) .
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It follows easily from the A-linearity of the BV antibracket that δS is a A-linear oper-
ator on the algebra S∗(N ;E). The most important property of such an operator is an
immediate consequence of the Leibnitz rule written above; namely,
δS(FG) = (δSF )G+ (−1)
ghFF (δSG);
i.e. the operator δS is a graded (0, ghS+1)-derivation on S. (If moreover (S , S ) = 0,
then the Jacobi identity implies δ2S = 0.)
We now list some other useful properties of the derivation δS .
Lemma 3.2.2. We assume that the functional F lies in S∗(N ;E), and that we have
a map h : H → N from a manifold H to the manifold N , then the following identity
holds:
δS [h
∗(F )] = h∗(δSF ).
Lemma 3.2.3. We assume we have a functional F in S∗(H ;E), where H is the total
space of a fiber bundle over N with typical fiber a manifold B (possibly with bound-
aries or corners) and projection pi. The integration along the fiber of the functional F
yields a functional in S∗(N ;E) with degree deg pi∗(F ) = degF − dimB, if we sup-
pose additionally that F is homogeneous in the degree. Then we obtain the following
identity:
δS [pi∗(F )] = pi∗(δSF )
Lemma 3.2.4. We assume we have a functional F in S∗(N ;E), for a manifoldN and
an algebra E. Let us denote by d the exterior derivative on N . Then the following
identity holds:
δS(dF ) = d(δSF ).
Lemma 3.2.5. We assume that the functional F belong to the superalgebra S∗(N ; g);
let us suppose additionally that we have a g-module (V, ρ). The application of Trρ to
F gives an element of S∗(N ;R). Then we obtain the following identity:
δS [Trρ(F )] = Trρ(δSF ).
We will only sketch a few ideas of the proofs of the above lemmata.
For Lemma 3.2.2, we have to write down explicitly the expressions for the two BV
antibrackets, which in this special case involve the push-forward w.r.t the projection
p¯i1 : H × M → H , resp. pi1 : N × M → M , and the pull-backs w.r.t. the maps
p¯i2 : M ×H → H , resp. pi2 : M ×N → M ; these maps do appear in the definition
of the partial functional derivatives of F . Then we have to consider the following
commutative diagram:
M ×H
id×h
−−−−→ M ×N
p¯i2
y ypi2
H
h
−−−−→ N
It is easy to see that id× h induces an orientation preserving map (namely, the identity
map) between the fibers (p¯i2)−1({e}) (∼= {e}×M ) and (pi2)−1(pi(e)) (∼= {pi(e)}×M ),
for e ∈ H . From Lemma 2.2.1, the claim follows.
105
For Lemma 3.2.3, we have to write down again explicitly the BV antibrackets on
the two sides of the identity. In this case, we use the following commutative diagram:
M ×H
id×pi
−−−−→ M ×N
p˜i2
y ypi2
H
pi
−−−−→ N
The commutativity of this diagram implies that the composite bundlesHB×M = (M×
H ;pi ◦ p˜i2;N ;B×M) andHM×B = (M ×H ;pi2 ◦ (id× pi);N ;M ×B) possess the
same total space and the same base space, but have different fibers; in fact, the fiber
of the first is isomorphic to B ×M , while the fiber of the second one is M × B. We
can go from a bundle to the other via a bundle isomorphism which is the identity on
the total and on the base space, but which reverses the orientation of the fibers. It is
well-known that the orientation of a fiber bundle is induced by the orientations both of
the base space and of the fiber; this implies the following identity
pi∗ ◦ p˜i2∗ = (−1)
m dimB pi2∗ ◦ (id × pi)∗,
and the coefficient (−1)m dimB comes from the orientation reversal of the fibers of the
two bundles (for the property of the push-forward, see Lemma 2.2.2). This identity
will imply the claim.
For Lemma 3.2.4 we simply apply the generalized Stokes theorem for the push-
forward w.r.t. p˜i2 : M × N → N ; notice that in this case the fiber, i.e. M , has no
boundary. We then have to remember that the exterior derivative dM×N on M × N
splits as dN + σdM , where the sign σ is given by σ = (−1)degN (ω), for a form ω on
M ×N with degree over N equal to degN (ω). We have to remember also that, in the
defining equation for the right functional derivative, the test form is independent of N ,
therefore the exterior derivative on N applied to (the pullback w.r.t. p˜i1 of) the test form
gives 0 as result; next, we know that the integrand has maximal degree w.r.t. M , so that
the exterior derivative w.r.t. M of the integrand gives 0. The result is a consequence of
all the above considerations.
Lemma 3.2.5 follows easily from the definition of the partial functional derivatives
and from the fact the trace Trρ acts only on the EndV -part of the tensor product
(we recall that the functionals we are considering take their values in End(V ) for a
g-module V ).
3.2.4 The BV Laplacian
We introduce temporarily a Riemannian metric on M and we denote by ? the induced
Hodge star operator. We also pick a field φα; we denote by φ∗α the field (called some-
times the Hodge dual antifield of φα) defined by the formula
φ∗α := ?φ
+
α ,
where φ+α is the antifield of φα. It follows easily from the definition that the degree of
φ∗α is given by the degree of the field it is associated to, while its ghost number is given
by −1− ghφα.
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If α, β are two elements in Ωp(M, adP ), we define
〈α , β 〉Hodge :=
∫
M
〈α , ?β 〉 .
Now, we define a new type of functional derivatives. We begin with functionals in
the space S(A). We denote collectively by ϕα the fields φα and their newly defined
antifields φ∗α.
We assume ρα to be a form with the same degree and ghost number as ϕα and F
to be an element in S(A); we then define the Hodge functional derivatives of F by the
formula
d
dt
∣∣∣
t=0
F (ϕα + tρα) =
〈
ρα ,
−→
δ F
δϕα
〉
Hodge
=
〈
F
←−
δ
δϕα
, ρα
〉
Hodge
.
It follows from the definition that, for a homogeneous functional F , the Hodge func-
tional derivatives w.r.t. ϕα lie in Ωdegϕα(M, adP ) and possess ghost number equal to
ghF − ghϕα. We have now at our disposal the essential elements to construct the BV
Laplacian. We start defining the BV Laplacian of an element of S(A) by the formula
∆BV F :=
∑
α
(−1)ghφ
α
〈 −→
δ
δφα
,
−→
δ F
δφ∗α
〉
Hodge
. (3.2.5)
The result is again a functional in S(A), and, if F is homogeneous, then ∆BV F is
homogeneous of ghost number ghF + 1.
Remark 3.2.6. This definition can also be extended to functionals in the space S∗(N ;E)
in analogy with the construction presented in the preceding subsection. For a homo-
geneous functional G in S∗(N ;E), ∆BVG is again a functional in S∗(N ;E), whose
ghost number is given by ghG+ 1 and whose degree is unchanged.
Remark 3.2.7. Turning to a unified notation S, we have in general
∆BV : S
p,g → Sp,g+1.
We notice however that ∆BV is in general ill-defined for all functionals in S. It
is particularly ill-defined on local functionals. The correct definition would involve
some regularization. We assume however that, independently of the regularization,
∆BV F = 0 whenever F depends only on one element in each pair field–antifield, as
the formal definition of ∆BV suggests.
The properties of the BV Laplacian ∆BV are:
• the BV Laplacian is a coboundary operator, i.e.
∆2BV = 0;
• the BV antibracket measures the failure of the BV Laplacian to be a derivation,
i.e.
∆BV (FG) = (∆BV F )G+(−1)
ghF (F , G )+ (−1)ghFF (∆BVG), (3.2.6)
where one of the functionals must be central.
107
The latter property in particular implies that the BV Laplacian is well-defined on the
subalgebra generated by those local functionals which are killed by ∆BV (e.g., those
described in the previous remark).
Remark 3.2.8. If we restrict ourselves to S(A), then the above properties hold on the
whole algebra. A Gerstenhaber algebra with an operator ∆ satisfying the above prop-
erties is known as a BV algebra.
Remark 3.2.9. We notice that we can define (independently of the dimension) the BV
antibracket by
(F , G ) :=
〈
F
←−
δ
δφα
,
−→
δ G
δφ∗α
〉
Hodge
−
〈
F
←−
δ
δφ∗α
,
−→
δ G
δφα
〉
Hodge
.
This is the definition of the BV antibracket in its original setting [4]. This expression
depends in general on the Riemannian metric on M , but in the case of BF theories
the antibracket is actually independent thereof, since it is equal to the one defined in
subsection 3.2.2.
3.2.5 BV cohomology and observables
We have introduced the BV Laplacian in order to deal with the quantum version of
the BV formalism, which is needed when considering functional integrals with weight
exp(i/})S, where S should be a solution of the quantum master equation
(S , S )− 2i}∆BV S = 0.
The main consequence of the quantum master equation is that the operator
ΩBV := δBV − i}∆BV (3.2.7)
is a coboundary operator of ghost number 1; it is not a differential, because of (3.2.6).
This operator is fundamental in the BV formalism; namely, all meaningful observables
in the BV formalism lie in the 0-ghost number cohomology of ΩBV . This means
(at least formally) that the vacuum expectation values of ΩBV -cohomology classes,
weighted by exp(i/})S, are independent of the choice of gauge fixing. In turn, the
v.e.v.s of trivial ΩBV -cohomology classes or of classes of ghost number different from
zero vanish.
We will show that the BV action S of BF theories, to be introduced in (3.4.1),
satisfies separately the equations
∆BV S = 0 and (S , S ) = 0,
which imply that S satisfies the quantum master equation.
3.3 The BV superformalism for BF theories
The aim of this section is to define a new type of BV antibracket, which will allow us
to obtain the BV action for BF theories in a simple way and to write it in a compact
form.
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From now on we consider a new grading on the space of functionals S called the
total degree, which is defined as the sum of the form degree and the ghost number;
we will denote the total degree of a form α with degree degα and ghost number ghα
by |α| := degα + ghα; by homogeneous we will mean homogeneous w.r.t. the total
degree.
We note now that all fields
{
c+; a+;B; τ1; . . . ; τm−2
}
have total degree m − 2,
while all remaining fields
{
τ+m−2; . . . ; τ
+
1 ;B
+; a; c
}
have total degree equal to 1. Here
a is the difference between A and a given background connection A0 as in Assump-
tion 1; for notational consistency, we denote by a+ the associated antifield. We can
cast all fields in two homogeneous superforms which we will denote by B and A:
B :=
m−2∑
k=1
(−1)
k(k−1)
2 τk +B + (−1)
ma+ + c+, (3.3.1)
A := (−1)m+1c+A+ (−1)mB+ +
m−2∑
k=1
(−1)
k(k−1)
2 +m(k+1)τ+k . (3.3.2)
Further, we define a := A−A0.
We refer to Appendix 8.1, for the definitions of the dot product · and of the dot
Lie bracket [[ ; ]]. We only recall that the dot structures make the algebra S into a
superalgebra w.r.t. the total degree. Analogously, we define the dot version 〈〈 ; 〉〉 of
the bilinear form 〈 , 〉 on Ω∗(M, adP ) by
〈〈α ; β 〉〉 := (−1)ghα degβ 〈α , β 〉 .
It satisfies
〈〈β ; α 〉〉 = (−1)|α||β| 〈〈α ; β 〉〉 .
3.3.1 The space of functionals SA,B
As in the previous section, we consider the algebra generated by local functionals in the
fields taking values in a commutative algebra A or in a de Rham complex Ω∗(N ;E).
However, from now on we will restrict ourselves only to those functionals which de-
pend on the linear combinations A and B (and not on the component fields). We will
denote these algebras by SA,B(A), resp. SA,B(N ;E), or generically by SA,B.
We give SA,B a unique grading, by defining the degree of a monomial in the super-
fields A and B to be the sum of the total degrees of its factors (modulo e.g. integration).
Since the superform a has total degree 1 and lies in Ω∗(M, adP ), we can consider
A as a superconnection in the sense of Mathai and Quillen [42]. With the help of the
dot Lie bracket (see Appendix 8.1), we can then define the covariant derivative of B
w.r.t. the superconnection A and the supercurvature FA by:
dAB := dA0B+ [[a ;B]],
FA := dA0a+
1
2
[[a ; a]].
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Notice that the supercurvature would contain the extra term FA0 if the background
connectionA0 were not chosen to be flat. Note that in this new context the exterior and
covariant derivatives are operators of total degree 1.
The super functional derivatives
We begin by introducing the super test forms ρa and ρB: the super test form ρa is
defined to be the sum of the test forms corresponding to the fields that appear in the
superform a, with the same sign convention as in (3.3.2); analogously we define the
super test form ρB. By definition, the super test forms have then total degree 1, resp.
m− 2. We then define the super functional derivatives of an element F in SA,B(A) by:
d
dt
∣∣∣
t=0
F (a+ tρa;B) =
∫
M
〈〈
F
←−
∂
∂a
; ρa
〉〉
=
∫
M
〈〈
ρa ;
−→
∂ F
∂a
〉〉
,
d
dt
∣∣∣
t=0
F (a;B+ tρB) =
∫
M
〈〈
F
←−
∂
∂B
; ρB
〉〉
=
∫
M
〈〈
ρB ;
−→
∂ F
∂B
〉〉
.
It is then easy to determine the total degree of the super functional derivatives of F ; in
fact, the following identities hold:
∣∣∣−→∂ F
∂a
∣∣∣ = ∣∣∣F←−∂
∂a
∣∣∣ = |F |+m− 1,∣∣∣−→∂ F
∂B
∣∣∣ = ∣∣∣F←−∂
∂B
∣∣∣ = |F |+ 2. (3.3.3)
It will be also useful to express the right derivative of the functional F in terms of the
left one, and vice versa. The result of this computation is given by:
−→
∂ F
∂a
= (−1)|F |+m−1
F
←−
∂
∂a
,
−→
∂ F
∂B
= (−1)|F |m
F
←−
∂
∂B
.
We next define the super functional derivatives of an element F of SA,B(N ;E) by:
d
dt
∣∣∣
t=0
F (a+ tρa;B) = p˜i2∗
〈〈
p˜i∗1ρa ;
−→
∂ F
∂a
〉〉
= pi1∗
〈〈
F
←−
∂
∂a
; pi∗2ρa
〉〉
;
d
dt
∣∣∣
t=0
F (a;B+ tρB) = p˜i2∗
〈〈
p˜i∗1ρB ;
−→
∂ F
∂B
〉〉
= pi1∗
〈〈
F
←−
∂
∂B
; pi∗2ρB
〉〉
.
Their total degrees are still given by (3.3.3).
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The super BV antibracket
Let us pick two functionals F and G in SA,B(A); then the super BV antibracket is
defined by:
((F ; G )) :=
∫
M
〈〈
F
←−
∂
∂B
;
−→
∂ G
∂a
〉〉
− (−1)m
〈〈
F
←−
∂
∂a
;
−→
∂ G
∂B
〉〉
. (3.3.4)
Note that the BV antibracket of F and G is again a functional in SA,B(A).
Next we consider a functional F in SA,B(A) and a functional G in SA,B(N ;E),
with E an A-module; we define the BV antibracket of F and G by:
((F ; G )) = p˜i2∗
〈〈
p˜i∗1
(F←−∂
∂B
)
;
−→
∂ G
∂a
〉〉
−(−1)dimM p˜i2∗
〈〈
p˜i∗1
(F←−∂
∂a
)
;
−→
∂ G
∂B
〉〉
.
(3.3.5)
In this case the BV antibracket of F and G is a functional in SA,B(N ;E).
We finally define the BV antibracket of two functionals F and G in SA,B(N ;E)
by:
((F ; G )) := pi13∗
〈〈
pi∗12
(F←−∂
∂B
)
; pi∗23
(−→∂ G
∂a
)〉〉
−(−1)mpi∗13
〈〈
pi∗12
(F←−∂
∂a
)
; pi∗23
(G←−∂
∂B
)〉〉
.
In this case we obtain that ((F ; G )) is a functional in SA,B(N,E).
The antibracket, in all the above cases, has total degree 1; i.e., if we denote gener-
ically by SA,B the space of functionals and by SkA,B the subspace of homogeneous
elements of total degree k, then
(( ; )) : SkA,B ⊗ S
l
A,B → S
k+l+1
A,B .
From now on we will use the short notation given in (3.3.4) for all types of functionals
that we have discussed until now, and we omit in all cases the specific notation, leaving
to the reader the understanding of the real meaning of the formula.
3.3.2 Main properties of the super BV antibracket
One could now wonder if there is a relationship between the super BV antibracket
defined in the previous subsection and the BV antibracket defined in 3.2.2 that we have
discussed in the previous subsection. We begin by explaining this relationship for the
case of functionals in SA,B(A).
Lemma 3.3.1. Suppose that we have two functionals F and G in SA,B(A); then the
following identity holds:
((F ; G )) = (F , G ) . (3.3.6)
Proof. We prove the identity for homogeneous functionals; the general case follows by
linearity. We begin by computing the functional derivatives of F and G:
d
dt
∣∣∣
t=0
F (a+ tρa;B) =
d
dt
∣∣∣
t=0
F (a+ tρa; c+ tρc; . . . ;B) =
∫
M
〈〈
F
←−
∂
∂a
; ρa
〉〉
.
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Next, we note that the integral selects the part of the integrand whose form degree in
M is equal to m, and that the super test form ρa is the sum of the usual test forms (with
some signs to be considered). We write ρa as
ρa =
m∑
i=0
σaiρai ,
where by ρai we denote the degree i part of ρa; i.e., ρa0 = ρc, ρa1 = ρa and so on. The
signs σai are the same as in the definition (3.3.2) of A; namely, a =
∑
σaiai. Similarly
we introduce signs σBj as in B =
∑
σBjBj . We can then write:∫
M
〈〈
F
←−
∂
∂a
; ρa
〉〉
=
∫
M
〈
F
←−
∂
∂c
, ρc
〉
+
∫
M
〈
F
←−
∂
∂a
, ρa
〉
+ . . .
=
m∑
j=0
σaj
∫
M
〈〈(F←−∂
∂a
)
m−j
; ρaj
〉〉
,
(3.3.7)
where the subscript denotes the restriction to the term of the indicated form degree. We
recall that ghρaj = 1− j; then we obtain e.g. for the j-th term in the last expression of
the above identity (recalling the definition of the total degree of the functional derivative
of F w.r.t. a):∫
M
〈〈(F←−∂
∂a
)
m−j
; ρaj
〉〉
= (−1)(|F |+j−1)j
∫
M
〈(F←−∂
∂a
)
m−j
, ρaj
〉
By confronting the two expressions in (3.3.7), and doing similar computations in the
other cases, we obtain for j = 0, . . . ,m:
(F←−∂
∂a
)
m−j
= σaj (−1)
(|F |+j−1)j F
←−
∂
∂aj
,
(F←−∂
∂B
)
m−j
= σBj (−1)
(m−2−j)(m−j)F
←−
∂
∂Bj
,
(−→∂ F
∂a
)
m−j
= σaj (−1)
(1−j)(m−j)
−→
∂ F
∂aj
,
(−→∂ F
∂B
)
m−j
= σBj (−1)
(|F |−m+2+j)j
−→
∂ F
∂Bj
,
We cast then all these expressions in the definition of the super BV antibracket〈〈
F
←−
∂
∂B
;
−→
∂ G
∂a
〉〉
.
Then we use the above expressions, and, after rewriting 〈〈 ; 〉〉 as 〈 , 〉, we compute
the products σBm−jσaj , separately for the case m even and m odd. In order for the
superbracket to coincide with the ordinary bracket, these products must be
σBm−iσai =
{
−1 if i = 0,
1 otherwise
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for m even, and
σBm−iσai =
{
(−1)i for i = 0, 1,
(−1)i+1 otherwise
for m odd. It can be readily computed that the choice of signs made in (3.3.1) and in
(3.3.2) is consistent with the above rules; therefore, the proof then follows.
For the general case of elements of SA,B(N ;E), the above rule must be slightly
modified. We begin by noting that any homogeneous F of total degree |F | in this
algebra can be written in the form
F =
∑
l
Fl,
where Fl is an element of S|F |−l,l(N ;E). This is obtained by expanding the super-
fields in their components. We are now ready to state the following
Lemma 3.3.2. Let F and G be homogeneous elements of SA,B(N ;E). If we expand
them according to the above rule
F =
∑
k
Fk and G =
∑
l
Gl,
then the following identity holds:
((F ; G )) =
∑
k,l
(−1)(|F |−k+1)l (Fk , Gl ) . (3.3.8)
Proof. The proof of this identity is similar to the proof of Lemma 3.3.1; in fact, we
have to compute the functional derivatives of F andG w.r.t. a and B, and express them
via the functional derivatives w.r.t. the usual fields of the theory. We therefore recall
the formulae for the functional derivatives, and we apply them to F , obtaining:
d
dt
∣∣∣
t=0
F (a+ tρa;B) = pi1∗
〈〈
F
←−
∂
∂a
; pi∗2ρa
〉〉
=
=
m∑
j=0
σajpi1∗
〈〈(F←−∂
∂a
)
m−j
; pi∗2ρaj
〉〉
=
∑
l
d
dt
∣∣∣
t=0
Fl(a+ tρa; c+ tρc; . . . ) =
=
∑
l
m∑
j=0
d
dt
∣∣∣
t=0
Fl(aj + tρaj ) =
∑
l
m∑
j=0
pi1∗
〈
Fl
←−
∂
∂aj
, pi∗2ρaj
〉
=
=
m∑
j=0
pi1∗
〈∑
l
Fl
←−
∂
∂aj
, pi∗2ρaj
〉
. (3.3.9)
Then the following holds, if we go from the dot product to the ordinary product:
(−1)(|F |−l−1+j)j
〈
Fl
←−
∂
∂aj
, pi∗2ρaj
〉
=
〈〈
Fl
←−
∂
∂aj
; pi∗2ρaj
〉〉
.
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By confronting the terms in (3.3.9), and operating similarly for the other cases, we
obtain the following identities for j = 0, . . . ,m:
(F←−∂
∂a
)
m−j
=
∑
l
σaj (−1)
(|F |−l−1+j)j Fl
←−
∂
∂aj
,
(F←−∂
∂B
)
m−j
=
∑
l
σBj (−1)
(|F |−l−m+j)j Fl
←−
∂
∂Bj
,
(−→∂ F
∂a
)
m−j
=
∑
l
σaj (−1)
(1−j)(l−m+j)
−→
∂ Fl
∂aj
,
(−→∂ F
∂B
)
m−j
=
∑
l
σBj (−1)
(m−j)(l−m+j)
−→
∂ Fl
∂Bj
.
We can finally cast all these expressions in the explicit formula for the super BV an-
tibracket, and, by recalling the explicit values of the chosen signs σaj and σBj , we can
finally obtain the desired identity (recall the form degree selection rule imposed by the
pushforwards).
We notice that for the case F ∈ SA,B(A) andG ∈ SA,B(N ;E) for an A-moduleE,
the following identity holds:
((F ; G )) =
∑
l
(−1)(|F |+1)l (F , Gl ) ; (3.3.10)
this formula will play a special roˆle in later computations (we skip the proof of this
identity, because it is in principle the same as for the two previous lemmata).
We now extend the super BV antibracket (( ; )) to the whole of S by the following
rule
((α ; β )) := (−1)(ghα+1) deg β (α , β ) ,
with α and β homogeneous elements of S. Recalling the graded commutativity rule,
the graded Leibnitz rule and the graded Jacobi rule for ( , ), we can then show the
following properties of the super BV antibracket (( ; )):
• ((α ; β )) = −(−1)(|α|+1)(|β|+1) ((β ; α )),
whenever one of the two elements is central in S.
• ((α ; βγ )) = ((α ; β )) γ + (−1)(|α|+1)|β|β ((α ; γ )),
whenever α or β or both are central in S.
• (−1)(|α|+1)(|γ|+1) ((α ; ((β ; γ )) )) + cyclic permutations = 0,
whenever two of the three elements are central in S.
Here, we have used the previous notational convention for the total degree. In partic-
ular, if we restrict to SA,B, by linearity the previous identities hold if we replace α, β
and γ with elements F , G and H of SA,B.
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For central elements in SA,B, we can take e.g. any functional F in SA,B(A), while
considering as more general elements in SA,B(N ;E), for an A-module E. (We have
omitted the products between elements in SA,B, but it is understood that we are dealing
with the shifted dot product.) We now pick a central element S of SA,B with even total
degree; we then define an operator δ on the superspace SA,B by
δ := ((S ; )) ;
since S has even total degree, δ is an odd derivation by the above identities. From
Lemma 3.3.2, 3.2.3, 3.2.2, 3.2.4 and 3.2.5 we can derive the useful properties of δS :
Corollary 3.3.3. We assume that the functional F lies in SA,B(N ;E), and that we
have a map h from a manifold H to the manifold N , then the following identity holds:
δ[h∗(F )] = h∗(δF ).
Corollary 3.3.4. We assume that we have a homogeneous functionalF in SA,B(H ;E),
where E is a real or complex algebra and H is the total space H of a bundle over N
with typical fiber B. The integration along fiber of the functional F gives a functional
of the same type, defined on the manifold N and with total degree |pi∗(F )| = |F | −
dimB. Then we obtain the following identity:
δ[pi∗(F )] = (−1)
dimBpi∗(δF )
Corollary 3.3.5. We pick a functional F in SA,B(N ;E), for N and E as in the pre-
ceding Lemma. We denote by d the exterior derivative on the manifold N . Then the
following identity holds:
δ(dF ) = −d(δF ).
Corollary 3.3.6. We assume the functionalF to belong to the superalgebraSA,B(N, g);
we assume additionally that we have a g-module V . The application of the trace to F
gives an element of SA,B(N ;R) (or of SA,B(N ;C), depending on whether V is a real
or complex module). Then we obtain the following identity:
δ[Trρ(F )] = Trρ(δF ).
3.3.3 The super BV Laplacian
In analogy with what we have done for the BV antibracket, we introduce a “twisted”
version ∆ of the BV Laplacian on the superalgebra S, endowed with the two usual
gradings (the form degree and the ghost number). We define the super BV Laplacian
by
∆α := (−1)degα∆BV α,
for α ∈ S. Since the BV Laplacian is nilpotent, it follows immediately that the super
BV Laplacian is nilpotent, too. We take α and β in S, and we assume at least one of
the two elements to be central in S. It follows then from (3.2.6) that
∆(α · β) = (∆α) · β + (−1)|α| ((α ; β )) + (−1)|α|α · (∆β), (3.3.11)
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where α or β must be central. Restricting to the super algebra SA,B, it follows easily
that the super BV Laplacian is a coboundary operator
∆ : SkA,B → S
k+1
A,B
satisfying (3.3.11) with α and β in SA,B. The BV operator ΩBV defined in (3.2.7) is
replaced in the superformalism by the operator
Ω = δ − i}∆.
As a consequence of the general case, Ω is a coboundary operator.
3.3.4 Twists
We assume O to be an even element of SA,B. We define the twisted BV coboundary
operator by
Ω˜ = exp
(
−
i
}
O
)
Ω exp
(
i
}
O
)
= Ω+ ∂O +
i
}
ΦO,
with ∂O := ((O ; )), and
ΦO = ΩO+
1
2
((O ; O ))
as a multiplication operator.
Definition 3.3.7. We call flat an even functional O with ΦO = 0, flat observable an
Ω-closed flat functional, and flat invariant observable a δ-closed flat observable.
A basic fact that we will need in Sections 4.2 and 4.3 is expressed by the following
Lemma 3.3.8. If O is a flat observable, then so is λO for any constant λ; moreover,
∂O is a superdifferential (of degree |O| + 1) which anticommutes with Ω. If we also
assume that O is invariant, then ∂O anticommutes with δ, so δλ := δ+λ∂O is an odd
differential for all λ.
Proof. By definition, a flat observable O satisfies separately
ΩO = 0 and ((O ; O )) = 0.
This implies that ΦλO = 0 for all λ. The second equation above together with the
Jacobi identity implies that ∂O is a coboundary operator. Since Ω˜ and Ω square to
zero and ΦO = 0, we obtain
Ω∂O + ∂OΩ+ ∂
2
O = 0.
The second claim then follows since ∂O squares to zero. For O invariant, we also have
((S ; O )) = 0. So by Jacobi we obtain δ∂O + ∂Oδ = 0.
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3.4 The BV action for BF theories
We have now at our disposal all tools needed to write down the correct BV action for
BF theories. Namely, we claim that it is given by
SBV :=
∫
M
〈〈B ; FA 〉〉 . (3.4.1)
Remark 3.4.1. Earlier versions of this form for the BV action of BF theories can be
found in [51, 37], where however proofs were not given and, in particular, there was
no explicit treatment of the sign conventions (i.e., our “dot” structures). Special cases
(with explicit signs) were also considered in [14, 16]. In particular, the structure of the
BV action in terms of superfields is in agreement with the general pattern described in
[27]. See also [55] and [2] for the case of Chern–Simons theory.
This form of the BV action holds not only for the BF theories described in the
previous sections but also for the “canonical BF theories” pointed out in Remark 3.1.1
(observe that the two-dimensional case has already been considered in [22]).
We divide the proof, for the ordinary case, in two steps: i) we show that the above
functional is a solution of the master equation corresponding to the BF action (3.1.3)
with infinitesimal symmetries (3.1.6) and (3.1.7) (subsection 3.4.1); ii) we show that
it is ∆BV -closed (subsection 3.4.2). In subsection 3.4.3 we will then give the proof in
the case of canonical BF theories.
3.4.1 The master equation
We begin with the statement of the main Theorem, and we devote the rest of the section
to its proof and to some important consequences.
Theorem 3.4.2. The following identity holds:
((S ; S )) = 0.
Remark 3.4.3. By lemma 3.3.1, the above result is equivalent to the statement that the
action S satisfies the usual ME w.r.t. the usual BV antibracket.
Proof. We begin by computing the left and right partial derivatives w.r.t. a and B; e.g.
the left partial derivative of S w.r.t. a is given by
d
dt
∣∣∣
t=0
S(a+ tρa;B) =
∫
M
〈〈B ; dAρa 〉〉 =
= (−1)m−1
∫
M
〈〈dAB ; ρa 〉〉 =
∫
M
〈〈 ρa ; dAB 〉〉 .
It follows that:
S
←−
∂
∂a
= (−1)m−1
−→
∂ S
∂a
= (−1)m−1dAB; (3.4.2)
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similarly
S
←−
∂
∂B
=
−→
∂ S
∂B
= FA. (3.4.3)
If we now insert the above functional derivatives in the formula for the BV antibracket,
we obtain
((S ; S )) = 2
∫
M
〈〈FA ; dAB 〉〉 = 2
∫
M
d 〈〈FA ; B 〉〉 − 2
∫
M
〈〈dAFA ; B 〉〉 ,
by the invariance of 〈 , 〉 (A is a superconnection). The first term vanishes by Stokes’
Theorem, and the second by the super Bianchi identity
dAFA = 0.
So the claim follows.
Since S satisfies the ME, the Leibnitz rule and the Jacobi identity for the super BV
antibracket imply that the operator
δ := ((S ; )) ,
defined on SA,B(N ;E), is an odd differential. In many of the forthcoming computa-
tions we need the following
Proposition 3.4.4. The action of δ on the superfields a and B is given by:
δa = (−1)mFA (3.4.4)
and
δB = (−1)mdAB. (3.4.5)
Proof. The above formulae follow from (3.3.5). We begin with δa:
δa(x) =
∫
M
〈〈
S
←−
∂
∂B
;
−→
∂ a(x)
∂a
〉〉
.
By definition however∫
M
〈〈
ρ ;
−→
∂ a(x)
∂a
〉〉
=
d
dt
∣∣∣
t=0
[a(x) + tρ(x)] = ρ(x),
provided ρ is a test form of total degree 1. Since S
←−
∂
∂B has total degree 2, we cannot
apply the above formula directly. We use then the following trick. Let  be a scalar of
total degree−1. Then
 · δa(x) = (−1)m
∫
M
〈〈
 ·
S
←−
∂
∂B
;
−→
∂ a(x)
∂a
〉〉
= (−1)m ·
S(x)
←−
∂
∂B
.
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Thus,
δa(x) = (−1)m
S
←−
∂
∂B
(x) = (−1)mFA(x),
where we have used (3.4.3). Similarly, we have
δB(x) = −
S
←−
∂
∂a
(x) = (−1)mdAB,
by (3.4.2).
Recalling the formula (3.3.10) expressing the super BV antibracket in term of the
usual BV antibracket, we can now recover the action of the usual δBV operator defined
by (S , ). Namely,
δa =
m∑
j=0
σaj (−1)
jδBV aj .
Decomposing the expression for δa in its homogeneous components and by confronting
the two expressions, we get the action of the BV operator δBV on the fields. Similarly,
we can recover the action of δBV on the components ofB. Setting the antifields to zero,
we obtain then that δBV on the fields {A,B, c, τ1, . . . , τm−2} coincides with the BRST
operator given in (3.1.6) and (3.1.7). Moreover, it follows easily from the definition of
S and of the superforms a and B that the action reduces to the classical BF action, if
we set all antifields to 0. Thus, we have proved the following
Theorem 3.4.5. SBV is a solution of the master equation for the BF theory.
3.4.2 The ∆BV -closedness of the BV action
We now turn to the proof of the identity
∆BV S = ∆S = 0. (3.4.6)
First, we recall that g is endowed by assumption with a nondegenerate, symmetric,
invariant bilinear form 〈 , 〉. We now choose a basis {ek} of g such that 〈 ei , ej 〉 =
siδij , si = ±1; in this basis we have the structure constants fkij given by the relation
[ ei , ej ] =
dimg∑
k=1
fkijek.
We then introduce the symbols f˜kij as skfkij . Thus,
f˜kij = 〈 [ ei , ej ] , ek 〉 .
From the non-degeneracy of 〈 , 〉 we then get the useful relation
f˜kij = −f˜
j
ik = −f˜
i
kj . (3.4.7)
119
If we write the BV action as a sum of local terms in the fields, we see from the very
definition of the BV Laplacian ∆BV (see Remark 3.2.7) that the only terms in this sum
which are not automatically 0 have the form
〈φ∗α , [φ
α, c] 〉Hodge ,
for all α in the index set of the fields (this the only way to pair a field and its antifield
allowed by the integration over M ); we can rewrite it in the form (up to signs)
〈φ∗α , [φ
α, c] 〉Hodge = f˜
i
jk
(
φ∗,iα , φ
α,jck
)
Hodge
, (3.4.8)
with
(α , β )Hodge :=
∫
M
α ∧ ?β, α, β ∈ Ω∗(M), (3.4.9)
and φα =
∑
φα,iXi and similarly for φ∗α and c. Now, by (3.4.7), one sees that in the
above formula no field component is paired to the corresponding antifield component.
So, by Remark 3.2.7, it is annihilated by the BV Laplacian.
3.4.3 Canonical BF theories
We start here a digression about the version of BF theories mentioned in Remark 3.1.1.
The material covered in this subsection is not essential for the rest of the paper and can
be safely skipped. Though, this kind ofBF theories is interesting by itself (and appears
in two-dimensions as a particular case of the Poisson sigma model [36, 43]).
We recall now the basic idea: since the curvature FA is a tensorial form of the
adjoint type, the most natural way to define aBF theory is to chooseB of the coadjoint
type and to use the canonical pairing between g∗ and g. We consider then B as a form
in Ωm−2(M, ad∗ P ). Observe that since we do not introduce a bilinear form on g
anymore, Assumption 3 is in this case meaningless. For simplicity we will retain in
this case as well Assumptions 1 and 2. We begin with some notations:
• By 〈 , 〉 we will denote in this subsection the canonical pairing between g∗ and
g; it can be naturally extended to a pairing between forms in Ωp(M, ad∗ P ) and
forms in Ωq(M, adP ), and we will denote this pairing by the same symbol.
• By {ei}we denote a basis of g, while by {εj}we denote its dual basis:
〈
εi , ej
〉
=
δij .
• By fkij we denote the structure constants w.r.t. the basis {el}, i.e.
fkij =
〈
εk , [ ei , ej ]
〉
.
• By Ad∗ we denote the coadjoint action of G on g∗; i.e. 〈Ad∗(g)ξ , X 〉 :=〈
ξ , Ad(g−1)X
〉
.
• by ad∗ we denote the coadjoint action of g on g∗; i.e., 〈 ad∗(X)ξ , Y 〉 = −〈 ξ , ad(X)Y 〉.
The coadjoint action can be extended to an action of forms in Ωp(M, adP ) on
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Ωq(M, ad∗ P ) in the usual way. We only notice the sign rules for this extended
coadjoint action
ad∗([α , β ])γ = ad∗(α) ad∗(β)γ − (−1)degα degβ+ghα gh β ad∗(β) ad∗(α)γ;
〈 ad∗(α)γ , β 〉 = −(−1)degα deg γ+ghα gh γ 〈 γ , [α , β ] 〉 ,
for α, β ∈ Ω∗(M, adP ) and γ ∈ Ω∗(M, ad∗ P ), where we have implicitly
supposed to consider forms with additional ghost number gradation.
• Finally, we denote (improperly) by dA the covariant derivative acting on Ω∗(M, ad∗ P );
it satisfies
d 〈α , β 〉 = 〈dAα , β 〉+ (−1)
degα 〈α , dAβ 〉 ,
where α ∈ Ω∗(M, ad∗ P ) and β ∈ Ω∗(M, adP ), and
dA(dAα) = ad
∗(FA)α.
With these conventions in mind, we define the canonical BF action functional by
Scan :=
∫
M
〈B , FA 〉 .
The Euler–Lagrange equations are still given by (3.1.4), where now the covariant
derivative is understood to operate on Ωm−2(M, ad∗ P ).
We let the group Ω0(M,G) o Ωm−3(M, ad∗ P ) operate (from the right) on A ×
Ωm−2(M, ad∗ P ) by the rule
(A,B)(g, τ) := (Ag,Ad∗(g−1)B + dAgτ).
It is then easy to verify that Scan is invariant under this action. The infinitesimal trans-
formations then read
δA = dAc; δB = − ad
∗(c)B + dAτ.
These symmetries present the same reducibility problems as in Section 3.1; therefore,
we have to resort to the BV formalism here as well.
The BRST and the BV formalism
The BRST transformations corresponding to the reducible infinitesimal symmetries in
this case read
δBRSTA = dAc; δBRSTB = − ad
∗(c)B + dAτ1;
δBRSTc = −
1
2
[ c , c ]; δBRSTτk = − ad
∗(c)τk + dAτk+1, k = 1, . . . ,m− 3;
δBRSTτm−2 = − ad
∗(c)τm−2.
Here, c denotes the Faddeev–Popov ghost, i.e. a form on the space of fields with val-
ues in Ω0(M, adP ) with ghost number 1, and by τk we denote the ghosts for ghosts
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taking values in Ωm−2−k(M, ad∗ P ) and with ghost number k. These BRST transfor-
mations present the same problems as in Section 3.1, namely δBRST is a differential
only modulo terms containing the curvature of A. We have therefore to switch to the
BV formalism. We associate to each field φα ∈ {A,B, c, τ1, . . . , τm−2} a canonical
antifield φ+α following the rules
• if φα takes values in Ωpα(M, adP ), resp. Ωpα(M, ad∗ P ), then its canonical
antifield takes values in Ωm−pα(M, ad∗ P ), resp. Ωm−pα(M, adP );
• the ghost number of φ+α is set to be equal to −1− ghφα.
We define the total degree of a form α with degree degα and ghost number ghα by
|α| := degα+ ghα.
Accordingly to what we have done in Section 3.3, we define the dot duality by the rule
〈〈α ; β 〉〉 := (−1)ghα degβ 〈α , β 〉 ,
for α an element of Ω∗(M, ad∗ P )with ghost number ghα and β in Ω∗(M, adP ) with
form degree deg β. The dot Lie bracket [[ ; ]] is defined analogously as in Appendix 8.1,
and it enjoys the same sign rule. We define additionally the super coadjoint action of
Ω∗(M, adP ) on Ω∗(M, ad∗ P ) by the rule
ad
∗(α)β := (−1)ghαdeg β ad∗(α)β.
Without proof we write down some useful formulae, which are analogous to the for-
mulae displayed in Appendix 8.1
ad
∗([[α ;β]])γ = ad∗(α) ad∗(β)γ − (−1)|α||β| ad∗(β) ad∗(α)γ,
〈〈 ad∗(α)γ ; β 〉〉 = −(−1)|α||γ| 〈〈 γ ; [[α ;β]] 〉〉 ,
for α, β ∈ Ω∗(M, adP ) and γ ∈ Ω∗(M, ad∗ P ). If A is a connection on P , we also
have
d 〈〈 γ ; α 〉〉 = 〈〈dAγ ; α 〉〉+ (−1)
|γ| 〈〈 γ ; dAα 〉〉 .
Finally, it is useful to write the duality pairing also in the opposite order; as usual, one
defines 〈X , ξ 〉 = 〈 ξ , X 〉 for X ∈ g and ξ ∈ g∗. When we extend the pairing to
forms and then consider the dot version, we obtain the rule
〈〈 γ ; α 〉〉 = (−1)|γ||α| 〈〈α ; γ 〉〉 .
We then define the functional derivatives w.r.t. all fields of the theory and the BV
antibracket ( , ) by the same formulae as in subsection 3.2.1 (where the invariant,
nondegenerate bilinear form 〈 , 〉 is replaced by the duality pairing). This antibracket
enjoys all usual properties of a BV antibracket. Analogously, provided we have a
solution S of the master equation (S , S ) = 0, we define the BV differential δ by the
rule δ := (S , ). This operator has the same properties of the previously introduced
BV differential (see subsection 3.2.3).
Finally, we define the Hodge duals of the fields, the Hodge functional derivatives
and the BV Laplacian in this case by the same formulae as in Section 3.2.4 (with the
only difference that by 〈 , 〉 we mean here the duality pairing between g and g∗). We
will denote all these objects by the same symbols as in the previous sections.
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The BV superformalism and the BV action
We choose a background flat connection A0, and we write a general connection A as
A = A0+a, with a in Ω1(M, adP ), with ghost number 0. We are now ready to define
in this case the analogues of the superforms introduced in Section 3.3, namely
B :=
m−2∑
k=1
(−1)
k(k−1)
2 τk +B + (−1)
na+ + c+,
A := (−1)n+1c+A+ (−1)nB+ +
m−2∑
k=1
(−1)
k(k−1)
2 +n(k+1)τ+k .
We also define a := A − A0. We notice that B is a superform of total degree m − 2
with values in ad∗ P , while A can be interpreted once again as a superconnection on
M . It is not difficult to see that the curvature of the superconnection A is given by the
formula
FA = dA0a+
1
2
[[a ; a]].
We go on, as in subsection 3.3.1, to define the functional derivatives w.r.t. B and a and
the super BV antibracket; they enjoy the same properties as the previously introduced
ones, and we will denote them by the same symbols.
Finally, we claim that the BV action for the canonicalBF theory on M is given by
the formula
SBV :=
∫
M
〈〈B ; FA 〉〉 .
In order to prove the claim, we show once again separately that SBV satisfies the master
equation and that it is (at least formally) ∆BV -closed.
The master equation. The proof that SBV satisfies the master equation is analogous to
the proof of the corresponding claim in Section 3.4.1; we therefore omit it. We will
only write down the action of the super BV differential δ := ((SBV ; )) on the super
fields a and B
δa = (−1)mFA, (3.4.10)
δB = (−1)m (dA0B+ ad
∗(a)B) ; (3.4.11)
the action of the usual BV differential on all fields (fields and antifields) is encoded in
the two previous equations and, upon switching off the antifields, gives back the BRST
operator defined at the beginning of subsubsection 3.4.3. It is also easy to verify that
SBV reduces to Scan if we set the antifields to zero.
The ∆BV -closedness of the BV action. The proof that SBV satisfies the equation
∆BV SBV = 0
is a little bit different from the proof of the same identity in Section 3.4.2; it relies on a
formal argument similar to that used in [22].
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As noted before, the main property of the BV Laplacian lies in the fact that it con-
tracts each field with the corresponding antifield at the same point (see Remark 3.2.7);
therefore, the only terms in the BV action that are not trivially annihilated by the BV
Laplacian are of the form ∫
M
〈
φ+α , [ c , φ
α ]
〉
,
for some field φα. More precisely, they are (independently of the dimension of M )
given by the combination
I =
1
2
〈 c∗ , [ c , c ] 〉Hodge − 〈 a
∗ , [ c , a ] 〉Hodge+
− 〈B∗ , ad∗(c)B 〉Hodge +
m−2∑
l=1
(−1)l+1〈 τ∗l , ad
∗(c)τl 〉Hodge.
This is obtained from the formula for the BV action after rewriting the dot duality, the
super coadjoint action and the dot Lie bracket in terms the usual ones, and recalling
that the integral selects only the top form degree part of the integrand.
W.r.t. the bases {ei} and {εj}, we can write a field φα with values in Ω∗(M, adP ),
resp. in Ω∗(M, ad∗ P ), as φα = φα iei, resp. φα = φαj εj . For any two real-valued
forms on M with the same degree we define
(α , β )Hodge =
∫
M
α ∧ ?β,
where ? is the star Hodge operator w.r.t. a chosen metric on M . We therefore obtain
I = −
1
2
f ijk
(
c∗i , c
k cj
)
Hodge
− f ijk
(
a∗i , a
kcj
)
Hodge
+
+ fkji
(
(B∗)i , Bkc
j
)
Hodge
+
m−2∑
l=1
fkji
(
(τ∗l )
i , (τl)kc
j
)
Hodge
;
we have used here the identity
〈
ei , ad
∗(ej)ε
k
〉
= −
〈
εk , [ ej , ei ]
〉
= −fkji.
Finally, we apply the BV Laplacian to the above expression and get (independently
of the dimension of M )
∆BV SBV = ∆BV I =
= C
∫
M
dvol f ijicj
[(
m
m
)
−
(
m
m− 1
)
+
(
m
m− 2
)
− · · ·+ (−1)l
(
m
m− l
)
+ · · ·
]
=
= C
∫
M
dvol f ijicj(1− 1)m = 0,
where dvol is the Riemannian volume element and C is an infinite constant (explicitly,
a Dirac distribution evaluated in 0). The binomial coefficients appear as the number
of components of the forms φαj ; e.g. , Bk is an m − 2 form on the m-dimensional
manifold M , so it has
(
m
m−2
)
components in local coordinates. The signs before the
124
binomial coefficients are determined by the ghost numbers of the fields φα (recall the
explicit definition (3.2.5) of the BV Laplacian).
Of course, the previous computation should be performed with a regularization in
order to avoid the infinite constantC. If the regularization is such that the above formal
manipulations still hold, then SBV is BV harmonic.
3.4.4 Gauge fixing
We conclude this section giving a brief account on the gauge fixing necessary to start a
perturbative expansion of the theory. (For simplicity we restrict ourselves to ordinary
BF theories, the modifications needed for the canonical ones being obvious.)
The first step is to extend the space of fields by introducing antighosts and Lagrange
multipliers. Along with the usual ghost c one introduces an antighost c¯ (of ghost num-
ber−1) and a Lagrange multiplier λ (of ghost number 0); both are chosen to take values
in the sections of adP . Similarly, along with the ghost τ1 one introduces an antighost
τ¯1 and a Lagrange multiplier λ1 with values in Ωm−3(M, adP ). As for the ghosts-for-
ghosts τk, one needs an entire family of k antighosts and k Lagrange multipliers ([5]).
Namely, we denote by τ¯k,i and λk,i (i = 1, . . . , k) the antighosts and the Lagrange
multipliers corresponding to τk, all of which take values in Ωm−2−k(M, adP ). As for
the ghost number, one sets
gh(τ¯k,i) = 2i− k − 2, gh(λk,i) = 2i− k − 1.
We will denote by Φ the collection of the fields including the newly introduced ones.
Next, one has to consider antifields for the antighosts and the Lagrange multipliers.
They will be denoted by c¯+, λ+, τ¯+1 , λ¯+1 , τ¯+k,i and λ
+
k,i (k = 2, . . . ,m−3; i = 1, . . . , k)
with the usual rule; i.e., each antifield takes values in the space of forms of complemen-
tary degree of the corresponding field and its ghost number is minus the ghost number
of the corresponding field, minus one. We will denote by Φ+ the collection of all the
antifields including the new ones. Finally, we extend the BV structure by declaring that
each of the new antifield is BV-canonically conjugated to its field.
The newly introduced fields are there only to write down a gauge fixing fermion
(see later). From the point of view of BV cohomology their complex must be trivial;
i.e., one sets
δτ¯k,i = λk,i, δλk,i = 0, k = 2, . . . ,m− 3; i = 1, . . . , k.
This is achieved by defining the extended BV action:
Sext = S +Σ,
with S given in (3.4.1) and
Σ: =
∫
M
(
−
〈
c+ , λ
〉
−
〈
τ+1 , λ1
〉
−
m−3∑
k=2
k∑
i=1
(−1)k
〈
τ+k,i , λk,i
〉)
. (3.4.12)
The gauge-fixed action, which is a function of Φ only, is then defined by
Sg.f. = Sext
∣∣
Φ+=
−→
∂ Ψ
∂Φ
,
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where Ψ (the gauge-fixing fermion) is a function of Φ of ghost number −1 and has to
be chosen so that the Hessian of Sg.f. at a critical point is not degenerate. In case one
wants to expand around a given flat connection A0, a suitable gauge-fixing fermion (in
accordance with Assumption 1) is
Ψ =
∫
M
c¯ dA0 ?a+ τ¯1 dA0 ?B+
m−4∑
k=1
τ¯k+1,1 dA0 ?τk+
m−4∑
k=1
k+1∑
i=2
τ¯k+1,i dA0 ?τ¯k,k+2−i,
(3.4.13)
where ? is the Hodge star operator induced from a Riemannian metric on M . The BV
formalism ensures in particular that the partition function and the expectation values of
BV closed observables do not depend on the chosen metric.
Some comments on the family of antighosts for ghosts-for-ghosts
In this subsubsection, we comment briefly on the need of an entire family of antighosts
for any ghost-for-ghost τi, i ≥ 2.
We assume m = 4 for simplicity. Since we want the covariant derivative w.r.t. the
flat connectionA0, dA0 , to be nondegenerate, we have to restrict ourselves to particular
forms on M with values in adP , where dA0 is invertible; equivalently, we have to find
a condition onB ensuring that any classB+dA0τ1 has a unique representative fulfilling
the given condition. Of course, since dA0 , the addition to τ1 of an exact 0-form dτ2
does not modify the given representative. However, the reducibility of the symmetry
stops here, since τ2 has degree 0.
Since dA0 is acyclic on the complex of forms onM with values in adP by assump-
tion, natural conditions on B and τ1 are
d?A0B = 0, d
?
A0τ1 = 0, (3.4.14)
where d?A0 is the adjoint of dA0 w.r.t. the L2-metric on Ω∗ (M, adP ) constructed by
means of a chosen Riemannian metric on M :
〈 η , ω 〉L2 : =
∫
M
〈 η , ?ω 〉 , ∀ η, ω ∈ Ω∗ (M, adP ) ,
and ? denotes the Hodge star operator on Ω∗ (M, adP ) induced by the chosen Rieman-
nian metric. Standard arguments of the theory of elliptic differential operators ensure
that both conditions fix uniquely representatives of the class B + dA0τ1, for B given.
We have then to integrate formally the BV action for the BF theory over such B
and τ1 satisfying (3.4.14). We have therefore to introduce antighosts τ1, resp. τ2, to
τ1, resp. τ2, of degree 1 and ghost number −1, resp. of degree 0 and ghost number
−2; we recall that τ1, resp. τ2, has ghost number 1, resp. 2. Corresponding Lagrange
multipliers λ1 and λ2, of degree 1, resp. 0 and ghost number 0 and −1 have also to be
taken into account. The action of the BV operator δBV on antighosts and corresponding
Lagrange multipliers is given by
δBV τ i = λi, δBV λi = 0, i = 1, 2.
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As we have seen, these requirements on the BV operator on antighosts and correspond-
ing Lagrange multipliers are fulfilled by the addition to the BV action of a quadratic
piece coupling the BV antifield of any antighost to the corresponding Lagrange multi-
plier; the new action satisfies also the Quantum Master Equation.
The sense of this operation is the following: if we recall the formal rules of func-
tional integration, the Lagrange multipliers are introduced in order to rewrite as pieces
of the action formal δ-distributions recording the gauge-fixing conditions, and the
antighosts to keep track of the formal determinants arising as volumes of the orbits
specified by the gauge-fixing conditions.
Now, the gauge-fixing fermion corresponding to conditions (3.4.14) would be intu-
itively
Ψ: =
〈
τ1 , d
?
A0B
〉
L2
+
〈
τ2 , d
?
A0τ1
〉
L2
.
By the flatness of dA0 , it is not difficult to check that the addition to the antighost τ1 of
an exact 1-form of ghost number−1 is a symmetry of the first term of the gauge-fixing
fermion. This implies degeneracy of the corresponding term in the gauge-fixed action,〈
λ1 , d
?
A0
B
〉
L2
.
Therefore, we have to add a new term, so as to include a gauge-fixing condition
for the antighost τ1. Since the symmetry corresponds to the addition of exact terms, it
makes sense to impose also on τ1 the covariant gauge w.r.t. A0
d?A0τ1 = 0.
Further, we introduce, following the prescriptions of BV framework, an antighost τ2,2
and a corresponding Lagrange multiplier λ2,2 for τ1. Since the gauge-fixing fermion
has to have ghost number−1, τ2,2 must have degree 0 and ghost number 0, while λ2,2
has degree 0 and ghost number 1. Analogously to the previous arguments, the BV
operator on τ2,2 and λ2,2 are
δBV τ2,2 = λ2,2, δBV λ2,2 = 0.
The additional piece of the gauge-fixing fermion keeping track of the gauge-fixing
condition on the antighost τ1 is then〈
τ2,2 , d
?
A0τ1
〉
L2
.
The antighosts τ2 and τ2,2 have the same degree; their ghost numbers are respectively
−2 and 0. If we rename τ2 by τ2,1, resp. λ2 by λ2,1, we see immediately that we get a
special case of equation (5.4.13).
More generally, when the symmetry of the action is further reducible, we have to
introduce antighosts and corresponding Lagrange multipliers for any ghost-for-ghost
except for the one of lowest degree. Namely, for the ghost-for-ghost τ2 we need the
antighost τ3 and the Lagrange multiplier λ3, but the terms in the gauge-fixing fermion
recording the covariant condition for τ1 and τ1 present both a symmetry, namely the
addition to τ2,1 and τ2,2 of exact forms of the corresponding ghost numbers. These
symmetries have also to be fixed, and since they are of the same form as the symmetries
of the BF action, a natural condition to impose on τ2,1 and τ2,2 is
d?A0τ2,1 = 0, d
?
A0τ2,2 = 0.
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According to the BV formalism, we have to introduce two antighosts τ3,3 and τ3,2, one
for τ2,1 and τ2,2, and corresponding Lagrange multipliers λ3,3 and λ3,2; the degrees of
τ3,3 and τ3,2 are equal to the degrees of τ2,1 and τ2,2 minus 1, which is also the degree
of the antighost τ3 for σ2, and their ghost numbers are resp. 1 and −1, while the ghost
number of τ3 is −3. The corresponding additional piece to the gauge-fixing fermion is〈
τ3,3 , d
?
A0τ2,1
〉
L2
+
〈
τ3,2 , d
?
A0τ2,2
〉
L2
+
〈
τ3 , d
?
A0τ2
〉
L2
. (3.4.15)
If the degree of τ3 (and also of τ3,3 and τ3,2) is not 0, we have additional symmetries
in equation (3.4.15), namely the addition to τ3,3, τ3,2 and τ3 of dA0 -exact forms of the
respective ghost numbers. Hence, we have to introduce, for any antighost τ3,3, τ3,2
or τ3, a corresponding antighost and Lagrange multiplier, whose degree is equal to the
degree of τ3,3, τ3,2 or τ3 minus 1 respectively, and whose ghost number is specified
by the requirement that the ghost number of the gauge-fixing fermion is −1 and that
we have to add to it terms coupling the covariant condition for τ3,3, τ3,2 and τ3 to the
respective antighosts through the L2-duality (5.4.12). We continue with this procedure,
fixing the gauge for ghosts-for-ghosts via antighosts τ i, and fixing also the gauge for
antighosts in the gauge-fixing fermion at each step, until we arrive at degree 0, where
no further symmetry is possible. This can be summarized in the following scheme:
· · · −3 −2 −1 0 1 2 3 · · ·
m− 2 B
m− 3 τ1 ≡ τ1,1 λ1 τ1
m− 4 τ2 ≡ τ2,1 λ2,1 τ2,2 λ2,2 τ2
m− 5 τ3 ≡ τ3,1 λ3,1 τ3,2 λ3,2 τ3,3 λ3,3 τ3
.
.
. · · · · · · · · · · · · · · · · · · · · · · · · · · ·
Each row in the table has the same form degree, while each column has the same ghost
number. The “principal” antighost τ i ≡ τ i,1 to the ghost-for-ghost σi−1 lies on the
left of the row next to the one containing τi; the other antighosts τ i,l, 2 ≤ l ≤ i, are
coupled to the antighosts of in the preceding row by the rule gh τ i,l+gh τ i−1,k = −1,
for 1 ≤ k ≤ i− 1.
3.4.5 Superpropagator
The perturbative expansion of the partition function or of the expectation values of
observables is obtained in terms of propagators, i.e., expectation values of the fields
w.r.t. the quadratic part of the action Sext. We will briefly describe this computation in
the case of ordinary BF theories.
Since the interaction terms and the observables that we will introduce in the next
chapters depend only on the superfields a and B, it is sufficient to compute the “super-
propagator”
i} η = 〈 pi∗1a pi
∗
2B 〉0 :=
1
Z
∫
Φ+=
−→
∂ Ψ
∂Φ
exp
(∫
M
〈〈B ; dA0a 〉〉+Σ
)
pi∗1a pi
∗
2B,
where Z is the partition function, A0 is the chosen background flat connection, Σ is
the extension defined in (3.4.12), and pi1 and pi2 are the projections from M ×M to
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M . So, η is a distributional (m − 1)-form on M ×M with values in adP  adP .
This superpropagator with the gauge fixing (3.4.13) can be computed by generalizing
Axelrod and Singer’s construction [3] to higher dimensions. Another possibility is to
formally compute the main properties of the superpropagator and then construct a form
that satisfies them generalizing the construction of [11]. The first property relies on the
symmetry a↔ B of the quadratic part of the action:
∫
M
〈〈B ; dA0a 〉〉. This implies
T ∗η = (−1)m η (3.4.16)
where T is the automorphism of adP  adP that acts on the basis by exchanging the
points and at the same time exchanges the corresponding fibers (in a local trivialization
T (x, x′; ξ, ξ′) = (x′, x; ξ′, ξ), with x, x′ ∈ U ⊂ M and ξ, ξ′ ∈ g). A subsequent
computation shows that
i} dA0η = (−1)
m 〈 δ0(pi
∗
1a pi
∗
2B) 〉0,
where δ0 is the linear part of δ. By the main properties of the BV formalism, one then
gets the Ward identity
(−1)m dA0η = 〈∆(pi
∗
1a pi
∗
2B) 〉0.
By a straightforward computation similar to that leading to the BV harmonicity of
the BV action for the BF theory, the right-hand side is a delta form localized on the
diagonal Diag of M × M tensorized with the section φ of adP ⊗ adP → Diag
determined by the invariant form 〈 , 〉; that is, φ is the section induced by the constant
equivariant map φ˜ : P → g×g, p 7→
∑
i σi ei⊗ei, where {ei} is a pseudo-orthonormal
basis of g: 〈 ei , ej 〉 = σiδij , σi = ±1. Thus, if we define 〈 , 〉13 on g ⊗ g ⊗ g as
acting on the first and third components and define consequently 〈〈 ; 〉〉13, we may
interpret η as a distributional form such that the linear operator P: Ω∗(M, adP ) →
Ω∗−1(M, adP ),
P γ := pi2∗ 〈〈 η ; pi
∗
1γ 〉〉13 , γ ∈ Ω
∗(M, adP ),
satisfies the equation
dA0 P+PdA0 = id . (3.4.17)
A regularized version of η (which is needed since η is usually ill-defined on the
diagonal) consists in finding a smooth form (which we will continue to denote by η)
on the open configuration space C02 (M) so that P defined as above (with the obvious
understanding that the projections pi1 and pi2 are now from C02 (M) to M ) satisfies the
same equation. We notice however that C02 (M) is not compact; so one has to replace it
by its compactificationC2(M), which is obtained, following [30], from M ×M by re-
placing the diagonal with its differential-geometric blowup. We notice also thatC2(M)
is a manifold with the spherical normal bundle SNDiag ofDiag inM×M as boundary.
Since we have removed the diagonal, we require now that the superpropagator should
be an A0-covariantly closed form η ∈ Ωm−1(C2(M) , adP  adP ), where, by abuse
of notation, we have denoted by adP  adP the pulled-back bundle of adP  adP
w.r.t. the projection C2(M)→M×M . Next, the generalized Stokes Theorem implies
129
that the left-hand side of (3.4.17) applied to a form γ is pi∂∗
〈〈
ι∗η ; pi∂∗γ
〉〉
13
, with ι
the inclusion of the unit normal bundle of the diagonal SNDiag in C2(M) and pi∂ the
projection SN Diag → Diag. Thus, for Identity (3.4.17) to hold, one has to require
that the restriction of η to the boundary equals
ι∗η = ϑ⊗ pi∂∗φ+ pi∂∗β (3.4.18)
where ϑ is the global angular form of SNDiag and β ∈ Ωm−1(Diag, adP ⊗ adP ) is
so far undetermined.
We recall (see also [13]) that a global angular form ϑ on a sphere bundle SS pi−→M
over a smooth manifold B is a form on S satisfying pi∗ϑ = 1 and dϑ = −pi∗e, where
e is a representative of the Euler class of the bundle. In our case, since NDiag ' TM ,
e will be a representative of the Euler class of M . The first property of ϑ is what we
need for (3.4.17) to hold; the second property, of which one cannot dispose, implies
dA0β = e⊗ φ.
This is a very strong constraint in even dimensions, as it requires the Euler class of
M to be trivial. In fact, multiply both sides of the equation by φ and contract the first
g-component with the third and the second with the fourth; this yields
d 〈〈φ ; β 〉〉13,24 = e dim g.
We finally notice that we also want η to satisfy (3.4.16), with T now the corresponding
involution on adP  adP → C2(M). In particular, this implies that we have to
choose ϑ to be even (odd) under the antipodal map on the fibers if m is even (odd); in
odd dimensions this also implies that one must choose e = 0. Moreover, β has to be an
element of Ωm−1(Diag,S2 adP ) in even dimensions and of Ωm−1(Diag,
∧2
adP )
in odd dimensions.
Such a form η can be obtained generalizing the construction of [11]:
Theorem 3.4.6. Under Assumptions 1 and 3, there exists a covariantly closed element
η of Ωm−1(C2(M) , adP  adP ), satisfying (3.4.16) and (3.4.18). Moreover, in odd
dimensions β will be automatically covariantly closed, while in even dimensions—
where the above Assumptions imply [e] = 0—this will be true only if one chooses
e = 0. Finally, β may be chosen to vanish if Hm−1dA0 (M,
∧2
adP ) is trivial in odd
dimensions and if Hm−1dA0 (M,S
2 adP ) is trivial in even dimensions.
Proof. Following [10], we first build a global angular form ϑ on SNDiag with the
correct behavior under the antipodal map on the fibers: we may construct it as in Sec-
tion 2.7 using the Levi-Civita connection for a given Riemannian metric, which also
allows to identify SNDiag with the unit sphere bundle SO(Diag)×SO(m) Sm−1.
Next we extend ϑ to the complement of the zero section of NDiag and multiply
it by a function ρ that is identically one in a neighborhood U1 of the zero section
and identically zero outside a second neighborhood U2 ⊃ U1. We then define η0 ∈
Ωm−1(C2(M) , adP adP ) as the extension by zero of ρ ϑ⊗pi∂∗φ. Since dA0φ = 0,
dA0η0 is the extension by zero of dρ ϑ⊗ pi∂∗φ− ρ pi∂∗(e⊗ φ). The last form may be
extended to the zero section of NDiag; hence, the extension by zero of dA0η0 can
be seen as a covariantly closed element of Ωm(M ×M, adP  adP ). The general
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Kuenneth theorem implies H∗dA0 (M ×M, adP  adP )
∼= H∗dA0
(M, adP )⊗2. So
Assumption 1 implies that there is a form α ∈ Ωm−1(M ×M, adP  adP ) such that
dA0pi
∗α = dA0η0, with pi the projection C2(M)→M ×M . We also observe that we
may choose α to satisfy T ∗α = (−1)m α. Finally, we define η := η0 − pi∗α. An easy
check shows that it satisfies all properties above (with β determined by the restriction
of α to the diagonal).
Remark 3.4.7. There are a couple of interesting cases when M does not satisfy As-
sumption 1, but one can define the superpropagator anyway. First, when M = Rm all
boils down to looking for (the higher-dimensional generalization of) Bott and Taubes’s
[12] tautological forms, as described in [20]. Second, when M is a rational homology
sphere, one can generalize the construction of [10] (which does not yield a closed η,
so that extra diagrams must be introduced to correct for it) or alternatively remove one
point, as suggested in [40], and essentially reduce to the previous case.
3.5 Sigma-model interpretation
We end this chapter with a small digression about the Alexandrov–Kontsevich–Schwarz–
Zaboronsky formalism, shortly the AKSZ formalism, introduced and discussed in [2].
Introducing some new notions in the study of supermanifolds, the authors provided
a good mathematical framework for a geometric interpretation of the BV formalism;
additionally, they provided a general method to construct solutions of the (Classical)
Master Equation for some theories, e.g. the Chern–Simons theory and Witten’s A- and
B-model in Mirror Symmetry. The main fact about the AKSZ formalism is that first
one constructs a solution of the Master Equation and then recovers the classical action;
this is the way inverse to the BV method, where one constructs a BV action starting
from a classical action. It is possible to recover the BV action for BF theories also
with the AKSZ formalism; we want to sketch some arguments of the construction.
Main ingredients in the formulation of the results are supermanifolds; readers not
familiar with supermanifolds may skip directly this section, as it is not essential for
what follows. We therefore assume basic notions of superanalysis; we refer also to
[26] for more details on supermanifolds. We recall only that a smooth supermanifold
M of dimension (m|n) is a ringed space (M,OM ), where M is a smooth manifold of
dimension m and OM is a sheaf of rings over M with the identity, such that, for any
open subset U of M , the restriction of OM to U is isomorphic to the sheaf C∞(U) ⊗∧n (R), and∧n (R) is the Grassmann algebra with n generators.
First of all, we take the sourceΣ := ΠTM , whereM is our originalm-dimensional
manifold and Π indicates that the fiber has to be taken with reversed Grassmann parity;
the target N has to be chosen among the following possibilities:
ordinary BF canonical BF
m odd Πg×Πg Πg×Πg∗
m even Πg× g Πg× g∗
where Π again reverses the Grassmann parity. To encompass all cases, we will write
N = V1 × V2 with V1 and V2 as in the above table. The superfields a and B are then
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related to the 1 and 2 components of a map f : Σ → N . We also recall that there is a
pairing 〈 , 〉 of V2 with V1 which is induced from the bilinear form of Assumption 3
resp. from the canonical pairing in the case of ordinary resp. canonical BF theories.
In the language of [26], the supermanifold ΠTM can be viewed as the ringed space
(M,Ω∗(M)), where Ω∗(M) denotes in this case the sheaf of smooth forms on M .
Analogously, Πg can be viewed as the ringed space
(
∗,
∧∗
g∗
)
, where ∗ denotes a
point (the even part, or the body of Πg, is trivial).
We recall that a P -manifold is a supermanifold endowed with an odd non-degenerate
closed 2-form (shortly, an odd symplectic form); a Q-manifold is a supermanifold en-
dowed with an odd vector field Q that has vanishing Lie bracket with itself; finally,
a QP -manifold is a supermanifold that has both structures in a compatible way, i.e.,
such that the odd symplectic form is Q-invariant. We notice that an odd symplectic
form defines a BV bracket; moreover, an even solution of the master equation defines a
compatibleQ-structure and vice versa. For more details on Q-, P - andQP -manifolds,
we refer to [44].
Following [2], we give the BV bracket and the BV action forBF theories (to begin
with in the case when the background connectionA0 is trivial) a beautiful interpretation
in terms of a natural QP -structure on the space E of maps Σ→ N , which we are now
going to describe.
The P -structure on E is defined in terms of the following constant symplectic form
on N :
ω(v1 ⊕ v2, w1 ⊕ w2) := 〈 v2 , w1 〉 − (−1)
m 〈 v1 , w2 〉 ,
v1 ⊕ v2, w1 ⊕ w2 ∈ T(ξ1,ξ2)N ' V1 ⊕ V2, ∀(ξ1, ξ2) ∈ N.
Observe that ω is odd (even) when m is even (odd); i.e., ω defines an ordinary sym-
plectic structure—though on an odd vector space—when m is odd and a P -structure
when m is even. This induces the following constant odd symplectic form on E :
ω˜(φ, φ′) :=
∫
Σ
ω(φ, φ′) dµ,
φ, φ′ ∈ TfE ' Γ(Σ, f
∗ TN), ∀f ∈ E .
Here we have denoted by
∫
Σ
dµ the canonical density associated to the supermanifold
ΠTM . It is defined as follows: since ΠTM = (M,Ω∗(M)), every function on ΠTM
can be identified with a sum of forms onM of all degrees, so a canonical density can be
given by the usual integral of forms (which selects the top degree part of the integrand).
Locally, ∫
Σ|U
dµ =
∫
U
dx1 · · ·dxm ,
where the x’s are local coordinates on M .
Next we come to the Q-structure. Observe first that any flow on Σ or on N defines
(by composition on the right resp. on the left) a flow on E and that flows of the two
types commute. Infinitesimally, any vector field on Σ or on N defines a vector field on
E and vector fields of the two types commute. Moreover, nilpotency is preserved. In
conclusion, any Q-structures QΣ on Σ and QN on N determine Q-structures Q˜Σ and
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Q˜N on E ; moreover, any linear combination of the two is still a Q-structure, since the
flows obviously commute. OnN we consider theQ-structure given by the Hamiltonian
vector field associated to the function
σ(ξ1, ξ2) =
1
2
〈 ξ2 , [ ξ1 , ξ1 ] 〉 .
Observe that this function is odd (even) for m odd (even), so the corresponding vector
field is always odd. The correspondingQ-structure on E yields the following action on
the superfields a and B:
δNa =
1
2
[[a ; a]], δNB =
{
[[a ;B]] ordinary BF ,
ad
∗(a)B canonical BF .
This Q-structure is automatically compatible with the P -structure defined above. On
Σ we consider instead the canonical Q-structure which in local coordinates reads
QΣ = θ
i ∂
∂xi
.
The induced Q-structure on E acts on the superfields by
δΣa = da, δΣB = dB.
This Q-structure is also compatible with the P -structure defined by ω˜ as follows by an
explicit computation: in fact, it is not difficult to check that the odd vector field QΣ
has zero-divergence w.r.t. the density specified above. Since M has no boundary, this
guarantees automatically that the P -structure on E is compatible with the Q-structure
defined by QΣ.
Finally, we consider a linear combination with nonvanishing coefficients of the
above vector fields. This yields an entire family of QP -structures on E . We notice
however that rescaling a with a parameter λ and B with 1/λ (λ 6= 0) is a canonical
transformation. So, up to equivalence, we can always set the coefficients to have the
same ratio as in (3.4.4) and (3.4.5) (or (3.4.10) and (3.4.11) for canonicalBF theories).
Given the P -structure, there is a unique (up to an additive constant) action functional
generating the given Q-structure, i.e. such that its Hamiltonian vector field w.r.t. the
P -structure on E . Choosing the additive constant appropriately, the action functional
is then a multiple of our S in (3.4.1). Finally, the remaining multiplicative constant can
be absorbed in } (or taken as a definition thereof).
In order to take into account nontrivial background connections (or even nontrivial
bundles P →M ), we have to modify a little bit the above construction. First we have
to introduce a vector bundle E → Σ with fiber N , with Σ and N as above. If the
original bundle P is trivial, so will be E (otherwise it will be constructed by using the
transition functions of adP and ad∗ P ). The space E will be now the space of sections
of E. The P - and QN -structures are introduced as above. The QΣ-structure instead
requires the choice of a connection A0 in order to lift to E the vector field on Σ; this
connection has moreover to be flat to ensure the nilpotency of Q˜Σ. The rest of the
construction is the same as above.
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Chapter 4
Generalized Wilson loops in the
super BV formalism
In this chapter we deal with the BV quantum observables related to loops in M . We
begin with a brief digression on the classical observables, introducing later the BV
superversion of these. We then prove that such functionals are observables in BV
framework, although we have to restrict to a particular class of loops, in order to avoid
problems with the BV Laplacian.
4.1 Classical observables
Before going into the details concerning generalized Wilson loops, it is better to have
a glimpse of the classical observables for BF theories related to loops in M .
We start by considering TrρH(A)|10, where by H(A)|10 we denote here the inverse
of the holonomy w.r.t. the connection A viewed as a G-valued function on LM ; we
refer to Section 2.3.
Taking a representation (ρ, V ), we get an Aut V -valued function, which under the
trace yields then an ordinary function. This function depends also on the choice of a
connection A, but its very definition implies that it is invariant w.r.t. the action of the
gauge group G on the space A of connections on P , so it defines a function onA/G ×
LM (A/G denotes the coarse moduli space of G-connections on the principal bundle
P ). We notice that in a local trivialization, the inverse of the holonomy possesses a
representation in terms of a formal series of iterated integrals. Finally, if P is trivial,
the holonomy becomes a function on LM with values in G, and so also its inverse.
Next, we define
hn,ρ(A,B) := Trρ
{
pin∗
[
B̂1,n ∧ · · · ∧ B̂n,n
]
H(A)|10
}
, (4.1.1)
where the notations are borrowed from Section 2.3.
From now on, we will omit the wedge product between forms. We notice that we
have already omitted to write the representation ρ before all forms in the definition of
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B̂i; for all i, B̂i,n is a form on LM ×4n with values in End(V ). It follows from the
definition that hn,ρ(A,B), for all n, is a differential form of degree (m− 3)n on LM .
Proposition 4.1.1. IfA andB be on shell forBF theories, hn,ρ(A,B) is a closed form
for m odd and for all n, while for m even and greater than 4, the h2k+1,ρ(A,B)’s are
closed.
Proof (sketch). Since FA = 0 and dAB = 0, as a consequence of Theorem 2.3.3 the
following identities hold:
dpi∗1 ev(0)∗AB̂ = d̂AB = 0, ∀i;
dev(0)∗AH(A)|
1
0 = 0
as a consequence of 2.1.25. The cyclicity of Trρ implies Trρ dev(0)∗A = dTrρ.
In order to compute dhn,ρ, we have to apply the generalized Stokes Theorem
(2.2.2). As we have already discussed, the boundary of the n-simplex decomposes
as the union of n + 1 (n − 1)-simplices (the so-called faces of the n-simplex), cor-
responding to the collapse of successive points and two other faces, where the first
point becomes 0, resp. where the last becomes 1. The faces describing the collapse
of two consecutive points contribute to the exterior derivative trivially, because they
yield terms containing B̂2i,n, which vanish for dimensional reasons. The remaining
two faces give the following contributions
− (−1)m(n−1) Trρ
{
ev(0)∗Bpin−1∗
[
B̂1,n−1 . . . B̂n−1,n−1
]
H(A)|10
}
+ (−1)n+1Trρ
{
pin−1∗
[
B̂1,n−1 . . . B̂n−1,n−1
]
H(A)|10 ev(0)
∗B
}
;
again, for m = dimM odd, the cyclicity of Trρ implies that these terms cancel each
other. This also works for m even, in case n is odd.
On the other hand, when both m and n are even, these two terms have the same
sign, and therefore they do not cancel each other.
Similar computations show that the hn,ρ(A,B)’s are observables on shell and mod-
ulo exact terms, either if m is odd and greater than 5 or if m is even and greater than 4
but n is odd.
The advantage of the BV formalism in the study of BF theories is that it allows
to deal with observables which are BRST closed only on shell, upon extending them
suitably. This will be explained in the next sections.
4.2 Generalized Wilson loops in odd dimensions
In this section we display some observables for odd-dimensionalBF theories which in
some sense generalize the classical observables (4.1.1), i.e. the iterated-integral ex-
pansions of Wilson loops. In the first subsection we construct a flat invariant ob-
servable (see Definition 3.3.7 on page 116) S3 which represents a sort of “cosmo-
logical term” (although it does not have the correct ghost number, except for the case
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dimM = 3). We next define in subsection 4.2.2 a “generalized holonomy” constructed
via iterated integrals by means of A and B, and we show that it defines a cohomology
class w.r.t. the super BV coboundary operator twisted with S3 which takes values in
H∗(Imbf(S
1,M)). From this we then derive a true BV observable.
4.2.1 The “cosmological term”
We define the local functional
S3 :=
1
6
∫
M
〈〈B ; [[B ;B]] 〉〉
which is an element of SA,B(R) of total degree 2m − 6. We want to show that S3 is
a flat invariant observable in the sense of definition 3.3.7. This is expressed by the
following
Lemma 4.2.1.
δS3 = 0, (4.2.1)
∆S3 = 0, (4.2.2)
((S3 ; S3 )) = 0. (4.2.3)
Proof. First of all, we write down the left partial derivatives of S3:
−→
∂ S3
∂a
= 0,
−→
∂ S3
∂B
=
1
2
[[B ;B]].
With the help of (3.4.2) and by the definition of the super BV antibracket, we get
δS3 = ((S ; S3 )) =
1
2
∫
M
〈〈dAB ; [[B ;B]] 〉〉 ;
By the invariance of 〈 , 〉 it follows
1
2
∫
M
〈〈dAB ; [[B ;B]] 〉〉 =
1
6
∫
M
d 〈〈B ; [[B ;B]] 〉〉 = 0
by Stokes’ theorem. So we have proved (4.2.1).
Eqns. (4.2.2) and (4.2.3) follow from the definitions of the super BV antibracket
and of the super BV Laplacian ∆ and from the fact that S3 depends only on B.
It follows from Lemma 3.3.8 that not only S3 but any of its multiples is a flat
observable. So we introduce the “cosmological constant” κ and consider a twisting by
κ2S3 (the reason for putting κ2 instead of κ will be clear in the next subsection). We
then define
δκ2 := δ + κ
2 ((S3 ; )) .
and, again by Lemma 3.3.8, δκ2 is an odd differential for any κ. Its action on the
fundamental superfields is easily computed:
δκ2a = −FA −
κ2
2
[[B ;B]], δκ2B = −dAB. (4.2.4)
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4.2.2 The generalized Wilson loop in the BV superformalism
We want to define an object that generalizes the observable introduced in [15] for the
3-dimensional BF theory with cosmological term. We shall realize this proposal by
introducing the new superform
Cκ := a+ κB.
Observe that Cκ is not a homogeneous element in SA,B(M, adP )w.r.t. the total degree,
but it is homogeneous of degree one with respect to its reduction modulo 2. By recalling
(4.2.4), it is easy to see that
δκ2Cκ = −dA0Cκ −
1
2
[[Cκ ;Cκ]].
The previous equation suggests that we may interpret the superform Cκ as a “variation”
of the flat connection A0, and therefore δκ2Cκ can be interpreted as its curvature.
Observe that, since Cκ is of odd degree, all formulae of Appendix 2.3 are basically the
same as if Cκ were an ordinary variation of A0. We exploit then this analogy to define
the n-th iterated integral of Cκ as
pin∗
(
Ĉκ1,n · · · Ĉκn,n
)
H(A0)|
1
0.
We refer from now on to Appendix 2.3 for the main notations (simplices, evaluation
maps, etc.). We recall the definition of Ĉκ: We have written
Ĉκ := H(A)|
•
0 ev
∗
1 Cκ (H(A)|
•
0)
−1
,
and Ĉκi,n := pi∗i,nĈκ. We have suppressed ρ before all Ĉκ’s in the above product;
the forms considered in the n-th iterated integral take values in the associative algebra
End(V ). We then define the generalized holonomy of Cκ from 0 to 1 via the path-
ordered exponential
Hol(Cκ) := H(A0)|
1
0 +
∑
n≥1
pin∗
(
Ĉκ1,n · · · Ĉκn,n
)
H(A0)|
1
0;
it defines an element in SA,B(LM,End(V )), and since dim4n = n, it follows that
it has even total degree. We now pick a finite-dimensional representation ρ and define
the generalized Wilson loop
Hρ(κ;A,B) = TrρHol(Cκ). (4.2.5)
From the previous considerations, it is an element of SA,B(LM,R), with even total
degree. We are now ready to state the main Theorem of this Section.
Theorem 4.2.2. The generalized Wilson loop is (δκ2 + d)-closed:
(δκ2 + d)Hρ(κ;A,B) = 0.
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Proof. By above reasonings, we can consider Cκ as a variation of the (flat) connection
A0. The cyclicity of the trace allows to replace the exterior derivative by the covariant
derivative dev(0)∗A0 . Hol(Cκ) has the same form as H(A+ a)|10 of Section 2.3, where
we have set A0 = A, and we have replaced a by Cκ and the wedge product by the
dot product. Accordingly to the sign rules for the dot product and repeating almost
verbatim the arguments used in the proof of Theorem 2.3.3, we get
dHρ(κ;A,B) =
∑
m≥1
m∑
i=1
(−1)m+iTrρ
{
pim∗
[
Ĉκ1,m · · ·
(
δ̂κ2Cκ
)
i,m
· · ·
· · · Ĉκm,m
]
H(A0)|
1
0
}
.
Recalling Lemma 3.3.4, 3.3.3 and 3.3.6 and the Leibnitz rule, it is then not difficult to
verify that
δκ2Hρ(κ;A,B) =
∑
m≥1
m∑
i=1
(−1)m+i+1Trρ
{
pim∗
[
Ĉκ1,m · · · ̂(δκ2Cκ)i,m · · ·
· · · Ĉκm,m
]
H(A0)|
1
0
}
.
which yields the desired identity.
We would like a stronger assertion than what we proved in the above Theorem;
namely, thatHρ is (−i}∆+ δκ2 + d)-closed. So we need
∆Hρ(κ;A,B) = 0.
If a loop has transversal self-intersections, the above identity is certainly false since on
the two intersecting strands appear complementary components of a field and its anti-
field. If the loop has non-transversal intersections or cusps, it is not even clear what the
action of the BV Laplacian should be. However, even restricting to imbeddings might
not be enough since in the computation of the BV Laplacian there are ill-defined terms
coming from subsequent fields in the iterated integrals as the evaluation points come
together. To establish the validity of the above identity, we can choose the following
Regularization procedure. We only consider elements of Imbf(S1,M), the space
of framed imbeddings of S1 into M . For each element we then consider a tubular
neighborhood of the imbedding and use the framing to select a companion imbedding
on the boundary. Finally we put each component of A appearing in the iterated integrals
on the imbedding and each component of B on its companion (following a procedure
introduced in [18]).
Since the cosmological term is a flat invariant observable we then obtain, under the
above assumption, the following
Corollary 4.2.3.
(Ω+ d)
[
exp
(
i
}
κ2S3
)
Hρ(κ;A,B)
]
= 0.
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As a consequence, the d-cohomology class of the above functional are BV observ-
ables. This implies Theorem 2 of [20], which states that the above functional defines
an H∗(Imbf(S
1,M))-valued BV observable.
Remark 4.2.4. We notice that the v.e.v.s of the generalized Wilson loops together with
the cubic cosmological term do not depend on the representative of flat connection
A0. Let g ∈ G be a gauge transformation, viewed as a section of AdP . Then, by
Lemma 2.1.15, H(A0)|t2t1 is sent to g−1(γ(t1))H(A0)|
t2
t1g(γ(t2)). This implies that
the superfields a and B in the generalized Wilson loops are acted upon by Adg (this
is a consequence of the definition of the generalized Wilson loops and of the cyclicity
of the trace). This can be compensated by a change of variables in the functional
integral, whose formal measure is constructed upon using the bilinear form 〈 , 〉 and
hence formally Ad-invariant. Therefore, the v.e.v.s of the generalized Wilson loops are
functions on the moduli space of flat connections.
4.3 Other loop observables in odd dimensions
We now generalize the ideas of the previous Section along two directions: i) consider
variations of the connection which are not necessarily of odd degree; ii) introduce
interaction terms with higher powers of B. Both generalizations require the following
Assumption 4. Throughout this section we work with a Lie algebra g, coming from
an associative algebra endowed with a trace Tr (e.g., we may take g = gl(N) with the
usual trace of matrices). Furthermore, we define the ad-invariant symmetric bilinear
form 〈 η , ξ 〉 on g by Tr ηξ and assume that it is nondegenerate (as required by As-
sumption 3). Finally, we will only consider representations ρ of g as an associative
algebra.
4.3.1 Higher-order B-interactions
We define, for k ∈ N, the following even element of SA,B:
O2k+1 =
1
2k + 1
∫
M
TrB2k+1.
Observe that even powers of B would vanish by the cyclicity of the trace
Lemma 4.3.1. The following identities hold for the functional O2k+1:
δO2k+1 = 0, ∀k ∈ N (4.3.1)
∆O2k+1 = 0, ∀k ∈ N (4.3.2)
((O2k+1 ; O2l+1 )) = 0, ∀k, l ∈ N. (4.3.3)
It follows in particular that, ∀k ∈ N, the functionalO2k+1 is a flat invariant observable
(see subsection 3.3.4).
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Proof. From the definition of the super BV antibracket, we get
((S ; O2k+1 )) =
∫
M
Tr
[
dAB · B
2k
]
=
1
2k + 1
∫
M
dTrB2k+1 = 0.
(4.3.2) and (4.3.3) follow respectively from the definition of the BV Laplacian and of
the super BV antibracket, and from the fact that the functionals O2k+1 do not depend
on a.
Let us now choose n ∈ N and a sequence of real numbersµ = µ(λ) = {µ2, µ4, . . . , µ4n+2}.
Then we define the following even element of SA,B(R):
Oµ :=
2n+1∑
k=1
µ2k O2k+1 .
From the Lemma it follows that Oµ is a flat invariant observable for any µ. So, as in
subsection 3.3.4, we can introduce the following odd differential:
δµ = δ +
2n+1∑
k=1
µ2k∂O2k+1 .
Its action on the fundamental superfields is easily computed:
δµa = −FA −
2n+1∑
k=1
µ2kB
2k, δµB = −dAB. (4.3.4)
4.3.2 Extended generalized Wilson loops
Let λ := {λ1, λ3, . . . , λ2n+1} be another sequence of real numbers with the same n as
above. We then define the odd superform
Cλ := a+
n∑
k=0
λ2k+1B
2k+1.
If the sequences µ and λ are related by
µ2k :=
∑
0≤i,j≤n
i+j=k−1
λ2i+1λ2j+1, (4.3.5)
then (4.3.4) implies
δµ Cλ = −dA0 Cλ−
1
2
[[Cλ ;Cλ]].
The above expression has again the form of a curvature; we can therefore view the
superform Cλ as a variation of the connection A0. So, analogously to what we did in
subsection 4.2.2, we define the path-ordered integral
Hol(Cλ) = H(A0)|
1
0 +
∑
m≥1
pim∗
(
Ĉλ1,m · · · Ĉλm,m
)
H(A0)|
1
0.
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We next define accordingly
Hρ(λ;A,B) := TrρHol(Cλ).
Repeating the arguments used in the proof of (4.2.2), we can state the following
Theorem 4.3.2. If µ and λ are related by (4.3.5), then
(δµ + d)Hρ(λ;A,B) = 0.
Since Oµ is a flat invariant observable, this implies the following
Corollary 4.3.3. With the same hypothesis as above and with the regularization pro-
cedure defined on page 138, we obtain
(Ω+ d)
[
exp
(
i
}
Oµ
)
Hρ(λ;A,B)
]
= 0.
Again this implies that the d-cohomology class of the above functional is a BV
observable; from this Theorem 4 of [20] follows.
Remark 4.3.4. The same reasonings sketched in Remark 4.2.4 do hold in this case as
well; therefore, we may conclude that the v.e.v.s of the generalized Wilson loops with
higher-order B-interactions depend only the class [A0] in {A ∈ A : FA = 0} /G.
4.4 The even-dimensional case
We now turn to the problem of defining generalized Wilson loop observables for the
case dimM even. Observe that in even-dimensional BF theories B has even total
degree; so [[B ;B]] = 0. This implies that it is not possible to define a generalized
cosmological term as in Section 4.2 because we cannot anymore rely on the dot Lie
bracket to construct this functional. Therefore, in order to define products of B with
itself (either cubic or not) we must do as in the preceding subsection and, in particular,
we need Assumption 4 on page 139.
4.4.1 B-interactions
For a given k > 1 we define the following even element of SA,B:
Ok =
1
k
∫
M
TrBk.
We now state the following
Lemma 4.4.1. The functionals Ok satisfy the identities
δOk = 0, ∀k > 1, (4.4.1)
∆Ok = 0, ∀k > 1, (4.4.2)
((Ok ; Ol )) = 0, ∀k, l > 1. (4.4.3)
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Proof. By definition of the super BV antibracket, we can write
1
k
δ
∫
M
TrBk =
∫
M
Tr
[
dAB · B
k−1
]
=
1
k
∫
M
dTrBk = 0.
(4.4.2) and (4.4.3) are consequences of the fact that the sfOks do not depend on a and
of the definitions of the super BV antibracket and of the super BV Laplacian.
Again it follows that each linear combination of Oks is a flat invariant observable
(see subsection 3.3.4). So, for a given positive integer n, we take a sequence of real
numbers µ := {µ2, µ3, . . . , µ2n} and define
Oµ =
2n∑
i=2
µiOi+1.
Therefore, Lemma 3.3.8 implies that
δµ := δ + ∂µ := δ +
2n∑
i=2
µi ((Oi+1 ; ))
is an odd differential for any sequence µ. Moreover we have
δµa = FA +
2n∑
i=2
µiB
i, δµB = dAB, (4.4.4)
using once again arguments similar to those introduced in the proof of (3.4.4) and
(3.4.5).
4.4.2 The generalized Wilson loop
For the same n as above, we consider a sequence λ = {λ1, . . . , λn} so that
µi :=
∑
1≤k,l≤n
k+l=i
λkλl (4.4.5)
for the previously introduced subsequence µ. Then we define
Bλ =
n∑
i=1
λiB
i.
From (4.4.4) it follows that
∂µa = Bλ · Bλ, ∂µBλ = 0. (4.4.6)
Then, in analogy with the superform Ĉλ of the previous subsection, we define
B̂λ := H(A0)|
•
0 ev
∗
1 Bλ (H(A0)|
•
0)
−1
, â := H(A0)|
•
0 ev
∗
1 a (H(A0)|
•
0)
−1
,
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and, accordingly with the notations of Section 2.3, B̂λi,n and âi,n, which we will write
as B̂λti and âti . We then define
hm,ρ(λ;A,B) := Trρ pim∗
[
H(â)|t10 · B̂λt1 ·H(â)|
t2
t1 · · · B̂λtm ·H(â)|
1
tm
]
H(A0)|
1
0,
where we have written
• H(â)|t10 := pi
∗
1,mH(A0 + a)|
•
0;
• H(â)|1tm := pi
∗
m,mH(A0 + a)|
1
•;
• H(â)|
ti+1
ti := pi
∗
i,i+1,mH(A0 + a)|
•
•,
using the notations of Remark 2.3.2, where we have set again A0 = A, and we
have replaced a by a and wedge products by dot products; pii,i,+1,m(γ; t1, . . . , tm) :=
(γ; ti, ti+1), for i ∈ {1, . . . ,m− 1}. We finally define
H
o
ρ(λ;A,B) =
∞∑
m=0
h2m+1,ρ(λ;A,B).
We can now state the main theorem of this subsection
Theorem 4.4.2. The following identity holds:
(d− δµ)H
o
ρ(λ;A,B) = 0.
Proof. We begin by computing the exterior derivative of one of the factors of the above
sum. With the help of the generalized Stokes Theorem we obtain
dh2m+1,ρ(λ;A,B) = Trρ(−1)
2m+1pi2m+1∗
{
dpi∗2m+1 ev(0)∗A0
[
H(â)|t10 · B̂λt1 · · ·
]}
+
+Trρ(−1)
2mpi∂2m+1∗
[
H(â)|t10 · B̂λt1 · · ·
]
(4.4.7)
We consider the first term on the right-hand side of (4.4.7); the Leibnitz rule for the dot
product implies
dpi∗2m+1 ev(0)∗A0
[
H(â)|t10 · B̂λt1 · · ·
]
=
2m+1∑
i=1
H(â)|t10 · B̂λt1 · · ·
dpi∗2m+1 ev(0)∗A0
[
H(â)|titi−1 B̂λti
]
· · ·+
+H(â)|t10 · · · B̂λt2m+1 · dpi∗2m+1 ev(0)∗A0 H(â)|
1
t2m+1 .
We recall that dev(0)∗A0 H(A0)|10 = 0 by (2.1.22).
We compute the following expression
dpi∗2m+1 ev(0)∗A0
[
H(â)|titi−1 B̂λti
]
=
[
dpi∗2m+1 ev(0)∗A0 H(â)|
ti
ti−1
]
· B̂λti+
+H(â)|titi−1 · dpi∗2m+1 ev(0)∗A0B̂λti ;
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For the second term on the right-hand side of the above equation, we obtain, repeating
(almost) the same arguments used in the proof of Theorem 2.3.3, H(â)|titi−1 · d̂A0Bλti ;
for the first term, we obtain analogously[
δH(â)|titi−1 − âti−1 · H(â)|
ti
ti−1 +H(â)|
ti
ti−1 · âti
]
· B̂λti .
Summing up all these contributions with the right signs and using repeatedly (2.2.2),
we obtain, for the first term on the right-hand side of (4.4.7), the result
− ev(0)∗a · pi2m+1∗
[
H(â)|t10 · B̂λt1 · · ·
]
− pi2m+1∗
[
H(â)|t10 · B̂λt1 · · ·
]
· ev(0)∗a
+ δ
{
pi2m+1∗
[
H(â)|t10 · B̂λt1 · · ·
]}
.
By the invariance of Trρ, and since a and pi2m+1∗
[
H(â)|t10 · B̂λt1 · · ·
]
have odd total
degree, we get
(−1)2m+1Trρ pi2m+1∗
{
dpi∗2m+1 ev(0)∗A0
[
H(â)|t10 ·B̂λt1 · · ·
]}
= δ
{
Trρ
[
H(a)|t10 ·B̂λt1 · · ·
]}
.
We now consider the second term on the right hand side of (4.4.7). We recall first
the orientation choices for the m-simplex made in Section 2.3; with these in mind we
obtain (once again with the same arguments of the proof of Theorem 2.3.3)
− Trρ ev(0)
∗
Bλ ·
{
pi2m∗
[
H(â)|ti0 · B̂t1 · · ·
]}
+
+Trρ
{
pi2m∗
[
H(â)|t10 · B̂λt1 · · ·
]
· ev(0)∗Bλ
}
+
+
2m∑
j=1
(−1)2m+j+1Trρ pi2m∗
[
H(â)|t10 · B̂t1 · · ·
̂(Bλ · Bλ)ti · · ·
]
. (4.4.8)
Since the trace is cyclic in the arguments and Bλ has even total degree, the first two
terms in the above expression cancel each other.
In summary, we have obtained
(−1)2m Trρ pi∂2m+1∗
[
H(â)|t10 · B̂λt1 · · ·
]
=
=
2m∑
j=1
(−1)2m+j+1 Trρ pi2m∗
[
H(â)|t10 · · ·
̂(Bλ · Bλ)ti · · ·
]
.
Recalling formulae (4.4.6), we apply ∂µ to H(â)|ti+1ti . Repeating (almost) verbatim
the arguments in the proof of Theorem 2.3.3, we obtain
∂µ H(â)|
ti+1
ti = −
∫
ti≤t≤ti+1
H(â)|tti ·
̂(Bλ · Bλ)t · H(â)|
ti+1
t ,
with the same unifying notation of Remark 2.3.5.
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We notice the following commutative square
LM ×4n+1
pii−1,i,i+1,n+1
−−−−−−−−−→ LM ×43
pibi,n+1
y ypib2,3
LM ×4n
pii−1,i,n
−−−−−→ LM ×42,
(4.4.9)
where pibi,n+1 (γ; t1, . . . , tn+1) : =
(
γ; t1, . . . , t̂i, . . . , tn+1
)
and pii−1,i,i+1,n+1 (γ; t1, . . . , tn+1) : =
(γ; ti−1, ti, ti+1). We have borrowed notations from Section 2.3.
We make also use of the following identity, which is a consequence of Fubini’s
Theorem and of our orientation conventions for the n-simplex4n:
pin+1∗ = (−1)
i−1pin∗ ◦ pibi,n∗, (4.4.10)
where pibi,n (γ; t1, . . . , tn+1) : =
(
γ; t1, . . . , t̂i, . . . , tn+1
)
, where the hat means that
the coordinate ti has to be omitted; clearly, ti−1 ≤ ti ≤ ti+1.
Using equation (4.4.10), Lemma 2.2.1 and equations (2.2.2), along with the com-
mutative square (4.4.9), we get the following result:
∂µh2m−1,ρ(λ;A,B) =
2m∑
k=1
(−1)2m+k+1Trρ pi2m∗
[
H(â)|t10 · B̂λt1 · · ·
̂(Bλ · Bλ)tk · · ·
]
= (−1)2mTrρ pi∂2m+1∗
[
H(â)|t10 · B̂λt1 · · ·
]
;
so the claim follows.
Remark 4.4.3. Observe that the statement of Theorem 4.4.2 does not extend to h2i,ρ.
The problem in this case arises in (4.4.8) in which the first two terms sum up instead of
canceling each other. This reflects what was already noted in subsection 4.1 about the
classical versions of these observables in even dimensions.
Since Oµ is a flat invariant observable, the results of subsection 3.3.4 together with
Theorem 4.4.2 imply
Corollary 4.4.4. If µ and λ are related by (4.4.5), then
(Ω− d)
[
exp
(
i
}
Oµ
)
H
o
ρ(λ;A,B)
]
= 0, (4.4.11)
under the assumptions of the regularization procedure on page 138.
We notice that this implies Theorem 3 and Theorem 4 (for M even-dimensional)
of [20].
Remark 4.4.5. Let us finally note that, following the same arguments sketched in Re-
mark 4.2.4, we may prove that the v.e.v.s ofHoρ(λ;A,B) together with (the exponential
of) the polynomial B-terms depend only on the G-equivalence class of the flat connec-
tion A0.
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4.4.3 The ∆BV -exactness of the polynomial observables
We end with a digression devoted to proving the identity
On = ∆BV
(
1
n
On s
)
, (4.4.12)
where we have used the following notation:
s :=
∫
M
〈〈 a ; B 〉〉 .
Of course, the functional s depends implicitly on a chosen background flat connec-
tion A0, because the superfield a is seen as a supervariation of the superconnection A,
constructed via A0; we do not indicate the dependence onA0 in order to avoid cumber-
some notation. It is immediate to verify that s is an element of S of ghost number−1.
The validity of (4.4.12) relies on the important identity satisfied by the BV antibracket
and by the BV Laplacian, namely the failure of the BV Laplacian ∆BV to satisfy the
Leibnitz rule (3.2.6). We already know that, for all n, ∫M TrBn is ∆BV -closed (since
it does depend only on B). We want to prove separately the following identities:
(On , s ) = nOn, ∆BV s = 0. (4.4.13)
If we assume the validity of the two previous identities, we can then derive (4.4.12)
from (3.2.6). We begin with the first identity:
Theorem 4.4.6. The following identity holds
(On , s ) = nOn (4.4.14)
for all n ∈ N.
Proof. Since On does not depend on a, we have
(On , s ) = ((On ; s )) =
∫
M
〈〈
On
←−
∂
∂B
;
−→
∂ s
∂a
〉〉
.
We compute the right super functional derivative of s w.r.t. a getting
−→
∂ s
∂a
= B.
The left super functional derivative w.r.t. B of On reads
On
←−
∂
∂B
= Bn−1.
So it follows by∫
M
〈〈
On
←−
∂
∂B
;
−→
∂ s
∂a
〉〉
=
∫
M
〈〈
B
n−1 ; B
〉〉
=
∫
M
TrBn−1 · B =
∫
M
TrBn,
that the claim is true.
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We want now to prove the second identity in (4.4.13). Since 〈 , 〉 is nondegenerate
by assumption, we can find a basis ei of g, i = 1, . . . ,dim g satisfying 〈 ei , ej 〉 =
δijσi, where σi = ±1. We can then write
φα = φαiei, φ
∗
α = φ
j∗
α ej ,
where the coefficients φαi and φi∗α are forms on M (of course, sum over repeated in-
dices is understood here). By recalling the formulae defining the Hodge dual antifields
and the definition of 〈〈 ; 〉〉 for forms with ghost number, we may write, despite of the
dimension of M ,
s = −( c∗ , c )Hodge − ( a
∗ , a )Hodge + (B
∗ , B )Hodge +
m−2∑
k=1
( τ∗k , τk )Hodge =
=
dimg∑
i=1
σi
[
−( c∗i , ci )Hodge − ( a
∗
i , ai )Hodge + (B
∗
i , Bi )Hodge +
m−2∑
k=1
( τ∗i , τi )Hodge
]
,
where ( , )Hodge is defined in (3.4.9). We now apply the BV Laplacian to the above
expression, and we get the following result
∆BV s =
dimg∑
i=1
σiC
[(
m
m
)
−
(
m
m− 1
)
+
(
m
m− 2
)
− · · ·+ (−1)l
(
m
m− l
)
+ . . .
]
=
=
dimg∑
i=1
σiC (1− 1)
m
= 0,
where C is an infinite constant (in fact, it is the Dirac δ distribution evaluated in 0,
multiplied by the volume of the manifold M ). This argument is very similar to that
used in the proof of the ∆BV -closedness of the BV action for canonical BF theories
(see subsection 3.4.3). The binomial coefficients take into account the number of com-
ponents of φαi (recall that they are forms on M ), while the signs come from the ghost
numbers of the fields. In an appropriate regularization procedure the above expression
vanishes. So the claim follows.
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Chapter 5
An observable for BF theories
related to imbeddings of
codimension 2
We define in this chapter an observable related to imbeddings of codimension 2 into
a general compact, closed, oriented smooth manifold M , or into Rm, in the setting of
canonical BF theories (we refer to Subsection 3.4.3 for more details). First, we define
the observable through a the partition function of a special action, the I action, and we
show, at a formal level, that it is indeed gauge-invariant and homotopy-invariant. The
next step is to give a precise meaning to the functional integral; this can be done via
perturbative expansion. To perform a perturbative expansion of the functional integral
corresponding to the I action, we have in general to resort to the BV formalism, since
there are reducible symmetries to be fixed, as we will see later in details. Finally,
after having written the perturbative expansion explicitly, we give expressions for the
BV superversion of the partition function of the I action in the setting of super BV
formalism for canonical BF theories.
5.1 The I action related to imbeddings of codimension
2
From now on, M will denote an oriented, compact, closed manifold of dimension m.
Definition 5.1.1. An imbedding f of codimension 2 intoM is a smooth, injective map
from Sm−2 into M , such that, at any point in Sm−2, the tangent map of f is injective.
In particular, we will be interested in imbeddings of codimension 2 into Rm, which
is clearly not a compact, closed manifold; in this case, there are some modifications to
be made.
It is a well-known fact Rm is diffeomorphic to the m-dimensional sphere Sm with
a point removed (Sm may be seen as a “one-point-compactification” of Rm, and the
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added point is viewed as the point at infinity and is accordingly denoted as∞); anal-
ogously, we may also view Sm−2 as the one-point-compactification of Rm−2 and the
added point will be also denoted by∞. The action of the group Diff(Sm) (which con-
tains SO(m+1)) allows to deform a given imbedding of Sm−2 into Sm (a knot in Sm)
to a base-point-preserving imbedding (base-point-preserving means that it maps∞ to
∞); moreover, again by the action of Diff (Sm), it is possible to deform the base-point-
preserving imbedding such that the tangent maps in a neighbourhood of ∞ ∈ Sm−2
take all a given shape. Therefore, it makes sense to consider long knots in the sense
of definition (2.4.17). We will mostly consider long knots in Rm since, by the above
reasonings, invariants of long knots are also invariants of higher-dimensional knots in
Rm (i.e. imbeddings of Sm−2 into Rm).
5.1.1 The I-action
The aim of this section is to construct an observable related to imbeddings of codi-
mension 2 into M (oriented, compact, closed) or into Rm. The first step is to define
a functional SI depending on the classical fields of canonical BF theories and on
imbeddings of codimension 2, which is a function of two additional fields α and β; this
functional represents an action, and the observable we are looking will be defined as its
partition function w.r.t. α and β. Of course, the partition function of a given action is
represented as a functional integral, which is a mathematically ill-defined quantity, as
we lack yet of sufficient notions on integration on infinite-dimensional spaces. How-
ever, as we will see, it is possible to evaluate such an integral by means of perturbative
expansion. By means of the BV formalism, we will evaluate explicitly the partition
function of SI , and we will then show that the result represents a BV observable, and
that the expectation value of this functional w.r.t. canonicalBF theories yield possible
invariants of imbeddings of codimension 2 in M or Rm.
First of all, we choose a particular imbedding f of codimension 2 into M . We
consider the pull-back of the principal bundle P w.r.t. f , which is also a principal
bundle over Sm−2:
f∗P
ef
−−−−→ P
epi
y ypi
Sm−2
f
−−−−→ M
.
In the above commutative square, we have written σ˜(x, p) := p and pi(x, p) := x. It is
well-known that there is a canonical vector bundle isomorphism ad f∗P ∼= f∗(adP ).
We denote byα, resp. β, a general section of ad f∗P , resp.
∧m−3
TSm−2⊗ad∗ (f∗P ).
We define the SI -action by the formula
SI = SI(A,B;α, β) :=
∫
Sm−2
〈α , df∗Aβ 〉+ 〈α , f
∗B 〉 ; (5.1.1)
here we have used the notation f∗A for the pull-back connection A w.r.t. the bundle
map f˜ .
If we consider long knots in Rm, the bundle P is then trivial; hence, any pull-back
bundle of P will also be trivial. Therefore, α will simply be a function on Rm−2 with
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values in g, while β is a form on Rm−2 with values in g∗ of degree m− 3. The action
SI takes then the same form as in (5.1.1).
5.1.2 Formal properties of the partition function of the SI action
In this subsection, we want to exploit some formal properties of the partition function
of the I action, in view of future applications.
Gauge-invariance of the partition function of the I action
We consider first the partition function of the sum of the BF action and of the I action:∫
DADBDαDβ exp
i
}
(SBF + SI) . (5.1.2)
We notice that the (formal) functional measure DαDβ on the space of sections of the
bundles f∗ (adP ) and
∧m−3
TSm−2⊗ f∗ (ad∗ P ) depends on the chosen imbedding
f , if the bundle P is nontrivial.
We want to examine more carefully the quantity (5.1.2). Since the pure BF action
does not depend neither on f nor on α or β, we may apply formally Fubini’s theorem,
and we may therefore rewrite the above functional integral in the form∫
DADB exp
i
}
SBF
(∫
DαDβ exp
i
}
SI
)
:=
∫
DADB exp
i
}
SBF TI ,
where we denote by TI the following functional integral
TI : =
∫
DαDβ exp
i
}
SI .
Thus, we may interpret the partition function of the BF + I-action (5.1.2) as the
unnormalized v.e.v. of the functional TI , which depends clearly only on A, B and the
imbedding σ.
First, we show that TI is invariant w.r.t. the classical symmetries of the canonical
BF action.
We take an element (g, τ1) of the symmetry group of canonical BF theories, i.e. g
is an element of G and τ1 is a form of degree m− 3 with values in ad∗ P . We denote
by g˜ the associated element of the restricted gauge group Aut (f∗P ) of f∗P defined
by the equation
g˜(x, p) := (x, g(p)).
Equivalently, g˜ is characterized by the commutative diagram
f∗P
ef
−−−−→ P
eg
y yg
f ∗ P
ef
−−−−→ P
. (5.1.3)
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(Clearly, g˜ induces a section of the associated bundle Ad f∗P , which we denote by the
same symbol.)
We let (g, τ1) act on (A,B) in the I action
SI(A
g,Ad∗(g−1)B + dAgτ1;α, β) =
=
∫
Sm−2
〈
α , def∗(Ag)β + f∗(
[
Ad∗(g−1)B + dAgτ1
] 〉
.
(5.1.4)
We state the following facts (which are all easy to prove):
• df∗(Ag)β = Ad
∗(g˜−1) [df∗A (Ad
∗(g˜)β)], by the definition of the action of G on
A and on Ω∗(M, adP ) and by (5.1.3).
• f∗
[
Ad∗(g−1)B
]
= Ad∗(g˜−1)f∗B, again by (5.1.3) and by the definition of the
action of the gauge group on Ω∗(M, adP ).
• f∗ (dAgτ1) = Ad
∗(g˜−1)
[
dgf∗A (Ad∗(g˜)f ∗ τ1)
]
, by the same arguments used
in the two preceding cases.
(It is not difficult to see that all these equalities hold also when we consider Rm−2
instead of Sm−2 and forms on Rm−2 with values in trivial bundles.)
Putting these identities in the expression on the right-hand side of (5.1.4), we get
SI(A
g,Ad∗(g−1)B + dAgτ1;α, β) =
=
∫
Sm−2
〈
α , Ad(g˜−1)
{
def∗A [Ad∗(g˜) (β + f∗τ1)] + f∗B
}〉
=
=
∫
Sm−2
〈
Ad(g˜)α , def∗A [Ad∗(g˜) (β + f∗τ1)] + f∗B
〉
.
We notice that there is a left action of the semidirect productGoAd∗Ωm−3(M, ad∗ P )
(with multiplication given by the rule (g, σ)(h, τ) := (gh,Ad∗(h−1)σ + τ)) on the
space of sections of the bundles f ∗ (adP ) and
∧m−3TSm−2 ⊗ f ∗ (ad∗ P ):
(g, τ)(α, β) := (Ad(g˜)α; Ad∗(g˜) (β + σ∗τ)).
(More precisely, there is a left action of the semidirect productΓ (Sm−2,Ad f∗P )oAd∗
Ωm−3
(
Sm−2, ad∗ (f∗P )
)
on Ω0
(
Sm−2, ad f∗P
)
×Ωm−3
(
Sm−2, ad∗ (f∗P )
)
. The
action described above is just the restriction of the latter one to the set GoAd∗Ωm−3(M, ad∗ P ),
which via f embeds as a subgroup, since g˜h˜ = g˜h by definition and since we take re-
strictions on Sm−2 via pull-backs.
Of course, all this hold also when we replace Sm−2 by Rm−2 and all forms on
Sm−2 by forms on Rm−2 with values in trivial bundles.)
Summarizing all these results, if we change (A,B) by a transformation (g, τ1), the
I action changes in the way described by the formula
SI(A
g,Ad∗(g−1)B + dAgτ1;α, β) = SI(A,B; Ad(g˜)α,Ad
∗(g˜) (β + f∗τ1)).
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By the very definition of TI , we obtain
TI(A
g ,Ad∗(g−1)B + dAgτ1) =
=
∫
DαDβ exp
i
}
SI(A
g,Ad∗(g−1)B + dAgτ1;α, β) =
=
∫
DαDβ exp
i
}
SI(A,B; Ad(g˜)α,Ad
∗(g˜) (β + f∗τ1)).
If we choose the functional measure DαDβ to be Ad⊕Ad∗-invariant, the coordinate
transformation (g˜, σ∗τ1) is formally volume-preserving; in fact, we may construct the
measure via the Ad⊕Ad∗-invariant duality.
So, the formal Ad⊕Ad∗-invariance and the obvious translation-invariance of the
formal measure DαDβ ensure∫
DαDβ exp
i
}
SI(A,B; Ad(g˜)α,Ad
∗(g˜) (β + f∗τ1)) =
=
∫
DαDβ exp
i
}
SI(A,B;α, β).
We finally get TI(Ag,Ad∗(g−1)B + dAgτ1) = TI(A,B); hence, TI is a classical
observable at a formal level.
5.1.3 Formal isotopy invariance of TI
In order to simplify the computations, we assume P to be trivial also in the case of a
compact manifold M . Since any pull-back of P is also trivial, α, resp. β, is a function
on Sm−2 with values in g, resp. a form on Sm−2 of degree m− 3 taking value in g∗;
the connection A can be written as the sum of the trivial connection A0 on P and of a
1-form a on M with values in g (choosing the trivialization x 7→ (x, e) of P , ,where
e is the identity if G, we may additionally set A0 = 0), and B is an m − 2-form on
M with values in g. By the triviality of P , f˜ = f × id, and therefore f∗A = f∗a.
(Obvious modifications have to be made when we consider Rm−2 instead of Sm−2.)
Until now, we have consideredα and β to be sections of f∗ adP and
∧m−3TSm−2⊗
ad∗ (f∗P ). When we consider isotopies of the imbedding f , the formal measure w.r.t.
α and β has to be modified according to the isotopies we consider: namely, isotopies
modify the bundle on which α and β are defined. It is well-known that, if f and f are
isotopic, the pull-back bundles f∗P and f∗P are isomorphic; nonetheless, the isomor-
phism relating α and β taking values on f∗ adP and
∧m−3
TSm−2⊗ f∗ (ad∗ P ) and
α and β taking values in f∗ adP and
∧m−3TSm−2⊗ f∗ (ad∗ P ) may take a compli-
cated form. Therefore, we assume P trivial in order to simplify the computations.
Diff(M)-invariance of TI
In this sububsection, we prove that the v.e.v. of TI (A,B) w.r.t. the BF action is in-
variant w.r.t. the action of Diff(M) on Imb
(
Sm−2,M
)
. In order to avoid cumbersome
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notations, we will simply write
〈TI〉BF : =
∫
DADB TI exp
i
}
SBF .
We want to show the following identity:
〈TI〉BF (ϕ ◦ f) = 〈TI〉BF (f) , ∀ϕ ∈ Diff(M), f ∈ Imb
(
Sm−2,M
)
.
We consider the observable TI (ϕ ◦ f); it takes the explicit form
TI (ϕ ◦ f) =
∫
DαDβ exp
i
}
SI(α, β;A,B;ϕ ◦ f),
where
SI (α, β;A,B;ϕ ◦ f) =
∫
Sm−2
〈
α , d(ϕ◦f)∗Aβ + (ϕ ◦ f)
∗
B
〉
=
=
∫
Sm−2
〈
α , df∗(ϕ∗A)β + f
∗ (ϕ∗B)
〉
=
= SI(α, β;ϕ
∗A,ϕ∗B; f).
It follows
TI (A,B;ϕ ◦ f) = TI (ϕ
∗A,ϕ∗B; f) .
Since the canonicalBF action is topological, it follows that
SBF (A,B) = SBF (ϕ
∗A,ϕ∗B) , ∀ϕ ∈ Diff(M).
Thus, we obtain
〈TI〉BF (ϕ ◦ f) =
∫
DADB TI (A,B;ϕ ◦ f) exp
i
}
SBF (A,B) =
=
∫
DADB TI (ϕ
∗A,ϕ∗B; f) exp
i
}
SBF (ϕ
∗A,ϕ∗B) .
The functional measure DADB is chosen to be formally invariant w.r.t. the action of
the group Diff(M). We finally get the result
〈TI〉BF (ϕ ◦ f) = 〈TI〉BF (f) , ∀ϕ ∈ Diff(M).
So, the claim follows.
There is also a right group action on the space on Imb
(
Sm−2,M
)
, namely the
action of the diffeomorphism group of the sphere Sm−2. We briefly comment how this
group affects the observable TI . Clearly, we want to characterize first the right action
of Diff(Sm−2) on the I action:
SI
(
A,B : α, β; f ◦ ψ−1
)
=
∫
Sm−2
〈
α , d(f◦ψ−1)∗Aβ +
(
f ◦ ψ−1
)∗
B
〉
=
=
∫
Sm−2
〈
α , d(ψ−1)∗f∗Aβ +
(
ψ−1
)∗
f∗B
〉
=
=
∫
Sm−2
〈ψ∗α , df∗Aψ
∗β + f∗B 〉 ,
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if ψ is an orientation-preserving diffeomorphism of Sm−2; otherwise, we have to take
into account an additional sign before SI , coming from the orientation of ψ. Therefore,
we get
SI
(
A,B;α, β; f ◦ ψ−1
)
= SI (A,B;ψ
∗α, ψ∗β; f) ,
for all orientation-preserving diffeomorphisms of Sm−2.
Hence, the action of the (infinite-dimensional) Lie-group of orientation-preserving
diffeomorphisms on SI may be reabsorbed in a transformation of the fields α and β.
Heuristically, the formal measureDαDβ in the observable TI should be invariant w.r.t.
diffeomorphisms of Sm−2. Hence, at a formal level, the observable TI is invariant w.r.t.
the action of Diff Sm−2.
We have therefore constructed a function 〈TI〉BF on the space Imb
(
Sm−2,M
)
,
which is invariant w.r.t. the action of Diff(M) and w.r.t. the action of orientation-
preserving diffeomorphisms of Sm−2.
We notice that the above computations also hold replacing Sm−2 by Rm−2 with
the obvious modifications.
We shall show in the next Subsubsection that this implies that TI is also isotopy
invariant.
Tubular neighbourhoods and extensions of vector fields
We consider an imbedding f . We may then identify in a natural way the tangent space
at f of Imb
(
Sm−2,M
)
with the space of sections of the pull-back bundle f∗TM :
TfImb
(
Sm−2,M
)
∼= Γ
(
Sm−2, f∗ TM
)
.
We take a vector field X ∈ Γ (TM). To X belongs a one-parameter family of diffeo-
morphisms of M , which we denote by φXt , t ∈ R. By acting on f ∈ Imb
(
Sm−2,M
)
by φt on the left, we get a curve in Imb
(
Sm−2,M
)
starting at f and ending at f1 :=
φ1 ◦ σ (provided the flow of X can be extended to 1). Analogously, a vector field Y
on Sm−2 generates a one-parameter group of diffeomorphisms of Sm−2, which we
denote by ψt, which induces in turn a curve in Imb
(
Sm−2,M
)
.
By definition, a continuous isotopy between two elements f and f of Imb
(
Sm−2,M
)
is a continuous map
F : Sm−2 × [0, 1]→ Sm−2,
(x, t) 7→ F (x, t) =: Ft(x),
such that F0 = f and F1 = f . For X as above, we take φX1 ◦ f =: f . Then F (x, t) :=[
φXt ◦ f
]
(x) is a smooth isotopy between f and f .
We construct an extension of vector fields on the sphere Sm−2 in a way compatible
with the restriction induced by a given imbedding f ∈ Imb
(
Sm−2,M
)
. A pivotal roˆle
is played by a tubular neighbourhood of the imbedding f .
Definition 5.1.2. We are given a higher-dimensional knot in Rm. A tubular neighbour-
hood of f consists of a pair (N , g), where N pi→ Sm−2 is a vector bundle over Sm−2,
and g is an imbedding fromN into M , enjoying the following properties:
• the image ofN w.r.t. g is an open neighbourhood of f
(
Sm−2
)
in M ;
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• If we denote by 0N the zero section of the bundleN , the following identity holds
g ◦ 0N = f.
We denote byNg the image ofN w.r.t. g.
The manifoldM is assumed to be compact and closed, or, if not, it is the Euclidean
m-dimensional space Rm. In both cases, let∇ be the Levi–Civita connection.
Given a smooth vector field X on the sphere Sm−2, our aim is to construct an
extension Y in the following sense: we want to construct a vector field Y on M , such
that the push-forward w.r.t. f of the restriction of Y to f
(
Sm−2
)
equals X .
We pick y ∈ Ng . There exists exactly one v ∈ N such that g(v) = y. We denote
by x the projection onto Sm−2 of v ∈ N . To v we associate a curve γ in N in the
following way
γ(t) : = tv, t ∈ [0, 1] .
Clearly, γ(0) = 0N (x), while γ(1) = v, as γ lies in the fiber over x. The image of γ
w.r.t. g will be denoted by γ; it is a curve in M , such that
γ(0) = g ◦ γ(0) = g(0N (x)) = f(x) =
(
f ◦ pi ◦ g−1
)
(y), γ(1) = y.
We notice that the curve γ = γy depends smoothly on the point y. Via the connection
∇ on TM , we construct the parallel transport w.r.t. γ from 0 to 1, which we denote by
Pγ . Pγ is a linear isomorphism from Tf(x)M into TyM .
Finally, we associate to Ng a smooth function ρN on M , such that its support is
contained in Ng and such that it is identically 1 on f
(
Sm−2
)
.
We define the extension Y of X ∈ Γ(TSm−2) as follows
Y (y) : =
{
ρN (y) Pγy
{(
T(pi◦g−1)(y)f
) [
X
((
pi ◦ g−1
)
(y)
)]}
, y ∈ Ng
0 , y ∈ N cg .
We prove that the push-forward w.r.t. f of the restriction of Y on f(Sm−2) equals
X . We consider the constant path γf(x): its parallel transport is the identity. Since
f(x) lies in f
(
Sm−2
)
, the function ρN takes the value 1 in f(x);
(
pi ◦ f−1
)
(f(x)) =
pi ◦ 0N (x), since g ◦ 0N = f . Clearly, pi ◦ 0N (x) = x, since 0N is a section ofN .
Putting all these facts together, we obtain[
f−1∗ Y |f(Sm−2)
]
(x) =
(
Tf(x)g
−1
)
Y [g(x)] =
=
(
Tf(x)f
−1
)
(Txf)X(x) =
= X(x),
hence the claim follows.
We notice that the vector field Y depends smoothly on y because the curve γy
depends smoothly on y and so does its parallel transport. If we denote by ε∇,N (X) the
vector field Y onM constructed fromX , the vector field ε∇,N (X) depends linearly on
the vector fieldX onTSm−2 because Γ (TM) is aC∞(M)-module, and tangent maps
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and parallel transports are linear. Summarizing all these ideas, we have constructed a
linear morphism
ε∇,N : Γ
(
TSm−2
)
−→ Γc (TM) ,
where the subscript c means “with compact support”, since extended vector fields by
means of ε∇,N are localized near the imbedded sphere. This map enjoys the property
f−1∗ ◦ ε∇,N = id, where we have denoted by f−1∗ the composition of the push-forward
w.r.t. f−1 with restriction on f
(
Sm−2
)
.
The consider an isotopy ft between f and f , both in Imb
(
Sm−2,M
)
and a point
x in Sm−2, ft(x) defines a smooth curve on M . The derivative w.r.t. t at 0 defines an
element Xf of Γ
(
Sm−2, f∗TM
)
.
We take a connection∇ (e.g. the Levi–Civita connection w.r.t. a given Riemannian
metric) on TM , as well as a tubular neighbourhood of f (Sm−2). By a slight modifi-
cation of the construction of the morphism ε∇,N , we can find a vector field X on M ,
such that the following identity holds:
X(f(x)) = Xf(x), ∀x ∈ S
m−2.
We denote by φXt the flow of X ; it follows by definition that
φX0 (f(x)) = f0(x) = f(x), ∀x ∈ S
m−2.
Another important consequence is
d
dt
∣∣∣
t=0
φXt (f(x)) = X (f(x)) = Xf (x) =
d
dt
∣∣∣
t=0
ft(x).
It follows that, for t near 0, ft = φXt ◦ f . We have shown that infinitesimal dif-
feomorphisms of M are in one-to-one correspondence with infinitesimal isotopies of
imbeddings of imbeddings of codimension 2. The same results can be also obtained
considering long-knots in Rm instead of higher-dimensional knots in Rm with some
slight modifications; in fact, to a long knot f corresponds a base-point preserving knot
f˜ in Sm with a prescribed linear behavior in a small neighbourhood of∞ ∈ Sm (base-
point preserving means here that it sends ∞ ∈ Sm−2 to ∞ ∈ Sm). To f˜ we can
associate a tubular neighbourhood as in Definition 5.1.2; restricting then the bundleN
to Sm−2 \ {∞} and pulling it back via the inverse of the stereographic projection from
Sm−2 \ {∞} onto Rm−2, and further modifying the composition of the restriction of
the map g with the stereographic projection from Sm \ {∞} onto Rm, we get then a
tubular neighbourhood of the corresponding long-knot f . The subsequent arguments
for the extension of vector fields on Sm−2 to vector fields on M via an imbedding of
Sm−2 into M apply then also for the extension of a vector field on Rm−2 to a vector
field on Rm via a given long knot.
From all these facts it follows that 〈TI〉BF is invariant w.r.t. infinitesimal isotopies
of Imb
(
Sm−2,M
)
.
5.2 Evaluation of the observable TI
The main problem now is to give an explicit expression for the observable TI ; in fact,
all the properties we have derived so far are formal, relying only on an ill-defined
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quantity such as a functional integral.
First, if we consider the connection A to be flat and B to be A-covariantly closed
(corresponding to taking A and B to be solutions of the Euler–Lagrange equations of
motion for the classical BF theory), the I action has an obvious symmetry, if m ≥ 4,
α 7→ α, β 7→ β + df∗(A)σ1, (5.2.1)
where σ1 is a form on Sm−2 of degree m− 4 with values in g∗.
Being A flat, the symmetry (5.2.1) is clearly reducible for m > 4: in fact, we see
immediately that, once fixed a representative of the class β + df∗(A)σ1, by imposing
conditions on β, there is a residual symmetry for σ1, which does not modify the given
representative:
σ1 7→ σ1 + df∗(A)σ2, σ2 ∈ Ω
m−5
(
Sm−2, g∗
)
.
Therefore, once we have fixed the symmetry for β, we have to fix also the symmetry
for σ1, i.e. we have to fix a representative of the class σ1+df∗(A)σ2, for σ1 given. We
see immediately that σ2 presents also a residual symmetry, for m > 5,
σ2 7→ σ2 + df∗(A)σ3, σ3 ∈ Ω
m−6
(
Sm−2, g∗
)
,
and so on, until we arrive to degree 0, where one cannot add any f∗(A)-exact form.
(We notice that we have assumed f∗(A) to be acyclic; otherwise, the residual sym-
metry for σ1 would also contain f∗(A)-harmonic forms on Sm−2 with values in g∗ of
degree m− 3, besides f∗(A)-exact forms, and so on at all degrees.)
Because of this reducible symmetry, even saddle point approximation of the func-
tional integral is ill-defined: we get infinitely many contributions from any orbit w.r.t.
the symmetry (5.2.1) in the integration.
For (A,B) on shell and such that f∗(A) is an acyclic connection onΩ∗
(
Sm−2, g∗
)
,
we are led to think that it suffices to fix consistently all symmetries, and by the re-
ducibility problem, we have to resort to the extended BRST formalism. Without going
into the details yet, we have to introduce so-called “ghosts for ghosts” σi (keeping track
of the reducibility problem) and a differential δBRST of degree 1 w.r.t. a new gradation,
the ghost number, assigned to each ghost for ghost. Choosing a gauge-fixing condition
(allowing to fix all symmetries for β and for the σ’s), the functional yields then the
torsion of the complex
(
Ω∗(Sm−2, g∗), dσ∗(A)
)
, because the linear term in α does not
contribute to the functional integral (a source for β is in fact absent).
But this is not true for more general critical points of SI .
Fro simplicity, we shall consider from now only the trivial solution (0, 0) of the
equation of motion of canonical BF theory, assuming M = Rm. The I action takes
then the simple form:
SI (α, β) =
∫
Sm−2
〈α , dβ 〉 .
The equations of motion of the I action simplify in this case
dα = 0, dβ = 0.
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Furthermore, the I action presents also 0-modes:
α 7→ α+ α∞, α ∈ g. (5.2.2)
We have to take into account these 0-modes for α. Therefore, we choose a base point in
Sm−2, denoted by∞, and an element α∞ ∈ g. We integrate over all such α’s, which
take at∞ the value α∞.
For a given α∞, it remains only to fix the reducible symmetry β 7→ β + dσ1.
More generally, we take a “formal” neighbourhood of the trivial solution (0, 0) of
the equations of motion of the classical BF theory, where any element (a,B) has the
property that the cohomology of the flat covariant derivative d+ad∗ (f∗(a)) is acyclic
at all degrees, except (perhaps) at degree 0 and m − 2 (we call such a neighbourhood
formal, because we solve the equations of motion formally in such a neighbourhood),
and an element α∞ ∈ g.
We then define
T˜I(A,B, α∞) : =
∫
α(∞)=α∞
DαDβ e
i
}
R
Sm−2〈α , df∗(a)β+f
∗(B) 〉 . (5.2.3)
We see immediately that, if we choose (a,B) = (0, 0), we recover the partition func-
tion for the I action with the condition for fixing the 0-modes of α.
We notice at this point that the choice of the condition α(∞) = α∞ spoils the
invariance of T˜I w.r.t. the action of the gauge group G: in fact, we see that a gauge
transformation g acting on T˜I can be rewritten as a formal coordinate transformation
on the fields α and β. Once again, we assume that the formal measure DαDβ is
Ad⊕Ad∗-invariant, and this suffices to get rid of the coordinate transformation; but α
is fixed at the base point∞, hence a gauge transformation acts on α∞ as
α∞ 7→ Ad ((σ
∗g)(∞))α∞,
whence it follows
T˜I (A
g, Bg;α∞) = T˜I (A,B; Ad ((σ
∗g)(∞))α∞) .
In order to reabsorb the transformation for α∞, we have to integrate T˜I w.r.t. an Ad-
invariant measure on g.
Alternatively, without introducing any measure on g, we consider the projection
piG from the completion Ŝ (g∗) of the symmetric algebra of g∗ onto the G-invariant
subalgebra of Ŝ (g∗)
piG : Ŝ (g
∗)→ Ŝ (g∗)G .
We may then take the projection of T˜I , piG
(
T˜I
)
, hence getting a gauge-invariant func-
tional.
All these arguments can be also derived when considering the I action for long
knots; the presence of zero-modes also appear. We can fix zero-modes by an analogous
trick of fixing a value “at infinity”; once fixed such a value, it is better (also for later
computations for the superpropagator) to write α as α∞+α, where now α is a function
on Rm−2 with values in g of rapid decrease. The form β has to be of rapid decrease, in
order to avoid problems with the superpropagator.
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5.3 The case m = 3
In this section we discuss the functional integral quantization of the I action form = 3.
We discuss this special case separately, because it presents some peculiarities: in fact,
the form β has degree 0, hence we cannot add to it any exact form w.r.t. the pull-back
connection f∗A, so that no BRST procedure and gauge-fixing is required.
It is better to consider f as an imbedding of R into R3. With these prescriptions in
mind, we rewrite the I action as follows
SI =
∫
R
〈
α , df∗(A)β + f
∗(B)
〉
, (5.3.1)
with the usual notations. We notice that α is a function on R with values in g; the same
holds for β, which takes value in g∗.
If we put B = 0 assuming A to be trivial, the I action takes now the form∫
R
〈α , dβ 〉 .
We see immediately that this action has 0-modes: namely, we may add to α, resp. β
constant functions with values in g, resp. g∗. One way to fix this symmetry is to choose
the following conditions on α and β:
α(∞) = α∞, β(∞) = β∞, (5.3.2)
where α∞, resp. β∞, is a given element of g, resp. g∗. This means that we give a pre-
scribed behavior of α and β at infinity (infinity here means +∞ and −∞). Therefore,
we may now set
T˜I(A,B;α∞, β∞; f) =
∫
α(∞)=α∞
β(∞)=β∞
DαDβ exp
i
}
SI(A,B;α, β; f).
The choice of the conditions (5.3.2) makes the quadratic part of the I action with the
derivative w.r.t. t nondegenerate, allowing to perform a Gaussian integration around
α∞ and β∞. On the other hand, the choice of the behavior for α and β at infinity
spoils the gauge-invariance w.r.t. the action of the gauge group G of both fields α and
β; this is analogous to the phenomenon already observed in the previous subsection.
This problem may be cured by choosing an invariant measure on g w.r.t. the adjoint
action of G and an invariant measure on g∗ w.r.t. the coadjoint action of G.
However, the condition (5.3.2) on β spoils also the invariance w.r.t. the symmetry
B 7→ B + dAτ1, where now τ1 is a 0-form on R3 of rapid decrease with values in
g∗. Namely, as we have previously seen, such a transformation on the field B in the
σ action may be reabsorbed into a translation of the field β, which in turn causes a
translation by σ∗(τ1)(∞) of β∞. Hence, the measure on g∗ against which we integrate
T˜I(A,B;α∞, β∞; f) has to be additionally translation-invariant. Since τ1 has rapid
decrease, we can consider f to have the property that f maps the point at infinity in
R to the point at infinity in R3 (alternatively, one may view R3 as S3 with one point
removed, which is usually denoted by∞; in this setting, f maps S1 to S3, and e.g. the
north pole of S1, corresponding to the point at infinity in S1, to∞).
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For simplicity, we will consider only the case β∞ = 0, which is the only analogue
of the case m > 3.
We will give only a glimpse of what happens in dimension 3, giving the main ideas
behind the perturbative expansion and computing explicitly the propagator. In fact,
many perturbative invariants of Knots in R3 are known; therefore, we prefer to address
to the more general situation when the dimension is bigger that 3, which lacks, at the
moment being, of a way to construct perturbative invariants.
If we write α = α∞ + α, and β = β, where α and β are functions of rapid
decrease on R (this assumption is compatible with the condition for α and β at infinity,
and makes also the propagator particularly simple, as we will soon see), the I action
takes the form
SI(A,B;α, β; f) =
1
2
〈(
α
β
)
,
(
− ddt 0
0 ddt
)(
α
β
)〉
+
+
1
2
〈(
α
β
)
,
(
− ad (f∗(a)) 0
0 ad∗ (f∗(a))
)(
α
β
)〉
+
+
〈(
α
β
)
,
(
− ad (f∗(a))α∞
f∗(B)
)〉
+
∫ 1
0
〈α∞ , f
∗(B) 〉dt,
(5.3.3)
where we have adopted the following notations:
i) f∗(a) : = f∗ (ai) dfidt , where a = aidxi, and fi is the i-th component of the
imbedding f as a function from R to R3;
ii) f∗(B) : = f∗ (Bi) dfidt ;
iii)
〈(
α
β
)
,
(
α˜
β˜
)〉
: =
∫
R
[〈
α , β˜
〉
+ 〈 α˜ , β 〉
]
dt, where α, α˜ are functions of
rapid decrease on R; analogously, β and β˜ are functions of rapid decrease on R
with values in g∗.
Since, by assumption, α and β are both functions of rapid decrease, the operator(
− ddt 0
0 ddt
)
is invertible. Namely, the inverse of the operator ddt is simply
α(t) 7→
∫
R
η(t− s)α(s)ds, (5.3.4)
where η(s) denotes the distribution
η(s) : =
{
1
2 , s > 0
− 12 , s < 0.
We denote the operator defined by equation (5.3.4) by θ. Hence, the inverse of the
operator
(
− ddt 0
0 ddt
)
is given by
(
−θ 0
0 θ
)
.
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The quadratic part in equation (5.3.3) is the sum of two operators, namely A : =(
− ddt 0
0 ddt
)
and B : =
(
− ad (f∗(a)) 0
0 ad∗ (f∗(a))
)
; the former is invertible, as
we have already seen, while the latter is in general not invertible. However, it is possible
to invert at a formal level the sum A+B, since A is invertible and B is, by our previous
assumptions on a, formal.
(Of course, it is not always possible to invert such a sum of operators; namely, a
sufficient condition for the invertibility of such an operator is that the operator norm of
the product A−1B is less than 1; the operator norm has to be defined via a norm on the
space where A and B operate, making this space into a Banach space.)
Formally, the inverse of A+ B is simply given by the power series
(A+ B)
−1
=
∑
n≥0
(−1)n
(
A
−1
B
)n
A
−1. (5.3.5)
We compute the operator A−1B, with A and B defined as above
A
−1
B
(
α
β
)
=
( ∫
R
η(t− s) ad (f∗(a)(s))α(s)ds∫
R
η(t− s) ad∗ (f∗(a)(s)) β(s)ds
)
=
=
(
1
2
∫ t
−∞ ad (f
∗(a)(s))α(s)ds− 12
∫ +∞
t ad (f
∗(a)(s))α(s)ds
1
2
∫ t
−∞
ad∗ (f∗(a)(s)) β(s)ds− 12
∫ +∞
t
ad∗ (f∗(a)(s)) β(s)ds
)
.
(5.3.6)
At a formal level the functional integral T˜I is of Gaussian type, with a formally
nondegenerate quadratic form and with a source term, namely
(
− ad∗ (f∗(a)(t))
f∗(B)(t)
)
.
Therefore, T˜I can be computed explicitly via formal Gaussian integration by invert-
ing the operator A + B with the help of Formula (5.3.5) and computing the quadratic
form corresponding to the inverse of A + B at the given source. Formal Gaussian in-
tegration produces also the inverse of the determinant of A + B; since the operator B
depends explicitly on the field A, the determinant of A + B has to be explicitly com-
puted.
5.4 The BV formalism for the I action
As we have seen in the previous section, the I action has reducible symmetries, and we
have to resort to the BV quantization procedure to fix them. Therefore, we have first to
discuss the BRST formalism and then we have to construct all main ingredients of the
BV formalism for the I action.
5.4.1 The extended BRST formalism for I action
In order to fix all symmetries of the I action consistently, we have to adopt the extended
BRST formalism, where we introduce a hierarchy of ghosts for ghosts, the σ’s. First
of all, we assign to α and β an additional gradation, the ghost number, as follows: the
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ghost number of α and β is set to be 0. Next, we introduce the BRST operator for α
and β:
δBRSTα : = 0, δBRSTβ : = df∗Aσ1; (5.4.1)
where σ1 belongs to Ωm−4(Sm−2, ad∗ f∗P ), with ghost number 1. The ghost number
grading is consistent with the fact that the BRST operator δBRST is a derivation of
ghost number 1. Since the symmetries are reducible, we have to introduce more ghosts
for ghosts, namely a hierarchy of σ’s as follows: σj is a form on the space of fields
with values in Ωm−3−j(Sm−2, ad∗ f∗P ) with ghost number j (j = 1, . . . ,m− 3).
Having introduced all necessary fields of the canonical I action, we define the
extended BRST operator on the ghosts for ghosts σj :
δBRSTσj = df∗Aσj+1, j = 1, . . . ,m− 4;
δBRSTσm−3 = 0.
(5.4.2)
We compute e.g. the square of the BRST operator on β:
δBRST
2β = ad∗ (Ff∗A)β = 0,
ifA is flat. It is not difficult to show that the BRST operator squares to zero modulo the
equations of motion of the canonical BF action(3.1.4). The equations (5.4.2) admit
obvious analogues when considering long knots in Rm.
From these computations we see that the extended BRST operator squares to 0,
when (A,B) are “on shell” w.r.t. the canonical BF action.
5.4.2 The BV formalism for the I action
We consider a connectionA on P and an (m− 2)-form on M with values in ad∗ P . If
M = Rm, P is trivial, and we write A = A0 + a, where A0 is the trivial connection,
resp.B, is a form of degree 1 with values in g, resp. a form of degree m−2 with values
in g∗. We assume A to be flat and the cohomology with values in adP , resp. ad∗ P ,
w.r.t. the differential dA trivial at all degrees but the 0-th.
We take the set of forms {α, β, σ1, . . . , σm−3}, where σi is a form on the space of
fields of the I action with values in Ωm−3−i
(
Sm−2, ad∗ f∗P
)
, with ghost number i,
for i = 1, . . . ,m− 3 as the fields of the I action in the BV formalism; we will denote
a general field by θα, for an index α.
We associate to each field θα a canonical antifield, denoted by θ+α , which is a form
on the space of fields with values in Ω∗
(
Sm−2, ad f∗P
)
and has to obey the following
rules:
• deg θ+α = m− 2− deg θ
α
, for all α;
• gh θ+α = −1− gh θ
α
, for all α.
We will denote globally fields and antifields of the I action by the symbol ηα.
Next, we denote by SI the algebra generated by local functionals with values in R;
such functionals can be polynomial or formal power series in the fields and antifields.
We take a local monomial in the fields: we can assign it canonically a ghost number by
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summing up the ghost numbers of the fields present in it. A homogeneous functional
is a power series of monomials of the same ghost number. So, we may assign to SI
a grading, namely the ghost number. Hence, SI becomes a supercommutative algebra
w.r.t. the usual product in R and the ghost number.
We define the BV antibracket for the I action as
(F , G )I :=
∫
Sm−2
〈
F
←−
∂
∂θα
,
−→
∂ G
∂θ+α
〉
− (−1)m deg θ
α
〈
F
←−
∂
∂θ+α
,
−→
∂ G
∂θα
〉
, (5.4.3)
for any two functionals F ,G in SI . The left and right functional derivatives are defined
by the formulae:
d
dt
∣∣∣
t=0
F (ηα + tρα) =
∫
Sm−2
〈
F
←−
∂
∂ηα
, ρα
〉
=
∫
Sm−2
〈
ρα ,
−→
∂ F
∂ηα
〉
,
and the form ρα must have the same degree and ghost number of the field ηα. It
follows immediately from the definition of the functional derivatives that, for F , G
homogeneous in SI , the BV antibracket possesses ghost number ghF +ghG+1, and
it is again an element of SI .
It is also not difficult to verify the following properties enjoyed by the BV an-
tibracket, which we state without proof:
• (F , G )I = −(−1)
(ghF+1)(ghG+1) (G , F )I (graded commutativity);
• (F , GH )I = (F , G )I H + (−1)
(ghF+1) ghGG (F , H )I (graded Leibnitz
rule);
• (−1)(ghF+1)(ghH+1) (F , (G , H )I )I + cycl. = 0 (graded Jacobi identity),
for any three homogeneous functionals F , G and H in SI .
We come to the definition of the BV Laplacian for the I action. We need a Rieman-
nian metric on Sm−2; since Rm−2 is a submanifold ofM , we can pull back the already
chosen metric on M , with which we have defined the BV Laplacian in subsubsection
(3.2.4). (When we consider Rm−2 instead of Sm−2, we may also pick a Riemannian
metric, e.g. the standard Euclidean metric.) By means of the chosen metric, we can
construct a Hodge operator ? : Ωp(Sm−2, adΣ∗P )→ Ωm−2−p(Sm−2, adΣ∗P ).
To each field θα we associate its Hodge dual antifield θ∗α, defined by the equation
θ∗α := ?θ
+
α ; it is a form on the space of fields with values in Ω∗(Sm−2, ad∗ f∗P ), resp.
Ω∗(Sm−2, ad f∗P ), of degree deg θα and ghost number−1− gh θα, if θα takes value
in the bundle ad f∗P , resp. ad∗ f∗P . We denote globally by ηα any field or Hodge
dual antifield of the I action.
We take η, ω in Ωp(Sm−2, ad f∗P ), Ωp(Sm−2, ad∗ f∗P ); we then define (analo-
gously to what we have done in subsubsection (3.2.4))
〈 η , ω 〉Hodge :=
∫
Sm−2
〈 η , ?ω 〉 .
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By means of the duality 〈 , 〉Hodge we define the I BV Laplacian on SI by the for-
mula
∆IF :=
∑
α
(−1)gh θ
α
〈 −→
δ
δθα
,
−→
δ F
δθ∗α
〉
Hodge
. (5.4.4)
The functional derivatives are defined in this context by the rules
d
dt
∣∣∣
t=0
F (ηα + tρα) =
〈
F
←−
δ
δηα
, ρα
〉
Hodge
=
〈
ρα ,
−→
δ F
δηα
〉
Hodge
,
and the test form ρα must have the same degree and ghost number as the field ηα. The
BV Laplacian formally satisfies the identities
• ∆I
2 = 0, i.e. the BV Laplacian is a coboundary operator of ghost number 1 (this
last statement follows from its definition);
• ∆I(FG) = (∆IF )G+ (−1)ghF (F , G )I + (−1)
ghFF∆IG;
• ∆I (F , G )I = (∆IF , G )I + (−1)
ghF+1 (F , ∆IG )I ,
for any two functionals in SI .
Remark 5.4.1. As was already noted in Remark 3.2.7, the BV Laplacian is not well-
defined on SI : in fact, the BV Laplacian onSΣ is usually the restriction on the diagonal
of a distribution, and it therefore requires an appropriate regularization procedure in
order to get rid of possible singularities on the diagonal.
Remark 5.4.2. A formal property of the BV Laplacian, which is useful for the proofs
of most statements, is that it operates trivially on any functional such that any field
is not coupled to its canonical Hodge dual antifield. In fact, we see directly from
equation (5.4.4), the BV Laplacian couples any field with the corresponding Hodge
dual antifield.
Remark 5.4.3. We notice briefly that the BV antibracket for the I action can be written
in the form
(F , G )I =
〈
F
←−
δ
δθα
,
−→
δ G
δθ∗α
〉
Hodge
−
〈
F
←−
δ
δθ∗α
,
−→
δ G
δθα
〉
Hodge
.
This formula does not contain any signs, but depends explicitly on the Hodge operator;
this is in complete analogy with the arguments in Remark 3.2.9.
Finally, we take a functional S of ghost number 0 satisfying the Quantum Master
Equation w.r.t. the canonical I-action:
−2i}∆IS + (S , S )I = 0;
by means of S, we define the following ghost-number-1 operator on SI
ΩI := −i}∆I + (S , )I .
Since S satisfies the quantum master equation, the operator ΩI satisfies ΩI2 = 0. We
want the functional S to enjoy the following additional requirement: S [θ+α = 0] = SI ,
for all α. If this holds also, S is a BV action for the I action.
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The super BV formalism for the I action
We denote by |α| the total degree of a form α ∈ Ω∗
(
Sm−2, ad f∗P
)
or in Ω∗
(
Sm−2, ad∗ f∗P
)
with a given degree and ghost number. In other words,
|α| := degα+ ghα.
We consider all fields and antifields of the I action. It follows from the assumptions
in Subsubsection (5.4.1) that the fields {α, β+, σ+1 , . . . , σ+m−3} all have total degree 0,
while {σm−3, . . . , σ1, β, α+} all have total degree m− 3.
We may cast both sets separately in two superforms in Ω∗
(
Sm−2, adΣ∗P
)
, resp.
Ω∗
(
Sm−2, ad∗ Σ∗P
)
, denoted byα, resp. β , of total degree 0, resp. m− 3, defined by
α : = α+ (−1)m+1β+ +
m−3∑
k=1
(−1)
k(k+1)
2 +(m+1)(k+1)σ+k , (5.4.5)
β : =
m−3∑
k=1
(−1)
k(k+1)
2 σk + β − α
+. (5.4.6)
We still denote by 〈〈 ; 〉〉 the shifted extension of the duality 〈 , 〉 for forms on Sm−2
with values in ad f∗P , resp. ad∗ f∗(P ), i.e.
〈〈  ; ξ 〉〉 := (−1)gh  deg ξ 〈  , ξ 〉 ,  ∈ Ω∗(Sm−2, ad f∗P ), ξ ∈ Ω∗(Sm−2, ad∗ f∗P ).
We define analogously the dot Lie bracket [[ ; ]], and we still denote it by the same
symbol as for BF theories.
We are going to consider mainly (products of) local functionals, which may be
polynomials or formal power series in the superfields α and β . We denote the algebra
generated by such local functionals by Sα,β . Analogously to what we have done in
subsubsection (3.3.1), we can give this algebra a grading by means of the total degree
(which is equal to the ghost number for local functionals and product of them). It is
easy to verify that Sα,β is a subalgebra of SI .
(As before, we do not write explicitly the dot product between any two functionals.)
To the superconnection A we assign a covariant derivative on forms on Sm−2 with
values in ad f∗P and ad∗ f∗P by the rules
def∗A : = def∗A0+ [[f∗a ; ]], ∀ ∈ Ω∗(Sm−2, ad f∗P ),
def∗A : = def∗A0+ ad
∗ (f∗a) , ∀ ∈ Ω∗(Sm−2, ad f∗P ),
if ε takes value in ad f∗P , resp. ad∗ f∗P . The notation ad∗ means the usual ad∗-
representation on forms with values in ad∗ f∗P with the degree shifted as in the defi-
nition of the super Lie bracket [[ ; ]].) Its supercurvature is given by (recall that A0 is
flat by assumption)
[[Fef∗A ; ]] = def∗A
(
def∗A
)
= [[def∗A0f∗a+
1
2
f∗[[a ; a]] ; ]],
ad∗
(
Fef∗A
)
 = def∗A
(
def∗A
)
= ad∗
(
def∗A0f∗a+
1
2
f∗[[a ; a]]
)
,
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in analogy with the formula obtained in subsubsection (3.3.1).
We are now ready to define the super BV antibracket for the I action. We take two
functionals F , G in Sα,β ; then we define
((F ; G ))I :=
∫
Sm−2
〈〈
F
←−
∂
∂α
;
−→
∂ G
∂β
〉〉
−
〈〈
F
←−
∂
∂β
;
−→
∂ G
∂α
〉〉
, (5.4.7)
where the super functional derivatives are defined by the formulae
d
dt
∣∣∣
t=0
F (α + tρα) =
∫
Sm−2
〈〈
F
←−
∂
∂α
; ρα
〉〉
=
∫
Sm−2
〈〈
ρα ;
−→
∂ F
∂α
〉〉
and
d
dt
∣∣∣
t=0
F (β + tρβ) =
∫
Sm−2
〈〈
F
←−
∂
∂β
; ρβ
〉〉
=
∫
Sm−2
〈〈
ρβ ;
−→
∂ F
∂β
〉〉
,
where ρα , resp. ρβ , denotes a superform on Sm−2 with values in ad f∗P or in ad∗ f∗P
of the same total degree as α, resp. β .
The main argument about super BV antibracket for the I action in any dimension is
analogous to the proof of Theorem already proved in [20] for the super BV antibracket
for canonical BF theories, namely the super BV antibracket is equal to the usual BV
antibracket on Sα,β .
Theorem 5.4.4. On Sα,β ⊗R Sα,β the following identity holds:
(( ; ))I = ( , )I . (5.4.8)
Proof. The main argument of the proof relies, as it was the case in the proof of Theo-
rem 3.3.1, on the definition of the super functional derivatives, resp. the usual functional
derivatives, and on the definition of the dot invariant bilinear form 〈 , 〉, as defined
previously. As for canonical BF theories, the choice of signs in the definitions of α
and β are crucial for the validity of Identity (5.4.8).
Remark 5.4.5. We have only considered the algebra Sα,β , but we could have defined
more general algebras of functionals analogous to the algebras introduced at the begin-
ning of the construction of the super BV formalism for BF theories in [20]. Of course,
all the constructions therein can be applied to the super BV formalism for the I action,
and the theorems therein are still valid with the due modifications.
The above theorem is the most important feature of the super BV antibracket for
the I action; namely, we can deduce all important properties of the super BV an-
tibracket, e.g. the graded supercommutativity, the graded Leibnitz rule and the graded
Jacobi identity w.r.t. the total degree on Sα,β , from the analogous properties of the BV
antibracket for the I action.
We briefly notice that we can define the super version of the BV Laplacian for the
I action, denoted by ∆I analogously to the super BV Laplacian for canonical BF
166
theories ∆. In fact, on Sα,β , the super BV Laplacian for the I action is defined by the
rule
∆IF := ∆IF, ∀F ∈ Sα,β .
Of course, if we had considered more general functionals, then we should have modi-
fied the above definition (see e.g. [20]).
It is obviously nilpotent, it has total degree 1 and the super BV antibracket (( ; ))I
measures the failure of ∆I to be a differential.
(We have adopted a different notation for the super BV Laplacian for the I action
in order to distinguish it from the usual BV Laplacian; in fact, the usual BV Laplacian
has ghost number 1, while the super BV Laplacian has total degree 1.)
The “on-shell” BV action for the I action
We work under the assumption (A,B) on shell. We are going to prove that, under this
assumption, there exists a solution of the Quantum Master Equation for the I action
w.r.t. the BV antibracket ( , )I and for the BV Laplacian ∆I .
In analogy with computations already done in [20] for canonical BF theories, we
define the following element of Sα,β , depending on the “on shell” pair (A,B)
SBVI : =
∫
Sm−2
〈〈α ; df∗Aβ + f
∗(B) 〉〉 . (5.4.9)
The formB has total degreem−2, as df∗Aβ , whileα has total degree 0; the integration
on Sm−2 has total degree 2−m, hence SBVI has total degree 0, which also equals the
ghost number.
Theorem 5.4.6. If we consider the “on shell” pair (A,B), SBVI is a solution of the
Master Equation
(SBVI , SBVI )I = 0.
Proof. Since SBVI is a local functional in Sα,β , it follows
(SBVI , SBVI )I = ((SBVI ; SBVI ))I = 2
∫
Sm−2
〈〈
SBVI
←−
∂
∂α
;
−→
∂ SBVI
∂β
〉〉
.
We therefore compute the functional derivatives of SBVI w.r.t. α and β . By their very
definition, we get
SBVI
←−
∂
∂α
=
−→
∂ SBVI
∂α
= df∗Aβ + f
∗(B),
SBVI
←−
∂
∂β
= (−1)m−1
−→
∂ SBVI
∂β
= −df∗Aα.
(5.4.10)
Putting equations (5.4.10) in the super BV-antibracket (( ; ))I , we get
−
∫
Sm−2
〈〈df∗Aβ + f
∗(B) ; df∗Aα 〉〉 =
= (−1)m
∫
Sm−2
〈〈α ; ad∗ (Ff∗A)β + f
∗(dAB) 〉〉 = 0,
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where the first equality is a consequence of Stokes’ Theorem, and the second one is a
consequence of A being flat and B being dA-covariantly closed, since (A,B) is “on
shell”.
Hence, the claim follows.
In order to prove that SBVI satisfies also the Quantum Master Equation, we use the
formal argument that the BV-Laplacian annihilates any functional in Sα,β , where any
field is not coupled with its canonical Hodge dual antifield. The Hodge dual antifield
of a given field is a modification of the usual antifield.
The only term in the BV action SBVI which may couple antifields with their re-
spective canonical antifields is ∫
Sm−2
〈〈α ; df∗Aβ 〉〉 .
Since the canonical antifield θ+α to a field θα has degree equal to m − 2 − deg θα,
and since the covariant derivative df∗A has degree 1, no field can be coupled to its
canonical antifield. Hence, SBVI satisfies ∆ISBVI = 0.
Moreover, sinceα contains all antifields andα, if we set all antifields to 0, it follows
that the only surviving term in SBVI is∫
Sm−2
〈〈α ; df∗Aβ + f
∗(B) 〉〉 ,
because the only component of β of degree m− 3 is β. Hence, putting all antifields in
SBVI to 0, we recover the classical I action.
We have produced, at the end, for any given “on shell” pair (A,B), a BV action for
the classical I action.
We finally notice that all definitions and computations of this Subsection admit
obvious analogues when considering long knots in Rm with some slight modifications
(e.g. forms of rapid decrease on Rm−2 instead of forms on Sm−2).
5.4.3 The Gauge-fixing for the I action and the superpropagator
In the previous subsection we have found a BV action for the I action. In order to start
a perturbative expansion of the theory, we need the quadratic part of the gauge-fixed
I action to be nondegenerate. The BV formalism allows us to take into account the
reducibility of the symmetries, which have now to be fixed.
The first step is to extend the space of fields of the I action by introducing antighosts
and Lagrange multipliers in the following way: to the ghost σ1 we associate an antighost
σ1 and a Lagrange multiplier λ1, such that σ1, resp. λ1, is a form of degree m− 4 with
values in ad f∗P and ghost number −1, resp. of degree m− 4 with values in ad f∗P
and ghost number 0. For the ghosts-for-ghosts, keeping track of the reducibility prob-
lem of the I action, the prescription is more complicated: namely, to the ghost-for-
ghost σi, 2 ≤ i ≤ m − 3, we have to associate a family of i antighosts σi,l and of i
Lagrange multipliers λi,l, where 1 ≤ l ≤ i, such that
• σi,k is a form of degree m − 3 − i with values in ad f∗P and ghost number
−i+ 2l − 2;
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• λi,k is a form of degree m − 3 − i with values in ad f∗P and ghost number
−i+ 2l − 1.
We consider, along with the antighosts σi,l and Lagrange multipliers λi,l, their corre-
sponding BV-antifields, and we denote by Θ, resp. Θ+, the set of all fields of the I
theory (i.e. fields and antighosts and Lagrange multipliers), resp. of their BV-antifields.
We can cast all these fields in the following table
· · · −3 −2 −1 0 1 2 3 · · ·
m− 3 β
m− 4 σ1 ≡ σ1,1 λ1 σ1
m− 5 σ2 ≡ σ2,1 λ2,1 σ2,2 λ2,2 σ2
m− 6 σ3 ≡ σ3,1 λ3,1 σ3,2 λ3,2 σ3,3 λ3,3 σ3
.
.
. · · · · · · · · · · · · · · · · · · · · · · · · · · ·
The purpose of the antighosts and Lagrange multipliers is to write down explicitly
a gauge-fixing fermion, i.e. an element Ψ of SI of ghost number −1, depending only
on Θ and incorporating the gauge-fixing condition for the symmetries of the I action.
We extend the BV operator δBV on antighosts and Lagrange multipliers as follows:
δBV σ1 = λ1, δBV λ1 = 0;
δBV σi,l = λi,l, δBV λi,l = 0, 1 ≤ i ≤ m− 3, 1 ≤ l ≤ i.
(5.4.11)
This is clearly equivalent to adding to the BV action SI an additional piece
SLagr. : = −
∫
Sm−2
〈
σ+1 , λ1
〉
+
m−3∑
i=2
i∑
l=1
(−1)i
∫
Sm−2
〈
σ+i,l , λi,l
〉
,
such that the Quantum Master Equation for Sext.I : = SI + SLagr. is satisfied.
We pick an explicit metric on Sm−2. By means of it, we can construct the corre-
sponding Hodge ?-operator, which maps linearly forms on Rm−2 of degree k to forms
of degreem− 2− k; moreover, we may define the L2-duality between forms on Sm−2
with values in g and g∗ as follows:
〈 η , ω 〉L2 : =
∫
Sm−2
〈ω , ?η 〉 , (5.4.12)
where the operator ? acts on the form part of η, and 〈 , 〉 denotes the usual duality
between g and g∗. The operator d? is the adjoint of the usual exterior derivative w.r.t.
the L2-duality, i.e.
〈ω , dη 〉L2 = 〈d
?ω , η 〉L2 , ∀ω ∈ Ω
∗
(
Sm−2, g∗
)
, η ∈ Ω∗
(
Sm−2, g
)
.
We have then to choose a gauge-fixing fermion Ψ in SI of ghost number−1, such
that the functional
SIg.f. : = S
ext.
I
[
θα, θ+α =
−→
∂ Ψ
∂θα
]
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has a nondegenerate Hessian at a critical point. Since the quadratic part of the BV
action SI contains the exterior derivative d, a gauge-fixing fermion which takes into
account the acyclicity of the exterior derivative is the following generalization of usual
covariant gauge-fixing:
Ψ: = 〈σ1 , d
?β 〉L2 +
m−4∑
i=1
〈σi+1,1 , d
?σi 〉L2 +
m−4∑
i=1
i∑
l=2
〈σi+1,k+2−l , d
?σi,l 〉L2 .
(5.4.13)
All these computations can be slightly modified when we consider long knots in
Rm; we notice that we have to consider forms on Rm−2 with rapid decrease.
5.4.4 Feynman rules and explicit expression of TI
In the previous subsection we have constructed a gauge-fixing fermion for the I action,
which makes the Hessian of the gauge-fixed action nondegenerate; this is the starting
point for the perturbative expansion of TI . For the sake of simplicity, we consider from
now on the case of long knots in Rm; hence, fields and antifields for the BV formalism
for the I action have all rapid decrease. In order to make explicit computations, it
remains to write down the Feynman rules.
The BV action for the canonical I theory may be written as the sum of a (after a
choice of a gauge-fixing condition) nondegenerate quadratic part and other four pieces;
we consider these other pieces as part of the interaction. One of these is constant in
α and β , namely
∫
Sm−2
〈Ξ , f∗(B) 〉. We then choose a basis {e1, . . . } of g, and by{
ε1
}
we denote the corresponding dual basis. Hence, we may write α = ααeα and
β = βαε
α
. Accordingly, we write the three remaining pieces of the interaction terms
of the BV action for the canonical I theory as follows:∫
Rm−2
〈α , ad∗ (f∗(a))β 〉 =
[∫
Rm−2
ααf∗
(
aβ
)
βγ
]
〈 eα , ad
∗ (eβ) ε
γ 〉 , (5.4.14)∫
Rm−2
〈α , f∗ (B) 〉 =
[∫
Rm−2
ααf∗ (Bβ)
] 〈
eα , ε
β
〉
, (5.4.15)∫
Rm−2
〈Ξ , ad∗ (f∗(a))β 〉 =
[∫
Rm−2
f∗ (aα)ββ
] 〈
Ξ , ad∗ (eα) ε
β
〉
. (5.4.16)
Therefore, the interaction term consists of a quadratic piece (5.4.14), of two linear
terms (5.4.15) and (5.4.16) and of a constant term.
Summarizing all these results, we can write the exponential of the interaction term
without the constant term as follows:
exp
i
}
[∫
Rm−2
〈α , ad∗ (f∗(a))β 〉+
∫
Sm−2
〈α , f∗ (B) 〉+
∫
Sm−2
〈Ξ , ad∗ (f∗(a))β 〉
]
=
=
∑
p,q,r≥0
p∏
i=1
q∏
j=1
r∏
k=1
(
i
}
)p+q+r
1
p!q!r!
[∫
Rm−2
ααif∗
(
aβi
)
βγi
] [∫
Rm−2
αδjf∗
(
Bεj
)]
[∫
Rm−2
f∗ (aηk)βθk
]
〈 eαi , ad
∗ (eβi) ε
γi 〉
〈
eδj , ε
εj
〉 〈
Ξ , ad∗ (eηk) ε
θk
〉
.
(5.4.17)
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We begin by looking at a condition on p, q and r characterizing the (possibly) nontrivial
Feynman diagrams coming from the perturbative expansion of (5.4.17). For given p,
q and r, the total number of α-superfields equals p + q, while the total number of β-
superfields equals p+ r; a necessary condition for nonvanishing Feynman diagrams is
that the numbers of α-superfields and β-superfields have to be equal:
p+ q = p+ r ⇐⇒ q = r. (5.4.18)
Therefore, the only condition to get (possibly) nonvanishing Feynman diagrams is that
the number of linear interaction terms with α-superfield has to be equal to the number
of linear interaction terms with β-superfields.
First of all, we need the superpropagator between α and β (which can be computed
using the same arguments of Subsection 3.4.5 of Chapter 3):〈
pi∗1 (α
α)pi∗2
(
ββ
)〉
g.f. : = η12 δ
α
β , (5.4.19)
where η12 is the pull-back via the map (2.4.5) of the normalized, SO(m− 2)-invariant
top-form w on Sm−3; it follows that w is even, resp. odd, w.r.t. the antipodal map on
Sm−3 if m is even, resp. odd. In equation (5.4.19), pii denotes the projection from
Rm−2 × Rm−2 onto the i-th component. The superpropagator is clearly ill-defined
on the diagonal of Rm−2 × Rm−2, hence it requires a regularization, which can be
achieved simply by viewing the superpropagator as a form on the compactified con-
figuration space C2
(
Rm−2
) (in fact, the form η12 extends smoothly from C02(Rm−2)
to C2
(
Rm−2
)
. The superpropagator (5.4.19) is depicted as an oriented dashed line;
the orientation is directly linked to the parity of the form w w.r.t. the antipodal map on
Sm−3, in particular, if m is odd, we need not indicate an orientation for (5.4.19).
1 2
Figure 5.1: The η-propagator
The presence of tadpoles
As an example, when we choose p = 1 and q = r = 0, equation (5.4.17) yields the
term
i
}
[∫
Rm−2
ααf∗
(
aβ
)
βγ
] 〈
eα , ad
∗
(
eβ
)
εγ
〉
.
If we couple the α-superfield to the β-superfield through the superpropagator (5.4.19),
we get an ill-defined quantity, since the arguments of α and β are equal. This term can
be regularized as follows: we take a normalized vector field µ on Rm−2 (which may
be also viewed as a map from Rm−2 to Sm−3), and define the regularized η-superfield,
which we denote by ηµ, by the following rule
ηµ(x) : = lim
ε↓0
η12(x+ εµ(x), x) , x ∈ R
m−2. (5.4.20)
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Alternatively, ηµ may be seen as the pull-back w.r.t. the map from Rm−2 to Sm−3
induced by µ of the form w. Hence, with the regularization of the superpropagator
given by (5.4.20), the term at p = 1 takes the form
τ1 : =
[∫
Rm−2
(
f∗aβ
)
ηµ
] 〈
eα , ad
∗
(
eβ
)
εα
〉
=
=
∫
Rm−2
Tr [ad∗ (f∗a)] ηµ =
= −
∫
Rm−2
Tr [ad (f∗a)] ηµ.
(5.4.21)
More generally, tadpoles appear when we couple the α-superfield in the quadratic in-
teraction (5.4.14) with the β-superfield in the same term, and it is clear that equa-
tion (5.4.21) describes the general situation where tadpoles appear, since tadpoles are
clearly isolated.
This term may be eliminated in two different ways: one way is to choose e.g. a
unimodular Lie algebra g, such that the adjoint action is trace-free, and therefore the
Lie-algebraic coefficient of (5.4.21) vanishes.
The second way is to add a counterterm to the BV action, whose sole purpose
is to eliminate the term (5.4.21) at the perturbative level. The explicit form of the
counterterm, which is added to the BV action for the I action, is given by
SIc.t. : =
∫
Rm−2
Tr [ad (f∗a)] ηµ. (5.4.22)
It is clear that SI +SIc.t. satisfies also the Quantum Master Equation, since SIc.t. does
not depend neither on α nor on β .
From now on, we neglect Feynman diagrams containing isolated tadpoles.
The sum of connected diagrams when q = r = 0: the torsion
We discuss first the case q = r = 0; this corresponds to the absence of linear terms in
the superfields α and β .
We choose p ≥ 2, and we consider only connected Feynman diagrams. Since
q = r = 0, the only interaction term appearing in this situation is the quadratic term
(5.4.14); moreover, recalling the renormalization (5.4.22) in the interaction term, Feyn-
man diagrams with tadpoles are annihilated. Therefore, when p ≥ 2, the only way
of getting a connected Feynman diagram out of a product of p quadratic interaction
terms (5.4.14) is to couple every α-superfield of a quadratic interaction term to an β-
superfield of a different quadratic interaction term. The most natural way to do so is
to write a chain of p quadratic interaction terms and to couple the β-superfield of the
first interaction term to the α-superfield of the second interaction term, then to couple
the β-superfield of the second interaction term to the α-superfield of the third interac-
tion term, and so on until we arrive at the last interaction term; at his point, we have
to couple the α-superfield of the first interaction term to the β-superfield of the last
interaction term.
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Therefore, it is immediate to see that the sum of the possibly nonvanishing con-
nected Feynman diagrams without tadpole for q = r = 0 is given by∑
n≥2
(−1)nm
1
n
∫
C0n(R
m−2)
Tr [ad∗ (f∗a1) η12 · · · ad
∗ (f∗an) ηn1] , (5.4.23)
where the notations are as follows: C0n
(
Rm−2
)
the open configuration space of n points
in Rm−2. It is not clear if the integrals in (5.4.23) converge; a way of proving the con-
vergence of these integrals is to resort to the FMcPAS compactification of C0n
(
Rm−2
)
,
noting that the superpropagator (5.4.19) extends smoothly to this compactification. By
f∗ai, for 1 ≤ i ≤ n, we denote the pull-back w.r.t. the (smooth extension to the com-
pactification Cn
(
Rm−2
)) projection from C0n(Rm−2) to the i-th component of f∗a.
We recall the orientation convention for C0n
(
Rm−2
)
: the orientation is induced by re-
striction of the volume-form pi∗1 (dvol) ∧ · · ·pi∗n (dvol), where dvol denotes the volume
form of Rm−2, and pii denotes the projection from C0n
(
Rm−2
)
onto the i-th compo-
nent; the convention has to be taken into account, and it produces some of the signs
appearing in (5.4.23). The combinatorial factor 1n corresponds to the number of differ-
ent ways to coupleα-superfields to β-superfields through n superpropagators, such that
the corresponding diagram is connected; the sign (−1)nm appears as a consequence of
the behavior of the superpropagator w.r.t. the antipodal map on Sm−3.
It is better to rewrite the torsion with the adjoint action instead of the coadjoint
action. Therefore, we compute
Tr [ad∗ (f∗a1) η12 · · · ad
∗ (f∗an) ηn1] =
= 〈 eα , ad
∗ (f∗a1) η12 · · · ad
∗ (f∗an) ηn1ε
α 〉 =
= (−1)
n(n−1)
2 m+n 〈 εα , ad (f∗an) ηn1 · · · ad (f
∗
a1) η12eα 〉 =
= (−1)
n(n−1)
2 m+nTr [ad (f∗an) ηn1 · · · ad (f
∗
a1) η12] ,
whence it follows
(−1)nm
∫
Cn(Rm−2)
Tr [ad∗ (f∗a1) η12 · · · ad
∗ (f∗an) ηn1] =
= (−1)[
n(n−1)
2 +n]m+n
∫
Cn(Rm−2)
Tr [ad (f∗an) ηn1 · · · ad (f
∗
a1) η12] .
We consider the following permutation of n elements:(
1 2 · · · n− 1 n
n n− 1 · · · 2 1
)
;
its sign is (−1)
n(n−1)
2
. This permutation induces an involution on Cn
(
Rm−2
)
, since
permutation groups operate freely on configuration spaces and their action extend
smoothly to FMcPAS compactifications; the sign of the involution is (−1)
n(n−1)
2 m
w.r.t. the orientation of Cn
(
Rm−2
)
. The action of the involution on the n-th term of
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the torsion is therefore
(−1)[
n(n−1)
2 +n]m+n
∫
Cn(Rm−2)
Tr [ad (f∗an) ηn1 · · · ad (f
∗
a1) η12] =
= (−1)n(m−1)
∫
Cn(Rm−2)
Tr [ad (f∗a1) η1n · · · ad (f
∗
an) ηn,n−1] =
= (−1)nm+(m−1)
∫
Cn(Rm−2)
Tr [ad (f∗a1) η12 · · · ad (f
∗
an) ηn1] .
The last identity follows by switching all η-propagators but η1n of one position to the
left and by the parity of η-propagators w.r.t. the antipodal map.
Finally, the torsion takes the form
(−1)m−1
∑
n≥2
(−1)nm
∫
Cn(Rm−2)
Tr [ad (f∗a1) η12 · · · ad (f
∗an) ηn1] .
There is another subtlety concerning the sign (−1)nm: in fact, we may reabsorb the
sign (−1)m by in the superpropagator η12. In other words, if we take η12 to be the
pull-back w.r.t. the map (2.4.5) of the form (−1)mw, the torsion may be written as
τ : = (−1)m−1
∑
n≥2
∫
Cn(Rm−2)
Tr [ad (f∗a1) η12 · · · ad (f
∗an) ηn1] . (5.4.24)
The top-form w : = (−1)mw is clearly SO(m− 2)-invariant and has the same parity
w.r.t. the antipodal map as w; the only difference is that the normalization condition
reads now ∫
Sm−3
w = (−1)m.
We finally notice that the torsion starts in reality by the term with three a-fields; namely,
the term with two a-fields takes the form (up to signs and combinatorial factors)∫
C2(Rm−2)
Tr [ad (f∗a1) η12 ad (f
∗a2) η21] ,
which vanishes immediately, since it contains two η-superpropagators η12, and their
product is zero.
The sum of connected Feynman diagrams when r = q = 1: the parallel transport
We consider the second special situation, namely when r = q = 1. In this case, as p ≥
1, we have to consider the three interaction terms (5.4.14) (the quadratic interaction)
plus the two linear interaction terms (5.4.15) and (5.4.16).
Since we are interested only in connected diagrams and since there are exactly
one linear interaction with a α-superfield and exactly one interaction term with an β-
superfield, taking p ≥ 1, the only way of getting a connected diagram with p quadratic
interactions is to couple the α-superfield in the linear term (5.4.15) to the final isolated
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Figure 5.2: The n-th term of the torsion
β -superfield in the connected chain with p quadratic interactions (5.4.14), and then
to couple the isolated α-superfield in the first quadratic interaction of the chain with
the β-superfield in the linear interaction term (5.4.16) through superpropagators. The
most natural way of seeing how the procedure works is to couple the α-superfield
of the linear interaction term (5.4.15) to the β-superfield of the last interaction term;
we then couple the α-superfield of the last interaction term to the β-superfield of the
preceding interaction term. If p = 1, the preceding interaction term is linear w.r.t. the
β -superfield, and we are done; otherwise, the procedure continues by coupling eachα-
superfield in a quadratic interaction term to the β -superfield of the preceding quadratic
interaction term, until we arrive to the linear term (5.4.16).
Taking into account orientation conventions for configuration spaces, the parity
of the superpropagator (5.4.19), the sum of all connected diagrams with exactly one
linear interaction (5.4.14) and (5.4.16), and the constant term ∫
Rm−2
〈Ξ , f∗B 〉, the
above procedure leads to the result∑
n≥0
(−1)nm
∫
Cn+1(Rm−2)
〈Ξ , ad∗ (f∗a1) η12 · · · ad
∗ (f∗an) ηn,n+1f
∗B 〉 .
As for the torsion, the sign (−1)nm may be reabsorbed in the superpropagator, if we
define the new superpropagator by the top-form w = (−1)mw, instead of w.
Hence, with this convention on the superpropagator in mind, the sum of the con-
nected Feynman diagrams when q = r = 1 takes the form
σ : =
∑
n≥0
∫
Cn+1(Rm−2)
〈Ξ , ad∗ (f∗a1) η12 · · · ad
∗ (f∗an) ηn,n+1f
∗B 〉 . (5.4.25)
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We will usually refer to σ as in equation (5.4.25) as to the parallel transport w.r.t.
f ∈ Imb∞,σ
(
Rm−2,Rm
)
.
a 1 a 2 a 3 Bn+1a n−1 a n
Figure 5.3: The n+1-th term of the parallel transport; the dotted line coming out from
the first a-form denotes pairing with Ξ
The general case: the sum of all Feynman diagrams without tadpoles for q = r ≥
0
Having now discussed the shape of the connected Feynman diagrams when q = r = 0
and q = r = 1, which lead to well-defined expressions, namely the torsion (5.4.24)
and the parallel transport (5.4.25) , we finally come to the more general case, when we
consider also non-connected Feynman diagrams without tadpoles for general q = r ≤
0.
Tt turns out that the explicit computations yielding the torsion and the parallel trans-
port are sufficient to characterize the sum of all Feynman diagrams under the necessary
condition q = r ≥ 0. In fact, a general theorem about the combinatoric of Feynman
diagrams for a general field theory implies immediately that the sum of all Feynman
diagrams coming from the perturbative expansion of the partition function T˜I may be
written as
T˜I (A,B; Ξ) : = expΣ, Σ : =
i
}
σ − (−1)mτ. (5.4.26)
We refer to [56] for a more detailed discussion of the whole combinatoric of perturba-
tive expansions and Feynman diagrams.
5.4.5 The product BV structure for the BF + Σ theories
In Subsubsection 5.4.2, we have proved that there exists a BV action for the I action,
provided (A,B) are solutions of the equations of motion of the BF action. We can
perform a perturbative expansion of the partition function using the gauge-fixed BV
action for the I action for any on-shell pair (A,B). We can then provide a functional
in the super BV formalism simply by replacing A and B by their super BV versions A
and B, proving then that such a functional is indeed a BV observable in the sense of
(2.8.15).
We briefly sketch in this subsection another way to get the super BV version of
the perturbative expansion of TI directly in a perturbative way, without restricting to
“on-shell” conditions.
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Product BV structure
We begin by introducing the algebra generated by local functionals determined by for-
mal power series in all fields and antifields of the BF action and of the I action, which
we denote by the symbol SBF,I . This algebra can be given a grading in a standard way.
The super algebra structure underlying this grading is given by the dot product.
We define the product BV antibracket on S(A,B;α,β) by the formula
(F , G )pr. : = (F , G ) + (F , G )I , (5.4.27)
for any two functionalsF ,G in SBF,I . As we see immediately from the above formula,
the bracket ( , )pr. is reminiscent of the product Poisson structure on the product of
two Poisson manifolds. This is why it is called the product BV antibracket. Since
( , )pr. is a sum of two BV antibrackets, it is certainly an antibracket, i.e. it satisfies
the graded commutativity, the graded Leibnitz rule and the graded Jacobi identity.
Since ( , ) and ( , )I are both antibrackets, they measure separately the failures
of the corresponding Laplacians to be differentials. Therefore, a natural choice of a
Laplacian belonging to the product antibracket would be
∆pr. : = ∆BV +∆I . (5.4.28)
In fact, it is easy to see that this operator satisfies the identity
∆pr.(F G) = ∆pr.F G+ (−1)
|F | (F , G )pr. + (−1)
|F |F ∆pr.G
The operator ∆pr. squares to 0, and satisfies a shifted graded Leibnitz rule w.r.t. the
product BV antibracket.
The BV action for the product BV structure
Now that we have introduced the product BV structure, we are ready to state the main
theorem of the section. We define the local functional
Spr. :=
∫
Rm
〈〈FA ; B 〉〉+
∫
Sm−2
〈〈α ; df∗Aβ + f
∗
B 〉〉 .
It follows immediately that Spr. belongs to SBF,I , and by construction it has total
degree 0. We want to prove that Spr. is a solution of the master equation w.r.t. the
product BV antibracket.
Theorem 5.4.7. The functional Spr. satisfies the Quantum Master Equation w.r.t. the
BV antibracket ( , )pr. and the BV Laplacian ∆pr., i.e.
−i}∆pr.S
pr. +
1
2
(Spr. , Spr. )pr. = 0. (5.4.29)
We skip the explicit proof, mentioning only a few facts hinting to the proof. As it
was already the case for the proof of the Quantum Master Equation for the BV action
for BF theories, the proof of the Quantum Master Equation is divided into two steps,
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namely the Master Equation for the BV antibracket ( , )pr. and the harmonicity w.r.t.
the BV Laplacian ∆pr..
The main ingredients in the proof of the Master Equation are the functional deriva-
tives w.r.t. the superfields; in order to compute them, we need a distributional analogue
of the Poincare´ dual of the imbedding f and a way to extend forms on Rm−2 to Rm
via f . A distributional Poincare´ dual can be obtained from the distributional kernel of
the identity by pulling back w.r.t. f and then taking the push-forward of the result on
Rm−2; such a form is localized exactly on the image of f . The extension of forms
from Rm−2 to Rm via f is obtained via a tubular neighbourhood of f . The validity of
the Master Equation is then a simple consequence of the definition of the product BV
antibracket, of Stokes’ Theorem and Bianchi identity.
As for the harmonicity w.r.t. the BV Laplacian ∆pr., we use the same arguments
already used for the BV action for BF theories.
We can rewrite identity (5.4.29) in a slightly different form:
−i}∆BV SI +
1
2
(SI , SI ) + (S , SI )− i}∆ISI +
1
2
(SI , SI )I = 0. (5.4.30)
Equation (5.4.30) is the basic groundstone for the next computations.
The partition function of the functional SI
We define the gauge-fixed partition function of the I action, computed at a given f ∈
Imb∞,σ
(
Rm−2,Rm
)
, in the BV formalism:
ZfΨ : =
∫
Dθα exp
i
}
Sg.f.I (θ
α) , (5.4.31)
where Ψ is a gauge-fixing fermion for the BV action SI . (We recall that the notation
Sg.f.I means that we have replaced any antifield θ+α in SI by the functional derivative of
the gauge-fixing fermion Ψ w.r.t. the corresponding field.)
If we consider the functional integral ZfΨ as a functional depending on the super-
fields a and B (we integrate only on fields and antifields of the I action), equation
(5.4.30) implies that the gauge fixed partition function (5.4.31) is a BV observable,
ΩBV Z
Σ
Ψ = 0,
if the gauge fixing fermion Ψ does not depend on any field or antifield for the BF
action. We give a sketch of the proof of the above statement. The BV operator ΩBV
commutes formally with the integral in (5.4.31) as the formal integration measure does
not depend on fields and antifields of pure BF theory. If we moreover assume the
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gauge-fixing fermion independent of the superfields A and B, we get
ΩBV exp
i
}
Sg.f.I =
i
}
[
− i}∆BV S
g.f.
I +
1
2
(
Sg.f.I , S
g.f.
I
)
+
+
i
}
(
S , Sg.f.I
) ]
exp
i
}
Sg.f.I =
= −
i
}
[
−i}∆ISI +
1
2
(SI , SI )I
]
θ+α=
−→
∂ Ψ
∂θα
exp
i
}
S
g.f.
I =
= i}
[
∆I
(
exp
i
}
SI
)]
θ+α=
−→
∂ Ψ
∂θα
,
since the gauge-fixing fermion is not acted by the BV coboundary as it does not depend
on the BV superfields A and B of BF theories. Hence, the BV operator ΩBV applied
to (5.4.31) gives
ΩBV Z
Σ
Ψ = ±i}
∫
Dθα
[
∆I
(
exp
i
}
SI
)]
θ+α=
−→
∂ Ψ
∂θα
;
the term on the right-hand side vanishes by the formal properties of the BV Laplacian
∆I (see e.g. [45]).
Moreover, similar arguments show that the infinitesimal variation of a family of
gauge-fixing fermions Ψt, not depending on fields and antifields of pure BF theory,
changes (5.4.31) by an ΩBV -exact term; in other words,
d
dt
∣∣∣
t=0
ZfΨt = ΩBV Z˜ (f ; Ψ0) ,
for Z˜ (f ; Ψ0) a functional on fields and antifields of pure BF theory, depending also
on Ψ0 and f .
Obvious modifications have to be made when we consider long knots in Rm, but
the computations still hold.
5.5 Quantum observables related to imbeddings of codi-
mension 2
In this section we display the superversions of the classical observables obtained by
computing explicitly the perturbative expansion of the partition function of the I-action
containing special imbeddings of Rm−2 into Rm; we also prove that these functional
in the superfields of the canonical BF -theory are really BV observables.
The super BV version of the exponential of the parallel transport τ and of the
the torsion τ are obtained simply by replacing the A and B fields by their super BV
counterparts; the same results can be obtained directly by performing the perturbative
expansion of gauge-fixed partition function (5.4.31) of Subsection 5.4.5 of the I-piece
of the product BV action for BF + I theory. The advantage of BV formalism is that
the proof of homotopy-invariance of the exponential of the super BV versions of σ and
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τ can be incorporated in a slight variant of the proof of the ΩBV -closedness. This is
achieved by replacing the map f by the evaluation map ev from Imb∞,σ
(
Rm−2,Rm
)
×
Rm−2 to Rm and the integrals by the corresponding push-forwards from the trivial
fibration Imb∞,σ
(
Rm−2,Rm
)
× Rm−2 over Imb∞,σ
(
Rm−2,Rm
)
; the exponential of
σ and τ becomes then a sum of forms on Imb∞,σ
(
Rm−2,Rm
)
at all degrees, but we
are interested only in the piece of ghost number 0, which, as we will see, is simply
a function on Imb∞,σ
(
Rm−2,Rm
)
. It suffices to show that the piece of ghost number
0 of the exponential of σ and τ is ΩBV -closed and that its exterior derivative gives
an ΩBV -exact term; both results imply together that the v.e.v. of the piece of ghost
number 0 of the exponential of σ and τ w.r.t. the BF action is well-defined and has
vanishing exterior derivative, hence giving at a perturbative level possible invariants of
higher-dimensional knots.
5.5.1 Parallel transport and supertorsion: definition
The functional that we are going to define is somehow reminiscent of the generalized
holonomy, that we introduced in [20]; we will therefore call this functional parallel
transport for imbeddings.
We take the BV superfields a and B, and we denote by ai, resp. Bi, the (super-)form
on Imb∞,σ
(
Rm−2,Rm
)
with values in g, resp. g∗, defined by
ai : = (pii ◦ evn)
∗
a; Bi : = (pii ◦ evn)
∗
B.
Next, we pick the form w of highest degree on Sm−3, which enjoys the following
requirements:
a) w is invariant w.r.t. the standard action of SO(m− 2) on Sm−3;
b) w is normalized in the following sense:∫
Sm−3
w = (−1)m.
We denote by ηij , for given i 6= j ∈ {1, . . . , n}, the form of (total) degree m − 3 on
Imb∞,σ
(
Rm−2,Rm
)
× Cn(Rm−2), defined by
ηij : = (ϕ12 ◦ piij)w.
Finally, we denote by Ξ a given element of the Lie algebra g.
Definition 5.5.1. The parallel transport σ is defined as a formal series σ =
∑
n≥0 σn,
where the n-th summand has the form:
σn(a,B; Ξ): = pi
n+1
∗ 〈 ad
∗(a1)η12 ad
∗(a2)η23 · · · ad
∗(an)ηn,n+1Bn+1 , Ξ 〉 .
By definition, σn is a sum of forms on Imb∞(Rm−2,Rm) of total degree 0; hence,
the 0-ghost number part of σn defines a function on Imb∞,σ
(
Rm−2,Rm
)
.
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Definition 5.5.2. The torsion τ is defined as a formal power series τ =
∑
n≥0 τn,
where τn takes the form
τn(a) : =
1
n
pin∗ Tr [ad(a1)η12 ad(a2)η23 · · · ηn−1,n ad(an)ηn1] .
τn has also total degree 0. In the above formula, the trace is taken in the adjoint
representation.
Finally, we define the functional Σ as the exponential of Σ: = i
}
σ − (−1)mτ .
5.5.2 The BV variation of the parallel transport and the torsion
The main feature of the functional Σ is encoded in the following
Theorem 5.5.3. The functional Σ satisfies the equation
(δ − (−1)md)Σ = 0. (5.5.1)
Proof. In order to show that identity (5.5.1) holds, we show separately the two identi-
ties
(δ − (−1)md) σ = 0 and (δ − (−1)md) τ = 0.
We prove the first identity.
First, we apply the exterior derivative to σ; we then use the following formula
concerning the push-forward:
dσn =(−1)
(n+1)(m−2)pin+1∗ [d 〈 ad
∗(a1)η12 · · · ad
∗(an)ηn,n+1Bn+1 , Ξ 〉]−
− (−1)(n+1)(m−2)pin+1∂∗ ι
∗
∂,n+1 [〈 ad
∗(a1)η12 · · · ad
∗(an)ηn,n+1Bn+1 , Ξ 〉] ,
(5.5.2)
where pin+1∂∗ is the projection from Imb∞,σ
(
Rm−2,Rm
)
× ∂Cn(Rm−2) forgetting the
boundary of the fiber, and ι∂,n+1 is the inclusion of Imb∞,σ
(
Rm−2,Rm
)
×∂Cn(Rm−2)
into Imb∞,σ
(
Rm−2,Rm
)
× Cn(Rm−2).
By the Leibnitz rule, we get for the first term on the right-hand side of (5.5.2):
n∑
i=1
(−1)(n+i)(m−2)pin+1∗ [〈 ad
∗(a1)η12 · · · ηi−1,i ad
∗((da)i)ηi,i+1 · · ·Bn+1 , Ξ 〉] +
+ (−1)m−2pin+1∗ [〈 ad
∗(a1)η12 · · · (dB)n+1 , Ξ 〉] .
We consider the boundary term (i.e. the second term on the right-hand side of
(5.5.2). In order to compute it, we need a technical Lemma, whose statement and
proof we postpone.
Thanks to Lemma 5.5.4, we need only consider the principal faces of Cn+1(Rm−2)
corresponding to the collapse of two consecutive points. The convention (2.4.23)
for the orientations of principal faces of configuration spaces implies that, for i ∈
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{1, . . . , n}, the orientation of the face where i and i+1 collide is given by (−1)(i+1)(m−2).
Hence, we get
n−1∑
i=1
(−1)(n−1+i)(m−2)pin∗
[
ad∗(a1)η12 · · · ηi−1,i ad
∗
(
1
2
[[a ; a]]
)
i
ηi,i+1 · · ·Bn
]
+
+ (−1)m−2pin∗ [ad
∗(a1)η12 · · · ad
∗(an)Bn] ,
where we have used the normalization of the form w.
Summarizing all the computations so far, we get
dσn =
n∑
i=1
(−1)(n+i)(m−2)pin+1∗ [〈 ad
∗(a1)η12 · · · ηi−1,i ad
∗((da)i)ηi,i+1 · · ·Bn+1 , Ξ 〉] +
+ (−1)m−2pin+1∗ [〈 ad
∗(a1)η12 · · · (dB)n+1 , Ξ 〉] +
+
n−1∑
i=1
(−1)(n−1+i)(m−2)pin∗
[
ad∗(a1)η12 · · · ηi−1,i ad
∗
(
1
2
[[a ; a]]
)
i
ηi,i+1 · · ·Bn
]
+
+ (−1)m−2pin∗ [ad
∗(a1)η12 · · · ad
∗(an)Bn] .
If we now recall the rules for the super BV differential δ and its action on the superfield
a and B, we get the first equation.
As for the second one, we compute first the differential of τn:
dτn = (−1)
n(m−2)pin∗ Tr d [ad (a1) η12 · · · ad (an) ηn1]−
− (−1)n(m−2)pin∂∗ι
∗
∂,n Tr [ad (a1) η12 · · · ad (an) ηn1] .
(5.5.3)
We compute explicitly the first term on the right-hand side of (5.5.3) by means of the
Leibnitz rule:
n∑
k=1
1
n
(−1)(n−k−1)(m−2)pin∗ Tr [ad (a1) η12 · · · ad (dak) ηk,k+1 · · · ] =
=
n∑
k=1
1
n
(−1)(n(m−2)+(k−1)(n−k+1)(m−2)
pin∗ Tr [ad (dak) ηk,k+1 · · · ad (an) ηn1 ad (a1) η12 · · · ] =
=
n∑
k=1
1
n
(−1)n(m−2)pin∗ Tr [ad (da1) η12 ad (a2) η23 · · · ad (an) ηn1] =
= (−1)n(m−2)pin∗ Tr [ad (da1) η12 ad (a2) η23 · · · ad (an) ηn1] .
In order to get the third equality, we have used the obvious action of the permutation
group Sn on Cn
(
Rm−2
)
.
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We consider the boundary term on the right-hand side of (5.5.3); again, we make
use of Lemma 5.5.4, and therefore we need only consider the principal faces ofCn
(
Rm−2
)
corresponding to the collapse of two consecutive points and when the first and the last
point collapse:
n−1∑
k=1
1
n
(−1)(n−k)(m−2)+1pin−1∗ Tr
[
ad (a1) η12 · · · ad
(
1
2
[[a ; a]]
)
k
ηk,k+1 · · ·
]
−
−
1
n
pin−1∗ Tr [ad (a1) η12 · · · ad (a1)] =
=
n−1∑
k=1
1
n
(−1)(n−1)(m−2)+(k−1)(n−k)(m−2)+1pin−1∗ Tr
[
ad
(
1
2
[[a ; a]]
)
k
ηk,k+1 · · ·
· · · ad (an−1) ηn−1,1 ad (a1) η12 · · ·
]
+
+
1
n
(−1)(n− 1)(m− 2) + 1pin−1∗ Tr
[
ad
(
1
2
[[a ; a]]
)
1
η12 · · · ad (an−1) ηn−1,1
]
=
=
n−1∑
k=1
1
n
(−1)(n−1)(m−2)+1pin−1∗ Tr
[
ad
(
1
2
[[a ; a]]
)
1
η12 · · · ad (an−1) ηn−1,1
]
+
+
1
n
(−1)(n−1)(m−2)+1pin−1∗ Tr
[
ad
(
1
2
[[a ; a]]
)
1
η12 · · · ad (an−1) ηn−1,1
]
=
= (−1)(n−1)(m−2)+1pin−1∗ Tr
[
ad
(
1
2
[[a ; a]]
)
1
η12 · · · ad (an−1) ηn−1,1
]
.
Summarizing the results so far, the explicit expression for the differential for τn is
dτn =
1
n
(−1)n(m−2)pin∗ Tr [ad (da1) η12 ad (a2) η23 · · · ad (an) ηn1] +
+ (−1)(n−1)(m−2)+1pin−1∗ Tr
[
ad
(
1
2
[[a ; a]]
)
1
η12 · · · ad (an−1) ηn−1,1
]
.
It remains to sum over n ≥ 3 and to recall again the rules of the super BV differential
δ and its action on the superfields a and B to get the result.
Here we come to the quoted
Lemma 5.5.4 (Vanishing Lemma for parallel transport and torsion). The only non-
trivial contributions to the boundary term of (5.5.2), resp. (5.5.3), come from the princi-
pal faces of Cn+1(Rm−2), when two consecutive vertices collapse together, resp. from
the principal faces of Cn
(
Rm−2
)
, when two consecutive vertices or the vertices 1 and
n collapse together.
Proof of Lemma 5.5.4. We consider, for a given n ≥ 3, a subset S ⊂ {1, . . . , n} of
cardinality 3 ≤ |S| ≤ n, labeling the vertices collapsing together.
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We notice that the superfields a and B are basic in the boundary fibration corre-
sponding to the collapse of the vertices labeled by S. Therefore, the only contributions
coming from the corresponding boundary face come from the η-propagators. It is also
obvious that an η-propagator is nonbasic only if both its endpoints lie in S.
We consider both the parallel transport σ and the torsion τ . It is easy to see that,
for any S ⊂ {1, . . . , n} of cardinality 3 ≤ |S| ≤ n, the nonbasic piece of the integrand
in both σ and τ has either a zerovalent vertex or a univalent vertex joined by an η-
propagator or a bivalent vertex joined by two η-propagators. In all cases, Lemma 6.5.1
and Lemma 6.5.2 yield the claim.
If the cardinality of S equals 2, but S does not contain consecutive vertices or the
vertices 1 and n, the corresponding contribution also vanishes by Lemma 6.5.1, since
no η-propagator is nonbasic.
Finally, we consider the case when at least one vertex escapes to infinity. When at
least one vertex escapes to infinity, all forms in the parallel transport as well as in the
torsion with at least one vertex in the set S labeling the vertices escaping to infinity are
nonbasic. This means that at least an a- or B-superfield has its argument escaping to
infinity; this yields immediately the vanishing of the corresponding contribution, since
a and B have both rapid decrease.
5.5.3 The BV Laplacian of the parallel transport and the torsion
In order to prove that Σ is a BV-observable, it remains to compute the action of the
BV-Laplacian ∆BV on it.
It is sufficient to consider only the pieces of Σ of ghost number 0 and −1 of Σ,
which are respectively a function and a 1-form on Imb∞,σ
(
Rm−2,Rm
)
. It is not dif-
ficult to check that the piece of Σ of ghost number 0, resp. −1, is the exponential of
the piece og shot number 0 of σ − (−1)mτ , resp. the piece of ghost number −1 of
σ − (−1)mτ multiplied by the piece of ghost number of Σ:
Σ0 = exp
[
i
}
σ0 − (−1)mτ0
]
and Σ−1 =
[
i
}
σ−1 − (−1)mτ−1
]
Σ0,
where the superscripts 0 and −1 refer to the respective ghost numbers. By its very def-
inition, if we consider a given f ∈ Imb∞,σ
(
Rm−2,Rm
)
, Σ0 evaluated at f is obtained
simply by replacing the pull-backs w.r.t. evaluation maps in Σ by pull-backs w.r.t. f .
We can then prove
Theorem 5.5.5. The functionals Σi, for i ∈ {−1, 0}, satisfy the equation
∆BV Σ
i = 0.
Proof. Using the main properties of the super BV Laplacian ∆, we obtain
∆Σ = 0⇐⇒
1
2
((
i
}
σ − (−1)mτ ;
i
}
σ − (−1)mτ
))
+
+
i
}
∆σ − (−1)m∆τ = 0.
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Clearly, (( τ ; τ )) = 0 and ∆τ = 0, as the torsion τ depends only on a.
It is enough to show the following identities:
• ∆BV σ0 = 0,
•
(
σ0 , σ0
)
=
(
σ0 , τ0
)
= 0,
• ∆BV σ−1 = 0,
•
(
σ0 , σ−1
)
=
(
σ0 , τ−1
)
=
(
σ−1 , τ0
)
= 0
First of all, we give the explicit formulae for the functional derivatives of σn w.r.t.
a and B and the functional derivative of τn w.r.t. a:
σn
←−
∂
∂B
= (−1)[
n(n−1)
2 +1]m+1pin+1∗
〈〈
ad (an) ηn,n+1 · · · ad (a1) η12Ξ ;
Bn+1
←−
∂
∂B
〉〉
;
(5.5.4)
−→
∂ σn
∂a
=
n∑
k=1
(−1)
n(n−1)
2 m+npin+1∗
〈〈
ad (an+1) ηn,n+1 · · · ad
(−→
∂ ak
∂a
)
ηk,k+1 · · ·Ξ ; Bn+1
〉〉
;
(5.5.5)
−→
∂ τn
∂a
= pin∗ Tr
[
ad (a1) η12 · · · ad
(−→
∂ an
∂a
)
ηn1
]
. (5.5.6)
The computations leading to these formulae are straightforward, using the definitions
of the functional derivatives w.r.t. a and B; one has to be careful in regard to the sign
rules involved, keeping track of the total degrees involved. E.g. we compute the left
functional derivative of τn w.r.t. a:
d
dt
∣∣∣
t=0
τn (a+ tρa) =
n∑
k=1
1
n
pin∗ Tr [ad (a1) η12 · · · ad (ρa)k ηk,k+1 · · · ] =
= pin∗ Tr [ad (a1) η12 · · · ad (ρa)n ηn1] =
= pin∗ Tr
[
ad (a1) η12 · · · ad
(∫
Rm
〈〈
ρa ;
−→
∂ an
∂a
〉〉)
ηn1
]
=
=
∫
Rm
〈〈
ρa ; pi
n
∗ Tr
[
ad (a1) η12 · · · ad
(−→
∂ an
∂a
)
ηn1
]〉〉
.
The second equality is the result of a cyclic permutation of the points in Cn
(
Rm−2
)
;
the third follows directly by the definition of functional derivative.
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Recalling the main properties of the super BV Laplacian ∆, we compute ∆σn:
∆σn = (−1)
n(n−1)
2 m+n∆
[
pin+1∗ 〈〈 ad (an) ηn,n+1 · · · ad (a1) η12Ξ ; Bn+1 〉〉
]
=
= (−1)[
n(n−1)
2 +(n+1)]m+npin+1∗ {∆ [〈〈 ad (an) ηn,n+1 · · · ad (a1) η12Ξ ; Bn+1 〉〉]} =
= (−1)
n(n−1)
2 m+npin+1∗
[∫
Rm
〈〈
Bn+1,α
←−
∂
∂B
;
−→
∂ 〈〈 ad (an) ηn,n+1 · · ·Ξ ; ξα 〉〉
∂a
〉〉]
=
=
n∑
k=1
(−1)[
n(n−1)
2 +(n−k)]m+npin+1∗
{[∫
Rm
〈〈
Bn+1,α
←−
∂
∂B
;
−→
∂ aβk
∂a
〉〉]
〈〈 ad (an) ηn,n+1 · · · ad (Xβ) ηk,k+1 · · ·Ξ ; ξ
α 〉〉
}
=
=
n∑
k=1
(−1)[
n(n−1)
2 +(n−k+1)]m+(n+1)pin+1∗ {∆ (〈〈Bn+1 ; ak 〉〉)
Tr [ad (an) ηn,n+1 · · · ad (ak+1) ηk+1,k+2 ad (ηk,k+1 ad (ak−1) ηk−1,k · · ·Ξ)]} .
(5.5.7)
By eα, resp. εα, we have denoted the α-th element of a chosen basis of g, resp. the
corresponding dual basis vector; in the above computations, we have used that the
super BV Laplacian formally vanishes on functionals which do not contain both a field
and the corresponding antifield.
On the other hand, we consider the super BV antibracket of σp and τq:
((σp ; τq )) = (−1)[
p(p−1)
2 +(p+1)(q+1)+1]m+ppip+1∗ pi
q
∗ {∆ (〈〈Bp+1 ; aq 〉〉)
〈〈 ad (ap) ηp,p+1 · · ·Ξ ; ξ
α 〉〉Tr [ad (a1) η12 · · · ad (Xα) ηq1]} =
= (−1)[
p(p−1)
2 +q]m+ppip+1∗ pi
q
∗ {∆ (〈〈Bp+1 ; aq 〉〉)
Tr [ad (a1) η12 · · · ηq−1,q ad (ad (ap) ηp,p+1 · · ·Ξ) ηq1]} =
= (−1)[
p(p−1)
2 +pq]m+ppip+q+1∗ {∆ (〈〈Bp+1 ; ap+q+1 〉〉)
Tr [ad (ap+2) ηp+2,p+3 · · · ad (ap+q) ηp+q,p+q+1ηp+q+1,p+2
ad (ad (ap) ηp,p+1 · · · ad (a1) η12Ξ)]} =
= (−1)[
p(p−1)
2 +pq+
(q−1)(q−2)
2 ]m+ppip+q+1∗ {∆ (〈〈Bp+1 ; ap+q+1 〉〉)
Tr [ad (ap+q) ηp+q,p+q−1 · · · ad (ap+2) ηp+2,p+q+1ηp+q+1,p+q
ad (ad (ap) ηp,p+1 · · · ad (a1) η12Ξ)]} =
= (−1)[
p(p−1)
2 +(pq+1)+
(q−1)(q−2)
2 ]m+p+q+1pip+q+1∗ {∆ (〈〈Bp+1 ; ap+q+1 〉〉)
Tr [ad (ap+q) ηp+q,p+q+1 · · · ad (ap+2) ηp+2,p+3ηp+q+1,p+2
ad (ad (ap) ηp,p+1 · · · ad (a1) η12Ξ)]} =
= (−1)[
(p+q)(p+q+1)
2 +q+1]m+(p+q+1)pip+q+1∗ {∆ (〈〈Bp+q+1 ; ap+1 〉〉)
Tr [ad (ap+q) ηp+q,p+1 · · · ad (ap+2) ηp+2,p+3ηp+1,p+2
ad (ad (ap) ηp,p+q+1 · · · ad (a1) η12Ξ)]} .
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The first equality follows from the definition of the super BV antibracket and of the
super BV Laplacian, from equation (5.5.4) and (5.5.6), from equation (3.3.11) and
once again since the BV Laplacian formally vanishes on functionals not containing
a field and the corresponding antifield. We obtain the second identity by inserting
the functional 〈〈 ad (ap) ηp,p+1 · · ·Ξ ; ξα 〉〉 in the trace at the q-th position. The third
identity follows by casting together all integrations overCp+1
(
Rm−2
)
andCq
(
Rm−2
)
,
recalling the orientation conventions on configuration spaces. The fourth identity is a
result of the application of the permutation(
1 · · · p+ 1 p+ 2 p+ 3 · · · p+ q − 1 p+ q p+ q + 1
1 · · · p+ 1 p+ q p+ q − 1 · · · p+ 3 p+ 2 p+ q + 1
)
in Sp+q+1 on Cp+q+1
(
Rm−2
)
. The fifth identity is a consequence of moving all η-
propagators in the middle expression by one position and successively permuting the
positions of their arguments. Finally, the last identity is obtained by applying the per-
mutation exchanging the points p+ q + 1 and p+ 1.
The crucial fact now is the presence of the (pull-back of the) super BV Laplacian
of 〈〈pi∗1B ; pi∗2a 〉〉, where pii, i = 1, 2, are the natural projections from C2(Rm) onto its
factors. It is possible to obtain an explicit expression for 〈〈pi∗1B ; pi∗2a 〉〉 by straightfor-
ward computations similar to those for the BV Laplacian of the canonical BF action
in Subsection 3.4.3:
∆ (〈〈 pi∗1B ; pi
∗
2a 〉〉) = (−1)
m−1 dim g δ(x− y)
[
m∑
k=0
∑
1≤µ1<...
<µm−k≤m
(−1)kdxµ1,...,µm−k
∧ ?
(
dyµ1...µm−k
) ]
,
(5.5.8)
where dxµ1,...,muk : = dx1 ∧ · · · ∧ dxk. In equation (5.5.8), δ denotes the usual Dirac
δ-distribution concentrated at 0.
Thus, ∆ (〈〈pi∗1B ; pi∗2a 〉〉) is a distributional form on Rm×Rm; moreover, a simple
computation shows that (up to the multiplicative constant (−1)m−1 dim g) (5.5.8) is
the distributional kernel of the identity operator on forms with compact support or
rapid decrease on Rm, i.e.
pi2∗ [∆ (〈〈pi
∗
1B ; pi
∗
2a 〉〉) ∧ pi
∗
1ω] = (−1)
m−1 dim g ω, ∀ω ∈ Ω∗ (Rm) , (5.5.9)
where now Ω∗ (Rm) means forms on Rm with compact support or rapid decrease.
Clearly, the distributional forms ∆ (〈〈Bn+1 ; ak 〉〉) and ∆ (〈〈Bp+q+1 ; ap+1 〉〉) are
pull-backs resp. of ∆ (〈〈pi∗1B ; pi∗2a 〉〉) w.r.t. the composition of the evaluation map on
Imb∞,σ
(
Rm−2,Rm
)
×Rm−2 with the projections fromCn+1
(
Rm−2
)
andCp+q+1
(
Rm−2
)
onto C2
(
Rm−2
)
on the n+ 1-th and k-th point, resp. on the p+ q + 1-th and p+ 1-th
point.
The main idea is that, if we consider Σi for i = in {0,−1}, which correspond to a
function, resp. a 1-form, on Imb∞,σ
(
Rm−2,Rm
)
, the (pull-back w.r.t. evaluation map
and respective projections of) ∆ (〈〈pi∗1B ; pi∗2a 〉〉) has to be a form of degree at most
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one in Imb∞,σ
(
Rm−2,Rm
)
in both cases by the presence of push-forwards along the
configuration spaces.
Since the pull-back of ∆ (〈〈pi∗1B ; pi∗2a 〉〉) w.r.t. the composition of the evalua-
tion map and projections from some Cn
(
Rm−2
)
into any two factors is a form of
degree m on Imb∞,σ
(
Rm−2,Rm
)
× Cn
(
Rm−2
)
, with at most a form component in
Imb∞,σ
(
Rm−2,Rm
)
and the presence of the Dirac distribution localizes the two Rm−2-
arguments of the distributional form on the diagonal of Rm−2 × Rm−2, which is iso-
morphic to Rm−2, the pull-back of ∆ (〈〈pi∗1B ; pi∗2a 〉〉) automatically vanishes since it
has degree bigger than the dimension of the space where it is defined. The claim fol-
lows now by the relationship between super BV antibracket and usual BV antibracket,
and super BV Laplacian and usual BV Laplacian.
As for the antibracket of σ with itself, we write the result of the computations,
which are analogous to the computations leading to the explicit expression for the super
BV antibracket of σp with τq , recalling equations (5.5.4) and (5.5.5):∫
Rm
〈〈
σp
←−
∂
∂B
;
−→
∂ σq
∂a
〉〉
=
q∑
k=1
(−1)[
p(p−1)
2 +
q(q−1)
2 +(p+1)q+k]m+(p+q)
pip+q+2∗ 〈〈∆ (〈〈Bp+q+2 ; ap+k 〉〉) ad (ap+q) ηp+q,p+q+1 · · ·
· · · ad (ak+p+1) ηk+p+1,k+p+2ηk+p,k+p+1
[[ad (ak+p−1) ηk+p−1,p+q+2 · · · ad (ak) ηk,k+1Ξ;
ad (ak−1) ηk−1,k+p · · · ad (a1) η12Ξ]];Bp+q+1〉〉 .
(5.5.10)
Restricting to the pieces of σp and σq of ghost number 0 and −1, we can repeat the
same formal argument we have used above to evaluate the super BV Laplacian of σ
and the super BV antibracket of σ with τ .
The two preceding theorems imply immediately that the piece of exp i
}
σ − τ
of ghost number 0 is a BV -observable modulo d-exact forms, or, alternatively, that
its expectation value is a locally constant function (up to anomalies) on the space
Imb∞,σ
(
Rm−2,Rm
)
, yielding potential invariants of long knots in Rm.
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Chapter 6
The perturbative expansion
6.1 The perturbative expansion
In the previous section we have introduced the BV superversion of the observable Σ,
which was the correct way to interpret, as a perturbative series, partition function of
the I-action for special imbeddings from Rm−2 intoRm. As we have already seen, the
piece of ghost number 0 of Σ is a BV observable; therefore, we may explicitly evaluate
the v.e.v. of the exponential of Σ w.r.t. the canonicalBF -action as a perturbative series,
and since the exponential of Σ is a BV observable, the perturbative series (which needs
a gauge-fixing condition in order to invert the quadratic part of the BF -action) does
not depend on the gauge-fixing.
We begin by rewriting the exponential of Σ in another shape. Since a takes value
in g and B in g∗, we may choose a basis of g and its dual basis, which we denote by
{X1, . . . , Xd}, resp.
{
ξ1, . . . , ξd
} (d is the dimension of g), and hence we may write
a and B as
a = aαXα, B = Bαξ
α.
As always, a summation over repeated indices is understood.
We may then rewrite σn and τn as follows:
σn = (−1)
(m−1)n(n−1)2 +npin+1∗
(
a
α1
1 · · · a
αn
n B
n+1
β
n∏
i=1
ηi,i+1
)
〈
ξβ , ad(Xαn) · · · ad(Xα1)Ξ
〉
;
τn =
1
n
(−1)(m−3)
n(n−1)
2 pin∗
aα11 · · · aαnn n∏
i=1:
n+1≡1
ηi,i+1
Tr [ad (Xα1) · · · ad (Xαn)] .
Analogously, the trivalent part Striv of the BV action for canonicalBF theories may be
written as
Striv : =
1
2
∫
Rm
〈〈B ; [[a ; a]] 〉〉 =
1
2
(∫
Rm
Bεa
η
a
θ
)
〈 ξε , [Xη , Xθ ] 〉 .
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For computational reasons, it is better to rescale the superfields a and B by the
square root of i
}
; the rescaling modifies σ, τ and the trivalent part of the BV action as
follows
i
}
σn 7→
(
}
i
)n−1
2
σn; τn 7→
(
}
i
)n
2
τn; Striv 7→
(
}
i
)
Striv.
With all these preliminaries, we may write the exponential of i
}
Striv and Σ as
follows:
exp
i
}
Striv expΣ =
∑
p,q,r≥0
p∏
i=1
q∏
j=1
r∏
k=1
∑
ni≥0
∑
mk≥3
1
p!q!r!
1
2q
1
mk
(
}
i
)−p+q+Ppi=1 ni+Prk=1mk
2
(−1)
hPp
i=1
ni(ni−1)
2 +
Pr
k=1
mk(mk−1)
2 +r
i
(m−1)+
Pp
i=1 ni
[∫
Rm
Bεja
ηka
θk
]
[
pini+1∗
(
a
αi1
1 · · ·B
ni+1
βi
ni∏
l=1
ηl,l+1
)]pimk∗
aαk11 · · · aαkmkmk mk∏
k=1
mk+1≡1
ηj,j+1


〈 ξεj , [Xηk , Xθk ] 〉
〈
ξβi , ad
(
Xαini
)
· · · ad
(
Xαi1
)
Ξ
〉
Tr
[
ad
(
Xαk1
)
· · · ad
(
Xαkmk
)]
.
(6.1.1)
First of all, we give a closer look to the term containing powers of }i : the exponent
is −p+q+
Pp
i=1 ni+
Pr
k=1mk
2 . Since we are looking for nontrivial Feynman diagrams and
since the number of a and B superfields are directly linked to p, q, r, ni and mk, we
may establish a condition for possibly nontrivial Feynman diagrams depending on p,
q, r, ni and mk.
Namely, the number ofB-superfields equals q+p, while the number of a-superfields
equals 2q +
∑p
i=1 ni +
∑r
k=1mk. Therefore, possible nontrivial Feynman diagrams
are characterized by the following equation
q + p = 2q +
p∑
i=1
ni +
r∑
k=1
mk =⇒ p = q +
p∑
i=1
ni +
r∑
k=1
mk. (6.1.2)
Therefore, if p, q, r, ni andmk do not satisfy equation (6.1.2), the corresponding v.e.v.
vanishes. Moreover, it is immediate to see that the corresponding power of }i vanishes.
We refer to the order of a possibly nontrivial Feynman diagram as to p.
6.1.1 Feynman rules
Now that we have established a condition for possibly nontrivial Feynman diagrams
coming from the perturbative expansion of the exponential of Σ w.r.t. the canonical
BF -theory, we want to perform explicit computations. In order to do so, we have first
to display the Feynman rules for the superpropagator and for the vertices.
As we have discussed previously, the v.e.v. of the exponential of Σ w.r.t. the BF -
action does not depend on the gauge-fixing condition we have chosen to evaluate the
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quadratic part of the BV action. We have chosen a generalization of the covariant
gauge-fixing condition in 3 dimensions; as we have already seen, with this choice of
gauge-fixing, the superpropagator on Rm is simply〈
pi∗1 (Bα) pi
∗
2
(
a
β
)〉
g.f. = θ12 δ
β
α, (6.1.3)
where pii denotes the projection fromRm×Rm onto the i-th component; δβα denotes the
usual Kronecker δ-function. By θ12 we have denoted the pull-back on the configuration
space C02 (Rm) of two points in Rm of the normalized, SO(m)-invariant top-form v on
Sm−1 by the map (2.4.5); v is even, resp. odd, w.r.t. the action of the antipodal map on
Sm−1. The superpropagator
〈
pi∗1 (Bα) pi
∗
2
(
aβ
)〉
g.f. is clearly ill-defined on the diagonal
of Rm × Rm, thus it needs a regularization. The regularization we have chosen is
to replace the open configuration space C02 (Rm) by its Fulton-MacPherson–Axelrod–
Singer compactification C2(Rm); since, by Theorem 2.4.6, the map (2.4.5) extends
smoothly fromC02 (Rm) toC2(Rm), theBF theory can be regularized (a posteriori) by
passing from the (at first sight) obvious space Rm×Rm on which the superpropagator
lives to the compactification C2(Rm).
or or
Figure 6.1: The θ-propagator
In Figure 6.1.1 we have included the three cases when the θ-propagator has a) two
internal vertices, b) an internal and an external vertex and c) two external vertices. An
internal vertex is depicted as a small dot, while an external vertex is depicted as a bigger
circle.
After having defined the superpropagator, we now give the Feynman rules for the
vertices.
In general, points in Rm−2 andRm will be called from now on vertices. Vertices in
Rm−2, resp. in Rm, are called internal, resp. external. From now on, we will call the
superpropagator θ-propagator. It is clear from equation (6.1.1) that nontrivial Feynman
diagrams are products of θ- and η-propagators.
The valence of a vertex (be it internal or external) is defined as the number of θ-
and η-propagators meeting at the given vertex.
We can read directly from equation (6.1.1) that an internal vertex can only be:
i) univalent joined by a θ-form;
ii) bivalent joined by exactly one θ-form and exactly one η-form;
iii) trivalent joined by exactly one θ-form and two η-propagators.
On the other hand, an inspection of equation (6.1.1) gives the rule for external vertices:
i) An external vertex can only be trivalent joined by three θ-propagators.
These are the Feynman rules that we need to start an explicit evaluation of the v.e.v. of
the exponential of Σ.
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Pictorially, an internal vertex is denoted by a dot, while an external one is denoted
by a bigger circle. As we have seen before, η-propagators are depicted by dashed (ori-
ented) lines, while θ-propagators are depicted by solid (oriented) lines. The orientation
of a propagator is directly linked to the dimension m: a propagator has to be oriented
if and only m is odd (this depends on the parity of the propagators w.r.t. the antipodal
map on Sm−3 and Sm−1).
i
Figure 6.2: A univalent internal i vertex joined by a θ-propagator; the dashed line
coming out from the internal vertex i denotes the Lie-algebraic coefficient Ξ
i
Figure 6.3: A bivalent internal vertex i joined by a θ- and an η-propagator
i
Figure 6.4: A trivalent internal vertex i joined by one θ- and two η-propagators
The order of a possibly nontrivial Feynman diagram is given by equation (6.1.2).
For p, q, r, ni and mk given, satisfying equation (6.1.2), the number of η-propagators
is exactly
∑p
i=1 ni +
∑r
k=1mk. Since there must be exactly p + q θ-propagators, it
follows that the total number number of θ- and η-propagators for a possibly nontrivial
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 i
Figure 6.5: A trivalent external vertex i joined by three θ-propagators
Feynman diagram of order p is exactly
(p+ q) +
p∑
i=1
ni +
r∑
k=1
mk
By equation (6.1.2)
= 2p.
Therefore, a possibly nontrivial Feynman diagram of order p has exactly 2p θ- and
η-propagators.
We discuss next two particular situations which cannot occur in the perturbative
expansion. A crucial roˆle in the derivation of these obstructions is played by the Lie-
algebraic coefficients of Striv, σ and τ .
First, we consider equation (6.1.1), and we single out two particular terms, namely
pi1∗
(
B1β
)
and pini+1∗
(
a
αi1
1 · · ·B
ni+1
βi
∏ni
l=1 ηl,l+1
)
, for ni ≥ 1. We assume that we
couple through the superpropagator (6.1.3) B1β to aα
i
1
1 ; because of the definition of the
superpropagator, the index β must be equal to αi1. We inspect the corresponding Lie-
algebraic coefficients, under the assumptions β = αi1〈
ξβ , Ξ
〉 〈
ξβi , ad
(
Xαini
)
· · · ad (Xβ) Ξ
〉
=
〈
ξβi , ad
(
Xαini
)
· · · ad (Ξ)Ξ
〉
= 0,
by the antisymmetry of the Lie-bracket.
Similarly we consider again equation (6.1.1). This time, we single out two terms
pi1∗
(
B1β1
)
and pi1∗
(
B1β2
)
and
∫
Rm
Bεja
ηkaθk (of course, the index 1 in the first two in-
tegrals are not the same). We assume that we have coupled e.g. B1β1 to aη andB1β2 to aθ;
hence, the indices β1 and η, and β2 and θ have to be equal. Hence, the corresponding
Lie-algebraic coefficients become〈
ξβ1 , Ξ
〉 〈
ξβ2 , Ξ
〉
〈 ξεj , [Xβ1 , Xβ2 ] 〉 = 〈 ξ
εj , [ Ξ , Ξ ] 〉 = 0,
again by antisymmetry of the Lie-bracket.
If we translate these two results in a more formal language, the corresponding Feyn-
man rules are as follows
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i) No Feynman diagram can contain a bivalent internal vertex with an η-form and
a θ-form meeting there, such that the θ-form connects the given vertex to a uni-
valent internal vertex.
ii) No Feynman diagram can contain a trivalent external vertex, such that two of
the three θ-propagators meeting there connect the external vertex to two distinct
univalent internal vertices.
= 0i
Figure 6.6: The Feynman rule i); the dashed line coming out from the internal vertex i
means the presence of the Lie-algebraic term Ξ
= 0
Figure 6.7: The Feynman rule ii)
Remark 6.1.1. In fact, the second Feynman rule has also another explanation: if we
consider the involution exchanging the two univalent internal vertices, we see that this
involution (which is orientation-preserving, resp. -reversing, if m is even, resp. odd)
maps to corresponding Feynman diagram to minus itself, in the same spirit of the van-
ishing lemmata of Subsection 6.5.1.
6.1.2 The presence of “tadpoles”
As one can immediately get from equation (6.1.1) and from the Feynman rules for the
superpropagator and the vertices, there is another situation which can occur, which we
have not yet discussed, namely the appearance of so-called “tadpoles”. We consider an
interaction term coming from the trivalent piece of the BV action 12
∫
Rm
Bεa
ηaθ; the
corresponding Lie algebraic coefficient is simply 〈 ξε , [Xη , Xθ ] 〉.
A tadpole is the result of the operation connecting the B-form in the given inter-
action term to one of the two a-forms in the same interaction term. Clearly, the result
is ill-defined, as the arguments of the superpropagator coincide. The corresponding
Lie-algebraic coefficient takes the form
Tr [ad (Xγ)] ,
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where γ is the renamed index connected to the surviving a-form. We may regularize
the result in the following way: we take a smooth, normalized vector field ν on Rm
(hence, ν is everywhere nonvanishing), and then consider the limit
θν(x) : = lim
ε↓0
θ12(x+ εν(x), x). (6.1.4)
If we view ν as a map from Rm to itself, then θν is simply the pull-back w.r.t. ν of
v. Of course, the regularized θ-form θν depends clearly explicitly on a choice of a
normalized vector field ν.
There are two ways of eliminating tadpoles. One is to take e.g. a unimodular Lie
algebra g, which has the property that the adjoint action is trace-free. Therefore, the
Lie-algebraic coefficient of a regularized Feynman diagram containing a tadpole is
zero, hence also the Feynman diagram.
Another way, which does not require particular assumptions on the Lie algebra g,
is to add to the BV action an additional piece, whose presence is to provide countert-
erms for tadpoles. Since the B-form may be connected to any of the two a-forms, the
coefficient 12 before the interaction is cancelled when we consider the tadpole. It turns
out that the counterterm that does the job is given by
Sc.t. : =
∫
Rm
Tr
[
ad (a) θν
]
= −
(∫
Rm
a
αθν
)
Tr [ad (Xα)] , (6.1.5)
where θν is the same as in equation (6.1.4).
We add this term to the BV action; we have only to check that the exponential of
Sc.t. is a BV quantum observable. Clearly, the BV Laplacian of Sc.t. vanishes as well
as the BV antibracket of Sc.t. with itself, since Sc.t. depends only on a, hence it cannot
contain a field and the corresponding antifield.
On the other hand, we compute the super BV differential of Sc.t.:
δSc.t. =
∫
Rm
Tr
[
ad (FA) θν
]
=
=
∫
Rm
Tr
[
ad (da) θν
]
+
1
2
∫
Rm
Tr
[
ad ([[a ; a]]) θν
]
=
=
∫
Rm
dTr
[
ad (a) θν
]
+
1
2
∫
Rm
Tr
[
ad (a) ad (a) θν
]
=
= 0,
since θν is closed and by Stokes’ Theorem and by the cyclicity of the trace.
Hence, the corrected BV action S + Sc.t. satisfies also the Quantum Master Equa-
tion, and we then take the v.e.v. of the piece of ghost number 0 of the exponential of Σ
w.r.t. the same gauge-fixing condition as before, the only difference being that we have
to include in the interaction term also the counterterm for tadpoles. Hence, equation
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(6.1.1 becomes
exp
(
i
}
Striv − (−1)
mSc.t.
)
expΣ =
∑
p,q,r,s≥0
p∏
i=1
q∏
j=1
r∏
k=1
s∏
l=1
∑
ni≥0
∑
mk≥3
1
p!q!r!s!
1
2q
1
mk(
}
i
)−p+q+s+Ppi=1 ni+Prk=1mk
2
(−1)
hPp
i=1
ni(ni−1)
2 +
Pr
k=1
mk(mk−1)
2 +r+s
i
(m−1)+
Pp
i=1 ni
[∫
Rm
Bεja
ηka
θk
] [∫
Rm
a
γlθν
][
pini+1∗
(
a
αi1
1 · · ·B
ni+1
βi
ni∏
l=1
ηl,l+1
)]
pimk∗
aαk11 · · · aαkmkmk mk∏
k=1
mk+1≡1
ηj,j+1

Tr [ad (Xγl)] 〈 ξεj , [Xηk , Xθk ] 〉
〈
ξβi , ad
(
Xαini
)
· · · ad
(
Xαi1
)
Ξ
〉
Tr
[
ad
(
Xαk1
)
· · · ad
(
Xαkmk
)]
.
(6.1.6)
Clearly, equation (6.1.2) has also to be modified:
p = q + s+
p∑
i=1
ni +
r∑
k=1
mk. (6.1.7)
Hence, possible nontrivial Feynman diagrams are characterized by p, q, r, s, ni and
mk satisfying equation (6.1.7), and we still refer to p as to the order of such a diagram.
As before, for such diagrams, the exponent of }i vanishes also.
We may summarize all the above computations in the following
Proposition 6.1.2. The v.e.v. of the exponential of Σ w.r.t. the renormalizedBF action
by the counterterm Sc.t. does not contain tadpoles.
6.2 Feynman diagrams of order 1
We want to compute all possibly nontrivial Feynman diagrams of order 1. equation
(6.1.2) takes the form, for p = 1,
q + n1 +
r∑
k=1
mk = 1.
Since all mk’s all bigger than 3, r has to zero, if equation (6.1.2) is satisfied. Since by
Proposition 6.1.2 we can discard tadpoles, it is not difficult to see that there is only one
possible solutions, namely (1; 0; 0).
Recalling equation (6.1.1), the solution (1; 0; 0) corresponds to
−pi2∗
(
a
α1
1 B
2
βη12
) 〈
ξβ , ad (Xα1) Ξ
〉
;
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taking the superpropagator between B2β and a
α1
1 , recalling equation (6.1.3), we get(∫
C2,0
θ12η12
)
Tr [ad (Ξ)] . (6.2.1)
We see immediately that a choice of an e.g. unimodular Lie algebra g is not good,
because such a choice eliminates automatically (6.2.1).
The integral
∫
C2,0
θ12η12 is represented by the Feynman diagram
1 2
Figure 6.8: The Feynman diagram of order 1
First of all, we consider on C2,0 the permutation of the two internal vertices:∫
C2,0
θ12η12
1↔2
= (−1)m
∫
C2,0
θ21η21 = (−1)
m
∫
C2,0
θ12η12,
where we made use of the parity of v and w w.r.t. the antipodal maps on Sm−1 and
Sm−3. Hence, if m is odd, the function Θ1 vanishes automatically; we assume there-
fore m even.
We compute the exterior derivative of Θ1. Since η- and θ-propagators are closed,
it follows
dΘ1 = −
∫
∂C2,0
θ12η12,
where η and θ denote the restriction of η- and θ-propagators to the codimension-1
boundary ∂C2,0 of C2,0.
The boundary ∂C2,0 has three codimension-1 faces, namely i) when both internal
vertices collapse together, ii) when one of the two vertices escapes to infinity and iii)
when both vertices escape to infinity.
We will deal first with the three boundary faces at infinity. When one of the
two vertices escapes to infinity, the corresponding contribution vanishes by means of
Lemma 6.5.9, since in both cases the θ-propagator has exactly one vertex escaping to
infinity. When both vertices escape to infinity, Lemma 6.5.9 yields the vanishing of the
corresponding contribution.
Finally, by Lemma 6.5.13, we consider the m − 1-form on I
(
Rm−2,Rm
)
corre-
sponding to the contribution of the boundary face where both internal vertices collapse
together:
Θ̂1 : =
∫
Sm−3
θ̂ w, (6.2.2)
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where θ̂ denotes the pull-back of v w.r.t. the map from I
(
Rm−2,Rm
)
×Sm−3 to Sm−1
(α;x) 7→
α(x)
||α(x)||
.
(the normalized tangent map, borrowing notation from [17]). Since θ̂ and w are both
closed, Θ̂1 is also closed by the generalized Stokes Theorem.
6.3 Feynman diagrams of 2: the Bott invariant
In this subsection, we compute and discuss the term of order 2 of the perturbative ex-
pansion. We will obtain a function on Imb∞,σ
(
Rm−2,Rm
)
, which is the sum of three
Feynman diagrams. We will omit the explicit computations leading to the three Feyn-
man diagrams, referring to the Feynman rules. We will but notice that we do not con-
sider neither diagrams with tadpoles (which do not contribute to the perturbative expan-
sion thanks to the counterterm (6.1.5)) nor non-connected diagrams; also, we will con-
sider only the configuration space integrals corresponding to the given Feynman dia-
grams with their signs and numerical coefficients without the Lie-algebraic coefficient,
which for all connected diagrams without tadpoles of order 2, equals Tr
[
ad (Ξ)
2
]
.
We show first that the diagrams in question vanish in even dimension, as a conse-
quence of the action of the permutation groups S3 and S4 on configuration spaces.
Furthermore, using the action of S4 on configuration spaces, the sum of the three
diagrams may be rewritten as a sum of two integrals containing cyclic sums of η-
propagators, so that we can identify it with the invariant constructed by Bott in [9] for
2m− 1-spheres imbedded in R2m+1. Finally, we prove rigorously that this function is
indeed an invariant, making use of various vanishing lemmata.
6.3.1 The explicit Feynman diagrams of order 2
We give first explicit expressions for the three Feynman diagrams at order 2:
D2,tr. : =
∫
C4,0
θ13θ24η12η23; (6.3.1)
D2,sq. : =
1
2
∫
C4,0
θ13θ24η12η34; (6.3.2)
D2,sq.ext. : =
∫
C3,1
θ14θ24θ34η12. (6.3.3)
We first show that all functions (6.3.1), (6.3.2) and (6.3.3) vanish if m is even.
Taking (6.3.1), we consider the permutation of the points labeled by 1 and 3:∫
C4,0
θ13θ24η12η23 = (−1)
m
∫
C4,0
θ31θ24η32η21 = (−1)
m+3m+(m−3)
∫
C4,0
θ13θ24η12η23 =
= (−1)m−1
∫
C4,0
θ13θ24η12η23.
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As for (6.3.2), we consider the permutation exchanging the point labeled by 1 with the
one labeled by 2 and the point labeled by 3 with the one labeled by 4. This permutation
obviously preserves orientation for m even and odd. Therefore, we get∫
C4,0
θ13θ24η12η34 =
∫
C4,0
θ24θ13η21η43 = (−1)
(m−1)+4m
∫
C4,0
θ13θ24η12η34 =
= (−1)m−1
∫
C4,0
θ13θ24η12η34.
Finally, taking (6.3.3), we consider the cyclic permutation exchanging the points la-
beled by 1 and 2; it is orientation-preserving, resp. -reversing, for m even, resp. odd. It
follows∫
C3,1
θ14θ24θ34η12 = (−1)
m
∫
C3,1
θ24θ14θ34η21 = (−1)
m−1
∫
C3,1
θ14θ24θ34η12.
We consider the sum of (6.3.1), (6.3.2) and (6.3.3)
Θ2 : =
∫
C4,0
θ13θ24η12η23 +
1
2
∫
C4,0
θ13θ24η12η34 +
∫
C3,1
θ14θ24θ34η12. (6.3.4)
Hence, the function Θ2 is nonzero only in odd dimensions. Using again the action of
S4 and S3 on the configuration spacesC4 andC3,1, we may rewrite (6.3.4) in the form
Θ2 =
1
8
∫
C4,0
θ13θ24η
2
1234 +
1
3
∫
C3,1
θ14θ24θ34η123, (6.3.5)
where η1234 and η123 are the following cyclic sums:
η1234 : = η12 + η23 + η34 + η41; η123 : = η12 + η23 + η31.
The function (6.3.5) may be then viewed as a function on the space Imb∞,σ
(
Rm−2,Rm
)
,
for m odd.
The function (6.3.5) takes the diagrammatic form
+ 
1
2
−
1
2
3
4
1 2
3
4
1 2
3 4
Figure 6.9: The Feynman diagram corresponding to the Bott invariant
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6.3.2 The function Θ2 is an invariant
The task now is to compute the exterior derivative of (6.3.4).
At this point, it is better to make a change in the tautological form θ12 on C2(Rm).
By definition, θ12 is the pull-back to C2(Rm) w.r.t. the map (2.4.5) of a normalized,
SO(m)-invariant top-form v on Sm−1, which is even, resp. odd, w.r.t. the antipodal
map on Sm−1. Instead of v, we will consider the top-form v : = (−1)mv; clearly, v
is again SO(m)-invariant and has the same parity w.r.t. the antipodal map on Sm−1;
since m has to be odd, we replace v by minus itself in Θ2. We get with this change
Θ2 =
1
8
∫
C4,0
θ13θ24η
2
1234 −
1
3
∫
C3,1
θ14θ24θ34η123 =
=
∫
∂C4,0
θ13θ24η12η23 +
1
2
∫
∂C4,0
θ13θ24η12η34 −
∫
∂C3,1
θ14θ24θ34η12.
By the generalized Stokes Theorem, the exterior derivative of Θ2 equals:
dΘ2 = −
1
8
∫
∂C4,0
ι∗∂4,0
(
θ13θ24η
2
1234
)
+
1
3
∫
∂C3,1
ι∗∂3,1 (θ14θ24θ34η123) =
= −
∫
∂C4,0
ι∗∂4,0 (θ13θ24η12η23)−
1
2
∫
∂C4,0
ι∗∂4,0 (θ13θ24η12η34)+
+
∫
∂C3,1
ι∗∂3,1 (θ14θ24θ34η12) ;
here, ∂C4,0, resp. ∂C3,1, denotes the codimension-1 boundary of C4,0, resp. C3,1. re
The contribution of the principal faces
By a principal face, we mean a codimension-1 boundary face of C4,0, resp. C3,1, de-
scribing the collapse of two internal vertices, resp. of two internal vertices or of the
only external vertex to one of the three internal vertices.
Lemma 6.3.1. The sum of the contribution of the principal faces coming from the
exterior derivative of (6.3.4) vanishes.
Proof. By Lemma 6.5.1, the only possibly nontrivial contributions from principal faces
of C4,0, resp. C3,1, are associated to the collapse of two internal vertices, resp. of
two internal vertices or of the only external vertex to exactly one of the three internal
vertices, connected through a θ- or η-form.
Using the normalization and the parity w.r.t. the antipodal map on Sm−3 and Sm−1
of the θ- and η-propagator, Convention (2.4.23) and the action of permutation groups
on C3,0, the result is
• 2
∫
C3,0
θ12θ13η12 +
∫
C3,0
θ1θ23η12η13, coming from the integral (6.3.1);
•
∫
C3,0
θ12θ13η23 −
∫
C3,0
θ1θ23η12η13, coming from the integral (6.3.2);
• −
∫
C3,0
θ12θ13η23 − 2
∫
C3,0
θ12θ13η12, coming from the integral (6.3.3.
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It is not difficult to verify that the sum of the three contributions is 0.
We need to explain what is θ1 in the above formulae. We consider, borrowing the
notations from Subsubsection 6.5.4, the following form on I
(
Rm−2,Rm
)
:∫
Sm−3
θ̂. (6.3.6)
By Lemma 6.5.13, this form descends to an invariant form on Grm,m−2 of degree 2;
such forms exist in any dimension m. We then denote by θ1 the pull-back to C3,0 of
(6.3.6) w.r.t. the composition of the normalized tangent map with projection onto the
first component of C3,0.
However, there are other codimension-1 contributions to consider, coming from so-
called “hidden faces”. These are boundary faces corresponding to the collapse of more
than 2 vertices (be they internal or external or both) or to the escape of one or more
internal and/or external vertices to infinity. It may be shown that these contributions all
vanish, hence making the function (6.3.5) a true invariant. The proof of the vanishing
of the hidden faces will be postponed in Section 6.5.1.
6.4 Feynman diagrams of order 3
In this section we give an explicit expression for the term of order 3 coming from
the perturbative expansion of the v.e.v. of Σ w.r.t. BF -theories. As for the Feynman
diagrams of order 2, we do not write the computations leading to the result; the com-
putations are easy consequences of the displayed Feynman rules. However, it is worth
noticing that we consider here connected diagrams without tadpoles, and that the Lie-
algebraic coefficients of all these diagrams equal Tr
[
ad (Ξ)
3
]
. Again, the reason for
not considering diagrams with tadpoles lies in the presence of (6.1.5).
The section is divided in two subsections: in the first one, we write down the
connected configuration space integrals without tadpoles coming from the Feynman
diagrams of order 3 and we show that they are (possibly) nontrivial only in even di-
mension, and we rewrite their sum so that it contains cyclic alternating sums of η-
propagators. In the second subsection, we show that the sum of the contributions com-
ing from principal faces vanishes.
6.4.1 The eight connected Feynman diagrams without tadpoles of
order 3
We get by a direct computation, recalling the Feynman rules, the following eight Feyn-
man diagrams, with their signs and combinatorial coefficients:
D3,hex. : =
1
3
∫
C6,0
θ14θ26θ35η12η34η56; (6.4.1)
D3,pent. : =
∫
C6,0
θ14θ26θ35η12η23η45; (6.4.2)
201
D3,sq. : = −
∫
C6,0
θ14θ26θ35η12η23η34; (6.4.3)
D3,tr. : =
1
3
∫
C6,0
θ14θ25θ36η12η23η31; (6.4.4)
D3,sq.ext : = −
∫
C5,1
θ16θ36θ56θ24η12η23; (6.4.5)
D3,pent.ext. : =
∫
C5,1
θ16θ36θ56θ24η12η34; (6.4.6)
D3,sq.2 ext. : = −
∫
C4,2
θ16θ36θ56θ25θ45η12; (6.4.7)
D3,tr.3 ext. : =
1
3
∫
C3,3
θ14θ25θ36θ45θ46θ56. (6.4.8)
We consider the sum of the eight connected Feynman diagrams (6.4.1), (6.4.2), (6.4.3),
(6.4.4), (6.4.5), (6.4.6), (6.4.7) and (6.4.8) :
Θ3 : =
1
3
∫
C6,0
θ14θ26θ35η12η34η56 +
∫
C6,0
θ14θ26θ35η12η23η45−
−
∫
C6,0
θ14θ26θ35η12η23η34 +
1
3
∫
C6,0
θ14θ25θ36η12η23η31−
−
∫
C5,1
θ16θ36θ56θ24η12η23 +
∫
C5,1
θ16θ36θ56θ24η12η34−
−
∫
C4,2
θ16θ36θ56θ25θ45η12 +
1
3
∫
C3,3
θ14θ25θ36θ45θ46θ56.
(6.4.9)
We show that all configuration space integrals in (6.4.9) vanish in even dimension;
for this purpose, we use the action of permutation groups on configuration spaces. We
write down explicitly the permutations which we use in order to show the vanishing of
the integrals; the signs are consequences of the parity rules of θ- and η-propagators and
of the fact that v, resp. w, has degree m− 1, resp. m− 3.
Taking the first integral, we consider the permutation exchanging 1 with 2, 4 with
6 and 3 with 5; such an involution of C6,0 is orientation preserving, resp. reversing, if
m is even, resp. odd.
For the second integral, we consider the permutation exchanging 1 with 3 and 4
with 5, which is orientation-preserving in both cases m even and odd.
For the third integral, we consider the permutation exchanging 1 with 4, 2 with 3
and 5 with 6, which has the same orientation behavior as the permutation for the first
integral.
Taking the fourth integral, we consider the orientation-preserving permutation ex-
changing 1 with 3 and 4 with 6.
Taking the fifth integral, we consider the orientation-preserving permutation ex-
changing 1 with 3 and 2 with 4.
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For the sixth integral, we consider the permutation exchanging 1 with 3; such a
permutation is orientation-preserving, resp. -reversing, if m is even, resp. odd.
For the seventh integral, we consider the permutation exchanging 1 with 2, 3 with
4 and 5 and 6, which has clearly the same orientation behavior as the permutation used
for the first integral, since we consider imbeddings of codimension 2.
Taking the eighth integral, we consider the orientation-preserving permutation ex-
changing 2 with 3 and 5 with 6.
Finally, the function Θ3 is represented by the following Feynman diagram:
5
+
1
2
6
5
4
3
a
b
cd
e
f
1
2
3
4 5
6
a c
b
d e
f
1
2 3
4
5 6
a
b c
d
e
f
1
2
3
4
5
6
a
b
c
d e
f
1
2
3
4
6
a b
c
d
e f
6
1
2
3
4
5
a b
c
d
e f
1 2
3 4
6 5
a
b
c
e
f
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1
2
3
4
5
6
a
b
c
d e
f
1
3
+ − +  −
3
1
+ − − +  −
1
3
−
Figure 6.10: The Feynman diagrams of order 3
6.4.2 The contribution of the principal faces to the exterior deriva-
tive of θ3
In this subsection, we compute the contributions coming from the principal faces of
compactified configuration spaces to the exterior derivatives of (6.4.9).
Lemma 6.4.1. The sum of the contributions to the exterior derivative of (6.4.9) coming
from principal faces vanishes.
Proof. By Lemma 6.5.1, we have to consider only the principal faces where two ver-
tices collapse together only if they are connected by a θ- or η-form.
We compute the sum of the contributions for each integral separately, recalling the
orientation convention (2.4.23) and the normalization conditions on v and w:
• The first integral
−
∫
C5,0
θ13θ14θ25η23η45 +
∫
C5,0
θ1θ24θ35η12η13η45;
203
• the second integral
− 2
∫
C5,0
θ13θ14θ25η12η35 −
∫
C5,0
θ14θ25θ34η12η23+
+ 2
∫
C5,0
θ1θ24θ35η12η23η15 −
∫
C5,0
θ1θ24θ35η12η13η45;
• the third integral
2
∫
C5,0
θ13θ14θ25η12η23 −
∫
C5,0
θ1θ24θ35η12η23η31−
− 2
∫
C5,0
θ1θ24θ35η12η23η15;
• the fourth integral ∫
C5,0
θ1θ24θ35η12η23η31
• the fifth integral
− 2
∫
C4,1
θ15θ25θ45θ13η12 +
∫
C4,1
θ15θ35θ45θ2η12η23−
− 2
∫
C5,0
θ13θ14θ25η12η23 +
∫
C5,0
θ14θ25θ34η12η23;
• the sixth integral
2
∫
C4,1
θ15θ25θ45θ13η23 −
∫
C4,1
θ15θ35θ45θ2η12η23+
+ 2
∫
C5,0
θ13θ14θ25η12η35 +
∫
C5,0
θ13θ14θ25η23η45;
• the seventh integral∫
C3,2
θ15θ25θ45θ14θ34 + 2
∫
C4,1
θ15θ25θ45θ13η12−
− 2
∫
C4,1
θ15θ25θ45θ13η23;
• the eighth integral
−
∫
C3,2
θ15θ25θ45θ14θ34.
(We notice that we have used the same notations as in the proof of Lemma 6.3.1.)
It is immediate to verify that the sum of all these contributions vanishes.
204
6.5 Vanishing lemmata for hidden faces of Θ2 and Θ3
In this section, we will give an explicit proof of the vanishing of all hidden faces of
the Bott invariant Θ2; for this purpose, we need some useful well-known vanishing
lemmata, which we quote from [17], plus other (as far as we know) new vanishing
lemmata, which we state and prove in the next subsection.
6.5.1 Vanishing lemmata for hidden faces
If we take a diagram Γ and a boundary face labeled by S ⊂ {1, 2, 3, 4}, we denote by
Γ|(S) the push-forward along the fiber of the boundary fibration corresponding to the
face S of those propagators which are not basic w.r.t. the boundary fibration (i.e. those
propagators with both endpoints in S). Sometimes, we will call Γ|(S), for a given set
S, the collapsing diagram w.r.t. S.
Vanishing lemmata for the collapse of vertices
The following vanishing lemmata deal with boundary faces corresponding to the col-
lapse of vertices labeled by elements of S; the situation of vertices escaping to infinity
has to be dealt with in a different way in the next subsubsection.
By the arguments of Subsection 2.4.4 of Chapter 2, the interior of the boundary
face corresponding to the collapse of the vertices labeled by S is given by a pull-
back of the trivial bundle Rm−2×
(
I
(
Rm−2,Rm
)
n ĈS
)
, where I
(
Rm−2,Rm
)
n ĈS
is defined in (2.4.10) of Subsection 2.4.4. Using Lemma 6.5.13, Γ|(S) is the pull-
back w.r.t. the composition of the projection from the base of the boundary fibra-
tion onto the vertex, where the vertices labeled by elements of S collapse, with the
map (2.4.13) of a form on Rm−2 × I(Rm−2,Rm). This form is in turn a pull-back
w.r.t. the projection on I(Rm−2,Rm) of the push-forward w.r.t. the projection from
I
(
Rm−2,Rm
)
n ĈS onto the space I
(
Rm−2,Rm
)
of a product of tautological forms
θij and ηij on I
(
Rm−2,Rm
)
n ĈS , as defined in Subsubsection 6.5.4.
In the proofs of some of the following lemmata, Γ|(S) denotes the form on I
(
Rm−2,Rm
)
,
whose pull-back w.r.t. the above map yields the true form denoted by Γ|(S).
With these prescriptions in mind, we state three basic general vanishing lemmata.
Lemma 6.5.1. If Γ|(S) has a zerovalent internal or external vertex (in the second case,
we assume that the labeled vertex is not the point at infinity), then it vanishes.
Lemma 6.5.2. If Γ|(S) has a) either a univalent internal vertex joined by an η-propagator
or b) a univalent external vertex joined by a θ-propagator, then it vanishes.
Lemma 6.5.3. If Γ|(S) has a) either a bivalent internal vertex joined by two η-propagators
or b) a bivalent external vertex joined by two θ-propagators, then it vanishes.
The proofs of the preceding lemmata are completely equivalent to the proofs of
Lemma A.7, Lemma A.8 and Lemma A.9 in Appendix A of [17], where these lemmata
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were proved only for external points with θ-propagators. The case of internal points
with η-propagators is identical, because it represents the same situation.
Remark 6.5.4. Lemma 6.5.3 is Kontsevich’s Lemma from [40], or, to be more precise,
a variant thereof adapted to the situation at hand. What is borrowed from the original
version is Kontsevich’s involution, which is the main ingredient of the proof.
We provide now new vanishing lemmata, which concern certain “bad” faces of the
Bott invariant and of function (6.4.9). The idea behind these lemmata lies mainly in a
generalization of Kontsevich’s Lemma (or, to be more precise, in a generalization of
the involution displayed by Kontsevich in order to deal with trivalent vertices in his
construction of invariant of knots and 3-manifolds).
Lemma 6.5.5. If the integrand of Γ|(S) contains a product of forms of the type a) either
θijηjkθkl or b) ηijθjkηkl, where i, j, k, l are all distinct internal vertices and j and k
are exactly bivalent, then it vanishes.
i
j k
l
0
Figure 6.11: The pictorial form of Lemma 6.5.5 for the case a)
i l
0j k
Figure 6.12: The pictorial form of Lemma 6.5.5 for the case b)
Proof. We notice that in the case of η-propagators, i and j must be both internal.
We consider e.g. the situation a). In this case, the integrand corresponding to Γ|(S)
contains, by assumption, a product of the form
θijηjkθkl,
where the four points i, j, k and l are all distinct and internal.
The interior of the fiber corresponding to the face labeled by S is the space Ĉ0p,q
introduced in Subsection 2.4.4; we denote a point in this quotient by
[(α; . . . , xj , . . . , xk, . . . , )] , (6.5.1)
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where we have ordered the points, and we have labeled only two of the four special
points xi, xj , xk and xl, which are all internal; α denotes an element of I
(
Rm−2,Rm
)
,
corresponding to the tangent map of a given imbedding at the point in Rm−2, where
the vertices labeled by S have collapsed.
We may define on I
(
Rm−2,Rm
)
n Ĉ0p,q the following map
φijkl : (α; . . . , xj , . . . , xk, . . . ) 7−→ (α; . . . , xi + xl − xk, . . . , xi + xl − xj , . . . ) ,
(6.5.2)
and all other points remain unaltered. The map (6.5.2) is clearly an involution, and the
sign of its orientation is simply (−1)m−2 = (−1)m. It is also not difficult to see that
it descends to an involution of the quotient Ĉ0p,r of I
(
Rm−2,Rm
)
nC0p,q , since (6.5.2)
is equivariant w.r.t. the action of scalings and global translations. In fact, the action of
scalings and global translations on all internal points is given by
x 7−→ λx+ ξ, ∀λ ∈ R+, ξ ∈ Rk.
(The action of global translations by vectors in Rm−2 on external points is a little bit
different, as it involves translations by α(ξ).) Therefore, we see
xj 7−→ λxj + ξ 7−→ (λxi + ξ) + (λxl + ξ)− (λxk + ξ) = λ(xi + xl − xk) + ξ,
and an analogous computation for xk shows that the map (6.5.2) is equivariant w.r.t.
the action of global translations and scalings. Hence, (6.5.2) descends to a smooth
involution on the fiber of the face S, with orientation sign (−1)m−2.
We have to compute its action on the integrand of Γ|(S). Since φijkl affects only
the j-th and k-th point, it does affect only those factors of the integrand which depend
explicitly on xj and xk. Such factors are by assumption exactly θij , ηjk and θkl. The
action of φijkl on these forms is computed by seeing how φijkl affects the maps by
which we pull-back the forms θ and η.
The form θij is realized via the (smooth lift of the) map
[(α; . . . , xj , . . . , xk, . . . )] 7−→
α (xi − xj)
||α (xi − xj)||
.
Analogously, θkl is realized via
[(α; . . . , xj , . . . , xk, . . . )] 7−→
α (xk − xk)
||α (xk − xl)||
.
On the other hand, the form ηjk is realized via the (smooth lift of the) map
[(α; . . . , xj , . . . , xk, . . . )] 7−→
xj − xk
||xj − xk||
.
The first map is transformed via the map (6.5.2) as follows:
[(α; . . . , xj , . . . , xk, . . . )] 7−→ [(α; . . . , xi + xl − xk, . . . , xi + xl − xj , . . . )] 7−→
7−→
α (xi − (xi + xl − xk))
||α (xi − (xi + xl − xk))||
=
=
α (xk − xl)
||α (xk − xl)||
.
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Analogously, we get for the second map:
[(α; . . . , xj , . . . , xk, . . . )] 7−→
α (xi − xj)
||α (xi − xj)||
.
On the other hand, the third map is transformed as follows:
[(α; . . . , xj , . . . , xk, . . . )] 7−→ [(α; . . . , xi + xl − xk, . . . , xi + xl − xj , . . . )] 7−→
7−→
(xi + xl − xk)− (xi + xl − xj)
||(xi + xl − xk)− (xi + xl − xj)||
=
=
xj − xk
||xj − xk||
.
Accordingly, the product θijηjkθkl transforms as follows:
θijηjkθkl
By (6.5.2)
7−→ θklηjkθij = (−1)
m−1θijηjkθkl;
we have used here the fact that θ-propagators have degree m−1, and the η-propagators
have degree m− 3.
Therefore, the form Γ|(S) is transformed by (6.5.2) as follows:
Γ|(S) 7−→ (−1)
m+m−1Γ|(S) = −Γ|(S).
Hence, the involution (6.5.2) transforms the integral into its opposite, whence it
follows Γ|(S).
Analogous arguments work for situation b).
Lemma 6.5.6. If the integrand of Γ|(S) contains a product θijθkl, where the four la-
beled vertices are all distinct and internal, and if at least two of them are univalent and
do not belong to the same θ-propagator, then it vanishes.
0
i
j k
l
Figure 6.13: The diagrammatic version of Lemma 6.5.6
Proof. We use the same notations as in the previous proof.
By assumption, there are at least four internal points in the fiber of the boundary
face S, and the integrand in Γ|(S) contains a factor of the form
θijθkl.
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The points xi, xj , xk and xl are all distinct. We assume that the vertices labeled by i
and k are univalent.
On the interior of the boundary face Ĉ0p,q, corresponding to the collapsing of all
vertices labeled by S, we consider the map
[(α; . . . , xi, . . . , xk, . . . )] 7−→ [(α; . . . , xj + xl − xk, . . . , xj + xl − xi)] , (6.5.3)
where the other points remain unaltered. The map (6.5.3) is an involution of the fiber of
the hidden face S, it has orientation sign (−1)m, and, since the only points changed by
(6.5.3) are the i-th and k-th point, the only factors in the integrand affected by (6.5.3)
are θij and θkl. Computations similar to those used at the end of the proof of the
preceding Lemma yield:
θijθkl
By (6.5.3)
7−→ θlkθji = (−1)
m−1θijθkl.
We have used the fact that θ-propagators have degree m − 1, and that θ is even,resp.
odd, w.r.t. the antipodal map if m is even, resp. odd.
The total action of the involution (6.5.3) on the form Γ|(S) is therefore
Γ|(S) 7−→ (−1)
m+m−1Γ|(S) = −Γ|(S).
The claim then follows.
Lemma 6.5.7. If the integrand ofΓ|(S) contains of product of forms of type a) θijηkjηlj ,
where all four vertices {i, j, k, l} are internal and the vertex labeled by i is univalent,
or b) θieθjeθke, where the vertices labeled by {i, j, k, } are internal and the vertex
labeled by e is external, and moreover the vertex i is univalent, then Γ|(S) vanishes.
0
i
j
k l
Figure 6.14: The diagrammatic version of Lemma 6.5.7 for case a)
Proof. We consider first the case a). We make use again of an involution, reminiscent
of Kontsevich’s one, discovered by D. Thurston in [49], which we have modified and
adapted to a more general situation.
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= 0
j k
i
e
Figure 6.15: The diagrammatic version of Lemma 6.5.7 for case b)
In fact, assuming the vertices {i, j, k, l} to be lexicographically ordered, we con-
sider the map on the interior of the boundary face Ĉ0p,q:
ψijkl ([(α; . . . , xi, . . . , xj , . . . )]) : = [(α; . . . , xk + xl − xi, . . . , xk + xl − xj , . . . )] ,
leaving all other vertices unaltered. It is immediate to check that the map ψijkl is a
well-defined orientation preserving involution.
It remains to compute the action of ψijkl on the integrand of Γ|(S); since ψijkl
affects only the vertices xi and xj , it is sufficient to compute its action on the product
θijηkjηlj . The form θij is the pull-back w.r.t. the map
[(α; . . . , xi, . . . , xj , . . . )] 7→
α (xj − xi)
||α (xj − xi)||
.
The composition of the preceding map with ψijkl gives
[(α; . . . , xi, . . . , xj , . . . )] 7→ [(α; . . . , xk + xl − xi, . . . , xk + xl − xj , . . . )] 7→
7→
α (xk + xl − xj − xk − xl + xi)
||α (xk + xl − xj − xk − xl + xi)||
=
=
α (xi − xj)
||α (xi − xj)||
=⇒
θij 7→ θji.
As for the other two forms, ηkj and ηlj , the action of ψijkl on them is similarly com-
puted:
xj − xk
||xj − xk||
7→
xl − xj
||xl − xj ||
=⇒ ηkj 7→ ηjl,
xj − xl
||xj − xl||
7→
xk − xj
||xk − xj ||
=⇒ ηlj 7→ ηjk.
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Resuming all these computations, we get
θijηkjηlj
ψijkl
7−→ θjiηjlηjk = (−1)
(m−1)+3mθijηkjηlj = −θijηkjηlj ,
by the parity of forms of type θ and η w.r.t. the exchange of their arguments. Finally,
we get
Γ|(S)
ψijkl
7−→ −Γ|(S),
whence the claim follows.
As for case b), we consider the map ψe,ijk
ψe,ijk ([(α; . . . , xi, . . . ; . . . , ye, . . . )]) : =
: = [(α; . . . , xj + xk − xi, . . . ; . . . , α(xj + xl)− ye, . . . )] ,
and all other vertices remain unchanged; it is not difficult to check that ψe,ijk is a well-
defined, orientation preserving involution of Ĉ0p,q . The computation of the action of
ψe,ijk on the integrand can be performed along the same lines as for the computations
for a), leading to the claim.
Lemma 6.5.8. If the face S has at least three internal vertices, and the integrand of
Γ|(S) contains a product of forms of the type θijθik , where i is an external vertex and
j and k are internal and univalent, then Γ|(S) vanishes.
Proof. We use the notations as in the proofs of the previous lemmata. We label by j
and k the univalent internal vertices.
On the interior of the boundary face we define the map
[(α; . . . , xj , . . . , xk, . . . )] 7−→ [(α; . . . , xk, . . . , xj , . . . )] , (6.5.4)
and all other points remain unchanged. The map (6.5.4) is an involution, and it has
orientation sign (−1)m (as both xj and xk are internal). Clearly, the involution (6.5.4)
affects only the points xj and xk , hence the only factors in the integrand of Γ|(S) acted
on nontrivially by (6.5.4) are θij and θik . These forms are transformed clearly by
θijθik
By (6.5.4)
7−→ θikθij = (−1)
m−1θijθik.
Again, we have used that θ-propagators have degree m− 1.
Hence, the collapsing form Γ|(S) is acted on by the involution (6.5.4) by
Γ|(S)
By (6.5.4)
7−→ (−1)m+m−1Γ|(S) = −Γ(S).
The claim follows.
Vanishing lemma for faces “at infinity”
We state and prove now a vanishing lemma for all faces at infinity of our invariants
for Imb∞,σ
(
Rm−2,Rm
)
; in fact, besides the faces where 1 ≤ q ≤ t points in Rm tend
to infinity, we have also to deal with faces where 1 ≤ p ≤ s points in Rm−2 tend to
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infinity or where 1 ≤ p ≤ s points in Rm−2 and 1 ≤ q ≤ t points in Rm tend to
infinity.
We consider an ordered subset S = S1 ∪S2 of {1, . . . , s}∪ {1, . . . , t} labeling the
vertices escaping to infinity; clearly, if S2 has no elements, S = S1 labels a face where
1 ≤ p ≤ s internal points tend to infinity, if not, the internal and external vertices
labeled by S tend to infinity. If we consider a given diagram Γ, the push-forward along
the fiber of the boundary face labeled by S of the restriction to the given boundary face
of η- and θ-propagators not basic w.r.t. the boundary fibration is denoted by Γ|(S).
Lemma 6.5.9. For any subset S of {1, . . . , s} ∪ {1, . . . , t}, labeling vertices (be they
internal or external) escaping to infinity (if S contains internal and external vertices),
Γ|(S) vanishes.
Proof. If S = S1 ∪ S2, we denote by ti the cardinality of S1 and by te the cardinality
of S2, i.e. the number of internal, resp. external vertices escaping to infinity. We denote
by ΓS the product of all η- and θ-propagators with at least one vertex in S. By the
definition of the fiber of the face at infinity corresponding to set S, it is clear that ΓS is
the piece of the integrand of Γ not basic w.r.t. the boundary fibration; clearly, Γ|(S) is
the push-forward of ΓS along the fiber of the boundary fibration.
Since we consider nontrivial diagrams, the following inequality must hold:
deg ΓS ≥ ti(m− 2) + tem. (6.5.5)
Inequality (6.5.5) is a consequence of the following argument: we consider the whole
diagram containingΓ|(S) as an integral over the interior of a compactified configuration
space. If we integrate ΓS over all vertices appearing in this subdiagram (ti internal and
te external vertices) and if the degree of ΓS is less than the sum of the dimensions of
the vertices over which we integrate, the whole diagram is automatically zero by the
definition of the push-forward. Hence, if we consider (possibly) nontrivial diagrams,
inequality (6.5.5) must hold.
As we have already noted before, ΓS is the nonbasic piece of the integrand of
the diagram w.r.t. the boundary fibration corresponding to the escape to infinity of the
vertices labeled by S; this is clear since we are considering only those imbeddings of
Rm−2 into Rm with a prescribed behavior at infinity. In case S2 6= ∅, all vertices
(internal and external) escape to infinity; hence the fiber has dimension ti(m − 2) +
tem − 1. If S2 = ∅, then te = 0 and the dimension of the fiber is ti(m − 2) − 1. If
S1 = ∅, then ti = 0 and the fiber has dimension tem− 1.
In all cases, the following strict inequality holds
deg ΓS > ti(m− 2) + tem− 1,
in virtue of (6.5.5).
Hence, the integrand, which lives only on the fiber since we are considering long
knots in Rm (which have a prescribed behavior at infinity), has degree strictly exceed-
ing the dimension of the fiber, hence it vanishes.
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6.5.2 The vanishing of the contribution of hidden faces to the exte-
rior derivative of the Bott invariant
With the help of the vanishing lemmata displayed in the previous subsections, we prove
now that the contributions to the exterior derivative of Θ2 (the Bott invariant) coming
from hidden faces of configuration spaces vanish.
We begin by studying the hidden faces of the diagram (6.3.1) corresponding to
the collapse of S vertices, where S is a subset of {1, 2, 3, 4} of cardinality |S| = 3.
Hence, we have to consider the case where exactly three internal vertices collapse
together. There are clearly four possibilities: a) S = {1, 2, 3}, b) S = {1, 2, 4}, c)
S = {1, 3, 4} and d) S = {2, 3, 4}. We first consider a). In this case, the integrand
along the fiber presents a bivalent internal vertex joined by two η-propagators, namely
the vertex labeled by 2. Lemma 6.5.3 yields the claim, namely that the corresponding
contribution vanishes.
We next consider b). The integrand is the product of a θ- and an η-propagator.
Moreover, the vertex labeled by 1 is univalent, joined by an η-propagator. Lemma 6.5.2
yields the claim.
We then consider c). In this case, the vertex labeled by 4 is zerovalent, as it is
the endpoint of a θ-propagator labeled also by 2, which does not belong to the set of
collapsing points. Hence, Lemma 6.5.1 implies the vanishing of the corresponding
contribution.
Finally, we consider d). This case is symmetric to case b), and therefore the claim
holds.
Second, we consider hidden faces of the diagram (6.3.2) corresponding to a subset
S of {1, 2, 3, 4} with |S| = 3. There are also four cases to be considered, the same as
for the diagram (6.3.1). We begin by considering a). It is immediate to see that the ver-
tex labeled by 2 is univalent and is joined by an η-propagator. Therefore, Lemma 6.5.2
yields the claim.
We then consider b). This situation presents also a univalent vertex joined by an
η-propagator, namely the vertex labeled by 1. The claim follows.
We consider the case c). As one can easily see, the vertex labeled by 4 is univalent
with an η-propagator.
Finally, we consider the case d). The vertex labeled by 3 is clearly univalent, with
an η-propagator.
We consider the diagram (6.3.3). We consider the case when the three internal
vertices collapse together. The three θ-propagators with vertices labeled by 1, 2 and
3 are clearly basic w.r.t. the boundary fibration. Moreover, the vertex labeled by 1
(and by symmetry the vertex labeled by 2) is univalent with exactly one η-propagator.
Therefore, Lemma 6.5.2 implies the claim.
We next consider the hidden face where exactly two internal vertices and the ex-
ternal vertex in (6.3.3) collapse together in Rm−2. As always, an η- or θ-propagator is
basic, if at most one of its endpoints lie in the set of collapsing points. Therefore, due
to the form of the diagram, the vertex labeled by 4 (i.e. the external vertex) is always
bivalent, joined by two θ-propagators. Therefore, Lemma 6.5.3 yields the vanishing of
boundary face.
We consider now only the diagrams (6.3.1) and (6.3.2). For these two diagrams, we
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take the most degenerate face where all four internal vertices collapse together. First,
there are no dimensional reasons as to why the boundary contributions must vanish,
as the integrands depend on the space of imbeddings through the θ-propagators. The
push-forwards along the fiber of the boundary face are pull-backs of invariant forms of
degree m− 1 on the space I
(
Rm−2,Rm
)
by Lemma 6.5.13. Since m is odd, m− 1 is
even.
We need only prove the vanishing of the boundary face S = {1, 2, 3, 4} for the
diagrams (6.3.1) and (6.3.2); for this purpose, we can apply Lemma 6.5.5 to the dia-
grams (6.3.1) and (6.3.2). Namely, for what concerns the diagram (6.3.1), we consider
the product θ13η12η23. We notice that the vertices labeled by 1 and 3 are bivalent and
therefore play the roˆle of j and k, and that we must consider i = l = 2. For the diagram
(6.3.2), we consider the product of factors η12θ24η34; the vertices 2 and 4 are bivalent,
hence play the roˆles of j and k.
We then consider the face, where the three internal vertices and the external vertex
collapse together in Rm−2 for the diagram (6.3.3). The push-forward along the fiber of
the boundary face of the integrand is again the pull-back to the basis of the boundary
face of a form on I
(
Rm−2,Rm
)
again by Lemma 6.5.13. In this case, we can apply
Lemma 6.5.7, taking the univalent internal vertex labeled by 3 as i and the external
vertex labeled by 4 as α.
Finally, we consider the hidden faces at infinity, i.e. when some internal or external
vertices escape to infinity, or when both types of vertices tend to infinity. Lemma 6.5.9
yields also the vanishing of these contributions.
6.5.3 The vanishing of the contribution of hidden faces to the exte-
rior derivative of Θ3
We prove now, again with the help of all the vanishing lemmata displayed in subsec-
tion 6.5.1, that all contributions to the exterior derivative of Θ3 coming from hidden
faces of configuration spaces vanish except for the most degenerate face of exactly
two diagrams, when all vertices collapse together in Rm−2. We will deal with this
particular face in the next subsection.
First of all, we recall that the function Θ3 consists of 8 connected diagrams. We
will show that the contributions of all hidden boundary faces vanish, separately for
each integral in equation (6.4.9), except for the hidden face where all vertices, internal
and external collapse together in Rm−2, where the vanishing lemmata do not apply.
The first integral of (6.4.9)
We consider the integral ∫
C6,0
θ14θ26θ35η12η34η56.
Writing down the corresponding diagram, we see that all its vertices are internal and bi-
valent with an η- and a θ-propagator. Since the vertices are all internal, the hidden faces
correspond to the collapse of at least three vertices. Such hidden faces are associated
to fibrations of the configuration space C6,0; namely, if S denotes the set of collapsing
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points (which, by the free action of S6, may be chosen to be S = {1, . . . , k}, with
k ≤ 6), the fibration is the pull-back of ĈS
(
Rm−2
)
w.r.t. the projection from C6−S+1
onto Rm−2, mapping onto to first point.
If the set of collapsing vertices contains an isolated vertex, the corresponding col-
lapsing subdiagram vanishes. In fact, an isolated vertex corresponds to the situa-
tion of a collapsing subdiagram with a zerovalent internal vertex, which vanishes by
Lemma 6.5.1.
If we consider the situation where 3 vertices collapse together, such that none of the
three vertices is isolated, then the three vertices, which we denote by i, j and k appear
only in the expressions:
θijηjk or ηijθjk,
where the bar over θ- or η-forms denotes restriction to the boundary fibration. Only
these two expressions are not basic in the boundary fibration; the corresponding col-
lapsing diagram is the push-forward of such expressions w.r.t. the boundary fibra-
tion. In both expressions, we see immediately that there is a univalent internal vertex
joined by an η propagator; such a collapsing diagram vanishes therefore in virtue of
Lemma 6.5.2.
If 4 vertices collapse together, and no vertex is isolated, then the vertices i, j, k and
l appear only in the three expressions
θijηjkθkl or ηijθjkηkl or θijηkl.
The push-forward of the second and the third expression vanishes immediately by
Lemma 6.5.2, as the vertex i, resp. k) is univalent and is joined by an η-propagator. The
collapsing diagram corresponding to the first expression vanishes also by Lemma 6.5.5.
We consider now the collapse of 5 vertices; since the diagram has 6 vertices, there
cannot be any isolated vertex among the collapsing ones. The piece of the diagram,
which is not basic in the boundary fibration, is of the form
θijηjkθklηlm,
hence S = {i, j, k, l,m}. The corresponding collapsing diagram vanishes immedi-
ately, since the vertex m is univalent and is joined by an η-propagator.
The most degenerate face of this diagram vanishes also in virtue of Lemma 6.5.5.
The second piece of (6.4.9)
The second integral appearing in Θ2 has the form∫
C6,0
θ14θ26θ35η12η23η45.
The corresponding diagram has only internal vertices, one of which (the vertex labeled
by 2) is trivalent, and one (the vertex labeled by 6) is univalent; all other vertices are
bivalent.
Again, if the set of collapsing vertices contain an isolated vertex, then, in virtue of
Lemma 6.5.1, the corresponding collapsing diagram vanishes.
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We consider the case of 3 collapsing vertices, none of them isolated. The non-basic
piece of the integrand w.r.t. the boundary fibration has the possible forms
θijηjk or ηijηjk
(because there is a trivalent internal vertex). Both corresponding collapsing subdia-
grams vanish in virtue of Lemma 6.5.1.
In the case where 4 nonisolated vertices collapse, we are faced with four possible
expressions:
θijηjkθkl or ηijθjkηkl or θijηjkηkl or θijηkl.
All corresponding collapsing subdiagrams vanish, the first one in virtue of Lemma 6.5.5,
the remaining three by Lemma 6.5.2.
When 5 nonisolated vertices collapse together, we have to consider two possible
expressions for the nonbasic piece of the integrand
θijηjkθklθlm or ηijηikθjlθkmηlm.
The first corresponding collapsing subdiagram vanishes by Lemma 6.5.2, while the sec-
ond one vanishes by Lemma 6.5.3, since the vertex i is bivalent with two η-propagators.
The most degenerate face of this diagram vanishes also by Lemma 6.5.7 or Lemma 6.5.5.
The third piece of (6.4.9)
The third integral in (6.4.9) has the form∫
C6,0
θ14θ26θ35η12η23η34.
As before, the set S of collapsing vertices cannot contain an isolated vertex. Therefore,
if we consider the case of three nonisolated points collapsing together, the nonbasic
piece of the integrand may be of two types:
θijηjk or ηijηjk.
Both corresponding collapsing diagrams vanish by Lemma 6.5.2.
When 4 nonisolated vertices collapse together, the nonbasic piece of the integrand
has one of the following five shapes:
θijηjkθkl or ηijθjkηkl or θijηikηklηjl or θijηjkηjl or θijηjkηkl.
The collapsing subdiagram corresponding to the first integrand vanishes by Lemma 6.5.5;
the second, the fourth and the fifth vanish in virtue of Lemma 6.5.2. The third one van-
ishes by Lemma 6.5.3, since the vertex labeled by k is bivalent with two η-propagators.
Finally, when 5 nonisolated vertices collapse together, we are faced with two dif-
ferent shapes for the nonbasic piece of the integrand:
θijθklηjlηjm or θijθkmηjkηjlηlm.
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The subdiagram corresponding to the first possibility vanishes by Lemma 6.5.6, since
i and k are both univalent. The subdiagram corresponding to the second possibility
vanishes in virtue of Lemma 6.5.3, as l is a bivalent internal vertex, joined by two
η-propagators.
The most degenerate face of this diagram vanishes, because we can apply Lemma 6.5.7,
Lemma 6.5.5 or Lemma 6.5.6.
The fourth piece of (6.4.9)
We consider the integral ∫
C6,0
θ14θ25θ36η12η23η31.
We consider the case of 3 nonisolated vertices collapsing together. The nonbasic piece
of the integrand can be
θijηjk or ηijηjkηik.
The collapsing diagram corresponding to the first situation vanishes by Lemma 6.5.2,
while the second collapsing diagram is zero in virtue of Lemma 6.5.3, as the vertex i
is bivalent with two η-propagators.
If 4 nonisolated vertices collapse together, we find for the nonbasic piece of the
integrand corresponding to the given collapse
θijηjkθkl or θijηjkηjlηkl.
The first collapsing diagram vanishes by Lemma 6.5.5; the second one vanishes by
Lemma 6.5.3.
When 5 nonisolated vertices collapse together, the nonbasic piece of the integrand
θijθklηjmηjlηlm.
The corresponding collapsing diagram vanishes by Lemma 6.5.3, as the vertex labeled
by m is bivalent with two η-propagators.
The most degenerate face of this diagram vanishes in virtue of Lemma 6.5.7 or
Lemma 6.5.6.
The fifth piece of (6.4.9)
We consider the following integral∫
C5,1
θ16θ36θ56θ24η12η23.
Again, the set of collapsing vertices cannot contain any isolated vertex, be it internal
or external.
If 3 nonisolated vertices collapse together, the nonbasic piece of the integrand may
take one of the following shapes
θαiθαj , or θαiηij or θijηjk or ηijηjk.
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The corresponding collapsing diagrams all vanish: the first one by Lemma 6.5.3, since
α is bivalent with two θ-propagators, the second one by Lemma 6.5.2, as α is univalent
with a θ-propagator, the third one in virtue of Lemma 6.5.2, since k is univalent with
an η-propagator, and the last one also by Lemma 6.5.2, as i is univalent with an η-
propagator.
When 4 nonisolated vertices collapse, we get the following expressions for the
nonbasic piece of the integrand
θαiθαjηjk or θαiθαjθαk or θαiθjk or θαiηijθjk or θαiθαjηikηjk
or ηijηikθil.
All corresponding collapsing diagrams vanish. In fact, the first one vanishes by Lemma 6.5.2,
as the vertex k is univalent and is joined by an η-propagator; the second one by
Lemma 6.5.8; the third one by Lemma 6.5.2, as the vertex α is univalent with a
θ-propagator; the fourth one by Lemma 6.5.2, again since α is univalent with a θ-
propagator; the fifth one by Lemma 6.5.3, as α is bivalent with two θ-propagators.
Finally, the last one also vanishes by Lemma 6.5.2, since the vertex j is univalent with
an η-propagator.
When 5 nonisolated vertices collapse together, the nonbasic piece of the integrand
must of the form
θαiθαjηjkθkl or θαiθαjθαkηjlηkl or θαiθαjηikηjkθkl.
The corresponding collapsing diagrams vanish, the first one in virtue of Lemma 6.5.3,
as α is bivalent with two θ-propagators, the second one also by Lemma 6.5.3, since l
is bivalent with two η-propagators, and the last one again by Lemma 6.5.3, since α is
bivalent with two θ-propagators.
The most degenerate face of this diagram vanishes by Lemma 6.5.7.
The sixth integral of (6.4.9)
We consider the sixth piece of Θ3∫
C5,1
θ16θ36θ56θ24η12η34;
The possible hidden faces we have to consider for this integral are more complicated:
in fact, we have to consider the hidden faces where internal vertices collapse together,
where the external point and some internal vertices collapse and where the external
point escape to infinity.
First of all, when the set of collapsing vertices contains an isolated vertex (be it
internal or external), the corresponding collapsing subdiagram vanishes in virtue of
Lemma 6.5.1.
We begin by considering the collapse of 3 nonisolated vertices (one of the three
vertices may be the external one). The nonbasic piece of the integrand in this situation
may take one of the following shapes:
θαiθαj or θαiηij or θijηjk,
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where in this case we denote by α the external vertex. The collapsing diagram cor-
responding to the first expression vanishes by Lemma 6.5.3, as the external vertex is
bivalent with two θ-propagators. The collapsing diagram corresponding to the second
one vanishes also in virtue of Lemma 6.5.2, as the internal vertex j is univalent, joined
by an η-propagator. The collapsing diagram corresponding to the third one vanishes
also by Lemma 6.5.2, as the vertex k is univalent with η-propagator.
The case of 4 nonisolated collapsing vertices presents the following nonbasic pieces
of the integrand
θαiθαjθαk or θαiθαjηjk or θαiθjk or θαiηijθjk or ηijθjkηkl.
The corresponding collapsing diagrams all vanish: the first one by Lemma 6.5.8, as the
vertex α is trivalent, the second one vanishes by Lemma 6.5.2, as k is univalent with
η-propagator, the third one by Lemma 6.5.2, since α is univalent with θ-propagator, the
fourth one again by Lemma 6.5.2, since α is again univalent with θ-propagator, and the
fifth one by Lemma 6.5.2, as i is univalent with η-propagator.
When 5 nonisolated vertices collapse together, we are faced with the following
nonbasic piece of the integrand
θαiθαjθαkηkl or θαiθαjθjkθkl or θαiθαjηikηjlθkl.
The corresponding collapsing diagrams all vanish. Namely, the first one vanishes
by Lemma 6.5.2, since l is univalent with η-propagator; the second one vanishes by
Lemma 6.5.3, as α is bivalent with two θ-propagators, and the third one again by
Lemma 6.5.3, as α is bivalent with two θ-propagators.
In this case also, the most degenerate face of this diagram vanishes by Lemma 6.5.7
or Lemma 6.5.5.
The seventh integral of (6.4.9)
We consider the following integral∫
C4,2
θ16θ36θ56θ25θ45η12.
Again, if the set of collapsing vertices contain an isolated vertex, the corresponding
collapsing diagram vanishes.
Therefore, we consider the collapse of 3 nonisolated vertices. The nonbasic piece
of the integrand is given by
θαiθαj or θαβθβi or θαiηij .
All corresponding collapsing diagrams vanish: the first one in force of Lemma 6.5.3,
as α is bivalent with two θ-propagators, the second one by Lemma 6.5.3, since β is
bivalent with two θ-propagators, and the last one by Lemma 6.5.2, since α is univalent
with a θ-propagator.
In the situation where 4 nonisolated vertices collapse together, we get the following
possible expressions for the nonbasic piece of the integrand
θαβθαiθβj or θαiθαjηik or θαβθβiθβj or θαβθαiθβjηij .
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All corresponding collapsing diagrams vanish, the first one in virtue of Lemma 6.5.3, as
the vertex α is bivalent with two θ-propagators, the second one again by Lemma 6.5.3,
taking into account the vertex α, the third one by Lemma 6.5.2, considering the vertex
α, and the last one by Lemma 6.5.3, if we consider the the vertex α.
When 5 nonisolated vertices collapse together, we have to deal with the following
possibilities for the nonbasic piece of the integrand
θαβθαiθαjθβkηjk or θαβθαiθαjθβk.
The two corresponding collapsing diagrams vanish, both in virtue of Lemma 6.5.3, if
we take into account the bivalent vertex β.
The eighth integral of (6.4.9)
The last integral that we are going to consider is∫
C3,3
θ14θ25θ36θ45θ46θ56
If the set of collapsing points contain an isolated vertex, be it internal or external, then
the corresponding collapsing diagram vanishes.
We consider the case when 3 nonisolated vertices collapse together. The nonbasic
piece of the integrand may take the form
θαβθαi or θαβθαγθβγ .
Since the corresponding collapsing diagrams contain both a bivalent external vertex
with two θ-propagators, Lemma 6.5.3 yields their vanishing.
If 4 nonisolated points collapse together, then one of them must be internal. Hence,
the nonbasic piece of the integrand must be of the form
θαβθαiθβj or θiαθαβθαγθβγ .
In the corresponding collapsing diagrams, there is a always a bivalent external vertex
with two θ-propagators. Hence, Lemma 6.5.3 implies their vanishing.
In the case of 5 nonisolated collapsing points, since at least two internal vertices
must be in the collapsing set, the nonbasic piece of the integrand must be
θαβθαγθβγθβiθγj.
The vertex α is bivalent with two θ-propagators; hence, the corresponding collapsing
diagram vanishes by Lemma 6.5.3.
Finally, the contributions to the exterior derivative of Θ3 coming from hidden faces
where at least 1 vertex (be it internal or external) escapes to infinity all vanish in virtue
of Lemma 6.5.9.
The most degenerate face of this diagram vanishes by the following argument
(which will be made more precise in the next Subsection): the corresponding form
on the space I
(
Rd,Rm
)
descends to a form on the Grassmann manifold Grm,m−2, and
it is additionally SO(m)-invariant. Since this form has degree m − 1, and m is odd,
it vanishes automatically, as there are no SO(m)-invariant forms on Grm,m−2 of odd
degree (we refer also to Subsection 2.6.6).
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6.5.4 The most degenerate face of Θ3
A characterization of contributions from hidden faces
In this subsection, we describe the contribution to the exterior differential of the func-
tion Θ3 coming from the most degenerate boundary face, i.e. when all vertices of the
diagrams collapse together in Rm−2.
For these purposes, we give a general criterion for the classification of contribu-
tions coming from hidden faces; we recall first some facts from Subsection 2.4.4 of
Chapter 2.
We consider, for 1 ≤ p and 1 ≤ q such that 2 ≤ p+q, the set I
(
Rm−2,Rm
)
nC0p,q ,
introduced in (2.4.10). We define two maps, denoted resp. by Φij and φij , as follows
Φij ((α;x1, . . . ; y1, . . . )) : =

α(xi−xj)
||α(xi−xj)||
, 1 ≤ i 6= j ≤ p
α(xi)−yj
||α(xi)−yj||
, 1 ≤ i ≤ p, 1 ≤ j ≤ p
yi−yj
||yi−yj||
, 1 ≤ i 6= j ≤ q
(6.5.6)
φij ((α;x1, . . . ; y1, . . . )) : =
xi − xj
||xi − xj ||
, 1 ≤ i 6= j ≤ p. (6.5.7)
Φij maps I
(
Rm−2,Rm
)
n C0p,q to S
m−1
, while φij maps I
(
Rm−2,Rm
)
n C0p,q into
Sm−3. It is not difficult to check that Φij and φij are invariant w.r.t. the action of
R+ n Rm−2; hence, any pull-back of a form on Sm−1, resp. Sm−3, w.r.t. the maps
Φij , resp. φij , to Vm,m−2 n C0p,q is basic w.r.t. the action of R+ n Rm−2, hence it
descends to I
(
Rm−2,Rm
)
n Ĉ0p,q . In particular, we will write θij , resp. ηij , for the
pull-back w.r.t. Φij , resp. φij , of the normalized SO(m)-invariant volume form v on
Sm−1, resp. the normalized SO(m− 2)-invariant volume form w on Sm−3.
There is a right action of SO(m− 2) on I
(
Rm−2,Rm
)
n C0p,q
((α;x1, . . . ; y1, . . . ) ;h) 7→
(
α ◦ h−1;h(x1), . . . ; y1, . . .
)
, h ∈ SO(m− 2).
(6.5.8)
The above action of SO(m − 2) descends clearly to the quotient I
(
Rm−2,Rm
)
n
Ĉ0p,q; moreover, since the action of SO(m − 2) on I
(
Rm−2,Rm
)
is free, the action of
SO(m−2) on I
(
Rm−2,Rm
)
n Ĉ0p,q is also free. One can also prove that the maps Φij
are invariant w.r.t. the right action of SO(m− 2), whence it follows that any pull-back
w.r.t. Φij of a form on Sm−1 is basic w.r.t. this action.
On the other hand, there is a left action of SO(m) on I
(
Rm−2,Rm
)
nC0p,q , which
descends to the quotient I
(
Rm−2,Rm
)
n Ĉ0p,q:
(g; (α;x1, . . . ; y1, . . . )) 7→ (g ◦ α;x1, . . . ; g(y1), . . . ) , g ∈ SO(m); (6.5.9)
notice that this action is in general not free.
Remark 6.5.10. The actions of SO(m−2) and SO(m) descends from I
(
Rm−2,Rm
)
to
actions on the submanifold Vm,m−2 of linear isometries, the Stiefel manifold, defined
by analogous formulae.
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The group SO(m) operates in an obvious way on Sm−1. It is not difficult to verify
that the maps φij are invariant w.r.t. the action of SO(m); on the other hand, the maps
Φij intertwine the action (6.5.9) with the action on Sm−1.
The properties of the maps (6.5.6) and (6.5.7) w.r.t. the actions (6.5.8) and (6.5.9)
of SO(m− 2) and SO(m) may be summarized in
Lemma 6.5.11. If v is an SO(m)-invariant form of degree m− 1 on Sm−1 and w is
an SO(m − 2)-invariant form of degree m − 3 on Sm−3, we denote by θij , resp. ηij ,
the pull-back w.r.t. Φij of v, resp. φij of w.
Then
a) θij is a form of degree m− 1 on I
(
Rm−2,Rm
)
n Ĉ0p,q , which is basic w.r.t. the
action (6.5.8) and invariant w.r.t. the action (6.5.9).
b) ηij is a form of degree m− 3 on I
(
Rm−2,Rm
)
n Ĉ0p,q , which is basic w.r.t. the
action (6.5.9) and invariant w.r.t. the action (6.5.8).
We consider now the forgetful projection pip,q from I
(
Rm−2,Rm
)
n Ĉ0p,q onto
I
(
Rm−2,Rm
)
. It follows directly that pip,q intertwines the actions (6.5.9) and (6.5.8)
with the actions of SO(m) and SO(m− 2) on I
(
Rm−2,Rm
)
:
pip,q ◦ Lg = Lg ◦pip,q, pip,q ◦ Rh = Rh ◦pip,q, ∀ g ∈ SO(m), h ∈ SO(m− 2),
(6.5.10)
where we have denoted by Lg , resp. Rh, the (lift of the) action (6.5.9), resp. (6.5.8), on
I
(
Rm−2,Rm
)
n Ĉp,q and I
(
Rm−2,Rm
)
.
Remark 6.5.12. It is possible to define a similar right action of GL(m − 2) on the
quotient I
(
Rm−2,Rm
)
n Ĉ0p,q and I
(
Rm−2,Rm
)
; this action is compatible with the
projection from I(Rm−2,Rm)nĈ0p,q onto I(Rm−2,Rm). We recall that the quotient of
I
(
Rm−2,Rm
)
by the right action of GL(m− 2) is the Grassmann manifold Grm,m−2.
We consider a product of θ- and η-forms, which we denote by γ, such that the
degree of this form is bigger or equal to (p−1)(m−2)+qm−1. The following Lemma
characterizes precisely the contributions coming from boundary faces of configuration
space integrals such as (6.3.5) and (6.4.9) as biinvariant forms on spaces I(Rm−2,Rm)
(see also Section 2.6 of Chapter 2).
Lemma 6.5.13. The push-forward of γ w.r.t. to pip,q , which we denote by
∫
bCp,q γ, is a
biinvariant form on I(Rm−2,Rm). If γ contains only θ-forms, ∫ bCp,q γ is an SO(m)-
invariant form on Grm,m−2.
Proof. The proof is a consequence of Lemma 6.5.11, equation (6.5.10) and Lemma 2.2.3
and 2.2.4.
As a corollary, a form
∫
bCp,q γ vanishes, if the integrand contains only θ-forms and
has odd degree.
Remark 6.5.14. Lemma 6.5.13 gives analogous results, when we restrict ourselves
to the Stiefel manifold Vm,m−2: in this case, the form
∫
bCp,q γ is a biinvariant form
on Vm,m−2, and similarly, if γ does not contain any η-form,
∫
bCp,q ω descends to an
SO(m)-invariant form on Grm,m−2.
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We recall at this point some facts from Section 2.5 of Chapter 1: there is a deforma-
tion retraction of I
(
Rm−2,Rm
)
to the Stiefel manifold Vm,m−2, denoted by Λm,m−2.
The homotopy between the identity and the composition of Φm,m−2 with the inclusion
of Vm,m−2 into I
(
Rm−2,Rm
)
will be denoted simply Λ̂m,m−2. Now assume that we
have a closed form ω on I
(
Rm−2,Rm
)
of degree p. We then define the following form
of degree p− 1 on I
(
Rm−2,Rm
)
:
ω̂ : =
∫ 1
0
Λ̂∗m,m−2ω;
here, the integral denotes push-forward w.r.t. the projection from I(Rm−2,Rm)× [0, 1]
onto I
(
Rm−2,Rm
)
. We take the exterior derivative of ω̂: the generalized Stokes The-
orem gives
dω̂ = ι∗1Λ̂
∗
m,m−2ω − ι
∗
0Λ̂
∗
m,m−2ω,
where ιi, i = 0, 1, denotes the inclusion
α ↪→ (α; i)
of I
(
Rm−2,Rm
)
into I
(
Rm−2,Rm
)
×[0, 1]. Recalling the computations of Section 2.5,
Λ̂m,m−2 ◦ ι1 = ιm,m−2 ◦ Λm,m−2 and Λ̂m,m−2 ◦ ι0 = id, whence
dω̂ = Λ∗m,m−2ι
∗
m,m−2ω − ω.
The form ι∗m,m−2ω is simply the restriction of ω to the Stiefel manifold; hence, a closed
form ω on I
(
Rm−2,Rm
)
can be written as the sum of the pull-back of a form on the
Stiefel manifold and an exact form. We will make use in the next Subsubsection in
order to characterize the contribution of the most degenerate face of Θ3.
The vanishing of the most degenerate face of (6.4.9) in 4 dimensions
With the help of the preceding lemmata, we are now ready to characterize the contri-
bution from the most degenerate face of (6.4.9) in 4 dimensions.
We denote by Θ̂3 the form of degree m−1 on I
(
Rm−2,Rm
)
, form even, given by
Θ̂3 : =
1
3
∫
bC6,0
θ14θ26θ35η12η34η56 +
∫
bC6,0
θ14θ26θ35η12η23η45−
−
∫
bC6,0
θ14θ26θ35η12η23η34 +
1
3
∫
bC6,0
θ14θ25θ36η12η23η31−
−
∫
bC5,1
θ16θ36θ56θ24η12η23 +
∫
bC5,1
θ16θ36θ56θ24η12η34−
−
∫
bC4,2
θ16θ36θ56θ25θ45η12 +
1
3
∫
bC3,3
θ14θ25θ36θ45θ46θ56,
(6.5.11)
i.e. the contribution coming from the most degenerate face of Θ3; notice that the inte-
grals are already computed on the compactifications a` la FMcPAS of the spaces Ĉ0p,q ,
which we have discussed in Subsection 2.4.4 of Chapter 2.
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In order to apply the arguments at the end of Subsubsection 6.5.4, we need two
technical lemmata.
Lemma 6.5.15. The exterior derivative of the form Θ̂3 vanishes.
Proof. We notice first that the first six integrals and the last one vanish already by
arguments exhibited in Subsection 6.5.3; hence, it remains to compute the exterior
derivative of the seventh integral.
The computation of exterior derivative of the seventh integral is performed via the
generalized Stokes Theorem; since the integrand is clearly closed, we have only to
compute the corresponding contribution coming from the boundary. Recalling the char-
acterization of the compactification of Ĉ04,2 sketched at the end of Subsection 2.4.4, the
boundary of Ĉ4,2 is the union of different boundary faces, which present the same fea-
tures as the boundary faces of C4,2 corresponding only to the collapse together of some
internal vertices, of some external vertices in Rm or of both types of vertices, with the
exception of the case, when all vertices collapse together (we recall that this possibility
is automatically ruled out by the explicit shape of Ĉ04,2). We can once again distinguish
boundary faces of Ĉ4,2 between principal and hidden faces, the former corresponding
to the collapse of exactly two vertices, the latter to the collapse of more than 2 vertices.
Since boundary faces of Ĉ4,2 admit a description which mimics that of boundary
faces of C4,2, the contributions coming from hidden faces of Ĉ4,2 vanish by a mild
modification of the arguments used in Subsection 6.5.3 to show the vanishing of the
hidden faces of the seventh integral of Θ3.
The contributions coming from principal faces are of four types, which, for the
sake of simplicity, are illustrated in Figure (6.5.4), (6.5.4), (6.5.4) and (6.5.4), which
correspond respectively to the collapse of the vertices labeled by 1 and 2, those la-
beled by 1 (or 2) and 6 (or 5), those labeled by 3 (or 4) and 6 (or 5) and those labeled
by 5 and 6. From the diagrammatic representations of the diagrams, it is easy to see
that the integrals corresponding to (6.5.4), (6.5.4) and (6.5.4) vanish, the former two
by Lemma 6.5.7 and the latter by Lemma 6.5.8. The integral corresponding to (6.5.4)
represents a form of degree m on the Grassmann manifold Grm,m−2, as it contains
only θ-forms. It vanishes, because the integral represented by the diagram (6.5.4) is
the exterior derivative of the eighth integral of Θ̂3. In fact, it is possible to compute
the exterior derivative of the eighth integral of Θ̂3 using the generalized Stokes Theo-
rem, reducing the problem to the computation of the boundary contribution; again, we
have to compute all contributions coming from principal and hidden boundary faces
of Ĉ3,3; the hidden faces vanish all by some mild modifications of the arguments used
in Subsection 6.5.3 for the eighth integral of Θ3. There are only two types of contri-
butions coming from principal faces: the former is depicted graphically in (6.5.4), the
latter vanishes, as it contains a square of a θ-form. Hence, the exterior derivative of the
eighth integral of Θ̂3 equals (up to some factors) the exterior derivative of the seventh
integral of Θ̂3; since the former differential form is zero, so is its exterior derivative,
whence it follows that the form represented by the seventh integral of Θ̂3 is closed, and
so is also Θ̂3.
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Figure 6.16: The contribution to the seventh integral of Θ̂3 coming from the collapse
of the vertices labeled by 1 and 2
1 2
5
4
e
d
cb
a
3
Figure 6.17: The contribution to to the seventh integral of Θ̂3 coming from the collapse
of the vertices labeled by 1 and 6
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Figure 6.18: The contribution to the seventh integral of Θ̂3 coming from the collapse
of the vertices labeled by 3 and 6
We consider now the special case m = 4, and we take the restriction of Θ̂3 to the
Stiefel manifold V4,2.
Lemma 6.5.16. The restriction to V4,2 of the 3-form Θ̂3 on I
(
R2,R4
)
in equation
(6.5.11) is basic w.r.t. the right SO(2)-action on V4,2, and hence descends to Gr4,2; it
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Figure 6.19: The contribution to the seventh integral of Θ̂3 coming from the collapse
of the vertices labeled by 3 and 6
is also SO(4)-invariant.
Proof. We have previously shown that the first six integrals and the last one vanish; the
only nonvanishing integral is the seventh one, whose restriction to V4,2 represents, by
the results in the previous Subsubsection, a biinvariant form on V4,2 of degree 3. If we
are able to show that it is moreover SO(2)-horizontal, then we are done, since, in this
case, Θ̂3 descends to a form of degree 3 on the Grassmann manifold Gr4,2, and so it
has to vanish.
We consider the fundamental vector field Xξ associated to the generator of so(2),
and we compute the contraction byXξ of the seventh term in (6.5.11). By Lemma 6.5.11
any θ-form is already SO(2)-basic, hence the possible contributions to contraction of
Θ̂3 by Xξ come from contraction by Xξ of any η-form. Moreover, as the maps φij
(by which we pull-back the volume form on S1) are SO(2)-equivariant, contraction
by Xξ of any η-form equals a nonzero constant λ, as any η-form is constructed via the
normalized top-form on S1.
Contraction by Xξ of the seventh integral vanish by means of Lemma 6.5.8 (see
also Figure 6.5.4 for a pictorial description).
1 2
6 5
3 4
a
b
c
d
e
Figure 6.20:
We have thus proved (Lemma 6.5.15) that the form Θ̂3, the contribution to the
exterior derivative of Θ3 coming from the most degenerate face, viewed as a form
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on I
(
Rm−2,Rm
)
, for m even, is closed; the existence of a deformation retraction of
I
(
Rm−2,Rm
)
to the Stiefel manifold Vm,m−2 implies, by what we have proved at the
end of Subsubsection 6.5.4, that Θ̂3 differs from (the pull-back w.r.t. the map Λm,m−2
of) its restriction to Vm,m−2 by an exact m − 1-form. Moreover, in the special case
m = 4, the restriction to V4,2 of Θ̂3 vanishes by Lemma 6.5.16.
Hence, we consider first the following form of degree m− 2 on I
(
Rm−2,Rm
)
∫ 1
0
Λ̂∗m,m−2Θ̂3,
where the notations are as at the end of Subsubsection 6.5.4. We then consider its
pull-back w.r.t. the “tangential evaluation map” (x; f) 7→ Txf (denoted by the same
symbol), which yields a form of degree m − 2 on C1
(
Rm−2
)
× Imb∞,σ
(
Rm−2,Rm
)
(where C1 = C1
(
Rm−2
)
denotes Rm−2 with the point at infinity blown up). We
consider finally the function
Θ˜3 : =
∫
C1
(∫ 1
0
Λ̂∗m,m−2Θ̂3
)
. (6.5.12)
We compute the exterior derivative of (6.5.12) by means of the generalized Stokes
Theorem:
dΘ˜3 =
∫
C1
d
(∫ 1
0
Λ̂∗m,m−2Θ̂3
)
=
=
∫
C1
Λ∗m,m−2ι
∗Θ̂3 −
∫
C1
Θ̂3.
(6.5.13)
In fact, we have also to consider the only boundary contribution, which corresponds
in this situation to the vertex in Rm−2 escaping to infinity. Such a boundary face van-
ishes by dimensional reasons: the fiber of the boundary is diffeomorphic to Sm−3 (the
sphere “at infinity”), and the integrand, which is clearly nonbasic w.r.t. the boundary
fibration, is a form of degree m − 2, depending only on the fiber, since any imbed-
ding in Imb∞,σ
(
Rm−2,Rm
)
at infinity takes a given linear behavior, which does not
depend neither on the imbedding nor on the point in Rm−2. Hence, we have only to
consider the exterior derivative of the integrand; since Θ̂3 is closed, the result follows
immediately from the computations at the end of Subsubsection 6.5.4.
We consider the function on Imb∞,σ
(
Rm−2,Rm
)
Θ3 : = Θ3 − Θ˜3. (6.5.14)
We can finally formulate the following
Theorem 6.5.17. In the special case m = 4, the exterior derivative of (6.5.14) van-
ishes, hence giving a true (isotopy-)invariant of Imb∞,σ
(
R2,R4
)
.
Proof. The proof is an immediate consequence of equations (6.5.14) and (6.5.13), not-
ing that, by Lemma 6.5.16 holding for the special case m = 4, the first term in the
second row of (6.5.13) vanishes, as it is the pull-back of a biinvariant form on V4,2 of
degree 3, therefore descending to an invariant form on the Grassmann manifold Gr4,2,
which is necessarily 0 by the arguments of Subsection 2.6.6.
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Remark 6.5.18. In the more general casem even and strictly bigger than 4, the function
(6.5.14) is a quasi-invariant, in the sense that its exterior derivative (which, for Θ3,
equals the boundary face coming from the most degenerate face, where all vertices
collapse together) can be written as a linear combination of a finite number of terms,
each of which is a pull-back of a biinvariant form on the Stiefel manifold Vm,m−2.
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Chapter 7
Conclusions and outlook
In this final section we briefly discuss two main problems:
i) the functions (6.3.5) and (6.4.9) are defined on the space Imb∞,σ
(
Rm−2,Rm
)
of
long knots in Rm, but it is nonetheless possible to adjust them so as to obtain
(quasi-)invariants of imbedded spheres of codimension 2 in Rm;
ii) other possible invariants for long knots in Rm can be obtained by considering
terms of higher order of the perturbative expansion of the v.e.v. of the partition
function of the I action.
However, as for i), our invariants (6.3.5) and (6.4.9) for long knots in Rm yield also
true invariants of higher-dimensional knots in Rm: in fact, any higher-dimensional knot
in Rm can be made in an obvious way into a higher-dimensional knot in Sm (i.e. an
imbedding of Sm−2 into Sm) by choosing a point at infinity∞ in Sm (e.g. the north
pole). Moreover, the action of the group of diffeomorphisms of Sm (which contains
SO(m+1)) permits, choosing also a point at infinity∞ in Sm−2, to deform a higher-
dimensional knot in Sm, so that the point at infinity in Sm−2 is mapped to the point at
infinity in Sm (this can be done by the action of SO(m + 1)). At this point, we have
obtained from a higher-dimensional knot in Rm a base-point preserving imbedding of
Sm−2 into Sm. Furthermore, since we are considering imbeddings of Sm−2 into Sm,
the action of Diff(Sm) enables one to deform a base-point preserving knot in Sm in a
small neighbourhood of ∞ in Sm such that its behavior in this small neighbourhood
is linear and governed moreover by a fixed linear imbedding of Rm−2 into Rm, which
corresponds to the tangent map of the given imbedding at ∞. Hence, it becomes a
long knot in Rm in the sense of (2.4.17) of Subsection 2.4.5 of Chapter 2. This shows
that in every connected component of the space of higher-dimensional knots in Sm
there is a long knot in Rm. Clearly, isotopy between higher-dimensional knots in Rm
translates into isotopy of long knots in Rm. This proves that (6.3.5) and (6.4.9) define
also invariants of higher-dimensional knots in Rm.
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7.0.5 The Bott invariant and the function (6.4.9) for imbedded spheres
of codimension 2
The Bott invariant (6.3.5) is the sum of three Feynman diagrams, which can also be
written as the sum of two configuration space integrals whose integrands contain cyclic
sums of η-forms; in fact, this was the way Bott originally wrote its invariant. This way
of writing the Bott invariant is not only aesthetic, but has to do with the fact that Bott
originally intended to construct an invariant for imbedded spheres of codimension 2 in
Rm instead of long knots in Rm.
Namely, the main difference between invariants for long knots inRm and invariants
for higher-dimensional knots in Rm obtained by configuration space integrals is that
we have to replace configuration spaces Cs,t ≡ Cs,t
(
Rm,Rm−2
)
by Cs,t
(
Rm, Sm−2
)
and the superpropagator of the exterior differential on Rm−2 (which corresponds to the
η-form) by the superpropagator of the exterior differential on Sm−2; this is the most
difficult point.
For the construction of the superpropagator of the exterior differential on Sm−2
we have to resort to the notion of parametrix of the exterior derivative. We briefly
introduce some basic notions. Given a smooth, compact manifold M , a parametrix for
the exterior derivative on M is an operator P on Ω∗(M) decreasing the degree by 1
and satisfying the equation
d ◦ P+P ◦d = id+S, (7.0.1)
where S is a smooth operator of degree 0. The parametrix of d is not unique, since any
parametrix P defines another parametrix by setting P 7→ P+d ◦ Q − Q ◦ d, for any
smooth operator decreasing by 2 the degree. Usually, we represent P by a convolution,
i.e. we want to associate to P a form η on the product M ×M realizing P as
P (α) = pi∗2(η ∧ pi
∗
1α) ;
due to the presence of the identity in (7.0.1), the form η cannot be smooth on M ×M .
A way of dealing with this problem is to consider η to be a form on C2(M), which
projects down in an obvious way onto M ×M , with projection pi. The boundary of
C2(M) is a spherical bundle over the diagonal M ∼= Diag(M ×M). Therefore, as
a consequence of Section 2.7 of Chapter 2, the bundle ∂C2(M)
pi∂→ Diag(M ×M)
is endowed with a global angular form η̂ ∈ Ωm−1 (∂C2(M)) (for the definition of a
global angular form on a sphere bundle, see Section 2.7 of Chapter 2); the definition of
a global angular form on a sphere bundle over M needs an explicit representative e of
the Euler class of M .
We denote by χ∆ ∈ Ωm(M × M) a representative of the Poincare´ dual of the
diagonal Diag ≡ Diag (M ×M). We denote further by T the smooth map on C2(M)
induced by the exchange of the two factors in C02 (M).
Generalizing Proposition 3.2 in [10] by similar arguments to the case of a general
compact manifold M , we get the following
Theorem 7.0.19. There exists a form η ∈ Ωm−1(C2(M)) and a form β ∈ Ωm−1(Diag),
for given representatives e, resp. χ∆, of the Euler class ofM , resp. of the Poincare´ dual
of Diag, such that
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• dη = pi∗χ∆,
• ι∗∂η = −η̂ + pi
∗
∂β,
• T ∗η = (−1)mη,
provided m is even and Hm−1(M) is trivial or m is odd.
The map ι∂ is the inclusion of the boundary ∂C2(M) into C2(M).
From Theorem 7.0.19 we get a parametrix of the exterior derivative on M by the
following
Theorem 7.0.20. Denoting by pii the smooth lifts to C2(M) of the two natural projec-
tions from C02 (M) onto M , and by pi the two natural projections from M ×M onto
M , the operator P defined by
P (α) : = −pi2∗(η ∧ pi
∗
1α) (7.0.2)
is a parametrix, and the smooth operator S is defined as
S (α) : = (−1)mp2∗(χ∆ ∧ p
∗
1α) .
The proof is a simple application of the generalized Stokes Theorem.
We return back to M = Sm−2; Theorem 7.0.19 and 7.0.20 yield a superpropagator
η ∈ Ωm−3
(
C2
(
Sm−2
))
for the exterior derivative on Sm−2. Quite differently from
the η-form on C2
(
Rm−2
)
, the η-form is not closed; namely, if we choose a generator
v of the highest-degree cohomology of Sm−2 (i.e. a top-form on Sm−2), its exterior
derivative equals
dη = v2 + (−1)
mv1 6= 0. (7.0.3)
where vi : = p∗i v, i = 1, 2. If we consider the compactified configuration spaces
Cs,t
(
Rm, Sm−2
)
a` la FMcPAS and projections piij on C2
(
Sm−2
)
, 1 ≤ i 6= j ≤ s, we
denote by ηij the pull-backs of η by piij ; Equation (7.0.3) shows immediately that any
cyclic alternate sum, resp. cyclic sum, of η-forms ηij is closed, if m is even, resp. odd.
Therefore, we can write the following two functions Θ2 and Θ3 on the space of
higher-dimensional knots in Rm:
Θ2 : =
1
8
∫
C4,0
θ13θ24η
2
1234 −
1
3
∫
C3,1
θ14θ24θ34η123 (7.0.4)
and
Θ3 : = −
1
24
∫
C6,0
θ14θ25θ36η1245η1346η2356 −
1
6
∫
C5,1
θ16θ36θ56θ24η1234η2345−
−
1
4
∫
C4,2
θ16θ36θ56θ25θ45η1234 +
1
3
∫
C3,3
θ14θ25θ36θ45θ46θ56.
(7.0.5)
In (7.0.4), η123 : = η12 + η23 + η31 and η1234 is defined accordingly. In (7.0.5),
ηijkl : = ηij−ηjk+ηkl−ηli, for any 4-tuple of distinct indices. If we write explicitly
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the cyclic (alternate) sums of the η-forms in both expressions (7.0.4) and (7.0.5) and
we use the parity of η- and θ-forms w.r.t. involution T , resp. the antipodal map on the
sphere Sm−1 together with the action of permutation groups on configuration spaces,
we find the same integrals as in (6.3.5) and (6.4.9), where now the η-forms are pull-
backs of the parametrix of Theorem 7.0.20 and the compactified configuration spaces
are Cs,t
(
Rm, Sm−2
)
.
Again, the parity of the parametrix w.r.t. the map exchanging the arguments of
C2
(
Sm−2
)
implies that (7.0.4) vanishes in even dimensions, while (7.0.5) vanishes in
even dimensions. The generalized Stokes Theorem implies that the exterior derivative
of both (6.3.5) and (6.4.9) is given by their respective boundary contributions.
The parity of the parametrix η w.r.t. the involution exchanging the two points in
C2
(
Sm−2
)
and the fact that η restricts to a global angular form on ∂C2
(
Sm−2
)
al-
low us to repeat almost the same arguments and vanishing lemmata of Section 6.3, 6.4
and 6.5 to evaluate principal and hidden boundary contributions, hence proving that
Θ2 is an invariant for imbedded spheres of codimension 2 into odd-dimensional Eu-
clidean spaces and that Θ3 is a quasi-invariant for imbedded spheres of codimension 2
into even-dimensional Euclidean spaces in the sense that all boundary contributions
to the exterior derivative of Θ3 vanish by the same vanishing lemmata of Subsec-
tion 6.5.1, except the most degenerate face where all vertices collapse together. This
contribution can be shown to be the (pull-back of) an SO(m)-invariant form on the
fiber bundle SO
(
Sm−2
)
×SO(m−2) I
(
Rm−2,Rm
)
. Since the restriction to each fiber
of SO
(
Sm−2
)
×SO(m−2) I
(
Rm−2,Rm
)
of this form yields an SO(m)-invariant form
on the Stiefel manifold I
(
Rm−2,Rm
)
, it follows that there is a finite number of such
forms at each degree by the arguments of Section 2.6 of Chapter 2. The most degen-
erate boundary contribution to the exterior derivative of Θ3 can then be written as (the
pull-back of) a linear combination of a finite-dimensional basis of SO(m)-invariant
forms on I
(
Rm−2,Rm
)
.
We see immediately that the construction configuration space integral invariants of
higher-dimensional knots in Rm (as was the idea of Bott in [9]) presents more technical
difficulties than the construction of similar invariants for long knots.
7.0.6 Higher-order invariants
A more difficult task is the computation of terms of higher order coming from the
perturbative expansion of the partition function of the I action; as we have remarked
before, we could get possible invariants of long knots in Rm. However, it is possible to
give an idea of how other possible perturbative invariants of long knots can be obtained.
From an inspection of (6.1.1) in Section 6.1, we see immediately that, at any order
p > 3, there is a connected Feynman diagram with weight the ratio of p and Lie-
algebraic term Tr (Ξp):∫
C2p,0
θ1,p+1θ2,p+2 · · · θp,2pη12η23 · · · ηp1. (7.0.6)
The exterior derivative of (7.0.6) can be computed by the generalized Stokes The-
orem. We need only consider principal faces, where either two consecutive vertices
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1 2
3
4
p
p−1
2p−1
p+4
p+3
p+2p+1
2p
Figure 7.1: The configuration space integral (7.0.6) in diagrammatic form
labeled elements of {1, . . . , p} or two vertices labeled by {k, k + p}, k ∈ {1, . . . , p}
since the vanishing lemmata from Subsection 6.5.1 imply that hidden faces give trivial
contributions. When two consecutive vertices in {1, . . . , p} collapse together, we also
find a trivial contribution: namely, the resulting configuration space integral contains
θi,i+pθi,i+p+1,
where i is bivalent internal, and i+ p and i+ p+1 are univalent internal. We consider
the involution σi+p,i+p+1 ofC2p−1,0 exchanging i+p and i+p+1; such an involution
is orientation-preserving, resp. -reversing, if m is even, resp. odd. On the other hand,
the action of σi+p,i+p+1 on the integrand affects only the above term, yielding
θi,i+pθi,i+1+p 7→ θi,i+p+1θi,i+p = (−1)
m−1θi,i+pθi,i+1+p.
Hence, under the involution σi+p,i+p+1, the configuration space integral corresponding
to the boundary contribution coming from the collapse of i and i+1 is mapped into its
opposite, and hence vanishes.
Using the action of the permutation group S2p−1 on C2p−1,0, the only boundary
contribution to the exterior derivative of (7.0.6) is given by (up to signs)∫
C2p−1,0
θ1θ2,p+1 · · · θp,2p−1η12η23 · · · ηp1,
where θ1 is as in (6.3.6).
One can show that it is possible to construct a (quasi-)invariant Θp on the space of
long knots in Rm, for any m > 3, of the form of a finite sum of configuration space
integrals, starting from the configuration space integral (7.0.6): the idea, motivated
by the above computations, is to sum to (7.0.6) a configuration space integral, whose
exterior derivative cancels the exterior derivative of (7.0.6). Diagrammatically (and up
to numerical coefficients),
As one can immediately see, the exterior derivative of the added counterterm pro-
duces also other boundary contributions, which need corresponding counterterms to
be added along the same lines. It turns out that one needs only a finite number of
233
23
4
p
p−1
p+2
p+3
p+4
2p−1 1
2p−2
Figure 7.2: The exterior derivative of (7.0.6) in diagrammatic form; the contribution θ1
is indicated by the closed arc at the vertex labeled by 1
2
3
4
p+2
p+3
p+4
12p
2p−1
2p−2
2p−3
p
p−1
p−2
Figure 7.3: The diagrammatic form of the counterterm added to (7.0.6); the principal
face corresponding to the collapse of the internal vertices labeled by 1 and 2p yields
clearly the counterterm to the diagram (7.0.6)
such configuration space integrals in this procedure. In fact, the function Θp contains
configuration space integrals, whose associated diagrams via the Feynman rules of
Section 6.1 are generalizations of the diagrams present in (6.3.5) and (6.4.9) with the
Feynman rules of Section 6.1, in the sense that they take the form of regular k-gons
(with p ≤ k ≤ 2p) with bivalent or trivalent vertices and each trivalent vertex (be it
internal or external) is connected to exactly one univalent internal vertex by a θ form;
the edges of such k-gons correspond to η- or θ-forms. Moreover, in the computation of
the exterior derivative of Θp, again by the generalized Stokes Theorem, we are reduced
to compute contributions coming from terms corresponding to faces of codimension 1
of compactified configuration spaces. It is not difficult to see that for the configuration
space integrals of Θp hold all vanishing lemmata displayed in Section 6.5; hence, we
need only consider contributions coming from principal faces and, in even dimensions,
the contribution coming from the most degenerate boundary face, where all points col-
lapse together. The sum of the contributions coming from principal faces vanish by
the signs coming from (2.4.23) of Subsection 2.4.6 of Chapter 2 and by the action of
permutation groups on configuration spaces. The contribution to the exterior derivative
of Θp coming from the most degenerate boundary face in even dimensions is given
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(as was the case for (6.4.9)) by (pull-backs of) of forms on the space I(Rm−2,Rm)
of injective linear maps from Rm− 2 into Rm, for m even. A generalization of the
arguments used in Subsubsection 6.5.4 shows that, in dimension 4, it is possible to
correct this “bad” behavior by the addition of a term: the most degenerate contribu-
tion of this new function on Imb∞,σ
(
R2,R4
)
comes now from an invariant form of
degree 3 on Gr4,2 (similarly to Lemma 6.5.16) and hence vanishes by the arguments
of Subsection 2.6.6 of Chapter 2.
Finally, we may summarize all these facts by saying that, using the generalized
Stokes Theorem, the vanishing lemmata of Subsection 6.5.1 and the arguments of Sub-
section 6.5.4 and Subsubsection 6.5.4,
a) it is in principle possible to construct, at any order p ≥ 2, functions Θp on the
space of long knots in Rm, for m > 3, in the form of sums of configuration
space integrals in the spirit of Bott and Taubes;
b) it is in principle possible to prove that
i) the functions Θp are d-closed, hence yielding invariants of long knots in
Rm, for m odd;
ii) Θp can be modified, in dimension m = 4, so as to give a true invariant of
long knots;
iii) Θp is, by the addition of an explicit term, a quasi-invariant for long knots
in Rm, form even, in the sense that the contribution of the most degenerate
is given by the pull-back of a finite sum of biinvariant forms on the Stiefel
manifold Vm,m−2. Hence, in the spirit of [12], taking a sufficiently large
number of quasi-invariants Θp, for m even and strictly bigger than 4, it is
possible to take linear combinations of them in such a way as to get a true
invariant of long knots.
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Chapter 8
Appendix
8.1 Sign rules
To introduce the dot product, let us for a moment suppose that we have a Z-graded
superalgebra E, and let us consider Ω∗(M ;E) with differential
d(ω ⊗ e) := dω ⊗ e.
Let us pick an element ω ⊗ e in Ω∗(M ;E); we can assign to it two gradings, namely
its degree as a form on M and the degree of its E-part; from now on, we will call the
degree in E “ghost number.” By “homogeneous” in Ω∗(M ;E) we mean from now
on any element α of given degree and ghost number. We then define the product of
homogeneous elements in Ω∗(M ;E) by the rule
(ω ⊗ e) (ω′ ⊗ e′) := ω ∧ ω′ ⊗ ee′.
The graded Leibnitz rule reads
d(α β) = dα β + (−1)degαα dβ, ∀α, β ∈ Ω∗(M ;E).
In the case when E is supercommutative, it also follows that
α β = (−1)degαdeg β+ghα gh ββ α.
In case E is associative, we define the super Lie bracket of two homogeneous elements
a, b by
[ a , b ] := a b− (−1)gha gh bb a, ∀a, b ∈ E;
it satisfies the graded antisymmetry
[ a , b ] = −(−1)gha gh b[ b , a ]
and the graded Jacobi identity
[ a , [ b , c ] ] = [ [ a , b ] , c ] + (−1)gh a gh b[ b , [ a , c ] ],
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for all homogeneous a, b, c ∈ E. The super Lie bracket on E can be extended to
Ω∗(M ;E) with the help of the wedge product by the rule
[α⊗ a , β ⊗ b ] := α ∧ β ⊗ [ a , b ].
The graded antisymmetry and the graded Jacobi identity imply
• [α , β ] = −(−1)degα degβ+ghα gh β[β , α ];
• [α , [β , γ ] ] = [ [α , β ] , γ ] + (−1)degα degβ+ghα gh β[β , [α , γ ] ],
for all homogeneous forms α, β, γ ∈ Ω∗(M ;E).
Remark 8.1.1. It is possible to start directly with a super Lie algebra H instead of E.
The graded antisymmetry and the graded Jacobi identity in Ω∗(M ;H) hold as in the
previous formulae.
8.1.1 Dot products
Since Ω∗(M ;E) has two gradings, each homogeneous element α in the degree and in
the ghost number inherits a new grading, the total degree, which is defined by |α| :=
degα+ ghα.
With the help of the total degree, we can define the dot product of two homogeneous
forms α, β in Ω∗(M ;E) by the rule
α · β := (−1)ghαdeg βα β,
and accordingly the dot Lie bracket
[[α ;β]] := (−1)ghαdeg β[α , β ].
We now list some obvious properties: Let us suppose that E is supercommutative; then
α · β = (−1)|α||β|β · α, (graded commutativity).
For the dot Lie bracket holds in general
[[α ;β]] = −(−1)|α||β|[[β ;α]] (graded antisymmetry),
[[α ; [[β ; γ]]]] = [[[[α ;β]] ; γ]] + (−1)|α||β|[[β ; [[α ; γ]]]], (graded Jacobi identity),
for all homogeneous forms α, β, γ in Ω∗(M ;E).
Next, we notice that the exterior derivative satisfies the following graded Leibnitz
rule
d(α · β) = dα · β + (−1)|α|α · dβ.
If we consider an (ungraded) algebra bundle (or more generally, a Lie algebra bun-
dle) B → M , we can consider the space Ω∗(M,B) ⊗ E, instead of Ω∗(M ;E); we
define accordingly the total degree (B is ungraded and each fiber is an algebra) and the
dot product (and the dot Lie bracket).
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We next consider a covariant derivative dA, coming from a connectionA on B, and
define its action on Ω∗(M,B)⊗ E by the rule
dA(α⊗ a) := dAα⊗ a.
Then, the Leibnitz rule for dA w.r.t. the dot product and the dot Lie bracket follows
easily.
8.1.2 Superderivations
We can also consider in this setting the BV operator δ defined by the BV action as a
graded derivation on the superalgebra E, which we extend to Ω∗(M ;E) by the rule
δ(α⊗ a) := α⊗ δa.
It follows:
• δ(α β) = δα β + (−1)ghαα δβ for homogeneous α, β in Ω∗(M ;E);
• δ ◦ d = d ◦ δ on Ω∗(M ;E).
Let us next define δ := (−1)deg 1⊗ δ, where (−1)deg is the operator which multiplies
each homogeneous form on M by the parity of its degree.
From its very definition, it follows
• δ(α · β) = δα · β + (−1)|α|α · δβ for homogeneous α, β in Ω∗(M ;E);
• δ ◦ d = −d ◦ δ on Ω∗(M ;E).
Remark 8.1.2. The same identities can be proved even when we substitute Ω∗(M ;E)
with Ω∗(M,B)⊗E, for an ungraded algebra bundle B →M and the exterior derivative
with a covariant one, or if we replace E by a super Lie algebra H.
We can then define the operator
D := d⊗ 1 + (−1)m+1 δ, m = dimM ;
it follows easily from all the above results that it is a superderivation w.r.t. the total
degree. Moreover, if δ is nilpotent, then so is D, and consequently a differential on
Ω∗(M ;E). If we are dealing with Ω∗(M,B) ⊗ E, we can replace d by a covariant
derivative dA and defineDA := dA⊗1+δ, which is then a superderivation. Moreover,
if A is flat, DA is a superdifferential, too. (Of course any linear combination of d ⊗ 1
and δ has these properties. The conventional choice of the factor (−1)m+1 is consistent
with the choices made in the rest of the paper.)
In the paper, we also consider a flat background connection A0 and its relative
covariant derivative, along with a sum of forms, which we denote by a, of total degree
1. Then dA = dA0 + [[a ; ]] defines a superconnection on Ω∗(M, adP ). In the setting
of this Appendix, this is tantamount to choosing forms on Ω∗(M, adP ) ⊗ E of total
degree 1; we sum all these forms and obtain a variation of the superconnectionA0. We
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define accordingly DA := dA + (−1)m+1δ; it is clear that DA is a derivation, and its
curvature is given by
D2A = [[(−1)
m+1δa+ FA ; ]] =: [[FA ; ]];
so (3.4.4) can be interpreted as the vanishing of the curvatureFA ofA onΩ∗(M, adP )⊗
E; thus, A is formally “superflat.” Similarly, (3.4.5) implies that the superform B (seen
as an element of Ω∗(M, adP )⊗ E of total degree m− 2) is DA-closed.
8.1.3 Pull-backs and push-forwards
Finally, let pi : E → M be a fiber bundle. We then define the pullback, resp. push-
forward, w.r.t. pi by the rules
• pi∗(ω ⊗ e) := pi∗ω ⊗ e, for ω ⊗ e ∈ Ω∗(M ;E);
• pi∗(η ⊗ e) := pi∗η ⊗ e, for η ⊗ e ∈ Ω∗(E , E).
It follows immediately that
• δ ◦ pi∗ = pi∗ ◦ δ;
• δ ◦ pi∗ = pi∗ ◦ δ.
It is then not difficult to verify that
• δ ◦ pi∗ = pi∗ ◦ δ;
• δ ◦ pi∗ = (−1)
rk Epi∗ ◦ δ.
By definition of the dot product, it follows (in analogy with the first two equations
in (2.2.2))
• pi∗(pi∗α · β) = (−1)rkE|α|α · pi∗β;
• pi∗(α · pi∗β) = α · pi∗β.
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