Abstract. Output regulation of discrete-time linear systems with state and/or input constraints on magnitude is considered. The structural properties of linear plants are identified under which the so called constrained semiglobal and global output regulation problems are solvable. As in the case of continuous-time systems, an important aspect of our development is a taxonomy of constraints to show a clear relationship between the type of constraints and the output regulation results. Solvability conditions are developed for semiglobal and global output regulation problems. Appropriate regulators are constructed.
Introduction
Output regulation is one of the most important and widely studied problems in control systems. Pioneering works are found in [ 2 4 ] . Recently, problems of output regulation with constraints have received much attention 18,131.
A recent hook [I I] formulates and studies a number of problems on different facets of output regulation of linear systems with or without input constraints. However, most of the works focus on the regulation with only input constraints.
Having studied during the last decade several aspects of control design problems for linear systems with magnitude and rate constraints on control variables, during the last two years the research thrust of the last three authors and their students has broadened to include magnitude constraints on control variables as well as state variables. Recent work [7, 9 ,101 considered linear systems not only with input magnitude constraints hut with state magnitude constraints as well. In particular, [9, IO] consider internal stabilization while [7] consider output regulation in different frameworks, namely global, semiglobal. and regional frameworks. One of the fundamental aspects developed in all these works is a taxonomy of constraints yielding a clear relationship between the type of constraints and what can or cannot be achieved. Then, the solvability conditions for the posed problems are identified in terms of such a taxonomy of constraints. Regarding output regulation, the work in [7] deals with continuous-time linear systems. Our interest in this paper is to study output regulation for discrete-time systems with both state as well as input magnitude constraints. Although the development for discrete-time systems parallels somewhat the results for continuous-time systems, discrete-time systems distinguish themselves from continuous-time systems in a'number of ways; (1) the solvability conditions for the posed problems differ from those of continuous-time systems, (2) techniques of proofs are different, and (3) the methods of constructing appropriate regulators need to be revised as well.
Owing to lack of space, the proofs of the results developed here are omited in this conference version of the paper.
Our notations are mostly standard. We use k as the discrete time index and x+ to indicate the time shift, i.e.
x + ( k ) = x ( k + 1). Also, we let C, Ca. C" and CO denote respectively the set of complex numbers in the entire complex plane, outside the unit circle, inside the unit circle, and on the unit circle. Figure 2 .1 into the block diagram of Figure 2 .2 where the additional output z is to be explained shortly.
Preliminaries and Problem Formulation
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The dynamic equations of the linear time-invariant system in Figure 2 .2 are c :
where y is the measurement output, and e represents the output regulation error. The second equation describes the exosysrem, which models the class of reference signals and/or exogenous disturbances. It generates E w which is a disturbance affecting the system and D, w a disturbance affecting the measurements. But it also generates -Dew which is a reference signal we want to track with the output C,x. All the constraints imposed on the plant manifest themselves in the constrained output z , which is required to remain in a convex set 8. Finally, without loss of generality we assume that ( C , D,) is surjective throughout this paper. Our objectives are to achieve: 1) internal stability if the system is free of external signals, i.e. w = 0, and 2) output regulation, i.e. e(k) + 0 as k -+ W. Both objectives are to he attained under the output constraint that
In general, the constraint set 8 discussed in most of the literature is bounded and convex. In fact typically it is a hypercube. Since in most practical problems the constraints on the input U are independent of the value of the state x and vice versa it is reasonable to assume that the constraints on the input and on the states are separable. Therefore, we make the following fundamental assumption on the nature of this constraint set. Remark. Note that the condition (io reflects our assumption that the constraints on the input and on the states are separable. Note that Assumption 2.1 actually implies that DlC, = 0.
It is obvious that the initial state of the system must be restricted since we cannot satisfy the Constraints if the initial state of the system is arbitrary. For this reason, we define 
such that for any a priori given bounded set VO E Wq, the following conditions hold: (
we have z(k) E 8 for all k > 0, and lim e(k) = 0.
The measurement feedback problem in the global setting is almost never feasible. For this reason we do not formulate the global measurement feedback problem. 
Taxonomy of Constraints
Let Zzu denote the subsystem characterized by the quadruple (A, B, C,, DL). It turns out that the structural properties of this subsystem play dominant roles in the study of constrained semiglobal and global output regulation. Specifically, the right invertibility, the location of invariant zeros. and the order of infinite zeros of C,, de- termine what can or cannot be achieved. This section is devoted to categorizations of constraints which are to be used in the statements of solvability conditions. The first categorization is based on whether the subsystem E,, is right invertible or not. We recall first the definition of right invertibility. We have the following definition regarding the first categorization of constraints. .)
where by "normrank" we mean the rank of a matrix with entries in thefield of rational functions.
Because of their importance, we specifically label the invariant zeros of the subsystem E,, as the constraint invariant zems of the plant.
Definition 3.4 (Constraint invariant zeros) The invnriant zeros of the subsystem C,, are called the constraint invariant zems of the plant associated with the constrained output z.
We have the following definition regarding the second categorization of constraints. The third categorization is based on the order of the infinite zeros of the subsystem Zzu. See [I21 for a definition of infinite zeros of a system. Because of their importance, we specifically label the infinite zeros of the subsystem E,, as the constraint infinite zems of the plant.
Definition 3.6 (Constraint infinite zeros)
The infinite zeros of the subsystem Xru are called the constraint infinite zeros of the plant associated with the constrained output z.
We have the following definition regarding the third categorization of constraints. 
straints
In this section we develop the solvability conditions for the constrained semiglobal and global output regulation problems (Problems 2.3,2.4, and 2.5) whenever the constraints are right invertible. It is worth noting here that the right invertible constraints include as a special case amplitude and rate constraints on actuators. Whenever we have constraints only on the control variable U , we have z = U implying that C , = 0 and Dz = I,,,. In other words, since C,. characterized by ( A , B , 0, I,,,) can easily be verified to be right invertible, we note that the amplitude and rate constraints on actuators are indeed right invertible constraints. Owing to lack of space, the development of results under non-right invertible constraints is omited in this conference version of the paper.
In the study of classical output regulation problems without constraints, it is well known that the following standard assumptions are basically necessary: 
Assumption 4.2 n e matrix S has all its eigenvalues outside the unit circle.

Assumption 4.3 The pair ( A , E ) is stabilizable.
Assumption 4.4 The pair is observable.
The details for the necessity of these assumptions can be found in [I I] .
Results
The following theorems provide solvability conditions for the problems posed in Section 2. It turns out that for discrete-time systems the solvability conditions for the semiglobal and global state feedback output regulations are the same. This is in contrast to that in continuous-time (ii) The constraint are of type 1.
(iii) There exists a p E (0, 1) such that for the given set WO is not solvable ifthere exists a w with
We consider next semiglobal output regulation with measurement feedback. 
(iv) kerC, c kerC,A.
Remark. It is worth noting that the solvability conditions as given by Theorems 4.5 and 4.7 for right invertible constraints are independent of any specific features or shape of the given constraint set 8. However, it will not be so for non-right invertible constraints.
lkacking Problem of Constrained Systems
When the constraints are strongly non-minimum phase, in general we cannot achieve global or semiglobal stabilization. As we have already seen, output regulation problems are intimately related to internal stabilization problems. Suppose we restrict the output regulation problem to tracking, i.e. assume E = 0. Then, it is interesting to ask whether one can achieve tracking for any initial conditions in the domain of attraction. This section addresses this tracking problem as depicted in Figure 5 .1.
EXOSySlem
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U Before e we proceed further, the following two notions (5.1) are needed. Remark. Note that the above theorem applies to all the categorized constraints. Also it is worth noting that we can only preserve the domain of attraction for tracking. If exogenous disturbance is acting on the system, this persistent disturbance might be able to steer the system outside of the domain of attraction. On the other hand, the extra condition (5.2) is natural because after tracking is accomplished, the state must be in the stabilizing domain.
Conclusion
When a linear system is subject to both input and state magnitude constraints, structural properties inherent in the system dictate the solvability conditions for internal stabilization as well as output regulation. The main contribution of this paper regarding discrete-time constrained systems is to identify such solvability conditions in terms of a taxonomy of constraints, viz. minimudnonminimum phase constraints, right-invertibilitylnon-rightinvertibility constraints, and constraint infinite zeros being of type 1 or not. It is shown that for right-invertible constraints, the constraint infinite zeros must be of type I for semiglobal and global output regulation. Under the developed solvability conditions, controllers can be constructed to achieve both stabilization and output regulation, while not violating the imposed constraints. Also, a relationship between the stabilization domain of attraction and the tracking domain of attraction is established for systems which can have non-minimum phase constraints.
