Abstract: In this work, we explore practical aspects of the application of particle filters to chemical processes, with special emphasis on polymerization processes. Particle filters are potentially better suited for estimation of these nonlinear processes than Kalman filter-based estimators, since they do not make the assumption that the process and measurement noise are Gaussian. We demonstrate the improved performance of particle filters over the extended Kalman filter and the unscented Kalman filter when the innovation sequences are non-Gaussian. Another potential advantage of the particle filter is that information on full distribution of the state is obtained, and not just the expectation of the state estimate. We provide results based on k-means clustering that indicate the best method of extracting a point estimate from the full state distribution. Finally, we show that in cases where there is high plant-model mismatch, e.g., when a reduced order model is used for estimation, the basic sequential importance resampling particle filter (SIR-PF) does not provide accurate estimates, while an unscented particle filter provides excellent estimates even under high structural plant-model mismatch.
INTRODUCTION
State estimation is an important aspect of process systems engineering, and the accurate estimation of states and parameters is vital for good control performance. State estimators combine measurement information from sensors with a dynamic model of the process being considered to provide optimal estimates, trading off the uncertainties in the model and the measurement data.
The Kalman filter is the optimal linear filter; however, it has limited utility for chemical processes, since most of them exhibit highly nonlinear dynamics. The most commonly used estimator for chemical processes has been the extended Kalman filter (EKF) (Jazwinski [1970] , Gelb [1974] ), which extends the Kalman filter approach to nonlinear systems by using local linearization. Despite its widespread usage, the EKF has been demonstrated to perform poorly when non-Gaussian posterior estimates are obtained in nonlinear systems (Daum [2005] ). An alternative estimator, the unscented Kalman filter (UKF), also assumes Gaussian distributions but uses deterministic sampling to estimate the distributions. The UKF can provide better estimates when the distribution are Gaussian (Julier and Uhlmann [1997] , Wan and van der Merwe [2000] , Kandepu et al. [2008] , Romanenko and Castro [2004] ), but does not address non-Gaussian distributions. For nonlinear systems, even when the process and measurement noise are initially Gaussian, the distributions become non-Gaussian after they pass through the nonlinear system dynamics. In such cases, the particle filter (PF) has been proposed for state estimation (Arulampalam et al. [2002] , Gordon et al. [1993] , Imtiaz et al. [2006] , J. Prakash et al. [2008] ), since it does not make restrictive assumptions on the state distributions. However, the particle filter is relatively expensive in terms of computation, and has not been tested extensively on processes with high state dimension.
In this contribution, we investigate the performance of the particle filter for estimation of nonlinear chemical processes. In particular, we conduct studies on methyl methacrylate polymerization reactors, and a polyethylene process. We conduct comparisions of the performance of the particle filter with the EKF and the UKF for the poly methyl methacrylate (PMMA) process. In a later section, we suggest alternate methods to obtain point estimates from the full state distributions provided by the PF. Finally, we demonstrate the limitations of the PF in terms of robustness to plant-model mismatch through simulations for a polyethylene process. When a reduced order model is used for estimation, as is often done in practice, a variant of the PF, the unscented particle filter (UPF), is shown to be far superior to the PF.
ESTIMATION METHODS
In this section, we provide a brief introduction to the estimation algorithms used in the particle filter and the two estimators we seek to compare it with, the extended Kalman filter and the unscented Kalman filter. We consider the following nonlinear state space model :
Extended Kalman filter
For this system, the EKF uses a time update and a measurement update recursively at each time step, after receiving an initial guess of the state vector, and state and disturbance covariances.
Time update: The estimates from the previous time step are advanced through the dynamic equations to provide the prior estimates, and the Jacobian is used to estimate the prior covariance matrices.
Measurement update: The state vector and state covariance matrices are updated using the available measurements using the following equations. The Kalman gain, K k , is calculated using a Riccati equation, and the state estimates and the covariance (P x ) are updated. at each time step
Unscented Kalman filter
The UKF (Julier and Uhlmann [1997] , Wan and van der Merwe [2000] ) also assumes a Gaussian distribution for the state, but approximates it using a deterministic sampling technique. Sigma points, distributed around the mean, along with their corresponding weights, are used to represent the state distribution. X represents the sigma points, while W represents the weights.
L represents the number of states. λ = α 2 (L + κ) − L is a scaling parameter where κ (generally set to 0) and β (incorporates knowledge of the prior distribution of x) are secondary scaling parameters. The number of sigma points is 2L + 1.
Time update: The prior estimates are calculated by propagating the sigma points through the nonlinear system dynamics.
Measurement update: The measurement update in the UKF is similar to the Kalman update except that the cross-covariances are used rather than the auto-covariance (Kandepu et al. [2008] ). Posterior estimates of the state are calculated by using the Kalman gain to weight the measurement innovations with the state estimates.
Particle filter
Particle filtering is based on recursive Bayesian filtering with Monte Carlo simulations. The entire posterior distribution of the state is calculated, rather than finding a point estimate at each sampling instant. Random samples (particles) are obtained from a distribution, and are advanced through the system equations to give prior particles. The measurement information is combined with this prior distribution of particles to generate the posterior distribution (Arulampalam et al. [2002] , Gordon et al. [1993] ). We use the sequential importance resampling particle filter (SIR-PF), which ensures that particles of equal weight are formed (see Arulampalam et al. [2002] for full details of the algorithm). This is done by using an importance density, drawing samples from which would be equivalent to drawing samples from the posterior distribution. The SIR-PF assumes that the prior is the importance density (Arulampalam et al. [2002] ), and the importance weights are obtained from the likelihood. As per Bayes rule, the posterior density is obtained by multiplying the prior and the measurement density (p(y k |x i k )). The estimated state is usually calculated as the mean of the posterior distribution.
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COMPARISION OF THE PF, UKF AND EKF FOR THE PMMA PROCESS
In this section, the estimates obtained from the particle filter, the extended Kalman filter and the unscented Kalman filter are compared for a methyl methacrylate polymerization reactor. This is a 6 state plant model, with the model used by the estimator having the same structure as the plant. However, there is parametric mismatch between the model and the plant. The process is a freeradical polymerization process, and takes place in a CSTR with azo-bis-isobutyronitrile (AIBN) as an initiator and toluene as a solvent. The reactions are exothermic, and a cooling jacket is used to remove heat. The reactor and jacket temperatures are the only measured states. The details of the model can be obtained from Shenoy et al. [2010] and references included therein. The process noise, on passing through the nonlinear system equations, evolves into a non-Gaussian distribution. Based on the theory, this means that the PF should outperform the EKF and the UKF in state estimation for this system. The results of the state estimation for two important states, the reactor temperature and the monomer concentration, are shown in Fig. 1 . The process noise was introduced in the form of a 10% change in monomer inlet flow rate. The results show that all the filters are able to estimate the measured state adequately, but the EKF diverges for the unmeasured states, while the PF and UKF estimates match the true state closely.
While the UKF and PF exhibit similar peformance for this case, the PF performs better than the UKF if larger process noise is introduced. We see that for this system, the linearization approximation used by the EKF does not capture the nonlinear process dynamics accurately, leading to poor estimation. The UKF avoids this error, since it reestimates the statistics of the (assumed) Gaussian state distribution at each time instant using the sigma points. A comparison of the UKF and EKF performance over 100 Monte Carlo runs for cases with low process noise (Fig. 2) shows that even at low values of noise, the EKF exhibits bias in the estimates of the unmeasured states, while the UKF does not.
For the particle filter, the algorithm given by Imtiaz et al. [2006] was used for tuning. The process noise was chosen to be higher (one order higher) than the actual process noise. This helps to make the prior wide and hence envelop the actual states of the system. Table 1 shows the mean squared error values for the EKF, UKF and PF over many Monte Carlo runs, clearly indicating the superior performance of the PF for estimation of the unmeasured states.
POINT ESTIMATE EXTRACTION FROM FULL STATE DISTRIBUTIONS
In the previous section, we have demonstrated that the particle filter provides better point estimates than the UKF and the EKF when non-Gaussian posteriors are obtained. In this section, we explore the optimal method of extracting the point estimate from the full state distribution available with the particle filter. In most cases, the mean of the distribution is used as the point estimate. The mean, however, may not represent the best point estimate of the distribution (Rawlings and Bakshi [2006] ). Fig. 3 indicates how the mode and mean differ in the case of non-Gaussian distributions.
A non-stationary growth model is used to illustrate our method of extracting point estimates from the full state distribution. This example has been used to show the 
The evolution of non-Gaussian posteriors is shown in Fig. 4 . As for the case of the PMMA reactor, the EKF exhibits poor performance, and the UKF is also outperformed by the PF with the mean of the full state distribution used as the point estimate (results not shown). However, the mean is not the only option for the point estimate of the PF. Another option is to take the mode of the distribution as the point estimate. This is useful for skewed distributions, but will select the tallest peak for multimodal distributions. Additional complications arise in finding the mode for multivariate systems with different multimodality in each state direction. Fig. 5 shows the performance using the mean and the mode as the point estimates in a particle filter. The mode generally outperforms the mean; however, it fails to provide accurate estimates in certain intervals (e.g., the 20 th time sample). Given the quadratic relation between the state and the output, two modes set up in the posterior. However, the mode with the highest peak is not necessarily the true value or its best estimate; this depends on the nature of the process and measurement noise at each instant.
Fig. 5. PF with mean and mode as point estimates for
non-stationary growth model.
Our method to identify a point estimate for multimodal distributions is to use clustering, followed by the application of process knowledge to select a particular cluster and its centroid as the point estimate. k-means is a data classification technique that is used to cluster the particles based on Euclidean distance. We use the k-means method (Kaufman and Rousseeuw [2005] ) to extract all possible modes from a non-Gaussian distribution. Initially, we start with a high number of clusters, and the distance between the clusters is compared with that of a threshold value. The threshold can be defined by inverting the measurement equation at each time instant. If the distance between any two clusters is less than the threshold, then the kmeans technique is applied again by reducing the number of clusters. The centroid of each cluster is assumed to be a mode of the posterior distribution. For unimodal distributions, only one cluster is formed, and its mode can be selected as the posterior point estimate.
The next step is to incorporate process knowledge to select one mode as the point estimate. One way to do so is to use constraints on physical quantities. For example, the height of a tank may never go negative or the temperature of the reactor may not go beyond a certain value, and this can be used to eliminate some modes. In certain cases, however, no previous (process) knowledge of the state is known. In this case, the only way would be to present all possible modes to an operator, who can then infer the right mode based on his or her knowledge. Fig. 6 shows the modes of the distributions at each time instant. At certain time instants (e.g.: 8, 10, 14), a single mode is captured, indicating a unimodal distribution and at certain instants (e.g.: 3, 13, 26), two modes are captured, indicating a multimodal distribution. For this example, it is noteworthy that one of the cluster modes always lies on the true state at each time instant. This provides a strong indication that coupling k-means clustering with process knowledge for the PF can lead to highly accurate point estimates for nonlinear systems with multimodal distributions. Fig. 6 . k-means clustering of the full state distributions of the particle filter.
ROBUSTNESS ISSUES WITH PARTICLE FILTERS
In the earlier sections, we have demonstrated the advantages of the PF over the EKF and the UKF for nonlinear systems where the posteriors are non-Gaussian. In this section, we demonstrate the fact that particle filters are less robust than the Kalman based estimators when there is high plant-model mismatch. Specifically, we focus on the case of structural plant-model mismatch, where a highly simplified model is used for estimation of a high-order process system. The process we demonstrate our results on is polyethylene production, for which a large-scale reactor model matched to industrial data has been developed previously (McAuley et al. [1990] ). In this study, the plant is represented in simulation by a 35 state higher-dimensional model. The reduced order model used for estimation only has four states, and is generated by lumping the mass of all polymer together, and greatly simplifying the kinetics (McAuley and MacGregor [1993] ). Thus, this estimation problem has high structural and parametric mismatch between the plant and the model. Since there is structural mismatch, some of the parameters represented by the lower order model may not correspond to parameters in the higher dimensional model. This is a realistic scenario, and is often the case in industrial practice. In earlier work, McAuley and MacGregor [1993] used two EKFs to estimate the melt index and polymer density (the variables that determine the product quality) through inference schemes based on the estimates of the states (concentrations of hydrogen and comonomer, the total moles of active catalyst in the reactor, and bed level). The model and the associated posterior state distributions are highly nonlinear, leading to the choice of a particle filter to estimate the states and inferential product quality variables. Fig. 7 shows the inferential state estimates of the melt index and polymer density with the generic SIR-PF for this Fig. 7 . Estimation of polymer product properties using the particle filter for the polyethylene process system. The PF is unable to track the true state, and fails after some time. This is because the weights of all particles tend to zero, since the predicted states (particles) lie in the tail of the likelihood or far away from the likelihood (no overlap). Thus, none of the particles lies in the region of the true state. This problem emerges because of the high mismatch between the model and the plant. However, the EKF and the UKF estimates converge near to the true state estimates, though they are not very accurate (results not shown). Thus, the PF exhibits less robustness to the plant-model mismatch than the Kalman updatebased filters.
To solve this problem, one could provide a very large estimate (overestimate) of the measurement noise covariance. This leads to the likelihood being spread with higher variance, bringing the state estimates within the likelihood region. However, a very large number of particles is still required to avoid degeneracy of particles (particles with zero weight), and this makes the method very computationally inefficient. Instead, we propose introducing feedback into the one step ahead prediction of particle locations. This is done by effective generation of the proposal distribution, using a bootstrap method. Using a Kalman update based filter to generate the proposal distribution moves the particles towards regions of high likelihood. This brings in feedback correction into the proposal, thus helping the stability of the particle filter. We use the UKF to generate the proposal for the PF; the resulting estimator is the unscented particle filter (UPF) (Ning and Fang [2008] , Rui and Chen [2001] ).
In the generic formulation of the PF using Bayes rule, the weights of the particles are w
In the SIR-PF, which we have used in this work, the proposal distribution (q(x k |X k−1 , Y k )) was chosen to be the transition prior (p(x k |x k−1 )). In the UPF, the proposal is generated by a UKF, i.e., q(
is the posterior distribution generated by the UKF. The UKF, being a Kalman update based filter, represents the posterior probability distribution (p(x k |X k−1 , Y k )) in the form of a Gaussian distribution represented by its mean and covariance
Fig . 8 shows the successful implementation of the UPF for the polyethylene process. Even though a Gaussian distribution is used in the proposal, it serves to bring Fig. 8 . Estimation of polymer product properties using unscented particle filters for the polyethylene process the particles closer to the true value of the state, thus providing a tighter region for the spread of the particles. This improves the performance of the PF, which then accounts for the non-Gaussian behaviour of the state distributions.
Through a case study on a realistic system, we have shown that with high plant model-mismatch, it is important to incorporate feedback in the proposal distribution. It is important to note that high-plant model mismatch is inevitable in real time implementation of estimation algorithms on large-scale chemical processes. Kalman updatebased filters are more stable than generic formulations of the particle filter (e.g.: SIR-PF), which use the transition prior as the proposal distribution. However, the UPF is more robust to plant-model mismatch than the PF, and it retains its ability to estimate non-Gaussian distributions.
CONCLUSIONS
In this contribution, we have highlighted the advantages and disadvantages of the particle filter with respect to the extended Kalman filter and the unscented Kalman filter through specific case studies. We have demonstrated that the PF is superior to the UKF and the EKF for handling non-Gaussian distributions in realistic nonlinear systems, and it provides greater flexibility in terms of obtaining the full distribution of the state estimate and choices for extracting point estimates from the distributions. While the PF proves to be less robust than the Kalman update-based filters in the case of structural plantmodel mismatch, this shortcoming can be overcome by using a bootstrap method. This involves using the UKF or the EKF to generate the proposal function for the PF. We have demonstrated that the UPF (PF with UKF proposal) provides the same degree of robustness as the Kalman based estimators, while retaining the ability of the PF to estimate non-Gaussian distributions.
