Let A be a unital separable simple infinite-dimensional nuclear C * -algebra with at least one tracial state. We prove that if the trace space of A has compact finite-dimensional extreme boundary then there exist unital embeddings of matrix algebras into a certain central sequence algebra of A which is determined by the uniform topology on the trace space. As an application, it is shown that if furthermore A has strict comparison then A absorbs the Jiang-Su algebra tensorially.
Introduction
The following is the main result of this paper. τ (a * n a n ) = 0} .
Here, we denote by T (A) the set of tracial states of A which is called trace space in [10] , and we identify A with the C * -subalgebra of equivalence classes of constant sequences. As a main application of this theorem, we present the following result. Once we know the above theorem, the proof of this corollary can be obtained in the same way as the proof of [19, Theorem 1.1].
Corollary 1.2. If A and T (A) satisfy the same conditions in the above theorem, then the following are equivalent:
(i) A ⊗ Z ∼ = A.
(ii) A has strict comparison.
(iii) Any completely positive map from A to A can be excised in small central sequences.
(iv) A has property (SI).

A generalization of dimension drop algebras
The unital embedding in the main theorem will be constracted as a factorization through a kind of dimension drop algebra ∆ d,k in Definition 2.2. The aim of this section is to introduce a generalization of dimension drop algebras and to obtain the universality of ∆ d,k .
Throughout this section, we fix a separable infinite-dimensional Hilbert space H and consider two unital separable nuclear C * -algebras A i , i = 0, 1. A completely positive contraction from A i to B(H) is called order zero (or disjointness preserving) if it preserves orthogonality, [29] , [30] . Let Λ i be the set of all order zero completely positive contractions from A i to B(H) for each i = 0, 1, and let Λ = {(ϕ 0 , ϕ 1 ) ∈ Λ 0 × Λ 1 : [ϕ 0 (a 0 ), ϕ 1 (a 1 )] = 0 for any a i ∈ A i , i = 0, 1, and ϕ 0 (1 A0 ) + ϕ 1 (1 A1 ) = 1 B(H) }.
We define two maps ϕ i : A i → λ∈Λ H, i = 0, 1, by ϕ i (a) = (ϕ 0,λ ,ϕ 1,λ )∈Λ ϕ i,λ (a), a ∈ A i , i = 0, 1.
Then it follows that ϕ i , i = 0, 1, are also order zero completely positive contractions such that [ ϕ 0 (a 0 ), ϕ 1 (a 1 )] = 0 for any a i ∈ A i , i = 0, 1, and ϕ 0 (1 A0 ) + ϕ 1 (1 A1 ) = 1. We denote by I(A 0 , A 1 ) the C * -subalgebra of B( Λ H) generated by ϕ 0 (A 0 )∪ ϕ 1 (A 1 ). It is not hard to check that I(A 0 , A 1 ) satisfies the universal property for the relations in Λ.
Letting
we have the following lemma. The argument in the proof is a slight generalization of [13, Proposition 7.3] , and [25, Proposition 2.5].
Lemma 2.1.
(ii) If both A 0 and
Proof of (i). First, we define z ∈ I(A 0 , A 1 ) and ϕ i :
It follows that ϕ i : A i → I(A 0 , A 1 ), i = 0, 1, are order zero completely positive contractions satisfying [ϕ 0 (a 0 ), ϕ 1 (a 1 )] = 0 for a i ∈ A i , i = 0, 1, and ϕ 0 (1 A0 ) + ϕ 1 (1 A1 ) = 1. Taking a unital faithful representation of I(A 0 , A 1 ) on H we regard I(A 0 , A 1 ) as a unital C * -subalgebra of B(H), thus this means that (ϕ 0 , ϕ 1 ) ∈ Λ. Let Φ : I(A 0 , A 1 ) → I(A 0 , A 1 ) be the * -homomorphism defined by the canonical projection B( λ∈Λ H) → B(H) determined by (ϕ 0 , ϕ 1 ) ∈ Λ. From these definitions we have Φ • ϕ i (a) = ϕ i (a) for a ∈ A i , i = 0, 1.
Now we have Im(Φ)(0) = A 0 ⊗1 A1 , Im(Φ)(1) = 1 A0 ⊗A 1 , and Im(Φ)(t) = A 0 ⊗A 1 for t ∈ (0, 1), where we set B(t) = {f (t) : f ∈ B} for a C * -subalgebra B ⊂ I(A 0 , A 1 ) and t ∈ [0, 1]. Then by partitions of unity in C * ({z}) ∼ = C([0, 1]), the standard argument implies that Φ is surjective. Because ϕ i , i = 0, 1 preserve orthogonality, by [29, Theorem 2.3] or [30, Theorem 2.3] , we obtain the * -homomorphism π i :
Indeed, these π i (a) were constructed as the strong limit of f n (
For a pure state ω of I(A 0 , A 1 ), let (π ω , H ω ) be the GNS-representation associated with ω. Since ϕ i (1 Ai ), i = 0, 1, are in the centre of I(A 0 , A 1 ) we obtain scalar values t ω,i ∈ [0, 1], i = 0, 1, such that t ω,i 1 B(Hω) = π ω ( ϕ i (1 Ai )) and t ω,0 + t ω,1 = 1. Because for any nonzero x ∈ I(A 0 , A 1 ) + there exists a pure state ω x such that π ωx (x) > 0, in order to show that Φ is injective, it suffices to show that
for any x ∈ I(A 0 , A 1 ) and pure state ω of I(A 0 , A 1 ). When x = ϕ i (a i ) for a i ∈ A i we have
In the proof of the main theorem, we shall see that this ∆ d,k can be embedded into the quotient algebra in Theorem 1.1, and this d corresponds to the covering dimension of ∂ e (T (A)).
Corollary 2.3.
Proof. (ii) is straightforward from (ii) of Lemma 2.1.
For d, k ∈ N, let U d,k be the universal C * -algebra in the corollary and let {e 
) and Ψ(e
When d = 0 the statement is trivial. Assume that we have seen the statement for
follows from the induction.
3
Central sequence algebras and tracial states
In this section, we recall the notion of central sequence algebras and prove Corollary 3.3, which is one of the fundamental lemmas to study central sequences and tracial states. In what follows we let A be a separable simple C * -algebra with at least one tracial state. Define
(see also [20, Section 2] ). Since c 0 ⊂ c t0 , we can regard A ∞ t as the quotient algebra of A ∞ . We identify A with the C * -subalgebra of A ∞ (resp. A ∞ t ) consisting of equivalence classes of constant sequences. We let
This A ∞ is called the central sequence algebra of A for C * -algebras. A sequence (a n ) n ∈ l ∞ (N, A) is called a central sequence if [a n , x] → 0 as n → ∞ for any x ∈ A. A central sequence is a representative of an element in A ∞ . In [1] , B. Blackadar introduced the notion of strict comparison (for projections) by taking into consideration the uniform topology on the trace space of C * -algebras. M. Rørdam adapted that strict comparison in order to apply GoodearlHandelman's Hahn-Banach type theorem [11] , and he proved that Z-absorption implies strict comparison in [23] , [24] . For this reason, we define the above 2-norm · 2 by the uniformness on T (A).
Proposition 3.1. Let A be a unital nuclear C * -algebra. Then for any finite subset F of A and
Proof. A. Connes showed that any injective von Neumann algebra on a separable Hilbert space is approximately finite dimensional (AFD) [2] . Based on this result, G. A. Elliott generalized it for any von Neumann algebra [7] . E. G. Effros and C. Lance showed that A * * is injective if A is nuclear [8] . Combining their results we can see that A * * is AFD, i.e., for a finite subset F of A * * , a finite subset G of A * + , and ε > 0, there exist a finite dimensional subalgebra B of A * * and b f ∈ B, for f ∈ F such that
here we define x ♯ ϕ = (x * x + xx * )/2 for x ∈ A * * , ϕ ∈ A * + which induces the strong * topology. By adding 1 A * * − 1 B , if necessary, we may assume that any unitary of B is a unitary in A. To show the claim, we may assume that any f ∈ F is self-adjoint and f ≤ 1. Thus we also obtain b f ∈ B as a self-adjoint element of B satisfying the above condition for f ∈ F . And by the argument in the proof of Kaplansky's density theorem, we can obtain b f ∈ B as a self-adjoint element of B with b f ≤ 1. Actually, since the continuous function g(t) = max{min{t, 1}, −1}, t ∈ R is a strongly continuous function (see [22, Proposition 2.3 .2] for example) it suffices to consider g(b f ).
Since the convex hull of the unitary group is norm dence in the unit ball for any C * -algebra [26] , there exists a finite subset F B of unitaries in B such that
Since B is finite-dimensional, for ε > 0 there exists another finite subset D of unitaries in B and
The precise argument of this technique is written in [16, Lemma 3.6] . Set N = |D| ∈ N. For any contraction a ∈ A and b ∈ F B we have
From this, it follows that for any contraction a ∈ A
Then, for ϕ ∈ G, f ∈ F , and a ∈ A with a ≤ 1 we have
By Kaplansky's density theorem there exists a net e λ , λ ∈ Λ of unitaries in A such that e λ converges to d ∈ A * * strongly * . Then e * λ ae λ converges to d * ad strongly for any a ∈ A. Thus, for finite subsets F ⊂ A and G ⊂ A *
Let B(A, A) be the Banach algebra of all bounded operators from A to A, C 0 the convex hull of {Ad u : u is a unitary in A} in B(A, A), and let
Note that C is also a convex set in the C * -algebra F ×F A. Apply the above argument to F ⊂ A, G = {ϕ (a,b) j : ϕ ∈ G, a, b ∈ F, j = 1, 2, 3, 4}, and ε/(2|F |) 2 , then there exists Φ ∈ C 0 such that
This implies
Therefore the Hahn-Banach theorem shows that 0 is contained in the norm closure of C. This means for any ε > 0 there exists
Remark 3.2. (In the proof of the above proposition, the required Φ 0 ∈ C 0 is heavily depend on double-dealing of a finite subset F of A. So this proposition is much weaker than the strong amenability defined by B. E. Johnson [15] .) Corollary 3.3. Let A be a unital separable nuclear C * -algebra with at least one tracial state. Then for any a ∈ A there exists a central sequence a n ∈ A, n ∈ N such that a n ≤ a and τ (a) = τ (a n ) for any τ ∈ T (A) and n ∈ N.
Proof. Since A is separable there exists an increasing sequence F n , n ∈ N of finite subsets of A such that n∈N F n ⊂ A is dense in the operator norm topology. Let ε n > 0, n ∈ N, be a decreasing sequence which converges to 0. Applying Proposition 3.1 to {a}∪F n and ε n > 0 we obtain unitaries u n,i , i = 1, 2, ..., N n in A satisfying the condition in Proposition 3.1. We define
These a n ∈ A, n ∈ N satisfy the required conditions.
Orthogonality on the compact extreme boundary
In this section, we give a simple main technical tool Lemma 4.2 concerning multiplicativity and orthogonality on the compact extreme boundary ∂ e (T (A)). Recently, by using the next proposition M. Dadarlat and A. S. Toms investigated the dimension functions on the compact finite-dimensional extreme boundary of trace space, ( in the proof of [4, Lemma 4.4] ). This result was essentially based on the works by D. A. Edwards [6] , J. Cuntz and G. K. Pedersen [3] , and H. Lin [17] . The starting point of our proof of Lemma 4.2 is this proposition. |τ (a n ) − f (τ )| = 0 and a n ≤ f for n ∈ N.
Proof. First, in the study of Choquet simplex it turns out that if a Choquet simplex K has compact extreme boundary ∂ e (K) then the natural restriction map from the continuous affine functions Aff(K) to C(∂ e (K)) is isometric isomorphism [6] , see also [10, Corollary 11.21] . Then for a given positive continuous function f and ε > 0, there exists a continuous affine function
In [3] , we have seen that T (A) ∼ = (A/A 0 ) * , where A 0 was defined as the linear space generated by {a * a − aa * : a ∈ A}. Since F f,ε is a w * -continuous function of (A/A 0 ) * * it follows that F f,ε ∈ A/A 0 . Then there exists a representative a
f,ε ) > 0 for any τ ∈ T (A) and [3, Corollary 6.4], we obtain a f,ε ∈ A + such that τ (a f,ε ) = τ (a ′ f,ε ) = f (τ )+ ε for any τ ∈ T (A). From [3, Theorem 2.9], we may obtain the condition a f,ε < f + 2ε, the same argument appears in the proof of [17, Theorem 9.3] . By taking a decreasing sequence ε n > 0, n ∈ N which converges to 0 and taking a small perturbation of a f,εn we obtain a n ∈ A + , n ∈ N satisfying the desired conditions.
In the following lemma, (i) is a variant of [18, Lemma 4.6] and (ii) is a version of [19, Lemma 3.2] for the uniform topology on ∂ e (T (A)).
Lemma 4.2. Let A be a unital separable simple infinite-dimensional C * -algebra. Suppose that ∂ e (T (A)) is compact. Then the following hold:
(i) For any central sequence (f n ) n ∈ A ∞ and a ∈ A, it follows that 
Proof of (i).
Since A is separable, ∂ e (T (A)) is a compact metric space. In what follows we denote by d a metric of ∂ e (T (A)) and let B(τ, ε) = {σ ∈ ∂ e (T (A)) : d(σ, τ ) ≤ ε} for τ ∈ ∂ e (T (A)) and ε > 0. To show (i), without loss of generality, we may assume that a ≤ 1, f n ≤ 1 for n ∈ N, and the Lipschitz constant of ∂ e (T (A)) ∋ τ → τ (a) is less than one.
Since ∂ e (T (A)) is a compact metric space, for ε > 0 and τ 0 ∈ ∂ e (T (A)) there exists a positive contraction f 0 ∈ C(∂ e (T (A))) such that f 0 | B(τ0,ε/16) = 1 and the diameter of supp(f ) is less than ε/4, and there exists a partition of unity {f
is also a partition of unity. By changing subscript i = 1, 2, ..., N , if necessary, we may assume that f i = 0 for all i = 1, 2, ..., N . Set σ 0 = τ 0 and σ i ∈ f 
Because of Cuntz-Pedersen's theorem [3] (see also the proof of [18, Lemma 4.6]) we can obtain u j ∈ A, j = 1, 2, ..., M such that
Since (f n ) n is a central sequence there exists n τ0 ∈ N such that for n ≥ n τ0 and σ ∈ T (A),
By the definition of f 0 we have f i (σ) = δ i,0 for σ ∈ B(τ 0 , ε/16) and i = 0, 1, ..., N , then for σ ∈ B(τ 0 , ε/16) and n ∈ N it follows that
From this, for n ≥ n τ0 and σ ∈ B(τ 0 , ε/16) we have
By the compactness of ∂ e (T (A)), there exist
Then if n ≥ m we conclude that
Proof of (ii). By Proposition 4.1, we obtain sequences of positive elements b
.., N , n, m ∈ N, and τ ∈ T (A). Since A is separable, we can take a subsequence m n ∈ N, n ∈ N such that (b i,n,mn ) n ∈ A ∞ for i = 1, 2, ..., N . Let b i,n = b i,n,mn , i = 1, 2, ..., N , n ∈ N. Now we have sequences of positive elements
By (i) and taking subsequences of (b i,n ) n inductively we may assume that
Then it follows that
In the following argument, we will provide the orthogonality of {(b i,n ) n } N i=1 in the operator norm sense. Let g m (t) = min{1, mt} for t ∈ [0, ∞) and m ∈ N. Define central sequences (r i,n ) n and (a i,n,m ) m by
Note that a i,n,m ≤ b i,n for any i = 1, 2, ..., N , n, m ∈ N. Since max
Furthermore, for i = 1, 2, ..., N , i = j, n ∈ N we have
Since (a i,n,m ) n ∈ A ∞ for m ∈ N, we can find an increasing sequence (m n ) n of natural numbers such that m n → ∞ as n → ∞, max
Consequently a i,n = a i,n,mn , n ∈ N satisfy the desired conditions.
Proof of the main theorem
In this section, we give a proof of Theorem 1.1. The following lemma and its proof is inspired by techniques for C(X)-algebras from [12, Theorem 4.6] and [5, Theorem 0.1] . Recently, these techniques were developed by A. S. Toms and W. Winter to show Z-absorption of the crossed product C * -algebras by minimal homeomorphisms on compact finite-dimensional spaces [27] . Their proof as well as ours relies heavily on the condition of finite covering dimenion. It might be interesting that in this lemma the number of completely positive maps corresponds to the covering dimension of ∂ e (T (A)). Let c ∈ Z + be such that c ≤ d. We assume that for any closed subset B 0 ⊂ ∂ e (T (A)) with dim(B 0 ) < c there exist completely positive maps ψ l,n :
(ii) lim n→∞ ψ l,n (x)ψ l,n (y) = 0 for positive elements x, y ∈ M k with x · y = 0,
Recall that both covering dimension and the inductive dimension of ∅ are defined as −1. So, if d = 0 we regard B 0 = ∅ and this assumption is automotically true. Let B be a closed subset of ∂ e (T (A)) with dim(B) = c, F a finite subset of contractions in A, and ε > 0. In order to complete the induction, it suffices to show that: There exist completely positive maps ϕ l,n :
Since A is nuclear, for any τ ∈ ∂ e (T (A)) we see that the weak closure of A defined by the GNSrepresentation associated with τ is the AFD type II 1 factor von Neumann algebra [2] . Then, by the same argument in the proof of [19, Lemma 3.3] we can obtain a sequence of completely positive contractions ϕ τ,n : M k → A, n ∈ N such that (ϕ τ,n (a)) n ∈ A ∞ for a ∈ M k , (ϕ τ,n (x)ϕ τ,n (y)) n = 0 in A ∞ for positive elements x, y ∈ M k with x · y = 0, and |τ (1 − ϕ τ,n (1 k ))| → 0 as n → ∞. Thus taking a large n ∈ N we obtain completely positive maps ϕ τ : M k → A, τ ∈ ∂ e (T (A)) such that ϕ τ (x)ϕ τ (y) < ε x · y for any positive elements x, y ∈ M k with x · y = 0,
For any τ ∈ ∂ e (T (A) ), set open subsets
Because the inductive dimension of B is equal to dim(B) = c, there exist relatively open cover-
By the assumption of the induction we have completely positive contractions ψ l,n : M k → A, l = 0, 1, ..., c − 1, n ∈ N satisfying the conditions (i)∼(v) for this B 0 . Let ε n > 0, n ∈ N be a decreasing sequence such that ε n → 0 and max
is a relatively open covering of B for any n ∈ N. It is elementary to see that there exist open subsets W 0,n and W i of ∂ e (T (A)) such that Then, by the separability of A and by (i) of Lemma 4.2, we can take a subsequence m n ∈ N, n ∈ N such that (a-i) (a i,n,mn ) n ∈ A ∞ for i = 0, 1, ..., N , It is straight forward to check that these positive maps satisfy the desired conditions (i)'∼(v)'. 
