ABSTRACT. We show general lower semicontinuity and relaxation theorems for linear-growth integral functionals defined on vector measures that satisfy linear PDE side constraints (of arbitrary order). These results generalize several known lower semicontinuity and relaxation theorems for BV, BD, and for more general first-order linear PDE side constrains. Our proofs are based on recent progress in the understanding of singularities of measure solutions to linear PDEs and of the generalized convexity notions corresponding to these PDE constraints.
INTRODUCTION
The theory of linear-growth integral functionals defined on vector-valued measures satisfying PDE constraints is central to many questions of the calculus of variations. In particular, their relaxation and lower semicontinuity properties have attracted a lot of attention, see for instance [AD92, FM93, FM99, FLM04, KR10b, Rin11, BCMS13] . In the present work we unify and extend a large number of these results by proving general lower semicontinuity and relaxation theorems for such functionals. Our proofs are based on recent advances in the understanding of the singularities that may occur in measures satisfying (under-determined) linear PDEs.
Concretely, let Ω ⊂ R d be an open and bounded subset with L d (∂ Ω) = 0 and consider the functional We call measures µ ∈ M (Ω; R N ) with A µ = 0 in the sense of distributions A -free. We will also assume that A satisfies Murat's constant rank condition (see [Mur81, FM99] ), that is, there exists r ∈ N such that rank A k (ξ ) = r for all ξ ∈ S d−1 , (
where
is the principal symbol of A . We also recall the notion of wave cone associated to A , which plays a fundamental role in the study of A -free fields and first originated in the theory of compensated compactness [Tar79, Tar83, Mur78, Mur79, Mur81, DiP85] .
Definition 1.1. Let A be a kth-order linear PDE operator as above. The wave cone associated to A is the set
Note that the wave cone contains those amplitudes along which it is possible to construct highly oscillating A -free fields. More precisely, if A is homogeneous, i.e., A = ∑ |α|=k A α ∂ α , then P 0 ∈ Λ A if and only if there exists ξ = 0 such that
for all h ∈ C k (R).
Our first main theorem concerns the case when f is A k -quasiconvex in its second argument, where In order to state our first result, we introduce the notion of strong recession function of f , which for (x, A) ∈ Ω × R N is defined as f ∞ (x, A) := lim
provided the limit exists. Then, the functional
is sequentially weakly* lower semicontinuous on the space M (Ω; R N ) ∩ ker A := µ ∈ M (Ω; R N ) : A µ = 0 .
Note that according to (1.6) below, F [µ] is well-defined for µ ∈ M (Ω; R N ) ∩ ker A since the strong recession function is computed only at amplitudes that belong to span Λ A . Remark 1.3. The A k -quasiconvexity of f (x, q ) is not only a sufficient, but also a necessary condition for the sequential weak* lower semicontinuity of F on M (Ω; R N )∩ ker A . In the case of first-order partial differential operator, the proof of the necessity can be found in [FM99] ; the proof in the general case follows by verbatim repeating the same arguments.
Remark 1.4 (asymptotic A -free sequences). The conclusion of Theorem 1.2 extends to sequences that are only asymptotically A -free, that is,
for all sequences (µ j ) ⊂ M (Ω; R N ) such that
Notice that f ∞ in (1.3) is a limit and, contrary to f # , it may fail to exist for A ∈ (span Λ A ) \ Λ A (for A ∈ Λ A the existence of f ∞ (x, A) follows from the A kquasiconvexity, see Corollary 2.20). If we remove the assumption that f ∞ exists for points in the subspace generated by the wave cone Λ A , we still have the partial lower semicontinuity result formulated in Theorem 1.6 below (cf. [FLM04] ). Remark 1.5. As special cases of Theorem 1.2 we get, among others, the following well-known results:
(i) For A = curl, one obtains BV-lower semicontinuity results in the spirit of Ambrosio-Dal Maso [AD92] and Fonseca-Müller [FM93] . (ii) For A = curl curl, where
is the second order operator expressing the Saint-Venant compatibility conditions (see [FM99, Example 3 .10(e)]), we re-prove the lower semicontinuity and relaxation theorem in the space of functions of bounded deformation (BD) from [Rin11] . (iii) For first-order operators A , a similar result was proved in [BCMS13] . (iv) Earlier work in this direction is in [FM99, FLM04] , but there the singular (concentration) part of the functional was not considered.
Theorem 1.6 (partial lower semicontinuity). Let f : Ω × R N → [0, ∞) be a continuous integrand such that f (x, q ) is A k -quasiconvex for all x ∈ Ω. Assume that f has linear growth at infinity and is Lipschitz in its second argument, uniformly in x.
Further, suppose that there exists a modulus of continuity ω as in (1.4). Then,
for all sequences µ j * ⇀ µ in M (Ω; R N ) such that A µ j → 0 in W −k,q (Ω; R N ). Here,
and 1 < q < d/(d − 1).
If we dispense with the assumption of A k -quasiconvexity on the integrand, we have the following two relaxation results: 
Then, for the functional
the (sequentially) weakly* lower semicontinuous envelope of G , defined to be
, is given by
Here, Q A f (x, q ) denotes the A -quasiconvex envelope of f (x, q ) with respect to the second argument (see Definition 2.17 below).
If we want to find the relaxation in the space M (Ω; R N ) ∩ ker A we need to assume that L 1 (Ω; R N ) ∩ ker A is dense in M (Ω; R N ) ∩ ker A with respect to a finer topology than the natural weak* topology (in this context also see [AR16] 
where q is the area functional defined in (2.2). Then, for the functional
the weakly* lower semicontinuous envelope of G , defined to be
is given by
Remark 1.9 (density assumptions). Condition (1.5) is automatically fulfilled in the following cases: (i) For A = curl, the approximation property (for general domains) is proved in the appendix of [KR10a] (also see Lemma B.1 of [Bil03] for Lipschitz domains). The same argument further shows the area-strict approximation property in the BD-case (also see Lemma 2.2 in [BFT00] for a result which covers the strict convergence). (ii) If Ω is a strictly star-shaped domain, i.e., there exists x 0 ∈ Ω such that
for all t > 1, then (1.5) holds for every homogeneous operator A . Indeed, for t > 1 we can consider the dilation of µ defined on t(Ω − x 0 ) and then mollify it at a sufficiently small scale. We refer for instance to [Mül87] for details.
As a consequence of Theorem 1.8 and of Remark 1.9 we explicitly state the following corollary, which extends the lower semicontinuity result of [Rin11] into a full relaxation result. The only other relaxation result in this direction, albeit for special functions of bounded deformation, seems to be in [BFT00] ; other results in this area are discussed in [Rin11] and the references therein. 
is the symmetrized distributional derivative of u ∈ BD(Ω) and where
is its Radon-Nikodým decomposition with respect to L d . Then, the lower semicontinuous envelope of G with respect to weak*-convergence in BD(Ω) is given by the functional
where SQ f denotes the symmetric-quasiconvex envelope of f with respect to the second argument (i.e., the curl curl-quasiconvex envelope of f (x, q ) in the sense of Definition 2.17).
Our proofs are based on new tools to study singularities in PDE-constrained measures. Concretely, we exploit the recent developments on the structure of A -free measures obtained in [DR16b] . We remark that the study of the singular part -up to now the most complicated argument in the proof -now only requires a fairly straightforward (classical) convexity argument. More precisely, the main theorem of [KK16] establishes that the restriction of f # to the linear space spanned by the wave cone is in fact convex at all points of Λ A (in the sense that a supporting hyperplane exists). The need for this assumption comes from the use of Young measure techniques which seem to be better suited to deal with the singular part of the measure, as we already discussed above. In the aforementioned references a direct blow up approach is instead performed and this allows to deal directly with the functional in (1.1). The blow-up techniques, however, rely strongly on the fact that A is a homogeneous first-order operator. Indeed, it is not hard to check that for all "elementary" A -free measures of the form
the scalar measure λ is necessarily translation invariant along orthogonal directions to the characteristic set
which turns out to be a subspace of R d whenever A is a first-order operator. The subspace structure and the aforementioned translation invariance is then used to perform homogenization-type arguments. Due to the lack of linearity of the map
the structure of elementary A -free measures for general operators is more complicated and not yet fully understood (see however [Rin11, DR16a] for the case A = curl curl). This prevents, at the moment, the use of "pure" blow-up techniques and forces us to pass through the combination of the results of [DR16b, KK16] with the Young measure approach.
This paper is organized as follows: First, in Section 2, we introduce all the necessary notation and prove auxiliary results. Then, in Section 3, we establish the central Jensen-type inequalities, which immediately yield the proof of Theorems 1.2 and 1.6 in Section 4. The proofs of Theorems 1.7 and 1.8 are given in Section 5. The authors would like to thank the anonymous referee for her/his careful reading of the manuscript which led to a substantial improvement of the presentation.
NOTATION AND PRELIMINARIES
We write M (Ω; R N ) and M loc (Ω; R N ) to denote the spaces of bounded Radon measures and Radon measures on Ω ⊂ R d and with values in R N , which are the duals of C 0 (Ω; R N ) and C c (Ω; R N ) respectively. Here, C 0 (Ω; R N ) is the completion of C c (Ω; R N ) with respect to the q ∞ -norm, and, in the second case, C c (Ω; R N ) is understood as the inductive limit of the Banach spaces C 0 (K m ) where each K m is a compact subset of R d and K m ր Ω. The set of probability measures over a locally compact space X shall be denoted by
µ is a positive measure, and µ(X ) = 1 .
We will often make use of the following metrizability principles:
(1) Bounded sets of M (Ω; R N ) are metrizable in the sense that there exists a metric d which induces the weak* topology, that is,
(2) There exists a complete metric d on M loc (Ω; R N ). Moreover, convergence with respect to this metric coincides with the weak* convergence of Radon measures (see Remark 14.15 in [Mat95] ).
We write the Radon-Nikodým decomposition of a measure µ ∈ M (Ω; R N ) as
2.1. Integrands and Young measures. For f ∈ C(Ω × R N ) we define the transformation
In particular, all f ∈ E(Ω; R N ) have linear growth at infinity, i.e., there exists a posi-
the space E(Ω; R N ) turns out to be a Banach space. Also, by definition, for each f ∈ E(Ω; R N ) the limit
exists and defines a positively 1-homogeneous function called the strong recession function of f . Even if one drops the dependence on x, the recession function h ∞ might not exist for h ∈ C(R N ). Instead, one can always define the upper and lower recession functions
which again can be seen to be positively 1-homogeneous. If f is x-uniformly Lipschitz continuous in the A-variable and there exists a modulus of continuity ω :
then the definitions of f ∞ , f # , and f # simplify to
In particular, for f (x, A) = 1 + |A| 2 ∈ E(Ω; R N ), for which f ∞ (A) = |A|, we define the area functional
In addition to the well-known weak* convergence of measures, we say that a se-
This notion of convergence turns out to be stronger than the conventional strict convergence of measures, which means that
Indeed, the area-strict convergence, as opposed to the usual strict convergence, prohibits oscillations of the absolutely continuous part. The meaning of area-strict convergence becomes clear when considering the following version of Reshetnyak's continuity theorem, which entails that the topology generated by area-strict convergence is the coarsest topology under which the natural action of E(Ω; R N ) on M (Ω; R N ) is continuous.
Theorem 2.1 (Theorem 5 in [KR10b] ). For every integrand f ∈ E(Ω; R N ), the functional
is area-strictly continuous on M (Ω; R N ).
Remark 2.2. Notice that if µ ∈ M (R d ; R N ), then µ ε → µ area-strictly, where µ ε is the mollification of µ with a family of standard convolution kernels, µ ε := µ * ρ ε and ρ ε (x) := ε −d ρ(x/ε) for ρ ∈ C ∞ c (B 1 ) a positive and even function satisfying ρ dx = 1.
Generalized Young measures form a set of dual objects to the integrands in E(Ω; R N ). We recall briefly some aspects of this theory, which was introduced by DiPerna and Majda in [DM87] and later extended in [AB97, KR10a] . 
is a parameterized family of probability measures on R N ,
is a positive finite Radon measure on Ω, and 
The set of all such Young measures is denoted by Y(Ω; R N ).
Similarly we say that
Here, weak* measurability means that the functions
are Lebesgue-measurable (respectively λ ν -measurable) for all Carathéodory integrands f : Ω × R N → R (measurable in their first argument and continuous in their second argument).
For an integrand f ∈ E(Ω; R N ) and a Young measure ν ∈ Y(Ω; R N ), we define the duality paring between f and ν as follows:
In many cases it will be sufficient to work with functions f ∈ E(Ω; R N ) that are Lipschitz continuous. The following density lemma can be found in [KR10a, Lemma 3].
Lemma 2.4. There exists a countable set of functions
holds. Moreover, all the h m can be chosen to be Lipschitz continuous and all the ϕ m can be chosen to be non-negative.
Since Y(Ω; R N ) is contained in the dual space of E(Ω; R N ) via the duality pairing q , q , we say that a sequence of Young measures
Fundamental for all Young measure theory is the following compactness result, see [KR10a, Section 3.1] for a proof.
Then, there exists a subsequence (not relabeled) and ν
.
In this sense, we say that the sequence of measures (µ j ) generates the Young measure
The barycenter of a Young measure ν ∈ Y(Ω; R N ) is defined as the measure
Using the notation above it is clear that for
Remark 2.6. For a sequence (µ j ) ⊂ M (Ω; R N ) that area-strictly converges to some limit µ ∈ M (Ω; R N ), it is relatively easy to characterize the (unique) Young measure it generates. Indeed, an immediate consequence of the Separation Lemma 2.4 and Theorem 2.1 is that
Young measures generated by means of periodic homogenization can be easily computed, see Lemma A.1 in [BM84] . In some cases it will be necessary to determine the smallest linear space containing the support of a Young measure. With this aim in mind, we state the following version of Theorem 2.5 in [AB97] :
Finally, we have the following approximation lemma, see [AB97, Lemma 2.3] for a proof. 
Furthermore, the linear growth constants of the f m 's can be chosen to be bounded by the linear growth constant of f .
By approximation, we thus get:
is sequentially weakly* upper semicontinuous on Y(Ω; R N ).
lower semicontinuous Borel integrand, then the functional
is sequentially weakly* lower semicontinuous on Y(Ω; R N ).
Tangent measures.
In this section we recall the notion of tangent measures, as introduced by Preiss [Pre87] (with the exception that we always include the zero measure as a tangent measure).
Let µ ∈ M (Ω; R N ) and consider the map T (x 0 ,r) (x) := (x − x 0 )/r, which blows up B r (x 0 ), the open ball around x 0 ∈ Ω with radius r > 0, into the open unit ball B 1 . The push-forward of µ under T (x 0 ,r) is given by the measure
We say that ν is a tangent measure to µ at a point
The set of all such tangent measures is denoted by Tan(µ, x 0 ) and the sequence c m T
µ is called a blow-up sequence. Using the canonical zero extension that maps the space M (Ω; R N ) into the space M (R d ; R N ) we may use most of the results contained in the general theory for tangent measures when dealing with tangent measures defined on smaller domains.
Since we will frequently restrict tangent measures to the d-dimensional unit cube
One can show (see Remark 14.4 in [Mat95] ) that for any non-zero σ ∈ Tan(µ, x 0 ) it is always possible to choose the scaling constants c m > 0 in the blow-up sequence to be c m :
for any open and bounded set U ⊂ R d containing the origin and with the property that σ (U ) > 0, for some positive constant c = c(U ) (this may involve passing to a subsequence). A special property of tangent measures is that at |µ|-almost every
where the weak* limits are to be understood in the spaces
A proof of this fact can be found in Theorem 2.44 of [AFP00] . In particular, this implies
are two Radon measures with the property that µ ≪ λ , i.e., that µ is absolutely continuous with respect to λ , then (see Lemma 14.6 of [Mat95] )
On the other hand, at every x 0 ∈ supp µ such that
A simple consequence of (2.4) is
This implies
We shall refer to such points as regular points of µ. Furthermore, for every regular point x 0 there exists a sequence r m ↓ 0 and a positive constant c such that
2.3. Rigidity results. As discussed in the introduction, for a linear operator A := ∑ |α|≤k A α ∂ α , the wave cone
contains those amplitudes along which is possible to have "one-directional" oscillations or concentrations, or equivalently, it contains the amplitudes along which the system loses its ellipticity.
The main result of [DR16b] asserts that the polar vector of the singular part of an A -free measure µ necessarily has to lie in Λ A :
Remark 2.12. The proof of this result does not require A to satisfy Murat's constant rank condition (1.2). However, for the present work, this requirement cannot be dispensed with in the following decomposition by Fonseca and Müller [FM99, Lemma 2.14], where it is needed for the Fourier projection arguments.
Lemma 2.13 (projection). Let A be a homogeneous differential operator satisfying the constant rank property (1.2). Then, for every 1 < p < ∞, there exists a linear projection operator
and a positive constant c p > 0 such that
Remark 2.14.
per (Q) with 1/p + 1/q = 1 is its dual. Note that the dual norm is equivalent to
where, for ξ ∈ Z d ,û(ξ ) denotes the Fourier coefficients on the torus and F −1 is the inverse Fourier transform. In the case Q u dx = 0 (henceû(0) = 0) this norm is also equivalent to the norm
since the Fourier multipliers (1 + |ξ | 2 ) −k/2 and |ξ | −k are comparable (by the Mihlin multiplier theorem) for all ξ with |ξ | ≥ 1.
Proof. The proof given in [FM99] technically applies only to first-order differential operators. However, the result can be extended to operators of any degree, as long as they are homogeneous. We shortly recall how this is done. By definition,
For each ξ ∈ R d we write P(ξ ) : R N → R N to denote the orthogonal projection onto ker A(ξ ), and by Q(ξ ) we denote the left inverse of A(ξ ). It follows from the positive homogeneity of A that P :
In light of (2.6), both maps are smooth (see Proposition 2.7 in [FM99] ).
Since the map ξ → P(ξ ) is homogeneous of degree 0 and is infinitely differentiable in S d−1 , by Proposition 2.13 in [FM99] , the map defined on C ∞ per (Q; R N ) by
Since P(ξ ) is a projection, so it is P:
Moreover,
Finally, let u ∈ C ∞ per (Q; R N ). We use that A and Q are k-homogeneous and (−k)-homogeneous, respectively, to show that
for all ξ ∈ Z d \{0}. Therefore, the Mihlin multiplier theorem and Remark 2.14 imply that
for all u ∈ C ∞ per (Q; R N ) with Q u dy = 0. The general case follows by approximation.
Lemma 2.13 implies that every Q-periodic u ∈ L p loc (R d ; R N ) with 1 < p < ∞ and mean value zero can be decomposed as the sum
A crucial issue in lower semicontinuity problems is the understanding of oscillation and concentration effects in weakly (weakly*) convergent sequences. In our setting, we are interested in sequences of asymptotically A -free measures generating what we naturally term A -free Young measures. The study of general A -free Young measures can be reduced to understanding oscillations in the class of periodic Afree fields. This is expressed in the next lemma, which is a variant of Proposition 3.1 in [FLM04] for higher-order operators (see also Lemma 2.20 in [BCMS13] ).
Lemma 2.15. Let A be an homogeneous linear partial differential operator satisfying the constant rank property
with Λ(∂ Q) = 0 and
Assume that the sequence
and (up to taking a subsequence of the v j 's) the sequence (v j + z j ) also generates the Young measure ν, i.e.,
Moreover, for every f :
Proof. Consider a family of cut-off functions
Furthermore, Fix ϕ ∈ W k,q (Q; R n ) ∩ C c (Q; R n ) and fix m ∈ N. Then, for j ∈ N sufficiently large, it holds that
The case when ϕ belongs to W k,q 0 (Q; R n ) follows by approximation. Hence, from (2.9) we obtain that where in the first inequality we have exploited Jensen's inequality, and for the last inequality we have used the equality of the norms
which holds for functions u ∈ C ∞ per (Q) with u = 0 on ∂ Q and all 1 < p < ∞, together with (2.10).
Let now g : R N → R be Lipschitz and let ϕ ∈ C(Q) with ϕ ≥ 0. Then,
be the family of integrands appearing in Lemma 2.4 and let ν be the Young measure generated by (u j ). We have that
for all h = 1, 2, . . . and thus using (2.12) and (2.13) above we infer that lim sup
for all h ∈ N where we have also exploited that Λ(∂ Q) = 0. By a diagonalization argument on z m j we may find a sequence
and, for all h ∈ N,
(2.14)
Since (z j + v j ) is uniformly bounded in L 1 (Q; R N ), by Lemma 2.5 we may find a
for all h and thusν = ν by Lemma 2.4. Inequality (2.7) now follows by taking the limit inferior in (2.12) with g = f and ϕ ≡ 1.
2.4.
Scaling properties of A -free measures. If A is a homogeneous operator, then
for all A -free measures µ ∈ M (Ω; R N ). In general, the re-scaled measure T
with k the degree of the operator A and
Notice that, with this convention, (T r * A ) k = A k . In the sequel it will be often convenient to work with weak* convergent sequences whose elements are (T r * A )-free measures. The following two results will be useful. 
Then,
Proof. Fix r > 0. Then,
Hence,
for every h = 0, . . . , k − 1. The assertion then follows from (2.16) and (2.17).
2.5. Fourier coefficients of A k -free sequences. We shall denote the subspace generated by the wave cone Λ A by
Using Fourier series it is relatively easy to understand the rigidity of A k -free periodic fields. To fix ideas, let u be a Q-periodic field in L 2 loc (R d ; R N ) ∩ ker A k with mean value zero (or equivalentlyû(0) = 0). Applying the Fourier transform to A k u = 0, we find that
is understood as a complexvalued tensor). In particular,
Since u is a real vector-valued function, it immediately follows that
Using a density argument one can show that, up to a constant term, also Q-periodic functions in L 1 loc (Q; R N ) ∩ ker A k take values only in V A . The relevance of this observation will be used later in conjunction with Lemma 2.15 in Lemma 3.2.
2.6. A -quasiconvexity. We state some well-known and some more recent results regarding the properties of A -quasiconvex integrands. This notion was first introduced by Morrey [Mor66] in the case of curl-free vector fields, where it is known as quasiconvexity, and later extended by Dacorogna [Dac82] and Fonseca-Müller [FM99] to general linear PDE-constraints.
A Borel function h :
For functions h that are not A -quasiconvex one may define the largest A -quasiconvex function below h.
Definition 2.17 (A -quasiconvex envelope). Given a Borel function h : R N → R we define the A -quasiconvex envelope of h at A ∈ R N as
We recall from [FM99] that the A -quasiconvex envelope of an upper semicontinuous function is A -quasiconvex and that it is actually the largest A -quasiconvex function below h.
Lemma 2.18. If h : R N → [0, ∞) is upper semicontinuous, then Q A h is upper semicontinuous and A -quasiconvex. Furthermore, Q A h is the largest A -quasiconvex function below h.
2.7. D-convexity. Let D be a balanced cone of directions in R N , i.e., we assume that tA ∈ D for all A ∈ D and every t ∈ R. A real-valued function h : R N → R is said to be D-convex provided its restrictions to all line segments in R N with directions in D are convex. Here, D will always be the wave cone Λ A for the linear PDE operator A .
Lemma 2.19. Let h : R N → [0, ∞) be an integrand with linear growth at infinity. Further, suppose that h is
Fix such a θ and consider the one-dimensional 1-periodic function
which has zero mean value. Fix ε ∈ min{θ /2, (1 − θ )/2} so that the mollified function χ ε := χ * ρ ε has the following properties:
Define the sequence of Q-periodic functions
By construction, this is a C ∞ per (Q; R N ) function, it has zero mean value in Q, and since P ∈ ker A k (ξ ), it is easy to check that
Hence, by the definition of A k -quasiconvexity and our choice of ε, we have
Letting ε ↓ 0 in the previous inequality yields the claim.
The following is an immediate consequence of Lemmas 2.18 and 2.19.
To continue our discussion we define the notion of convexity at a point. Let h : R N → R be a Borel function. We recall that Jensen's definition of convexity states that h is convex if and only if
for all probability measures ν ∈ M 1 (R N ).
A Borel function h : R N → R is said to be convex at a point A 0 ∈ R N if (2.19) holds for for all probability measures ν with barycenter A 0 , that is, every ν ∈ M 1 (R N ) with
Returning to the convexity properties of A k -quasiconvex functions, it was recently shown by Kirchheim and Kristensen [KK11, KK16] Condition (2.20) holds in several applications, for example in the space of gradients (A = curl) or the space of divergence-free fields (A = div). However, it does not necessarily hold in our framework as it is evidenced by the operator
Nevertheless, for our purposes it will be sufficient to use the convexity of f # | V A (x, q ) in Λ A , which is a direct consequence of Theorem 2.21.
Remark 2.22 (automatic convexity).
Summing up, in the following we will often make use of the implications from Lemma 2.18, Corollary 2.20 and Theorem 2.21: If f : Ω × R N → R is an integrand with linear growth at infinity, then 
that is, σ is generated by a sequence of asymptotically A k -free measures and
[σ ] ∈ Tan Q ([ν], x 0 ), σ y = ν x 0 a.e., λ σ = dλ ν dL d (x 0 ) L d ∈ Tan Q (λ ν , x 0 ), σ ∞ y = ν ∞ x 0 λ σ -a.e.
Moreover, there exists a sequence (w
The proofs for the first part of the statements above are by now standard (see, for instance, [Rin12] ). The existence of an A k -free generating sequence in Proposition 2.24 is obtained by Lemma 2.15. For the sake of readability, the proofs are postponed to the appendix.
JENSEN'S INEQUALITIES
In this section we establish generalized Jensen inequalities, which can be understood as a local manifestation of lower semicontinuity. The proof of Theorem 1.2, under Assumption (i), which reads
will easily follow from Propositions 3.1 and 3.3.
On the other hand, to prove the Theorem 1.2 under the weaker Assumption (ii),
requires to perform a direct blow-up argument for what concerns the regular part of µ and only Proposition 3.3 is used in the proof.
3.1. Jensen's inequality at regular points. We first consider regular points. 
and that we may find a sequence z j ∈ C ∞ per (Q; R N ) ∩ ker A k with Q z j dy = 0 and satisfying
Fix m ∈ N. We use the fact that Q z j dy = 0, (A.8) and the A k -quasiconvexity of h, to get for every m ∈ N that
The result follows by letting m → ∞ in the previous inequality and using the monotone convergence theorem.
3.2.
Jensen's inequality at singular points. The strategy for singular points differs from the regular case as one cannot simply use the definition of A k -quasiconvexity. The latter difficulty arises because tangent measures at a singular point may not be multiples of the d-dimensional Lebesgue measure. In order to circumvent this obstacle, we will first show that, for A -free Young measures, the support of the singular part ν ∞ at singular points is contained in the subspace V A of R N (see Lemma 3.2 below). Based on this, we invoke Theorem 2.21, which states that an A k -quasiconvex and positively 1-homogeneous function is actually convex at points in Λ A when restricted to V A . Then, the Jensen inequality for A -free Young measures at singular points follows.
Proof. By definition, we may find a sequence
, and such that (µ j ) generates the Young measure σ . Notice that, since A k is a homogeneous operator and Q is a strictly star-shaped domain, we may re-scale and mollify each µ j into some u j ∈ L 2 (Q; R N ) with the following property: the sequence (u j ) also generates σ and A u j → 0 in W −k,q (Q). In particular, 
and Λ(∂ Q) = 0. Here, we have used that λ σ (∂ Q) = 0. We are now in position to apply Lemma 2.15 to the sequences (u j ), (v j ). There exists (possibly passing to a subsequence in the v j 's) a sequence
Recall from observation (2.18) that v j , z j ∈ L 2 (Q;V A ) for every j ∈ N. Therefore,
We conclude with an application of Lemma 2.8 (ii) to the sequence (v j + z j ), which yields
This finishes the proof. 
Proof.
Step 1: Characterization of the support of A -free Young measures. Let S be the set given by Proposition 2.25, which has full λ s ν -measure. Further, also the set
is A -free, we thus infer from Theorem 2.11 that id, ν ∞ x ∈ Λ A for |[ν] s |-a.e. x ∈ Ω. On the other hand, id, ν ∞ x = 0 ∈ Λ A for λ * ν -a.e. x ∈ Ω, where λ * ν is the singular part of λ s ν with respect to |[ν] s |. This shows that S ′ has full λ s ν -measure. Fix x 0 ∈ S ∩ S ′ (which remains of full λ s ν -measure in Ω). Let σ ∈ Y A k (Q; R N ) be the non-zero singular tangent Young measure to ν at x 0 given by Proposition 2.25 which according to the same proposition satisfies that λ σ (Q) = 1 and λ (∂ Q) = 0. On the one hand, since x 0 ∈ S, it holds that
On the other hand, we use the fact that x 0 ∈ S ′ to get
Note that, by (3.2), all the hypotheses of Lemma 3.2 are satisfied for σ . Thus,
This equality and the fact that λ σ (Q) > 0 (recall that σ is a non-zero singular measure) yield supp ν
Step 2: Convexity of g on Λ A . The Kirchheim-Kristensen Theorem 2.21 states that the restriction g| V A : V A ⊂ R N → R is a convex function at points A 0 ∈ Λ A . In other words, for every probability measure ν ∈ M 1 (R N ) with id, ν ∈ Λ A and supp ν ⊂ V A , the Jensen inequality
holds. Hence, because of (3.2) and (3.3), it follows that
This proves the assertion.
The following simple corollary will be important in the proof of Theorem 1.7. 
Proof. The proof follows by combining Propositions 3.1 and 3.3, Lemma 2.18, Corollary 2.20 and the trivial inequalities
4. PROOF OF THEOREMS 1.2 AND 1.6
Proof of Theorem 1.2. We will prove Theorem 1.2 in full generality, which means that we consider asymptotically A -free sequences in the W −k,q -norm for some q ∈ (1, d/(d − 1)); see Remark 1.4.
Proof under Assumption (i).
Let µ j be a sequence in M (Ω; R N ) weakly* converging to a limit µ and assume furthermore that A µ j → 0 in W −k,q (Ω; R N ) for some q ∈ (1, d/(d − 1) ). Up to passing to a subsequence, we might also assume that
and that µ j Y → ν for some A -free Young measure ν ∈ Y A (Ω; R N ). Using the continuity of f and representation of Corollary 2.10 we get
The positivity of f further lets us discard possible concentration of mass on ∂ Ω,
(4.1)
By assumption, f (x, q ) ∈ C(R N ) has linear growth at infinity. Hence we might apply Proposition 3.1 to get
for L d -a.e. x ∈ Ω (recall that under the present assumptions f ∞ = f # ). Likewise, we apply Proposition 3.3 to the functions f (x, q ) # to obtain
at λ s ν -a.e. x ∈ Ω. Plugging these two Jensen-type inequalities into (4.1) yields
e. x ∈ Ω, and
We can use this representation and the fact that f ∞ (x, q ) is positively 1-homogeneous in the right hand side of (4.2) to conclude
This proves the claim under Assumption (i).
Proof under Assumption (ii).
For a measure µ ∈ M (Ω; R N ), consider the functional
defined for any Borel subset B ⊂ Ω. Let µ j be a sequence in M (Ω; R N ) that weakly* converges to a limit µ and assume
We may find a (not relabeled) subsequence and positive measures λ ,
We claim that dλ
Notice that, if (4.3) and (4.4) hold, then the assertion of the theorem immediately follows. Indeed, by the Radon-Nikodým theorem,
Hence, we obtain
With (4.3), (4.4), which are proved below, the result under Assumption (ii) follows. This completes the proof of the theorem.
We now prove (4.3) and (4.4). Let us first show the following auxiliary fact.
Lemma 4.1. Let x 0 ∈ Ω and R > 0 be such that
Proof. Let {ρ ε } ε>0 be a family of standard smooth mollifiers. The sequence defined by
satisfies all the conclusion properties as a consequence of the properties of mollification and Remark 2.2
Proof of (4.3). We employ the classical blow-up method to organize the proof. We know from Lebesgue's differentiation theorem and (2.5) that the following properties hold for L d -almost every x 0 in Ω:
and
Let x 0 ∈ Ω be a point where the properties above are satisfied. Since Ω is an open set, there exists a positive number R such that Q 2R(x 0 ) ⊂ Ω. From Lemma 4.1, we infer that for almost every r ∈ (0, R), it holds that w*-lim
where the weak* convergence is to be understood in M (Q; R N ). Thus, choosing a sequence r ↓ 0 with λ j (∂ Q r (x 0 )) = 0 and Λ(∂ Q r (x 0 )) = 0 (by the finiteness of these measures), we get that
where we used Corollary 2.10 and Remark 2.6 for the "≥" estimate. Moreover, by the Lebesgue differentiation theorem (see (4.7)),
By (4.8), (4.9), (4.10) and a suitable diagonalization procedure (recall that all measures involved have locally uniformly bounded variation), we can find sequences
By Proposition 2.16 and the first property,
We are now in a position to apply Lemma 2.15 to the sequence γ m and the Lipschitz function f (x 0 , q ), whence there exists a sequence
Hence, using the second property above and our assumption (1.4) on the integrand, we have dλ
This proves (4.3).
. Indeed, the A k -quasiconvexity of f (x, q ) has only been used in the last inequality of (4.11) where one can first use the inequality
which follows by the very definition of
Proof of (4.4). Passing to a subsequence if necessary, we may assume that
For each j ∈ N set ν j := δ [µ j ] ∈ Y(Ω; R N ), the elementary Young measure corresponding to µ j , so that ν j * ⇀ ν in Y(Ω; R N ). Define the functional
where B ⊂ Ω is an open set. Observe that, as a functional defined on Y(Ω; R N ), F # is sequentially weakly* lower semicontinuous (see Corollary 2.10). We use Assumption (ii), which is equivalent to
and the fact, proved in (3.3), that
(4.12)
Recall that, for every x ∈ Ω, the function f (x, q ) is A k -quasiconvex and hence the function f # (x, q ) is Λ A -convex and positively 1-homogeneous. An application of the Jensen-type inequality from Proposition 3.3 to the last line yields
Thus, also taking into account
e. x ∈ Ω, where λ * ν is the singular part of λ s ν with respect to |µ s |, we get
for all open sets B ⊂ Ω with λ s ν (∂ B) = 0. Therefore, by the Besicovitch differentiation theorem and using the continuity of f (see (1.4)) in its first argument we get
This proves (4.4).
Remark 4.3 (recession functions).
The only part of the proof where we use the existence of f ∞ (x, A), for x ∈ Ω and A ∈ V A , is in showing that
The need of such an estimate comes from the fact that, in general, it is unknown whether f # is a Λ A -convex function.
Remark 4.4. If we drop the assumption that f (x, q ) is A k -quasiconvex for every x ∈ Ω, we can still show that
The proof of this fact follows directly from Remark 4.2, the last line of (4.12) together with the continuity of f in its first argument (for the Besicovitch differentiation arguments), and Corollary 3.4. Observe that one does not require the existence of (
Proof of Theorem 1.6. Note that in the proof of (4.3) we did not use that f ∞ exists in Ω × span Λ A . By the very same argument as in (4.5), is easy to check that Theorem 1.6 is an immediate consequence of (4.3).
5. PROOF OF THEOREMS 1.7 AND 1.8
We use standard machinery to show the relaxation theorems. Recall that, for Theorems 1.7 and 1.8, we assume that A is a homogeneous partial differential operator. 5.1. Proof of Theorem 1.7.
Step 1. The lower bound. The lower bound G ≥ G * , where
is a direct consequence of Remark 4.4 and the fact that A is a homogeneous partial differential operator (A = A k ).
We divide the proof of the upper bound in Theorem 1.7 into several steps. First, we prove that any A -free measure may be area-strictly approximated by asymptotically A -free absolutely continuous measures. Next, we prove the upper bound on absolutely continuous measures, from which the general upper bound follows by approximation.
Step 2. An area-strictly converging recovery sequence. Let µ ∈ M (Ω; R N ) ∩ ker A . We will show that there exists a sequence (u j ) ⊂ L 1 (Ω; R N ) for which
Let {ϕ i } i∈N ⊂ C ∞ c (Ω) be a locally finite partition of unity of Ω. Set
and µ
where, as usual,
Note that, with a slight abuse of notation,
Furthermore, for fixed i,
Fix j ∈ N. From (5.1) and the convergence above we might find a sequence ε i ( j) ↓ 0 such that the measures µ i, j := µ (i) * ρ ε i ( j) and µ a i, j := µ a
where d is the metric inducing the weak* convergence on a suitable subset of M (Ω; R N ) (the existence of the metric d is a standard result for the duals of separable Banach spaces). Define the integrable functions (identifying µ a i, j with its density)
and in a similar way
where we use that µ is A -free in the second inequality. Observe that (5.1) and the fact that {ϕ i } i∈N is a partition of unity imply
Therefore u j L 1 (Ω) is uniformly bounded and hence
as j → ∞. Moreover, the weak* lower semicontinuity of the total variation and (5.2) imply the strict convergence
Thanks to (5.3) and (5.5), to conclude the proof of the claim it suffices to show that lim
Exploiting (5.3), (5.4), (5.6), we get
By the inequality 1 + |z| 2 ≤ 1 + |z − w| 2 + |w| (for z, w ∈ R N ), we get
Hence, again by (5.4) and (5.8)
On the other hand, by the weak* convergence u j L d * ⇀ µ and the convexity of z → 1 + |z| 2 , lim inf
Thus, together with (5.9), (5.7) follows, concluding the proof of the claim.
Step 3.a. Upper bound on absolutely continuous fields. Let us now turn to the derivation of the upper bound for
For now let us assume additionally the following strengthening of (1.4):
for all x, y ∈ Ω, A ∈ R N . (5.10)
It holds that Q A k f (x, q ) is still uniformly Lipschitz in the second variable and
for every x, y ∈ Ω and A ∈ R N with a new modulus of continuity (still denoted by ω), which incorporates another multiplicative constant in comparison to the original ω. Indeed, fix x, y ∈ Ω, ε > 0, and A ∈ R N . Let w ∈ C ∞ per (Q; R N ) ∩ ker A be a function with zero mean in Q such that
By assumption, we get
The linear growth at infinity of f , which is inherited by Q A f , gives
We may now let ε ↓ 0 in the previous inequality to obtain
This proves (5.11) provided that (5.10) holds. 
be the maximal collection of those cubes (with centers 
We define the functions
By Lemma 2.7, the sequence (v m j ) j generates the Young measure
where for each x ∈ Ω, ν m x is the probability measure defined by duality trough
on functions h ∈ C(R N ) with linear growth. The central point of this construction is that w m i has zero mean value, that is, Q w m i dy = 0, whereby it follows that 
in the sense of distributions on Ω. Applying Lemma 2.7 to the sequence (
Hence, (5.15) and the compact embedding L 1 (Ω; R N )
For later use we record:
Remark 5.1. By construction, for every m, j ∈ N, the function v m j is compactly supported in Ω. Up to re-scaling, we may thus assume without loss of generality that Ω ⊂ Q and subsequently make use of Lemma 2.15 on the j-indexed sequence (ṽ m j ) with m fixed, whereṽ m j is the zero extension of v m j to Q, to find another sequence
In the next calculation we use the Lipschitz continuity of Q A f (x, q ) in the second variable, equation (5.12) and the fact that the sequence (v m j ) generates the Young measure ν m as j → ∞, to get 
where here L is the x-uniform Lipschitz constant of f with respect to the second argument. Using the modulus of continuity of f from (5.10), (5.13) (twice), and Q A f ≤ f , we get
Additionally, by (5.14) Step 3.b. The upper bound. Fix µ ∈ M (Ω; R N ) ∩ ker A . By
Step 2 we may find a sequence (u j ) ⊂ L 1 (Ω; R N ) that area-strictly converges to µ ∈ M (Ω; R N ) with A u j → 0 in W −k,q . Hence, by (5.20), Remark 2.6 and Corollary 2.10,
Step 4. General continuity condition. It remains to show the upper bound in the case where we only have (1.4) instead of (5.10). As in the previous step, it suffices to show the upper bound on absolutely continuous fields. We let, for fixed ε > 0,
which is an integrand satisfying (5.10). Denote the corresponding functionals with f ε in place of f by G ε , G ε * , G ε . Then, by the argument in Steps 1-3, G ε * = G ε . We claim that
(5.21) To see this first notice that ε → Q A k f ε (x, A) is monotone decreasing for all x ∈ Ω, A ∈ R N , and
which is a simple consequence of Jensen's classical inequality for | q |. It follows that the limit g(x, A) := inf
defines an upper semicontinuous function g : Ω × R N → R with bounds
Furthermore, by the monotone convergence theorem, it is easy to check that g is A k -quasiconvex, whereby g = Q A k f (see Corollary 2.18).
Let us now return to the proof of the upper bound on absolutely continuous fields. By construction,
The monotone convergence theorem and (5.21) yield
for all u ∈ L 1 (Ω; R N ) ∩ ker A , after letting ε ↓ 0 in (5.22).
The general upper bound then follows in a similar way to the proof under the assumption (5.10). This finishes the proof.
5.2. Proof of Theorem 1.8. The proof works the same as the proof of Theorem 1.7 with the following additional comments:
Step 1. The lower bound. Since restricting to A -free sequences is a particular case of the more general convergence A u n → 0 in the space W −k,q (Ω; R N ), we can still apply Step 2 in the proof of Theorem 1.7 to prove that G * ≤ G , where for µ ∈ M (Ω; R N ) ∩ ker A ,
Step 2. An A -free strictly convergent recovery sequence. In this case, this forms part of the assumptions.
Step 3.a. Upper bound on absolutely continuous A -free fields. An immediate consequence of Remark 5.1 is that one may assume, without loss of generality, that the recovery sequence for the upper bound lies in ker A . Thus, the upper bound on absolutely continuous fields in the constrained setting also holds.
Step 3.b. The upper bound (assuming (5.10)). The proof is the same as in the proof of Theorem 1.7.
Step 4. General continuity condition. Since assumption (5.10) is a structural property (coercivity) of the integrand and the arguments do not depend on the underlying space of measures, the argument remains the same as in the proof of Theorem 1.7.
APPENDIX A. PROOFS OF THE LOCALIZATION PRINCIPLES
In this appendix we prove Proposition 2.24 and Proposition 2.25.
Proof of Proposition 2.24:
In the following we adapt the main steps in proof of the localization principle at regular points which is contained in Proposition 1 of [Rin12] . The statement on the existence of an A -free and periodic generating sequence is proved in detail.
Let µ j ∈ M (Ω; R N ) be the sequence of asymptotically A -free measures which generates ν. In the following steps, for an open Ω ′ ⊂ R d , we will often identify a measure µ ∈ M (Ω ′ ; R N ) with its zero extension in M loc (R d ; R N ), and similarly forand that σ is generated by a sequence (µ j ) ⊂ M (Q; R N ) satisfying A k µ j → 0. Note that without loss of generality we may assume that the µ j 's are of the form u j L d where u j ∈ L 1 (Q; R N ). Indeed, since
→ 0 as R ↑ 1, and γ R * ρ ε → γ R area strictly in M loc (R d ; R N ),
we might use a diagonalization argument (relying on the weak*-metrizability of bounded subsets of E(Q; R N ) * and Remarks 2.2, 2.6), where ε appears as the faster index with respect to R, to find a sequence with elements u j := γ R( j) * ρ ε(R( j)) such that
Using (2.3), we get
Hence, |u j |L d * ⇀ Λ in M (Q) with Λ(∂ Q) = 0. We are now in position to apply Lemma 2.15 to the sequences (u j ) and (v j := A 0 ) to find a sequence z j ∈ C ∞ per (Q; R N )∩ ker A k with Q z j dy = 0 and such that (up to taking a subsequence)
Since the properties of x 0 that were involved in Steps 1-3 are valid at L d -a.e. x 0 ∈ Ω, the sought localization principle at regular points is proved.
Proof of Proposition 2.25:
The proof of the localization principle at singular points resembles the one for regular points, with a few exceptions:
Step 1. In comparison to
Step 1 from the regular localization principle, we here chose c r (x 0 ) := |λ s ν |(Q r (x 0 )) −1 > 0 and we define σ r as c r (x 0 )T
Moreover, by [Pre87, Lemma 2.4 and Theorem 2.5] and (A.12) below, at λ s ν -a.e. x 0 ∈ Ω, it is possible to show that 
