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Abstract
Gibbs-type exchangeable random partitions, which is a class of multiplicative measures on the
set of positive integer partitions, appear in various contexts, including Bayesian statistics, random
combinatorial structures, and stochastic models of diversity in various phenomena. Some distri-
butional results on ordered sizes in the Gibbs partition are established by introducing associated
partial Bell polynomials and analysis of the generating functions. The combinatorial approach is
applied to derive explicit results on asymptotic behavior of the extreme sizes in the Gibbs parti-
tion. Especially, Ewens-Pitman partition, which is the sample from the Poisson-Dirichlet process
and has been discussed from rather model-specific viewpoints, and a random partition which was
recently introduced by Gnedin, are discussed in the details. As by-products, some formulas for
the associated partial Bell polynomials are presented.
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1
21. Introduction
Exchangeable random partitions of a natural number appear in various contexts, including
Bayesian statistics, random combinatorial structures, and stochastic models of diversity in bio-
logical, physical, and sociological phenomena (see, for example, [46, 3, 4, 40]). The Gibbs-type
exchangeable random partition is a class of multiplicative measures on the set of integer parti-
tions [18]. The Gibbs partition discussed in this paper (we will define precisely later) is probably
the broadest class of exchangeable random partitions ever appeared in literature; it covers many
exchangeable random partitions proposed so far, including the Ewens-Pitman partition [12, 37],
which is the sampling formula from the Poisson-Dirichlet process [14, 29, 1, 37, 41], the sampling
formula from the normalized inverse-Gaussian process [33], the limiting conditional compound
Poisson distribution [24], and a random partition proposed by Gnedin [19], which is a mixture of
Dirichlet-multinomial distributions.
Let us define the Gibbs partition discussed in this paper. A partition of [n] := {1, 2, ..., n} into k
blocks is an unordered collection of non-empty disjoint sets {A1, ..., Ak} whose union is [n]. The
multiset {|A1|, ..., |Ak|} of unordered sizes of blocks of a partition pin of [n] defines a partition of
integer n. The sequence of positive integer counts (|pin| j, 1 ≤ j ≤ n), where |pin| j is the number of
blocks in pin of size j, with
(1.1) |pin| :=
n∑
j=1
|pin| j = k,
n∑
j=1
j|pin| j = n.
A random partition of [n] is called exchangeable if its distribution is invariant under the permuta-
tion of [n]. If for each partition {A1, ..., Ak} of [n]
P(Πn = {A1, ..., Ak}) = pn(|A1|, ..., |Ak|)
for some symmetric function of pn on a partition of n, the function pn is called the exchangeable
partition probability function (EPPF). Suppose we have two sequences of non-negative weights,
(w j) and (vn,k) for 1 ≤ j, k ≤ n. A class of EPPF on the set of integer partition is called Gibbs form
(Definition 1 of [18]) if it admits a symmetric multiplicative representation
(1.2) pn(n1, ..., nk) = vn,k
k∏
j=1
wn j ,
or with multiplicities,
(1.3) P(|Πn| j = m j, 1 ≤ j ≤ n) = n!vn,k
n∏
j=1
(
w j
j!
)m j 1
m j!
for all 1 ≤ k ≤ n and all partitions of n, where ∑ j n j = n or ∑ j m j = k and ∑ j jm j = n.
There are two natural requirements for the Gibbs partitions. Gnedin and Pitman [18] showed
that if the Gibbs form has consistency [30, 1, 37], which means that a random partition of size n
3is obtained from a random partition of size n + 1 by discarding element n + 1, w-weights have a
form of
(1.4) (w•) = ((1 − α)•−1), −∞ < α < 1,
where, for real number x and positive integer i, (x)i = x(x + 1) · · · (x + i − 1) with a convention
(x)0 = 1. Since the consistency is a reasonable property for applications, some of recent papers
called the subclass of (1.2) with the requirement of (1.4) the Gibbs partitions (for example, [21,
34, 19]). In this paper we call the subclass the consistent Gibbs partitions. On the other hand,
Pitman (Section 1.5 of [40]) called (1.2) the Gibbs partition Gibbs[n](v•,w•) if the v-weights are
representable as ratios
(1.5) vn,k = vkBn(v•,w•) , Bn(v•,w•) :=
n∑
k=1
vkBn,k(w•),
where
(1.6) Bn,k(w•) := n!
∑
{m•:∑m j=k,∑ jm j=n}
n∏
j=1
(
w j
j!
)m j 1
m j!
, n ≥ k,
and a convention Bn,k(w•) = 0 for n < k, is the partial Bell polynomial in the variables (w•).
In addition, Gibbs[n](v•,w•) is called Kolchin’s model [31, 28], or Gibbs[n](v•,w•) has Kolchin’s
representation [40], which is identified with the collection of terms of random sum X1 + · · ·+ X|Πn |
conditioned by ∑i Xi = n with independent and identically distributed X1, X2, ..., independent of
|Πn|. As we have seen, definition of Gibbs partition depends on contexts, authors, and papers. To
make our discussion has most generality, throughout this paper we call the class of exchangeable
random partitions whose EPPF have the form of (1.2) the Gibbs partition. In this paper we will
discuss properties of the broadest class.
If a Gibbs partition Gibbs[n](v•,w•) has the consistency, it reduces to the Ewens-Pitman parti-
tion [28, 18]. The Ewens-Pitman partition appears in various contexts, whose classical examples
include cycle lengths in random permutation [43], a sample from the infinite many allele model in
population genetics [12], and a sample from the Dirichlet process prior in Bayesian nonparamet-
rics [2]. The v-weights have a form of
(1.7) vk = (θ)k;α, Bn(v•,w•) = (θ)n,
where for real numbers x and a and positive integer i, (x)i;a = x(x + a) · · · (x + (i − 1)a) with a
convention (x)0;a = 1. The pair of real parameters α and θ satisfy either 0 ≤ α < 1 and θ > −α, or
α < 0 and θ = −mα, m = 1, 2, .... For α < 0 the Ewens-Pitman partition reduces to a symmetric
Dirichlet-multinomial distribution of parameter (−α). Another example of consistent Gibbs parti-
tions discussed in this paper is Gnedin’s partition [19], which is a mixture of Dirichlet-multinomial
distributions. In contrast to the Ewens-Pitman partition v-weights of Gnedin’s partition are not rep-
resentable as ratios; in Gnedin’s partition w-weights satisfy (1.4) with α = −1 and the v-weights
4have a form of
(1.8) vn,k = (γ)n−k
∏k−1
j=1( j2 − γ j + ζ)∏n−1
j=1 ( j2 + γ j + ζ)
,
where ζ and γ are chosen such that γ ≥ 0 and j2 − γ j + ζ > 0 for j ≥ 1.
In studies of exchangeable random partitions the Ewens-Pitman partition has played the central
role and discussion on the generalizations has been only recently started. The Ewens-Pitman
partition and the Poisson-Dirichlet process, which is closely related to the Ewens-Pitman partition,
have nice properties. For example, if α = 0 and θ > 0 the Ewens-Pitman partition satisfies the
conditioning relation:
(1.9) (|Πn|1, ..., |Πn|n) d= (Z1, ..., Zn)|
n∑
j=1
jZ j = n,
where Z j, j = 1, ..., n, independently follow the Poisson distribution of parameter θ/ j. Moreover,
the multiplicities of the small components are asymptotically independent:
(1.10) (|Πn|1, |Πn|2, ...) d→ (Z1, Z2, ...), n → ∞.
Approaches based on the conditioning relation are very powerful if a random combinatorial struc-
ture has the property (see [4] for a comprehensive survey). Unfortunately, the asymptotic inde-
pendence (1.10) does not hold even in the Ewens-Pitman partition with non-zero α. Studies of the
Ewens-Pitman partition has been heavily depend on properties of the Poisson-Dirichlet process
(see, for example, [4, 40]). The dependency on the Poisson-Dirichlet process has made arguments
model-specific. The connection with Poisson-Dirichlet process might have little use in studies of
general Gibbs partitions. On the other hand, in studies of random combinatorial structures analytic
combinatorial approaches have been quite useful in applications to various problems [16, 17]. For
example, Panario and Richmond [36] showed that in a decomposition of a random permutation
into cycles, which corresponds to the Ewens-Pitman partition of parameter (α, θ) = (0, 1), the
singularity analysis of the generating function, which is a popular tool in analytic combinatorics,
yields asymptotic behavior of the ordered cycle lengths. In the present paper we will see that
analytic combinatorial approaches are general enough to apply to a broader class of exchangeable
random partitions, namely, the Gibbs partition.
Behavior of the extreme sizes in random partitions is a classic issue. Some examples from
statistical application are an exact test for the maximum component in a periodgram by Fisher
[15], and an exact test of natural selection operating on the most frequent gene type in popula-
tion genetics [13]. In addition, as a measure of diversity, distribution of the maximum size has
been discussed in, for example, population genetics [49] and economics [3]. Asymptotic behav-
ior of extreme sizes has been attracted many authors, not only by practical importance but also
5by mathematical interest. Asymptotic behavior of the ordered cycle length in a random permu-
tation has been discussed in [43]. In the number theory, a number whose largest prime factor
is not larger than x is called x-smooth number, while a number whose smallest prime factor is
larger than y is called y-rough number (see, for example, Chapters III.5 and III.6 of [47]). The
limiting distributions of the counting functions of the smooth number and the rough number are
coincidentally identical to the distribution functions of the extreme sizes in the Ewens-Pitman par-
tition of parameters (α, θ) = (0, 1) [4]. An extension to the case of θ , 1 in the context of the
number theory was also discussed in [23]. For the smallest sizes in the Ewens-Pitman partition
of parameters (α, θ) = (0, θ), it is known that the probability that the smallest size is larger than
r ≍ n → ∞ involves a generalization of Buchstab’s function in the number theory (Corollary 4.1)
and the probability that the smallest size is larger than r = o(n) follows immediately from the
asymptotic independence (1.10), which is restricted to the case that α = 0. In this paper we will
see how these properties are in the Ewens-Pitman partition of parameters 0 < α < 1 and θ > −α.
We will see that we do not have “generalized Buchstab’s function” (Corollary 4.2) and we will
establish (Theorem 4.3) a precise asymptotic of the probability that the smallest size is larger than
r = o(n): fα,θ(r)n−α−θ with some explicit function fα,θ(r). The asymptotic independence no longer
holds, nevertheless, the singularity analysis of the generating function in analytic combinatorics
gives the estimate straightforwardly.
This paper is organized as follows. In Section 2 we introduce associated partial Bell polynomi-
als by restricting sizes of components in enumerating possible partitions. In Section 3 we obtain
some distributional results of ordered sizes in the Gibbs partition in terms of the generating func-
tions. In Section 4 asymptotic behavior of extreme sizes is discussed. We see explicit results on
asymptotic behavior of extreme sizes in the consistent Gibbs partition, which includes the Ewens-
Pitman partition and Gnedin’s partition. Some of the results regarding the Ewens-Pitman partition
are reproductions of known results, however, we demonstrate that our alternative derivation is sim-
pler than approaches using model-specific properties of the Ewens-Pitman partition. In principle,
the developed approach is able to apply to any type of Gibbs partition. Section 5 is devoted to the
proofs.
A computer program to generate Gibbs partitions is available upon request to the author.
2. Associated partial Bell polynomials
Let us begin with a proposition on the partial Bell polynomial (1.6), which follows immediately
from Faa` di Bruno’s formula [9, 40]:
(2.1) Bn(v•,w•) =
[
ξn
n!
]
v˘(w˘(ξ)),
6where v˘ and w˘ are the exponential generating functions:
v˘(η) :=
∞∑
j=1
v j
η j
j! , w˘(ξ) :=
∞∑
j=1
w j
ξ j
j! ,
and [ξn/n!] f (ξ) := an for a series f (ξ) = ∑ j a jξ j/ j!.
Proposition 2.1. The exponential generating functions of the partial Bell polynomials are
(2.2) ˘Bk(ξ,w•) :=
∞∑
n=k
Bn,k(w•)ξ
n
n!
=
(w˘(ξ))k
k! , k = 1, 2, ...
Example 2.1. Setting (w•) = ((• − 1)!) yields
˘Bk(ξ, (• − 1)!) = {− log(1 − ξ)}
k
k! , k = 1, 2, ...
where Bn,k((• − 1)!) ≡ |s(n, k)| are the signless Stirling number of the first kind defined by [8]
(2.3) Bn(θ•, (• − 1)!) = (θ)n =
n∑
k=0
|s(n, k)|θk, n = 0, 1, ...
Example 2.2. For non-zero α, setting (w•) = ([α]•) yields
(2.4) ˘Bk(ξ, [α]•) = {(1 + ξ)
α − 1}k
k! , k = 1, 2, ...,
where for real number x and positive integer i, [x]i = x(x − 1) · · · (x − i + 1) with a convention
[x]0 = 1, and Bn,k([α]•) ≡ C(n, k;α) are the generalized factorial coefficients introduced by [8]
(2.5) Bn([x]•, [α]•) = [αx]n =
n∑
k=0
C(n, k;α)[x]k, n = 0, 1, ...
In general, for distinct real numbers a and b, Bn,k([b − a](•−1);a) ≡ S a,bn,k are generalized Stirling
numbers defined by [40]
Bn([x]•;b, [b − a](•−1);a) = [x]n;a =
n∑
k=0
S a,b
n,k[x]k;b, n = 0, 1, ...,
where for real number x and a and positive integer i, [x]i;a = x(x − a) · · · (x − (i − 1)a) with a
convention [x]0;a = 1. For example, |s(n, k)| = (−1)n+kS 1,0n,k and C(n, k;α) = αkS 1,αn,k .
Dropping off first terms in the sequence (w•) of Proposition 2.1 gives a modified version of
Proposition 2.1, which introduces the associated partial Bell polynomials. We call the polyno-
mials associated since they cover associated numbers appear in combinatorics literature, such as
the associated signless Stirling numbers of the first kind and the associated generalized factorial
coefficients (see, for example, [9, 8]). The associated partial Bell polynomials play the central role
throughout this paper.
7Proposition 2.2. For a sequence (w j), 1 ≤ j < ∞, and positive integer r, set w(r) j = 0, 1 ≤ j ≤ r−1
and w(r) j = w j, j ≥ r. Define the associated partial Bell polynomials
Bn,k,(r)(w•) := Bn,k(w(r)•) = n!
∑
{m•:
∑
m j=k,
∑ jm j=n,
m j<r=0}
n∏
j=1
(
w j
j!
)m j 1
m j!
, n ≥ rk,
with a convention Bn,k,(r)(w•) = 0 for n < rk and Bn,k,(1)(w•) = Bn,k(w•). Then, the exponential
generating function of the sequence (w(r)•), w˘(r)(ξ), provides the exponential generating functions
of the associated partial Bell polynomials
(2.6) ˘Bk,(r)(ξ,w•) :=
∞∑
n=rk
Bn,k,(r)(w•)ξ
n
n!
=
(w˘(r)(ξ))k
k! , k = 1, 2, ...
Example 2.3. Setting (w•) = ((• − 1)!) yields
˘Bk,(r)(ξ, (• − 1)!) = 1k!
− log(1 − ξ) −
r−1∑
j=1
ξ j
j

k
, k = 1, 2, ...,
where Bn,k,(r)((• − 1)!) ≡ |sr(n, k)| are known as the r-associated signless Stirling numbers of the
first kind [9, 8]. The associated signless Stirling number of the first kind has an interpretation
in terms of a decomposition of a random permutation into cycles. In decomposing a set of n
elements into k cycles the number of permutations in which each length of cycle is not shorter
than r is |sr(n, k)|.
Example 2.4. For non-zero α, setting (w•) = ([α]•) yields
(2.7) ˘Bk,(r)(ξ, [α]•) = 1k!
(1 + ξ)α −
r−1∑
j=0
 αj
 ξ j

k
, k = 1, 2, ...,
where Bn,k,(r)([α]•) ≡ Cr(n, k;α) are known as the r-associated generalized factorial coefficients
[8]. Suppose that n like balls are distributed into k distinguishable urns, each with α (≥ n) distin-
guishable cells whose capacity is limited to one ball. The enumerator for occupancy is
α∑
j=1
 αj
 ξ j = (1 + ξ)α − 1,
and the generating function for occupancy of the k urns satisfies
αk∑
n=k
A(n, k;α)ξn = {(1 + ξ)α − 1}k .
Comparing with the exponential generating function of the generalized factorial coefficients (2.4)
implies that the number of different distributions of n like balls into k distinguishable urns, each
8with α distinguishable cells of occupancy limited to one ball, equals A(n, k;α) = k!C(n, k;α)/n!.
If each urn is occupied by at least r balls, the enumerator for occupancy of an urn is
α∑
j=r
 αj
 ξ j
and the generating function for occupancy of the k urns satisfies
αk∑
n=rk
Ar(n, k;α)ξn =
(1 + ξ)α −
r−1∑
j=0
 αj
 ξ j

k
.
Comparing with the exponential generating function of the associated generalized factorial coeffi-
cients (2.7) implies that the number of different distributions of n like balls into k distinguishable
urns, each with α distinguishable cells of occupancy limited to one ball, so that each urn is occu-
pied by at least r balls equals Ar(n, k;α) = k!Cr(n, k;α)/n!.
When the sequence (w•) is truncated we have another modified version of Proposition 2.1. The
following proposition provides another kind of associated partial Bell polynomials. The author
is unaware of literature where this type of associated combinatorial numbers are discussed, but
they will play important roles in this paper. The enumerating interpretations are similar to those
in Examples 2.3 and 2.4.
Proposition 2.3. For a sequence (w•), and positive integer r, set w(r)j = w j, 1 ≤ j ≤ r and w(r)j = 0,
j ≥ r + 1. Define the associated partial Bell polynomials
B(r)
n,k(w•) := Bn,k(w(r)• ) = n!
∑
{m•:
∑
m j=k,
∑ jm j=n,
m j>r=0}
n∏
j=1
(
w j
j!
)m j 1
m j!
, k ≤ n ≤ rk,
with a convention B(r)
n,k(w•) = 0 for n < k and n > rk. We have B(r)n,k(w•) = Bn,k(w•), r ≥ n − k + 1.
Then, the exponential generating function of the sequence (w(r)• ), w˘(r)(ξ), provides the exponential
generating functions of the associated partial Bell polynomials
(2.8) ˘B(r)k (ξ,w•) :=
rk∑
n=k
B(r)
n,k(w•)
ξn
n! =
(w˘(r)(ξ))k
k! , k = 1, 2, ...,
In applications, especially for large n, recurrence relations are inevitable to compute the asso-
ciated partial Bell polynomials introduced above. We provide some recurrence relations for the
associated partial Bell polynomials in Appendix A.
Further modification of Proposition 2.1 provides another kind of associated partial Bell poly-
nomials. As a natural extension of Propositions 2.2 and 2.3 is consideration of a set of n elements
into k blocks so that the size of the i-th largest block is not larger than r. Following proposition
gives the extension. The proof is provided in Subsection 5.1.
9Proposition 2.4. Let the exponential generating functions w˘(r) and w˘(r) be defined as Proposi-
tions 2.2 and 2.3. Let us define associated Bell polynomials by
B(r),(i)
n,k (w•) := n!
∑
{m•:
∑
m j=k,
∑ jm j=n,
mr+1+···+mn<i}
r∏
j=1
(
w j
j!
)m j 1
m j!
, n ≥ k,
with a convention B(r),(i)
n,k (w•) = 0, n < k, for 2 ≤ i ≤ k, and B(r),(1)n,k (w•) = B(r)n,k(w•). Then, the
exponential generating function is given by
˘B(r),(i)k (ξ,w•) :=
∞∑
n=k
B(r),(i)
n,k (w•)
ξn
n! =
i−1∑
j=0
˘B j,(r+1)(ξ,w•) ˘B(r)k− j(ξ,w•).
Proposition 2.4 means that an associated partial Bell polynomials B(r),(i)
n,k (w•) is representable as
quadratic polynomial in the associated partial Bell polynomials Bn,k,(r)(w•) and B(r)n,k(w•). More-
over, the next proposition, whose proof is in Subsection 5.1, implies that Bn,k,(r)(w•) and B(r)n,k(w•)
can be expressed in terms of the partial Bell polynomials Bn,k(w•). Therefore in principle all as-
sociated partial Bell polynomials introduced in this paper can be expressed in terms of the partial
Bell polynomials.
Proposition 2.5. For positive integer r and k, the associated partial Bell polynomials, B(r)
n,k(w•),
satisfy, if r + k ≤ n ≤ rk,
B(r)
n,k(w•) = Bn,k(w•)
+
⌊(n−k)/r⌋∑
l=1
(−1)l
l!
∑
i1,...,il≥r+1,
i1+···+il≤n−k+l
Bn−(i1+···+il),k−l(w•)[n]i1+···+il
l∏
j=1
wi j
i j!
(2.9)
and B(r)
n,k(w•) = Bn,k(w•) if k ≤ n ≤ r + k − 1. For positive integer r and k, the associated partial
Bell polynomials, Bn,k,(r)(w•), satisfy, if n ≥ rk,
Bn,k,(r) = Bn,k(w•)
+
k−1∑
l=1
(−1)l
l!
∑
1≤i1 ,...,il≤r−1,
i1+···+il≤n−k+l
Bn−(i1+···+il),k−l(w•)[n]i1+···+il
l∏
j=1
wi j
i j!
.(2.10)
3. Ordered sizes in the Gibbs partition
It is straightforward to obtain some explicit distributional results on the ordered sizes in the
Gibbs partition of the form (1.2) in terms of the associated partial Bell polynomials. Denote the
descending order statistics of the block sizes by |A(1)|, ..., |A(|Πn |)|, where |A(1)| ≥ |A(2)| ≥ · · · ≥
|A(|Πn |)|. The distribution of the number of blocks in (1.3) follows immediately [18]
P(|Πn| = k) =
∑
{m•:
∑
m j=k,
∑ jm j=n}
P(|Πn| j = m j, 1 ≤ j ≤ n) = vn,kBn,k(w•), 1 ≤ k ≤ n.
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The conditional distribution given the number of blocks is
(3.1) P(|Πn| j = m j, 1 ≤ j ≤ n||Πn| = k) = n!Bn,k(w•)
n∏
j=1
(
w j
j!
)m j 1
m j!
, 1 ≤ k ≤ n.
In statistical mechanics this is a microcanonical Gibbs distribution function whose number of mi-
crostates of a block of size j is w j [6]. For Gibbs partitions the number of blocks is the sufficient
statistics for v-weights. By virtue of the sufficiency, discussion on the ordered sizes reduces to
enumeration of microstates of the microcanonical Gibbs distribution which fulfills a given condi-
tion. The definitions of the associated partial Bell polynomials introduced in the previous section
were defined by such enumeration. For example, the distribution of the largest size conditioned
by the number of blocks is
(3.2) P(|A(1)| ≤ r||Πn| = k) =
B(r)
n,k(w•)
Bn,k(w•) , 1 ≤ k ≤ n, n/k ≤ r ≤ n,
and P(|A(1)| ≤ r||Πn| = k) = 0 for 1 ≤ r < n/k. Note that the associated partial Bell polyno-
mial, B(r)
n,k(w•), is the number of microstates in the microcanonical Gibbs distribution of the form
(3.1) whose largest size is not larger than r. The marginal distributions of the ordered sizes have
following representation.
Lemma 3.1. In a Gibbs partition of the form (1.2) the marginal distributions of the ordered sizes
are
P(|A(1)| ≤ r) =
n∑
k=⌈n/r⌉
vn,kB(r)n,k(w•),(3.3)
P(|A(i)| ≤ r) =
i−1∑
k=1
vn,kBn,k(w•) +
n∑
k=i
vn,kB(r),(i)n,k (w•), 2 ≤ i ≤ n,
and
(3.4) P(|A(|Πn |)| ≥ r) =
⌊n/r⌋∑
k=1
vn,kBn,k,(r)(w•),
for 1 ≤ r ≤ n, where |A(i)| = 0 if i > |Πn|.
Hence, discussion on the ordered sizes reduces to analysis of the partial Bell polynomials and the
mixtures of them by v-weights. Distributions of the extremes are representable as composition of
the exponential generating functions; substituting the exponential generating functions (2.8) and
(2.6) into (3.3) and (3.4), respectively, yields
(3.5) P(|A(1)| ≤ r) =
[
ξn
n!
]
v˘n(w˘(r)(ξ)),
and
(3.6) P(|A(|Πn |)| ≥ r) =
[
ξn
n!
]
v˘n(w˘(r)(ξ)),
11
where v˘n is the exponential generating function of (vn, j)-weights:
v˘n(ξ) :=
∞∑
j=1
vn, j
ξ j
j! .
Remark 3.1. A Gibbs partition Gibbs[n](v•,w•), in which v-weights are representable as ratios
(1.5), has Kolchin’s representation [40], which is identified with the collection of terms of random
sum X1+· · ·+X|Πn | conditioned on
∑
i Xi = n with independent and identically distributed X1, X2, ...
independent of |Πn| [28]. Here, the (ordinary) probability generating function of X• is w˘(ξ)/w˘(1)
and the probability generating function of the random sum X1 + · · · + X|Πn | is v˘(w˘(ξ))/v˘(w˘(1)). In
Propositions 2.2 and 2.3 w˘(r) and w˘(r) are introduced by dropping terms from the sequence of w-
weights. Therefore w˘(r) and w˘(r) are the probability generating functions of defective distributions
induced by a proper probability mass function (w•/•!). Suppose independent and identically dis-
tributed random variables X(r)1, X(r)2,..., whose probability generating function are w(r), and X(r)1 ,
X(r)2 ,... whose probability generating function are w
(r)
. Then,
P(|A(1)| ≤ r) =
P(X(r)1 + · · · + X(r)|Πn | = n)
P(X1 + · · · + X|Πn | = n)
,
and
P(|A(|Πn |)| ≥ r) =
P(X(r)1 + · · · + X(r)|Πn | = n)
P(X1 + · · · + X|Πn | = n)
.
Hence, distributions of the extreme sizes are the ratios of the probability mass of random sum at n
in the defective distribution to that in the proper distribution.
4. Asymptotic behavior of extreme sizes
Asymptotic behavior of the extreme sizes in the Ewens-Pitman partition has been discussed
in various contexts (see, for example, [43, 48, 20, 5, 41, 36, 4, 22]). In this section we discuss
asymptotic behavior of the extreme sizes in general Gibbs partitions of the form (1.2). The de-
veloped Lemma 3.1 is useful for keeping generality of our discussion, since it holds in any Gibbs
partition of the form (1.2). Then, some explicit results for the consistent Gibbs partition, which
is a class of Gibbs partitions whose w-weights have a form of (1.4), are presented. Subsequently,
further explicit results are presented for two specific examples of consistent Gibbs partitions, the
Ewens-Pitman partition and Gnedin’s partition.
Explicit asymptotic forms appear in this section involve an extension of incomplete Dirichlet
integrals, which involves a Dirichlet distribution with negative parameters. Let us prepare some
notations. The probability density of a Dirichlet distribution of b + 1 variables parametrized by
two parameters ρ > 0 and ν > 0 is
p(y1, y2, ..., yb+1) = Γ(ρ + bν)
Γ(ρ)Γ(ν)b y
ρ−1
b+1
b∏
j=1
yν−1j ,
b+1∑
j=1
y j = 1,
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whose support is the b-dimensional simplex ∆b := {yi : 0 < yi, 1 ≤ i ≤ b,∑bj=1 y j < 1}. Incomplete
Dirichlet integrals are usually defined in this setting [45]. But let us introduce an integral with
non-zero real parameters ρ and ν:
I(b)p,q(ν; ρ) :=
Γ(ρ + bν)
Γ(ρ)Γ(ν)b
∫
∆b(p,q)
yρ−1b+1
b∏
j=1
yν−1j dy j,
with a convention
I(b)p,q(0; ρ) :=
∫
∆b(p,q)
yρ−1b+1
b∏
j=1
y−1j dy j
and I(0)p,q(ν; ρ) = 1, where
∆b(p, q) :=
yi : p < yi, 1 ≤ i ≤ b;
b∑
j=1
y j < 1 − q
 , 0 < q < 1, 0 < p <
1 − q
b .
Of course, when either of ρ and ν is negative the integral over the simplex ∆b does not exist. But
throughout this paper integrals involving this extension of incomplete Dirichlet integrals are well
defined since the domain of integration, ∆b(p, q), is appropriately chosen.
4.1. General distributional results. Let us begin with seeing asymptotic behavior of the smallest
sizes in the Gibbs partition of the form (1.2). Lemma 3.1 and the Cauchy-Goursat theorem provide
a way to evaluate it in terms of a contour integral. This kind of method to evaluate asymptotics,
which is called the singularity analysis of generating functions in analytic combinatorics literature,
has been quite popular in studies of random combinatorial structures (see, for example, [17]).
Noting the expression (3.6) the distribution of the smallest size can be evaluated as
(4.1) P(|A(|Πn |)| ≥ r) =
n!
2pi
√
−1
∮
v˘n(w˘(r)(ξ))
ξn+1
dξ, n → ∞, r = o(n).
It is interesting to see the event that the smallest size is extremely large. To see the asymptotic
behavior we need asymptotic forms of the v-weights and the associated partial Bell polynomials,
Bn,k,(r)(w•), in n, r → ∞ with r ≍ n and fixed k. Explicit results are immediately deduced by
substituting these asymptotic forms into (3.4).
Asymptotic behavior of the largest size in the Gibbs partition of the form (1.2) can be discussed
similarly. The expression (3.5) leads
(4.2) P(|A(1)| ≤ r) = n!
2pi
√−1
∮
v˘n(w˘(r)(ξ))
ξn+1
dξ, n → ∞, r = o(n).
It is also interesting to see the event that the largest size is extremely small. Following lemma,
whose proof is in Subsection 5.2, provides asymptotic expressions of the marginal distribution of
the largest size in terms of the partial Bell polynomials.
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Lemma 4.1. In a Gibbs partition of the form (1.2) whose weights and induced partial Bell poly-
nomials satisfy
wn
n! = O(n
−1−η1 ), n!vn,k = O(n1−η2(k)),
Bn,k(w)
n! = O(n
−1−η3(k)), n → ∞,
for fixed positive integer k, the largest size satisfies
P(|A(1)| ≤ r) = 1 +
⌊(n−⌈n/r⌉)/r⌋∑
l=1
(−1)l
l!
∑
i1,...,il≥r+1,
i1+···+il≤n−⌈n/r⌉+l
[n]i1+···+il
l∏
j=1
wi j
i j!
×
n−(i1+···+il)∑
k=0
vn,k+lBn−(i1+···+il),k(w•) + o(1), n, r →∞, r ≍ n,(4.3)
if lη1 + η2(k) > 0 and η2(k) + η3(k) > 0 hold for 1 ≤ l ≤ ⌊n/r⌋, 1 ≤ k ≤ ⌈n/r⌉ − 1, and w˘(1) < ∞.
4.2. The consistent Gibbs partition. Some explicit results are available for the consistent Gibbs
partition, which is a class of Gibbs partitions whose w-weights have a form of (1.4). Let us begin
with seeing asymptotic behavior of the smallest size conditioned by the number of blocks in the
consistent Gibbs partition. For the case that the size is extremely large, O(n), asymptotic forms
of the associated partial Bell polynomials, Bn,k,(r)(w•) with w-weights (1.4), in n, r → ∞ with
r ≍ n and fixed k yield the distribution of the smallest size conditioned by the number of blocks
immediately. The asymptotic forms are developed in Appendix B.
Proposition 4.1. In a consistent Gibbs partition, which has the form of (1.2) with w-weights
satisfies (1.4), the smallest size conditioned by the fixed number of blocks satisfies
P(|A(|Πn |)| ≥ r||Πn| = k) ∼ ω˜α(x, k), n, r → ∞, r ∼ xn,
where if x−1 ≥ k then
ω˜α(x, k) = Γ(−α)
Γ(−kα)
(−1)k−1
k I
(k−1)
x,x (−α;−α)n−(k−1)α, 0 < α < 1,
ω˜0(x, k) = (log n)
1−k
k I
(k−1)
x,x (0; 0), α = 0,
ω˜α(x, k) = I(k−1)x,x (−α;−α), α < 0.
If x−1 < k, ω˜α(x, k) = 0 for −∞ < α < 1.
To derive explicit expressions of the marginal distributions asymptotic forms of the v-weights
are needed. Substituting the asymptotic forms presented in Propositions B.2 and B.3 in Appendix
B into (3.4) provides following Proposition.
Proposition 4.2. In a consistent Gibbs partition, which has the form of (1.2) with w-weights
satisfying (1.4) and v-weights satisfying n!vn,k = fkO(n1−η2(k)), n → ∞, for fixed positive integer
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k, the smallest size satisfies
P(|A(|Πn |)| ≥ r) ∼
⌊x−1⌋∑
k=1
fk n
−η2(k)
k! I
(k−1)
x,x (0; 0), n, r → ∞, r ∼ xn, α = 0,
and
P(|A(|Πn |)| ≥ r) ∼
⌊x−1⌋∑
k=1
fk n
−η2(k)−kα
(−α)kΓ(−kα)k!I
(k−1)
x,x (−α;−α), n, r → ∞, r ∼ xn,
for α , 0.
Asymptotic behavior of the largest size also admits some explicit expressions. Recall following
theorem on the number of blocks in the Ewens-Pitman partition [32, 38], which is a member of
the consistent Gibbs partitions. If v-weights of a consistent Gibbs partition are representable as
(1.5), it coincides with the Ewens-Pitman partition [18]. The EPPF satisfies
(4.4) P(|Πn| j = m j, 1 ≤ j ≤ n) = (−1)
n
(−α)k
(θ)k;α
(θ)n n!
n∏
j=1
 αj

m j
1
m j!
.
Theorem 4.1 ([32],[39]). For 0 < α < 1 and θ > −α the number of blocks in the Ewens-Pitman
partition of the form (4.4) satisfies
|Πn|
nα
→ S α, n →∞,
in almost surely and p-th mean for every p > 0. Here, S α has the probability density
P(ds) = Γ(1 + θ)
Γ(1 + θ/α) s
θ
α gα(s)ds,
where gα(s) is the probability density of the Mittag-Leffler distribution [40]. For α = 0 and θ > 0,
|Πn|
log n → θ, a.s., n → ∞.
For α < 0 and θ = −mα, m = 1, 2, ..., |Π|n = m for all sufficiently large n almost surely.
Theorem 4.1 provides us idea how the number of blocks should be scaled with n to see proper
conditional distribution of the largest size given the number of blocks in general consistent Gibbs
partitions. In fact, Proposition 2.5 and the asymptotic forms of the partial Bell polynomials with
w-weights (1.4) given in Appendix B yield following results.
Proposition 4.3. In a consistent Gibbs partition, which has the form of (1.2) with w-weights
satisfying (1.4) and α < 0, the largest size conditioned by the number of blocks satisfies
P(|A(1)| ≤ r||Πn| = k) ∼ ρ˜α(x, k), n, r → ∞, r ∼ xn,
for fixed positive integer k, where if x−1 ≤ k then
ρ˜α(x, k) =
∑
0≤ j<x−1
(−1) j
 kj
I( j)x,0(−α; ( j − k)α),
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and if x−1 > k, ρ˜α(x, k) = 0.
Remark 4.1. It may be natural to ask similar expressions for the case that 0 < α < 1 with
k = O(nα), but the author do not know such expressions. Substituting (2.9) into (3.2) yields
P(|A(1)| ≤ r||Πn| = k) =
1 +
⌊(n−k)/r⌋∑
l=1
αl
l!
∑
i1 ,...,il≥r+1,
i1+···+il≤n−k+l
C(n − (i1 + · · · + il), k − l;α)
C(n, k;α)(Γ(1 − α))l (−1)
i1+···+il [n]i1+···+il
l∏
j=1
Γ(i j − α)
Γ(i j + 1) .(4.5)
The asymptotic form (B.1) in Appendix B of the generalized factorial coefficients for n → ∞,
k ∼ snα, and fixed l yields
(4.6) C(n − (i1 + · · · + il), k − l;α)C(n, k;α) (−1)
i1+···+il [n]i1+···+il ∼ (1 − k)l
(
1 − i1 + · · · + il
n
)−1−α
,
as long as n − (i1 + · · · + il) ≍ n. Substituting (4.6) into (4.5) yields an expression
ρ˜α(x, k) ∼
∑
0≤l<x−1
Γ(−α)
Γ(−(l + 1)α)
sl
l!I
(l)
x,0(−α;−α), n, r → ∞, r ∼ xn, k ∼ snα,
but the incomplete Dirichlet integrals are divergent. This is because (4.6) does not hold in the
whole domain of the summation in (4.5). We have similar observation for α = 0 with k = O(log n),
where (B.2) in Appendix B is employed.
Remark 4.2. It is worth mentioned that these expressions give asymptotic forms of the associated
partial Bell polynomials, B(r)
n,k((1 − α)•−1), with n, r → ∞, r ≍ n, and appropriately scaled k.
4.3. The Ewens-Pitman partition. If v-weights are specified in a consistent Gibbs partition fur-
ther explicit results are available. In this subsection the v-weights of the form (1.7), or the Ewens-
Pitman partition, is discussed. The Ewens-Pitman partition has nice properties and appears in
various contexts (see, for example, [46, 4, 40]).
4.3.1. The smallest size. In the Ewens-Pitman partition with α = 0 and θ > 0 multiplicities of
the small components are asymptotically independent (1.10) and this property immediately leads
following theorem on asymptotic behavior of the smallest size in the Ewens-Pitman partition [5].
But evaluating (4.1) also provides the theorem. We omit the proof because it is similar to the proof
of Theorem 4.3.
Theorem 4.2 ([5]). In the Ewens-Pitman partition of the form (4.4) with α = 0 and θ > 0 the
smallest size satisfies
P(|A(|Πn |)| ≥ r) ∼ e−θhr−1 , n → ∞, r = o(n),
where hr =
∑r
k=1 k−1 with a convention h0 = 0. Moreover, P(|A(|Πn |)| ≥ r) ∼ r−θe−γθ , n, r → ∞,
r = o(n), where γ is the Euler-Mascheroni constant.
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A necessary condition of the asymptotic independence (1.10) is the conditioning relation (1.9)
with the logarithmic condition:
jP(Z j = 1) → θ, jE(Z j) → θ, j → ∞,
for some θ > 0 [4]. In the Ewens-Pitman partition the logarithmic condition holds only if α = 0.
Therefore application of the asymptotic independence (1.10) is restricted to the case that α = 0.
On the other hand, evaluating (4.1) is possible for non-zero α and gives the following theorem,
whose proof is in Subsection 5.3.
Theorem 4.3. In the Ewens-Pitman partition of the form (4.4) with 0 < α < 1 and θ > −α the
smallest size satisfies
P(|A(|Πn |)| ≥ r) ∼
Γ(1 + θ)
Γ(1 − α)

r−1∑
j=1
pα( j)

−1− θ
α
n−θ−α, n → ∞,
for r = o(n), r ≥ 2, where
(4.7) pα( j) =
 αj
 (−1) j+1, j = 1, 2, ...
Moreover,
P(|A(|Πn |)| ≥ r) ∼
Γ(1 + θ)
Γ(1 − α)n
−θ−α, n, r → ∞, r = o(n).
Remark 4.3. In the case 0 < α < 1 (4.7) is a probability mass function. Devroye called it Sibuya’s
distribution [44, 10].
Remark 4.4. Theorem 4.3 gives a convergence result:
(4.8) |A(|Πn |)| = 1 + Op(n−θ−α), n → ∞.
In addition, since
P(|A(|Πn |)| = n) ∼
Γ(1 + θ)
Γ(1 − α)n
−θ−α, n → ∞,
we have P(r ≤ |A(|Πn |)| < n) = o(n−θ−α) as n, r → ∞, r ≍ n. Therefore apart from the mass at
|A(|Πn |)| = n probability mass concentrates around one. Study of asymptotic behavior of small sizes
in an infinite exchangeable random partition goes back to works by Karlin [27] and Rouault [42].
See also [50, 40]. For an infinite exchangeable random partition Tα := limn→∞ |Πn|/nα, where
0 < α < 1, is an almost sure and strictly positive limit if and only if the ranked frequencies, P( j),
j = 1, 2, ... satisfies P( j) ∼ Z j−1/α as j → ∞ with 0 < Z < ∞. In that case Z−α = Γ(1 − α)Tα and
|Πn| j ∼ pα( j)Tαnα as n → ∞ for each j. The Poisson-Dirichlet process and the Ewens-Pitman
partition with 0 < α < 1 and θ > −α satisfy these conditions and Tα has the probability density
of S α defined in Theorem 4.1. By noting that {|Πn|1 = 0} = {|A(|Πn |)| > 1} it can be seen that
|Πn|1 ∼ αS αnα, which is consistent with (4.8).
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The next proposition, whose proof is given in Subsection 5.3, implies that for α < 0 and
θ = −mα, m = 1, 2, ..., the smallest size is Ω(n) in probability.
Proposition 4.4. In the Ewens-Pitman random partition of the form (4.4) with α < 0 and θ = −mα,
m = 2, 3, ... the smallest size satisfies
P(|A(|Πn |)| ≥ r) ∼ 1 +
mΓ(−mα)
Γ((1 − m)α)

r−1∑
j=1
pα( j)
 nα, n → ∞,
for r = o(n), r ≥ 2, where pα(•) is defined by (4.7). Moreover, P(|A(|Πn |)| ≥ r) ∼ 1 − O((n/r)α),
n, r → ∞, r = o(n).
Let us see a large deviation, where the smallest size is extremely large. By using the con-
ditioning relation (1.9) Arratia, Barbour and Tavare´ [4] established following assertion for the
Ewens-Pitman partition with α = 0 and θ > 0. But the assertion is the direct consequence of
Proposition 4.2.
Corollary 4.1 ([4]). In the Ewens-Pitman partition of the form (4.4) with α = 0 and θ > 0 the
smallest size satisfies
P(|A(|Πn |)| ≥ r) ∼ Γ(θ)(xn)−θωθ(x), n, r → ∞, r ∼ xn,
where
ωθ(x) = xθ
⌊x−1⌋∑
k=1
θk
k!I
(k−1)
x,x (0; 0).
In addition, Proposition 4.2 immediately gives asymptotic behavior of the smallest size in the
Ewens-Pitman partition for non-zero α.
Corollary 4.2. In the Ewens-Pitman partition of the form (4.4) with 0 < α < 1 and θ > −α the
smallest size satisfies asymptotically
P(|A(|Πn |)| ≥ r) ∼
Γ(1 + θ)
Γ(1 − α)n
−θ−α, n, r → ∞, r ∼ xn.
For α < 0 and θ = −mα, m = 1, 2, ...,
P(|A(|Πn |)| ≥ r) ∼ I(m−1)x,x (−α;−α), x−1 ≥ m,
and P(|A(|Πn |)| ≥ r) = O(n(m−⌊x
−1⌋)α) for x−1 < m.
Remark 4.5. In Corollary 4.1 the function ω1(x−1) is known as Buchstab’s function for the fre-
quency of rough numbers in the number theory [7, 47]. Corollary 4.2 shows that we do not have
“generalized Buchstab’s function” for 0 < α < 1 and θ > −α.
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The factorial moments of the smallest size satisfy
E([|A(|Πn |)|]i) = i
n∑
j=i
[ j − 1]i−1P(|A(|Πn |)| ≥ j), i = 1, 2, ...
Theorem 4.3, Corollaries 4.1 and 4.2 provide an implication on the factorial moments of the small-
est size, which might be important in statistical applications. The proof is given in Subsection 5.3.
Theorem 4.4. In the Ewens-Pitman partition of the form (4.4) with α ≥ 0 and θ > −α the i-th
factorial moments of the smallest size exist if and only if θ ≥ i − α, i = 1, 2, ... (for α = 0, θ > i).
Moreover, if α > 0 and θ > i − α,
E([|A(|Πn |)|]i) ∼ δi,1, i = 1, 2, ...
For α < 0 and θ = mα, m = 1, 2, ...,
E
( [|A(|Πn |)|]i
ni
)
∼ i
∫ m−1
0
xi−1I(m−1)x,x (−α;−α)dx, n → ∞, i = 1, 2, ...
Remark 4.6. In applications it might be interesting to consider a test of the hypothesis “α > 0”,
since properties of the Ewens-Pitman partition crucially depend on sign of α. For example, for
α ≤ 0 the partition is a one-parameter family, but it is not for α > 0. According to Theorems 4.2
and 4.3 if α > 0 and θ > −α, |A(|Πn |)|
p→ 1, n → ∞, while if α = 0 and θ > 0, P(|A(|Πn |)| > 1) ∼ e−θ.
In addition, Proposition 4.4 implies that P(|A(|Πn |)| > 1) → 1, n → ∞, for α < 0, θ = −mα,
m = 1, 2, ... Therefore we can reject the hypothesis “α > 0” by the event {|A(|Πn |)| > 1}. This test
seems powerful, however, might be unstable since power of the test increases with decreasing θ,
while the moments exist only for large θ. For an illustration Table 1 displays simulation results for
the number of the event {|A(|Πn |)| > 1} occurred in 10,000 trials with n = 100.
4.3.2. The largest size. Asymptotic behavior of the marginal distribution of the largest size in
the Ewens-Pitman partition follows immediately from Lemma 4.1. For 0 ≤ α < 1 and θ > −α
the distribution is identical with the marginal distribution of the first component of the Poisson-
Dirichlet distribution, and the assertions of the following corollary have been established in studies
of the Poisson-Dirichlet process (see, for example, [48, 20, 41, 5, 4, 22]). Our proof, which is
provided in Subsection 5.3, seems simpler than the treatments of the Poisson-Dirichlet process.
Corollary 4.3. In the Ewens-Pitman partition of the form (4.4) the largest size satisfies
P(|A(1)| ≤ r) ∼ ρα,θ(x), n, r → ∞, r ∼ xn,
where
ρα,θ(x) =
⌊x−1⌋∑
k=0
(θ)k;α
αkk!
I(k)
x,0(−α; kα + θ), 0 < α < 1, θ > −α,
ρ0,θ(x) =
⌊x−1⌋∑
k=0
(−θ)k
k! I
(k)
x,0(0; θ), α = 0, θ > 0.
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For α < 0 and θ = −mα, m = 1, 2, ...,
ρα,(−mα)(x) =
⌊x−1⌋∑
k=0
(−1)k
 mk
I(k)x,0(−α; (k − m)α), ⌈x−1⌉ ≤ m
and ρα,(−mα)(x) = 0, ⌈x−1⌉ > m.
Remark 4.7. The function ρ0,1(x−1) is known as Dickman’s function for the frequency of smooth
numbers in the number theory [11, 47].
Let us move to the situation that the largest size is extremely small. For α < 0 and θ = −mα,
m = 1, 2, ..., the largest size is Ω(n) almost surely, because the expression (3.5) implies
(4.9) P(|A(1)| ≤ r) =
m∑
k=1
[m]k
(−mα)n
[
ξn
n!
] 
r∑
j=0
 αj
 (−ξ) j

k
= 0, r < n
m
.
For the case that 0 < α < 1 and θ > −α evaluation of (4.2) leads following theorem, whose proof is
given in Subsection 5.3. According to the theorem in the Ewens-Pitman partition with 0 < α < 1
the probability that the largest size is o(n) decays exponentially.
Theorem 4.5. In the Ewens-Pitman partition of the form (4.4) with 0 < α < 1 and θ > −α the
largest size satisfies
P(|A(1)| ≤ r) ∼ Γ(θ)
Γ
(
θ
α
) {−ρr f ′r (ρr)}− θα ρ−n−1r n θα−θ, n → ∞, r = o(n),
where
fr(ξ) =
r∑
j=0
 αj
 (−ξ) j,
f ′r (ξ) = d fr(ξ)/dξ and ρr is the unique real positive root of the equation fr(ξ) = 0. Moreover,
P(|A(1)| ≤ r) ∼ Γ(θ)
Γ
(
θ
α
)
(
α
Γ(2 − α)
)− θ
α
e−
1−α
α
n
r
(
n
r
) θ
α
−θ
, n, r → ∞, r = o(n).
Although less explicit, a similar result is available for the case that α = 0. The proof is given in
Subsection 5.3.
Proposition 4.5. In the Ewens-Pitman partition of the form (4.4) with α = 0 and θ > 0 the
probability that the largest size is o(n) is exponentially small in n.
The factorial moments of the largest size satisfy
E([|A(1)|]i) = [n]i − i
n∑
j=i
[ j − 1]i−1P(|A(1)| ≤ j − 1), i = 1, 2, ...
Corollary 4.3 readily gives explicit expressions of asymptotic forms of the factorial moments of
the largest size.
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Corollary 4.4. In the Ewens-Pitman partition of the form (4.4) the largest size satisfies
E
( [|A(1)|]i
ni
)
∼ 1 − iµ(i−1)
α,θ
, n → ∞, i = 1, 2, ...,
where µ(i)
α,θ
is the i-th moments of ρα,θ(x), which is defined in Corollary 4.3 and an explicit expres-
sion is given in Proposition 17 of [41].
4.4. Gnedin’s partition. The partition proposed by Gnedin [19] is a randomized version of a
symmetric Dirichlet-multinomial distribution. Gnedin’s partition is consistent, but the v-weights,
which are given in (1.8), are not representable by ratios (1.5). In applications it is desirable to
have exchangeable random partitions of integer with finite but random number of blocks. The
partition is a two-parameter family obtained by mixing of the Ewens-Pitman partition of param-
eter (α, θ) = (−1,m) over m. Here, the Ewens-Pitman partition of parameter (α, θ) = (−1,m) is
the Dirichlet-multinomial distribution over the m-dimensional simplex. Gnedin [19] showed that
Gnedin’s partition is a mixture with a mixing distribution of |Π∞| := limn→∞ |Πn|, where
(4.10) P(|Π∞| = m) = B(z1, z2) (s1)m(s2)m
m!(m − 1)! , m = 1, 2, ...
with z1z2 = s1s2 = ζ and z1 + z2 = −(s1 + s2) = γ. It is possible to obtain asymptotic be-
havior of Gnedin’s partition by by mixing asymptotic forms for the Ewens-Pitman partition of
(α, θ) = (−1,m), m = 1, 2, ..., over m, while asymptotic behavior can be addressed directly by
analyzing the generating functions. According to Proposition 4.4 and (4.9) the extreme sizes in
Gnedin’s partition are asymptotically Ω(n). For the smallest size, the following corollary is a direct
consequence of Proposition 4.2.
Corollary 4.5. In Gnedin’s partition, whose w-weights satisfy (1.4) with α = −1 and v-weights
satisfy (1.8), the smallest size satisfies
P(|A(|Πn |)| ≥ r) ∼ B(z1, z2)
⌊x−1⌋∑
m=1
(s1)m(s2)m
m!(m − 1)! (1 − mx)
m−1, n, r → ∞, r ∼ xn,
where z1z2 = s1s2 = ζ and z1 + z2 = −(s1 + s2) = γ. The smallest size satisfies
E
( [|A(|Πn |)|] j
n j
)
∼ j!B(z1, z2)
∞∑
m=1
(s1)m(s2)m
m!(m + j − 1)!m j = E
|Π∞|− j
 |Π∞| + j − 1j

−1 , n → ∞,
for j = 1, 2, ...
For the largest size, Corollary 4.3 immediately gives following Corollary.
Corollary 4.6. In Gnedin’s partition, whose w-weights satisfy (1.4) with α = −1 and v-weights
satisfy (1.8), the largest size satisfies
P(|A(1)| ≤ r) ∼ B(z1, z2)
∞∑
m=⌈x−1⌉
(s1)m(s2)m
m!(m − 1)!ρ−1,m(x), n, r → ∞, r ∼ xn,
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where z1z2 = s1s2 = ζ, z1 + z2 = −(s1 + s2) = γ, and ρ−1,m(x) is defined in Corollary 4.3. The
largest size satisfies
E
( [|A(1)|] j
n j
)
∼ 1 − B(z1, z2) j
∞∑
m=2
(s1)m(s2)m
m!(m − 1)!µ
( j−1)
−1,m , n → ∞, j = 1, 2, ...
where µ( j)−1,m are the j-th moments of ρ−1,m(x).
5. proofs
5.1. Proofs for the associated partial Bell polynomials.
Proof of Proposition 2.4. The event that the i-th largest size is not larger than r consists of the
disjoint events that all sizes are equal to or smaller than r, and the j sizes with sum m are larger
than r + 1 and remaining sizes are equal to or smaller than r, where 1 ≤ j ≤ i − 1. Consequently,
we have
B(r),(i)
n,k (w•) = B(r)n,k(w•)
+
i−1∑
j=1
n−k+ j∑
m=(r+1) j
∨{n−r(k− j)}
 n
m
 Bm, j,(r+1)(w•)B(r)n−m,k− j(w•).
Summing up both hand sides of the equation in n with multiplying un/n! the first term in the right
hand side gives (w˘(r)(u))k/k!. The second term in the right hand side is
i−1∑
j=1
∞∑
n=k
n−k+ j∑
m=(r+1) j
∨{n−r(k− j)}
Bm, j,(r+1)(w•)u
m
m! B
(r)
n−m,k− j(w•)
un−m
(n − m)!
=
i−1∑
j=1
∞∑
m=(r+1) j
r(k− j)∑
l=k− j
Bm, j,(r+1)(w•)u
m
m! B
(r)
l,k− j(w•)
ul
l!
=
i−1∑
j=1
(w˘(r+1)(u)) j
j!
(w˘(r)(u))k− j
(k − j)! ,
where the indexes are changed as l = n − m. 
Proof of Proposition 2.5. The binomial expansion of the left hand side of (2.8) yields
B(r)
n,k(w•) = [un]
n!
k! (w˘
(r)(u))k = [un]n!k!
w˘(u) −
∞∑
j=r+1
wi
ui
i!

k
= Bn,k(w•) + n!
⌊(n−k)/r⌋∑
l=1
(−1)l
l!
∑
i1 ,...,il≥r+1,
i1+···+il≤n−k+l
[un−(i1+···+il)] (w˘(u))
k−l
(k − l)!
l∏
j=1
wi j
i j!
.
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But noting that the exponential generating function (2.2) gives
[un−(i1+···+il)] (w˘(u))
k−l
(k − l)! =
Bn−(i1+···+il),k−l(w•)
(n − (i1 + · · · + il))!
for n − (i1 + · · · + il) ≥ k − l, we establish the expression (2.9). The expression (2.10) can be
established in the same manner. 
5.2. Proof for the Gibbs partition.
Proof of Lemma 4.1. By virtue of the identity (2.9), (3.3) yields
P(|A(1)| ≤ r) =
n∑
k=⌈n/r⌉
vn,kBn,k(w•) +
n−r∑
k=⌈n/r⌉
vn,k
⌊((n−k)/r⌋∑
l=1
× (−1)
l
l!
∑
i1 ,...,il≥r+1,
i1+···+il≤n−k+l
Bn−(i1+···+il),k−l(w•)[n]i1+···+il
l∏
j=1
wi j
i j!
.
By changing order of the summations we have
P(|A(1)| ≤ r) = 1 +
⌊(n−⌈n/r⌉)/r⌋∑
l=1
(−1)l
l!
∑
i1 ,...,il≥r+1,
i1+···+il≤n−⌈n/r⌉+l
[n]i1+···+il
l∏
j=1
wi j
i j!
×
n−(i1+···+il)∑
k=0
vn,k+lBn−(i1+···+il),k(w•) − R1 − R2,
where R1 :=
∑⌈n/r⌉−1
k=1 vn,kBn,k(w•) and
R2 :=
⌊(n−⌈n/r⌉)/r⌋∑
l=1
(−1)l
l!
∑
i1 ,...,il≥r+1,
i1+···+il≤n−⌈n/r⌉+l
[n]i1+···+il
l∏
j=1
wi j
i j!
⌈n/r⌉−l−1∑
k=0
vn,k+lBn−(i1+···+il),k(w•).
R1 = o(1) follows immediately. For R2, let us consider the series
˜R2 :=
∑
i1,...,il≥r+1,
i1+···+il≤n−⌈n/r⌉+l
[n]i1+···+il
l∏
j=1
wi j
i j!
⌈n/r⌉−l−1∑
k=0
vn,k+lBn−(i1+···+il),k(w•).
Note that all terms are non-negative. By the assumption for the weights, we can take some positive
real number c such that
˜R2 ≤ cn−l(1+η1)+1
∑
i1,...,il≥r+1,
i1+···+il≤n−⌈n/r⌉+l
⌈n/r⌉−l−1∑
k=0
n−η2(k+l)
Bn−(i1+···+il),k(w•)
{n − (i1 + · · · + il)}! .
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The first summation can be indexed by m = n− (i1 + · · ·+ il) and the right hand side is bounded by
cn−l(1+η1 )+1
n−(r+1)l∑
m=⌈n/r⌉−l
 n − m − rl − 1l − 1

⌈n/r⌉−l−1∑
k=0
n−η2(k+l)
Bm,k(w•)
m!
< c′n−lη1
⌈n/r⌉−l−1∑
k=0
n−η2(k+l)
n−(r+1)l∑
m=⌈n/r⌉−l
Bm,k(w•)
m! < c
′n−lη1
⌈n/r⌉−1∑
k=l
n−η2(k)
(w˘(1))k−l
(k − l)! ,
where c′ is a positive real number. By using assumptions for η1, η2(k), and w˘(1), we establish
R2 = o(1) and the assertion follows. 
5.3. Proofs for the Ewens-Pitman partition.
Proof of Theorem 4.3. Let us evaluate (4.1):
P(|A(|Πn |)| ≥ r) =
n!
(θ)n
1
2pi
√−1
∮ {hr(ξ)}− θα
ξn+1
dξ,
where
hr(ξ) := (1 − ξ)α + 1 − fr−1(ξ), fr(ξ) :=
r∑
j=0
 αj
 (−ξ) j.
There is no root of the equation hr(ξ) = 0 in |ξ| ≤ 1, since
|hr(ξ) − 1| ≤
∞∑
j=r
 αj
 (−1) j−1 ≤
∞∑
j=2
 αj
 (−1) j−1 = 1 − α < 1,
for |ξ| ≤ 1. The contour of the Cauchy integral is the contour introduced in the proof of The-
orem 4.5 with replacing the branch at ξ = ρr by the branch at ξ = 1. As does in the proof of
Theorem 4.5 contribution to the integral comes from the integral along a contour H with changing
the variable ξ = 1 + t/n. We have
∮
H
(
1 +
t
n
)−n−1 
(
− t
n
)α
−
r−1∑
j=1
 αj

(
−1 − t
n
) j
− θ
α
dt
n
= (1 − fr−1(1))− θα
×
∮
H
e−t
{
1 − θ
α
(1 − fr−1(1))−1
(
− t
n
)α
+ O(n(−1)∨(−2α))
} dt
n
= (1 − fr−1(1))−1− θα
(
− θ
α
)
n−1−α
∮
H
e−t(−t)αdt + O(n(−2)∨(−1−2α)),
where the first term of the integrand in the second line vanishes. Extending the rectilinear part of
the contour H towards +∞ gives a new contour H ′, and the process introduces only exponentially
small terms in the integral. By using the Hankel representation of the gamma function:
(5.1) 1
2pi
√
−1
∮
H ′
e−x(−x)−zdx = 1
Γ(z) ,
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the first assertion follows. The second assertion follows immediately since pα( j), j = 1, 2, ..., is a
probability mass function. 
Proof of Proposition 4.4. The identity (2.10) yields
Cr(n, k;α) −C(n, k;α)
= n!
k−1∑
l=1
(−1)l
l!
∑
1≤i1 ,.,,,il≤r−1,
i1+···+il≤n−k+l
C(n − (i1 + · · · + il), k − l;α)
(n − (i1 + · · · + il))!
l∏
j=1
 αi j
 .
Substituting the asymptotic form presented in Proposition B.1 in Appendix B into the right hand
side yields
Cr(n, k;α) −C(n, k;α)
n!
∼ (−1)
nn−1−(k−1)α
Γ((1 − k)α)(k − 1)!
r−1∑
j=1
pα( j), n → ∞, r = o(n).
Substituting this expression into (3.4) and using the identity (2.5),
P(|A(|Πn |)| ≥ r) ∼ 1 +
mΓ(−mα)
Γ((1 − m)α)

r−1∑
j=1
pα( j)
 nα, n → ∞, r = o(n),
which establishes the first assertion. For sufficiently large r0, let
(5.2)
r−1∑
j=1
pα( j) =
r0−1∑
j=1
pα( j) +
r−1∑
j=r0
pα( j).
The first sum is bounded as∣∣∣∣∣∣∣∣
r0−1∑
j=1
pα( j)
∣∣∣∣∣∣∣∣ =
r0−1∑
j=1
j∏
k=1
(
1 − α + 1k
)
≤
r0−1∑
j=1
{
max
k=1,..., j
(
1 − α + 1k
)} j
,
where the maximum is less than 1 for −1 < α < 0 and (−α) for α ≤ −1. The second sum is
r−1∑
j=r0
pα( j) = − 1
Γ(−α)
r−1∑
j=r0
Γ( j − α)
Γ( j + 1) = −
r−α
Γ(1 − α) (1 + O(r
−1
0 )),
where the last equality follows by Γ( j − α)/Γ( j + 1) ∼ j−α−1 for j ≥ r0 → ∞. It is possible to
take the limit r > r0 → ∞ such that the second sum in (5.2) dominates and the second assertion
follows. 
Proof of Theorem 4.4. The assertion for α < 0 and θ = −mα, m = 1, 2, ... follows immediately
from Corollary 4.2. Let us consider the case that α > 0 and θ > −α. The expectation satisfies
1 + (n − 1)P(|A(|Πn |)| = n) < E(|A(|Πn |)|) < 1 + (n − 1)P(|A(|Πn |)| ≥ 2).
Theorem 4.3 implies E(|A(|Πn |)|) = 1 + O(n−θ−α+1) as n → ∞. The i (≥ 2)-th moments satisfy
i
n∑
j=i
[ j − 1]i−1P(|A(|Πn |)| = n) < E([|A(|Πn |)|]i) < i
n∑
j=i
[ j − 1]i−1P(|A(|Πn |)| ≥ 2).
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Since i∑nj=i[ j − 1]i−1 = [n]i, E([|A(|Πn |)|]i) = O(n−θ−α+i) as n → ∞ and the assertion follows. For
the case that α = 0 and θ > 0, E(|A(|Πn |)|) =
∑n
j=1 P(|A(|Πn |)| ≥ j). Corollary 4.1 provides an estimate
E(|A(|Πn |)|) =
n∑
j=1
P(|A(|Πn |)| ≥ j) ∼ n1−θΓ(θ)
∫ n
1
uθ−2ωθ(u)du, n → ∞.
where u = n/ j. Since the generalized Buchstab’s function satisfies [4]
d
du {u
θωθ(u)} = θ(u − 1)θ−1ωθ(u − 1), u > 2,
ωθ(u) ∼ c as u → ∞ for some c > 0. If θ ≥ 1 the integral grows as O(nθ−1), while if θ < 1 the
integral converges. Therefore E(|A(|Πn |)|) < ∞ if θ > 1. The assertion for the i (≥ 2)-th moments
can be established in the similar manner to the argument for the case that α > 0 and θ > −α. 
Proof of Corollary 4.3. For 0 < α < 1 and θ > −α the assumptions of Lemma 4.1 are satisfied
since η1 = α, η2(k) = θ, η3(k) = α by the asymptotic form in Proposition B.1 in Appendix B and
w˘(1) = 1/α. We have
n−(i1+···+il)∑
k=0
vn,k+lBn−(i1+···+il),k(w•)
l∏
j=1
wi j
i j!
=
(−1)n
(−α)l
(θ)l;α
(θ)n
l∏
i=1
 αi j

n−(i1+···+il)∑
k=0
[
− θ
α
− l
]
k
C(n − (i1 + · · · + il), k;α)
=
(−1)n
(−α)l
(θ)l;α
(θ)n
l∏
i=1
 αi j
 [−θ − αl]n−(i1+···+il),
where in the last equality (2.5) is used. Substituting this expression into (4.3) and taking the limit
n, r → ∞ with i j → y j, j = 1, ..., l, and r ∼ xn, the assertion for 0 < α < 1 and θ > −α follows.
Then, assume α = 0 and θ > 0. η1 = 0, η2(k) = θ. For positive fixed integer k the signless Stirling
numbers of the first kind |s(n, k)| satisfies asymptotically [26]
|s(n, k)|
n! ∼
1
(k − 1)!
(log n)k−1
n
, n →∞.
For α = 0 and θ > 0 slight modification of Lemma 4.1 gives the assertion with η3(k) = 0. Finally,
for α < 0 and θ = −mα, m = 1, 2, ..., ρα,(−mα)(x) = 0 for x−1 > m since the support of (vn,k)
is 1 ≤ k ≤ m. Since η1 = α, η2(k) = θ, η3(k) = kα by the asymptotic form in Proposition B.1
in Appendix B and w˘(1) = 1/α, the assumptions of Lemma 4.1 are satisfied and the assertion
follows. 
Let us prepare a lemma for the proof of Theorem 4.5.
Lemma 5.1. For 0 < α < 1 let
(5.3) fr(ξ) :=
r∑
j=0
 αj
 (−ξ) j.
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The equation fr(ξ) = 0 has a real positive root. Moreover, it is the unique root of fr(ξ) = 0 in
|ξ| ≤ ρr, where ρr is the real positive root satisfying
(5.4) ρr = 1 + 1 − α
αr
+ O(r−2), r → ∞.
Proof. Let us show the existence of the real positive root of the equation fr(x) = 0, x ∈ R. It is
straightforward to see that fr(1) > 0 and fr(x) is a monotonically and strictly decreasing in x > 0,
and fr(∞) = −∞. Hence, there exists L > 1 such that fr(L) < 0. According to the intermediate
value theorem, the real-valued continuous function fr(x), x ∈ (0, L) there exists the unique positive
real root ρr > 1 such that fr(ρr) = 0. Let gr(ξ) := 1 − fr(ξ). Because
|gr(ξ)| ≤
r∑
j=1
 αj
 (−1) j+1 |ξ| j < 1, |ξ| < ρr,
fr(ξ) = 0 has no root in the open disk |ξ| < ρr. If ρre
√−1φ
, 0 ≤ φ < 2pi, is another root of fr(ξ) = 0,
r∑
j=1
 αj
 (−1) j+1ρ jr cos( jφ) = 1
and φ = 0 is obvious. Therefore ρr is the unique root of fr(ξ) = 0 in the closed disk |ξ| ≤ ρr. Since
the series (5.3) converges in |ξ| ≤ 1 and f∞(1) = 0, let ρr = 1 + y, y = o(1), r → ∞. By using the
Taylor expansion, it can be seen that y = − fr(1)/ f ′r (1) +O(y2). Since f∞(1) = 0, similar argument
to the evaluation of the second sum in (5.2) provides fr(1) = r−α/Γ(1 − α) + O(r−α−1). f ′r (1) is
obtained in the similar manner and the assertion is established. 
The following proof for the first assertion is similar to the proof of Theorem 3.A in [16].
Proof of Theorem 4.5. Let us evaluate (4.2):
P(|A(1)| ≤ r) = n!(θ)n
1
2pi
√
−1
∮ { fr(ξ)}− θα
ξn+1
dξ.
Consider the Cauchy integral takes a contour (see Figure 1) C = γ1 ∪ γ2 ∪ γ3 ∪ γ4, where
γ1 =
{
ξ = ρr − t
n
; t = e
√
−1θ, θ ∈
[
pi
2
,−pi
2
]}
,
γ2 =
ξ = ρr +
ηt +
√
−1
n
; t ∈ [0, n]
 ,
γ3 =
ξ; |ξ| =
√
(ρr + η)2 + 1
n2
; ℜ(ξ) ≤ ρr + η
 ,
γ4 =
ξ = ρr +
ηt − √−1
n
; t ∈ [n, 0]
 .
According to Lemma 5.1 we can take η > 0 such that no root of fr(ξ) = 0 exist in the closed disk
|ξ| ≤ ρr + η except ρr. The integrand is holomorphic in the disk with the single singularity at the
origin with the cut along the real line [ρr,∞). The contribution of γ3, which is O((ρr + η)−n) with
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ρr +η > 1, is exponentially small. Changing the variable ξ = ρr + t/n and letting H be the contour
on which t varies when u varies on the rest of the contour, γ4 ∪ γ1 ∪ γ2, yields∫
H
(ρr + t/n)−n−1 { fr(ρr + t/n)}− θα dt
n
= {−ρr f ′r (ρr))}−
θ
α ρ−n−1r n
θ
α
−1
∫
H
e
− t
ρr
(
− t
ρr
)− θ
α
dt + O(ρ−n−1r n
θ
α
−2).
By using the Hankel representation of the gamma function (5.1) the first assertion is established.
For the second assertion, let us evaluate
−ρr f ′r (ρr) = αρr
r−1∑
j=0
 α − 1j
 (−ρr) j.
For sufficiently large r0, it can be seen that
r−1∑
j=r0
 α − 1j
 (−ρr) j = r
1−α
Γ(2 − α) + O(r
1−α
0 ),
r0−1∑
j=0
 α − 1j
 (−ρr) j <
r0−1∑
j=0
ρ
j
r .
Substituting (5.4) and taking the limit r, r0 →∞ with keeping r0 = o(r1−α) the first sum dominates
and the second assertion follows. 
Proof of Proposition 4.5. Let us evaluate (4.2):
P(|A(1)| ≤ r) = n!(θ)n
1
2pi
√
−1
∮
e(n+1) fr,n (ξ)dξ,
where
fr,n(ξ) := θ
n + 1
r∑
j=1
ξ j
j − log ξ.
The saddle points of fr,n(ξ) are
ρr,n, j =
(
n
θ
) 1
r
e2pi
√−1 j/r − 1
r
+ O(n− 1r ) =: ρ je
√−1ϕ j , j = 0, 1, ..., r − 1.
Taylor’s expansions of fr,n(ξ) around the saddle points yields
fr,n(ρr,n, j+ξ je
√−1η j) = fr,n(ρr,n, j)+12
(
ξ j
ρ j
)2 [
1 + O(n− 2r )
]
e2
√−1(η j−ϕ j)+O
(
ξ j
ρ j
)3
, j = 0, 1, ..., r−1,
and thus the direction of the steepest descent of the i-th saddle point is η j = ϕ j + pi/2. The contour
can be deformed such that it goes through each saddle point along the direction of the steepest
descent without changing the value of the Cauchy integral. The value is evaluated as
1
2pi
√
−1
∮
e(n+1) fr,n (ξ)dξ ∼ 1√
2pin
r−1∑
j=0
ρ−nr,n, j exp
θ
r∑
k=1
ρk
r,n, j
k +
√
−1ϕ j
 , n → ∞,
and the assertion is established. 
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Appendix A.
We provide some recurrence relations for the associated partial Bell polynomials introduced in
this paper.
Proposition A.1. The associated partial Bell polynomials, Bn,k(r)(w•), for fixed positive integer r,
satisfy the recurrence relation
Bn+1,k,(r)(w•) =
n−r(k−1)∑
j=r−1
 nj
w j+1Bn− j,k−1,(r)(w•),
for n = rk − 1, rk, ..., k = 1, 2, ..., B0,0,(r)(w•) = 1, B j,0,(r)(w•) = 0, j = 1, 2, ...
Proof. Let
fr,k(u) =
∞∑
n=rk
Bn,k,(r)(w•)u
n
n! .
Differentiating the middle and the rightmost hand sides of (2.6) yields
∞∑
n=rk
Bn,k(r)(w•) ξ
n−1
(n − 1)! =
˘Bk−1,(r)(ξ,w•)
∞∑
j=r
w j
ξ j−1
( j − 1)!
=
∞∑
j=r−1
∞∑
m=r(k−1)
w j+1
j! Bm,k−1,(r)(w•)
ξm+ j
m!
=
∞∑
n=rk−1
n−r(k−1)∑
j=r−1
w j+1
j! Bn− j,k−1,(r)(w•)
ξn
(n − j)! ,
where the indexes are changed as m = n − j. Equating the coefficients of ξn/n! in the leftmost and
the rightmost hand sides yields the recurrence relation. 
The next proposition holds in the same manner so we omit the proof.
Proposition A.2. The associated partial Bell polynomials, B(r)
n,k(w•), for fixed positive integer r,
satisfy the recurrence relation
B(r)
n+1,k(w•) =
(r−1)∧(n−k+1)∑
j=0∨(n−rk+r)
 nj
w j+1B(r)n− j,k−1(w•),
for n = k − 1, ..., rk − 1, k = 1, 2, ... with B(r)0,0(w•) = 1, B(r)j,0(w•) = 0, j = 1, 2, ....
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Proposition A.3. The associated partial Bell polynomials, Bn,k,(r)(w•), for positive integer r, sat-
isfy the recurrence relation
Bn,k,(r+1)(w•) =
k∑
j=0
[n]r j
j!
(
−wr
r!
) j
Bn−r j,k− j,(r)(w•)
for n = k, k + 1, ..., (r + 1)k, k = 0, 1, ..., with B0,0,(r)(w•) = 1, B j,0,(r)(w•) = 0, j = 1, 2, ...
Proof. We have
˘Bk,(r+1)(ξ,w•) = 1k!

∞∑
j=r
w j
ξ j
j! − wr
ξr
r!

k
=
k∑
j=0
(
−wr
r!
) j ξr j
j!
˘Bk− j,(r)(ξ,w•),
whose expansion into power series of ξ yields
∞∑
n=(r+1)k
Bn,k,(r+1)(w•)ξ
n
n! =
k∑
j=0
∞∑
m=r(k− j)
(
−wr
r!
) j
Bm,k− j,(r)(w•)ξ
m+r j
j!m!
=
∞∑
n=rk
k∑
j=0
(
−wr
r!
) j
Bn−r j,k− j,(r)(w•) ξ
n
j!(n − r j)! ,
where the indexes are changed as m = n − r j. Equating the coefficients of ξn/n! yields the
recurrence relation. 
The next proposition holds in the same manner so we omit the proof.
Proposition A.4. The associated partial Bell polynomials, B(r)
n,k(w•), for positive integer r, satisfy
the recurrence relation
B(r+1)
n,k (w•) =
⌊(n−k)/r⌋∑
j=0∨(n−rk)
[n](r+1) j
j!
(
wr+1
(r + 1)!
) j
B(r)
n− j(r+1),k− j(w•)
for n = k, k + 1, ..., (r + 1)k, k = 0, 1, ..., with B(r)0,0(w•) = 1, B(r)j,0(w•) = 0, j = 1, 2, ....
Appendix B.
Asymptotic forms of the generalized factorial coefficients are given in the next proposition. The
assertion for positive α appears in [8] as an exercise.
Proposition B.1. For non-zero α and fixed positive integer k the generalized factorial coefficients,
C(n, k;α), satisfy asymptotically
C(n, k;α)
n! ∼
(−1)n+k−1
Γ(−α)(k − 1)!n
−1−α, n → ∞, α > 0
and
C(n, k;α)
n!
∼ (−1)
n
Γ(−kα)k!n
−1−kα, n → ∞, α < 0.
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Proof. Applying the generalized binomial theorem to (2.4) yields
C(n, k;α)
n! =
1
k! [u
n]((1 + u)α − 1)k = 1k! [u
n]
k∑
j=0
 kj
 (1 + u) jα(−1)k− j
=
1
k!
k∑
j=1
 kj

 jα
n
 (−1)k− j =
k∑
j=1
Γ(n − jα)
Γ(− jα)Γ(n + 1)
(−1)k+n− j
j!(k − j)!
=
1
n
k∑
j=1
n− jα
Γ(− jα)
(−1)k+n− j
j!(k − j)! (1 + O(n
−1)),
where the last equality follows by Γ(n − jα)/Γ(n + 1) ∼ n− j−1 as n → ∞. 
A more general result is available. For positive α Pitman [39] showed that
(B.1) C(n, k;α)
n! ∼
(−1)n+k
(k − 1)!αgα(s)n
−1−α, n → ∞, k ∼ snα,
where gα(s) is the probability density of the Mittag-Leffler distribution [40]. For the signless
Stirling number of the first kind Hwang [25] showed that
(B.2)
|s(n, k)|
n! ∼
(log n)k−1
(k − 1)!n

{
Γ
(
1 +
k − 1
log n
)}−1
+ O
(
k
(log n)2
) , n → ∞, 2 ≤ k ≤ s log n,
and a precise local limit theorem for k around log n + γ + 1/(2n) + O(n−2) is available, where γ is
the Euler-Mascheroni constant [35].
Then, let us develop asymptotic forms of the associated signless Stirling number of the first
kind, |sr(n, k)|, and the associated generalized factorial coefficients, Cr(n, k;α). The author is
unaware of literature in which these asymptotics are discussed.
Proposition B.2. For non-zero α and integer k with 1 ≤ k < n/r the r-associated generalized
factorial coefficients, Cr(n, k;α), satisfy
(B.3) Cr(n, k;α)
n! ∼
(−1)n
Γ(−kα)k!I
(k−1)
x,x (−α;−α)n−1−kα, n, r → ∞, r ∼ xn.
For integer k = n/r ≥ 2, Cr(n, k;α)/n! = O(n−k(1+α)).
Proof. Since the assertion is trivial for k = 1, assume k ≥ 2. The exponential generating function
(2.7) yields
Cr(n, k;α)
n! =
1
k!
∑
i j≥r; j=1,...,k
i1+···+ik=n
k∏
j=1
 αi j
 = 1k!
(−1)n
Γ(−α)k
∑
i j≥r; j=1,...,k
i1+···+ik=n
k∏
j=1
Γ(i j − α)
Γ(i j + 1)
=
n−k(1+α)
k!
(−1)n
Γ(−α)k
∑
i j≥r; j=1,...,k
i1+···+ik=n
k∏
j=1
( i j
n
)−1−α
(1 + O(n−1)),
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where the last equality follows by Γ(i j − α)/Γ(i j + 1) ∼ i−1−αj for i j ≥ r → ∞.
The assertion for k = n/r ≥ 2 follows immediately. For 1 ≤ k < n/r,
∑
i j≥r; j=1,...,k
i1+···+ik=n
k∏
j=1
( i j
n
)−1−α
→ Γ(−α)
k
Γ(−kα)I
(k−1)
x,x (−α;−α)nk−1, n, r → ∞, r ∼ xn.

For the associated signless Stirling numbers of the first kind similar expression is available.
Proposition B.3. For integer k with 2 ≤ k < n/r the r-associated signless Stirling numbers of the
first kind, |sr(n, k)|, satisfy
|sr(n, k)|
n! ∼
1
k!nI
(k−1)
x,x (0; 0), n, r →∞, r ∼ xn.
For integer k = n/r ≥ 2, |sr(n, k)|/n! = O(n−k).
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α
θ 0.9 0.5 0.1 0 −0.1 −0.5 −1
−0.01 15 1,162 8,699 - - - -
0 12 1,103 8,551 - - - -
0.01 15 1,029 8,416 9,909 - - -
0.1 14 785 7,358 9,042 10,000 - -
0.5 1 161 4,082 5,961 7,661 10,000 -
1 0 43 1,003 3,610 5,391 9,426 10,000
5 0 0 21 82 244 3,372 8,238
Table 1. Simulation results for the number of the event {|A(|Πn |)| > 1} occurred in
the Ewens-Pitman partition based on 10,000 trials with n = 100.
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Figure 1. The contour C used in the proof of Theorem 4.3.
