ABSTRACT. We consider the optimal investment problem when the traded asset may default, causing a jump in its price. For an investor with constant absolute risk aversion, we compute indifference prices for defaultable bonds, as well as a price for dynamic protection against default. For the latter problem, our work complements [30] , where it is implicitly assumed the investor is protected against default. We consider a factor model where the asset's instantaneous return, variance, correlation and default intensity are driven by a time-homogenous diffusion X taking values in an arbitrary region E ⊆ R d . We identify the certainty equivalent with a semi-linear degenerate elliptic partial differential equation with quadratic growth in both function and gradient. Under a minimal integrability assumption on the market price of risk, we show the certainty equivalent is a classical solution. In particular, our results cover when X is a one-dimensional affine diffusion and when returns, variances and default intensities are also affine. Numerical examples highlight the relationship between the factor process and both the indifference price and default insurance. Lastly, we show the insurance protection price is not the default intensity under the dual optimal measure.
INTRODUCTION
The goal of this paper is to solve the optimal investment problem when the underlying asset may default, causing a jump to zero in its price. Our primary applications are the explicit pricing of defaultable bonds and dynamic default insurance protection; taking into account investor preferences, market incompleteness, and crucially, the ability of the investor to trade in the underlying prior to default.
The issue of default, or more generally, contagion risk, is of primary importance for risk managers during times of financial crisis. However, the precise relationship between optimal policies, defaultable bond prices, default insurance, and the factors which drive the larger economy is not well known if the investor may trade in the underlying asset. The current practice of "risk-neutral" pricing for defaultable bonds, while suffering from the well-known risk neutral measure selection issue, also suffers from a more significant problem in that it is implicity assumed there is separation between the defaulting entity and the traded assets. In practice, this is not always the case, and the hedging arguments which form the basis for risk neutral pricing are called into question.
To address the above issues, we consider the utility maximization problem for an investor with constant absolute risk aversion, who may invest in a defaultable asset, and who additionally owns a non-traded claim with payoff contingent upon the survival of the asset. As the default time is not predictable for the investor, the market is incomplete. We assume the "hybrid" model structure of [22, 30] , where asset dynamics and default intensities are driven by an underlying time homogenous diffusion, representing a set of economic trade. In addition to trading in S, the investor owns a non-traded claim φ, which is received contingent upon the survival of the stock. The investor has constant absolute risk aversion and seeks to maximize her terminal wealth over the horizon [t, T ]. Assuming X t = x we write u(t, x; φ) for the value function and G(t, x; φ) the certainty equivalent.
In this setting, the HJB equation for G is the semi-linear, degenerate elliptic PDE given in (1.17) below.
Since we are working on unbounded domains with local ellipticity and unbounded coefficients, the task of solving the PDE is challenging. However, it is possible to obtain a solution under a mild exponential integrability assumption on the market price of risk ℓ := (µ − γ)/σ. In particular, if the market absent default is "strictly incomplete" in that sup x∈E ρ ′ ρ(x) < 1, we require (see Assumption 1.8) only that for some ε > 0, the function x → E e ε T 0 ℓ 2 (Xu)du X 0 = x is locally bounded on E. This assumption is satisfied by virtually all models used in the literature. When ρ ′ ρ is not bounded away from 1, we require locally uniform exponential integrability of ℓ under two additional probability measures: see Assumption 1.8, but, despite the seemingly complicated formulation, it still holds in many models used in industry. Theorem 1.11 shows the certainty equivalent is a classical solution to the HJB equation (1.17) . As an immediate consequence, we are able to identify the (buyer's, per unit) indifference price for owning q units notional of a defaultable bond: see Proposition 3.1. Furthermore, this indifference price is regular both in time and the factor process starting point.
The main application we consider is determining a fair price for dynamic insurance against default.
Here, our work is motivated by [30] , where a similar problem was considered but it was implicitly assumed the investor is protected from losses due to default. In other words, if the investor holds $1 in the stock, then upon default, she does not lose her $1. It is natural to wonder how this is possible, and we take the perspective that she has entered into a contract protecting her from losses, and seek to determine how much this contract should cost. Of course, in reality, it may not be possible to enter into a contract which dynamically protects against default, but such a contract may be thought of a continuous time limit of opening and closing short term static contracts. To compute the contract price we assume the investor has two alternatives: she either does or does not purchase the protection. If she does purchase the protection, she pays a continuous cash flow rate of π t f t for a given dollar amount π t in the stock. Given X t = x, her optimal indirect utility is given by u d (t, x) in the protected case, and u(t, x) in the unprotected case;
where u d was determined in [30] . We thus seek f so that u = u d , and in fact, f is very easy to identify by equating the PDEs for the respectively certainty equivalents. We make this identification in Section 4, and show in Proposition 4.1 that f never exceeds the default intensity under the dual optimal measure for the unprotected problem, but does exceed the default intensity under the physical measure.
The rest of the paper is organized as follows: we present the model in Section 1.1 and main results concerning the certainty equivalent in Section 1.3. Section 2 provides two examples highlighting the minimality of our assumptions. Section 3 gives the indifference price for q units notional of a defaultable bond, and Section 4 computes the dynamics default insurance price. A numerical application in Section 5 when X is a CIR process concludes: here we explicitly compute the time 0 indifference price as a function of both the notional and factor process, as well as the default insurance cost as a function of the factor process. Section 6 contains the lengthy proof of Theorem 1.11 and Appendix A contains a number of supporting lemmas.
Lastly, we remark that the proof of Theorem 1.11 is lengthy since at the present level of generality, we are not able to automatically verify solutions to the PDE in (1.17) are the certainty equivalent G, as it is difficult to estimate the gradient of solutions near the boundary of the state space. As such, we must first localize both the PDE and optimal investment problem. At the local level we are able to show existence and uniqueness of solutions. We then unwind the localization by enforcing the exponential integrability conditions in Assumptions 1.8, 1.9.
1. THE SETUP 1.1. The probability space and factor process. Consider a probability space (Ω, G, P) rich enough to support a d + 1 dimensional Brownian motion, written (W, W 0 ), where W is d-dimensional and W 0 onedimensional; and a random variable U ∼ U (0, 1) independent of (W, W 0 ). We denote by F W (respectively F W,W 0 ) the P augmentation of the filtration generated by W (resp (W, W 0 )). Throughout, β ∈ (0, 1] is a fixed constant.
There is a time homogenous diffusion factor process X driven by W , which takes values in a region E ⊆ R d satisfying: Assumption 1.1. E ⊂ R d is open and connected. Furthermore, there exists a sequence of sub-regions {E n } n∈N such that each E n is open, connected, and bounded with C 2,β boundary ∂E n . Lastly,Ē n ⊂ E n+1 and E = n E n .
To construct X we first assume: Assumption 1.2. b ∈ C 1,β E; R d and A ∈ C 2,β E; S d ++ , where S d ++ is the space of d × d dimensional symmetric positive definite matrices. Furthermore, there is a (necessarily unique: see [31, Chapter 6]) solution {P x } x∈E to the martingale problem on E for the operator (1.1)
Here, D 2 f (x) ∈ S d with (D 2 f ) ij (x) = (∂ 2 /∂x i ∂x j )f (x) = f ij (x), and ∇f (
Remark 1.3. Denote by a := √ A the unique symmetric positive definite square root of A. In light of Assumption 1.2, for each t ≥ 0 and x ∈ E there is a unique strong solution to the SDE (see [28, Chapter
For expectations with respect to P we will write, for example,
is clear. Alternatively, for expectations with respect to {P x } x∈E (which acts on the canonical space C([0, ∞); E)) we will write E x [f (X s )] , E x s 0 f (X u )du . Next, there is an intensity process γ s = γ(X t,x s ), s ≥ t for the asset default time. We assume Assumption 1.4. γ ∈ C 1,β (E; (0, ∞)). As such, for each n, inf x∈En γ(x) > 0.
1.2.
The underlying asset and optimal investment problem. We assume a constant interest rate of 0.
The risky asset S may default, but prior to default has instantaneous return µ, variance σ 2 , and correlation ρ with the Brownian motion W . µ, σ, ρ are functions the factor process X and satisfy Assumption 1.5. µ ∈ C 1,β (E; R), σ ∈ C 2,β (E; (0, ∞)) and ρ ∈ C 2,β E; R d with sup x∈E ρ ′ ρ(x) ≤ 1. In particular, for each n, inf x∈En σ 2 (x) > 0.
We now identify the dynamics of S. Throughout, T > 0 is a fixed time horizon, 0 ≤ t ≤ T is the fixed starting time, and x ∈ E is the fixed factor starting point. To alleviate notation, in this section we write X rather that X t,x as the factor process, and in general, suppress (t, x).
The default time for S is given by
As such, for s > t:
, so that γ(X) is the intensity for δ given F W,W 0 , and δ has conditional density γ(X s )e
. In particular, δ is atom-less. Next, we define the default indicator process
as well as the enlarged filtration G as the P augmentation of the filtration generated by the sigma-algebras
Lastly, we set
and note that M is a G local martingale. With the notation in place, we assume S t = S 0 and
Thus, S evolves as a geometric Brownian motion driven by µ, σ, ρ, W, W 0 until δ at which point it jumps to 0 and stays there. Note that the given regularity assumptions, S is well defined.
To describe the optimal investment problem, we first define the class of equivalent local martingale measures with finite relative entropy. Set
Write Z Q T := dQ/dP| G T as the density of Q with respect to P for Q ∈ M. The relative entropy of Q with respect to P on G T is given by
and we define
For now we assume M = ∅ but later on we will enforce this assumption via a requirement on the model coefficients (c.f. Assumptions 1.8, 1.9 below).
Next, let π be a G predictable process such that the stochastic integral · t (π u /S u− )dS u is well defined. π u represents the dollar amount invested in S at time u. Denote by W π,w the resultant (self-financing) wealth process with initial value w at t. For s ≥ t, W π,w has dynamics
(1.10)
Note that upon default at δ the investor losses her dollar position π δ , and after this point, there is no change in wealth. We then say π is admissible, and write π ∈ A, if W π,w is a Q super-martingale for all Q ∈ M.
In addition to trading in the stock, the investor owns a non-traded claim which is received at the horizon T , contingent upon the survival of the stock. We consider claims of the form 1 δ>T φ(X T ), so that the payoff may depend on the factor process. However, our interest primarily lies when either φ ≡ 0 (no claim)
or φ ≡ 1 (defaultable bond). We make the common assumption that φ is bounded, along with a certain regularity requirement:
The investor's preferences are described by the exponential utility function
where α > 0 is the absolute risk aversion. The investor trades in S in order to maximize her expected utility of terminal wealth, including her position in the contingent claim. Thus, for a given wealth w we define (recall: the investment window starts at t and the factor process starts at x):
It is clear for exponential utility that u(t, x; w, φ) = e −aw u(t, x; φ). As such, until Section 3 we consider w = 0. Lastly, we write G(t, x; φ) as the certainty equivalent, defined by (1.14) G(t, x; φ) := − 1 a log (−u(t, x; φ)) .
Main result.
Before presenting the main result, we must introduce one last piece of notation. For y > 0 define θ(y) as the unique solution to
θ is known as the "Product-Log" (Mathematica) or "Lambert-W" (Matlab) function. Further properties of θ are given in Lemma A.1 below. With this notation, for a smooth function
A heuristic derivation using the dynamic programming principal indicates G from (1.14) should solve the semi-linear, degenerate elliptic partial differential equation (PDE) or Hamilton-Jacoby-Bellman (HJB) equation (here, we suppress the function arguments (t, x) and recall L from (1.1))
The dynamic programming principal also suggests that if G solves the above PDE then for any starting point (t, x) the optimal trading strategy is
Remark 1.7. We do not derive the HJB equation as it is standard. Furthermore, we will use direct methods to a) yield a solution G to (1.17) and b) verify that it is the certainty equivalent, andπ the optimal policy.
As such, we do not require the dynamic programming principal to hold.
We must enforce one more restriction to solve the optimal investment problem. Here, we split into cases depending on the correlation ρ. The first is when the market absent default is "strictly incomplete" in that ρ ′ ρ is bounded below 1, while the second places no restrictions on ρ ′ ρ. We make this split because in the former case, the main result goes through under a very mild, and simple to state, condition upon the market price of risk (µ − γ)/σ. In the latter case, the condition we must assume is more complicated to formulate, but none-the-less holds in many models of interest: see Section 2.
First we consider when ρ ′ ρ is bounded below 1, and recall the notation of Remark 1.3: Assumption 1.8. ρ := sup x∈E ρ ′ ρ(x) < 1 and there exists an ε > 0 so that for each n
Next, we consider when ρ ′ ρ is not bounded below 1:
There are no restrictions on ρ. However, (A) There is a solution to the martingale problem on E for the operator
With P 0 = {P x 0 } x∈E denoting the resultant solution, there is some ε > 0 so that for each n:
(B) For some p > 1 there is a solution the martingale problem on E for the operator
With P p = P x p x∈E denoting the resultant solution, we have for each n that
Remark 1.10. Note that each condition in Assumption 1.8 allows for unbounded (µ−γ)/σ. To gain intuition for why we split into two cases, note that if ρ < 1 then one may obtain a measure Q 0 ∈ M via the density
Since X is independent of W 0 , we see that Q 0 ∈ M when Assumption 1.8 holds: in fact, this assumption is much stronger than what is actually needed, but is used in the delicate unwinding procedure of Proposition 6.10 below. However, when ρ = 1 we are no longer able to "put" the market price of risk to the independent Brownian motion W 0 : here we instead consider the density process
Since X is not independent of W we must enforce the integrability requirements of Assumption 1.9 to obtain our results. But, as is shown in Section 2, Assumption 1.8, while seemingly complicated, is very easy to check, and holds under mild parameter restrictions for many common models.
With all the assumptions in place, we state the main result. For a definition of the parabolic Hölder space H 2+β,(0,T )×E,loc see Section 6.1 below, but for now we remark that H 2+β,(0,T )×E,loc ⊂ C 1,2 ((0, T ) × E).
Theorem 1.11. Let Assumptions 1.1, 1.2, 1.4, 1.5, 1.6 and either 1.8 or 1.9 hold. Then, the certainty equivalent G from (1.14) is in H 2+β,(0,T )×E,loc and solves the PDE in (1.17). Furthermore, for each 0 ≤ t ≤ T, x ∈ E, the optimal trading strategy isπ ∈ A from (1.18) and the processẐ =Ẑ t,x defined by
is the density process of a measureQ ∈ M which solves the dual problem given in (6.31) below.
EXAMPLES
2.1. OU factor process with constant default intensity. Consider when X has dynamics dX t = −bX t dt+ dW t (b ∈ R), taking values in E = R, for which we set E n = (−n, n). The correlation ρ ∈ [−1, 1] is constant. For the asset dynamics we take σ(x) = σ > 0 and µ(x) = σ (µ 1 + µ 2 x) , µ 1 , µ 2 ∈ R. The default intensity is γ(x) = σγ, γ > 0. Clearly, Assumptions 1.1, 1.2, 1.4 and 1.5 hold. The claim is either φ ≡ 0 or φ ≡ 1 so that Assumption 1.6 holds as well. As for the more complicated Assumptions 1.8, 1.9 we note that
Under each of the operators in Assumptions 1.8, 1.9, X is an OU process.
(4) For k > 0 small enough and X 0 = x, E e kT X 2 t ≤ C(T )e C(T )x 2 for t ≤ T , since X t is normally distributed with mean and variance continuous in t.
Therefore, it is easy to see that both Assumptions 1.8, 1.9, hold with no additional parameter restrictions.
2.2. CIR factor process with affine default intensity. Consider when X has dynamics dX t = κ(θ −
Thus, the model falls into the "extended affine" class: see [3, 5, 7] amongst others. As with the OU case, Assumptions 1.1, 1.2, 1.4 and 1.5 clearly hold. As for Assumptions 1.8, 1.9 we have the following:
Proof of Lemma 2.1. We first claim that if X is a general CIR process with dynamics dX
where
and λ =κC +κθD −ξ 2 CD. Indeed, note that C, D > 0 and set f (x) = x −C e Dx ,L as the second order operator associated to X. ThenLf (x) + (A/x + Bx)f = λf and by Itô's formula we see that
, and where the last inequality holds since C, D > 0 imply
and that under each of the operators in Assumption 1.8, 1.9
X is still a CIR process. The parameter restrictions imply X does not explode under each of the operators (for p > 1 small enough), and a straight-forward calculation yields Assumptions 1.8, 1.9.
INDIFFERENCE PRICING
As an immediate application of Theorem 1.11, we can obtain the indifference price for a defaultable bond, taking into account the investor's ability to trade in the defaultable asset. Here, we assume the buyer holds notional q > 0 of the defaultable bond, and seek to identify the (per unit notional) indifference price. † The case ρ = −1 is similar.
Formally, we fix 0 ≤ t ≤ T, x ∈ E and define the (buyer's average) indifference p(t, x; w, q) via the balance equation (3.1) u(t, x; w, 0) = u(t, x; w − qp(t, x; w, q), q).
Above, we have used (1.13) and written 0 for φ ≡ 0 and q for φ ≡ q. Qualitatively, (3.1) states that at the price p(t, x; w, q) the buyer of the claim is indifferent between not owning the claim and paying qp(t, x; w, q) to purchase q units of the claim. For exponential utility it is well known the initial wealth w does not affect the indifference price so we write p(t, x; w, q) = p(t, x; q) where
where G is as in (1.14). Thus, Theorem 1.11 implies 
THE PRICING OF DYNAMIC DEFAULT INSURANCE
We now consider the problem of finding a fair price for dynamic insurance against default, which takes into account market incompleteness as well as investor preferences. The results of this section are meant to complement those in [30] , where a similar optimal investment problem is considered, with the difference being that upon default of S, it is implicitly assumed the investor is protected ‡ . Specifically, if the investor owns a dollar amount π δ at δ, she does not lose this dollar amount. Rather, the default only indicates that further trading is not possible.
Presently, we describe the method for obtaining a fair price of dynamic default insurance. In the model of Section 1.2 with no defaultable bond, we assume the investor has two potential strategies:
(1) The investor chooses a strategy π ∈ A as above, and does not purchase default insurance, so that upon default at δ she will lose her dollar position π δ in the stock. Thus, for a fixed 0 ≤ t ≤ T, x ∈ E her indirect utility is given by u(t, x; 0) from (1.13), with certainty equivalent G(t, x; 0) from (1.14).
(2) The investor again chooses a strategy π d in the stock. However, she enters into a contract which offers dynamic protection against default. Prior to default, this contract costs a continuous payment rate of π d f where f is the (to-be-determined) per-dollar cost of the protection. At default, the investor does not lose her dollar-position π d δ , but is no longer able to trade in the underlying asset. In this scenario, for a given strategy π d , the wealth process evolves according to (see (1.10) for comparison) 
and we denote by
The goal is to find f so that the investor is indifferent between the two alternatives; i.e. u(t, x; 0) = u d (t, x; 0) for all starting points (t, x). In light of Theorem 1.11, we can immediately identify f by equating the PDEs for G, G d . Indeed, following the arguments in [30, Proposition 2.1], under the a-priori assumption
(4.
3)
The corresponding optimal trading strategy for t ≤ s ≤ T is
Now, consider when Theorem 1.11 holds, so that G = G(·; 0) solves (1.17) with φ ≡ 0. Upon comparison with (4.3) we see that G will also solve (4.3) provided
This has two (real) solutions
as part (3) of Lemma A.1 below at x = ((µ/σ 2 ) − (α/σ)∇G ′ aρ) and y = (γ/σ 2 )e αG shows the term within the square root is non-negative. Since the investor is paying for the default insurance, we take the perspective that she seeks the lowest possible cost and hence set the price of default insurance as
For f defined above, we have the following proposition: § A second argument in favor of using f− follows by inspecting the optimalπ d in the protected market from (4.4). Here
Thus, if f+ > 0 is used, the investor is short the stock while also paying for default insurance, a highly questionable situation.
Proposition 4.1. Let Assumptions 1.1, 1.2, 1.5, 1.4 and either of (1.8), 1.9 hold. Let G from (1.14) be the certainty equivalent to (1.13) which solves the PDE in (1.17). Define f as in (4.5) and consider the optimal trading strategy functionπ from (1.18). Then we have the following facts regarding f :
(1) f ≤ γe α(G+π) = γQ, the default intensity function of δ underQ from Theorem 1.11. Here, equality is achieved if and only ifπ = 0.
(2) f has the same sign (including 0) as γe α(2π+G) /(2σ 2 ) + e απ − 1. In particular, f > 0 whenπ > 0.
Proof of Proposition 4.1.
, and writing z = θ(ye x ), we have by definition of θ that ze z = ye x = ye απ+z . Thus, z = ye απ and x = απ + ye απ . Plugging in for
Straightforward analysis shows for l ∈ R, y > 0 that l − l 2 + 2y(le l + 1 − e l ) ≤ 0 and so f /σ 2 ≤ (γ/σ 2 )e α(G+π) and (1) follows since γe α(G+π) is the default intensity of δ underQ as can be seen from Lemma 6.3 and (6.40) below. As for (2), analysis shows there is a unique
Thus, f has the same sign as l − l 0 . Simple calculation shows both l 0 = log(( √ 1 + 2y − 1)/y) and that l − l 0 has the same sign as (y/2)e 2l + e l − 1. Plugging in l = απ and y = (γ/σ 2 )e αG gives (2).
4.0.1. Discussion. To interpret Proposition 4.1, consider whenπ > 0. Here, the investor will lose money upon default, and hence has motivation to pay for default insurance so that f > 0. Interestingly however, there is a thresholdπ 0 < 0, where as long asπ 0 <π < 0 the profit from immediate default does not outweigh the value of default protection if future positions rise: thus the investor is willing to pay for insurance. Below the levelπ 0 the profit from default is so significant that the investor will need to be compensated for giving this up and hence f < 0.
A full calculation of f = f (t, x) requires knowledge of G, ∇G, and can be difficult to calculate, especially when X is multi-dimensional. However, for t ≈ T we can use (4.6) to provide a simple relationship between f andπ. Indeed, since G(T, ·) = 0, if we substitute G(t, ·) ≈ 0 into (4.6) we see for t ≈ T that
Consider the models of Sections 2.1, 2.2, where in the latter model we enforce the affine condition by setting
In each case, γ/σ 2 is constant, and we can view f /σ 2 solely as a function of απ. Figure 1 shows the relationship between f /σ 2 and απ in this setting, along with the theoretical upper bound from
(1) of Proposition 4.1. 
A NUMERICAL APPLICATION
Consider the CIR model of Section 2.2 but restricted to the affine, rather than extended affine, case.
In particular we assume µ 1 = γ 1 = 0. We also assume ρ = ±1 so that Theorem 1.11 holds under the
The goal is to compute the indifference price of (3.2) for q units notional of a defaultable bond, as well as per unit fair price of dynamic default insurance given in (4.5). To obtain these values, we solve the PDE (1.17) for φ ≡ 0 and φ ≡ q using the semi-linear PDE solver "pdepe" from Matlab, which can solve such PDEs in one spatial dimension ¶
. For X and ρ we use the same parameter values as in [11, Section 6] . For the instantaneous return and variance we assume at the long run mean θ of X a variance of σ 2 θ = .09 and mean of σµ 2 θ = .10. For the default intensity we assume at the long run mean of θ we have a probability of default within one year is 3%, which corresponds to e −σγθ = .97.
Lastly, we use a risk aversion of 3. This yields µ 1 = 0; µ 2 = 1.3608; σ = 1.2247; ρ = −0.53; κ = 0.25; θ = 0.06; ξ = 0.1;
The conditions of Lemma 2.1 are satisfied so Theorem 1.11, as well as Propositions 3.1, 4.1 go through.
At time t = 0, Figure 2 shows the dynamic default insurance price f (0, x) and the indifference price p(0, x; q) as a function of the underlying state variable x. For the dynamic insurance price we have also plotted the upper bound γQ from Proposition 4.1 and the default intensity under P, which in this case is also the intensity under the minimal martingale measure: see [8, 29] . Here, we see that the insurance price is increasing with the state variable, as intuition would dictate since the physical measure default intensity is linear in x. ¶ Our code is available upon request by contacting the second author at "scottrob@bu.edu". .1) and the horizon is T = 1 year. In the insurance plot, the solid line corresponds to f from (4.5). The dotted line is the upper bound γQ from Proposition 4.1, and the dashed line is the default intensity γ under P (which is also the intensity under the minimal martingale measure). In the indifference price plot, the prices are given for q = 1 (dash), q = 3 (dot-dash), q = 5 (dot) and q = 10 (solid) notional. The state variable ranges from the 2.5% to 97.5% quantiles of the invariant distribution for X.
For the indifference prices, we have plotted the price as a function of the notional size q and state variable
x for q = 1, 3, 5, 10. As expected the price decreases in q and increases in x (recall: this is the price at which we would buy the defaultable bond).
6. PROOF OF THEOREM 1.11
The proof of Theorem 1.11 is lengthy due to the facts that we are working in general domains, not assuming uniform ellipticity of the factor process, and not restricting the model coefficients to be bounded.
The outline for proving Theorem 1.11 consists of the following steps:
(1) Identify a local version of the PDE in (1.17), where we are able to use the theory of semi-linear elliptic equations with quadratic growth in both the solution and its gradient, to prove existence of solutions with bounded gradient.
(2) Associate to the local PDE a local optimal investment problem, and show that any solution to the local PDE is the certainty equivalent of the local optimal investment problem, and hence solutions are unique.
(3) Show that solutions to the local PDE are locally uniformly bounded, and hence there exists a solution to the full PDE.
(4) Show that this solution to the full PDE is the certainty equivalent to the full optimal investment problem, and identify the optimal trading strategy and equivalent local martingale measure.
Throughout this section, as the function φ is fixed we write G = G(·; φ) for the PDE in (1.17). Also, Assumptions 1.1, 1.2, 1.4, 1.5 and 1.6 are in force. As for Assumptions 1.8, 1.9, they are only required for Propositions 6.10, 6.11 below and their use will be made explicit.
6.1. Mollifiers and function spaces. We first introduce mollifiers in order to define the local PDE. To this end, we claim that without loss of generality we can re-index the sub-domains E n of Assumption 1.1 so that for each n there exists a function χ n ∈ C ∞ (E; R) such that
where η ε is the standard mollifier (see [6, Appendix C]). Then χ n ∈ C ∞ (E; R) with 0 ≤ χ n ≤ 1. Also, we have χ n = 1 on E n−1 ⊇Ẽ n−1 , χ n is supported inẼ n and χ n > 0 onẼ n . So, (6.1) is satisfied onẼ n which also satisfies Assumption 1.1. Thus, we can relabel E n =Ẽ n .
Next, we introduce the function spaces where our PDE solutions will lie. We use the notation of [19, Chapters 1.3,4.1]. Namely, let Q denote a region in R 1+m and write X = (t, x), t ∈ R, x ∈ R m for a typical point in Q. The parabolic distance between X 1 , X 2 is given by ρ(
and for a given function f on Q and β ∈ (0, 1] we define
f β,Q := sup
Next, for a given non-negative integer k, define the | · | k+β norm via
Here a is a multi-index with norm |a|. D a x is the derivative with respect to x determined by a and D j t is the j th derivative with respect to t. The parabolic Hölder space H k+β,Q is the Banach space of all functions f on Q with |f | k+β,Q < ∞. When Q takes the special form Q = (0, T ) × E, the space H k+β,Q,loc is the set of functions f which are in H k+β,(0,T )×K for all bounded regions K with K ⊂ E. We pay special attention to when k = 2 so that
6.2. The local PDE and optimal investment problem. With the mollifiers χ n in place, consider a localized version of (1.17) on (0, T ) × E n :
To conform to the notation in [19] we reverse time, defining v n (t, x) := G n (T − t, x), Ω n := (0, T ) × E n , and Γ n as the parabolic boundary of Ω n . Additionally, we write the PDE for v n as
In the above we have defined (χ n φ)(t,
we have set (recall θ from (1.15)):
With this notation, the following is an almost immediate consequence of [19, Theorem 12.16 ].
Proposition 6.1. There exists a solution v n ∈ H 2+β,Ωn to (6.6) and hence a solution G n ∈ H 2+β,Ωn to (6.5).
Proof of Proposition 6.1. The result will follow from [19, Theorem 12.16 ] once the requisite hypothesis are met. To this end, the fact that ∂E n is C 1,β implies that Γ n ∈ H 1+β . Furthermore, that φ ∈ C 2,β (E; R) and χ n ∈ C ∞ (E; R) implies χ n φ ∈ H 1+β,Ωn . Next, Lemma A.2 below implies [19, Equation (12.26) ] and the local ellipticity of A yields [19, Equation (12.25a 
Regarding [19, Equation (12.27) ], first note [19, Equation (12.26) ], which follows from Lemma A.2, implies an a-priori maximum principal for solutions to the PDE in (6.6). Indeed, using Lemma A.2 in conjunction with [19, Theorem 9 .5] applied to both v n , −v n it follows that any solution v n to (6.6) satisfies the bound sup Ωn |v n | ≤ e (1+C(n))T sup En |φ| + C(n) 1/2 . Thus, any solution v n lies in a compact interval [19, Chapter 4] . However, since in (6.6) it follows that χ n φ (the boundary term) satisfies the compatibility condition of the first order: Remark 6.2. We record that |G n | 2+β,Ωn < ∞ implies sup 0≤t≤T,x∈En |∇G n (t, x)| ≤ C(n) for some constant C(n). This will be used in the proof of Proposition 6.5 below.
We next show G n is the certainty equivalent for a localized version of the optimal investment problem in Section 1.2. Indeed, fix 0 ≤ t ≤ T, x ∈ E and consider n large enough so that x ∈ E n . The factor process X = X t,x is the same as in Remark 1.3. Next, define a localized default time δ n via (6.8)
and the localized default indicator process and its compensator via H n s := 1 δ n ≤s and M n s := H n s − s∧δ n t (χ n γ) (X u )du for s ≥ t. Set G n in a similar manner to (1.4) and note that M n is a G n martingale (c.f. [27, Theorems 1.51, 4.48]. The asset price process S n defined by S n t = S 0 and for s ≥ t:
Having localized the default intensity and asset dynamics, we next localize the optimal investment problem to stop when X exits E n . To this end define (6.10)
Set M n as the class of equivalent local martingale measures on G n T ∧τ n (these are the measures so that S n stopped at τ n is a G n local martingale on [t, T ]) and let M n denote the subset with finite relative entropy with respect to P on G n T ∧τ n . Denote by A n the class of G n predictable trading strategies π n so that π n · 1 ·≤τ n /S n ·− is S n integrable on [t, T ] and such that the resultant wealth process W π n is a Q n supermartingale for all Q n ∈ M n . Here, W π n has dynamics for s ≥ t:
For the starting point (t, x), the localized optimal investment problem is
Before identifying the certainty equivalent −(1/α) log(−u n (t, x)) with G n (t, x) from Proposition 6.1, we present two supplementary results concerning the structure of the local martingale measures in this setting. The first result is given in [1, Proposition 5.3.1]:
Lemma 6.3. For any measure Q n ∼ P on G n T ∧τ n there is the representation dQ dP G n
where A n , B n and C n are G n predictable processes. Additionally,
The second lemma characterizes when a measure Q n ∼ P on G n T ∧τ n is in M n :
Lemma 6.4. Let Q n ∼ P on G n T ∧τ n , and let A n , B n , C n be as in Lemma 6.3. Then Q n ∈ M n if and only if for P × leb [t,T ] almost all (ω, u): (6.13)
Proof of Lemma 6.4. Using the dynamics for S n in (6.9) in conjunction with Lemma 6.3 it follows that under Q n ∈ M n the asset S n has dynamics on [t, T ∧ τ n ]:
(6.14)
Since continuous local martingales with finite variation paths must be constant (c.f. [28, Ch IV, Prop (1.
2)]) the result follows.
A heuristic use of the dynamic programming principle shows that the PDE for the certainty equivalent to u n is the same as in (6.5). The following proposition shows that indeed, G n from Proposition 6.1 is the certainty equivalent.
Proposition 6.5. There is a unique solution G n ∈ H 2+β,Ωn to the PDE in (6.5) which takes the form G n (t, x) = −(1/α) log (−u n (t, x)), for u n defined in (6.12). For the localized optimal investment problem, the optimal trading strategy is given by
The optimal martingale density process is given byẐ n =Ẑ n,(t,x) where
Proof of Proposition 6.5. WriteŴ n = Wπ n and note that below, C(n) is a constant which may change from line to line. Since G n solves (6.5) at T ∧ τ n we havê
soŴ n ,Ẑ n satisfy the first order conditions for optimality. From the well known utility maximization results for exponential utility (see [4, 16, 10, 13] ) the result will follow provided (1)Ŵ n is a Q n super-martingale for all Q n ∈ M n .
(2)Ẑ n T ∧τ n = dQ n /dP G n T ∧τ n for someQ n ∈ M n .
(3)Ŵ n is aQ n martingale.
Parts (1) and (3) follow immediately from Lemmas 6.3, 6.4 and Remark 6.2. Indeed, using (6.14) we
.2) and σ, χ n are bounded on E n it follows that Q n almost
, and henceŴ n is a Q n martingale (c.f. [27, Theorems 1.51,4.48]). This gives
(1) and (3) as well, provided we can show (2). To this end, a lengthy but straight-forward calculation using Itô's formula in Lemma A.7 below showsẐ n has dynamics:
(6.17)
Remark 6.2 and (6.15) show that almost surely |A n s |, |B n s |, |C n s | ≤ C(n). Also, note that A n , B n , C n are F W predictable, and there is some ε n > 0 so that C n s > −(1−ε n ). Therefore, by [26, Theorem 9] it follows thatẐ n is a strictly positive martingale * * . It remains to show thatQ n defined byẐ n T ∧τ n is in M n . First, thatQ n ∈ M n follows immediately from (A.8) in Lemma A.7 below in conjunction with Lemma 6.4. For the relative entropy, note that by definition ofẐ n in (6.16), and (6.5) we obtain
Since 0 ≤ χ n ≤ 1, φ is bounded,Ẑ n is a martingale, and G n is deterministic, the fact thatẐ nŴ n is a martingale implies the desired result. Thus, E Ẑ n T ∧τ n log Ẑ n T ∧τ n < ∞ so thatQ n ∈ M n . 6.3. Unwinding the localization: analytic results. We now provide two analytic results for unwinding the localization. The first uses the maximum principal to obtain a uniform lower bound for solutions G n to (6.5). The second proves existence of solutions to (1.17) provided locally uniform upper bounds for G n .
Proposition 6.6. Let G n denote the unique solution to (6.5) from Propositions 6.1 and 6.5. Recall the definition of φ from Assumption 1.6. Then, for each n, inf 0≤t≤T,x∈En G n (t, x) ≥ φ. * * Note that Proof of Proposition 6.6. First, assume G n has a minimum in [0,
By the ellipticity of A in E n , (6.5) implies at (t 0 , x 0 ):
Above the second inequality uses Lemma A.1 below at y = (γ/σ 2 )e αG n and x = µ/σ 2 . Since x 0 ∈ E n and χ n , γ > 0 in E n we see 0 ≥ 1 − e αG n which implies G n ≥ 0 ≥ φ. But, we already know G n (T, ·) = χ n φ ≥ φ and G n (t, ∂E n ) = 0 ≥ φ. Thus, the result follows.
The next proposition is significantly more involved. Though it can be deduced from [18, Theorem V.
for transparency we offer a detailed proof using the results in [19, 9] .
Proposition 6.7. Let G n be the unique solution to (6.5) from Propositions 6.1 and 6.5. Assume for each k ∈ N that
Then there exists a solution G to (1.17). In particular, there is a subsequence (still labeled n) such that G n converges to G in H 2+β,(0,T )×E,loc .
Proof of Proposition 6.7. In what follows, C(k) is a constant which depends on all model quantities in [0, T ] × E k , but may change from line to line. Note that Proposition 6.6 and (6.18) imply
Step 
To show this, we recall that G n (t, x) = v n (T − t, x) where v n solves the PDE in (6.6) withǎ n therein defined in (6.7). Next, we define the Bernstein function (c.f. [19, Equation (8. 3)]):
Note that by assumption we have that E(x, p) ≥ λ k p ′ p > 0 for x ∈ E k and some λ k > 0. Next, we define the differential operators from [19, Chapter 11] which act on functions f (x, z, p) via 
From Lemma A.5 below we see the quantity D ∞ k of (A.7) is finite and hence [19, Equation (11.17b)] holds for all Q = (0, T ) × B(x 0 , R) with x 0 ∈ E k and R > 0 sufficiently small. In fact, let x 0 ∈ E k−1 and set R = dist(E k−1 , ∂E k ). For such x 0 , R we have [19, Equation (11.17b)] and as such, for n ≥ k + 1 we deduce from [19, Theorem 11.3(b) ] that
Here, c 3 depends on A k ∞ , B k ∞ , C k ∞ and on sup BQ |∇v n |. However, as defined in [19, Chapter 2.1], BQ = {0} × B(x 0 , R) so that sup BQ |∇v n | ≤ sup E k |∇φ|, since for n ≥ k + 1 we have v n = φ on {0} × E k . Lastly, the quantity osc Ω k v n is defined in [19, Section 4.1] but is bounded above in our case by
where the last equality comes from (6.18) and Proposition 6.6. Putting all this together and using the uniform continuity of ∇G n on Ω k we obtain sup n≥k+1 sup 0≤t≤T,x∈E k−1 |∇G n (t, x)| ≤ C(k). If we re-index this by moving k to k − 1 we obtain (6.20).
Step 2: Use (6.20) and [9, Theorem 4, Ch 7, Section 2] to show where [·] β,Ω k is defined in (6.2). Indeed, fix k ≥ 2 and n ≥ k + 2. Now, instead of applying [9, Theorem 4, Ch 7, Section 2] directly to v n (t, x) = G n (T − t, x) we will apply it to a truncated version of v n given by
Note thatv n ∈ H 2+β,Ω k and thatv n = 0 on Γ k . Using the PDE for v n in (6.6) it follows thatv n solves the
Note that f vanishes at {0} × ∂E k , and moreover, since
by Proposition 6.6 and (6.18).
we know that
Thus, by [9, Theorem 4, Ch 7, Section 2] we obtain
This held for n ≥ k + 2. Replacing k − 1 with k we see that for n ≥ k + 3 we have
which is what we wanted to show.
Step 3. : Use (6.25) and [19, Theorem (5.14) ] to show
Let n ≥ k + 3. We retain the notationv n from the previous step. Sincev n satisfies the linear parabolic PDE in (6.27) in Ω k with boundary conditionv n = 0 on Γ k , it follows by the well-known existence results on linear parabolic PDE (see, for example, [19, Theorem 5.14] ) that
By (6.29) we already know that |f | 0,Ω k ≤ C(k). However, from (6.28), (6.25) and the regularity of the model coefficients and χ k it is easily seen that
Thus, replacing k − 1 with k it follows from n ≥ k + 4 that |G n | 2+β,Ω k ≤ C(k), which is precisely (6.30).
Step 4: Use (6.30) to obtain the solution G to (1.17) . This proof is standard and follows a diagonal subsequence argument. Indeed, fix an integer k 0 . By (6.30) applied to k = k 0 we may extract a sub-sequence an additional statement concerning the dual problem to (1.13). The dual problem is (recall we are starting at t ≤ T and the factor process satisfies X t = x):
Lemma 6.8. Assume that M = ∅ and hence there is a unique optimizerQ ∈ M to the right hand side of (6.31) (c.f., [25, Theorem 1.1]. Then ZQ must be of the form for t ≤ s ≤ T :
where A, B, C are F W,W 0 predictable processes such that
Proof of Lemma 6.8. The same arguments as in Lemmas 6.3, 6.4 show that if Q ∈ M then for t ≤ s ≤ T :
whereÃ,B,C are G predictable and where for P × leb [t,T ] almost every (ω, s)
We first claim that for Q ∈ M, Q cannot be optimal for the dual problem unlessÃ,B,C are all stopped at T ∧ δ. Indeed, Q ∈ M implies that Z Q as above is a martingale and
is a sub-martingale. As such, since 1 δ>T φ(X T ) = 1 δ>T φ(X T ∧δ ) is in G T ∧δ we have by the sub-martingale property and optional sampling theorem that
Thus, any optimizer must lie in the class where
Hence, by uniqueness of the optimizer it must hold that the associatedÃ,B,C are of the form
Now, so far,Ã,B,C need only be G predictable. But, as shown in [1, Chapter 5] , due to the specific structure of G we have thatÃ,B,C coincide with F W,W 0 predictable process A, B, C on the interval
Define the F W,W 0 predictable process
For any ε > 0 we have
Now with Y as above assume there is an open interval (a, b) ⊂ [t, T ], a set A ∈ F W,W 0 , and a constant
where the last inequality follows since P [A] > 0 and γ is continuous. This contradicts (6.35) . A similar argument for Y ≤ −ε shows that P × leb [t,T ] almost surely that Y = 0, finishing the result.
We next present a probabilistic counterpart to Proposition 6.7, which yields a candidate dual optimizer as well as an upper bound for the certainty equivalent. Proposition 6.9. Let G n be the unique solution to (6.5) from Propositions 6.1 and 6.5. As in Proposition 6.7, assume for each k ∈ N that
Let G denote the solution to (1.17) from Proposition 6.7 and recall the subsequence (still labeled n) such that G n converges to G in H 2+β,(0,T )×E,loc . Fix t ∈ [0, T ], x ∈ E, and for this G, defineπ as in (1.18) and Z as in (1.19). Then
(1)Ẑ is the density process of a measureQ ∈ M.
(2) Wπ is aQ sub-martingale.
(3) For u(t, x; φ) as in ( 1.13) (6.37)
Proof of Proposition 6.9. Take k, n ≥ k + 1 large enough so that x ∈ E k . From Proposition 6.5, G n is the certainty equivalent to (6.12). Additionally, the processẐ n from Proposition 6.5 defines a measurê Q n ∈ M n which solves the dual problem (similar to (6.31)). Thus,
where the last equality follows from (6.36). This shows that Ẑ n T ∧τ n n≥k+1
is uniformly integrable. Next, with X = X t,x we know almost surely thatπ n (s, X s ) →π(s, X s ), t ≤ s ≤ T .π determines the wealth processŴ with dynamics
Recall the optimal wealth processŴ n from Proposition 6.5 with dynamics
Note that
The last inequality follows from Lemma A.4 below which shows δ n ≥ δ. Thus, by Lemma A.4 and Assumption 1.2 we have almost surely that lim n↑∞ T t |1 u≤δ − 1 u≤τ n ∧δ n χ n (X u )| du = 0. From here, the facts that X is continuous, the model coefficients are continuous functions, and G n → G in H 2+β,(0,T )×E,loc imply that almost surely
This shows that the integrals with respect to du, dW u , and dW 0 u inŴ n converge in probability to the respective integrals inŴ uniformly on [t, T ] (see [17, Proposition 3.2.26] ). Lastly, seť
Lemma A.4 implies 1 δ n ≤s∧τ n → 1 δ<s almost surely, and clearlyπ n (δ n , X δ n ) →π(δ, X δ ) almost surely as well. Thus, we have almost surely lim n↑∞ |M n s − M s | = 1 δ=sπ (s, X s ). But, as shown in the proof of Lemma 6.8, P [δ = s] = 0 so thatM n s →M s almost surely for each s ∈ [t, T ]. Putting the above facts together givesŴ n T →Ŵ T in Probability. Next, as in (1.19) define
In light of the proceeding we have by construction ofŴ n :
where the limit is in Probability. Again, since P [T = δ] = 0, we seeẐ n T ∧τ n →Ẑ T in Probability. We have already shown that E Ẑ n T ∧τ n = 1 and Ẑ n T ∧τ n n is uniformly integrable. This shows that E Ẑ T = 1.
Furthermore, a lengthly calculation using Itô's formula, exactly mirroring that in Lemma A.7 below ‡ ‡ , showsẐ has dynamics
Also, as can be deduced from the calculations leading to (A.8) in Lemma A.7, the facts that G solves the PDE in (1.17) andπ is as in (1.18) prove that P × leb [t,T ] almost surely
. ‡ ‡ Indeed, the result may be recovered formally by setting χn ≡ 1, τ n ≡ ∞, δ n ≡ δ therein.
The last inequality follows from (6.38). This shows thatQ ∈ M and gives statement (1). Continuing, from (6.39) it follows that
where the inequality follows via Proposition 6.6 and G n → G. SinceQ ∈ M we see that −αŴ sẐs + αẐ s G(t, x) is a local martingale bounded from below, hence super-martingale. Thus, sinceẐ is a martingale we see thatŴẐ is a sub-martingale. This gives statement (2). The sub-martginality implies E Ŵ TẐT ≥ 0. Therefore, using the well-known duality results we obtain from (1.13), (6.41) that
(6.42) Thus, (6.37) holds, finishing the result.
With the above results we are ready to finish the proof of Theorem 1.11. Here we split the results according to whether Assumption 1.8 or Assumption 1.9 hold. To make the notation shorter, set (6.43) and note that Assumptions 1.8, 1.9 essentially concern the exponential integrability of Proof of Proposition 6.10. Recall that we have fixed a starting point (t, x) for the optimal investment problems of Sections 1.2 and 6.2. Furthermore, according to Proposition 6.5 for each n ∈ N there is a unique function G n ∈ H 2+β,Ωn solving (6.5), which is the certainty equivalent to (6.12). Thus, by the standard duality results
Now, define
If Z n is the density process of a measure Q n then, in the notation of Lemma 6.4, we have A n u ≡ 0, B n u = −ℓ n (X u ) and C n u ≡ 0 for u ≤ T . Since B n is F W predictable, it is also G n predictable, and a direct calculation shows that (6.13) is satisfied. Also
where the last equality follows by conditioning on F W T and noting that 1 ·≤τ n B n · is F W predictable and W 0 is independent of W . Thus, Z n is a G n martingale, and we see from Lemmas 6.3 and 6.4 that Q n ∈ M n .
In fact, using the independence of 1 ·≤T ∧τ n B n · and W 0 we obtain:
Above, the inequality used that 0 ≤ χ n ≤ 1 and sup E ρ ′ ρ = ρ < 1. Now, recall that X = X t,x . Using the Markov property and the solution P x to the martingale problem for L on E from Assumption 1.2 we have
where the last inequality used x ≤ (1/ε)e εx for x ≥ 0. Thus, from (6.44) and Assumption 1.8 we conclude that for each k ∈ N, 0 ≤ t ≤ T , x ∈ E k and n ≥ k + 1 we have
As such, the conclusions of Propositions 6.7, 6.9 hold. As in the latter proposition we denote byπ the optimal strategy from (1.18),Ŵ = Wπ the wealth process andẐ the density process from (1.19). We now turn to proof the opposite inequality in (6.37). To this end, we use Lemma 6.8. Namely, let Q ∈ M be of the form in Lemma 6.8 (from which any optimizer must lie) where A, B, C are F W,W 0 predictable process satisfying (6.33). Denote by Z = Z Q the resultant density process. Create the G n predictable processes
A straight-forward calculation shows the market price of risk equation in (6.13) is satisfied. Then, create the G n local martingale Z n by
We now show that Z n is a martingale. First, Lemma A.8 below proves the technical facts which essentially hold because χ n = 1 on E n−1 :
Next, to simplify notation, define
and note that a n → δ ∧ T , b n → δ ∧ T . Also note that we have defined a n in terms of δ but the second equality above comes from Lemma A.8. With this notation, (6.46) and (6.45), we have using iterative conditioning on G n an , and the independence of W 0 and (W, τ n , δ n ):
The last equality follows since by hypothesis Z is a martingale (as a density process for Q ∈ M) and the optional sampling theorem. Thus, Z n is the density of a martingale measure Q n ∈ M n . As for the relative entropy:
For the second term, we use inequality xy ≤ (1/K)e Kx +
(1/K)y log(y) for x ∈ R, y > 0, K > 0. This gives
(6.49) From (6.43) and Assumption 1.8, we obtain for
So, using Assumption 1.8 we see that for t ≤ T, x ∈ E k (6.50)
This shows that Z n ∈ M n and hence from Proposition 6.5 and (6.44)
Continuing, from (6.46) we see Z n T ∧τ n = Z an Z n bn /Z n an . Since |b n − a n | → 0, τ n ↑ ∞ it is clear that Z n T ∧τ n → Z δ∧T almost surely. Furthermore, (6.50) implies {Z n T ∧τ n } is uniformly integrable. Thus, by the dominated convergence theorem:
where the last equality holds since P [δ = T ] = 0. As for E [Z n T ∧τ n log (Z n T ∧τ n )], come back to (6.48):
Fatou's lemma and the sub-martingale property of Z log(Z) imply lim n↑∞ E [Z an log (Z an )] = E [Z δ∧T log (Z δ∧T )].
As for the second term, since |b n − a n | → 0 we have almost surely that Z an bn an ℓ 2 n (X u )du → 0. Furthermore, as shown in (6.49) for K = 2(1 − ρ)ε, this term is bounded from above by
But, this term is uniformly integrable since it converges in probability and in L 1 as argued above. Thus {Z n T ∧τ n log(Z n T ∧τ n )} is uniformly integrable and hence we see from (6.51) that
Now, this result holds for all Q ∈ M for the form in Lemma 6.8, but as argued there-in, the dual problem is obtained by minimizing over this class. Thus,
This, combined with (6.37) in Proposition 6.9 proves G is the certainty equivalent for the optimal investment problem. Now, at this point we have proved from the above and Proposition 6.9
(1) That G is the certainty equivalent.
(2) The existence of a measureQ ∈ M with density processẐ which is optimal for the dual problem.
Note: this follows from part (1) of Proposition 6.9 and (6.52), the latter of which shows the inequalities in (6.42) are equalities.
(3) The existence of a trading strategyπ so that for the resultant wealth processŴ, e −α(Ŵ T +1 δ>T φ(X T )) = e −αG(t,x)Ẑ T , so thatŴ achieves the optimal utility. Furthermore, since the inequalities in (6.42) are all equalities, EQ Ŵ T = 0.
The last thing to show is thatπ ∈ A, which will follow ifŴ is a Q super-martingale for all Q ∈ M.
This is hard to show directly, so at this point we appeal to the well-known duality results for exponential utility with locally bounded semi-martingales. Namely, as M = ∅ there exists an optimalπ to the primal problem (c.f. [25] ), and sinceQ solves the dual problem, we already know from the necessary and sufficient conditions for optimality that with probability one:
This shows thatŴ T = Wπ T almost surely. Next, from part (2) of Proposition 6.9 we knowŴ is aQ sub-martingale. But, EQ Ŵ = 0 along with the sub-martingale property imply thatŴ is aQ martingale.
The abstract theory tells us that Wπ is also martingale underQ. This gives, for t ≤ s ≤ T thatŴ s = Wπ s almost surely, and hence by right continuity they are indistinguishable on [t, T ]. Lastly, the abstract theory implies Wπ is a Q sub-martingale for all Q ∈ M and so the same is true forŴ. Thus,π ∈ A and the proof is complete.
Lastly, we turn to the case of Assumption 1.9.
Proposition 6.11. Let Assumption 1.9 hold. Then, the conclusions of Theorem 1.11 follow.
Proof of Proposition 6.11. The proof is similar to that of Proposition 6.10 and hence we just show the differences, appealing to former proof to fill in the steps. As such, there are two things to show/do:
(1) For 0 ≤ t ≤ T, x ∈ E, and n large enough, create a measure Q n = Q (t,x),n ∈ M n with relative entropy on G n T ∧τ n which is bounded locally in x, uniformly in n. This will enable us to invoke Propositions 6.7, 6.9.
(2) For 0 ≤ t ≤ T, x ∈ E and Q = Q t,x ∈ M, appropriately adjust Q in the random interval (T ∧ τ n−1 , T ∧ τ n ] to create a measure Q n ∈ M n and then show the relative entropy associated to this adjustment vanishes as n ↑ ∞. This will establish the upper bound (6.52) for G, from which the remaining theorem statements follow exactly as in the last paragraphs of the proof of Proposition 6.10.
We first consider (1). By part (A) of Assumption 1.9, for 0 ≤ t ≤ T, x ∈ E, there is a unique solution to the SDE dX
t,x t = x, and hence the process
is an F W,W 0 martingale which defines a measure P 0 on F W,W 0 T
. Note also that we have since ℓρ(x)1 x∈En is bounded that
The last inequality follows by the Markov property of X under {P x 0 } x∈E , and the estimate (1/2)x ≤ (2/ε)e εx , x > 0 for ε > 0. Next, let n be large enough so x ∈ E n , recall the definition of a n , b n in (6.47), and define the G n predictable processes for t ≤ u ≤ T via A n u = −1 u≤bn ℓρ(X u ) and B n u ≡ 0, C n u ≡ 0. It is clear that the market price of risk equations (6.13) are satisfied and that the resultant density process Z n 0
, by construction of G n we know Z n 0 is a G n martingale, and hence defines a measure Q n ∈ M n by dQ n /dP G n
Above, the second equality follows from the conditional density of δ n . The first inequality holds since
u∧T ∧τ n and since (6.53) implies Z 0 log(Z 0 ) is a F W,W 0 sub-martingale. The last inequality also follows from (6.53). Thus, Q n ∈ M n , and by (6.44) and part (A) of Assumption 1.9 we conclude that
As such, part (1) above holds and we may apply Propositions 6.7, 6.9. As before, we denote byπ the optimal strategy from (1.18),Ŵ = Wπ the wealth process andẐ the density process from (1.19). We now turn to (2) above which will yield (6.52). To this end, let Q ∈ M be of the form in Lemma 6.8 where A, B, C are F W,W 0 predictable process satisfying (6.33). Denote by Z = Z Q the resultant density process.
Create the G n predictable processes A n , B n , C n on [t, T ∧ τ n ] via A n u = A u 1 u≤an − ℓρ(X u )1 an<u≤bn , B n u = B u 1 u≤an and C n u = C u 1 u≤an . Again, the market price of risk equation (6.13) is satisfied. Then, create the process Z n by
To show Z n is a martingale, we use Lemma A.8, iterative conditioning on G n an , that ℓρ(x)1 x∈En is bounded, and that Z is a G martingale (since Q ∈ M) to deduce
Thus, Z n is the density of a martingale measure Q n ∈ M n . Next, we note that Z 0 is in fact a G n martingale as well, since W is a G n martingale, ℓρ is G n predictable and E [Z 0,s ] = 1 for t ≤ s. Thus, we can extend P 0 to G T ∧τ n via Z 0,T ∧τ n . As for the relative entropy, again, using that ℓρ(x)1 x∈En is bounded and the conditional Bayes' formula:
As before, the first term is bounded above by E [Z δ∧T log (Z δ∧T )]. As for the second term, we again use xy ≤ (1/K)e Kx + (1/K)y log(y) for x ∈ R, y > 0, K > 0 which gives
The first term is again bounded by (1/K)E [Z δ∧T log (Z δ∧T )]. For the second term:
3). Continuing, we have for the p > 1 of (B) in Assumption 1.9:
For the right-most term above, we use part (A) of Assumption 1.9 and take K = 2ε(p − 1)/p. Then for k large enough so x ∈ E k and n ≥ k + 1 we have
As for the other term, we have by part (B) of Assumption 1.9 and the convexity of y p , p > 1 that for x ∈ E and k large enough so that x ∈ E k and n ≥ k + 1:
where the last inequality follows from (B) of Assumption 1.9. Putting all this together, we obtain that for
x ∈ E k , n ≥ k + 1:
Thus, Q n ∈ M n and by Proposition 6.5 and (6.44)
Continuing, again from (6.46) we can write Z n T ∧τ n = Z an Z 0,bn /Z 0,an and hence we know Z n T ∧τ n → Z δ∧T almost surely. Furthermore, (6.55) implies {Z n T ∧τ n } is uniformly integrable. Thus,
As for E [Z n T ∧τ n log (Z n T ∧τ n )], come back to (6.54):
As before, it suffices to show that the second term above vanishes as n ↑ ∞. But, for K > 0
The first term is uniformly integrable. As for the second term we have for somep > 1 and the p > 1 of Assumption 1.9 that
The first term on the right was already shown to be finite. For the second term, we take K > 0 small enough so that for anyp > 1 we haveppK/(2(p − 1)) < ε. This shows that
an is bounded in Lp(P) for allp > 1 and hence uniformly integrable. Thus,
is P uniformly integrable, and since it converges to 0 almost surely, it vanishes in expectation. We thus have
. This gives
Thus, we have shown part (2) . From this point on, the proof is same as in Proposition 6.10, starting with the sentence right above (6.52).
APPENDIX A. SUPPORTING LEMMAS
Lemma A.1. Let θ be defined as in (1.15). Then
(1) For y > 0, yθ(y)(1 + θ(y)) = θ(y).
(2) lim y↑∞ θ(y)
log(y) = 1. (3) For x ∈ R and y > 0
For each of the above inequalities, there is equality if and only if x = y > 0.
Proof of Lemma A.1. θ is clearly smooth, and (1) follows by direct calculation since y = θ(y)e θ(y) . As for (2), it is clear that θ(y) → ∞ as y ↑ ∞. l'Hospital's rule then implies
where second to last equality follows from (1). Lastly, for (3), set h(x, y) as the left hand side of the first equation in (A.1). Then
The last two equalities follow from (1). Thus, for a fixed y, h(x, y) has a unique minimum when x = θ(ye x ) but this can only happen when x = y since by construction y = θ(ye y ). In this case we have 2y + y 2 − θ(ye y ) 2 − 2θ(ye y ) = 0 which gives the result. As for the second inequality, it is equivalent to showing that 2y − θ(ye x ) 2 − 2θ(ye x )(1 − x) ≥ 0. Calculation using (1) shows the partial derivative with respect to x of this function is 2θ(ye x )(x − θ(ye x ))/(1 + θ). However, θ(ye x ) > 0 and x − θ(ye x ) is strictly increasing in x with a 0 only at x = y. Thus, the left-hand side of the second equation in (A.1) is uniquely minimized at x = y > 0 for a value of 0.
Lemma A.2. Forǎ n defined in (6.7), there is a constant C(n) so that zǎ n (x, z, 0) ≤ C(n)(1 + |z| 2 ) for x ∈ E n .
Proof of Lemma A.2. To alleviate notation, we suppress the x function argument, but leave in the z function argument. Also, C(n) is a constant which may change from line to line. At p = 0 we have When z < 0 it follows from Lemma A.1 thať a n (x, z, 0) ≥ σ 2 χ n 2α 2γ σ 2 (1 − e αz ) ≥ 0, and hence zǎ n (x, z, 0) ≤ 0. For z > 0 it follows by the strict positivity of θ thať a n (x, z, 0) ≤ σ 2 χ n 2α 2γ σ 2 + µ 2 σ 4 ≤ C(n), since χ n is supported on E n and γ, µ, σ 2 are all bounded on E n . Thus, we have that zǎ n (x, z, 0) ≤ C(n)|z| ≤ C(n)(1 + z 2 ). |ǎ n (x, z, p)| |p| 2 < ∞.
Proof of Lemma A.3. We again suppress the x function argument, but leave in the z, p arguments. Since b, A, σ, χ n , γ and µ are all bounded on E n we need only consider the term 0 (χ n γ)(X u )du, so that δ m ≤ δ n and hence δ = lim n↑∞ δ n exists almost surely. Also, since χ n ≤ 1 we have − log(U ) = δ 0 γ(X u )du ≥ δ 0 (χ n γ)(X u )du, which gives δ ≤ δ n and hence δ ≤ δ. But − log(U ) = lim Lemma A.7. Let G n be from Proposition 6.1 and recall the functionπ n from (6.15) and wealth procesŝ W n from (6.11). Then, forẐ n as in (6.16) it follows that Furthermore, on [t, T ] × E n it follows that
Proof of Lemma A.7. WriteẐ n s = e −αY n s where Y n s =Ŵ n s − G n (t, x) + 1 s∧τ n <δ n G(s ∧ τ n , X s∧τ n ). Itô's formula implieŝ where (Y n ) c is the continuous part of Y n . From (6.9) and the integration by parts formula: dY n s = 1 s≤τ n 1 s≤δ nπ n (s, X s ) (χ n µ) (X s )ds + (χ n σρ) (X s ) ′ dW s + √ χ n σ 1 − χ n ρ ′ ρ (X s )dW 0 s − 1 s≤τ nπ n (s, X s )dH n s + 1 s∧τ n ≤δ n 1 s≤τ n (G n t + LG n ) (s, X s )ds + 1 s∧τ n ≤δ n 1 s≤τ n (∇G n ) ′ a (X s )dW s − 1 s≤τ n G n (s, X s )dH n s .
Collecting terms, this implies
d(Y n ) c s = 1 s≤τ n ∧δ n (π n χ n µ + G n t + LG n ) (s, X s )ds + 1 s≤τ n ∧δ n π n χ n σρ ′ + (∇G n ) ′ a (s, X s )dW s + 1 s≤τ n ∧δ n π n √ χ n σ 1 − χ n ρ ′ ρ (s, X s )dW c s = 1 s≤τ n ∧σ n (π n ) 2 χ n σ 2 + 2π n χ n σ(∇G n ) ′ aρ + (∇G n ) ′ A∇G n (s, X s )ds.
Note thatẐ n will only jump at u ≤ s if u = δ n ≤ τ n . In this case ∆Y n u = −π n (u, X u ) − G n (u, X u ) so thatẐ n u /Ẑ n u− = e α(π n (u,Xu)+G n (u,Xu)) . It thus follows that − α1 u≤τ n ∧δ n π n χ n σρ ′ + (∇G n ) ′ a (u, X u )dW u +π n √ χ n σ 1 − χ n ρ ′ ρ(u, X u )dW 0 u + 1 u≤τ n e α(π n +G n )(u,Xu) − 1 dM n u .
(A. 13) where, at (u, X u )
Now, for any (u, y) ∈ (t, T ) × E n we have (suppressing function arguments), using that G n solves (6.5):
Plugging this into the above gives
Note that χ n factors out of the right hand side above. Grouping byπ n , the remaining terms arê χn(Xu)γ(Xu)du 1 δ n >δ n ∧T ∧τ n−1 + (1 + C n δ n )1 δ n ≤δ n ∧T ∧τ n−1 . Now, the above argument showed that δ n ≤ T ∧ τ n−1 implies δ = δ n ≤ T ∧ τ n−1 and it is not possible for δ n > T ∧ τ n−1 and δ ≤ T ∧ τ n−1 so that in fact δ n > T ∧ τ n−1 implies δ > T ∧ τ n−1 . Thus, if Therefore, (A.14) holds finishing the proof.
