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The elephant random walk (ERW) is a microscopic, one-dimensional, discrete-time, non-
Markovian random walk, which can lead to anomalous diffusion due to memory effects. In this
study, I propose a multi-dimensional generalization that couples the memory through all directions,
i.e., the probability of taking a step in a certain direction may also depend on the previous steps
from other directions. The original model can be expanded in a straight manner by introducing
coupling coefficients. I motivate the model by first introducing a two-elephant model, and eluci-
dating it with a specific coupling. With the explicit calculation of the first moments, I show the
appeareance of two newsworthy relative movement behaviours. Then, I change the interpretation
to a bidimensional elephant random walk model, ending with the N−dimensional generalization. In
the particular 2D−case, I also show that this coupling still allows superdiffusive behaviour. Finally,
a first-order Fokker-Planck approximation to the continuous limit of this multi-dimensional process
is proposed.
PACS numbers: 05.40.Fb, 02.50.Ey, 05.10.Gg
I. INTRODUCTION
The term Random Walk (RW) was coined by the
statistician Karl Pearson in a brief letter to Nature in
1905 [1] and is now an important and widely used tool in
the modelling of a myriad of stochastic processes found
in biological systems, finance and physical processes [2–
5]. The simplest kind of RW considers no dependence of
the future steps on the previous ones of the walk. This
absence of such memory is the Markovian property, i.e.,
a process is called a Markovian one if the probability of
the next state depends only on the present state. How-
ever, in some cases of interest, as the growth of a polymer
diluted in appropriate solvents [6], neglecting the past is
a remarkable mistake, since a growing molecule cannot
polymerize over itself. Self-avoiding walks appeared in
this context as a non-Markovian process that prohibit
visiting a site more than once [6]. In the last decade
a new class of non-Markovian random walks was intro-
duced and well studied. In this new kind of RW, the
walker has a memory mechanism so the probability of
taking a step forward or backward depends somehow on
the previous steps, what differs from the self-avoiding
walk because such memory mechanism does not forbid
a site to be revisited but influences the decision of what
direction to move to.
The first microscopic RW of this new class, which is
referred to as Elephant Random Walks, ERW, was pro-
posed and analytically solved by Schu¨tz and Trimper
in 2004 [7], in which an one-dimensional elephant takes
steps to the right or to the left and the probability of each
step depends on the whole history of the elephant.The
memory effect is due to a simple parameter p ∈ [0, 1]
that can lead to different diffusion behaviours. In this
∗ vimarqmon@gmail.com
one-dimensional model, p is the probability of mimick-
ing an aleatory previous step. If p < 1/2, the walker’s
mean displacement tends to zero as the number of steps
increases, while it tends to infinity if p > 1/2. The latter
is said to be a traditionalist elephant and the former a
reformer one. For p = 1/2, the walk is Markovian and
it equates a simple random walk. If p < 3/4 the walk is
normal-diffusive and if p > 3/4 the walk is superdiffusive.
Many variations of the ERW have been proposed [8–
13], and a lot of mathematical results [14–17] and phys-
ical properties [18–21] were found in this kind of non-
Markovian random walk. In this work, I present a multi-
dimensional extension of the ERW in which the prob-
ability of taking a step in any direction might depend
on the previous steps taken in any direction. By the
introduction of coupling coefficients, the model makes
the walker look back to all directions in order to decide
which side to follow in each dimension at the next step,
taking one length unit step per direction, per time unit
step. Although the model will not be stated this way,
it can be understood as a stochastic rule to walk a sin-
gle step of size d1/2 in a suitably chosen d−dimensional
hyper-cubic lattice. Also, the walker in this model can be
seen as similar to the original elephant, but remembering
not only its own steps but the steps of another elephant
too, and the next step will take into account all walking
histories. Under this perspective, two different regimes
from two memory-coupled individuals emerge: a chasing
behaviour and a distancing one. In addition, the lowest-
order Fokker-Planck equation to this process found with
the usual continuous limit approach is computed, in or-
der to present a continuous analogue which exhibits the
same diffusion behavior found in the discrete model, be-
sides the two regimes listed above.
In section II, I introduce a two-elephant model, moti-
vated by the question What would happen if an elephant
could also remember the past of another elephant?. Here,
the coupling coefficients appear as a probability distri-
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2bution of an elephant choosing to mimic his own past or
the past of the other elephant. This is the essence of this
extension. I explicitly show a recursion formula for the
first moment and how to calculate recursion formulas for
the higher-order moments. In section III, the model is
elucidated with a specific coupling, called the Cow-and-
Ox Model, a coupling that allows only one walker (the
Ox) to remember the past of the other (the Cow). This
situation is introduced in [22] in order to derive a model
to quantify autism, but not with the same formalism or
analytical results. The first moment evaluation comes
up with two noteworthy behaviours: one in which one
walker chases the other, and another in which the walk-
ers separate from each other, (both regimes on average).
I also show that superdiffusion can still occur for spe-
cific parameters regime. A continuous limit approach is
presented in section IV, where the two elephants now rep-
resents two different directions of a single elephant. Con-
sidering a walk on a square lattice, the jump equation
is calculated by introducing the complex characteristic
functions of two directions, and then it is approximated
to a two-dimensional Fokker-Planck equation, which is an
approximation to a long time limit. I finish by extend-
ing the two-elephant model to an N−dimensional one,
giving appropriate rules to the multi-dimensional steps.
Evidently, the N−dimensional model can also be inter-
preted as a model of N interacting elephants.
II. THE TWO-ELEPHANT MODEL
In the original ERW model, the position of the walker
at time t+ 1, Xt+1, is given by
Xt+1 = Xt + σt+1 (1)
where σt+1 = ±1 with probabilities given as follows
1. at time t+1, a time t′ is chosen randomly from the
set {1, . . . , t} with uniform probability 1/t;
2. p is the probability of following the step taken at
t′, i.e., with probability p, σt+1 = σt′ , and with
probability 1 − p, σt+1 = −σt′ . This probability
can be writen as
P [σt+1 = ±σt′ ] = 1
2
[1 + (2p− 1)σt+1σt′ ] ; (2)
3. at the first step, σ1 = +1 with probability q and
σ1 = −1 with probability 1− q, i.e.,
P [σ1 = ±1] = 1
2
[1 + (2q − 1)σ1] . (3)
Now, two elephants are assumed to walk on the same
line. The first elephant, whose position will be denoted
by X1t , might remember not only its own past, but the
hole past of the other elephant too, X2t . Then, the ran-
dom walk can be constructed as
Xit+1 = X
i
t + σ
i
t+1, (4)
with i = 1, 2. The rules of this RW are the following:
1. at time t+1, elephant i chooses an elephant k = 1, 2
with probability γik, (γ
i
1 + γ
i
2 = 1);
2. then, a time t′ is randomly chosen from the set
{1, . . . , t} with uniform probability;
3. now, the step σit+1 of elephant i will be
σit+1 =
{
+ σkt′ , with probability p
i
k;
− σkt′ , with probability 1− pik;
i. e.,
P [σit+1 = ±σkt′ |σkt′] = 12 [1 + (2pik − 1)σt+1σkt′] ; (5)
4. finally, the first step is taken with probability
P [σi1 = ±1|direction k] = 12 [1 + (2qik − 1)σi1] ; (6)
in which I choose the dependence on k only to keep
a simetric notation.
With these new rules, the probability of the step
σit+1 = σ, given the possible chosen steps {σ1t′ , σ2t′}, is
P
[
σit+1 = σ|σ1,2t′
]
=
2∑
k=1
1
2
[
1 + (2pik − 1)σσkt′
]
γik. (7)
Comparing this equation with Eq.(2), γik can be viewed as
the coupling coefficient of the elephant i on the elephant
k. Also, the first step is given with probability
P [σi1 = σ] = 2∑
k=1
1
2
[
1 + (2qik − 1)σ
]
γik. (8)
From Eq.(7), one can calculate the conditional probabil-
ity P [σit+1 = σ|σ11 , . . . , σ1t ;σ21 , . . . , σ2t ] as being
P
[
σit+1 = σ|{σ1,21,...,t}
]
=
1
2
+ σ
2∑
k=1
xktα
i
kγ
i
k
2t
, (9)
with αik = 2p
i
k−1 and xkt = Xkt −Xk0 being the displace-
ment of elephant i. The conditional mean increment of
each elephant is〈
σit+1 = σ|{σ1,21,...,t}
〉
=
∑
σ=±1
σP
[
σit+1 = σ|{σ1,21,...,t}
]
=
2∑
k=1
xktα
i
kγ
i
k
t
(10)
From Eq.(10), we get the recursion formula for the first
moment of each displacement
〈
xit+1
〉
=
2∑
k=1
(
δki +
γikα
i
k
t
)〈
xkt
〉
(11)
3and by defining another shifted parameter βik = 2q
i
k − 1,
one can get
〈
xi1
〉
=
2∑
k=1
βikγ
i
k (12)
For higher-order displacement moments, we take
n∏
j=1
x
ij
t+1 =
n∏
j=1
(
x
ij
t + σ
ij
t+1
)
, (13)
where ij = 1, 2 and n is the order of the considered mo-
ment. Then, we first take the conditional average given
an specific history of both elephants, and finally take the
average over all possible histories. In general, the recur-
sion relations to higher-order moments are all of the form
Mt+1 = Ht +GtMt (14)
where Mt and Ht are column matrices, Mt representing
the n-th moment matrix, and Gt is a square matrix. The
number of entries of Mt matrix is the number of moments
of the considered order, given by n+ 1 A solution can be
encountered from the following formula
Mt =
(
1∏
k=t−1
Gk
)
M1 +
t−2∑
i=1
(
i+1∏
k=t−1
Gk
)
Hi +Ht−1.
(15)
III. THE COW-AND-OX MODEL
In order to clarify the model I have introduced, now
I present the case in which the first elephant (said to
be the Cow) does not depend on the second (said to be
theOx ), but the Ox depends on the Cow, so the coupling
coefficients are given as follows

γ11 = 1;
γ12 = 0;
γ21 = γ 6= 0;
γ22 = 1− γ.
(16)
and so one can calculate the first moment
〈x1t+1〉
〈x2t+1〉
 = 1
t
t+ α11 0
γα21 t+ (1− γ)α22
〈x1t 〉
〈x2t 〉
 (17)
which has the solution
〈
x1t
〉
=
Γ(t+ α11)
Γ(t)Γ(α11 + 1)
〈
x11
〉
, (18)
〈
x2t
〉
= γα21
{
Γ(t− 1 + α11)
Γ(t)Γ(α11 + 1)
+
Γ(t+ (1− γ)α22)
Γ(t)Γ((1− γ)α22 + 2)
+
Γ(t+ (1− γ)α22)
Γ(t)Γ(α11 + 1)
t−3∑
k=1
Γ(t− k − 1 + α11)
Γ(t− k + (1− γ)α22))
}〈
x11
〉
+
Γ(t+ (1− γ)α22)
Γ(t)Γ((1− γ)α22 + 1)
〈
x21
〉
, (19)
and from Eq.(12), 〈
x11
〉
= β11 , (20)
〈
x21
〉
= γ(β21 − β22) + β22 . (21)
The asymptotic behaviour (t 1) of the solution is
〈
x1t
〉 ∼ tα11
Γ(α11 + 1)
〈
x11
〉
, (22)
and for α11 6= (1− γ)α22,
〈
x2t
〉 ∼ [ γα21 〈x11〉
Γ(α11 + 1)(α
1
1 − (1− γ)α22)
]
tα
1
1
+ t(1−γ)α
2
2
[ 〈
x21
〉
Γ(1 + (1− γ)α22)
+ γα21〈x11〉
(
1
Γ(2 + (1− γ)α22)
− Γ(2 + α
1
1)/Γ(2 + (1− γ)α22)
(α11 − (1− γ)α22)Γ(α11 + 1)
)]
. (23)
4The behaviour of the Cow is elephant-like, as expected,
because it is not dependent on the Ox. The Cow is a re-
former elephant if α11 < 0 and it is a tradionalist elephant
if α11 > 0.
However, to complete the asymptotic behaviour anal-
ysis of the Ox, we need to compare the exponents α11 and
(1− γ)α22. Three different behaviours are possible: the
first one is when
(i) α11 > (1− γ)α22 (24)
i. e., the probability of the Cow following its own past is
greater than the importance that the Ox gives in follow-
ing his own past. Under this condition, the asymptotic
solution becomes
〈
x2t
〉 ∼ γα21 〈x1t 〉
α11 − (1− γ)α22
(25)
so that on average the Ox and the Cow behave in the
same way. Thus there are four regimes: (i.a) α21 > 0
and α21 < α
1
1 − (1− γ)α22 in which the Ox is ’emphlike a
detective, he follows the Cow always some steps behind
her [23]; (i.b) α21 > 0 and α
2
1 > α
1
1−(1−γ)α22, in which the
Ox goes the same direction as the Cow, but some steps
ahead of her; (i.c) α21 < 0, in which the Ox and the Cow
go on opposite directions; (i.d) α21 = 0,in which
〈
x2t
〉 ∼
t(1−γ)α
2
2 , as can be seen from Eq.(19), which means that
the Ox behaves independently. This happens because it
has a Markovian dependence on the Cow, as in the limit
case p = 1/2 in the ERW [7]. In other words, the Ox has
no dependence on the Cow.
The second behaviour is given by
(ii) α11 < (1− γ)α22 (26)
then
〈
x2t
〉 ∼ t(1−γ)α22 [ 〈x21〉
Γ(1 + (1− γ)α22)
+ γα21〈x11〉
(
1
Γ(2 + (1− γ)α22)
− Γ(2 + α
1
1)/Γ(2 + (1− γ)α22)
(α11 − (1− γ)α22)Γ(α11 + 1)
)]
. (27)
in which the Ox is almost totally decoupled from the
Cow. In this case there are three regimes: if (ii.a) the
expression between the brackets is positive, the mean dis-
placement is greater than zero; if (ii.b) the expression
between the brackets is negative, the mean displacement
is also negative, and if (ii.c) the expression between the
brackets equals zero, we need to analize the coefficients
of tα
1
1 , as can be seen in Eq.(23).
The third behavior happens when
(iii) α11 = (1− γ)α22 (28)
whose asymptotic analysis can not be made in Eq.(23).
However, from Eq.(19) one can get〈
x2t
〉 ∼ γα21 ln(t)〈x1t 〉 (29)
in which the Ox marginally does the same as the Cow if
(iii.a) (α21 > 0), or he gets far from her if (iii.b) (α
2
1 < 0).
For the second moment,
Mt =
(
〈(x1t )2〉 〈x1tx2t 〉 〈(x2t )2〉)T
from equation (13), and following the procedure de-
scribed subsequently, one can find
Gt =

1 + 2
α11γ
1
1
t
0 0
α21γ
2
1
t
+
α11γ
1
1α
2
1γ
2
1
t2
1 +
(
α11γ
1
1 + α
2
2γ
2
2
)
t
+
α11γ
1
1α
2
2γ
2
2
t2
0
0
2α21γ
2
1
t
1 + 2
α22γ
2
2
t
 and Ht =

1
0
1
 (30)
with M1 =
(
1 〈x11〉〈x21〉 1
)T
. In the case α21 = 0, the
solution is trivial, since the coupling between the Cow
and the Ox vanishes (the dependence is Markovian), Gt
becomes diagonal and the diffusion behaviour is elephant-
like:
〈(x1t )2〉 = t2α11γ11 − 1
(
Γ
(
t+ 2α11γ
1
1
)
Γ (t+ 1) Γ (2α11γ
1
1)
− 1
)
, (31)
〈x1tx2t 〉 = 〈x1t 〉〈x2t 〉, (32)
〈(x2t )2〉 = t2α22γ22 − 1
(
Γ
(
t+ 2α22γ
2
2
)
Γ (t+ 1) Γ (2α22γ
2
2)
− 1
)
, (33)
5and in the asymptotic limit,
〈(xit)2〉 ∼

t
1− 2αiiγii
, αiiγ
i
i < 1/2
t ln t, αiiγ
i
i = 1/2
t2α
i
iγ
i
i(
2αiiγ
i
i − 1
)
Γ
(
2αiiγ
i
i
) , αiiγii > 1/2
(34)
i.e., both walkers (the Ox and the Cow) might present
superdiffusive behaviour if αiiγ
i
i > 1/2 when α
2
1 = 0.
When α21 6= 0, the diffusion behaviour is not trivial, as
can be seen in Fig. 1.
IV. CONTINUOUS LIMIT
The process described so far also describes a bidimen-
sional elephant walking on a flat surface in which each
step taken in each direction depends on the history of
both directions. Then, from now on, I shall treat both
elephants as a unique bidimensional one, whose displace-
ment is given by the vector −→xt =
(
x1t , x
2
t
)
, with steps
−→σt =
(
σ1t , σ
2
t
)
.
In order to introduce a continuous approximation to
this bidimensional walk, I calculate a Fokker-Planck
equation from the jumping process that can be found
with the complex characteristic function of two direc-
tions Qt(
−→
k ) = 〈ei−→k ·−→x t〉 where −→k = k1xˆ1 + k2xˆ2 and−→x t = x1t xˆ1 + x2t xˆ2, with xˆ1,2 the orthonormal basis of
the square lattice where the walk is supposed to be, so
that
Qt+1(
−→
k ) = cos(k1) cos(k2)Qt(
−→
k )
+ cos(k1) sin(k2)
2∑
i=1
∂Qt
∂ki
α2i γ
2
i
t
+ cos(k2) sin(k1)
2∑
i=1
∂Qt
∂ki
α1i γ
1
i
t
+ sin(k1) sin(k2)
2∑
i=1
2∑
j=1
∂2Qt
∂ki∂kj
α1i γ
1
i α
2
jγ
2
j
t2
(35)
which can be solved with the inverse Fourier transform,
leading to the jumping process
Pt+1(x1, x2) =Pt(x1 − 1, x2 − 1)
[
a1 +
b1
t
+
c1
t2
]
+Pt(x1 − 1, x2 + 1)
[
a2 +
b2
t
+
c2
t2
]
+Pt(x1 + 1, x2 − 1)
[
a3 +
b3
t
+
c3
t2
]
+Pt(x1 + 1, x2 + 1)
[
a4 +
b4
t
+
c4
t2
]
(36)
where Pt(x1, x2) is the probability of having the displace-
ment x1 and x2 at time t, and ai, bi, ci depend on x
1 and
x2 but none depend on time. We can approximate this
process to a Fokker-Planck equation in two dimensions
∂P
∂t
(x1, x2, t) = −1
t
∇
 2∑
i=1
2∑
j=1
αjiγ
j
i x
ixˆjP(x1, x2, t)

+
1
2
∇2P(x1, x2, t). (37)
This is a first-order approximation to a large time limit,
as obtained in [14] to the original one-dimensional ERW.
In that case, it can be showed that in the normal diffusion
regime, and even at the transition, the process follows
a central limit theorem [15], thus making the Fokker-
Planck approximation a good one in this regime, but not
in the superdiffusive regime. So, at least to α21 = 0, the
approximation Eq.(37) is expected to be valid when both
directions are in the normal diffusive regime.
Now, one can calculate the moments of this distribu-
tion. In particular, for the Ox-Cow case of section III,
we get for the first moment
d
dt
〈x1〉 = α
1
1
t
〈x1〉,
d
dt
〈x2〉 = α
2
1γ
t
〈x1〉+ α
2
2(1− γ)
t
〈x2〉,
(38)
which has the solution
〈x1〉 = 〈x1(t0)〉
(
t
t0
)α11
, (39)
〈x2〉 =
[
〈x2(t0)〉 − α
2
1γ〈x1(t0)〉
α11 − α22(1− γ)
](
t
t0
)α22(1−γ)
+
α21γ〈x1(t0)〉
α11 − α22(1− γ)
(
t
t0
)α11
, (40)
which has the same behaviour as Eqs.(22) and (23) in re-
lation to the power laws, despite of different coefficients,
which is an effect of the approximation of large time. For
the second moments, the equations are
d
dt
〈xlxk〉 = 1
t
2∑
i=1
(
αki γ
k
i 〈xixl〉+ αliγli〈xixk〉
)
+ δkl, (41)
with l, k = 1, 2. This equation is easily solved, for the
Ox-Cow case, when α21 = 0:
〈(x1(t))2〉 = [〈x1(t0)x1(t0)〉 − t0
1− 2α11
](
t
t0
)2α11
+
t
1− 2α11
, (42)
〈(x2(t))2〉 = [〈x2(t0)x2(t0)〉 − t0
1− 2α22(1− γ)
]
×
(
t
t0
)2α22(1−γ)
+
t
1− 2α22(1− γ)
, (43)
6FIG. 1. (Color Online) Ox Diffusion Dependence on α21 and γ. Defining the Hurst exponent H as 〈(xit)2〉 − 〈xit〉2 ∼ t2H,
normal diffusion is defined as 2H = 1, so that superdifusion happens when 2H > 1. In this picture, I simulate the Ox diffusion
behaviour to different values of α21 and γ for 10
3 Ox walking 103 steps each one. Here, α11 = α
2
2 = 0.8, α
1
2 = 0 and β
j
i = 1.0, to
i, j = 1, 2.
and also exhibit the same power law behaviour found in
the discrete calculations (equations (34)). It is important
to emphasize that in the Ox-Cow model, the Cow walks
always as an ERW, since it is a decoupled direction.
V. MULTI-DIMENSIONAL MODEL
The model introduced in section II can be straightfor-
wardly extended to an N−dimensional one by appropri-
ately changing the rules. The walk, as in the beginning
of section IV, is given by
−−−→
Xt+1 =
−→
Xt +
−−→σt+1 (44)
where
−→
Xt =
(
X1t , . . . , X
N
t
)
and −→σt =
(
σ1t , . . . , σ
N
t
)
. The
extended rules are
1. At time t+1, a time t′ in the set {1, . . . , t} is chosen
with uniform probability.
2. the probability P [σit+1 = σ|{σ1t′ , . . . , σNt′ }] is given
by
N∑
k=1
1
2
[
1 + (2pik − 1)σσkt′
]
γik, (45)
where 0 ≤ γik ≤ 1 and
∑N
k=1 γ
i
k = 1;
3. the first steps, as there are no past to follow, are
given with probability
P [σi1 = σ] = N∑
k=1
1
2
[
1 + (2qik − 1)σ
]
γik; (46)
where I have already combined rules 1 and 3, insert-
ing without loss of generality the analogous extension
of Eq.(7) as rule 2.
Now, we can calculate all the results expressed in equa-
tions (9-12), simply by changing the maximum index
of the sums from k = 2 to k = N . Also, the results
to higher-order moments, Eqs.(14) and (15) still hold,
but the number of entries of Mt is dimension-dependent.
Nonetheless, the Fokker-Planck equation to the bidimen-
sional model can also be generalized by changing the up-
per limits of the sums from k = 2 to k = N and changing
the differential operators to their N−dimensional forms,
∂P
∂t
(−→x , t) = −1
t
∇
 N∑
i=1
N∑
j=1
αjiγ
j
i x
ixˆjP(−→x , t)

+
1
2
∇2P(−→x , t), (47)
7where {xˆj} is an orthonormal basis of a hypercubic lattice
where the walk takes place. It must be stressed that this
equation is only a first-order approximation of long time
behaviour in the continuous limit.
VI. CONCLUSIONS
I have introduced a straight multi-dimensional gener-
alization of the ERW in a way that takes into account the
past of all directions as an influence on the next step. The
recursion formula for the first moment of the displace-
ment probability distribution has been explicitly calcu-
lated. The complicacy in the treatment of the present
model is due to the non-diagonal matrices involved in
the solution for the higher-order moments recursion for-
mulas (Eq.(15)), which hamper the long-term behaviour
analysis.
I have also highlighted two interesting regimes while
discussing the particular 2-D case, named the Cow-and-
Ox model in section III, the attractive and the repulsive,
expressed by (i.a) and (i.c) of Eq.(24), respectively. The
former gives a hint of how this generalization can be used,
perhaps by modelling collective behaviour, since this de-
tective regime may be viewed as a simple queue. Con-
sidering different walkers, instead of a multi-dimensional
walker, the coupled memory conects them all together,
acting like an interaction force on a dynamical equation.
The continuous process expressed by the Fokker-
Planck equation (47) is only a first-order approximation
of the discrete model, in the sense of that in [7] and
its higher-order corrections might be studied as in [14].
However, Eq.(47) is enough to reproduce the long-term
behaviour of the discrete cases considered here but in a
continuous fashion. Moreover, Eq.(47) can be reduced to
that found in [7], which in the formalism I have intro-
duced can be viewed as a simple special case.
In future work, the model might be enriched with, for
instance, the introduction of a stop possibility, as in [9],
and of position-dependent coupling coefficients, also dis-
cussing of how crowd behaviour might emerge from this
microscopic coupling of different random walkers.
Appendix: Bidimensional Jump Equation
To derive the jump equation, it is necessary to intro-
duce the complex characteristic function. Here I calcu-
late the recurrence Eq.(35) and then show the route to
the jump equation (36). Let the walk be on a square
lattice with orthonormal basis given by xˆ1 = (1, 0) and
xˆ2 = (0, 1), so −→xt =
(
x1t , x
2
t
)
and −→σt =
(
σ1t , σ
2
t
)
. From the
definition Qt(
−→
k ) = 〈ei−→k ·−→x t〉 with −→k = (k1, k2). Then
Qt(
−→
k ) = 〈eik1x1t 〉〈eik2x2t 〉. (A.1)
By evaluating the average 〈eikixit+1〉
〈eikixit+1〉 = 〈eikixiteikiσit+1〉
=
∑
xit
∑
σit+1
P(xit, σit+1)eik
ixiteik
iσit+1
=
∑
xit
∑
σit+1
P(xit)P(σit+1|xit)eik
ixiteik
iσit+1 ,
(A.2)
with Eq.(9), we have
〈eikixit+1〉 =
∑
xit
P(xit)
∑
σit+1
1
2
+ σit+1
2∑
j=1
xjtα
i
jγ
i
j
2t
 eikixiteikiσit+1
=
∑
xit
P(xit)eik
ixit
eiki
1
2
+ σit+1
2∑
j=1
xjtα
i
jγ
i
j
2t
+ e−iki
1
2
− σit+1
2∑
j=1
xjtα
i
jγ
i
j
2t

=
∑
xit
P(xit)eik
ixit
cos(ki) + i sin(ki)
2∑
j=1
xjtα
i
jγ
i
j
t

= cos(ki)〈eikixit〉+ sin(ki)
∑
xit
P(xit)eik
ixit
2∑
j=1
xjtα
i
jγ
i
j
t
. (A.3)
The second term can be calculated as follows:
∑
xit
P(xit)eik
ixit
xitαiiγii
t
+
∑
j 6=i
xjtα
i
jγ
i
j
t
 = ∑
xit
P(xit)xiteik
ixit
αiiγ
i
i
t
+ 〈eikixit〉
∑
j 6=i
xjtα
i
jγ
i
j
t
8=
αiiγ
i
i
it
∂
∂ki
∑
xit
P(xit)eik
ixit
+ 〈eikixit〉∑
j 6=i
xjtα
i
jγ
i
j
t
=
αiiγ
i
i
it
∂
∂ki
〈eikixit〉+ 〈eikixit〉
∑
j 6=i
xjtα
i
jγ
i
j
t
, (A.4)
and so,
〈eik1x1t+1〉 = cos(k1)〈eik1x1t 〉+ sin(k1)α
1
1γ
1
1
t
∂
∂k1
〈eik1x1t 〉+ i sin(k1)〈eik1x1t 〉x
2
tα
1
2γ
1
2
t
(A.5)
〈eik2x2t+1〉 = cos(k2)〈eik2x2t 〉+ sin(k2)α
2
2γ
2
2
t
∂
∂k2
〈eik2x2t 〉+ i sin(k2)〈eik2x2t 〉x
1
tα
2
1γ
2
1
t
. (A.6)
Now, after multiplying 〈eik1x1t+1〉〈eik2x2t+1〉 and rear-
ranging the terms conveniently, we get
Qt+1(
−→
k ) = cos(k1) cos(k2)Qt(
−→
k )
+ cos(k1) sin(k2)
2∑
i=1
∂Qt
∂ki
α2i γ
2
i
t
+ cos(k2) sin(k1)
2∑
i=1
∂Qt
∂ki
α1i γ
1
i
t
+ sin(k1) sin(k2)
2∑
i=1
2∑
j=1
∂2Qt
∂ki∂kj
α1i γ
1
i α
2
jγ
2
j
t2
,
(A.7)
thus demonstrating the equation (35).
Now, we take the inverse Fourier transform,
P(−→x t) = 1
(2pi)2
∫
Qt(
−→
k )e−i
−→
k ·−→x tdk1dk2 = F−1
[
Qt(
−→
k )
]
,
(A.8)
on the Eq.(A.7). Below, I evaluate each term of the cal-
culation.
First, as stated in Eq.(A.8),
F−1
[
Qt+1(
−→
k )
]
= P(−→x t+1) ≡ Pt+1(x1, x2). (A.9)
The next term is
F−1
[
cos(k1) cos(k2)Qt(
−→
k )
]
=
1
(2pi)2
∫
cos(k1) cos(k2)Qt(
−→
k )e−i
−→
k ·−→x tdk1dk2,
(A.10)
and by representing the cosines with complex exponen-
tials,
1
(2pi)2
∫
Qt(
−→
k )
4
[
ei(k
1+k2) + ei(k
1−k2) + e−i(k
1−k2) + e−i(k
1+k2)
]
e−ik
1x1t−ik2x2t dk1dk2
=
1
4
{
1
(2pi)2
∫
Qt(
−→
k )e−ik
1(x1−1)−ik2(x2−1)dk1dk2 +
1
(2pi)2
∫
Qt(
−→
k )e−ik
1(x1−1)−ik2(x2+1)dk1dk2
+
1
(2pi)2
∫
Qt(
−→
k )e−ik
1(x1+1)−ik2(x2−1)dk1dk2 +
1
(2pi)2
∫
Qt(
−→
k )e−ik
1(x1+1)−ik2(x2+1)dk1dk2
}
=
1
4
[Pt(x1 − 1, x2 − 1) + Pt(x1 − 1, x2 + 1) + Pt(x1 + 1, x2 − 1) + Pt(x1 + 1, x2 + 1)] ; (A.11)
F−1
[
cos(k1) sin(k2)
2∑
i=1
∂Qt
∂ki
α2i γ
2
i
t
]
=
1
(2pi)2
∫
cos(k1) sin(k2)
2∑
i=1
∂Qt
∂ki
α2i γ
2
i
t
e−i
−→
k ·−→x tdk1dk2
=
1
(2pi)2
∫ −i
4
[
ei(k
1+k2) − ei(k1−k2) + e−i(k1−k2) − e−i(k1+k2)
]
e−ik
1x1t−ik2x2t
(
∂Qt
∂k1
α21γ
2
1
t
+
∂Qt
∂k2
α22γ
2
2
t
)
dk1dk2
=
1
(2pi)2
∫ −i
4
[
e−ik
1(x1−1)−ik2(x2−1) − e−ik1(x1−1)−ik2(x2+1) + e−ik1(x1+1)−ik2(x2−1) − e−ik1(x1+1)−ik2(x2+1)
]
9×
(
∂Qt
∂k1
α21γ
2
1
t
+
∂Qt
∂k2
α22γ
2
2
t
)
dk1dk2 (A.12)
=
1
4
α21γ
2
1
t
1
(2pi)2
{∫
Qt(
−→
k )(x1 − 1)e−ik1(x1−1)−ik2(x2−1)dk1dk2 −
∫
Qt(
−→
k )(x1 − 1)e−ik1(x1−1)−ik2(x2+1)dk1dk2
+
∫
Qt(
−→
k )(x1 + 1)e−ik
1(x1+1)−ik2(x2−1)dk1dk2 −
∫
Qt(
−→
k )(x1 − 1)e−ik1(x1+1)−ik2(x2+1)dk1dk2
}
+
1
4
α22γ
2
2
t
1
(2pi)2
{∫
Qt(
−→
k )(x2 − 1)e−ik1(x1−1)−ik2(x2−1)dk1dk2 −
∫
Qt(
−→
k )(x2 + 1)e−ik
1(x1−1)−ik2(x2+1)dk1dk2
+
∫
Qt(
−→
k )(x2 − 1)e−ik1(x1+1)−ik2(x2−1)dk1dk2 −
∫
Qt(
−→
k )(x2 + 1)e−ik
1(x1+1)−ik2(x2+1)dk1dk2
}
(A.13)
=
α21γ
2
1
4t
[
(x1 − 1)Pt(x1 − 1, x2 − 1)− (x1 − 1)Pt(x1 − 1, x2 + 1)
+(x1 + 1)Pt(x1 + 1, x2 − 1)− (x1 + 1)Pt(x1 + 1, x2 + 1)
]
+
α22γ
2
2
4t
[
(x2 − 1)Pt(x1 − 1, x2 − 1)− (x2 + 1)Pt(x1 − 1, x2 + 1)
+(x2 − 1)Pt(x1 + 1, x2 − 1)− (x2 + 1)Pt(x1 + 1, x2 + 1)
]
. (A.14)
The next terms are evaluated similarly, and the results are
F−1
[
cos(k2) sin(k1)
2∑
i=1
∂Qt
∂ki
α1i γ
1
i
t
]
=
α11γ
1
1
4t
[
(x1 − 1)Pt(x1 − 1, x2 − 1)− (x1 + 1)Pt(x1 + 1, x2 − 1)
+(x1 − 1)Pt(x1 − 1, x2 + 1)− (x1 + 1)Pt(x1 + 1, x2 + 1)
]
+
α12γ
1
2
4t
[
(x2 − 1)Pt(x1 − 1, x2 − 1)− (x2 − 1)Pt(x1 + 1, x2 − 1)
+(x2 + 1)Pt(x1 − 1, x2 + 1)− (x2 + 1)Pt(x1 + 1, x2 + 1)
]
; (A.15)
F−1
sin(k1) sin(k2) 2∑
i=1,j=1
∂2Qt
∂ki∂kj
α1i γ
1
i α
2
jγ
2
j
t2

=
α11γ
1
1α
2
1γ
2
1
4t2
[
(x1 − 1)2Pt(x1 − 1, x2 − 1)− (x1 − 1)2Pt(x1 − 1, x2 + 1)
−(x1 + 1)2Pt(x1 + 1, x2 − 1) + (x1 + 1)2Pt(x1 + 1, x2 + 1)
]
+
α11γ
1
1α
2
2γ
2
2
4t2
[
(x1 − 1)(x2 − 1)Pt(x1 − 1, x2 − 1)− (x1 − 1)(x2 + 1)Pt(x1 − 1, x2 + 1)
−(x1 + 1)(x2 − 1)Pt(x1 + 1, x2 − 1) + (x1 + 1)(x2 + 1)Pt(x1 + 1, x2 + 1)
]
+
α12γ
1
2α
2
1γ
2
1
4t2
[
(x1 − 1)(x2 − 1)Pt(x1 − 1, x2 − 1)− (x1 − 1)(x2 + 1)Pt(x1 − 1, x2 + 1)
−(x1 + 1)(x2 − 1)Pt(x1 + 1, x2 − 1) + (x1 + 1)(x2 + 1)Pt(x1 + 1, x2 + 1)
]
+
α12γ
1
2α
2
2γ
2
2
4t2
[
(x2 − 1)2Pt(x1 − 1, x2 − 1)− (x2 + 1)2Pt(x1 − 1, x2 + 1)
−(x2 − 1)2Pt(x1 + 1, x2 − 1) + (x2 + 1)2Pt(x1 + 1, x2 + 1)
]
. (A.16)
Now, by combining the results expressed in equations (A.9), (A.11), (A.14), (A.15) and (A.16), we get
10
Pt+1(x1, x2) = Pt(x1 − 1, x2 − 1)
[
1
4
+
α21γ
2
1
4t
(x1 − 1) + α
2
2γ
2
2
4t
(x2 − 1) + α
1
1γ
1
1
4t
(x1 − 1) + α
1
2γ
1
2
4t
(x2 − 1)
+
α11γ
1
1α
2
1γ
2
1
4t2
(x1 − 1)2 + α
1
1γ
1
1α
2
2γ
2
2
4t2
(x1 − 1)(x2 − 1) + α
1
2γ
1
2α
2
1γ
2
1
4t2
(x1 − 1)(x2 − 1) + α
1
2γ
1
2α
2
2γ
2
2
4t2
(x2 − 1)2
]
+ Pt(x1 − 1, x2 + 1)
[
1
4
− α
2
1γ
2
1
4t
(x1 − 1)− α
2
2γ
2
2
4t
(x2 + 1) +
α11γ
1
1
4t
(x1 − 1) + α
1
2γ
1
2
4t
(x2 + 1)
−α
1
1γ
1
1α
2
1γ
2
1
4t2
(x1 − 1)2 − α
1
1γ
1
1α
2
2γ
2
2
4t2
(x1 − 1)(x2 + 1)− α
1
2γ
1
2α
2
1γ
2
1
4t2
(x1 − 1)(x2 + 1)− α
1
2γ
1
2α
2
2γ
2
2
4t2
(x2 + 1)2
]
+ Pt(x1 + 1, x2 − 1)
[
1
4
+
α21γ
2
1
4t
(x1 + 1) +
α22γ
2
2
4t
(x2 − 1)− α
1
1γ
1
1
4t
(x1 + 1)− α
1
2γ
1
2
4t
(x2 − 1)
−α
1
1γ
1
1α
2
1γ
2
1
4t2
(x1 + 1)2 − α
1
1γ
1
1α
2
2γ
2
2
4t2
(x1 + 1)(x2 − 1)− α
1
2γ
1
2α
2
1γ
2
1
4t2
(x1 + 1)(x2 − 1)− α
1
2γ
1
2α
2
2γ
2
2
4t2
(x2 − 1)2
]
+ Pt(x1 + 1, x2 + 1)
[
1
4
− α
2
1γ
2
1
4t
(x1 + 1)− α
2
2γ
2
2
4t
(x2 + 1)− α
1
1γ
1
1
4t
(x1 + 1)− α
1
2γ
1
2
4t
(x2 + 1)
+
α11γ
1
1α
2
1γ
2
1
4t2
(x1 + 1)2 +
α11γ
1
1α
2
2γ
2
2
4t2
(x1 + 1)(x2 + 1) +
α12γ
1
2α
2
1γ
2
1
4t2
(x1 + 1)(x2 + 1) +
α12γ
1
2α
2
2γ
2
2
4t2
(x2 + 1)2
]
,
(A.17)
which is the complete form of the equation (36), which
characterizes the described random walk as a jump pro-
cess.
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