ABSTRACT Human mobility data such as global positioning system (GPS) data from mobile phones and smart card data of public transportation have been used for the analysis of a city. Those studies have attempted to create networks whose nodes represent areas of the city and whose edges represent human flows between areas. Network clustering methods are applied to those networks for extracting community structures of cities. Although many studies have attempted to extract community structures of cities using human mobility data and network clustering methods, little has been explored about which method is the most effective, in terms of the accuracy and the amount of information of extracted clusters. In this paper, we propose evaluation metrics for evaluating network clustering methods based on the geographical cohesiveness, the regularity, and the amount of information of extracted clusters. We use smart card data of public transportation collected in Japan for testing the effectiveness of each method. We compare two types of origin-destination matrices for constructing networks and four types of network clustering methods including two types of bipartite network clustering methods. The results confirmed that a bipartite network clustering method considering multi-facet characteristics of each cluster and the functional relations between areas of a city shows the most accurate and richest information about community structures of cities.
I. INTRODUCTION
A city is a complex system where areas of a city interact with each other through the medium of people, things, and information. Cities evolve by the feedback loop of such interactions. Research into urban systems has been fostered by the availability of the massive data of spatial interactions in urban spaces, such as telecommunication data and human mobility data [1] . Such data are advantageous because they enable us to see both temporally and spatially detailed aspects of cities, and they are useful for urban planning and assessing the outcome of urban development. For example, network communication data are used for investigating the economic development by area in the United Kingdom [2] , and smart card data of public transThe associate editor coordinating the review of this manuscript and approving it for publication was Lei Yang. portation are used for analyzing the polycentric structure of London [3] .
It has been observed that cities have community structures [3] , as with many other types of complex systems. Network theory provides effective measures to discover the community structures from relational data of complex systems. Newman's community detection method [4] - [6] partitions an entire undirected network into tightly connected sub-networks (communities). The Infomap algorithm proposed by Rosvall and Bergstrom [7] handles directed networks using the probability flow of random walks. One of the advantages of the above community extraction methods is that they do not require prior information about the number of communities in advance. The methods determine the most suitable number of communities.
Community extraction methods have played important roles in understanding the structures of cities using human mobility data [8] - [12] or telecommunication data [13] - [16] . Each node represents a station or a discretized space (e.g grid cell, polygon) of a city, and each edge represents human flows or telecommunications between two areas. The community structure of a city is obtained by partitioning such networks. Such information is useful for the analysis of urban dynamics, urban planning, and assessing the outcome of urban development. Zhong et al. [12] apply the Infomap algorithm to smart card data collected in Singapore and conclude that the city-state has been rapidly transforming to adopt a polycentric urban form. Amini et al. [8] apply Newman's community extraction method to mobility data collected from mobile phones in the Ivory Coast and Portugal. One of their findings is that the communities identified for Portugal exhibited high similarity with the official administrative boundaries, and those for Ivory Coast are strongly affected by tribal borders.
Despite the progress of the studies in extracting community structures of a city, the functional relations between areas of a city have not been considered in previous studies on extracting community structures of cities. In regard to human mobility, a trip is manifested through the need to access places and participate in activities such as working and shopping [17] . Therefore, human mobility reflects the functional relations between areas of a city. Such an assumption has been used to understand the social function of each area by classifying origin-destination relationship using human mobility data [18] . Previous studies on extracting community structures of a city have not distinguished between locations of people's residences and destinations where they participate in activities. They create networks based on the number of trips between areas of a city. We consider that it would be possible to obtain more detailed information about community structures of a city by distinguishing between locations of people's residences and destinations where they participate in activities.
Furthermore, we consider that bipartite network clustering methods are suitable to analyze functional relations between areas of a city. A bipartite network is constituted of nodes that are divided into two non-overlapping sets, and every edge connects one node in a set to another node in the other set. Guimerà et al. [19] suggest that a directed unipartite network can be represented as a bipartite network, where each node i is represented by two nodes A i and B i . A directed link from i to j is represented as an edge connecting A i to B j in the bipartite network. We consider that a place can be represented by two nodes, one as an origin and the other as a destination, and bipartite network clustering methods enable us to handle origins and destinations separately. Unipartite network clustering methods such as Newman's method and Infomap cannot cluster areas as shown in Figure 1 , because the weights of edges between areas of the same function are likely small. Bipartite network clustering methods are originally aimed at clustering two different types of entities such as researchers and their (co-authored) research papers. Therefore, they are able to cluster areas of a city as shown in Figure 1 . There are two types of bipartite clustering methods: The first one assumes that one cluster is strongly connected to only one cluster of the other side. The second method assumes that a cluster is connected to many clusters of the other side. We consider that the latter one is suitable to analyze community structures of a city. For example, cluster B in Figure 1 is strongly connected to clusters A and C.
Gaps in previous studies are summarized by the following two points:
1) Previous studies have not created networks by distinguishing between locations of people's residences and destinations where they participate in activities. 2) Bipartite network clustering methods have not been used in previous studies. In this paper, we compare two types of origin-destination matrices generated from the smart card data of public transportation in Japan for constructing networks:
• OD Type 1: Origins and destinations respectively denote boarding stations and alighting stations of all trips. Each element of this type of matrix is the number of human flows between two stations.
• OD Type 2: Origins denote stations in passengers' residential neighborhoods, and destinations denote stations in areas where passengers participate in activities (e.g. work, shopping). Each element of this type of matrix is the number of passengers. and we also compare four types of clustering methods: 1) Unipartite undirected network clustering method (Newman's method) 2) Unipartite directed network clustering method (Infomap) 3) Bipartite network clustering method considering single-facet characteristics of each cluster 4) Bipartite network clustering method considering multifacet characteristics of each cluster Another contribution of this paper is our proposed evaluation metrics to evaluate the results of community detection from human mobility data. It is impossible to know or determine ground truth about the community structure of a city. Some research attempts to evaluate the results of community extraction from human mobility data by comparing them with administrative boundaries [10] , but the communities extracted from a network generated from human mobility data are not always in line with administrative boundaries [8] . It is necessary to make evaluation metrics for investigating which community detection method is the most suitable to extract the community structure of a city. In this paper, we propose three metrics to evaluate the results of community detection methods for human mobility data. The first metric is based on the geographical cohesiveness of each extracted cluster. Previous studies [12] - [15] note that the extracted clusters show high cohesiveness. The second metric is based on how a clustering method captures the similarity of the community structures from two different weekdays. The third metric is based on the amount of information the result of a community detection method shows.
The contributions of this paper are summarized as follows: First, this paper examines the effectiveness of bipartite network clustering methods for the extraction of the community structures of a city using smart card data of public transportation. Second, we create evaluation metrics for evaluating the results of network clustering methods from human mobility data without using labeled data. The goal of this study is to find the best network clustering method for extracting the community structures of a city, and to promote the use of the method.
The remainder of this paper is organized as follows: Section II explains the two types of OD matrices compared in this paper. Section III reviews unipartite and bipartite network clustering methods and their applications to human mobility data. At the end of the section, we introduce the methods compared in this paper. Section IV describes our proposed evaluation methods for extracted communities from human mobility data. Section V explains the smart card data of public transportation that we use. Section VI reports on the results. Section VII discusses the implications and limitations of our study. Section VIII draws our conclusions.
II. ORIGIN-DESTINATION MATRIX CREATION
We compare two types of origin-destination (OD) matrix for constructing networks, called OD Type 1 and OD Type 2.
OD Type 1 has information about the number of human flows between stations. Element m i,j of OD Type 1 matrix M represents the number of all trips from station i to station j within a day.
In regard to OD Type 2, an origin is defined as the station at which a smart card holder boarded first within a day. Destinations are all the stations at which a smart card holder alighted within the day excluding the origin station. OD Type 2 is aimed at representing the relation between the locations of passengers' residences and places where they participated in activities such as working and shopping. Element m i,j of OD Type 2 matrix M denotes the number of passengers who boarded at station i first within the day and alighted at station j within the day.
The 1, 3 increase by 1 respectively. In the latter case, the origin is s 1 , because it is the station at which the person boarded first within the day. We count every trip for OD Type 1. On the other hand, the number of trips to the same destination by one person is counted as 1 for OD Type 2.
OD Type 1 has been used in previous studies to extract community structures from human mobility data [8] - [12] , while OD Type 2 has not been used in previous studies. OD Type 1 represents actual human flows, and OD Type 2 represents functional relations between areas of a city. We consider OD Type 1 is suitable for the analysis of people's movement within a specific space such as amusement park, and OD Type 2 is suitable for the analysis of urban human mobility in a city.
III. NETWORK CLUSTERING METHODS

A. UNIPARTITE NETWORK CLUSTERING METHODS
Community extraction methods for unipartite networks have been used for analyzing community structures of a city. A unipartite network G = (V , E) is a pair of a node set (V ) and an
is a partitioning of vertexes into the disjoint subsets of clusters.
Newman's modularity-based method [20] is proposed to extract communities from undirected unipartite networks, and the Infomap algorithm [7] is proposed to extract communities from directed unipartite networks.
1) NEWMAN'S MODULARITY-BASED CLUSTERING METHOD
Newman's modularity-based method [4] - [6] is proposed to extract communities from undirected unipartite networks. It extracts communities maximizing the modularity defined in Equation 1:
(1)
where ||C i → C i || denotes the number of intra-cluster connections, and |E| denotes the total number of edges in the graph. We note that we effectively count each edge twice ((u, v) ∈ E and (v, u) ∈ E) to calculate |E|. This is because each element of an OD matrix denotes the value of a directed edge. Networks with high modularity have dense connections between the nodes within modules but sparse connections between nodes in different modules. The Louvain algorithm [21] is one of the most widely used algorithms to maximize the modularity. It is more scalable and gives better modularity values.
This method is used in the studies of community extraction from the networks of human mobility collected from telephones [8] , worldwide air transportation [22] , telecommunication patterns of mobile phones [13] - [16] , and worldwide geolocated Twitter data [23] .
2) INFOMAP ALGORITHM
The Infomap algorithm [7] is proposed to extract communities from directed unipartite networks. The Infomap algorithm uses information-theoretic techniques and random walks. The algorithm obtains network partition C minimizing
:
The first term of this equation indicates the entropy of the movement between modules, and the second term indicates the entropy of movements within modules. Please refer to Appendix for the detailed information about the variables in Equation 2. The network partition C minimizing L(C) is obtained by using a deterministic greedy search algorithm with a simulated annealing approach. This method is used in the studies of community extraction from the networks of taxi cabs' travel patterns [9] , human mobility collected from telephones [8] , GPS dataset collected from vehicles [10] , [11] , the smart card data of public transportation [12] , and individual mobility pattern [24] .
B. BIPARTITE NETWORK CLUSTERING METHODS
A bipartite network models the relationship between two different types of entities. Vertexes V is divided into two disjoint sets, V + and V − . Every edge in a bipartite network connects a vertex in V + to a vertex in V − . In our study, a station is represented by two nodes where the two nodes represent the station as an origin and a destination respectively.
There are two types of bipartite network clustering methods. The first assumes that each cluster of one side is strongly connected to one cluster of the other side, so the number of clusters is the same between the two sides ( Figure 2-(a) ). The other relaxes the assumption, and it assumes that each cluster has multi-facet relations to clusters of the other side (Figure 2-(b) ). To the best of our knowledge, no bipartite network clustering method has been applied to human mobility data to extract the community structure of a city.
1) DORMANN-STRAUSS'S MODULARITY-BASED CLUSTERING METHOD
Barber [25] modifies Newman's modularity-based clustering method to be able to cluster a binary bipartite network. Then Dormann and Strauss [26] extend it to deal with a weighted bipartite network. The method gives each node a label, which finally determines each node's cluster. The number of labels (clusters) is the same for V + and V − ( therefore, |C + | = |C − |). The modularity is defined by Equation 3:
where S(C) denotes the label of cluster C, δ is Kronecker's delta (i.e., δ(i, j) = 1 if i = j, and δ(i, j) = 0 if i = j), and ||C k → C l || denotes the density of edges connecting from a cluster C k to another cluster C l , and ||C i → V || denotes the accumulated degrees for cluster C i . Beckett [27] compares algorithms that are aimed at maximizing the modularity and find that an algorithm named DIRTLPAwb+ proposed by Beckett [27] marks the highest modularity.
2) SUZUKI-WAKITA'S MODULARITY-BASED CLUSTERING METHOD
The above bipartite modularity model assumes that one cluster is strongly connected to only one of the clusters of the other side. Suzuki and Wakita [28] extend the method to incorporate multi-facet aspects of each community. It assumes that one community has connections to more than one cluster of the other side. The model does not assume that the number of communities is not always the same for V + and V − ( therefore, |C + | = |C − |). The modularity is defined by Equation 4:
C. METHODS COMPARED IN THIS PAPER
In this paper, we compare the following methods for clustering human mobility networks:
• Newman [21] : A clustering method for undirected unipartite networks using the Louvain algorithm to maximize Newman's modularity.
• Infomap [7] : A clustering method for directed unipartite networks using the probability flow of random walks.
• DIRTLPAwb+ [27] : A clustering method for bipartite networks based on Dormann-Strauss's modularity capturing single-facet characteristics of communities.
• Multi-Facet [28] : A clustering method for bipartite networks based on Suzuki-Wakita's modularity for bipartite networks capturing multi-facet characteristics of communities. We compare all the combination of network clustering methods and OD types in paper. However, it should be noted that OD Type 1 is intended to be used with unipartite network clustering methods and OD Type 2 is intended to be used with bipartite network clustering methods.
IV. EVALUATION METRICS FOR COMMUNITY EXTRACTION
There is no ground truth about community structures of cities, so it is impossible to evaluate the results of community extraction by comparing the results with labeled data. We propose evaluation methods for community extraction from human mobility data based on the following three points:
• Geographical cohesiveness of clusters.
• Similarity between the sets of clusters obtained from two weekdays.
• Amount of information in the result of community extraction.
A. GEOGRAPHICAL COHESIVENESS OF CLUSTERS
The results of previous studies [12] - [15] , [23] show that clustered areas exhibit geographical cohesiveness and boundaries. However, they do not quantitatively define the geographical cohesiveness of clusters. We propose a method to quantitatively evaluate the geographical cohesiveness of clusters. Suppose that a clustering method divides stations into three clusters A, B, and C as shown in Figure 3 . Let stations in cluster A be further divided into clusters A 1 and A 2 using distance m, such that the distance between the two clusters is longer than distance m. We assume that cluster A is not geographically cohesive if distance m is too long.
We define an evaluation metric called GC-Measure to calculate the cohesiveness of clusters based on Algorithm 1. The set of clusters C is further divided into the set of clusters G by using distance m. The algorithm incrementally increases m per unit distance u. The incremental procedure ends when C = G, that is, when each cluster in set C is not further divided into smaller clusters by using distance m. GC-Measure is defined as the shortest distance m that does not further divide C, which is obtained by Algorithm 1. In our definition, the higher the GC-Measure is, the less cohesive the set of clusters are. Therefore, a lower GC-Measure is preferable. The process of the lines 7-14 of Algorithm 1 is based on DBSCAN (density-based spatial clustering of applications with noise) proposed by Ester et al. [29] . By the lines 7-14 of Algorithm 1, all the pairs of nodes within distance m are clustered together. for C ∈ C do 7: T ← {{v}|v ∈ C} // Prepare singleton clusters 8: while There is a change in T do 9: for T 1 , T 2 ∈ T do 10:
Concatenate T 1 and T 2 12: end if 13: end for 14: end while 15: Add every element T ∈ T to G 16: end for 17: end while
B. SIMILARITY BETWEEN THE SETS OF CLUSTERS OBTAINED FROM TWO WEEKDAYS
Human mobility has high regularity such as trips between home and work/school [30] . Zhong et al. [31] analyze the similarity of human mobility between different days of the week. The results show the high regularity of human mobility patterns from Monday to Thursday. We consider that the regularity is due to the mobility pattern of commuters.
We measure the similarity of the two sets of clusters extracted from human mobility data on two different Mondays. To measure the similarity of the two sets of clusters, we use normalized mutual information (NMI). We define an evaluation metric named R-Measure that measures the regularity of human mobility defined by Equation 5 to measure the degree a clustering method captures the regularity of human mobility: A distance measure using the definition of Equation 6 satisfies the metric property according to their study, so we use the definition for calculating R-Measure.
where I C 1 , C 2 denotes the mutual information of the sets
, and H C 1 , C 2 denotes the joint entropy of the sets of the clusters. Please refer to Appendix for the definitions of mutual information and joint entropy.
C. AMOUNT OF INFORMATION
We also evaluate network clustering methods by measuring the amount of the information of extracted communities. Human mobility exhibits similarity on the same days of the week, and also exhibits variabilities between different days of the week. We measure the amount of information in regard to the similarity and the variability of urban human mobility.
We create three metrics based on information entropy named AI-Measures I, II and III. They measure the amount of the information of the areas colored green in Figures 4-(a,b,c) respectively. Figure 4-(a) shows the intersection of the two sets of clusters extracted from different weekdays (Monday). Figure 4 -(b) shows the intersection of the two sets of clusters extracted from different weekends (Saturday), where e 1 and e 2 denote different weekends (Saturday). Figure 4 -(c) shows the difference between the green areas in Figure 4 -(a) and in Figure 4 -(b). The green area in Figure 4 -(c) represents the variability of urban human mobility between weekdays and weekends.
AI-Measures I, II and III are defined by Equations 7, 8, and 9.
where VI denotes variation of information. We consider the functional relations between areas of a city vary between weekdays and weekends. AI-measure III is designed to evaluate how a clustering method can capture the variation of urban human mobility.
Our motivation behind AI-Measures is to measure how much a clustering method can identify functional clusters. For example, we consider that Newman's method cannot identify functional clusters as shown in Figure 1 , because it assumes that nodes in a cluster are densely connected to each other. People usually move to non-residential areas from their residences, so we consider that the size of each cluster obtained by Newman's method would be unnecessarily large. Such clustering would fail to show rich information about the community structures of a city. AI-measures are designed on the basis of the assumption. The limitation of AI-measures is that they cannot evaluate the value of the actual information of extracted clusters, and we consider that such value cannot mechanistically be measured.
The initial motivation behind the separation of AI-measures is to measure the amount of information in regard to the similarity and the variability of urban human mobility, but there is also a technical reason. AI-measures I and II maximize when a clustering method always classifies nodes such that each cluster has only one node. Therefore, it is impossible to effectively evaluate the information of clusters by using only AI-measures I and II. On the other hand, AI-measure III minimizes when the result of weekdays and that of weekends are the same. Therefore, we consider that using the three measures would be effective to evaluate the amount of information. Table 1 shows the summary of the measures. The significance of the proposed measures is summarized as follows.
D. SUMMARY OF THE MEASURES
First, the measures can evaluate network clustering methods without labeled data. There is no ground truth about the community structure of a city. Therefore, it is impossible to use labeled data for the evaluation of extracted communities. NMI and F-measure are widely used metrics for network clustering methods, but they require labeled data. Modularity is also used for the evaluation. However, the Infomap algorithm does not use modularity, and the other three network clustering methods use different definitions of modularity.
Second, the proposed measures are based on findings from previous studies on urban human mobility. The geographical cohesiveness of clusters and the regularity and the variability of urban human mobility have been discussed in previous studies, but they have not been quantitatively defined for the evaluation of the community structures of a city. The proposed measures are designed to quantitatively evaluate the characteristics of urban human mobility.
V. DATA
We use the smart card data of public transportation in the Kansai Area of Japan ( Figure 5 ). The Kansai Area is the second-most populated region in Japan after the Greater Tokyo Area. The data are collected at the auto fare collection barriers in each station. The data have trip records with information on trip ID, passenger ID, boarding time, boarding station, alighting time, and alighting station. The data were VOLUME 7, 2019 completely anonymized before being provided to us by the railway companies. The data include 1,024 stations held by 14 railway companies and 3 agencies of city governments.
We perform three sets of experiments. The dates of the experiments are shown in Table 2 . Figure 6 shows working days and non-working days. April 29 is a national holiday. We consider that there is not much effect of the national holiday on the human mobility on the dates of the study. Table 3 shows the numbers of extracted clusters, and Figure 7 shows the examples of the spatial distributions of extracted clusters using data on 11 April 2016 (Monday) and 9 April 2016 (Saturday). The difference of colors in Figure 7 indicates the difference of clusters, and the colors are randomly selected. In regard to bipartite network clustering methods (DIRTLPAwb+ and Multi-Facet), the results are shown separately for origins and destinations. Similarities and differences can be seen among the spatial distributions, but it is difficult to compare or evaluate the results only from the figures. The following sections compare results by our proposed metrics.
VI. RESULTS
A. OVERVIEW OF THE RESULTS
B. RESULTS OF GC-MEASURE
GC-Measure measures the geographical cohesiveness of the set of clusters. If the measure is low, the cohesiveness is high. Therefore, a lower GC-Measure is preferable. We set 5 kilometers to unit distance u, an input of Algorithm 1, to calculate GC-Measure. Figure 8 shows the results of GC-Measure. In regard to Newman, Infomap, and MultiFacet, the measure does not exceed 20 kilometers. However, many of the results of DIRTLPAwb+ are much higher than 20 kilometers. Figure 9 shows one of the clusters whose geographical cohesiveness is low. It is the cluster of origin stations obtained from the data on 9 April 2016 (the same as Figure 7-(f) ). The GC-Measure is 65 kilometers, and we consider that this is not acceptable. On the other hand, we consider that the results shown in Figure 8 are acceptable except for DIRTLPAwb+. It is difficult to determine the threshold of GC-Measure, and it would differ according to areas and countries. We consider that it should be determined by checking the examples of the spatial distributions of extracted clusters.
C. RESULTS OF R-MEASURE
R-Measure measures the similarity of two networks constructed from human mobility data on two working days. It is intended to evaluate how a clustering method can capture the regularity of urban human mobility. Figure 10 shows the results of R-Measure. All the results of Multi-Facet using OD Type 2 score higher than those of the other methods. Therefore, it is concluded that Multi-Facet using OD Type 2 captures the similarity of human mobility on working days the best among all the four methods. of human mobility on working days and on non-working days. AI-Measure III measures the amount of information about the variability of human mobility between working days and non-working days.
Figures 11(a) and 11(b) show the results of AI-Measure I and II respectively. In regard to AI-Measure I, the results of Multi-Facet using OD Type 2 exceed those of the other methods. In regard to AI-Measure II, the results of MultiFacet using OD Type 1 or 2 exceed those of the other methods. Therefore, it is concluded that Multi-Facet exhibits more information about the similarity of human mobility on both working days and non-working days than the other methods. Figure 11 (c) shows the result of AI-Measure III. The results of DIRTLPAwb+ using OD Type 2 exceed those of the other methods, and the results of Multi-Facet are the second highest.
VII. DISCUSSION
We consider that Multi-Facet using OD Type 2 is the most suitable network clustering method for the following reasons:
• The clusters obtained by using DIRTLPAwb+ are not geographically cohesive according to the results of GSMeasure. Therefore, we consider DIRTLPAwb+ is not a suitable method.
• Multi-Facet using OD Type 2 scores the highest in regard to R-Measure and AI-Measures I and II.
• Multi-Facet using OD Type 2 scores the second highest after DIRTLPAwb+ in regard to AI-Measure III. In regard to the two bipartite network clustering methods, it is necessary to take multi-facet characteristics of spatial interaction into consideration when analyzing urban human mobility. People move to various places located near to the location of their residence. Destinations also attract people from various places located nearby. The bipartite network clustering method that considers single-facet characteristics of human mobility networks (DIRTLPAwb+) assumes that one-to-one relationships between the cluster of origins and that of destinations, so it is not suitable to analyze functional relations between areas of a city.
In regard to the difference between the two types of origindestination matrices, AI-Measure III of OD Type 2 is superior to that of OD Type 1 when using Multi-Facet. We consider this is because the functional relations of areas vary between weekdays and weekdays. In addition, the results of R-Measure and AI-Measures I obtained by applying MultiFacet to OD Type 2 is superior to OD Type 1. We consider that OD Type 2 is more suitable for bipartite network clustering methods for the following reasons: OD Type 1 does not distinguish between trips from home to destination and trips back to home, and people usually make a round trip between home and destinations where they participate in activities. Therefore, it is likely that an OD Type 1 matrix is close to the transpose of the matrix, so it is unnecessary to apply bipartite network clustering methods to OD Type 1. Bipartite network clustering methods work effectively when there is a big difference between an OD matrix and the transposed matrix. Therefore, Multi-Facet works better using OD Type 2.
In regard to the undirected unipartite network clustering method (Newman), we consider that the size of each cluster is unnecessarily large. We consider that edges between areas that have similar functions tend to be small, because people VOLUME 7, 2019 usually move between residential areas and other types of areas. On the other hand, undirected network clustering methods assume that nodes in a cluster are densely connected to each other. Such an assumption is not suitable for networks created from urban human mobility, and it makes the size of each cluster unnecessarily large.
We consider that Multi-Facet has succeeded in capturing the effect of the functional roles of stations based on urban human mobility whereas the conventional methods (Newman and Infomap) have failed to capture it. R-measure and AImeasures measure how much a clustering method can capture the regularity and the variability of urban human mobility. They are strongly related to travel purposes, and trip purposes are affected by the functional role of each area of a city and day of the week (weekday/weekend). Multi-Facet is suitable for capturing the functional role of each area, then it succeeds in showing the rich information about the regularity and the variability of urban human mobility.
The Infomap algorithm is not suitable to analyze urban human mobility. It assumes that individuals move between many places in a network. Such an assumption is suitable when analyzing people's movement within a specific space such as amusement park.
The results in this paper show that the bipartite network clustering method is able to show accurate and rich information about urban structures, taking into consideration the multi-facet characteristics of each cluster and functional relations between areas of a city.
We consider that the following points explain why a mobility network should be defined as multi-facet bipartite network:
• Human flows in urban space are manifested between areas of different land use.
• Bipartite network clustering methods are suitable for the analysis of networks constituted of the different type of nodes such as residential areas and non-residential areas.
• It is necessary to assume that each functional cluster has multi-facet characteristics, because urban human movements are affected by distance between areas of different functions.
VIII. CONCLUSION
Many studies have used network clustering methods for analyzing human mobility, but little has been explored about which method is suitable for extracting urban structures from origin-destination data. In this paper, we have proposed evaluation metrics for evaluating network clustering methods based on the cohesiveness of extracted clusters, the regularity of human mobility on weekdays, and the amount of information about extracted clusters. The bipartite network clustering method marks good scores for these evaluation metrics, considering multi-facet characteristics of clusters and the functional relation between areas of a city. The previous studies on the extraction of urban structures from human mobility networks have used unipartite network clustering methods.
The bipartite network clustering method shows accurate and rich information about urban structures. Therefore, it is recommended to use the method to analyze urban structures based on spatial interaction data. It is necessary to choose the most suitable method when analyzing network data. We consider that the Infomap algorithm is the most suitable method for analyzing human mobility in a specific place such as an amusement park. Our future work will include the comparison of different types of human mobility. The evaluation metrics proposed in this paper are useful for evaluating extracted urban structures. However, the metrics are not suitable for other types of human mobility data, such as human mobility in amusement parks. It is necessary to propose other metrics that are suitable for other types of human mobility data.
The limitation of this study is that we have not studied what factors influence the proposed measures. It is necessary to create a model to study such factors. For example, we consider the model should include factors such as the difference of human mobility between weekdays and weekends and the geographical distributions of stations. Our future work includes finding what factors influence the proposed measures.
APPENDIX A DETAILED EXPLANATION ABOUT THE OBJECTIVE FUNCTION OF THE INFOMAP ALGORITHM
The valuables used in Equation 2, q and H (Q), are defined by Equations 10 and 11:
where q i denotes the probability that the random walk exits module C i . The weight p i = α∈C i p α + q i is comprised of two terms, the fraction of within-module movements in module C i and the probability of exiting module C i (p α is the probability that the random walk visits node α). H (P i ) is the entropy of the within-module movements in module C i and exiting movements from module C i defined by Equation 12 . table illustrated  by Table 4 , where n i,j denotes the number of stations that are common to clusters C 1 i ∈ C 1 and C 2 j ∈ C 2 , and a i and b j are respectively the number of stations in set C 1 i and the number VOLUME 7, 2019 
