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ABSTRACT
The aim of this thesis is to study how moment buildup rate on faults can be recon-
ciled with moment release rate. We concentrate first on the Himalaya region and
go on to look at faults worldwide. We first justify the extrapolation of GPS data in
the Himalayan region over the approximate timescale of an earthquake cycle. To
do this we show that GPS strain rates correlate with seismicity rates, and that the
principal directions of strain found from GPS data are similar to those from earth-
quake moment tensors, showing that GPS data has been consistent at the timescale
of earthquake strain-rate build-up, roughly 100-1000 years.
We next use geodetic data to show that the Main Himalayan Thrust (MHT) is locked
from the surface to roughly 100 km north along its entire length, with no creeping
patches. We also find the long-term slip rate on the fault, and these values agree
with values from geomorphic studies, showing that here the tectonic regime has
been stable with time, and most of the deformation is elastic. However, we also find
a correspondence between the pattern of uplift rate predicted from the model and
the topography, suggesting that a small amount of permanent deformation (<10%)
may occur, and again suggesting that the pattern of coupling has been stable with
time.
We find the moment build-up rate on the MHT to be 15.1±1.0x1019 Nm/yr and
compare this rate with the rate of moment release estimated from large earthquakes
that have occurred on this fault in the past 1000 years. We use the conservation of
moment principle to model the most likely maximum magnitude earthquake that
needs to occur to balance the moment budget, and find that we need an earthquake
of magnitude 9 or more with a recurrence time of roughly 800 years.
We extend this analysis to faults with no GPS data, and no long record of large
earthquakes, by developing a method to find the expected maximum magnitude
earthquake on faults assuming conservation of moment, and that the earthquakes
follow the Gutenberg-Richter law. Our results compare well with historical catalogs
where they are available.
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1Reconciling Geodetic Strain and Seismicity Rate with
the Frequency-Magnitude Relation of the Largest
Earthquakes
INTRODUCTION
Understanding the frequency-magnitude relation of large earthquakes is important
for seismic hazard mitigation. We would like to know how often different sized
earthquakes might occur. It is useful to know the largest sized earthquake that
could ever occur, but also the probabilities of different sized earthquakes happening
in particular time frames. These probabilities are often used by engineers to design
buildings that have a very small chance of falling down during their expected life-
time. If it is unclear what size the largest earthquake would be, it is hard to prepare
for. Before the large Japanese earthquake of 2011, it was thought that earthquakes
as large as Mw9 would not occur in that region. This meant that when the Mw9
earthquake did happen, the size of the resulting tsunami was much larger than had
been planned for, and this miscalculation led to enormous damage. In many de-
veloping countries the hazard is less well understood, and on top of that it is hard
to communicate the probabilities of earthquake occurrence to non-scientists, espe-
cially in places where there has not been a large earthquake in a long time, and
where they have many more obvious problems to concentrate on. It is also hard
to prepare for earthquakes when the faults are unknown. One option would be to
assume that there could be very large earthquakes anywhere, but this would be a
waste of resources.
During my PhD I moved forward on some of these issues: I developed a model to
find the maximum expected earthquake in the Himalayan region and its recurrence
time, and then extended this model to large faults across the world.
The Himalayan Region has a high seismic risk, and an increasing population den-
sity. We now have 4094 GPS1 measurements in the region (see Figure 0.1) and this
number is continuously increasing. I used the GPS data to create a strain rate map
of the region (following the method of Tape et al. (2009)). The difference between
1Global Positioning System
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Figure 0.1: GPS velocities in the region taken from the literature, in the fixed-
Eurasian reference frame.
a strain rate map of the region I made in my first year (2012), and one I made in
my final year (2016) can be seen in Figure 0.2. The difference is due to the 1436
GPS measurements that were published in the intervening period. From this map
of strain-rate, it can be seen that the Main Himalayan Thrust, or MHT, (see Figure
0.3 for a map of fault names and locations) is the most obvious feature — the area
where the strain-rate is the highest over the largest region. The fault is absorbing
about half of the regional convergence rate, so slip rates across it are around 20
mm/yr, which is greater than any other fault in the region. I concentrated first on
finding the seismic hazard associated with this fault, the MHT.
GPS data are critical in finding the rate of strain buildup on the fault, but GPS has
been recording ground motion of only the most recent 20 years or less. To find the
seismic hazard and to be able to compare with historical records of earthquakes, we
need to know if the GPS rates are constant through time, and so representative of the
past few thousand years, or if they are variable and so biased towards present values.
3a b
/s
Figure 0.2: Comparison of GPS-derived strain rate map from 2012 (left), and from
2016 (right).
Thrust
Himalayan
Figure 0.3: Active faults in the area from Styron, Taylor, and Okoronkwo (2010),
with faults mentioned in the text highlighted in red. Faint blue lines show the coun-
try outlines.
4To test this we compared GPS with earthquake strain data, since earthquakes release
strain that has built up on a time period much longer than GPS, over hundreds
and thousands of years. We find that these two pieces of data covering different
timescales give similar results, so we can assume the GPS has been constant through
time, as discussed more in Chapter 1. For example, Figure 0.4 shows a comparison
of principal horizontal strain rate directions2 calculated from GPS and earthquakes.
We use the Frobenius norm (the square root of the sum of the squared differences of
each element in the strain rate tensor) to quantitatively compare the geodetic strain
rate and moment tensors:
| |D | |F =
√√ m∑
i=1
n∑
j=1
|ai j − bi j |2 (1)
where | |D | |F is the Frobenius norm of the difference between the two matrices
with components ai j and bi j . A histogram and map view of the Frobenius norm
differences are shown in Figure 0.4 c and d.
After deciding that the MHT was the most important seismic hazard in the region,
and knowing that we can extrapolate GPS back in the past, I used the GPS to find
the pattern of coupling on the fault, the topic of Chapter 2. Where the fault is fully
coupled, it is locked, so strain is accumulating here. Where the fault is not coupled,
it is creeping, so there is some continuous movement and lower strain accumulation,
and earthquakes are probably less likely to occur in these areas. As well as GPS
we use InSAR data3, leveling data,4 and microseismicity5 and inverted these data
to find the coupling pattern, which also tells us the moment build-up rate, or how
fast energy is building up, which has to be released.
The results of the coupling inversion can be seen in Figure 0.5, along with the cal-
culated long-term velocities along the fault. The coupling pattern here is rather
different to most subduction zones, where there are locked patches surrounded by
creeping patches (e.g. Liu et al. (2010), Chlieh et al. (2011), Métois, Socquet, and
Vigny (2012), and Schmalzle, McCaffrey, and Creager (2014)). Here there seem to
be no creeping patches within roughly 100 km of the surface trace of the fault.
2Principal directions are the directions of maximum and minimum strain-rate
3Interferometric Synthetic Aperture Radar data
4Leveling data measures how much the earth’s surface has gone up or down
5Microseismicity is small earthquakes
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Figure 0.4: Comparison of directions of principal horizontal strain rates. Red lines
show direction of maximum compression and blue arrows show direction of maxi-
mum extension. a) Moment tensor solutions. b) GPS strain rate map. c) Probability
density function (PDF) of normalized misfit of the Frobenius norm between the mo-
ment tensor and GPS strain rates, which includes the 3D component and the relative
magnitudes. d) Frobenius norm distribution.
Now that we have the coupling pattern we can find the moment buildup rate, and
compare this with moment release in earthquakes from the recent and historic
records. Almost everywhere along the Himalayan arc, the strain buildup exceeds
the estimated strain released by earthquakes during the past 500 years (Figure 0.6).
To get the moment back in balance, larger or more frequent large earthquakes than
known from the past 500 years are thus needed.
To quantify this further, as shown in Chapter 3, we compare the frequency-magnitude
relation of large earthquakes from the past, either historical or paleoseismic records.
From the moment build-up rate we found, we can find the largest earthquake that
would balance this, given assumptions about the magnitude-frequency distribution.
One such assumption is that the earthquake magnitude-frequency distribution fol-
6Figure 0.5: Coupling model and fit to the horizontal GPS data. The interseismic
coupling is shown as shades of red. A coupling value of 1 means the area is fully
locked, while a value of 0 means fully creeping. The green and black arrows and
ellipses show the continuous and campaign GPS velocities (in the fixed-Indian ref-
erence frame of Ader et al. (2012)), with their error bars, respectively. The blue
arrows are the modeled velocities, which fit with the coupling shown. The large red
arrows show the long-term velocities in each region. The dashed black lines show
the boundaries of the regions, within which the long-term velocity for that region
is calculated, as shown by the large red arrows. The solid black lines, labeled at 10
km intervals, show the depth contours of the fault plane.
lows the Gutenberg-Richter (GR) law (Gutenberg and Richter, 1944):
log(N (M > Mw)) = a − bMw (2)
where N(M>Mw) is the number of earthquakes above Mw, a is the y-axis intercept,
and can be thought of as the productivity, and b is the slope of the line, which often
has a value close to 1 (Bird and Kagan, 2004; Godano, Lippiello, and Arcangelis,
2014).
The results of the model with the GR assumption are shown in Figure 0.7. We see
that we have to have a very large earthquake, around magnitude 9 or above. This is
bigger than any recent earthquake, but there is evidence from paleoseismology that
earthquakes of a similar size may have happened more than 500 years ago (Kumar
et al., 2006; Kumar et al., 2010).
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Figure 0.6: Interseismic coupling and moment build-up on the Main Himalayan
Thrust. The pattern of coupling (Stevens and Avouac, 2015) is shown in red, over-
lain by the rough locations of earthquakes Mw7.5-8 for the past 200 years and ≥8
for the past 500 years (Kumar et al., 2010; Galetzka et al., 2015), which are used in
calculating the rate of seismic moment release (light blue bars). The approximate
extent of surface ruptures of two potential major earthquakes, dated to ∼1400AD
and ∼1100AD from paleoseismic studies, are also shown. The probability distribu-
tion function (pdf) in the inset shows the seismic moment build-up calculated from
the coupling model, and the yellow bars show its distribution along the arc.
The method used to find the largest possible earthquake, or Mmax , on the Main
Himalayan Thrust cannot be applied to most faults, as a dense GPS network and
a catalog of historical earthquakes is needed, which most faults do not have. His-
torical earthquakes are those found from written records of shaking and building
destruction, before the instrumental record began. The regional extent and intensity
of shaking is used to calculate a rough magnitude. The historical record for the Hi-
malayan region goes back around 500 years, and only includes earthquakes above
magnitude 6.5, as smaller earthquakes do not cause as much shaking or damage,
so fewer written reports of shaking can be found. Other large faults in the Tibetan
region, such as the Altyn Tagh and the Kunlun, are slipping at half the rate of the
Main Himalayan Thrust, which is still significant, but much less is known about
them. The Kunlun fault had a large earthquake recently, Mw7.8, but the Altyn Tagh
has had no large earthquake in living memory or in historical records. There are
however paleoseismic observations and a large scarp, showing that the Altyn Tagh
is capable of producing large earthquakes. I study this in Chapter 4.
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Figure 0.7: a) Blue line shows the frequency of the largest earthquake that would
have to occur if it were to be Mmax . Red lines show theoretical earthquake cat-
alogs which follow the GR law, and intersect the moment line at 7, 8, and 9. b)
Here the blue line is the same as in a, but now we have real data from the MHT.
Green and red triangles show instrumental data, while pink dots shown historical
and paleoseismic data with error bars. c) Result of combining the different earth-
quake catalogs and rates of different large earthquakes. This shows the probable
size of the Mmax needed to balance the seismic moment build-up. The red curve
shows the final result, showing that we need roughly a magnitude 9 earthquake to
balance the budget. d) Zoom in of b. Colored contour lines show the 2-D pdf of
the magnitude and frequency of the maximum earthquake. Grey shaded cumulative
density functions along the x and y-axes represent, respectively, the marginal cu-
mulative probability of the largest earthquake exceeding a given magnitude, and the
cumulative marginal probability of its frequency being lower than a given value.
9To find the moment build-up, instead of using the GPS and coupling pattern, we
used the relation
M˙◦ = µ · A · s · f s, (3)
where M˙◦ is the moment build-up rate in Nm/s, µ is the rigidity in N/m2, A is the
fault plane area in m2, s is the slip rate in m/s and f s is the fraction released seis-
mically.
Previously when the instrumental data (which normally only includes the rate of
small earthquakes) has been extrapolated to higher magnitudes, it underpredicts the
rate of larger earthquakes by roughly a factor of 2-3 as compared to the number
seen in the historical record. This initially led people to propose the characteristic
earthquake model (e.g. Schwartz and Coppersmith (1984) and Wesnousky (1994)),
where the Gutenberg-Richter (GR) model was no longer valid across the entire
magnitude range. A way to reconcile the GR relationship with the mismatch of his-
torical and extrapolated instrumental data is if we allow the seismicity rate to vary
in time. A few previous studies have hypothesized this, suggesting that the missing
aftershocks of larger events we have not recorded would increase the average rate
of smaller earthquakes as a whole, allowing the entire catalog to follow the GR law
(Page and Felzer, 2015; Naylor, Main, and Touati, 2009).
We base our model on this fact that earthquake rate is not constant, and we are miss-
ing larger earthquakes with longer recurrence times and all their aftershocks. The
aftershocks themselves do not release a significant amount of moment, but they
do increase the average rate of smaller earthquakes so. We model missing larger
earthquakes and aftershocks, assuming the entire distribution follows the GR law,
and aftershocks also follow the GR law with the maximum magnitude aftershock
as 1.2 below the mainshock (Bath’s Law). When we have completed the modeled
catalog, we can see where it intersects the moment build-up line, and therefore find
the expected magnitude and recurrence time of the largest earthquake on that fault.
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Figure 0.8: GR plot for a) the San Andreas Fault and b) the Boconó fault. The dark
blue lines show the moment build-up line. The light blue lines show the instrumen-
tal data for the past 20 years. The green straight lines show the modeled complete
earthquake catalog. The green triangles show the historic data. The colored ovals
indicate the probability that the maximum magnitude earthquake would fall within
them.
This model was then tested on faults with historic data. Figure 0.8a shows the re-
sults of my modeled catalog compared to the historical catalog on the San Andreas
Fault (SAF) and the maximum sized earthquake my model would predict. Figure
0.8b shows the results for the Boconó fault, in Venezuela, an example where we do
not have historical data. The uncertainties with this method are high, but it gives a
first estimate of Mmax in areas of sparse data, and uncertainties will decrease in the
future as the uncertainties on the input parameters decrease.
This new model is important, particularly in areas of sparse data, where there have
not been large earthquakes in living memory, as it provides information about the
potential size and recurrence time of the hazard. This highlights the seismic risk and
allows increased awareness and preparedness for future large earthquakes. Future
work could benefit from using dynamic models to analyze the statistics of earth-
quake catalogs (e.g. Lapusta and Rice (2003) and Lapusta and Liu (2009)). This
would allow the investigation of the time-dependent seismic hazard, rather than just
the long-term average hazard.
In the future, more geodetic studies will narrow down the uncertainty on the mo-
ment build-up rates, and a longer instrumental record will decrease uncertainties
on the average rates of earthquakes. However, what we really want to have is an
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instrumental catalog and geodetic data that covers an entire seismic cycle on a large
fault. For real observations, we would have to wait hundreds to thousands of years,
however physics-based dynamic models (e.g. Lapusta and Rice (2003) and Lapusta
and Liu (2009)) could help us in the future to extrapolate seismicity rates of small
earthquakes to larger ones. Our methods have been designed to assess the long-
term average seismic hazard only, and it would be useful to also extend the work to
consider time-dependent seismic hazard analysis.
The following four chapters present four articles that I have written during my PhD,
two of which have already been published. In Chapter 1, I show that the MHT is the
main area of strain buildup in the region, and that the GPS strain rates are constant
with time. Chapter 2 is the first paper I wrote about using GPS data near the MHT
to find the coupling pattern and seismic moment build-up rate. Chapter 3 is also a
published paper, and uses the results from Chapter 2 to find the larger earthquake
needed to balance the seismic moment budget. Chapter 4 builds on the method of
Chapter 3 to expand the method to areas with no historic earthquake data.
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C h a p t e r 1
CONSISTENT SEISMICITY AND STRAIN RATES IN THE
INDIA-ASIA COLLISION ZONE
13
ABSTRACT
We compare the geodetic strain rate field over the India-Asia collision with seis-
micity. We find a correlation between the background seismicity rates, estimated
from the rate of independent earthquakes, and geodetic strain rates. We also show
that the orientation of strain release by earthquakes, estimated from their moment
tensors, agrees with the orientation of elastic strain build up calculated from the
geodetic data. These observations show that geodetic strain rates can be assumed
stationary through time on the timescale needed to build up the elastic strain re-
leased by earthquakes, which is typically of the order of 100-1000 years. This
means that geodetic data in the Tibet-Himalaya region can be extrapolated back in
time to estimate strain buildup on active faults or the kinematics of continental de-
formation. A corollary is that the geodetic strain rate and long-term slip-rates on
active faults should be consistent if geodetic strain is primarily elastic. If strain rate
changes significantly, over hundreds or thousands of years, it would be incorrect to
compare geodetic rates with historical earthquakes and slip rates calculated from
geomorphic/geological offsets.
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1.1 Introduction
Over the last few decades GPS geodesy has emerged as a major tool to investigate
crustal deformation (e.g. Herring (2010)). Thanks to the effort of many institutions
around the world it is now possible to produce relatively detailed strain rate maps
of actively deforming regions. These data can be used to infer the kinematics of
crustal deformation and the governing dynamic processes (e.g. England and Mol-
nar (1997a)). The data can also be used to monitor interseismic strain rate buildup
on active faults and to draw inferences about seismic hazard (e.g. Shen, Jackson,
and Kagan (2007), Riguzzi et al. (2012), Stevens and Avouac (2015), and Stevens
and Avouac (2016)), which is the motivation for this study. The concept is that
seismicity releases the elastic strain that has built up on the fault while it is locked
between large earthquakes, and that geodetic data can be used to constrain the rate
of elastic strain build up, which places constraints on the rate of seismic moment
release over the long-term average (e.g. Avouac (2015), Rong et al. (2014), Kagan
and Jackson (2013), and Bird et al. (2015)).
This approach makes two fundamental assumptions that are debatable. Firstly,
geodetic strain rate is assumed stationary. This seems to be a reasonable assumption
based on the similarity of geodetic strain rate with geological slip rate on a num-
ber of continental strike-slip faults (Meade, Klinger, and Hetland, 2013); however,
there are counter-examples (e.g. Friedrich et al. (2004), Niemi et al. (2004), Ben-
nett, Friedrich, and Furlong (2004), Oskin et al. (2008), Ganev et al. (2012), Peltzer
et al. (2001), and Dolan, Bowman, and Sammis (2007)). One possible explanation
is that high deformation rate would switch from one fault to the other. For example,
Peltzer et al. (2001) found that strain accumulation rate in the East California Shear
Zone is currently three times its average, and the Garlock fault shows no evidence
of current strain accumulation, though it has slipped by 7 mm/yr on average over the
Holocene. This and other examples suggest that interaction between faults could
induce significant temporal variations of loading rates. Temporal variations could
also result from viscoelastic reloading (e.g. Kenner and Simons (2005) and Oskin
et al. (2007)). Another assumption is that geodetic strain rate is entirely elastic
strain. Some fraction of the geodetic strain rate might actually be anelastic. These
issues have been debated mostly based on the comparison of geological and geode-
tic rates. Here we take another approach based on the comparison of geodetic rates
with background seismicity rates in the India-Asia collision zone. Earthquakes re-
lease elastic strain built up over a duration much longer than the period covered by
15
geodetic measurements. As a result, temporal variations of strain rates would reflect
in geometric inconsistencies between the geodetic strain rate and co-seismic strain
rate. Secondly, if the seismicity follows the Gutenberg-Richter (GR) distribution
(Gutenberg and Richter, 1944) up to the largest earthquakes, the rate of small earth-
quakes would reflect the rate of the larger earthquakes. The GR distribution states
that log(N (M > Mw)) = a − bMw, where N(M>Mw) is the number of earthquakes
above Mw, a is the y-axis intercept, and can be thought of as the productivity, and
b is the slope. Assuming that interseismic strain rate is entirely elastic, and given
that the rate of large earthquakes must scale with fault slip rates (Brune, 1968), we
would expect background seismicity rate to scale with geodetic strain rate.
The India-Asia collision zone is an interesting area for this analysis given the sheer
size of the deforming area, the intense seismic activity, the diversity of focal mecha-
nism and the recent accumulation of geodetic measurements. Also, the comparison
of long term slip rate and geodetic rates on some of the major faults in the area
has been much debated (e.g. Mériaux et al. (2004), Chevalier et al. (2005), Brown,
Molnar, and Bourlès (2005), Cowgill (2007), and Wright et al. (2004)). A number
of studies have combined geodetic and geologic slip rates, and seismicity to deter-
mine the pattern and rates of crustal deformation in the area (e.g. Holt et al. (2000),
England and Molnar (2005), and Delescluse and Chamot-Rooke (2007)). We do
not repeat or revisit such studies, but simply assess the assumption also made in
such studies that the strain rate field is stationary. These methods would indeed be
incorrect if strain rate changed on a decadal/hundred-year time frame.
Hereafter we first present the strain rate map produced from our compilation of the
geodetic data. We next present the seismicity data and discuss the correlation with
the strain rate map.
1.2 Geodetic strain rates
We study the region of latitude 10-45◦ and longitude 65-110◦ to cover at large the
zone of deformation resulting from the India-Asia collision. It includes the entirety
of the Himalaya and Tibetan Plateau, as well as the Tien Shan. We use 2369 GPS
measurements compiled from the literature (Figure 1a, see Supplements for refer-
ences). Where necessary, we only took data that had been corrected for the effects
of large earthquakes in the original publications. The data spans varying time peri-
ods, with the oldest GPS data starting in 1994.
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Figure 1.1: a) GPS data used in the strain rate calculation. Black lines show faults
from Styron, Taylor, and Okoronkwo (2010) and red lines highlight faults men-
tioned in the text. b) Second invariant of the strain rate tensor for region of interest
calculated from GPS data. For the method and GPS data references see the Methods
section.
We used the method of Tape et al. (2009) to determine the horizontal strain rate
field. This method uses multi-scale wavelets to match the resolution to the density
of observations, so no data points are redundant. The second invariant is plotted
in Figure 1b. The zones of higher strain rate correlate relatively well with known
active faults (Styron, Taylor, and Okoronkwo, 2010) (Figure 1). The Himalaya
clearly stands out as a continuous strip of higher strain rate where the strain rate
reaches 10x10−11 per year. The shortening rate across the range matches the slip
rate on the Main Himalayan Thrust at the few sites where both determinations can
be compared, so that in that particular case the geodetic strain rate must be essen-
tially elastic (e.g. Stevens and Avouac (2015)).The high strain rate strip can be
seen bending around the eastern and western syntaxes. The North-South striking
Saigang Fault on the eastern end shows narrower and then more diffuse deforma-
tion, where a number of faults take up the 15 mm/yr rate (Wang et al., 2011). The
Tien Shan can also be seen as a region of fairly high strain rate. On the eastern edge
of the Tibetan Plateau, from South to North, the Xianshuihe, Kunlun and Haiyuan
strike-slip faults can be made out. The Altyn Tagh can also been faintly seen, bor-
dering the north-west edge of the plateau, though there are fewer GPS stations in
this region, which perhaps is why it is less prominent. The slightly increased areas
of strain rate heading north perpendicular to the Main Himalayan Thrust coincide
with extensional grabens. Southwest of the western syntax, there are rather few
GPS points, which may be a cause of the broad area of strain rate increase.
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1.3 Comparison with seismicity rate
We use 10 years of earthquake data from 2005-2016, taken from the ISC catalog
(International Seismological Centre, 2013), with the largest magnitude the 2008
Sichuan Mw7.9 earthquake. We take earthquakes only up to 50 km depth, leaving
122,015 earthquakes. We decluster the earthquakes using the Reasenberg decluster-
ing method (Reasenberg, 1985), and end up with 63,225 earthquakes. We used the
Shuster Spectrum test (Ader and Avouac, 2013) to verify that the catalogue is well
declustered and that the declustered earthquakes are consistent with a Poisson pro-
cess (See Supplementary Figure S1). Overall, the catalog follows the Gutenberg-
Richter law well, and yields a mean b value of 0.94±0.01 (Supplementary Figure
S2). The regional seismic moment release rate for the past 10 years (2.7x1020
Nm/yr) is similar to that estimated during the past century (1.7±0.7x1020 Nm/yr,
Holt et al. (2000)).
The rate of small earthquakes in this catalogue can be assumed to represent the
background seismicity rate, as aftershocks have been removed. The study area was
divided into regions corresponding to 10 different levels of strain rate, and the earth-
quakes within each of these areas were extracted (Supplementary Figure S3). The
number of events was then normalized by the areas. Gutenberg-Richter plots for
each region are shown in Figure 2a.
The Gutenberg-Richter plots within areas of different strain rate show that in gen-
eral, the higher the strain rate, the higher the rate of smaller earthquakes (less than
6). This is not true for the highest magnitude earthquakes, where they tend to occur
in areas of lower strain rate. This is because these areas are larger, so the earth-
quake record is more complete here than in the areas of higher strain rate. With
time we expect catalogs to become more complete so we would see larger magni-
tudes in the areas of higher strain rate, which are smaller in area. In Figure 2b we
compare the strain rate in each region with the normalized earthquake rate. The
two rates are correlated and the correlation is much higher than what could result
from chance (compare dots and grey lines in Figure 2b). We determine a best fitting
linear relation between the rate of earthquakes and strain rate:
E˙ = 1.05 ± 0.15 × 107 · ˙ (1.1)
where E˙ is earthquake rate per km2, and ˙ is strain rate per second. The constant has
units of seconds per km2. We also find that the observations are generally within
the expected range of variability for a Poisson earthquake process.
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Figure 1.2: a) Gutenberg-Richter plot of declustered catalog within areas of dif-
ferent strain, normalized per area. See Figure S2 for areas of different strain
rate. b) Comparison of normalized earthquake rate and strain rate from GPS. Col-
ored dots correspond to discrete regions of different strain rate levels. Grey lines
show 100,000 realizations of randomized distributions of earthquakes. These show
greater dispersion as strain rate increases because the areas in which these strain
rate levels occur decreases. The solid black line shows the linear best fit, and the
two dashed lines show the 2-sigma errors on the line, assuming that earthquakes
are a Poisson process. c) Strain rate versus normalized cumulative area (blue) and
normalized cumulative earthquake count (red).
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At medium strain rates the number of earthquakes appears slightly low. This ob-
servation is probably due to a methodological bias. These medium strain rate areas
tend to be regions surrounding regions of even higher strain rate, where earthquakes
do occur at a much higher rate. The actual location of faults here may play a role,
as the large faults themselves may cross areas of different strain rate level, and be
concentrated in the higher strain rate areas, leaving the medium-strain rate areas
relatively earthquake poor. The medium-strain rate areas may be a result of lack of
resolution of the GPS, with there actual strain rate levels being lower, as the low
density of GPS broadens out the areas of higher strain rate, which would lead to
areas of apparently higher strain rate with fewer earthquakes. It may be that not just
the strain rate, but also the location of faults is important for earthquake rate. The
high earthquake rate in the areas of high strain rate, where the most important faults
are, suggests that there is not much aseismic slip else there would not be so high an
earthquake rate here.
1.4 Comparison with seismic moment tensors
For the earthquake strain tensors we use the CMT catalog from 1976 to 2016
(Dziewonski, Chou, and Woodhouse, 1981; Ekström, Nettles, and Dziewoñski,
2012). The smallest earthquake is Mw4.6 and the largest is again the 2008 Sichuan
Mw7.9. We take earthquakes again up to 50km depth and this leaves 1879 earth-
quakes.
For every earthquake, the directions of horizontal principal strain were determined
using the Kostrov approach (Kostrov, 1974), according to which each earthquake is
considered to represent an increment of strain, which is calculated by representing
it by an equivalent homogeneous strain of the volume containing the fault. These
were then compared with those from the GPS strain rate map (Figure 3). Compar-
ing directions of principal strain from both earthquakes and GPS strain rate field
shows that both the directions and relative magnitudes of principal strain are very
similar. We do not use absolute magnitudes as large earthquakes would have an
overwhelming contribution, but the catalog is not representative of the long term,
i.e. the recurrence time of large earthquakes is a lot longer than the 10 years of
earthquake data we have used.
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Figure 1.3: Comparison of directions of principal horizontal strains. Red lines show
direction of maximum compression and blue arrows show direction of maximum
extension. a) Moment tensor solutions. b) GPS strain rate map. c) Misfit of the
Frobenius norm between the moment tensor and GPS strain rates, which includes
the 3D component and the relative magnitudes. d) Frobenius norm distribution.
Both show strong compression perpendicular to the Himalayan arc, with very small
extension parallel. In the Tibetan Plateau itself, there is significant East-West ex-
tension and now only minor North-South compression. We use the Frobenius norm
(the square root of the sum of the squared differences of each element in the strain
rate tensor) to quantitatively compare the geodetic strain rate and moment tensors:
| |D | |F =
√√ m∑
i=1
n∑
j=1
|ai j − bi j |2 (1.2)
where | |D | |F is the Frobenius norm of the difference between the two matrices with
components ai j and bi j .
All tensors are normalized to unity so that only the directions and the ratio of prin-
cipal values are actually compared. It can be seen that the misfit is in general small,
and randomly distributed across the area. There are few places where the earth-
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quakes and GPS strain rate fit with extremely low misfit (i.e. < 0.1) because both
the angle and relative magnitudes would have to be very similar at the same time;
it is more likely that one of these quantities is more different. The misfits are over-
all much better than what would be expected from a random distribution. The
probability of obtaining such a low median misfit randomly is less than 1% (See
Supplementary Figure 1.S3).
We estimated the expected level of misfit given the uncertainties on the moment
tensors and on the GPS strain rates. To do so we assumed that nearby measure-
ments (at distance less than 100 km) can be considered to represent independent
measurement of the same quantity. We then calculated the standard deviation of the
Frobenius distance between such data, and this expected misfit was used to simulate
earthquakes that ‘perfectly’ fit the GPS strain rate data (Supplementary Figure S4).
This calculation shows that the misfit between the seismic moment tensors and the
geodetic strain rate tensors is still larger than values expected if the tensors were
perfectly collinear, taking into account the data uncertainties. The discrepancy may
be due to some variation in strain rate with time, but also may be due to strain par-
titioning, where the earthquake moment tensors are influenced by the geometry of
faults on which they occur.
We find that over the broader regions, not just on large faults, there is agreement
between earthquakes’ strain release and GPS strain rate. This is more evidence
that the strain rate field from GPS has been consistent at a timescale of thousands
of years and is representative of the stress field that is driving strain release by
earthquakes.
1.5 Discussion-Conclusion
Our study shows that seismicity rate determined using small and moderate indepen-
dent earthquakes correlate well with geodetic strain rates over the India-Asia colli-
sion zone. The strain rate is calculated from the GPS, which records at the decadal
timescale, whereas the earthquake rate reflects strain release events of strain accu-
mulated on a centennial to millennial timescale. The stress build up rate on active
faults is typically 1-10 kPa/yr in the Himalayan region (Bollinger et al., 2004a) and
similar in California (Parsons, 2006; Freed, Ali, and Bürgmann, 2007), compared
with a typical stress drop of 1-10 MPa (e.g. Kanamori and Brodsky (2004)), so
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the time needed to reload a fault after an earthquake is typically 100-1000 years.
The correspondence between strain rate and earthquakes suggests that the geodetic
strain field is representative of stress built up over the longer timescale.
A similar correlation has been found at subduction zones by Kagan (1999). Such
spatial correlation is the equivalent in space of correlation in time between post-
seismic strain rates and aftershocks (e.g. Perfettini and Avouac (2004) and Hsu
et al. (2006)) or between seasonal variations of strain and seismicity observed in
the Himalaya (Bettinelli et al., 2008). The fact that the correlation holds in areas
of smaller strain rates suggests that even in those areas, geodetic strain is probably
dominantly elastic and released by seismicity in the longer run. If this were not the
case, we would expect a cutoff strain rate, below which we would get no seismicity,
but instead strain release by viscous flow.
As observed in Italy (Riguzzi et al., 2012), we find that larger earthquakes fall in
area of lower strain rate. This observation is probably a bias due to the earthquake
catalogs being more complete in those larger areas than in the smaller areas of
higher strain rate. We suspect that this bias might also explain the similar correla-
tion observed in Italy.
We find that past seismicity rates and strain rates match, suggesting that GPS and
background seismicity rates may be considered constant through time. The correla-
tion between principal strain directions of geodetic surface strain and moment ten-
sors also suggests that the geodetic strain rate tensor has not changed much through
time either. This means the current strain rates measured over decades can be ex-
trapolated back in time to evaluate strain build up on active faults over the entire
interseismic period. It means that we can assume the same rates on faults back in
time, and so can use the historic and paleoseismic record in conjunction with rates
from geodetic data to study seismic hazard. This lends support to the practice of
combining geologic slip rates and seismicity data to develop kinematic models of
continental deformation (Haines and Holt, 1993; Holt, Li, and Haines, 1995; Eng-
land and Molnar, 1997b) or based on elastic block modeling (e.g. Meade and Hager
(2005)).
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Supporting Information for “Consistent Seismicity and Strain Rates
in the India-Asia Collision Zone"
Introduction
Here we show extra figures relating to data. GPS data was compiled from the
literature (Bettinelli et al., 2006; Calais et al., 2006; Socquet et al., 2006; Gan et al.,
2007; Jade et al., 2007; Banerjee et al., 2008; Yang, Li, and Wang, 2008; Maurin
et al., 2010; Mohadjer et al., 2010; Mukul et al., 2010; Zubovich et al., 2010; Jade
et al., 2011; Ponraj et al., 2011; Ader et al., 2012; Mahesh et al., 2012; Szeliga
et al., 2012; Gahalaut et al., 2013; Ischuk et al., 2013; Liang et al., 2013; Schiffman
et al., 2013; Jade et al., 2014; Kundu et al., 2014; Vernant et al., 2014; Jouanne
et al., 2014; Wang et al., 2014; Gupta et al., 2015).
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Figure 1.S1: Gutenberg-Richter plot showing the entire declustered catalog as blue
circles. The b value calculated from the maximum likelihood method (Aki, 1965)
is 0.94±0.01, and the mean is shown as the red line.
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Figure 1.S2: Plot showing boundaries of areas of different strain rate from GPS
data, and the locations of earthquakes within them, both color-coded by different
strain rate.
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Figure 1.S3: Probability density functions (PDFs) of Frobenius norm misfit of strain
rate tensor to GPS strain rate tensor. a) Modeled strain that is perfect GPS strain
plus a standard deviation of 0.13±0.075. b) Real data from earthquake strain. c)
Modeled completely random strain. The median misfit is 0.16, 0.31, and 0.51 re-
spectively.
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C h a p t e r 2
INTERSEISMIC COUPLING ON THE MAIN HIMALAYAN
THRUST
(Published as “Interseismic coupling on the main Himalayan thrust" by V. L. Stevens
and J. P. Avouac, Geophysical Research Letters, 2015)
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ABSTRACT
We determine the slip rate and pattern of interseismic coupling on the Main Hi-
malayan Thrust (MHT) along the entire Himalayan arc based on a compilation of
geodetic, InSAR and microseismicity data. We show that convergence is perpen-
dicular to the arc and increases eastwards from 13.3±1.7 mm/yr to 21.2±2.0 mm/yr.
These rates are comparable to geological and geomorphic estimates, indicating an
essentially elastic geodetic surface strain. The interseismic uplift rate predicted
from the coupling model closely mimics the topography, suggesting that a small
percentage of the interseismic strain is permanent. We find that the fault is fully
locked along its complete length over about 100 km width. We do not find any
resolvable aseismic barrier that could affect the seismic segmentation of the arc and
limit the along strike propagation of seismic ruptures. The moment deficit builds
up at a rate of 15.1±1x1019 Nm/yr for the entire length of the Himalaya.
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2.1 Introduction
There is now a relatively good coverage of GPS measurements of surface displace-
ments spanning the Himalayan arc (Figures 2.1 and 2.S1). These data indicate that
the Himalaya accommodates about half of the 40 mm/yr convergence rate between
India and Eurasia as some earlier studies have shown (e.g. Bilham, Larson, and
Freymueller (1997), Larson et al. (1999), Jouanne et al. (2004)). The high strain
rate there is consistent with the high seismic hazard associated with the range. The
Himalayan range has indeed produced a number of deadly earthquakes recently
(e.g. Mw 7.8 Nepal 2015, Mw 6.9 Sikkim 2011 and Mw 7.6 Kashmir 2005) and has
been known for even larger historical earthquakes of magnitude more than 8 (e.g.
the Mw 8.5 Assam 1950 (Chen and Molnar, 1990) and the Mw 8.2 1934 Nepal-Bihar
earthquakes (Sapkota et al., 2013), indicating that a fraction of the geodetic strain
rate is elastic strain which is ultimately released by earthquakes.
A primary objective of this study is to assess how much of the geodetic strain is
actually elastic and to quantify the current rate of moment deficit accumulation
along the Himalaya. This quantity is of importance as it sets the seismic hazard
level (Bilham, Gaur, and Molnar, 2001) . We also aim to assess if this pattern is
spatially stationary through time in the interseismic period, or whether it can vary
significantly. To answer these questions, we adopt the same methodology as Ader et
al. (2012), who focused on the Nepal Himalaya, but consider the entire Himalayan
range based on a regional compilation of recent GPS, Synthetic Aperture Radar
interferometry (InSAR), and microseismicity data. As a starting point we assume
that, as demonstrated for the Himalaya of central Nepal, the long-term shortening
rate across the range is entirely taken up by slip along the Main Himalayan Thrust
(MHT) fault, the basal fault along which the Himlayan wedge is thrust over the
Indian crust (e.g. Cattin and Avouac (2000)). The geodetic data can then be used
to determine both the long term slip rate on the fault and the pattern of interseismic
coupling. Interseismic coupling is defined as the ratio of interseismic deficit of
slip rate to long term slip rate (1 if the fault is fully locked and 0 if it is creeping
at the long term slip rate). The pattern of interseismic coupling can reveal locked
patches where future earthquakes might occur, or aseismic barriers that can arrest
earthquake ruptures, and allows us to calculate the rate of accumulation of moment
deficit (Chlieh et al., 2008; Moreno et al., 2011; Avouac, 2015). Hereafter, we first
describe the data set and the method used. We next discuss the modelling results
and implications.
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2.2 Data
GPS
There has been a considerable amount of new GPS data from the Himalayan arc
area published during the past few years. Coverage is irregular but now extends all
the way along the Himalayan arc. We compiled the GPS data from the literature
(Bettinelli et al., 2006; Calais et al., 2006; Socquet et al., 2006; Gan et al., 2007;
Jade et al., 2007; Banerjee et al., 2008; Mukul et al., 2010; Jade et al., 2011; Ponraj
et al., 2011; Ader et al., 2012; Mahesh et al., 2012; Gahalaut et al., 2013; Liang
et al., 2013; Schiffman et al., 2013; Jade et al., 2014; Kundu et al., 2014; Vernant
et al., 2014). All the data were expressed in the same ITRF2005 reference frame.
Where the GPS were highly spurious (e.g. where there were three measurements
at one station, and one of the measurements greatly differed, or if the GPS velocity
visually stuck out from the overall pattern), perhaps due to very local earthquakes,
they were removed from the dataset (see Dataset S1), or errors were doubled. The
GPS were then converted into the fixed India reference frame using the pole of
Ader et al. (2012). The details of GPS processing can be found within the rele-
vant papers. For the coupling model, 39 continuous stations and 174 campaign
stations were used - those that were within 300 km of the fault trace. (Figure 2.S1).
Measurements at the same location were averaged, and weighted according to their
uncertainties.
Leveling and InSAR data
The pattern of coupling on a megathrust is better resolved where constraints from
vertical displacements are available. Such constraints can be provided by leveling
or InSAR measurements. We used leveling data from the Survey of Nepal collected
between 1977 and 1990 (Jackson and Bilham, 1994). The Survey followed a road
through the Himalaya of central Nepal, and the location of the data can be seen in
Figure 2.S1. The uncertainties on the leveling data are low with respect to those
on the GPS vertical and help constrain well the pattern of coupling locally (Ader
et al., 2012).
We used the InSAR data from a swath over the Kali Gandaki area area in Central
Nepal (Grandin et al., 2012) (Figure 2.S1). The radar images were acquired be-
tween 2003 and 2010. The InSAR data were down-sampled uniformly across the
area by simply averaging nearby pixels, to use 41 points in the inversion (Figure
2.S1). These data, which were not used by Ader et al. (2012), improve the resolu-
tion significantly between 83◦E and 84◦E and from near the fault trace to 29◦N.
29
Microseismicity
The background crustal seismicity in the Himalaya is known to consist mainly of
thrust events in the area of stress build up fringing the downdip end of the locked
portion of the MHT (e.g. Cattin and Avouac (2000), Bollinger et al. (2004b)). As
such, these data can be used to help constrain interseismic coupling on the MHT.
Within Nepal, earthquakes were taken from a relocated catalog of the National
Seismological Centre (NSC), recorded between 1995 and 2001 (0.8<M<5.5) (Ader
et al., 2012; Rajaure et al., 2013). Between 77◦ and 81◦E, seismicity from a second
relocated catalog, recorded between April 2005 and June 2008 was used (1<M<5)
(Mahesh et al., 2013). Elsewhere, we used the NEIC catalog from 1964 to 2014
(4<M<7.7). Earthquakes from areas of active rifts in southern Tibet and events
deeper than the Moho were removed from the catalogue so that only the crustal
seismicity presumably associated to stress build-up on the MHT was kept.
Long-term shortening rate estimates on the MHT
The long-term shortening rate on the MHT has now been estimated at a number
of locations along the Himalayan front from geomorphic and geological studies
(Table 2.S1). These data are used in this study for comparison to the long term
shortening rates on on the MHT determined from the modeling of the geodetic
data. In the Northwestern Himalaya, geomorphic studies of offset terraces give
long-term shortening rates of 11-14 mm/yr (Thakur et al., 2014; Parkash et al.,
2011; Wesnousky et al., 1999). In Nepal, geomorphic and structural studies give
rates of 18-21 mm/yr (Lavé and Avouac, 2000; Bollinger et al., 2014; Mugnier et
al., 2003). At the eastern end of the Himlayan range, further geomorphic studies
give similar shortening rates of 20-23 mm/yr (Burgess et al., 2012; Berthet et al.,
2014).
2.3 Methods
We follow the method of Ader et al. (2012), but extend the model from just Nepal
to the whole Himalayan range. As well as considering a larger area, an additional
dataset within Nepal (InSAR) and the wealth of GPS data now available elsewhere,
we also modify the modeling technique to incorporate the microseismicity infor-
mation. We invert the GPS, leveling and InSAR data using the backslip approach
(Savage, 1983) to solve for the long-term velocities and the pattern of coupling
on the MHT. The slip deficit (which gives the pattern of coupling) and long-term
slip rates computed from the Euler poles describing long term block motions are
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summed together to model the GPS motions. The method assumes that interseis-
mic surface strain is entirely elastic deformation driven by the pattern of creep on
the MHT. This assumption is tested later by comparing GPS-derived horizontal
shortening rate (calculated from the slip rate on the fault plane and its dip) with
geomorphic/geological shortening rates.
We consider the total length of the arc, roughly 2000 km, from 73◦E to 96◦E. Due
to the arcuate-shape, we simplify the fault geometry (based on Styron, Taylor, and
Okoronkwo (2010)) into five planar subfaults (Figure 2.S2). To allow for previously
seen along-strike variations of the shortening rate across the range (e.g. Jouanne et
al. (2004), Schiffman et al. (2013), and Vernant et al. (2014)), we divide the arc
into six different sections (Figure 2.S2). We calculate the best fitting shortening
rate within each of them. The boundaries of these sections were picked where the
GPS appeared to change most, and to coincide with the main extensional grabens
in Southern Tibet and across the arc (Gan et al., 2007; Kundu et al., 2014; Hurtado,
Hodges, and Whipple, 2001) (Figure 2.S2). Slip on the MHT is allowed to happen
in the strike-slip and dip-slip directions. We have taken the role of extension in a
simplified way by assuming it is homogeneously distributed (as also assumed in
Ader et al. (2012)).
The assumption of a rigid-Indian plate breaks down around the eastern end of the
Himalayan arc where there is evidence for internal deformation (Vernant et al.,
2014). To account for this deformation, we consider two blocks south of the east-
ern Himalaya (Figure 2.2), the eastern-most one being the Assam block, and the
other the Shillong block. The inversion solves for the poles of rotation of these two
blocks with respect to India, as well as the long-term velocity on the MHT and the
coupling pattern.
The fault is discretized into 2057 patches (17 downdip and 121 along strike, with
dimensions roughly 15 x 17 km). The dip angle is set to 10◦ as in previous studies
(Ader et al., 2012; Jouanne et al., 2004). Note that the fault geometry is idealized
as it does not need to present the real ramp-and-flats geometry of the fault where
it is locked (Vergne, Cattin, and Avouac, 2001). The elastostatic Green’s functions
relating unit slip on each patch to surface displacements at the data locations are
computed using Okada’s solution (Okada, 1985). We assume an elastic half space
with Poisson coefficient of 0.25. The modeling is independent of the shear modu-
lus. We take a value of 30 GPa to estimate moment from slip potency. The backslip
azimuth is assumed equal to the azimuth of the long term slip rate predicted by the
Euler poles describing the rigid block motion of the various blocks. For each patch,
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the degree of interseismic coupling (i.e. locking) is found from the ratio of the slip
deficit rate to the long-term slip rate. A value of 0 implies the fault patch is entirely
creeping at the long-term slip rate, and a value of 1 implies it’s fully locked. Figure
2.S2 shows the model setup.
We solve the equation d = GM where d = data vector of 611 parameters, G =
Green’s function matrix (using Okada (1985)), m = unknown parameters we want
to solve for (slip rates on 2057 fault patches, long-term velocities in six sections
and two poles of rotation (for each of the two eastern blocks).
Because the inversion is ill-posed, as the number of parameters exceeds the number
of data points, we regularize the inversion by penalizing the roughness of the slip-
distribution. In practice, we minimize the Laplacian of the slip distribution. As in
Ader et al. (2012), the weight put on the Laplacian is adjusted according to the res-
olution on each path, and 3 times stronger in the along strike direction than down-
dip, as we expect there to be rapid variations along dip, but less rapid variations
along strike. The resolution is calculated using the Moore-Penrose pseudoinverse
matrix (Aster, Borchers, and Thurber, 2013). We calculate the correlation of each
patch with its neighbours and then weight each line of the Laplacian matrix by the
decimal logarithm of the resolution size on the corresponding patch. The Lapla-
cian is also regulated using the microseismicity information. We use the fact that
that microseismicity seems to follow areas with a large gradient of coupling (the
downdip edge of the locked fault zone) where stress build-up is maximum (Cattin
and Avouac, 2000; Bollinger et al., 2004b). To encourage gradients of coupling to
locate in areas of higher seismicity, the weighting on the Laplacian is reduced there.
In practice the weight is inversely proportional to the number of events in that patch
to the power of a third.
The shape of the arc and extension in the Tibetan plateau causes a strike-slip compo-
nent to appear at the down dip end of the modeled fault, 230-250 km north from the
surface trace, which is an artifact of the model. To reduce this effect, we minimize
the coupling at the down dip end, while elsewhere strike-slip motion is allowed
freely.
As in Ader et al. (2012) we determine the distribution of backslip on the fault by
minimizing the chi-square criterion
χ2(m) =‖ Cd−1/2(Gm − d) ‖2 +λ ‖ Λm ‖2 +µ ‖ Idm ‖2 (2.1)
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where Cd is the data covariance matrix, Λ is the Laplacian matrix, Id is the ma-
trix which gives the slip at depth when multiplied by m, λ and µ are weights on
the constraints. We use λ = 1.1 and µ = 0.01 to penalize the strike-slip compo-
nent at depth, with µ = 0 elsewhere than along the downdip end of the fault. The
datasets are weighted equally, as the reduced chi-squared calculated from the misfit
between the observations and model prediction is similar for them all. After the
inversion, we constrain the interseismic coupling value to lie between 0 and 1 by
simply thresholding values above 1 and less than 0. Before the constraint, roughly
15% of the data lie outside of the permitted 0-1 range. Both the strike-slip and
dip-slip components of each fault element and long-term velocities are used in the
coupling calculation. We have not tested for the effect of earth sphericity, which we
assume to be small as the strain signal is always dominated by local gradients of
coupling. For a more detailed description of the method, see Ader et al. (2012).
2.4 Results and Discussion
The coupling pattern and long term shortening rates
The pattern of coupling and long term slip rates on the MHT corresponding to our
best fitting model is shown in Figure 2.1. The reduced chi-squared is 2.84, sug-
gesting that some of the signal is not explained by the model’s assumptions or that
uncertainties are slightly underestimated. This model explains 92 % of the data
variance. Long-term velocities are found to be about 18-20 mm/yr across most of
the arc, decreasing in the west to about 13 mm/yr.
The poles of rotation of the Assam and Shillong crustal blocks are listed in Table
2.S2. The poles agree with those found by Vernant et al. (2014) for similar blocks,
although the rotation rate for the Shillong block is about 50 % lower in our so-
lution. This may be due to the difference of block geometry or the tradeoff with
long-term velocities. Imposing the Euler poles of Vernant et al. (2014) does not al-
ter the results significantly (Figure 2.S3). The fit to the data changes depending on
the regularization and the weight put on by the smoothing. Using the microseismic-
ity to regulate the Laplacian, as in Figure 2.1, the reduced chi-squared calculated
from only the misfit between the observations and model prediction is 3.09, only 8
% larger than the value of 2.84 obtained with a homogenous (though still weighted
by data resolution) Laplacian. Figure 2.S4 shows an inversion with the same pa-
rameters but not using the microseismicty to regulate the Laplacian. The difference
between the two models is modest. The main difference is that where the sensitivity
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Figure 2.1: Coupling model and fit to the horizontal GPS data. The interseismic
coupling is shown as shades of red. A coupling value of 1 means the area is fully
locked, while a value of 0 means fully creeping. The green and black arrows and
ellipses show the continuous and campaign GPS velocities (in the fixed-Indian ref-
erence frame of Ader et al. (2012)), with their error bars, respectively. The blue
arrows are the modeled velocities, which fit with the coupling shown. The large red
arrows show the long-term velocities in each region. The dashed black lines show
the separation of the regions, within which the long-term velocity for that region
is calculated, as shown by the large red arrows. The solid black lines, labeled at
10 km intervals, show the depth contours of the fault plane. The labels INDIA,
SHILLONG and ASSAM refer to three blocks which are assumed to be rigid. The
residuals to the horizontal GPS, the InSAR and leveling data are shown in Figure
2.S5. Electronic data of the coupling pattern are included in an SI file.
of the geodetic data is low, the downdip end of the locked fault zone in the model of
Figure 2.1 coincides better with the zone of microseismic activity (Figure 2.2) than
the model with homogeneous Laplacian weighting (Figure 2.S4).
No systematic residuals are found (Figure 2.S5), though larger residuals can be seen
in the very east where the resolution is poorest (Figure 2.S6). In places of low res-
olution, microseismicity helps in resolving the location of the downdip transition
from locked to creeping.
The coupling pattern in Figure 2.1, the best fit to all the available data, shows that
the fault is locked along its length to roughly 100 km downdip from the surface.
The locking is nearly binary, as in there is a sharp transition between the locked and
creeping zones. One exception is the very western end, where the fault appears to
be locked to a much wider width, and the transition is more diffuse. This could be
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Figure 2.2: (a) The same coupling model as in Figure 2.1, with the location of seis-
micity used to regulate the Laplacian smoothing. Seismicity within Nepal is from
an NSC catalog (Ader et al., 2012; Rajaure et al., 2013) seismicity between roughly
77◦E and 81◦E is from Mahesh et al. (2013) and the remainder is from NEIC. The
modeled fault is outlined in black. (b) Shear stress accumulation rate on the fault
plane, calculated from the coupling pattern, overlain by the same microseismicity
as in Figure 2.2a, here shown as white dots. Electronic data of the stress rate pattern
are included in an SI file. (c) Probability distribution function of the total moment
build-up rate per year. Dashed lines show one standard deviation.
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due to a more distributed zone of deformation in that part of the Himalaya (Thakur
et al., 2014) or the sparsity of GPS data. The lower coupling at the eastern end
could be a reflection of lack of data in the area, and the complexity of local tec-
tonics. Overall the coupling pattern shows very little along-strike variation. This is
much different from the heterogeneous pattern of coupling observed at subduction
zones (see Avouac (2015) for a review), though similar to the findings of Cheloni,
D’Agostino, and Selvaggi (2014) who find a uniform pattern of coupling along the
southern front of the Alps.
The lack of creep, and the fairly homogenous coupling pattern in the 0-20 km
seismogenic depth range, suggests that there are no obvious aseismic barriers that
would arrest seismic ruptures.
Figure 2.2 confirms that background seismicity generally falls in the area of inter-
seismic stress build up. The correspondence is especially clear where the catalogs
have been relocated, between about 77◦E and 88◦E. The correspondence of seis-
micity and the downdip edge of the locked zone has also been observed for the
southern front of the Alps (Cheloni, D’Agostino, and Selvaggi, 2014). As expected,
the model that does not use the seismicity to regulate the Laplacian does not have
such quite good correlation, though it is still notable (Figure 2.S4). Noteworthy is
the fact that the relocated catalogue of Mahesh et al. (2013) which extends from
77◦E and 81◦E follows the downdip edge of the locked fall zone quite well also
in the model of Figure 2.S4 where we haven’t used the seismicity to weight the
Laplacian smoothing. This observation confirms the correlation already noted for
Nepal (Cattin and Avouac, 2000; Bollinger et al., 2004b; Ader et al., 2012). It is
thus probably valid to assume that this correlation holds for the whole Himalayan
arc. This suggests that if microseismicity elsewhere was better relocated, it would
fall in a more compact area around the transition zone and help constrain better the
coupling pattern.
Evidence that interseismic strain is primarily elastic and stationary
To test the assumption of elasticity, we compare estimates of long-term slip rates
from geomorphic and structural studies to our geodetic estimates (Figure 2.3, Table
2.S1). The close correspondence suggests that most of the interseismic deforma-
tion is elastic. If a significant amount of deformation were permanent, the long-term
convergence rate predicted by the geodetic data would be higher than the conver-
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Figure 2.3: Shortening rate across the Himalayas from the results of this study
(red) and geomorphic studies (blue). Geomorphic data from west to east are from
(Thakur et al., 2014; Wesnousky et al., 1999; Parkash et al., 2011; Mugnier et
al., 2003; Lavé and Avouac, 2000; Bollinger et al., 2014; Berthet et al., 2014;
Burgess et al., 2012). Inset shows the probability that the average modeled long-
term GPS velocities exceed the average velocities from geomorphic studies by dif-
ferent amounts.
gence rate found at the surface trace of the MHT. We see this happen outside of
uncertainties only at one point, in the western Himalaya. This confirms the as-
sumption that strain rate is elastic, geodetic convergence rates must vary little with
time and that anelastic strain of the upper crust in the interseismic period is small.
Taking the geological and geodetic rates and associated uncertainties at face value,
we can estimate the possible amount of geodetic shortening in excess of the geo-
logical rate that could reflect anelastic strain (Figure 2.4). After averaging the data,
we find that the probability that anelastic interseimic convergence rate exceeds 2
mm/yr (hence about 10 % of the geodetic shortening) is only 30 %.
Figure 2.4 shows that the azimuth of slip during thrust events along the Himalayan
arc is closely parallel to the azimuth of the long-term convergence determined from
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geodesy. This observation also indicates that interseismic strain is probably spa-
tially stationary with time.
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Figure 2.4: Focal mechanisms from the CMT catalog. Blue arrows show the direc-
tion of the slip vectors i.e. the movement of the hanging wall. Red arrows show
the direction of the long-term velocity vectors calculated in this study (in the fixed-
Indian reference frame of Ader et al. (2012)). The dashed black lines show the
boundaries between the different regions for which long-term velocities were cal-
culated for. The thick black line shows the surface trace of the MHT and the grey
lines show country borders.
From the coupling pattern, the uplift rates can be calculated and then compared
with the current topography (Figure 2.5). The close similarity in map view is strik-
ing, including detailed features such as the embayment of the arc at 82◦E, and the
kink in the western end. As was inferred earlier from the colocation of the bulge
of interseismic uplift with the front of the High Himalaya (Bilham, Larson, and
Freymueller, 1997; Meade, 2010), this correlation suggests that some fraction of
the interseismic geodetic strain, albeit small as discussed above, is actually anelas-
tic and contributes to topographic uplift in the long run. The main control on uplift
rate might be the geometry of the MHT, rather than the precipitation pattern, as
also concluded by Godard, Lavé, and Cattin (2006). In fact, the building of the
topography in the long term also probably result from ramp overthrusting (Pandey
et al., 1995; Lavé and Avouac, 2001; Cattin and Avouac, 2000; Herman et al.,
2010; Grandin et al., 2012). This mechanism cannot be assessed based on mea-
surements of interseismic strain only, as if the ramp is within the locked domain it
is undetectable. Only creeping patches, whether on the MHT or elsewhere, would
contribute.
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Figure 2.5: Comparison of topography with uplift rate. (a) Topography. Black
lines show location of topographic and uplift rate profiles shown in Figure 2.S7.
(b) Uplift rates calculated from the coupling pattern. (c) Correlation of topography
with uplift rate, R value 0.78. Each dot represents an uplift rate from each patch
used to model the fault (roughly 15x17 km) and the topography averaged over the
same region.
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In the Central Himalaya, where the coupling boundary is sharp, the uplift rate
change is sharp, and this corresponds well with the steep topographic front. This
downdip variation of coupling is possibly of thermal origin. The transition zone
between locked and creeping coincides approximately with where the MHT inter-
sects the 350◦C isotherm (determined by Herman et al. (2010)). Slip is expected
to be stable at higher temperature for quartzo-feldspathic rocks based on labora-
tory measurements (Blanpied, Lockner, and Byerlee, 1995). Fluids released from
metamorphic reactions could also play a role in favouring the transition to aseismic
creep (Avouac, 2003). In the east and the west, the coupling change occurs over a
greater downdip distance, which reflects in the modeled uplift rate, and this is also
seen in the topography. See Figure 2.S7 for cross sections of the modelled uplift
rate and topography. The close correlation of interseismic uplift with topography is
another indication that the coupling pattern is probably stationary through time.
Seismic moment build-up rate
The long-term velocities and coupling pattern can be used to calculate the seismic
moment build-up rate. Here we adopt the conservative hypothesis that all of the
interseismic surface strain is elastic. This can be seen in Figure 2.2c, with a most
likely rate of 15.1±1.1x1019 Nm/yr. This quantity is estimated from the area of the
fault plane and the calculated slip on each patch. The standard deviation (shown
as dashed black lines on Figure 2.2c) is estimated by Monte Carlo simulation of
10,000 different distributions of patch velocities, calculated from the best fitting
patch velocity, the covariance matrix, and the chi squared fit.
2.5 Conclusions
All along the Himalayan arc the MHT appears to be fairly uniformly locked from
the surface to beneath the front of the high range over a width of 100±20 km, except
in the far west where it extends to about 150 km. We see only modest variations
of the geometry of the lower edge of the locked zone, which also reflects in the
seismicity and topography. We see no resolvable aseismic barriers that could affect
seismic ruptures, so if the seismic activity of the Himalaya is segmented, the cause
for the segmentation would have to be of another origin. We can imagine an earth-
quake nucleating at any point along the arc, and rupturing for a significant distance.
In this context, zones of lower stress due to past earthquakes or geometric complex-
ities would be the main factors contributing to the arrest of seismic ruptures along
strike.
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The amount of anelastic deformation in the interseismic period has to be small given
the consistency of geodetic slip rate on the MHT calculated here, with range front
velocities determined from geological studies; the creep rate at depth is transferred
to the surface trace of the fault requiring interseismic deformation of the overhang-
ing thrust sheet to be mostly recovered during slip events on the locked portion
of the MHT. However, because of the correlation between interseismic uplift rates
and the topography, the anelastic deformation cannot be null. From the general
agreement between geodetic and geological rates, we find the fraction of anelastic
deformation is up to 10 % at the 70 % confidence level.
The variations of the down-dip edge of the locked zone are consistent with geodesy,
seismicity, and topography. Evidence for the stationarity of slip rates and interseis-
mic coupling through time comes from three sources; 1) the correlation of geomor-
phic and GPS studies, 2) the correspondence of topography and uplift, and 3) the
consistency of earthquake thrust vectors with GPS velocities. This study provides
constraints on the rate of accumulation of seismic moment which needs to be re-
leased by transient slip events on the MHT. The results from this study can be used
to constrain the probable location, frequency, and magnitude of large earthquakes in
the Himalaya based on a slip budget approach. This analysis is left for a subsequent
study.
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Supporting Information for “Interseismic Coupling on the Main Hi-
malayanThrust"
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1. Tables 2.S1 to 2.S2.
2. Figures 2.S1 to 2.S7.
Additional Supporting Information (Files uploaded separately)
1. Dataset S1 - GPS Data used in the Inversion.
2. Dataset S2 - Electronic data for coupling map of Figure 1.
3. Dataset S3 - Electronic data for stress rate map of Figure 2b.
Introduction
Here we show extra figures relating to data, model set-up, resolution, and residuals.
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Table 2.S1: Long term slip rates from geomorphic studies and modelled here
Lon Slip Rate (cm/yr) Uncertainty Modelled Modelled Reference
Slip Rate (cm/yr) Uncertainty
76.0 13.3 0.8 14.6 1.5 Thakur et al. (2014)
77.5 11.9 3.1 17.1 1.7 Wesnousky et al. (1999)
78.1 10.8 2.2 17.1 1.7 Parkash et al. (2011)
82 .0 19 6.0 19.3 1.2 Mugnier et al. (2003)
85.3 21 1.5 19.7 1.6 Lavé and Avouac (2000)
85.8 18.2 6 19.7 1.6 Bollinger et al. (2014)
90.3 20.8 8.8 17.4 1.2 Berthet et al. (2014)
92.5 23 6.2 20.2 2.0 Burgess et al. (2012)
Table 2.S2: Rotation Poles with respect to India for the Sikkim/Shillong and
Bhutan/Assam Blocks of this study, and the Shillong and Assam Blocks in the
study of Vernant et al. (2014).
Block Lon Lat Rotation Rate Study
Assam 88.1 26.6 -1.13 this study
Shillong 87.1 25.6 -0.62 this study
Assam 87.8 26.8 -1.13 Vernant et al. (2014)
Shillong 88.8 26.4 -1.15 Vernant et al. (2014)
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Figure 2.S1: Location of data used in the inversion. Arrows show velocities relative
to India (as defined by Ader et al. (2012)) determined from continuous (green) and
campaign (black) GPS data. Ellipses show the uncertainties at the 67% confidence
level. The blue circles are InSAR data. The magenta circles are leveling data. The
thick red line is the simplified geometry of the MHT used in the model. Country
borders are marked in grey.
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Figure 2.S2: The model setup. The red line shows the simplified surface trace of the
fault, and the grid shows the discretization used in this model. The dashed black
lines are the boundaries between different regions of uniform long term slip rate.
The blue lines show the edges of the two blocks for which rotation poles are found.
The red dashed lines show the rough location of major grabens. KC = Kaurik
Changdu rift (Kundu et al., 2014). TH = Thakkola graben (Colchen, 1999). DS =
Dingjie-Sehnza fault zone (Gan et al., 2007). YG = Yadong-Gulu rift (Gan et al.,
2007). Thinner red/brown lines show faults from Styron, Taylor, and Okoronkwo
(2010).
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Figure 2.S3: Same as Figure 2.2, except with the poles of Vernant et al. (2014)
imposed and not solved for.
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Figure 2.S4: Same as Figure 2.1a, except with uniform weighting of the Laplacian.
The coupling model is thus not regulated by the seismicity.
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Figure 2.S5: Residuals to the GPS data, with uncertainy ellipses. Campaign mea-
surements are in red, and continuous measurements in green. The inset shows the
residuals of the InSAR and leveling data.
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Figure 2.S6: Resolution on each patch of the fault. The resolution here is the char-
acteristic size of the smallest inhomogeneities of coupling which could in principle
be resolved, given the spatial distribution and uncertainties of the measurements.
The figure is saturated at a resolution of 80 km, as above this value we assume there
is no resolution on the corresponding patch, and so slip on this patch is just deter-
mined by slip on the neighbouring patches. See Ader et al. (2012) for details of the
calculation. The location of data points used to find the resolution are also shown.
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Figure 2.S7: Smoothed elevation (red) compared with modelled uplift rates (blue)
at different longitudes. Profile locations are shown in Figure 2.5 of the main text.
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C h a p t e r 3
MILLENARY MW > 9.0 EARTHQUAKES REQUIRED BY
GEODETIC STRAIN IN THE HIMALAYA
(Published as “Millenary Mw >9.0 earthquakes required by geodetic strain in the
Himalaya" by V. L. Stevens and J. P. Avouac, Geophysical Research Letters, 2016)
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ABSTRACT
The Himalayan arc produced the largest known continental earthquake, the Mw∼8.7
Assam earthquake of 1950, but how frequently and where else in the Himalaya
such large magnitude earthquakes occur is not known. Paleoseismic evidence for
co-seismic ruptures at the front of the Himalaya with 15 to 30 m of slip suggest
even larger events in medieval times, but this inference is debated. Here we esti-
mate the frequency and magnitude of the largest earthquake in the Himalaya needed
so that the moment released by seismicity balances the deficit of moment derived
from measurements of geodetic strain. Assuming one third of the moment build-up
is released aseismically and the earthquakes roughly follow a Gutenberg-Richter
distribution, we find that Mw > 9.0 events are needed with a confidence level of at
least 60% and must return approximately once per 800 years on average.
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3.1 Introduction
Subduction megathrust faults are known to produce the largest earthquakes on
Earth, which can reach a moment magnitude (Mw) well above 9.0. Whether conti-
nental megathrust faults, such as the Main Himalayan Thrust (MHT) along which
the Himalayan wedge is thrust over India, can host such large earthquakes is less
clear. Geodetic measurements of interseismic strain indicate that the MHT is nearly
completely locked over a ∼120 km width all along the arc (Ader et al., 2012; Bil-
ham, Larson, and Freymueller, 1997; Mukul et al., 2010; Schiffman et al., 2013;
Stevens and Avouac, 2015) (Figure 3.1A). Locking results in a moment deficit ac-
cumulating at a rate of 15.1±1.1x1019 Nm/yr. The interseismic locking pattern is
probably stationary as indicated from the correlation with topography. The 3500
m elevation contour line outlines the downdip edge of the locked fault zone (Fig-
ure 3.1B) and also bounds the northern extent of thrust earthquakes (Avouac, 2003;
Bollinger et al., 2004b). The along-strike uniform locking, despite different seg-
ments being in different stages of the seismic cycle, also suggests that temporal
variations are small.
The consistency of geological slip rates with geodetic shortening rates (Stevens and
Avouac, 2015) requires that transient slip events on the locked portion of the MHT
must add up to compensate interseismic slip deficit. This is observed in eastern
Nepal where trenches have revealed five to seven >12 m slip events over the last
3600 yr, most probably associated with large earthquakes including an Mw8.4 in
1934 and a similar earthquake in 1255 (Bollinger et al., 2014). The slip budget
seems to close locally over this time period (Bollinger et al., 2014). Paleoseismic
studies have revealed even larger (> 15 m) slip events around 1100 AD at distant
sites (Kumar et al., 2010; Lavé et al., 2005; Upreti et al., 2000). Assuming they are
due to the same earthquake, the rupture length would have exceeded 700 km, about
twice as long as in 1934. Similarly, a very large earthquake may have ruptured
the Himalayan front around 1400 AD in the Kumaon-Garwal Himalaya (Kumar et
al., 2006) (Figure 3.1A). Large seismic slip events are documented also in Bhutan
(Berthet et al., 2014), although this area is devoid of significant recorded large earth-
quakes. Paleoseismic studies thus raise the possibility of Mw > 9.0 earthquakes.
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Figure 3.1: Interseismic coupling and moment build-up on the Main Himalayan
Thrust. a) The pattern of coupling (Stevens and Avouac, 2015) is shown in red,
overlain by the rough locations of earthquakes Mw7.5-8 for the past 200 years and
≥ 8 for the past 500 years (Kumar et al., 2010; Galetzka et al., 2015), which are
used in calculating the rate of seismic moment release (light blue bars). The ap-
proximate extent of surface ruptures of two potential major earthquakes, dated to
∼1400AD and ∼1100AD from paleoseismic studies, are also shown. The proba-
bility distribution function (pdf) in the inset shows the seismic moment build-up
calculated from the coupling model, and the yellow bars show its distribution along
the strike of the arc. b) Same coupling pattern, now with the surface trace of the
Main HimalayanThrust (Styron, Taylor, and Okoronkwo, 2010) in dark blue and
the 3500 m elevation contour line in light blue. The 3500 m contour seems to mark
the downdip extent of the locked fault zone. The MHT appears locked from the sur-
face, where is emerges along the front of the sub-Himalaya, following the trace of
the Main Himalayan Thrust to beneath the front of the high Himalaya. Red arrows
show convergence across the range in mm/yr. Black dots show seismicity from the
NSC and NEIC catalogs (Ader et al., 2012; Stevens and Avouac, 2015). The grey
bars show the distribution of the number of earthquakes above 4.9 (the magnitude
of completeness) of the declustered NEIC catalog (see Supplementary Information
for details).
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We confirm Bilham, Gaur and Molnar’s (Bilham, Gaur, and Molnar, 2001) infer-
ence that the moment deficit accumulating in the interseismic period outweighs
the moment released by the known seismicity. Mw < 5.5 earthquakes from local
monitoring in the interseismic period release < 1% of the moment deficit due to
locking of the MHT (Figure 3.2A). Mw≤ 7.8 earthquakes reported in the NEIC cat-
alog (http://neic.usgs.gov) released less than 10% of the interseismic moment deficit
over the past 30 years covered by this catalog. Historical earthquakes (Tables 3.S1,
3.S2 in Supplementary Information), which reach to Mw8.7, still fall short of bal-
ancing interseimic locking. Even if we extend the catalog up to Mw9.0 events to
account for the paleoseismic evidence, seismic slip still falls short of balancing the
interseismic deficit of slip, as shown from the gap between the seismic moment
build-up and release rate from earthquakes (Figure 3.2A). The imbalance can also
been seen from the comparison of moment release to build-up through time over
the past 1000 years (Figure 3.S5).
Balancing the slip budget seems to require more frequent Mw9.0 events than we as-
sumed (1 in 1000 years), or even larger earthquakes. This analysis ignores the role
of aseismic slip and the moment accounted for by undetected earthquakes. These
factors need to be taken into account to assess quantitatively the slip budget balance
and the probability of large events. We first describe the method used, and then go
on to discuss the results.
3.2 Method and Data
We assess the magnitude and return period of the largest earthquake needed to bal-
ance the slip budget at the scale of the whole Himalayan arc. We assume that
fault slip above the brittle-ductile transition, as indicated by the depth distribution
of earthquakes, is entirely seismic, and that the seismic slip events must add up to
match the long term slip rate on the fault (Brune, 1968; Molnar, 1979). We include
the contribution of aftershocks and transient aseismic slip in the slip budget. This
approach has been applied recently to the Sunda Megathrust and the Longitudinal
Valley fault in Taiwan. In these examples, the seismicity known from historical
accounts and instrumental records and afterslip balance the interseismic deficit of
moment (Avouac, 2015).
No spontaneous aseismic transient has yet been observed in the Himalaya despite
nearly 20 years of monitoring with tectonic geodesy. Therefore we deem the contri-
bution of spontaneous transients small, though we cannot exclude the possibility of
rare transients as observed on some subduction megathrusts (Radiguet et al., 2012;
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Wallace and Beavan, 2006). More importantly, aseismic slip following large earth-
quakes, so-called afterslip, could contribute significantly to the budget. Afterslip
over the year following the Mw7.6 2005 Kashmir earthquake released possibly as
much as 56±19% of the coseismic moment (Jouanne et al., 2011). Afterslip in the
first two months following the Mw7.8. 2015 Gorkha earthquake released no more
than 10% of the co-seismic moment (Galetzka et al., 2015).
Our calculations use the probability distribution function (pdf) of the rate of ac-
cumulation of the moment deficit in the interseismic period (inset of Figure 3.1a).
Errors outside the formal errors in the seismic moment build-up rate are consid-
ered, and would all lower the rate of build-up. Firstly, if viscoelastic effects were
significant, the elastic back-slip model used would overestimate the build-up rate
(Wang, Hu, and He, 2012; Li et al., 2015), though since there have not been large
earthquakes along the MHT recently, this effect is not likely to be significant. In
Northern Chile, the viscoelastic effect was found to cause a bias of 12% (Li, pers.
comm.), and while the tectonic setting is different here, we consider the bias to be <
20%. The refined evaluation of this source of uncertainties is left to future studies.
Secondly, unresolved creeping patches on the fault would also lower the build-up
rate. However, to be unresolved these patches would have to be small, and where
we have the densest GPS we do not see any, suggesting there may be none at all.
This suggests creeping patches could lower build-up rate by up to 10%.
From now on we assume that the moment released by seismic slip events is aug-
mented by 50% due to a combination of aseismic afterslip and errors in seismic
moment build-up rate, discussed above. We take this high value of 50% as we want
to use an upper estimate of the amount that would be released aseismically, so that
our final result is a conservative value, meaning the largest earthquake would have
to be at least that big. Additionally, we first use the truncated Gutenberg-Richter
(GR) law (California Earthquake Probabilities, 1995; Field, Jackson, and Dolan,
1999), so we assume that the seismicity follows the (GR) law up to the largest
earthquake in the distribution (Method 1). Unlike other studies, we consider the
effect of aftershocks produced by the larger earthquakes. If a very large earthquake
has not occurred in the instrumental record (as is the case in the Himalaya, where
the record is 39 years long) we will be missing almost all of its aftershocks. These
would change the average rate of smaller earthquakes, and so shift the whole seis-
mic curve upward. Excluding these aftershocks would lead to an overestimation
in the maximum magnitude earthquake using the truncated GR method. Here we
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simulate missing aftershocks from the historical and paleoseismic earthquakes. We
do this simply by using Bath’s law for the largest aftershock (1.2 below the main-
shock) and then assuming that the smaller aftershocks follow a GR distribution with
b-value equal to the original earthquake catalog. The results of this can be seen in
the green and red lines of Figure 3.2B.
For Method 1 we use Monte Carlo analysis and simulate 40 million different sce-
narios taking into account the uncertainties on the various quantities entering the
calculation (the earthquake magnitude-frequency data themselves, the b-value, the
size of the largest aftershock, and the rate of moment accumulation). We extrapo-
late the frequency-magnitude relationship derived from the earthquake datasets to
the magnitude needed to balance the slip budget (blue line in Figure 3.2B). We thus
get the magnitude-frequency of the expected maximum earthquake.
Method 1 is incorrect if the frequency-magnitude GR distribution defined by the
smaller earthquakes cannot be extrapolated to the largest event in the distribution,
as is assumed in the characteristic earthquake model (Schwartz and Coppersmith,
1984). It is indeed possible that the very large earthquakes, which rupture entirely
the width of the seismogenic zone, do not follow the same statistics as the smaller
events. We therefore make another calculation without this assumption (Method
2). We determine the 2-D pdf of the magnitude (Mw) and frequency (1/T, where
T is the long term averaged return period) of the largest earthquake by multiplying
the probability of balancing the slip budget, P1, and the probability of observing
this largest earthquake over a given period of time, P2. P2 is calculated assum-
ing that independent earthquakes follow a Poisson process and based on the largest
known earthquake over the various periods of time covered by the earthquake cat-
alogs. More details of the method and results obtained with different assumptions
are given in the Supporting Information.
The data we analyze comes from different earthquakes datasets as detailed in the
Supporting Information. One is the seismicity of Nepal, which has been well mon-
itored from a local network operated by the National Seismic Centre (NSC) Nepal
(Ader et al., 2012; Pandey et al., 1999). Another catalogue is the 1976-2015 NEIC
catalog which includes the Mw7.6 earthquake of 2005 and the Mw7.8 earthquake of
2015. The NEIC catalogue yields a higher seismicity rate than the NSC catalogue
in the 4.5-5.5 magnitude range, where both catalogues are complete, due mostly to
the contribution of the aftershocks of the 2005 and 2015 events. We next estimated
the rate of Mw > 7.5, Mw > 8.0, Mw > 8.5, and Mw > 9.0 based on the historical
catalog, and take their aftershocks into account (Tables 3.S1 and 3.S2).
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3.3 Results and Discussion
In Method 1 the datasets can be used independently or jointly to calculate the pdf
of the magnitude and return period of the largest earthquake needed to close the
slip budget, consistent with the GR law. Figure 3.S2 shows that whatever catalog
is used, the maximum earthquake would need to reach between Mw8.5 and Mw10.
A Mw10 is unphysical, as a single rupture of the whole Himalayan arc (2500 km
long), assuming a standard scaling law (Schwartz and Coppersmith, 1984) which
implies an average slip of 50 m, would reach ‘only’ Mw9.7.
Figure 3.3a shows the 2-D pdf of the magnitude and frequency of the maximum
earthquake (colored contour lines) as well as the marginal cumulative probability
of the largest earthquake exceeding a given magnitude, and the marginal cumulative
probability of its frequency being lower than a given value (grey shaded cumulative
density functions along the x and y axis). The probability of closing the slip budget
with the maximum event not exceeding Mw8.5 is extremely small (5.7x10−5%).
The probability of closing the slip budget with the largest earthquake not exceeding
Mw9.0 is only about 34%. The probability of the return period of the largest event
being more than 1000 yr (corresponding to an annual frequency of less than 10−3)
is 66%. This analysis implies Mw > 9 events with a >1000 yr return period at the
67% confidence level.
With Method 2, assuming earthquakes follow a Poisson distribution, the probability
of closing the slip budget with the largest earthquake not exceeding Mw9.0 is about
37% (Figure 3.3B). The probability of observing the largest event over 1000 years
is now 45%. Both methods thus indicate that the largest earthquake in the Himalaya
must exceed Mw9.0 at > 63% confidence level. In both cases, the average return
period of the largest earthquake is estimated to be >800 yr at the whole-arc scale.
Some studies have found suggestions of earthquake supercycles (e.g. Sieh et al.
(2008)), though in the Himalaya we have not seen earthquake clustering in the past
500 years. To balance the moment with magnitude no larger than 8.5, we would
need a magnitude 8.5 roughly once every 120 years. So, if only 2 occurred in the
past 500 years, as the historical catalogue suggests, this quiet period would need to
be compensated by periods of clustered events, for example a 500 year period with
6 events. We give this example although this possibility seems improbable to us in
view of the paleoseismic data.
54
Magnitude
7.5 8 8.5 9 9.5 10
N e
q(M
>M
w)
 p
er
 yr
10-5
10-4
10-3
10-2
10-1
Magnitude
2 3 4 5 6 7 8 9
Lo
g1
0 
(M
om
en
t r
ele
as
e 
ra
te
)
14
15
16
17
18
19
20
21
NSC catlag
NEIC catalog
Historical and Paleoseismic
GPS moment build-up rate
A
10
Magnitude
2 3 4 5 6 7 8 9
N e
q(M
>M
w)
 p
er
 yr
10-6
10-4
10-2
100
102
104
106
NSC catlag
NEIC catalog
Historical and Paleoseismic
B
10
C
Figure 3.2: Comparison of interseismic moment build-up and seismic moment re-
leased by known earthquakes. a) Plot showing moment release rates for different
sized earthquakes. Blue line shows the moment build-up rate calculated from the
coupling pattern - the width of the line shows the errors. The curves showing the
moment released by earthquakes are cumulative (all earthquake with magnitude
less than the abscissa value are added). The catalog of historical and palesoseismic
events is listed in Table 3.S1. The plot assumes one Mw9 event in the past 1000
years. With these assumptions, seismicity does not balance locking of the MHT
in the interseismic period and to do so it would need to extend up to a magnitude
more than Mw9. b) Gutenberg-Richter plot with the same assumptions. The blue
line shows the magnitude-recurrence time relationship of earthquakes that would
take up the seismic moment. The black dashed lines show (top to bottom) where
the seismicity should lie given an earthquake with maximum magnitude 8, 9, or
10 respectively, assuming it follows the GR law with a b-value of 1.1. The pink
markers show the estimated long-term average seismicity rates, and associated un-
certainties (error bars show one sigma errors), by grouping magnitudes into bins of
0.5-magnitude unit range (Table 3.S2). This allows for a better estimation of uncer-
tainties. c) Gutenberg-Richter plot of historical earthquakes (Table 3.S1) compared
with the frequency-magnitude of the largest event needed to balance the slip budget.
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Figure 3.3: Probability distribution functions of the frequency-magnitude of the
largest earthquake need to balance the slip budget. a) Method 1. Colored contour
lines show the 2-D pdf of the magnitude and frequency of the maximum earthquake.
Grey shaded cumulative density functions along the x and y-axes represent, respec-
tively, the marginal cumulative probability of the largest earthquake exceeding a
given magnitude, and the cumulative marginal probability of its frequency being
lower than a given value. Pink markers show the binned magnitudes as in Figure
3.2B. b) Method 2. As in A, the shaded curves show the probability an earth-
quake of that magnitude, or recurrence time, could occur and take up the needed
seismic-moment. The probability drops after each of the magnitudes of the large
earthquakes because above that magnitude we have seen fewer earthquakes and
they are short of balancing interseismic moment deficit. The drop after magnitude
9 is smaller because the recurrence time needed for a magnitude 9 to close the slip
budget is closer to the observation period, 1000 years, so it is much more likely
that we could have missed an earthquake with this recurrence time. Blue markers
showed the unbinned magnitudes, as in Figure 3.2C.
3.4 Conclusion
We conclude that millenary Mw > 9.0 earthquakes are very likely, confirming infer-
ence from paleoseismic studies (Kumar et al., 2010; Lavé et al., 2005; Upreti et al.,
2000). To arrive at this result we have used instrumental and historical/paleoseismic
earthquake catalogs, along with the moment build-up rate derived from geodetic
data. An alternative, less likely, scenario is that the rate of Mw8 to 8.5 earthquakes
is much higher than estimated from historical data. In both cases, our analysis
implies a high level of seismic hazard along most of the Himalayan arc.
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Introduction
Here we give more details of the methods and data used in the maintext. Figures
3.S1 to 3.S2 help clarify the method while figures 3.S3 and 3.S4 show the results
of changing assumptions. Figure 3.S5 shows a comparison of moment build-up
and release through time. Tables 3.S1 and 3.S2 show original and binned data
respectively for the historical and paleoseismic earthquakes.
Method 1
We use the instrumental, historical, and paleoseismic earthquakes catalogs, along
with the total moment build-up rate each year, to find the maximum likely earth-
quake size. In this first method, we assume earthquakes follow a GR distribution,
log10N (Mw) = a − bMw (3.1)
where a and b are constants, Mw is the magnitude, and N is the number of earth-
quakes above magnitude Mw. a is the number of earthquakes above Mw = 0, and
can be thought of as the productivity. We also assume that the b-value is 1.1±0.1,
the largest aftershock is 1.2±0.1 below the mainshock, and the seismic moment
build-up is 15.1±1.1 x1019 Nm/yr.
The total moment line is found from the integration of the number and magnitude
of earthquakes, assuming the GR law as above, and the relation between moment
(Mo) and magnitude:
M◦ = 10α(Mw+β) (3.2)
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where α = 2/3 and β = 10.7.
N◦ = 10α − 10(a−bMw ) (3.3)
where N◦ is the number of earthquakes below magnitude Mw.
Total moment release =
∫ Mw
−∞
M◦(M′w)N◦(M′w)dM′w (3.4)
So we get
a = log10
M◦
10(1.5−b)Mw − 1 − log10(3) − 9 − log10(b) − bMw . (3.5)
Since we have estimates of M◦ and b we can use this equation to find the rela-
tion between Mw and the recurrence time, if Mw were to be the maximum sized
earthquake.
Data
Instrumental Seismicity
We use the NSC catalog (from 1995 to 2001), which covers five years of micro-
seismicity in Nepal, and contains 12,201 earthquakes with magnitudes 0.3 to 5.5.
These magnitudes are reported in local magnitudes (ML), and we use the method
of Ader et al. (2012) who used a subset of events reported also in the CMT catalog,
to convert into moment magnitude (Mw):
M N SCw = 0.84M
N SC
L + 0.21. (3.6)
Since this catalog contains only earthquakes recorded in Nepal, we scale up by a
factor of 3, assuming the microseismicity is consistent along the arc.
We use the NEIC catalog between 1976 and August 2015. We take earthquakes
within 100 km of the surface trace of the Main Himalayan Thrust. To account for
the fact that some of these earthquakes are not on the MHT, we use the CMT catalog
covering the same area to find the percentage of the total that are thrust events. We
find that 75% are thrusts, so we scale the NEIC catalog by 0.75. Large earthquakes
are reported as Mw in the NEIC catalog; however for those reported as mb we use
(Scordilis, 2006)
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M N EICw = 0.85M = m
N EIC
b + 1.03. (3.7)
The catalog we use then contains 1,465 earthquakes between magnitudes 4.9 and
7.8. Figure 3.2B shows lateral variations of the seismicity rate derived from the
NEIC catalog from 1976 to present after declustering. The earthquakes were declus-
tered using ZMAP (Wiemer, 2001) and Reasenberg’s method (Reasenberg, 1985)
with the optimum parameters obtained by Ader and Avouac for this catalog (Ader
and Avouac, 2013). The magnitude of completeness is estimated to be Mw4.9.
Historical and Paleo- Earthquakes
The historical earthquakes considered in this study are listed in Table 3.S1. This
list is based on the historical catalogs of Ambraseys and Douglas (2004), Bilham
(2004), and Pant (2002). We revised the magnitudes of the 1934 Bihar Nepal and
1950 Assam earthquakes to Mw 8.4 and 8.7, respectively, based on the moment
determined from the long period seismic waves (Chen and Molnar, 1977; Molnar,
1984) assuming a dip angle of 5o-10o consistent with the estimated dip angle of
the seismogenic portion of the MHT. The magnitudes of the 1344 and 1505 earth-
quakes are debated. We have assigned Mw8.4 to the 1505 event. Some authors
argue that this earthquake was in fact more minor (Rajendran et al., 2013) and that
the major event in western Nepal is actually the 1344 earthquake (Mugnier et al.,
2011). This earthquake could match the paleoseismic event in the Kumaon-Garwal
Himlaya dated to 1400 AD (Kumar et al., 2006). A recent study (Schwanghart
et al., 2016) confirms the probability of significant earthquakes in 1110, 1255, and
1344 from catastrophic valley infilling events corresponding to these dates.
Based on Table 3.S1 we constituted a possible model of the long-term averaged rate
of large earthquakes in the Himalaya (Table 3.S2). For earthquakes ≥ Mw9, there
are two earthquakes which could be in this range - the 1100 AD and 1400 AD earth-
quakes (see Table 3.S1); however these could both be below Mw9. So we choose
the range 0-2 earthquakes ≥ Mw9 in the past 1000 years to be the 1σ uncertainties.
For earthquakes ≥Mw8.5 we consider the two above, 1100 AD and 1400 AD earth-
quakes, which have a larger certainty of being above 8.5 than 9. We also consider
the 1255 and 1950 earthquakes, though we are less certain if the 1255 earthquake
59
Table 3.S1: Earthquakes above magnitude 7.5 for the past 1000 years from paleo-
seismic, historical and instrumental catalogs.
Date Magnitude Location Reference
1100 > 8.5 Eastern Himalaya Lavé et al. (2005) and Kumar et al. (2010)
1255 8.0-8.5 Nepal Sapkota et al. (2013)
1344 > 8.0 Nepal Mugnier et al. (2013)
1400 > 8.5 Western Himalaya Kumar et al. (2006)
1505 8.2 Western Nepal Ambraseys and Douglas (2004)
1555 7.6 Kashmir Ambraseys and Douglas (2004)
1720 7.5 N Uttar-Pradesh Ambraseys and Douglas (2004)
1803 7.5 Garwhal Ambraseys and Douglas (2004)
1806 7.7 Samye Ambraseys and Douglas (2004)
1833 7.7 Nepal Ambraseys and Douglas (2004)
1905 7.7 Kangra Ambraseys and Douglas (2004)
1934 8.4 Bihar-Nepal Chen and Molnar (1977) and Bilham (2004)
1950 8.7 Assam Chen and Molnar (1977) and Bilham (2004)
2005 7.6 Kashmir Avouac et al. (2006)
2015 7.8 Gorha-Nepal Galetzka et al. (2015)
Table 3.S2: Proposed rate of large earthquakes estimated based on the data of Table
3.S1. Range of number of earthquakes at the 1-σ confidence level. For magnitude
7.5, we use the past 200 years of data, and scale up to 1000 years.
Magnitude Number per 1000 years
≥ 9.0 0-2
≥ 8.5 3-4
≥ 8.0 6-9
≥ 7.5 33-50
was over magnitude 8.5, so we assign the 1σ range as 3-4 in the past 1000 years.
For earthquakes ≥ Mw8, we have the four potentially above 8.5 and the 1505 and
1934 events. We consider these six events to be a lower bound on the 1σ uncer-
tainty, but we may be missing some, for example if the 1100 and 1400 earthquakes
were actually two earthquakes of around 8 instead of nine, so we consider 9 as an
upper 1σ bound.
For the earthquakes in the range Mw7.5-8, we used only the past 220 years of data
(with the oldest earthquake being the 1803 Garwhal earthquake). This is because
for these smaller earthquakes, the historical record deteriorates more quickly than
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for the larger earthquakes as the shaking created is lesser and over a smaller area,
so may more easily be missed. We then assume a similar rate of earthquakes for the
past 220 years as for the past 1000 years. There have seen six recorded earthquakes
of size Mw7.5-8 in the past 220 years (Table 3.S1). We take this as the 1σ lower
bound, and assuming perhaps at least three missed earthquakes in this size range,
take nine as the 1σ upper bound, so there is a 68% chance that there were between
six and nine earthquakes in this magnitude range. The data used are summarized in
Table 3.S2.
b-value and moment released by aftershocks
The b-value is used in calculating the slope of the line that takes up the seismic
moment buildup, in simulating the aftershocks and in calculating the equivalent a
value for the pieces of data. The latter is the most affected by the uncertainty in the
b-value.
We find the b-value using the NSC catalog. We use the maximum likelihood method
(Aki, 1965) to find the b-value, after choosing Mc (the lower cutoff value) using a
bootstrap method, implemented in ZMAP (Wiemer, 2001). We find Mc = 3.2 and
b = 1.1±0.04. We increase the formal uncertainty on the b-value to 1.1±0.1, as the
NSC catalog only contains one third of the arc and only contains magnitudes up to
5.5 so the uncertainty may be more than the actual value obtained from the NSC
catalog alone.
We are missing aftershocks of large earthquakes in the instrumental catalogs, as
there have been no great (> Mw8) earthquakes since instrumental records began.
We simulate aftershocks simply by assuming they follow a GR distribution with b-
value 1.1±0.1, and that they follow Bath’s law, with the largest aftershock 1.2±0.1
below the mainshock. For example, every time we have a magnitude 8 in the record,
we assume an aftershock sequence with largest aftershock 6.8, with smaller earth-
quakes with frequency in accordance with GR. If the magnitude 8 occurred once
every 100 years, this aftershock sequence would also occur every 100 years. In this
way, we add missing aftershocks to the current catalogue. We add missing after-
shocks for magnitudes 7.5, 8, 8.5, and 9. Adding aftershocks increases uncertainties
due to b-value uncertainty and uncertainty in magnitude-frequency relations of the
larger earthquakes. The addition of the aftershocks does not change the maximum
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predicted earthquake size significantly, but it shows that the full earthquake catalog
may follow more closely the GR law.
We can compare our aftershock model with aftershocks seen elsewhere. For the
Gorkha 2015 earthquake, the first aftershock sequence had the largest aftershock
1.1 below the mainshock, whilst the second larger earthquake was only 0.5 below.
Using the same method as described above, we find the b-value for the Gorkha after-
shock sequence to be 1.08. For the Kashmir 2005 earthquake, the largest aftershock
was 1.2 below the mainshock.
Finding the Maximum Earthquake
Instrumental earthquakes
If we use the NSC catalog, by simply extending the line using the b value found
to the line that takes up the maximum moment, we find the results would be very
high (Mw10.4) as we are missing aftershocks. If we add aftershocks it becomes
Mw9.8. There are large uncertainties on this because of the large uncertainties in the
number of aftershocks and b value uncertainties have the largest effect for extending
smallest earthquakes. The answer gives us a magnitude of between 8.5 and 10.5
with 60% probability.
We can do the same for the NEIC catalog, which gives a magnitude 9.1 without
aftershocks and 9 with. The aftershocks here have less of an affect here because the
earthquakes are larger, so there will be fewer added earthquakes of this size.
Larger earthquakes
We then look at four points: the average recurrence times seen of magnitudes 7.5,
8, 8.5 and 9, which is discussed in the data section. We use Monte Carlo analysis
using b = 1.1±0.1, Baths Law = 1.2±0.2, the earthquake recurrence time data in
Table 3.S2 and a seismic moment buildup rate of 15.1±1x1019 Nm/yr. We run
40 million simulations to get a probability density function (pdf) of the probable
maximum earthquake, and its recurrence time, predicted by each point (shown in
Figure 3.S1).
Afterslip
Afterslip is a large unknown in the model. Aside from the Gorkha 2015 and Kash-
mir 2005 earthquakes (afterslip respectively ∼10% and ∼ 56% as mentioned in the
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Figure 3.S2: Data sets combined. Grey line shows the case with zero afterslip.
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main text), we see that for other large earthquakes, afterslip has varied between
10% and up to 70%. For the Chile Mw8.8 earthquake in 2010, 20-30% of the mo-
ment was released as afterslip (Lin et al., 2013). In Sumatra Mw9.1 earthquake,
about 30% was released as afterslip (Chlieh et al., 2008). However in the Chichi
Mw7.6 earthquake, only 13% was released postseismically (Hsu et al., 2006). For
the Tohoku-Oki earthquake, about 20% of the moment was released as afterslip
(Yamagiwa et al., 2015). For the seismogenic portion of the Central Peru megath-
rust, 50-70% of the moment may be released aseismically (Perfettini et al., 2010).
If we assume no afterslip at all, we get a maximum magnitude of roughly 9.5 (grey
line in Figure 3.S2).
Method 2
For the second method we relax the assumption of the GR distribution. We use
the observation of one Mw8.7 and possibly one Mw9.0 in the past 500 and 1000
years, respectively, along with the assumption that independent earthquakes follow
a Poisson distribution. The probability of observing k event over a time τ, given the
seismicity rate λ is:
P1 =
e−λτλτk
k!
(3.8)
where λ = occurrence rate, τ = time window considered, and k = number of oc-
currences. Knowing that we have seen one Mw8.7 in 500 years, and one Mw > 9.0
in 1000 years, we can work out the probability of not observing a possible larger
magnitude event with a given return period (1/λ).
We then find the probability that these different sizes of earthquakes and recurrence
times would take up the moment needed (P2).
We then multiply these two probabilities together to find the probability that the
earthquake occurs and that all earthquakes combined (including this largest event
with its specific magnitude and return time, and all smaller earthquakes) balance
the interseismic moment deficit.
For example, P1 for one Mw8.5 event in 500 years is close to 1, and P1 for four
Mw8.5 events in 500 years is only about 7%. P2 for the first event is almost zero,
whilst P2 for the second event is 95%. This leads to their final probabilities both
being low (almost zero in the former case and roughly 7% in the latter case).
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Figure 3.S3: The red line shows 50% afterslip and this is used in the main text.
The green line assumes zero afterslip. The purple line shows the probabilities if we
assume the largest earthquake releases all the moment, with 50% afterslip. The blue
line shows 50% afterslip and a 50% decrease in moment build-up due to distributed
deformation.
We also test alternative assumptions. As well as assuming here that the maximum
earthquake is the largest in a catalog of earthquakes, we also show the end member
where the largest earthquake is the only earthquake. With the former assumption,
two-thirds of the moment is taken up in the largest earthquake, and one-third in
all the other earthquakes. As expected, having no other earthquakes decreases the
chance that a certain magnitude can take up all the moment (purple line in Figure
3.S3).
We also test the method assuming zero afterslip (green line), and assuming we have
50% less seismic moment build-up on the MHT (due to distributed deformation) as
well as 50% afterslip (also shown in Figure 3.S4). Distributed deformation could
occur if faults or folds north of the MFT took up some of the slip. 50% is an upper
bound, and we expect only up to 10% of the deformation to be distributed (Stevens
and Avouac, 2015).
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Figure 3.S4: Same as Figure 3.3 in the main text, but now assuming anelastic short-
ening of the Himalayan wedge takes up all the shortening across the Himalaya. The
underlying MHT is still assumed seismic but long-term slip rate tapers linearly to
zero at the surface. The rate of seismic moment build-up is halved.
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Figure 3.S5: Seismic moment released from major earthquakes along the Himlayan
Front compared to moment accumulation since 1000 AD. Blue lines show moment
build-up calculated from the coupling model of Stevens and Avouac (2015). The
solid line shows the mean, the two dashed lines show the one-sigma errors. The
dotted line shows the mean reduced by 50% - used in most of the calculations.
The black lines show moment release. The solid line shows the preferred model,
whilst the dashed lines show the highest and lowest reasonable magnitudes for past
earthquakes.
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C h a p t e r 4
DETERMINATION OF THE MAXIMUM PLAUSIBLE
EARTHQUAKE MM AX FROM BACKGROUND SEISMICITY
AND THE MOMENT BUDGET BALANCE
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ABSTRACT
We describe a simple method to determine the maximum magnitude earthquake on
crustal faults, Mmax , and its return period. The method requires knowing the back-
ground seismicity rate, estimated from instrumental data, and the rate of moment
deficit accumulation in the interseismic period, which can be estimated from the
fault geometry, long term slip-rate, and assumed seismic coupling. Our method
assumes a double-truncated Gutenberg-Richter (GR) law, and that the moment re-
leased by seismic slip balances the moment deficit accumulated in between earth-
quakes. We assume that in our instrumental record we are missing the many af-
tershocks that would occur from large infrequent events, which would increase the
average rate of smaller earthquakes for the entire seismic cycle. We extrapolate
the instrumental record using the GR law to model the frequency of larger events
and their aftershocks. This increases the frequencies of smaller events on average,
which when newly extrapolated predicts a higher frequency of larger events. We
iterate this process until stability is reached, and then assume a balance of the mo-
ment build-up with the averaged catalog to find the maximum magnitude. We first
apply and validate the approach with examples of faults with good historical cata-
logs. We next show examples of applications to faults with no historic catalogs, and
test if the results are consistent with paleoseismic data where available.
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4.1 Introduction
The magnitude, Mmax , and return period of the maximum plausible earthquake on
a particular fault or in a certain area is important in seismic hazard analysis. This
information is most commonly derived from historical data, that is from the esti-
mated magnitudes of earthquakes based on written records of shaking and building
damage, and requires an a priori model of the frequency-magnitude distribution
assigned to the fault or to the area of interest. One common difficulty is that, in
absence of any physical constraints on the maximum possible earthquake, the dis-
tribution is unbounded and the maximum plausible earthquake depends on the time
period considered (Holschneider, Zöller, and Hainzl, 2011; Zöller and Holschnei-
der, 2016). If fault slip-rate or geodetic strain are known, the information can be
additionally constrained based on a seismic moment budget (e.g. Kagan and Jack-
son (2013), Rong et al. (2014), Bird et al. (2015), Stevens and Avouac (2016), Ader
et al. (2012), and Avouac (2015)). Ideally, the method involves the determination of
the rate of elastic strain build-up on the active faults, which requires dense geodetic
data, though this can also be estimated from the fault geometry and the long-term
slip rate. We describe here a simpler method that does not require any historical
data and assumes simply that the seismicity obeys the Gutenberg-Richter (GR) law
(Gutenberg and Richter, 1944):
log(N (M > Mw)) = a − bMw (4.1)
where N(M>Mw) is the number of earthquakes above Mw, a is the y-axis intercept,
and can be thought of as the productivity, and b is the slope of the line. The method
requires only knowledge of the fault geometry, the long-term slip-rate of the fault
and some earthquake catalog at the regional scale. More sophisticated methods can
be used in areas with abundant information. The method here is most appropriate to
regions where there is little information on past seismicity, fault slip rates and inter-
seismic geodetic loading. Hereafter, we first describe common methods of finding
Mmax , the use of instrumental data, and discuss the probability that seismicity rate
changes with time. We next describe our method and demonstrate that it performs
relatively well when applied to case-examples with relatively abundant data. We
next apply it to less well-constrained examples.
Previous methods
Some simple methods of calculating Mmax do not involve statistical analysis of
the seismic catalog. One method is simply to use the largest earthquake in the
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historical record and add 0.5 (Kijko and Graham, 1998; Sokolov, CH., and Wen,
2001), though this is very limited where there is no significant historical record, and
may greatly underestimate Mmax unless the record is very long. Another method
is to use scaling relations between the length of the fault and the maximum earth-
quake (see relationships in Wells and Coppersmith (1994)). This method can be
applied where there is no historical data, but issues come with deciding on whether,
and how, to divide the fault up into segments. Recently we have seen earthquakes
that have ruptured through previously defined separate ‘segments’, for example in
the Tohoku-Oki 2011 and Sumatra 2004 earthquakes, exceeding the maximum ex-
pected earthquakes in those regions. Recently the USGS has discovered that per-
haps earthquakes can ‘jump’ between different previously separated faults in South-
ern California, allowing for a prediction of larger Mmax (Field et al., 2014).
Many studies use statistical methods based on historical earthquake catalogs to find
Mmax . The statistics can either be used alone to find Mmax within a time range at
certain confidence intervals (e.g. Kijko (2004), Zöller, Hainzl, and Holschneider
(2010), and Zöller, Holschneider, and Hainzl (2013)), or the conservation of mo-
ment principle can be applied (e.g. Rong et al. (2014), Kagan and Jackson (2013),
Bird and Kagan (2004), and Bird et al. (2015)). Methods that do not use the con-
servation of moment principle in general can only find Mmax , within time intervals
(e.g. Zöller and Holschneider (2016) and Holschneider, Zöller, and Hainzl (2011)).
In both methods, the double-truncated GR distribution (Kijko, 2004; Holschnei-
der, Zöller, and Hainzl, 2011), with a ‘hard’ Mmax , or the tapered GR distribution
(Kagan, 1997; Bird and Kagan, 2004), with a ‘soft’ Mmax , can be used. This soft
limit is the magnitude above which the frequency of earthquakes no longer follows
the GR rate, but tapers off exponentially, meaning the seismic moment release fol-
lows the Gamma distribution (Kagan, 2002a; Kagan, 2002b; Zöller, Hainzl, and
Holschneider, 2010). Other methods include characteristic earthquakes (e.g. Field
et al. (2014)) or there are methods where no a priori distribution needs to be defined
(e.g. Kijko (2004)). This method uses a non-parametric Gaussian estimator based
on the data themselves to find Mmax , though this method in practice requires several
of the largest events to already be recorded in the catalog. Other methods use the
theory of extreme values of random variables to find Mmax (Pisarenko et al., 2008;
Pisarenko, Sornette, and Rodkin, 2010).
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Using instrumental data and changing rates
In various areas across the globe, GR extrapolation of the instrumental data (that
is, the earthquake rates recorded instrumentally, which have taken place for roughly
the past 40 years), to higher magnitudes, seems to underpredict the number of larger
earthquakes seen in the historical catalog and previous attempts to use the instru-
mental record to predict Mmax have given results not in agreement with historical
records (e.g. Wesnousky (1994) and Stirling, Wesnousky, and Shimazaki (1996)).
For example, in California the extrapolated instrumentally predicted rates of mag-
nitudes 6 or 7 were half that seen in the historical record (e.g. Stirling, Wesnousky,
and Shimazaki (1996) and Field, Jackson, and Dolan (1999)). In Japan also, many
faults show low instrumental seismicity compared to historic data (Ishibe and Shi-
mazaki, 2012; Parsons et al., 2012).
This underprediction of historical rates led to the characteristic earthquake (CE) hy-
pothesis (Schwartz and Coppersmith, 1984; Kagan, 1993; Wesnousky, 1994; Stir-
ling, Wesnousky, and Shimazaki, 1996; Field, Jackson, and Dolan, 1999). The
CE model has more recently gone out of fashion, for example in California where
the CE model was originally developed, many studies suggest a GR distribution
fits better on the San Andreas Fault for instrumental, historic and paleoseismic data
(e.g. Parsons and Geist (2009), Field and Page (2011), and Page and Felzer (2015)).
More recent paleoseismic studies also suggest a more diverse size of larger earth-
quakes on individual segments, so more consistent with the GR rather than CE law
(e.g. Akçiz et al. (2010)). Other studies suggest GR also fits well in other regions
e.g. Parsons et al. (2012) found that a GR distribution could explain earthquake
data in Japan.
Other problems with the CE model are that choosing segments is subjective (Geller,
Mulargia, and Stark, 2015; Kagan and Jackson, 2012) and recently earthquakes
have ruptured across many ‘segments’, such as Sumatra (Main et al., 2008), Tohoku-
Oki (Kagan and Jackson, 2013), and recently the WGCEP has decided that earth-
quakes in California can jump across different ‘segments’ to increase Mmax . Park-
field, a ‘classic’ example of a CE segment, has recently not behaved according to
the CE model (e.g. Bakun et al. (2005)). It is even harder to define segments where
there have been fewer paleoseismic and historical earthquakes recorded, so it would
be hard in areas of sparse data which we focus on.
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A way to reconcile the low instrumental seismicity with the GR law is to assume
that the seismicity rate varies in time and in most places for the past few decades
we have had lower seismicity than on average for that fault. In earthquake catalogs,
unless we have recorded the complete seismic cycle, which will only be the case if
the catalog is less than 30 or so years long, we are probably missing aftershocks of
large events so the smaller earthquakes will appear less frequent than they actually
would be on average over the entire seismic cycle. It has previously been suggested
that the average seismicity is often higher than that recorded by the instrumental
record, and that the mismatch depends on the time since the last large earthquake
(Page and Felzer, 2015; Naylor, Main, and Touati, 2009). Page and Felzer (2015)
suggest that rate changes in instrumental data can explain the discrepancy between
extrapolated instrumental data and the frequency of large events in the historical
record. Their study modeled aftershocks in California and showed that this could
explain the discrepancy, and it would be similar elsewhere.
Rate changes have been observed in many places, at all magnitudes and timescales.
In California, swarms can increase the short-term rate a hundred-fold (Vidale and
Shearer, 2006). There have been clusters and quiescence in the LA basin, with po-
tentially a trade-off with Mojave Desert seismicity (Dolan, Bowman, and Sammis,
2007) or the San Jacinto fault (Hutton, Woessner, and Hauksson, 2010). At the
Wrightwood site there have been times when strain rate was three times the long-
term average, and then periods of quiescence (Weldon et al., 2004). Also noted in
the paleoseismic record are shifts of stress from the SAF to other nearby faults (Ben-
nett, Friedrich, and Furlong, 2004). There are suggestions that the SAF has been
anomalously quiet recently. Bird (2009) suggests that in the period 1997-2008, only
37% of the moment needed was released, mainly missing on the SAF and Casca-
dia subduction zone, and after the 1906 San Francisco earthquake seismicity rates
decreased significantly in the local area, possibly due to stress shadowing from a
coseismic static stress field change (Reasenberg, Hanks, and Bakun, 2003).
Similarly, triggering from static stress changes has been shown to dominate some
regional catalogs, and Naylor, Main, and Touati (2009) showed that in Japan low
monthly rates occurred much more often that high monthly rates, and this would
also occur on longer timescales, so we are most likely to sample a lower rate. For
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example, after Tohoku-Oki, seismicity jumped about 10 times immediately and then
decayed to a rate around 3 times the pre-Tohoku-Oki value (Toda and Stein, 2013).
Kagan and Jackson (2012) suggest that earthquakes, even large ones, are clustered
in time and not quasi-periodic. We would have to wait for Mmax to occur, with all
its aftershocks, to find the average rate of small earthquakes. This is not convenient
when we are trying to find Mmax .
Many places show changes in earthquake rate, and in slip rate, so it is hard to say
what the average rate of seismicity is on any fault, except from plate models. On the
timescale of a few million years, much greater than repeat times, the far-field drivers
of plate motion are stationary, but not stationary over shorter timescales where more
local processes can lead to unsteady rates. In short catalogs, the degree of station-
arity is impossible to assess. Jumps in mean rates coincide with infrequent extreme
events. For example, the Sumatra 2004 earthquake was large enough to change the
global frequency-moment distribution from a gamma distribution before the event
to a pure power law GR afterwards (Main et al., 2008).
Finding magnitudes and recurrence intervals using paleoseismic data is difficult
(Scharer et al., 2010; Akçiz et al., 2010). For example, the Mw8.8 Maule Chile
earthquake had a peak slip half that of Mw9 Tohoku-Oki, but twice the along-strike
slip (Zhan et al., 2012), so the normal scaling relations sometimes introduce large
errors. Studying paleoseismic data with various trenches along-strike of the earth-
quake, Wesnousky (2008) showed that slip at the surface is variable along length, so
the exact trench location could have a large effect on the magnitude estimates. Bi-
asi and Weldon (2006) tried to overcome the problem of sampling only at a point,
by scaling probabilities of finding a given displacement within a rupture for any
magnitude considered, and the probabilities of each magnitude, though this method
records a priori a decision about the frequency-magnitude distribution, so using it
to determine whether it is GR or CE would be circular.
Paleoseismic events extend the catalog back in time, though often not enough to
make a representative probability density function of recurrence times for different
magnitudes (Parsons, 2008). Different studies have used the Wrightwood, Califor-
nia, paleoseismic site, to say that the occurrence of past earthquakes has three dif-
ferent distributions: (1) clustered (Weldon et al., 2004), (2) quasi-periodic (Scharer
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et al., 2010), and (3) fitting the GR distribution (Parsons and Geist, 2009).
There are similar arguments on other faults about whether their slip rate and seis-
micity has been constant in time or not. Clustering in seismicity, probably due to
stress transfer at the end of each rupture, has been observed on the North Anato-
lian Fault (Stein, Barka, and Dieterich, 1997; Hartleb et al., 2006). The Dead Sea
Transform fault has had a similar slip rate for the past 20 Ma comparing geolog-
ical (Garfunkel, Zak, and Freund, 1981) with GPS studies (Le Beon et al., 2008;
Reilinger et al., 2006); however, it also shows clustering of earthquakes in time
(Marco and Agnon (1995)). It has been suggested that earthquakes on the Alpine
Fault have been quasi-periodic during the past 8000 years (Berryman et al., 2012),
though on nearby faults the slip rates have been shown to be quite variable (Ninis
et al., 2013). Even though it may seem that we have had many particularly larger
earthquakes recently (e.g. Tohoku-Oki, Japan, Chile), these recent rates are not
distinguishable from a normal Poisson process (Michael, 2011; Shearer and Stark,
2012) and there should be about 5 M>9 earthquakes per century, which is what was
seen (Kagan and Jackson, 2013).
Given that even in California, there are arguments over GR or CE with different
answers in different regions and using different datasets, we do not have enough
data elsewhere to be able to suggest one model would work better than the other so
we have used the simple GR model.
Next we explain the method, show some results where we compare them against
historical data, and results where there is no historical data, then go on to discuss
these results.
4.2 Model
Here we assume a double truncated GR relationship, with Mmax being the hard up-
per limit, and the cutoff magnitude being the lower limit, below which the record is
not complete. We also use the principal of moment conservation, which states that
the moment buildup rate on the fault (from tectonic forces) would equal the moment
release on that fault (from both seismic and aseismic processes). We model the aver-
age earthquake catalog for the entire seismic cycle by adding on larger earthquakes
and their modeled aftershocks according to the GR law, and then find the upper
magnitude of this catalog that is needed to balance the moment. This is visualized
on Figure 4a, where we can draw a line on the GR plot of the frequency-magnitude
that would be needed for each magnitude to balance the moment build-up (see sup-
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plementary methods for more details). The earthquake catalog will also form a line,
also on the plot. Where the full catalog, i.e., that which covers the entire seismic
cycle, intersects the moment build-up line, this will be the maximum earthquake.
The model requires only an instrumental earthquake record (here 20 past years from
the USGS catalog) and an estimate of the seismic moment build-up rate. This rate
can be found either from interseismic coupling models where available or from
the fault geometry and the average slip-rate (here both taken from the literature)
through the relation M˙◦ = µLWu¯, with M˙◦ the moment rate build-up, µ the rigidity
(here assumed to be 33 GPa), L the length of the fault, W the width of the fault, and
u¯ the slip-rate along the fault. The width can be calculated from the seismogenic
depth and the dip of the fault. The brittle-ductile transition is around 8-15 km in
the continents (e.g. Kohlstedt, Evans, and Mackwell (1995)) and the coupled depth
of continental lithosphere is around 8.6+11−4 km (Bird and Kagan, 2004). We assume
strike-slip faults dip at 90o and the seismogenic depth is 12.5±2.5 km unless there
are better local estimates.
The main uncertainty with this method is that we do not know the proportion of
moment build-up released aseismically versus seismically. This cannot be found
without more in-depth knowledge of the seismic moment released over the full
seismic cycle compared to the seismic moment build-up. For continental faults, of-
ten almost all of the build-up is released seismically and in our model we assume
a uniform fraction of aseismic release from 0-20%. Moment build-up rate can also
be found from geodetic data if available.
We use numerical analysis with Monte Carlo analysis of 100,000 average earth-
quake catalogs. Uncertainties in the input parameters such as the b value can have
any form, and are propagated through the model to get the uncertainties in Mmax
and recurrence times. We describe our choice of b value and how we model af-
tershocks, and then go through the model using an example of the San Andreas
Fault.
b-value
b-values are generally around 1, though they can vary in space and time (Wiemer
and Wyss, 2002). For example in California, values of 0.9 (Bakun, 1999), 0.95 (Tor-
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mann, Wiemer, and Hauksson, 2010), 1.02±0.11(Felzer, 2008), 1.03±0.12 (Page
and Felzer, 2015), 1.05 (Marsan and Lengliné, 2008), and 1.09±0.9 for Landers
aftershocks (Felzer et al., 2002) have been found, but many also find a value of
about 1, from both historic and instrumental catalogs (Felzer, Abercrombie, and
Ekström, 2004; Field et al., 2014; Hutton, Woessner, and Hauksson, 2010; Wang,
Jackson, and Kagan, 2009). Reasons for variation are different areas studied, dif-
ferent tectonic settings, different catalogs used, different methods used to find the
cutoff magnitude, errors in the magnitudes of historical earthquakes (Zöller, Hainzl,
and Holschneider, 2010) and sometimes different magnitude scales. For example
when the local magnitude was redefined in Southern California, the b value changed
from 1.16 to 0.95 (Tormann, Wiemer, and Hauksson, 2010).
In Japan there are larger variations in estimates of b-value, from 0.88 for 92 years of
historical data (Satake, 2015), to 0.9-1.2 for aftershocks of Tohoku-Oki (Omi et al.,
2013; Toda and Stein, 2013), though still a general convergence around 1 (Bird and
Kagan, 2004; Grunewald and Stein, 2006; Parsons et al., 2012).
Because of this variation in well instrumented regions, we do not believe a b-value
could be found accurately in areas with sparse data (Felzer (2006)). Studies of
instrumental global seismicity find a b-value of 0.93-0.98 (Bird and Kagan (2004)
and Kagan and Jackson (2012)) and the average b value for continental strike-slip
faults has been found to be 0.98 (Bird and Kagan (2004)). For this reason we
assume a b-value of slightly more than 1 to err on the side of caution in terms of
estimating the maximum magnitude size, so use 1.025±0.025 at 1-σ confidence
levels for all areas studied, though this could easily be altered if different b-values
were found.
Aftershocks
We try and create the average earthquake distribution, not by averaging globally
(like Bird and Kagan (2004)), but by filling it in to get an average using aftershocks.
We simulate aftershocks simply by assuming they follow a GR distribution with a
b-value the same as the main catalog, and that they follow Båth’s law (Båth, 1965),
with the largest aftershock 1.2±0.1 below the mainshock. For example, every time
we have a magnitude 8 in the record, we assume an aftershock sequence with the
largest aftershock 6.8, and then smaller earthquakes with frequency in accordance
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with GR. If the magnitude 8 occurred once every 100 years, this aftershock se-
quence would also occur every 100 years. It would be possible to use a different
aftershock distribution in the model. This is similar to other studies that have mod-
eled the number of aftershocks as 10αM where M is the mainshock magnitude and
α is a parameter to be determined. In our model α is the same as the b-value, so
about 1, as also used in other studies (Felzer, Abercrombie, and Ekström, 2004;
Helmstetter, Kagan, and Jackson, 2005). ETAS models (Ogata, 1988) tend to have
a lower value of α, from 0.5-0.7 (e.g. Marsan and Lengliné (2008), Console et al.
(2003), and Guo and Ogata (1997)) that vary between aftershock sequences. ETAS
models require various parameters to be known beforehand, which is exactly what
we do not have in areas of sparse data.
Our aftershock model compares favorably with aftershocks observed in reality (see
Figure S4.1). For Tohoku-Oki 2011 the largest aftershock was 1.1 magnitude unit
below and the b value was 0.9-1.2 (Toda and Stein, 2013; Omi et al., 2013). For
Gorkha 2015, the first aftershock sequence had the largest aftershock 1.1 magni-
tude unit below the mainshock, whilst the second larger aftershock was only 0.5
magnitude units below. The b value for this aftershock sequence (using the maxi-
mum likelihood method (Aki, 1965; Utsu, 1965) was found to be 1.08. 31 earth-
quakes above Mw5 occurred, and 105 above Mw4.5, while the model here would
produce 40 and 125 respectively. For the Kashmir 2005 earthquake, the largest
earthquake was 1.2 magnitude unit below, and the aftershock catalog had a b value
of 1.09±0.07, as found by Tahir and Grasso (2014). Here the aftershock rate was
high and 48 earthquakes above Mw5 occurred, and 198 above Mw4.5, while the
model we use here would produce 25 and 80, respectively.
Data
The fault studied needs to cover an area large enough that GR is fulfilled, and where
earthquake rates are constant over a time interval of 20 years. The model averages
everything along the fault length, so can only be applied if the setting, percent seis-
mic release, and instrumentally recorded earthquakes are fairly similar along its
length. For the instrumental catalog, the events are a lot smaller, so they have to be
within 10 km of the fault trace, except for the Kunlun and Boconó faults where the
traces are less well known and errors in epicentral locations are greater so we use
20 km.
For the instrumental catalog, we do not decluster fully, but we remove large earth-
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quakes and their aftershocks. This is because the model assumes the final catalog
will obey the GR law up to the largest earthquake, which is not the case with only
one large earthquake and its aftershocks, as there will be a jump between the largest
aftershock and the mainshock. For example, the Mw7.8 Gorkha 2015 earthquake
and its aftershocks were removed using Reasenberg declustering (Reasenberg and
Jones, 1989).
Model steps: “Filling in" the earthquake catalog to find average activity rate
Here we choose Gaussian uncertainties for b, seismogenic depth and cutoff mag-
nitude (Mc) value, while we use a uniform distribution for the fraction of moment
released aseismically.
From Figure 4.1a, a precursory look would suggest that extrapolating the instru-
mental data, and assuming GR with a b-value of around 1, would give a maximum
magnitude of around Mw9, which is very high. As described earlier, we suggest that
this is because the instrumental catalog does not show the average over the entire
seismic cycle, as it is missing all the aftershocks from large events. In our model
we try and simulate a complete averaged catalog. This includes larger earthquakes
not recorded in instrumental time, and all of their aftershocks.
1. In the first step we guess a maximum magnitude that is larger than we expect
the answer to be. In Figure 4.1b and c we show the example where we have
initially chosen 9. We initially find the rate at the cutoff magnitude (found
using the maximum curvature method, implemented using ZMAP (Wiemer,
2001) to extrapolate the instrumental data according to the GR law, and add
on the number of ‘missing’ Mw9 earthquakes it suggests. We then also add
on the modeled aftershocks. This increases the average rate of smaller earth-
quakes so raises the entire instrumental catalog slightly. We then extrapo-
late again from this new slightly raised catalog to find the number of ‘miss-
ing’ Mw8.9 earthquakes (with a smaller step-size, fewer iterations would be
needed, but the results would converge to the same value). Again we add
their aftershocks, again this raises the instrumental catalog, and repeat this
process going down in steps of 0.1 until the cutoff magnitude, in this case
Mw4.4. This process is shown in Figure 4.1b.
2. Now we have added earthquakes from Mw9 to Mw4.4, the instrumental cata-
log has been shifted upwards, and we realize that we have added on too few
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Mw9 earthquakes for what the extrapolation now predicts. This can be seen
from the difference between the highest orange line (old extrapolation) and
the lowest yellow line (new extrapolation) in Figure 4.1c. Therefore we re-
peat the entire process again, with two more repetitions shown in Figure 4.1c
in orange, yellow, and green. The adjustments needed in each loop become
smaller and smaller until the addition is minimal.
3. After steps 1 and 2 we find that we have an ‘averaged’ seismic catalog for
the entire seismic period, with a maximum magnitude of 9. However, this
extrapolated (green) line intersects the maximum earthquake line at Mw8.1,
suggesting that Mw8.1 would be the maximum earthquake. This is therefore
inconsistent, so we have to lower our trial guess. As we lower our guessed
maximum magnitude earthquake, the final predicted maximum earthquake
becomes slightly higher, as we have added on fewer earthquakes. We de-
crease our guessed value until it matches the value predicted, so we have
been consistent. This is shown in Figure 4.1c, where our initial maximum
magnitude was guessed at 8.1, and the predicted maximum magnitude is also
8.1.
We test the instrumental data for the SAF to see if it is a reasonable realization of
20 years of data of the modeled final average catalog for that fault. To do this we
first find the number and magnitude of mainshocks in the modeled final catalog.
We want to generate catalogs that cover 20 years, so if the recurrence time of the
largest earthquake is e.g. 200 years, we randomly select 10% of the mainshocks.
We add aftershocks to the mainshocks (which start at a magnitude of 1.2±0.1 below
the mainshock (1-σ error)), which in the case shown (Figure 4.2), since the cut-off
magnitude is 4.5, only contribute when the mainshock is above roughly magnitude
5.7. The results show that our instrumental catalog is a reasonable realization of the
modeled average catalog.
4.3 Results
In all our examples we use earthquakes from the USGS catalog (http://earthquake.usgs.gov/)
from 1996 to present, giving us 20 years of data. For strike-slip faults we select
earthquakes within 10 km of the fault trace, to allow for errors in the epicenter,
fault trace locations, and off-vertical dips. For reverse faults we consider the dip
of the fault. We assign a b-value of 1.05±0.25 (1-sigma, with a Gaussian distribu-
tion) everywhere. We assume the seismogenic depth is 12.5±2.5 unless we have
79
Magnitude, Mw
4 5 6 7 8 9
N e
q(M
>M
w)
pe
ry
r
10-4
10-3
10-2
10-1
100
101
102
Magnitude, Mw
4 5 6 7 8 9
N e
q(M
>M
w)
 p
er
 yr
10-4
10-3
10-2
10-1
100
101
102c d
Magnitude, Mw
4 5 6 7 8 9
N e
q(M
>M
w)
 p
er
 yr
10-4
10-3
10-2
10-1
100
101
102 a
Magnitude, Mw
4 5 6 7 8 9
N e
q(M
>M
w)
 p
er
 yr
10-4
10-3
10-2
10-1
100
101
102 b
Figure 4.1: Demonstrating steps of the method. Straight blue line is moment build-
up rate line, which shows the frequency of the maximum magnitude earthquake
that would need to occur to take up all the moment build-up. The lower wiggly blue
line is the instrumental catalog, here from the San Andreas Fault. The black dashed
lines are demonstrative to show the GR law with b of 1, so where the earthquake
catalog should lie to intersect maximum magnitudes of 7, 8, and 9. a) The original
setup. b) Orange lines show the first round of adding on missing earthquakes from
magnitude 9 down to the cutoff magnitude, here 4.4. c) Orange lines are the same as
for b, but now yellow and green lines show two more rounds of adding on missing
earthquakes. The number needed to be added on decreases with each round, which
is why the lines get closer and closer together. d) Same as c but now showing a trial
maximum magnitude of 8.1, which is the maximum magnitude that is predicted.
evidence that it differs. We take the fault traces and slip rates from the literature. To
calculate moment build-up we need the length of the fault, the seismogenic depth,
and the slip rate.
San Andreas Fault (SAF)
The SAF is a heavily studied large continental strike-slip fault, in the vicinity of
large population centers such as LA and San Francisco. We assume an average
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Figure 4.2: Comparing instrumental data of the light blue line with 100 realizations
of 20 years of data with the same statistics as the mainshocks in the final average
catalog test shown in gray. These different realizations have varying maximum
sized earthquakes, from 5.3 to 8.2 in the cases shown here.
velocity on the fault of 30±5 mm/yr at the 1-σ level, though there is some vari-
ability in this rate depending on the location (Meade and Hager, 2005; Weldon
and Sieh, 1985). The locking depth seems to fit the default value of 12.5±2.5 km
(Meade and Hager, 2005; Smith-Konter, Sandwell, and Shearer, 2011) so we do
not change this. This gives us an average moment build-up rate of 6.6±1.8x1018
Nm/yr. Though there are some variations, studies of b-values average around 1
in California for both the instrumental and historical record (Felzer, 2008; Wang,
Jackson, and Kagan, 2009; Hutton, Woessner, and Hauksson, 2010). We compare
the results with historical earthquakes (NGDC, 2016; Stover and Coffman, 1993)
within 20 km of the fault trace, as shown in Figure 4.3.
With these assumptions we find the maximum magnitude earthquake would be
M8±0.3 at the 1-σ confidence level, with a recurrence time of 270 years, with a
lower estimate of 150 years and upper estimate of 700 years. The largest reliably
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known earthquake is the Fort Tejon M 7.9 in 1857, which ruptured roughly 350
km of the SAF. Previous estimates of Mmax are similar to that estimated here, from
Mw8 (Field, Jackson, and Dolan (1999), using CE and conservation of moment)
to 8.3±0.4 (Kijko (2004) using statistics of the earthquake catalog). Paleoseismic
data recurrence intervals from different segments vary from 88±41 years for mag-
nitudes 6.5-7.9 (Akçiz et al., 2010) in the Carizzo Plain, to roughly 70 years at the
Wrightwood paleoseismic site with rough magnitudes of 6.8 to 7.9 (Scharer et al.,
2010), whilst our model would predict an earthquake above 6.5 roughly once every
20 years for the entire length of the SAF. Field, Jackson, and Dolan (1999) pre-
dict an earthquake of magnitude > Mw7.8 every 334 years on average for Southern
California.
North Anatolian Fault (NAF)
The NAF is 1200 km long, from the east to the north Aegean in the west. Slip rates
vary from 20 mm/year in the east to 25 mm/year in the west (S¸engör et al., 2005;
Kozaci et al., 2007). We use a slip rate of 22±3 mm/yr and a seismogenic depth
of 15±3 km (Bohnhoff et al., 2016) to calculate the seismic moment build-up. We
remove the Izmit 1999 Mw7.6 earthquake and aftershocks from our catalog, and are
left with 82 earthquakes above the cutoff magnitude, found to be Mw4.5. We com-
pare the result with historical data from the past 2300 years, apparently complete to
above Mw7.4 (Bohnhoff et al., 2016).
We predict Mmaxis 8±0.3 with a recurrence time of 275 years, lower estimate of
134 years and upper estimate of 650 years. The maximum historical earthquake
with a reliable magnitude was Mw7.8 in 1939. Previous estimates of Mmax are in
the Mw7.9-8.1 range(Bohnhoff et al., 2016). Estimates of inter-event times for pa-
leoseismic earthquakes vary widely from 210-280 years (Klinger et al., 2003) to
200-900 years (Hartleb et al., 2006). There seems to have been a cluster of earth-
quakes > Mw6.7 in the past century, and there are suggestions of similar sequences
in the 17th-18th centuries, and 10th -12th centuries (Hartleb et al., 2006). This
variable rate can be seen in Figure 4.3b, and shows the paleoseismic record over the
past 2300 years and the same record just taking the most recent 100 years (Bohnhoff
et al., 2016). The record in the past 100 years is probably higher than average due
clustering, though the record over the past 2300 years may be lower due to miss-
ing events, which become harder to detect back in time, when also the magnitude
is harder to estimate. For example, there are 5 earthquakes >7.5 recorded between
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Figure 4.3: Results of the model. Here the yellow, orange, and red lines show the
probability of being within the ovals, taking into account the uncertainties on the
b-value, the moment build-up rate and the value of the largest aftershock. Here
the straight green lines show the final averaged modeled catalog. Light blue lines
show the instrumental catalog and the dark blue line is the moment conservation
line. The left-hand panels show the fault in red with earthquakes as black dots, and
earthquakes selected to use in the model as blue dots. a) The San Andreas Fault.
Here green triangles show the historic data. b) The North Anatolian Fault. Green
triangles show the historic data averaged over the past 100 years, whereas blue
triangles are averaged over the past 2300 years. c) The Main Himalayan Thrust
with pink dots and error bars showing the historical data. d) The Japan Trench,
with green triangles showing the historic data.
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300BC and 1000AD, but then 17 from 1000 to present, with at least 3 per 200 years,
compared to periods of more than 200 years with no Mw >7.5 earthquakes further
back in time. Noting the high temporal variability in the paleoseismic record, and
potential for incompleteness, our model does not disagree with these data.
Main Himalayan Thrust (MHT)
The Main Himalayan Thrust is a very large continental thrust fault along which the
Indian Plate is thrust beneath the Himalaya. It has produced large earthquakes in
the past and poses a large threat to the numerous nearby population centers. Instead
of the normal moment calculation, we use a moment build-up rate of 15.1±1x1019
(Stevens and Avouac, 2015) and allow 33% of the moment to be released non-
seismically (by afterslip), following Stevens and Avouac (2016). We take earth-
quakes within 150 km north perpendicular to the surface trace of the MFT, and
exclude the Gorkha April 25th 2015 earthquake and its aftershocks. Figure 4.3c
shows the results and a comparison with the historical/paleoseismic record for the
past 1000 years, summarized by Stevens and Avouac (2016).
We get a mean Mmax of 9 and an uncertainty of 0.2, lower than elsewhere because
the moment build-up is more constrained. The mean recurrence time would be 1200
years, with a variation from 550 to 2700 years. There is a 66% chance that Mmaxhas
to be over Mw8.7 (the largest historical earthquake) and about a 95% chance that
is has to be above Mw8.5 (and less than Mw9.5). It has been noted previously that
there is a moment deficit in this area (Bilham, Gaur, and Molnar, 2001; Stevens
and Avouac, 2016), and large paleoseismic events have been proposed in the past,
potentially up to M9 (e.g. (Kumar et al., 2010; Lavé et al., 2005; Upreti et al.,
2000). Stevens and Avouac (2016) find a 66% chance that Mmax has to be 9 or
over, higher than Mw8.7 here. This is partly because Stevens and Avouac (2016)
used a higher b-value, and used historic/paleoseismic data. Uncertainties in the
b-value lead to larger uncertainties the larger Mmax is predicted to be, since the
data has to be extrapolated further. Extrapolating from historical and paleoseismic
earthquakes suffers less from b-value uncertainties, but the uncertainty in the rates
is then much higher.
Japan Trench
The Japan Trench, off the NE coast of Japan, is a fast converging subduction zone,
where the Pacific and Okhotsk plates collide, that has frequent large earthquakes of
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Mw ∼7.5, and infrequent giant earthquake such as the Mw9 Tohoku-Oki earthquake
of 11th March 2011 and a corresponding high seismic hazard. We use a mean slip
rate of 80±8 mm/yr (DeMets, Gordon, and Argus, 2010), an average dip of 13o and
a seismogenic depth of 35±5 km (Zhan et al., 2012) to calculated moment build-up.
We select instrumental earthquakes on the down-dip side, within 250 km of the fault
trace (about 50km further than used for the moment calculation). We only use the
catalog before the Tohoku-Oki Mw9 earthquake, as this completely contaminates
the catalog with aftershocks. We also remove the Mw8.3 Hokkaido event of 2003
and its aftershocks. With a dip of 13 and seismogenic depth of 35±5 the interface
is coupled to within about 200 km of the trench, which agrees with the limits of the
aftershock distribution after the Tohoku-Oki earthquake (Shinohara et al., 2013).
As with other reverse faults, we initially take the coupling fraction to be 66%. We
show the results and a comparison with the historical record since 1850 (Usami,
2002) in Figure 4.3d.
Our mean Mmax is 9.3 with 1-sigma error of 0.3. The mean repeat time is 520 years,
with a lower bound of 223 and upper bound of 1200 years. The largest earthquake
we know of for the Japan trench is the 2011, Mw9 Tohoku-Oki event, so here we
have a high lower bound for Mmax . Previous estimates for Mmax have varied from
9 (McCaffrey (2008), using scaling relations and fault segment lengths) to 10 if
confidence limits are high (Zöller et al. (2014), using the tapered GR distribution,
but not conservation of moment). Using the theory of extreme values, Pisarenko,
Sornette, and Rodkin (2010) found the absolute Mmax to be 9.57±0.86 for Japan.
With the model and assumptions here, there is a 30% chance that ≤Mw9 could be
Mmax , but almost zero chance that it would be as large as Mw10.
Estimates of recurrence times suggested for the largest events are based on either
conservation of moment, giving 532 years (McCaffrey, 2008) and 260-280 years
(Uchida and Matsuzawa, 2011) or based on the historical record , giving 300-400
years (Kagan and Jackson, 2013), and 600 years for the Tohoku-Oku area (Satake,
2015). The last agreed upon event that had a magnitude similar to Tohoku-Oki
us the 896 AD event (Minoura et al., 2001), identified by tsunami deposits. At
least two more large tsunami deposits have been found in this area in the past 3000
years, suggesting a recurrence time of around 1000 years. Others, however, have
suggested that other past earthquakes were also as large as Tohoku-Oki, such as
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the 1611 Keicho earthquake. In the Kuril trench just NE of Japan, with a similar
tectonic setting, tsunami-causing earthquakes have occurred in the past 2000-7000
years, with a rough recurrence time of 500 years (Nanayama et al., 2003). How-
ever, some recording of tsunamis may come from far-field events, like earthquakes
in Chile (Ishimura and Miyauchi, 2015). This paleoseismic data does not disagree
with Mmax of 9.3 and repeat time of 520 years for the entire Japan Trench. The
modeled catalog agrees quite well with the historical record, where recurrence times
would be 3 years for Mw > 7, and 40 years for Mw > 8. In the results of my model,
recurrence times would be 4 years for Mw > 7 and would also be 40 years for Mw >
8.
The ability of earthquake rates to change drastically can be seen by comparing the
average instrumental catalog before the 2011 earthquake, and the average catalog
including the 2011 earthquake and its aftershock. These two lines can be seen in
Figure 4.3d. Including the full catalog, we have a repeat time for earthquakes > 8
of 10 years, as oppose to 40 years beforehand, and on average 250 earthquakes >
5 per year compared to only 20 > Mw5. This shows that the instrumental catalog
we have could be a lot lower than average if we have not had any large events in it,
which is quite likely.
Coupling is the largest unknown here, with variations along the Japan trench be-
tween almost 0 and 80% (Loveless and Meade, 2015; Uchida and Matsuzawa,
2011)) The average coupling is somewhere in between. We initially assume an
average coupling of 66%, as we have done for the MFT, perhaps erring on the
higher side. This unknown fraction of seismic build-up is a greater problem for
subduction zones, which have very variable coupling, than for continental strike-
slip faults where the coupling is generally much higher and more consistent along
strike, though with some variations. If instead of fixing the fraction of coupling, we
fix the largest magnitude at Mw9, we can work out the amount of aseismic release
that would correspond to this. We have initially assumed that coupling is on aver-
age 66%, but we need coupling of 45% for magnitude 9 to be the average maximum
magnitude, which would give a repeat time of 400 years.
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Boconó Fault
This fault is a right-lateral strike-slip fault that stretches roughly 500 km from the
Colombian-Venezuelan border in the SW to the Caribbean coast in the NE, through
the Venezuelan Andes. Rates of 5-9 mm/yr have been suggested for this fault (Au-
demard et al., 1999; Audemard, 2005; Schubert and Sifontes, 1970), taking up most
of the 10 mm/yr full plate motion. We take a rate of 7±2 mm/yr, at the upper end
of suggested rates. Here we select earthquakes within 20 km of the fault trace to
allow for larger errors in the location of the fault trace and earthquake epicenters
here. Microseismicity has been found mainly between 0 and 15 km depth (Pérez,
Sanz, and Lagos, 1997), with some microseismicity in the lower crust (Audemard
et al., 2008), so we take the locking depth to be 15±2.5 km.
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Figure 4.4: Results of the model for areas without long historic data catalogs. a)
Boconó Fault. c) Altyn Tagh Fault. b) Dead Sea Transform. d) Kunlun Fault.
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We find that the mean Mmax is 7.3±0.3. The mean recurrence time would be 160
years, with an upper bound of 360 years, and a lower bound of 70 years. In more
recent times, the largest earthquakes have been the magnitude 5.5 in 1975 and 5.6
in 1977; however, historical earthquakes in 1610 and 1894 may have had magni-
tudes of 7.1-7.3, found from trench excavations in the southern section (Audemard,
1997), with a suggested recurrence time of about 300 years in this area. In the cen-
tral section, at least 15 earthquakes of M > 7 have been found during the past 20,000
years, with probably quite a few missing (Audemard et al., 2008). Recurrence in-
tervals were found to be variable, from 400 years up to 1800 years. An event in
1812 caused a lot of damage, devastating the town of Mérida, and felt as far away
as Caracas, with the Boconó fault a possible source (Altez, 2005; Audemard et al.,
2008) though this has not been confirmed. From scaling relations of fault length,
Mmax has be suggested as between 7.2-7.9 (Schubert, 1982).
Altyn Tagh Fault
The Altyn Tagh is a large left-lateral strike-slip fault bordering the North-West side
of the Tibetan Plateau. There have been no large earthquakes recorded instrumen-
tally, though the fault has an offset of around 475 km since around 25 Ma and there
is evidence of large ruptures in the past (Washburn et al., 2003). Slip rates on the
Altyn Tagh are roughly 10 mm/yr (Cowgill et al., 2009; Elliott et al., 2008), with a
locking depth of around 15 km (Elliott et al., 2008).
We find mean Mmax of 8±0.3, with a recurrence time of 900 years, up to 2000 years
and down to 400 years.There is evidence for 2 or 3 events in the central section of
the Atyn Tagh during the past 2000 years, with a magnitude of roughly between 7
and 7.8 (Washburn et al., 2003). This is consistent with our model.
Dead Sea Transform (DST)
The DST is a 1000 km-long continental left-lateral north-south trending, strike-
slip fault, with a long, though incomplete historical record and some paleoseismic
data.The DST has an average slip rate of about 5 mm/yr (Garfunkel, Zak, and Fre-
und, 1981; Le Beon et al., 2008; Reilinger et al., 2006; Wdowinski et al., 2004) and
a locking depth of about 12-14 km (Le Beon et al., 2008; Salamon et al., 2003).
We find the mean Mmax is 7.8±0.3, with a recurrence time of 1000 years, with a
lower estimate of 450 years, and a higher estimate of 2400 years. The largest earth-
quake recorded is a potential magnitude 7.8 in 1157 AD (Ambraseys and Jackson,
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1998)). More recently the largest event has been a magnitude 7.3 event in 1995 in
the Gulf of Aqaba. Other estimates of Mmax suggest up to Mw 7.8 in the southern
section (Klinger, Le Béon, and Al-Qaryouti, 2015) and up to 7.4-7.7 in the Dead
Sea Basin region (Begin et al., 2005). It has been noted that the seismicity on the
DST has been very low this past century with the seismic moment release less than
40 % of that expected (Salamon et al., 2003), and 86 % of that coming from one
earthquake, the Gulf of Aqaba Mw 7.3 event. Seismicity has also been low for the
past 830 years (Meghraoui, 2014), with periods of quiescence and interspersed with
higher rates (Klinger, Le Béon, and Al-Qaryouti, 2015; Marco and Agnon, 1995).
In the Araba Valley segment (160 km of the almost 1000 km DST length), there
have been at least 4 events of Mw > 7 in the past 1000 years (Klinger et al., 2000),
giving a recurrence time of roughly 250 years. Our model suggests a Mw > 7 should
occur roughly once every 115 years, so twice as often; however, our model is for
the entire length of the DST, whereas the Araba Valley segment covers only around
one fifth of the fault. The paleoseismic data do not disagree with our model, though
the earthquake rate seems quite variable through time.
Kunlun Fault
The Kunlun fault is a large strike-slip fault in northern Tibet. It slips at a fairly
constant rate of 11.7±1.5 mm/yr (Van Der Woerd et al., 2002), and we use the
default seismogenic depth of 12.5±2.5 km.
We find Mmax is 8±0.3 with a recurrence time of 1000 years, with lower bound
450 years and upper bound 2000 years. The largest earthquake we know of on the
Kunlun fault happened recently, in 2001, Mw 7.8, with a 450 km land rupture. There
have not been paleoseismic studies, though. From minimum terrace offsets and the
average slip rate, Van Der Woerd et al. (2002) suggest that earthquakes around Mw
8 could occur on this fault once every 800-1000 years. The model here is consistent
with that idea.
4.4 Discussion
We have shown that our model predicts the average seismic catalog well in cases
where we have historic data. In these places, either historical catalog is complete,
or we have not seen Mmax yet. Errors in the historical catalog are hard to measure
and quantify, and increase further back in time. Their magnitude is hard to measure
accurately from shaking reports and scaling laws. Even if the magnitudes are well
known, the recurrence times may not be, as they are variable and many data points
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have to be found to get a good probability density function (Parsons, 2002). Mmax
has the longest recurrence time, so this is the most likely to be missed in the histor-
ical record.
In more global studies of Mmax , Mmax for continental strike-slip faults has been
found to be 8.01+0.47−0.21 and for subduction zones 9.58
+0.48
−0.46 (Bird and Kagan, 2004).
Other estimates for subduction zones include ≥ 9 in 10,000 years (Rong et al.,
2014), 9-9.7 (Kagan and Jackson, 2013) and 9.6 (Bird and Kagan, 2004).
The main advantage of this model is that it can be used in areas with no historic
data. The model also does not require artificial segmentation, it requires no prior
knowledge of parameters, and uncertainties are simple to model. There is a trade
off in the model between errors in the b-value and uncertainties of the average fre-
quency of earthquakes. Smaller earthquakes are more likely to be accurate in terms
of frequency, but since they are far from Mmax , projecting using the b value from
here will cause larger uncertainties. For larger earthquakes, the frequency is less
well known, though uncertainty in the b-value will introduce fewer errors since it
does not have to project so far.
One disadvantage of this model is that it assumes a double-truncated GR, which
might not be applicable everywhere. It is possible to change this, though it would
involve more parameters, which might not be known well, especially in places with
no historical data. It also makes assumptions about the aftershock distributions,
though this could be easily altered to a preferred aftershock distribution. For ex-
ample, in models such as Reasenberg and Jones (1989) and Felzer, Abercrombie,
and Ekström (2004), aftershocks can grow to any size, potentially larger than the
mainshock, which is not allowed here. Uncertainties in the b value lead to large un-
certainties in the results, especially for larger earthquakes. Choosing which earth-
quakes are on the fault itself, and the moment build-up rate and fraction of aseismic
afterslip on the fault might be difficult, though other methods also suffer from this
problem, and data will surely get better in the future, especially as more GPS are
introduced. Another disadvantage of my technique is that it cannot incorporate
historical data recurrence times, as they are often not on the same trend as the in-
strumental data. The historical data can however be used to validate the model,
though perhaps this data is not as accurate as those with smaller magnitudes.
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Afterslip is another unknown in the model and we have not taken it explicitly into
account. For continental earthquakes this can be small (e.g. < 10 % for the Gorkha
earthquake) but is sometimes very significant (≈ 56 % for the Kashmir earthquake
(Jouanne et al., 2011)). Afterslip also varies in subduction zones from 20-30 %
after the Chile Mw8.8 event (Lin et al., 2013) to 50-70 % for the Peruvian trench
(Perfettini et al., 2010).
4.5 Conclusion
Where others have estimated Mmax or there is paleoseismic data, in general our
results agree. For areas without historical data, fewer people have attempted to
find Mmax . For these faults in particular, our model highlights the seismic risk
where in the recent past maybe no large earthquakes have occurred. These areas
are particularly vulnerable, as the earthquake hazard perception and preparedness
is low.
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Supporting Information for “Determination of the maximum plausi-
ble earthquake Mmax from background seismicity and the moment
budget balance"
Introduction
Here we show the supplementary methods and extra figures.
Supplementary Methods
To find the moment build-up rate we use
M˙◦ = µLWu¯ (4.2)
where L is the length of the fault, W is the width of the fault (seismogenic depth
times sin(dip)), µ is the rigidity and u¯ is the average slip rate.
To find the moment-line that the earthquake GR distribution will intersect we use
the following equations. The GR law (Gutenberg and Richter, 1944) states:
log10N (Mw) = a − bMw (4.3)
where N(M>Mw) is the number of earthquakes above Mw, a is the y-axis inter-
cept, and can be thought of as the productivity, and b is the slope of the line. The
conversion between Mw and M◦ is:
M◦ = 10α(Mw+β) (4.4)
where α = 2/3 and β = 10.7. So here
Mw =
2
3
log10(M◦) − 10.7 (4.5)
The number of total earthquakes below magnitude Mw is:
N◦ = 10α − 10(a−bMw ) (4.6)
The total moment release is:
Moment =
∫ Mw
−∞
M◦(M′w)N◦(M′w)dM′w (4.7)
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