Even among cells in the same population, the concentration of a protein or cellular constituent can vary considerably. This heterogeneity can arise from several sources, including differences in kinetic rates between cells and distribution of cellular constituents through cell division. Compartmental models have been used to describe the distribution of the number of divisions undergone by cells in a population. More recently, such models have been coupled with the dynamics of intracellular labels and analytical solutions to the division and label structured population equations have been found. However, such approaches have thus far focused on simple models of intracellular dynamics such as the decay of an intracellular label. In this work, we demonstrate that analytical solutions are possible for more general forms of intracellular dynamics offering the promise to lend mathematical insight into population dynamics in more realistic biological settings.
Introduction
Mathematical modeling has a long history of providing insights into biological processes through comparisons with experimental data [11, 13, 17] . With advancing techniques in molecular and cellular biology, it is possible to obtain highly accurate quantitative longitudinal data on the concentration of intracellular molecular constituents. However, such experiments are typically performed on populations of cells and, as such, mathematical models of these experimental time courses must consider not only the dynamics of constituents inside the cells, but the growth and division of the cells themselves.
Structured population models are commonly used to describe populations of individuals according to some continuously structured variable, such as age, size, levels of fluorescent label, or spatial location [1] . In some experimental settings like flow cytometry, it is possible to obtain data on both the physical properties of cells as well as properties of their molecular constituents. When modeling this type of data, it may be necessary to keep track of the number of discrete generations (cell-divisions) a cell has undergone since the start of the experiment. For example, this occurs when the production or degradation rate of an intracellular molecule varies as a function of cell generation. Thus, structured populations models have been developed to simultaneously track both the dynamics of intracellular states and cell age, i.e., generation number [9, 15, 16] .
Most mathematical approaches of division structured populations have considered only simple models for the dynamics of molecular constituents such as a decaying cellular label [8, 16, 18] . In these cases, explicit analytical solutions are possible for a partial differential equation (PDE) governing the intracellular label concentration, enabling the fast and accurate computation of model solutions necessary for efficient comparisons with experimental data. Since many biological scenarios arise in which proteins or other molecular constituents undergo complex dynamics, e.g., due to continued synthesis and feedback control, there is the need to develop general methods for computing analytical solutions for more sophisticated PDE models of intracellular dynamics.
In this manuscript, we demonstrate that analytical solutions are possible for division and label structured population models incorporating intracellular molecular dynamics more complex than just label decay. These results illustrate how mathematical researchers can employ division and label structured population models to problems of increasing biological fidelity and complexity without sacrificing the ability to estimate parameters from experimental data and develop a predictive understanding of these systems.
Division and Intracellular Concentration Structured Population Model

Population and Cellular Dynamics
We model a single intracellular constituent distributed in a growing population of cells. Within a single cell, we assume the intracellular concentration evolves according to an ordinary differential equation (ODE) depending on its current state, y, and a parameter vector θ. Let y(t) be the intracellular concentration in a cell t minutes after dividing, then
where y(0) = y 0 and θ represents the kinetic parameters governing the intracellular processes.
With the intracellular differential equation defined, we describe a model for the intracellular-structured density of a population of dividing cells by formulating a system of weakly-coupled PDEs -with one PDE representing each cell generation i up to some maximum generation number M
. . .
The intracellular structured density N i (t, y) represents the density of cells at time t with intracellular constituent level y that have undergone i divisions since the start of the experiment (t = 0). The rates α i (t) and β i (t) are the time varying division and death rates, respectively, for cells that have undergone i divisions. The influx of cells to population i due to the division of cells from population i − 1 is given by
We note that when γ = 2 this represents equal cell division where intracellular constituents are equally split between two daughter cells [10, 21] . Because we are tracking the number of divisions since the start of the experiment, our system is governed by the initial conditions
and no-flux boundary conditions at y = 0
We note that the total concentration of intracellular constituent over all cells in the population is given by
Decomposing the Population into Generations
A key insight to solving the division and label structured equations analytically is to decompose the division and label dynamics separately [16] . By doing so, the system of PDEs for the whole system decouples to a system of ODEs, one for each generation, and a single PDE for the intracellular dynamics. The final solution to the original system of PDEs can be reconstructed from the solution of the ODEs and the single PDE. We first introduce the normalized intracellular density. Let N i be the number of cells in the i-th generation. Then define
and
The following theorem represents a slight generalization from Theorem 1 in Hasenauer, et al. [16] .
Theorem 2.1. The solution of equation (2) is given by
in which:
N i (t) is the solution of the system of ODEs
where N 0 (0) = N 0,0 and ∀i ≥ 1 :
with initial condition ∀i :
In most cases (see [10, 16] ) an analytical solution to n i (t, y) is derived under a specific form of the flux term for a decaying cellular label. However, as we will describe in detail below, analytical solutions are available for more general dynamics for intracellular constituents. In what follows, we focus on utilizing the method of characteristics to determine analytical solutions for division and label structured equations under general assumption for label dynamics f (y, θ). In particular, as long as the pair of ODEs
satisfy the conditions for existence and uniqueness, our PDE will admit solutions through the method of characteristics. In particular, these conditions are met for any C 2 function of intracellular dynamics. We focus our discussion on solutions to the PDE component of Theorem 2.1, i.e., equation (9) , noting that solutions to the ODE component can be found analytically in the case of constant α i (t) and β i (t) or quickly computed by standard numerical methods in the non-constant case.
Analytical Solutions
In order to derive solutions via the method of characteristics, we first re-write equation (9) by expanding the derivative with respect to the structure variable
The characteristics of the PDE correspond to curves y = Y (t) along which solutions to the PDE are constant n i (Y (t), t) = n i,0 (Y (0)). By construction, the characteristics will satisfy
We next consider the density along these characteristics:
To determine the solution n i (t, y) we need to first determine y 0 such that the characteristic solutions Y (t) passes through the point (y, t). That is, the characteristics need to be invertible: y 0 = Y −1 (t). Then we solve the initial value problem equation (13) and v(t) is the solution through the point (y, t).
We note that in many cases, explicit analytical solutions to the PDE equation (11) are obtainable. In particular, as we demonstrate below when f (y, θ) takes on the form of several simple models of intracellular dynamics.
Intracellular Synthesis and Degradation
In many cases proteins and other cellular constituents are synthesized at a constant level (α and degraded at a rate β. In this case a reasonable model would be f (y; a, b) = α − βy.
In this case we consider the pair of ODEs
Both are easily solved to yield
The differential equation for v(t) is similarly solved to yield
v(t) = v(0)e βt where v(0) = n i,0 (Y (0)) .
Thus, we have
A similar approach was used by Flores in [14] to consider gene expression noise in flow cytometry data.
Decaying Fluorescence
Decay of fluoresence intensity (FI) is a commonly encountered biological process when collecting flow cytometry data from proliferating cells. Of course, there are different possible mathematical formulations for the velocity of decay. We note that Hasenauer, et al. [16] considered a constant rate of decay, f (y; k) = −ky, this type of decay is a special case of our formulation above where α = 0. Banks, et al. [8] considered Gompertz decay of fluoresence intensity where the decay rate depends on the time from the start of the experiment f (y, t; y a , c, k) = −c(y − y a )e −kt .
In this model y a stands for the background FI, and c and k represent the characteristic decay rates. This model for decay velocity allows for a biphasic decay of a label, which has been observed for certain experimental settings, e.g., the intracellular dye carboxyfluorescein succinimidyl ester (CFSE) [8] . Although the dynamics of intracellular constituent are described the the non-autonomous ODE dy dt = f (y, t; y a , c, k), the method of characteristics may still be used to solve equation (11), with an additional technical point that local existence and uniqueness must be maintained by ensuring no characteristics are tangent to the y-axis when t = 0.
We proceed as before
Both equations are straightforward to solve with the method of integrating factors and we obtain
The last step remains to determine the initial value y(0) along the characteristic given a current value of (t, y). This expression is easily obtained by moving y(0) to the LHS in the expression for the characteristics
Finally, we arrive at
Autocatalytic Dynamics
Many intracellular constituents are generated by an autocatalytic process in which they regulate their own levels. For example, a gene essential for homeostasis may be part of an auto-regulatory feedback look that maintains its corresponding protein concentration within a given range. In this case, a reasonable choice to model this process would be to select equations resulting in a single global steady state, such as logistic growth f (y; λ, K) = λy (1 − y/K) .
Using the logistic model yields the following equations
In contrast to our previous examples, these differential equations are coupled as v(t) depends explicitly on Y (t). In the case that an explicit solution to Y (t) were not available, v(t) could be written as
However, in this case Y (t) and its inverse function are directly obtainable
The integral in the equation for v(t) above can be explicitly evaluated and we arrive at
where for simplicity we write y(0) as y 0 (t, y).
Numerical Considerations
We tested the performance of the decomposition using the autocatalytic model by comparing it to the well known Lax-Wendroff (LxW) method for numerically solving hyperbolic PDEs. The intention of the simulations was to emulate an example of propagon growth in a population of dividing yeast cells [12, 19, 20] . The parameter values used for the comparison were β i (t) = 0 (zero cell death), α i (t) = log(2)/1.5 (cell division time of 1.5 hours), λ = 1.5 (rate of propagon growth), K = 20 (max. # propagons per cell). The number of initial cells was set equal to 1 and the initial population density over the number of propagons was assumed to be normally distributed with mean and variance 1 and 0.1, respectively. The CFL condition for stability of the explicit LxW method requires ∆t < ∆x max|λx(1−x/K)| . Given that, with our chosen parameter values, |λx(1 − x/K)| ≤ |λx| ≤ 30, we chose step sizes so as to ensure that ∆t < ∆x 60 . We found that the LxW method was only accurate up to T = 1 hours of simulated experimental time as compared to the decomposition method ( Figure 1 ). We note that even this accuracy required choosing ∆x = 0.01, and that choosing ∆x = 0.1 did not result in solutions matching the decomposition method at T = 1 hours. We also observed that the decomposition method was orders of magnitude more computationally efficient for these choice of parameter values and ∆x. The computational time required to perform simulations on a desktop computer (3.5 Ghz quad-core, 32 GB Ram) was 6.3107 seconds (LxW method, ∆x = 0.1), 112.311 seconds (LxW method, ∆x = 0.01), and 0.1899 seconds (Decomposition method).
Discussion and Conclusions
In this note, we have demonstrated that for many common models of the dynamics of proteins or other intercellular constituents, it is possible to determine an analytical solution to the label PDE and thus explicitly consider label and population structured constituents. Estimating parameters in a structured population model from data requires solving an inverse problem, which, depending on the optimization routine utilized and the number of parameters estimated, typically requires the solution to the model to be computed thousands of times. Thus, the three orders of magnitude in computational efficiency gained from the methodology exemplified here may help overcome potentially significant hurdles in the process of model validation. Although we did not provide a complete investigation in this study, even larger gains in efficiency may be possible. For example, in practice, we found that the decomposition method only requires slightly more computational time if we doubled the number of cell generations tracked, whereas a numerical method to solve twice as many coupled PDEs suffered greatly.
Since there is growing evidence that cellular populations exhibit heterogeneity, these methods will be of increasing importance when applied to estimating inter-cellular variability. One particular technique that will benefit from decomposition methods is based on using a Prohorov-metric based framework to estimate interindividual variability in population models [2] [3] [4] [5] [6] [7] . This framework captures variability by non-parametrically estimating parameter distributions and relies on random differential equations to temporally propagate that variability. The use of random differential equations requires solving many instances of the model evaluated at a mesh of parameters values used to describe a distribution. In previous work, Prohorov-metric based estimation methods have been applied to structured (Sinko-Streifer) population models [3] [4] [5] , but without the added complexity of cell division. We postulate that the methodology described here will enable the exploration of Prohorov-metric based estimation methods within the realm of division and label structured cell population models.
