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Abstract
A Rodrigues type representation for the second kind solution of a second-order q-di(erence equation of
hypergeometric type is given. This representation contains some q-extensions of integrals related with relevant
special functions. For these integrals, a general recurrence relation, which only involves the coe:cients of the
q-di(erence equation, is also presented.
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1. Introduction
Let (x) and (x) be polynomials of degree at most two and one, respectively, and  a constant.
In a recent paper [3] the authors considered the so-called hypergeometric type di(erential equation
[19], i.e.
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(x)y′′(x) + (x)y′(x) + y(x) = 0; (1)
which, for a given positive integer n, has a unique (up to a multiplicative constant factor) polynomial
solution of degree n if and only if
= n =−n
(
′ +
(n− 1)′′
2
)
and n = m; m= 0; 1; 2; : : : ; n− 1: (2)
In that case, a Rodrigues type representation [22] for the general solution of this di(erential equation
was obtained (see [3, Theorem 2.3]) as
y(x) =
C1
%(x)
dn
dxn
(%(x)n(x)) +
C2
%(x)
dn
dxn
(
%(x)n(x)
∫
dx
%(x)n+1(x)
)
; (3)
where %(x) is the “integrating factor” of (1) satisfying the Pearson equation
((x) %(x))′ = (x) %(x)
and C1, C2 are arbitrary constants.
Moreover [3, Section 7], indications were given on how to build the Jnite di(erence analogue of
this representation, i.e. the Rodrigues type expression for the general solution of the hypergeometric
type di(erence equation [20] having a polynomial solution of degree n,
(x)K∇y(x) + (x)Ky(x) + ny(x) = 0; (4)
being n as in (2) and
Kf(x) := f(x + 1)− f(x); ∇f(x) := f(x)− f(x − 1);
the forward and backward di(erence operators, respectively. In this discrete case, the Rodrigues type
expression for the general solution of (4) is [3, Section 7]
y(x) =
C1
%(x)
Kn
(
%(x)
n−1∏
k=0
(x − k)
)
+
C2
%(x)
Kn
(
%(x)
n−1∏
k=0
(x − k)−1
(
1
%(x + 1)
∏n
k=0 (x + 1− k)
))
; (5)
where %(x) is now the “integrating factor” of (4) which satisJes the Pearson type equation
K((x) %(x)) = (x) %(x)
and we denote by −1 the “summation” operation [5,15] which is the inverse of K in the sense
that if K[y(x)] = (x) then
y(x) = −1((x)):
The main aim of this paper is to built up a q-analogue of the Rodrigues type representation (3).
The notation used is that of [7, Chapter 1] (see also [14,17]). From now on we shall always
assume that 0¡q¡ 1.
Let us consider the hypergeometric type q-di(erence equation [20], which is a second-order ho-
mogeneous q-di(erence equation
(x)DqDq−1y(x) + (x)Dqy(x) + y(x) = 0; (6)
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where the q-derivative operator Dq [4] (also called Hahn operator [9]) is deJned by
Dqf(x) =
f(qx)− f(x)
(q− 1)x ; x = 0;
with Dqf(0) := f′(0) (provided f′(0) exists) [17] and (x), (x) are polynomials in x of degree at
most two and one, respectively (but depending possibly on q). Given a nonnegative integer n, the
above q-di(erence equation has a unique (up to a multiplicative constant factor) polynomial solution
u1(x) = Pn(x) of degree exactly n if and only if [20]
= n = [n]q
(
1
2
[1− n]q′′ − ′
)
; (7)
and n = m for m= 0; 1; 2; : : : ; n− 1, where the q-numbers are deJned by
[n]q :=
qn − 1
q− 1 :
For n¿ 1, we have
Dqxn = [n]qx
n−1;
Dqx−n =−q−n[n]qx−n−1:
In what follows we shall consider Eq. (6) for = n (with n given in (7)), i.e.
Q[y] := (x)DqDq−1y(x) + (x)Dqy(x) + ny(x) = 0: (8)
The “integrating factor” %(x) of (8) is solution of the Pearson type q-di(erence equation [20]
Dq((x)%(x)) = (x)%(x); (9)
with some boundary conditions. Recall that, for any couple of functions f and g, one has the
following rule:
Dq(f(x)g(x)) = f(qx)Dq(g(x)) + g(x)Dq(f(x)) = g(qx)Dq(f(x)) + f(x)Dq(g(x)):
The existence of %(x) satisfying (9) allows to write (8) in the form
Dq(%Dq−1y(x)) + n%y(x) = 0; (10)
and generate a representation of the nth degree polynomial solution via the Rodrigues type formula
[20]
u1(x) =Pn(x) =
1
%(x)
Dnq((x)(q
−1x) · · · (q1−nx)%(x))
=
1
%(x)
Dnq(%(x)
n−1∏
j=0
(q−jx)); (11)
where Dnq = Dq(D
n−1
q ), for n¿ 1 and D
0
q becomes the identity operator.
Once this Rodrigues formula for the nth degree polynomial solution of (8) is known, it is possible
to obtain (see Theorem 2.3 below) a q-analogue of the Rodrigues type representation for the second
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solution of (8), which allows to write the searched general solution y(x) of (8) as follows
y(x) =
C1
%(x)
Dnq

%(x)n−1∏
j=0
(q−jx)

+ C2 LQn(x); (12)
where
LQn(x) =
1
%(x)
Dnq

%(x)n−1∏
j=0
(q−jx)
∫
dqx
%(qx)
∏n−1
j=−1 (q−jx)

 : (13)
The q-integral (the inverse to the q-derivative operator) introduced by Thomae and Jackson
[7,12,13] is deJned by∫ x
0
f(t) dqt = x(1− q)
∞∑
n=0
qnf(qnx); (14)
where dqt stands for the Fermat measure [1] and one has
Dq
(∫ x
0
f(t) dqt
)
= f(x): (15)
Furthermore, a recurrence relation for the integrals appearing in the Rodrigues representation (12)
for the general solution of (8) is also presented.
Remark 1. It is interesting to note that in the above Rodrigues representation (12) for the general
solution of (8), as in the previous cases (3) for the general solution of (1) and (5) for the general
solution of (4), appear only the functions (x) and %(x), solution of the Jrst-order Pearson type
q-di(erence equation (9), being C1 and C2 arbitrary constants.
2. The q-analogue of the Rodrigues type representation for the general solution of the
hypergeometric type q-dierence equation
In order to obtain the searched Rodrigues representation for the general solution of (8), let us
Jrst recall the q-analogue of the well known [10] method of variation of constants for second-order
di(erential equations. It can be stated by means of the following.
Lemma 2.1 (q-analogue of the Variation of Constants technique). If u1(x) is a nontrivial solution
of the linear second-order q-di<erence equation
p2(x)u(q2x) + p1(x)u(qx) + p0(x)u(x) = 0 (16)
with p0(x) and p2(x) not identically zero, then a linearly independent solution of (16) is
u2(x) = u1(x)
[∫
Cq(x)
u1(x)u1(qx)
dqx
]
;
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where Cq(x) is the q-Casoratian, i.e. the q-analogue of the Casoratian [3] of the two solutions
u1(x) and u2(x), de>ned by
Cq(x) = Cq(u1(x); u2(x)) =
∣∣∣∣∣
u1(x) u2(x)
Dq(u1(x)) Dq(u2(x))
∣∣∣∣∣ ;
which is a nonzero solution of the simple >rst order q-di<erence equation
Cq(qx) =
p0(x)
p2(x)
Cq(x): (17)
Proof. Assume that u1(x) is a nonzero solution of (16), and let u2(x) denote another solution. Recall
that
Dq
(
u2(x)
u1(x)
)
=
u1(x)Dq(u2(x))− u2(x)Dq(u1(x))
u1(x)u1(qx)
=
Cq(x)
u1(x)u1(qx)
:
Then, from (15)
u2(x) = u1(x)
[∫
Cq(x)
u1(x)u1(qx)
dqx
]
yields an independent solution of (16), where Cq(x) is a nonzero solution of (17).
Besides this lemma, we need to introduce the operator Q∗ given by [18, Eq. (3.21)], (see also
[6]):
Q∗[y] := DqDq−1 [((x) + (q− 1)x(x))y(x)]− qDq[(x)y(x)] + ny(x): (18)
By using (8) and (9) it is not di:cult to prove the following q-analogue of Lemma 2.2 in [3].
Lemma 2.2. Let %(x) be solution of (9). The operators Q and Q∗, de>ned in (8) and (18), respec-
tively, satisfy the identity
Q∗[%(x)y(x)] = %(x)Q[y(x)];
for any function y(x).
Proof. The proof follows from the deJnition of Q and Q∗ by using (9) and
DqDq−1 = q
−1Dq−1Dq:
With these two lemmas at hand we are now in a position to obtain the Rodrigues type represen-
tation for the general solution of the second order q-di(erence hypergeometric type equation (8).
Theorem 2.3 (Rodrigues type formula). Assuming that
[2 + k − 2n]q
′′
2
− ′ = 0; k = 0; : : : ; n− 1; (19)
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the general solution y(x) of Eq. (8) can be written as in Eqs. (12)–(13), i.e.
y(x) =
C1
%(x)
Dnq

%(x)n−1∏
j=0
(q−jx)

+ C2 LQn(x) (20)
with
LQn(x) =
1
%(x)
Dnq

%(x)n−1∏
j=0
(q−jx)
∫
dqx
%(qx)
∏n−1
j=−1 (q−jx)

 : (21)
Here %(x) is a solution of Eq. (9), and C1, C2 are arbitrary constants.
Proof. Mimicking the ideas used in [3], we Jrst consider the Rodrigues formula for the nth degree
polynomial solution, Pn(x), of (8):
%(x)Pn(x) = BnDnq

%(x)n−1∏
j=0
(q−jx)

 ;
where Bn is a normalization constant.
Now, we build a second order q-di(erence equation satisJed by the function
Yn(x) = %(x)
n−1∏
j=0
(q−jx): (22)
Since
(q1−nx)Yn(qx) = {(x) + (q− 1)x(x)}Yn(x);
from the Jrst q-derivative of the above expression, we get the following second order q-di(erence
equation for Yn(x):
(q2−nx)Yn(q2x)− {(q1−nx) + (qx) + (q− 1)qx(qx)}Yn(qx)
+{(x) + (q− 1)x(x)}Yn(x) = 0: (23)
From Lemma 2.1, the general solution of (23) is
y(x) = C1Yn(x) + C2Yn(x)
∫
dqx
Yn+1(qx)
; (24)
since the q-Casoratian (solution of (17)) is given by
Cq;n(x) =
Yn(x)
(q1−nx)
= Yn−1(x):
Moreover, the q-di(erence equation (23) is q-hypergeometric, and therefore the second order
q-di(erence equation for the nth q-derivative of the above general solution (24),
Un(x) = Dnq(y(x));
is also q-hypergeometric, provided that conditions (19) are fulJlled.
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From Lemma 2.2 we get, after simpliJcation,
Q∗[Un] = 0;
in accordance with Rodrigues formula. Therefore, using again Lemma 2.2, the general solution of
(8) is
y(x) =
C1
%(x)
Dnq

%(x)n−1∏
j=0
(q−jx)

+ C2 LQn(x);
where
LQn(x) =
(−1)n
%(x)
Dnq

%(x)n−1∏
j=0
(q−jx)
∫
dqx
%(qx)
∏n−1
j=−1 (q−jx)

 : (25)
Note that the q-Casoratian, computed using (9), (11), and (25),
Cq;n(x) =


1
(qx)%(qx)
; n= 0;
(q; q)n
∏n−1
j=0 ([2 + j − 2n]q 
′′
2 − ′)
(1− q)n(qx)%(qx) ; n¿ 1;
with an appropriate normalization of the polynomials Pn(x), is always di(erent from zero if conditions
(19) hold true. Note that
n−1∏
j=0
(
[2 + j − 2n]q
′′
2
− ′
)
is up to a non-vanishing constant the coe:cient Ak;n appearing in the Rodrigues formular for the
kth q-derivative of the polynomial solution of (8) [21, p. 152, Eq. (45)].
3. Examples
In this section we give the explicit representation for the second kind solution in the big q-Jacobi
[16] and little q-Jacobi [16] second-order q-di(erence equations. By using appropriate limit relations
it is possible to deduce the remaining cases [2].
3.1. Big q-Jacobi
In this case, for 0¡¡q−1; 0¡¡q−1 and ¡ 0,
(x) = (q− x)(q− x);
(x) =
q− x + q(1− ( + )q+ qx)
q− 1 ;
%(x; ; ; ; q) =
(−1x; −1x; q)∞
(x; −1x; q)∞
:
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Therefore,
Yn(x) = nnq2n
(−1q−nx; −1q−nx; q)∞
(x; 1x; q)∞
= nnq2n%(x; qn; qn; qn; q);
and
LQn(x; ; ; ; q)
=
(−1)n
q2%(x)
Dnq
(
%(x; qn; qn; qn; q)
∫
dqx
%(qx; qn+1; qn+1; qn+1; q)
)
: (26)
3.2. Little q-Jacobi
In this case, for ¿− 1 and ¿− 1,
(x) = x(x − 1);
(x) =
1− x + q+1(q+1x − 1)
q− 1 ;
%(x; ; ; q) =
(qx; q)∞
(q+1; q)∞
x:
In this case,
Yn(x) = (−1)nqn(1−n)=2x+n (q
1−nx; q)∞
(q+1x; q)∞
= (−1)nq(n+2+1)=2%(q−nx; + n;  + n; q):
and
LQn(x; q; q|q)
=
(−1)n+1q−1=2
%(x; ; ; q)
Dnq
(
%(q−nx; + n;  + n; q)
∫
dqx
%(q−nx; + n+ 1;  + n+ 1; q)
)
: (27)
4. Link between second kind solutions
The most common presentation in the literature of the q analogue of second kind solutions (see
e.g. [11,23]) is the one coming from the q-analogue of the Cauchy representation, i.e.:
Qn(x) =
1
%(x)
∫ b
a
Pn(s)
s− x %(s) dqs; x ∈ {aq
n; bqn| n∈N0}: (28)
Therefore, it could be of interest to give the link between this representation and the one used here,
LQn(x), as given by Eq. (21). One way of doing so can be to compare the asymptotic behavior of
both representations taking into account that for the representation Qn(x) in (28) this behavior were
obtained (among other properties) in [23, p. 263] as
Qn(x) =− d
2
n=an
%(x)xn+1
[
1 + O
(
1
x
)]
; |x| → ∞;
I. Area et al. / Journal of Computational and Applied Mathematics 173 (2005) 81–92 89
where an denotes the leading coe:cient of the polynomial solution Pn(x) of (6) and d2n denotes the
squared norm of Pn(x).
4.1. Little q-Jacobi case
In this case, LQn(x; q; q|q) is given in (27) and
%(x; ; ; q) LQn(x; q; q|q) ∼ Dnq
[
(−1)nq(−n2+2n+n+2)=2x2n++
∫
dqx
x2n+++2
]
=Dnq
[
(−1)nq(−n2+2n+n+2)=2x2n++
( −q2n+++1
[2n+ +  + 1]q
1
x2n+++1
)]
=
(−1)n+1q2+++5n2 +n− n
2
2
[2n+ +  + 1]q
Dnq
[
1
x
]
=
−[n]q!q2+++
5n
2 +n−
n2
2
[2n+ +  + 1]q
1
xn+1
:
Therefore, for ¿− 1, ¿− 1,
Qn(x; q; q|q) = &n(q; q|q) LQn(x; q; q|q);
where
&n(q; q|q) = d
2
n
an
[2n+ +  + 1]q
[n]q!
q−2−−−
5n
2 −n+
n2
2 ; [n]q! =
n∏
j=1
[j]q;
which as q ↑ 1 tends to the value linking the two second kind solution in the Jacobi case [3].
5. Application. Computation of q-integrals
In this section we derive a Jrst-order recurrence relation for the q-integrals appearing in the
Rodrigues representation of the second solution. An explicit solution of this recurrence is given in
terms of the Jrst integral.
5.1. Inde>nite integrals
Let us consider now the integrals In+1 appearing in the Rodrigues representation (21) of the second
solution, i.e.
In+1(x) =
∫
dqx
%(qx)
∏n−1
j=−1 (q−jx)
=
∫
dqx
Yn+1(qx)
; n¿ 0 (29)
in which %(x) is the solution of the Pearson type q-di(erence equation (9), Yn(x) is deJned in (22),
and (x) and (x) are polynomials of degree at most two and one, respectively.
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Proposition 5.1 (Recurrence for the integrals In): There always exist constants An, Bn and Kn such
that the recurrence relation
In+1(x) =
AnDq(x) + Bn
Yn(x)
+ KnIn(x); n¿ 1 (30)
holds true.
Proof. The q-derivative of this recurrence gives, after easy simpliJcations, the following link between
the three constants An, Bn and Kn:
1 =AnD2q(x)(q
1−nx)
−(AnDq(x) + Bn)((x) + (q− 1)x(x)− (q
1−nx))
(q− 1)x + Kn(q
1−nx):
If we denote (x) = ax2 + bx + c and (x) = rx + s, the above equation yields
aq−1−3n((1 + q)(aq3 − q2n(a+ (−1 + q)r))An + (−1 + q)q3+nKn) = 0;
q−1−2n(−(q1+2n(a+ (−1 + q)r)(bAn + Bn)) + aq2((b+ 2bq)An + qBn)
+ qn(−(a(1 + q)(b+ (−1 + q)s)An) + b(−1 + q)q2Kn)) = 0;
q−1−n(−(acAn) + b2q2An + acq2An + bq2Bn
− q1+n(−1 + q+ (b+ (−1 + q)s)(bAn + Bn) + cKn − cqKn)) = 0;
which solution is given by
An =
(−1 + q)q2(−(aq2) + q2n(a+ (−1 + q)r))
(1 + q)+n
;
Bn =
ab(−1 + q)q4 + bq1+3n(−1 + q2)(a+ (−1 + q)r)
(1 + q)+n
+
(1− q)q2(1+n)(ab(2 + q) + b(−1 + q)r + a(−1 + q2)s)
(1 + q)+n
;
Kn =
(−(aq2) + q2n(a+ (−1 + q)r))(−(aq3) + q2n(a+ (−1 + q)r))
+n
;
where
+n = a2cq4 + cq4n(a+ (q− 1)r)2 − abq3+n(b+ (q− 1)s)− bq1+3n(a+ (q− 1)r)(b+ (q− 1)s)
+ q2(1+n)(−2a2c + b2(q− 1)r + a(2b2 + 2b(q− 1)s+ (q− 1)(−2cr + (q− 1)s2))):
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Iteration of the above recurrence (30) gives the following relation in terms of the Jrst integral
I1(x):
In+1(x) =
AnDq(x) + Bn
Yn(x)
+
n∑
j=2
(∏j
l=2 Kn+2−l
)
(An+1−jDq(x) + Bn+1−j)
Yn+1−j(x)
+

 n∏
j=1
Kn+1−j

 I1(x); (31)
where An, Bn and Kn were already explicitly given. For the di(erent weights %(x) solution of (9),
I1(x) is related with q-extensions [8] of some relevant special functions as the incomplete Beta
function, the incomplete Gamma function, the exponential integral or the error function.
Remark 2. In the limit q ↑ 1, all formulas given in this section go to those already obtained in [3]
for the continuous case.
5.2. Examples
(1) Big q-Jacobi case: The coe:cients in the recurrence relation (30) are
An =
(q− 1)(−1 + q2n)
q2(1 + q)(−1 + qn)(−1 + qn)(−+ qn)(−1 + qn) ;
Bn =
1
q2(1 + q)(−1 + qn)(−1 + qn)(−+ qn)(−1 + qn)
× ((q− 1)q2n( + + (+ (1 + + ))q)− (+ )(q− 1)q
− (+ )q3n(q− 12));
Kn =
(−1 + q2n)(−q+ q2n)
q2(−1 + qn)(−1 + qn)(−+ qn)(−1 + qn) :
(2) Little q-Jacobi case: The coe:cients of the recurrence relation (30) are
An =−
(
(−1 + q)(−1 + q2n)
qn(1 + q)(−1 + qn)(−1 + qn)
)
;
Bn =
q−1−n((−1 + q)q− (−1 + q)q2n(1 + q+ q) + q3n(−1 + q2))
(1 + q)(−1 + qn)(−1 + qn) ;
Kn =
(q− q2n)(−1 + q2n)
qn(−1 + qn)(−1 + qn) :
Remark 3. From the recurrence given in (30) it is also possible, as in the continuous case [3],
to generate by iterations a relation giving LQn(x) as a rather complicated sum involving LQ0(x) and
Dmq LQn(x), 06m6 n.
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