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Abstract
We prove the stability of entropy weak solutions of a class of scalar conservation laws
with non-local flux arising in traffic modelling. We obtain an estimate of the dependence
of the solution with respect to the kernel function, the speed and the initial datum.
Stability is obtained from the entropy condition through doubling of variable technique.
We finally provide some numerical simulations illustrating the dependencies above for
some cost functionals derived from traffic flow applications.
2010 Mathematics Subject Classification: 35L65, 35L60, 35L04, 90B20
Key words: Scalar conservation laws; Non-local flux; Stability.
1 Introduction
Conservation laws with non-local flux have drawn growing attention in the recent years.
Indeed, beside the intrinsic mathematical interest for their properties, they turned out to
be suitable for modelling several phenomena arising in natural or engineering sciences: flux
functions depending on space-integrals of the unknown appear for example in models for
granular flows [3], sedimentation [5], supply chains [15], conveyor belts [14], weakly coupled
oscillators [2], structured populations dynamics [20] and traffic flows [6, 8, 21].
For this type of equations, general existence and uniqueness results have been established
in [4, 7] for specific classes of scalar equations in one space-dimension, and in [1] for multi-
dimensional systems of equations coupled through the non-local term. In particular, existence
is usually proved by providing suitable compactness estimates on a sequence of approximate
solutions constructed by finite volume schemes, while L1-stability on initial data is obtained
from Kruzˇkov-type entropy conditions through the doubling of variable technique [18]. A
different approach based on fixed-point techniques has been recently proposed in [17] to
prove existence and uniqueness of solutions to scalar balance laws in one space dimension,
whose velocity term depends on the weighted integral of the density over an area in space.
In this paper, we focus on a specific class of scalar equations, in which the integral de-
pendence of the flux function is expressed though a convolution product. We consider the
following Cauchy problem{
∂tρ+ ∂x
(
f(t, x, ρ)V (t, x)
)
= 0 t > 0, x ∈ R,
ρ(0, x) = ρo(x), x ∈ R,
(1.1)
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where V (t, x) = v
(
(ρ(t) ∗ w)(x)
)
, and w is a smooth mollifier:
(ρ(t) ∗ w)(x) =
∫
R
ρ(t, y)w(x − y) dy .
Here and below, we set ρ(t) := ρ(t, ·) the function x 7→ ρ(t, x).
Existence and uniqueness of solutions to (1.1) follows from [4], as well as some a priori
estimates, namely L1, L∞ and total variation estimates, see Section 2 below.
Motivated by the study of control and optimisation problems, we are interested in studying
the dependence of solutions to (1.1) on the convolution kernel w and on the velocity function
v. Estimates of the dependence of solutions to a general balance laws on the flux function
can be found in [11, 19]. However, as precised also below (see Remark 3), those estimates
turn out to be implicit when applied to the setting of problem (1.1).
Carefully applying the Kruzˇkov’s doubling of variables techniques, on the lines of [5, 16],
we derive the L1-Lipschitz continuous dependence of solutions to (1.1) on the initial datum,
the kernel (see Theorem 1) and the velocity (see Theorem 2). These results are collected in
Section 2, while the technical proofs are deferred to Section 3. Finally, in Section 4 we show
some numerical simulation illustrating the behaviour of the solutions of a non-local traffic
flow model, when the size and the position of the kernel support or the velocity function vary.
In particular, we analyse the impact on two cost functionals, measuring traffic congestion.
2 Main Results
The study of problem (1.1) is carried out in the same setting of [4], with slightly strengthened
conditions. We recall here briefly the assumptions on the flux function f , on v and on w:
f ∈ C2(R× R×R;R+) and


sup
t,x,ρ
∣∣∂ρf(t, x, ρ)∣∣<+∞
sup
t,x
∣∣∂xf(t, x, ρ)∣∣<C|ρ|
sup
t,x
∣∣∣∂2xxf(t, x, ρ)∣∣∣<C|ρ|
∀t, x f(t, x, 0) =0
(2.1)
v ∈ (C2 ∩W2,∞)(R;R) and w ∈ (C2 ∩W1,1 ∩W2,∞)(R;R). (2.2)
We recall also the definition of solution to problem (1.1), see [4, Definition 2.1].
Definition 1. Let T > 0. Fix ρo ∈ L
∞(R;R). A weak entropy solution to (1.1) on [0, T ] is
a bounded measurable Kruzˇkov solution ρ ∈ C0([0, T ];L1
loc
(R;R)) to{
∂tρ+ ∂x
(
f(t, x, ρ)V (t, x)
)
= 0
ρ(0, x) = ρo(x)
where V (t, x) = v((ρ(t) ∗ w)(x)).
The results in [4] ensure the existence and uniqueness of solution to (1.1) and provides
the following a priori estimates on the solution.
Lemma 1 ([4, Lemma 2.2]). Let conditions (2.1)-(2.2) hold. If ρo(x) ≥ 0 for all x ∈ R, then
the solution to (1.1) is such that ρ(t, x) ≥ 0 for all (t, x) ∈ R+ × R.
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Lemma 2 ([4, Lemma 2.4]). Let conditions (2.1)-(2.2) hold. If ρo(x) ≥ 0 for all x ∈ R, then
the solution to (1.1) satisfies, for all t ∈ R+,∥∥ρ(t)∥∥
L1(R;R)
≤ ‖ρo‖L1(R;R).
Lemma 3 ([4, Lemma 2.5]). Let conditions (2.1)-(2.2) hold. If ρo(x) ≥ 0 for all x ∈ R, then
the solution to (1.1) satisfies, for all t ∈ R+,∥∥ρ(t)∥∥
L∞(R;R)
≤ ‖ρo‖L∞(R;R) e
Lt, (2.3)
where L = C ‖v‖
L∞(R;R) +
∥∥∂ρf∥∥L∞([0,t]×R×R;R) ∥∥v′∥∥L∞(R;R) ‖ρo‖L1(R;R) ∥∥w′∥∥L∞(R;R).
Proposition 1 ([4, Proposition 2.6]). Let conditions (2.1)-(2.2) hold. If ρo(x) ≥ 0 for all
x ∈ R, then the solution to (1.1) satisfies the following total variation estimate: for all t ∈ R+
TV (ρ(t)) ≤
(
K2 t+TV (ρo)
)
eK1 t, (2.4)
where
K1 =
∥∥∥∂2ρxf∥∥∥
L∞(Σt;R)
‖v‖
L∞(R;R),
K2 =
[
3
2
C +
(∥∥∂ρf∥∥L∞(Σt;R) +C
)∥∥w′∥∥
W1,∞(R;R)
‖ρo‖L1(R;R) (2.5)
+
1
2
(
C +
∥∥∂ρf∥∥L∞(Σt;R)
(
2 + ‖ρo‖L1(R;R)
∥∥w′∥∥
L∞(R;R)
))∥∥w′∥∥
W1,∞(R;R)
]
× ‖v‖
W2,∞(R;R)‖ρo‖L1(R;R),
with Σt = [0, t]× R× [0,Mt] and Mt = ‖ρo‖L∞(R;R) e
Lt, as in (2.3).
Remark 1. The regularity assumptions required in [4] for the functions v and w, see [4,
Formula (2.2)], are actually less restrictive than (2.2). Indeed, to guarantee the existence of
solutions and to obtain the a priori estimates above, it is sufficient that
v ∈ (C2 ∩W1,∞)(R;R) and w ∈ (C2 ∩W2,∞)(R;R).
Aim of this paper is to study the stability of solutions to (1.1) with respect to both
the kernel w and the velocity function v. The following Theorem states the L1–Lipschitz
continuous dependence of solutions to (1.1) on both the initial datum and the kernel function.
Theorem 1. Let T > 0. Fix f and v satisfying (2.1) and (2.2) respectively. Fix ρo, ρ˜o ∈
L∞(R;R). Let w, w˜ ∈ (C2 ∩W1,1 ∩W2,∞)(R;R). Call ρ and ρ˜ the solutions, in the sense of
Definition 1, to the following problems respectively{
∂tρ+ ∂x(f(t, x, ρ)V (t, x)) = 0
ρ(0, x) = ρo(x)
where V (t, x) = v((ρ(t) ∗ w)(x)), (2.6)
{
∂tρ˜+ ∂x(f(t, x, ρ˜) V˜ (t, x)) = 0
ρ˜(0, x) = ρ˜o(x)
where V˜ (t, x) = v((ρ˜(t) ∗ w˜)(x)). (2.7)
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Then, for any t ∈ [0, T ], the following estimate holds
∥∥ρ(t)− ρ˜(t)∥∥
L1(R;R)
≤
(
‖ρo − ρ˜o‖L1(R;R) + a(t) ‖w − w˜‖W1,1(R;R)
)
exp
(∫ t
0
b(r) dr
)
, (2.8)
where a(t) and b(t) depend on various norms of the initial data and of the functions f , v, w
and w˜, see (3.54) and (3.55).
The L1–Lipschitz continuous dependence of solutions to (1.1) on the velocity function v
is ensured by the following Theorem.
Theorem 2. Let T > 0. Fix f and w satisfying (2.1) and (2.2) respectively. Fix ρo ∈
L∞(R;R). Let v, v˜ ∈ (C2 ∩W2,∞)(R;R). Call ρ and ρ˜ the solutions, in the sense of Defini-
tion 1, to the following problems respectively{
∂tρ+ ∂x(f(t, x, ρ)V (t, x)) = 0
ρ(0, x) = ρo(x)
where V (t, x) = v((ρ(t) ∗ w)(x)), (2.9)
{
∂tρ˜+ ∂x(f(t, x, ρ˜) V˜ (t, x)) = 0
ρ˜(0, x) = ρo(x)
where V˜ (t, x) = v˜((ρ˜(t) ∗ w)(x)). (2.10)
Then, for any t ∈ [0, T ], the following estimate holds
∥∥ρ(t)− ρ˜(t)∥∥
L1(R;R)
≤
(
c1(t) ‖v − v˜‖L∞(R;R) + c2(t)
∥∥v′ − v˜′∥∥
L∞(R;R)
)
exp
(∫ t
0
c3(s) ds
)
,
(2.11)
where the ci(t), i = 1, 2, 3, depend on various norms of the initial data and of the functions
f , v, v˜ and w, see (3.60), (3.61) and (3.62).
3 Proofs
The Lemma below is the building block of both Theorem 1 and Theorem 2.
Lemma 4. Let T > 0. Fix f satisfying (2.1) and V, V˜ ∈ (C2 ∩W2,∞)(R × R;R). Fix
ρo, ρ˜o ∈ L
∞(R;R). Call ρ and ρ˜ the solutions to the following problems{
∂tρ+ ∂x(f(t, x, ρ)V (t, x)) = 0
ρ(0, x) = ρo(x)
and
{
∂tρ˜+ ∂x(f(t, x, ρ˜) V˜ (t, x)) = 0
ρ˜(0, x) = ρ˜o(x).
(3.1)
Then, for any τ, t ∈ ]0, T [, with τ < t, the following estimate holds∫
R
∣∣ρ(τ, x) − ρ˜(τ, x)∣∣ dx− ∫
R
∣∣ρ(t, x)− ρ˜(t, x)∣∣ dx (3.2)
+
∫ t
τ
∫
R
{∣∣∣∂xV˜ (s, x)− ∂xV (s, x)∣∣∣ ∣∣∣f (s, x, ρ(s, x))∣∣∣
+
∣∣∣V˜ (s, x)− V (s, x)∣∣∣ ∣∣∣∂xf (s, x, ρ(s, x))∣∣∣
+
∣∣∣V˜ (s, x)− V (s, x)∣∣∣ ∣∣∣∂ρf (s, x, ρ(s, x))∣∣∣ ∣∣∂xρ(s, x)∣∣} dxds ≥ 0. (3.3)
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Proof.The proof is based on the doubling of variables method introduced by Kruzˇkov in [18].
In particular, we follow the lines of [16, Theorem 1.3], although there the flux function has the
form l(x) g(ρ), while here it is of the form f(t, x, ρ)V (t, x). The dependence on time does not
add any difficulties in the proof, while the dependence of f on the space variable x produces
additional terms.
Let ϕ ∈ C∞c (]0;T [×R;R+) be a test function as in the definition of solution by Kruzˇkov.
Let Y ∈ C∞c (R;R+) be such that
Y (z) = Y (−z), Y (z) = 0 for |z| ≥ 1,
∫
R
Y (z) dz = 1,
and define Yh =
1
hY
(
z
h
)
. Obviously Yh ∈ C
∞
c (R;R
+), Yh(−z) = Yh(z), Yh(z) = 0 for |z| ≥ h,∫
R
Yh(z) dz = 1 and Yh → δ0 as h→ 0, where δ0 is the Dirac delta in 0. Define, for h > 0,
ψh(t, x, s, y) = ϕ
(
t+ s
2
,
x+ y
2
)
Yh(t− s)Yh(x− y) = ϕ (· · · ) Yh(t− s)Yh(x− y). (3.4)
Introduce the space ΠT = ]0, T [×R. We derive the following entropy inequalities for the
solutions ρ = ρ(t, x) and ρ˜ = ρ˜(s, y) to (3.1):∫∫∫∫
ΠT×ΠT
{
|ρ− ρ˜| ∂tψh(t, x, s, y) + sgn(ρ− ρ˜)V (t, x)
(
f(t, x, ρ)− f(t, x, ρ˜)
)
∂xψh(t, x, s, y)
+ sgn(ρ− ρ˜) ∂x
[
f(t, x, ρ˜)V (t, x)
]
ψh(t, x, s, y)
}
dxdt dy ds ≥ 0
and∫∫∫∫
ΠT×ΠT
{
|ρ˜− ρ| ∂tψh(t, x, s, y) + sgn(ρ˜− ρ)V˜ (s, y)
(
f(s, y, ρ˜)− f(s, y, ρ)
)
∂yψh(t, x, s, y)
+ sgn(ρ˜− ρ) ∂y
[
f(s, y, ρ) V˜ (s, y)
]
ψh(t, x, s, y)
}
dxdtdy ds ≥ 0.
Summing the two inequalities above and rearranging the terms therein, relying on the explicit
form of the function ψh (3.4), we obtain
∫∫∫∫
ΠT×ΠT
{∣∣ρ(t, x)− ρ˜(s, y)∣∣ ∂tϕ (· · · ) Yh(t− s)Yh(x− y) (3.5)
+ sgn(ρ− ρ˜)
(
V (t, x)f(t, x, ρ) − V˜ (s, y)f(s, y, ρ˜)
)
∂xϕ (· · · ) Yh(t− s)Yh(x− y) (3.6)
+ sgn(ρ− ρ˜)
(
V˜ (s, y)f(s, y, ρ˜)− V (t, x)f(t, x, ρ˜)
)
∂xψh(t, x, s, y) (3.7)
+ sgn(ρ− ρ˜)
(
V˜ (s, y)f(s, y, ρ)− V (t, x)f(t, x, ρ)
)
∂yψh(t, x, s, y) (3.8)
+ sgn(ρ− ρ˜)
[
∂y
(
V˜ (s, y) f(s, y, ρ)
)
− ∂x
(
V (t, x) f(t, x, ρ˜)
)]
ψh(t, x, s, y)
}
(3.9)
dxdtdy ds ≥ 0.
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Consider (3.7) and (3.8): explicit the function ψh to obtain
[(3.7)] + [(3.8)]
=
sgn(ρ− ρ˜)
2
V˜ (s, y)
(
f(s, y, ρ˜) + f(s, y, ρ)
)
∂xϕ(· · · )Yh(t− s)Yh(x− y) (3.10)
−
sgn(ρ− ρ˜)
2
V (t, x)
(
f(t, x, ρ˜) + f(t, x, ρ)
)
∂xϕ(· · · )Yh(t− s)Yh(x− y) (3.11)
− sgn(ρ− ρ˜)V˜ (s, y)
(
f(s, y, ρ˜)− f(s, y, ρ)
)
ϕ(· · · )Yh(t− s)Y
′
h(x− y) (3.12)
+ sgn(ρ− ρ˜)V (t, x)
(
f(t, x, ρ)− f(t, x, ρ˜)
)
ϕ(· · · )Yh(t− s)Y
′
h(x− y). (3.13)
In (3.9) compute
[(3.9)] = sgn(ρ− ρ˜)
[
∂yV˜ (s, y) f(s, y, ρ) + V˜ (s, y) ∂yf(s, y, ρ)
− ∂xV (t, x) f(t, x, ρ˜)− V (t, x) ∂xf(t, x, ρ˜)
]
ψh(t, x, s, y).
(3.14)
Introduce the following notation
F
(
t, x, ρ(t, x), ρ˜(s, y)
)
=sgn
(
ρ(t, x)− ρ˜(s, y)
)(
f
(
t, x, ρ(t, x)
)
− f
(
t, x, ρ˜(s, y)
))
, (3.15)
so that (3.12) – (3.13) now reads∫∫∫∫
ΠT×ΠT
[(3.12)] + [(3.13)] dxdtdy ds
=
∫∫∫∫
ΠT×ΠT
(
V (t, x)F (t, x, ρ, ρ˜)− V˜ (s, y)F (s, y, ρ, ρ˜)
)
ϕ(· · · )Yh(t− s)Y
′
h(x− y) dxdt dy ds
= −
∫∫∫∫
ΠT×ΠT
(
V (t, x)
d
dx
F (t, x, ρ, ρ˜)− V˜ (s, y)
d
dx
F (s, y, ρ, ρ˜)
)
ψh(t, x, s, y) dx dt dy ds (3.16)
−
∫∫∫∫
ΠT×ΠT
∂xV (t, x)F (t, x, ρ, ρ˜)ψh(t, x, s, y) dx dt dy ds (3.17)
−
∫∫∫∫
ΠT×ΠT
1
2
(
V (t, x)F (t, x, ρ, ρ˜)− V˜ (s, y)F (s, y, ρ, ρ˜)
)
∂xϕ(· · · ) (3.18)
× Yh(t− s)Yh(x− y) dxdt dy ds ,
where we also integrate by parts. Combine the integrand of (3.17) together with (3.14) to get
− ∂xV (t, x)F (t, x, ρ, ρ˜)ψh(t, x, s, y) + [(3.14)]
= sgn(ρ− ρ˜)
(
∂yV˜ (s, y) f(s, y, ρ)− ∂xV (t, x) f(t, x, ρ)
)
ψh(t, x, s, y) (3.19)
+ sgn(ρ− ρ˜)
(
V˜ (s, y) ∂yf(s, y, ρ)− V (t, x)∂xf(t, x, ρ˜)
)
ψh(t, x, s, y). (3.20)
Observe that the following equality holds∫∫∫∫
ΠT×ΠT
[(3.6)] + [(3.10)] + [(3.11)] + [(3.18)] dxdtdy ds
6
=∫∫∫∫
ΠT×ΠT
sgn(ρ− ρ˜) V˜ (s, y)
(
f(s, y, ρ)− f(s, y, ρ˜)
)
∂xϕ(· · · )Yh(t− s)Yh(x− y) dxdt dy ds .
(3.21)
We are therefore left with∫∫∫∫
ΠT×ΠT
[(3.5)]+[(3.16)]+[(3.19)]+[(3.20)]+[(3.21)] dxdtdy ds ≥ 0. (3.22)
Let now h go to 0. The terms in (3.5) and (3.21) can be treated exactly as in [18], leading to
lim
h→0+
∫∫∫∫
ΠT×ΠT
{
[(3.5)]+[(3.21)]
}
dxdt dy ds
=
∫∫
ΠT
{∣∣ρ(t, x)− ρ˜(t, x)∣∣∂tϕ(t, x) (3.23)
+ sgn
(
ρ(t, x)− ρ˜(t, x)
)
V˜ (t, x)
(
f
(
t, x, ρ(t, x)
)
− f
(
t, x, ρ˜(t, x)
))
∂xϕ(t, x)
}
dxdt . (3.24)
Regarding (3.19), we simplify the notation by introducing the map
Υ(t, x, s, y)=sgn
(
ρ(t, x)−ρ˜(s, y)
)(
∂yV˜ (s, y)f (s, y, ρ)− ∂xV (t, x)f (t, x, ρ)
)
ϕ
(
t+ s
2
,
x+ y
2
)
,
so that
[(3.19)]
= Υ(t, x, s, y)Yh(t− s)Yh(x− y)
= Υ(t, x, t, x)Yh(t− s)Yh(x− y) +
(
Υ(t, x, s, y)−Υ(t, x, t, x)
)
Yh(t− s)Yh(x− y)
= sgn
(
ρ(t, x)− ρ˜(t, x)
) (
∂xV˜ (t, x)− ∂xV (t, x)
)
f (t, x, ρ)ϕ(t, x) Yh(t− s)Yh(x− y) (3.25)
+
(
Υ(t, x, s, y)−Υ(t, x, t, x)
)
Yh(t− s)Yh(x− y). (3.26)
It is immediate to see that∫∫∫∫
ΠT×ΠT
[(3.25)] dxdtdy ds
=
∫∫
ΠT
sgn
(
ρ(t, x)− ρ˜(t, x)
) (
∂xV˜ (t, x)− ∂xV (t, x)
)
f
(
t, x, ρ(t, x)
)
ϕ(t, x) dxdt . (3.27)
Concerning (3.26), it vanishes as h goes to 0 when integrated over ΠT × ΠT . Indeed, recall
that |Yh| ≤
(
Y (0)/h
)
χ
[−h,h] and apply [12, Lemma 6.2], see also [18, Lemma 2], with N = 3,
X = (x, t, x), Y = (x, t, y) and
w(s, Y ) =
(
Y (0)
)2
h2
Υ(t, x, s, y).
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Focus the attention on (3.16). With abuse of notation, since the function F is only Lipschitz
continuous with respect to ρ, we write
d
dx
F
(
t, x, ρ(t, x), ρ˜(s, y)
)
= ∂xF
(
t, x, ρ(t, x), ρ˜(s, y)
)
+ ∂ρF
(
t, x, ρ(t, x), ρ˜(s, y)
)
∂xρ(t, x)
= sgn
(
ρ(t, x)− ρ˜(s, y)
) (
∂xf
(
t, x, ρ(t, x)
)
− ∂xf
(
t, x, ρ˜(s, y)
))
(3.28)
+ ∂ρF
(
t, x, ρ(t, x), ρ˜(s, y)
)
∂xρ(t, x) (3.29)
and
d
dx
F
(
s, y, ρ(t, x), ρ˜(s, y)
)
= ∂ρF
(
s, y, ρ(t, x), ρ˜(s, y)
)
∂xρ(t, x)
= ∂ρF
(
t, x, ρ(t, x), ρ˜(t, x)
)
∂xρ(t, x) (3.30)
+
(
∂ρF
(
s, y, ρ(t, x), ρ˜(s, y)
)
− ∂ρF
(
t, x, ρ(t, x), ρ˜(t, x)
))
∂xρ(t, x). (3.31)
In particular observe that we can combine (3.20) with (3.28) to get
[(3.20)]− V (t, x) sgn
(
ρ(t, x)− ρ˜(s, y)
)(
∂xf
(
t, x, ρ(t, x)
)
− ∂xf
(
t, x, ρ˜(s, y)
))
ψh(t, x, s, y)
= sgn
(
ρ(t, x)− ρ˜(s, y)
) (
V˜ (s, y)∂yf (s, y, ρ)−V (t, x)∂xf (t, x, ρ)
)
ψh(t, x, s, y). (3.32)
An application of [12, Lemma 6.2] yields
lim
h→0
∫∫∫∫
ΠT×ΠT
[(3.32)] dxdt dy ds
=
∫∫
ΠT
sgn
(
ρ(t, x) − ρ˜(t, x)
) (
V˜ (t, x)− V (t, x)
)
∂xf
(
t, x, ρ(t, x)
)
ϕ(t, x) dx dt . (3.33)
In order to deal with the remaining terms, i.e. (3.29), (3.30) and (3.31), we need to
introduce a regularisation of the sign function. In particular, for α > 0 set
sα(u) = (sgn ∗Yα) (u).
Observe that s′α(u) =
2
α
Y
(
u
α
)
. Recall the definition of the map F (3.15) and compute
∫∫∫∫
ΠT×ΠT
−V (t, x)× [(3.29)]× ψh(t, x, s, y) dx dt dy ds
= lim
α→0
∫∫∫∫
ΠT×ΠT
{
s′α
(
ρ(t, x)− ρ˜(s, y)
) (
f
(
t, x, ρ(t, x)
)
− f
(
t, x, ρ˜(s, y)
))
(3.34)
+ sα
(
ρ(t, x)− ρ˜(s, y)
)
∂ρf
(
t, x, ρ(t, x)
)}
(3.35)
×
(
−V (t, x)
)
∂xρ(t, x)ψh(t, x, s, y) dx dt dy ds . (3.36)
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By the Dominated Convergence Theorem, as α goes to 0, we get∫∫∫∫
ΠT×ΠT
[(3.34)]× [(3.36)] dxdt dy ds→ 0.
Indeed,∣∣∣∣∣ 2α Y
(
ρ− ρ˜
α
) (
f
(
t, x, ρ(t, x)
)
− f
(
t, x, ρ˜(s, y)
))
V (t, x) ∂xρ(t, x)ψh(t, x, s, y)
∣∣∣∣∣
≤
2
α
Y
(
ρ− ρ˜
α
)∫ ρ
ρ˜
∣∣∂ρf(s, y, r)∣∣dr ‖V ‖L∞(ΠT ;R) ∣∣∂xρ(t, x)∣∣ψh(t, x, s, y)
≤ 2 ‖Y ‖
L∞(R;R)
∥∥∂ρf∥∥L∞(ΠT×R;R)‖V ‖L∞(ΠT ;R)∣∣∂xρ(t, x)∣∣ψh(t, x, s, y) ∈ L1(ΠT ×ΠT ;R).
Therefore we have∫∫∫∫
ΠT×ΠT
−V (t, x)× [(3.29)]× ψh(t, x, s, y) dx dtdy ds
=−
∫∫∫∫
ΠT×ΠT
sgn
(
ρ(t, x)− ρ˜(s, y)
)
V (t, x) ∂ρf
(
t, x, ρ(t, x)
)
∂xρ(t, x)ψh(t, x, s, y) dx dtdy ds .
(3.37)
The term ∫∫∫∫
ΠT×ΠT
V˜ (s, y)× [(3.30)]× ψh(t, x, s, y) dx dtdy ds
can be treated exactly in the same way, leading to∫∫∫∫
ΠT×ΠT
sgn
(
ρ(t, x)− ρ˜(t, x)
)
V˜ (s, y) ∂ρf
(
t, x, ρ(t, x)
)
∂xρ(t, x)ψh(t, x, s, y) dx dtdy ds . (3.38)
Introduce now the notation
Υ(s, y) = sgn
(
ρ(t, x)− ρ˜(t, x)
)
V˜ (s, y)− sgn
(
ρ(t, x) − ρ˜(s, y)
)
V (t, x)
and apply [12, Lemma 6.2]:
lim
h→0
[(3.38)] + [(3.37)]
=
∫∫
ΠT
sgn
(
ρ(t, x)− ρ˜(t, x)
)(
V˜ (t, x)− V (t, x)
)
∂ρf
(
t, x, ρ(t, x)
)
∂xρ(t, x)ϕ(t, x)dxdt . (3.39)
In order to deal with the last term, i.e. (3.31), exploit the same regularisation of the sign
function as above and compute∫∫∫∫
ΠT×ΠT
V˜ (s, y)× [(3.31)]× ψh(t, x, s, y) dx dtdy ds (3.40)
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= lim
α→0
∫∫∫∫
ΠT×ΠT
[
s′α
(
ρ(t, x)− ρ˜(s, y)
) (
f
(
s, y, ρ(t, x)
)
− f
(
s, y, ρ˜(s, y)
))
(3.41)
− s′α
(
ρ(t, x)− ρ˜(t, x)
) (
f
(
t, x, ρ(t, x)
)
− f
(
t, x, ρ˜(t, x)
))
(3.42)
+ sα
(
ρ(t, x)− ρ˜(s, y)
)
∂ρf
(
s, y, ρ(t, x)
)
− sα
(
ρ(t, x)− ρ˜(t, x)
)
∂ρf
(
t, x, ρ(t, x)
)]
× V˜ (s, y) ∂xρ(t, x)ψh(t, x, s, y) dx dtdy ds . (3.43)
By the Dominated Convergence Theorem, as α goes to 0, we get∫∫∫∫
ΠT×ΠT
[(3.41)]× [(3.43)] dxdtdy ds→ 0,
∫∫∫∫
ΠT×ΠT
[(3.42)]× [(3.43)] dxdt dy ds→ 0.
Indeed,∣∣∣∣∣ 2α Y
(
ρ− ρ˜
α
) (
f
(
s, y, ρ(t, x)
)
− f
(
s, y, ρ˜(s, y)
))
V˜ (s, y) ∂xρ(t, x)ψh(t, x, s, y)
∣∣∣∣∣
≤
2
α
Y
(
ρ− ρ˜
α
)∫ ρ
ρ˜
∣∣∂ρf(s, y, r)∣∣ dr ∥∥∥V˜ ∥∥∥
L∞(ΠT ;R)
∣∣∂xρ(t, x)∣∣ψh(t, x, s, y)
≤ 2 ‖Y ‖
L∞(R;R)
∥∥∂ρf∥∥L∞(ΠT×R;R)
∥∥∥V˜ ∥∥∥
L∞(ΠT ;R)
∣∣∂xρ(t, x)∣∣ψh(t, x, s, y) ∈ L1(ΠT ×ΠT ;R).
Therefore we have
[(3.40)]
=
∫∫∫∫
ΠT×ΠT
[
sgn
(
ρ(t, x)− ρ˜(s, y)
)
∂ρf
(
s, y, ρ(t, x)
)
− sgn
(
ρ(t, x)− ρ˜(t, x)
)
∂ρf
(
t, x, ρ(t, x)
)]
× V˜ (s, y) ∂xρ(t, x)ψh(t, x, s, y) dx dtdy ds .
Introduce the notation Υ(s, y) = sgn
(
ρ(t, x)− ρ˜(s, y)
)
∂ρf
(
s, y, ρ(t, x)
)
and rewrite the equal-
ity above as follows
[(3.40)] ≤
∥∥∥V˜ ∥∥∥
L∞(ΠT ;R)
∫∫∫∫
ΠT×ΠT
∣∣Υ(s, y)−Υ(t, x)∣∣∣∣∂xρ(t, x)∣∣ψh(t, x, s, y) dx dtdy ds ,
the left hand side clearly vanishing as h goes to 0, thanks to [12, Lemma 6.2] and to the fact
that ρ has bounded variation.
Collecting together all the estimates obtained in (3.23), (3.24), (3.27), (3.33) and (3.39),
we get
lim
h→0
[(3.22)]
=
∫∫
ΠT
{∣∣ρ(t, x) − ρ˜(t, x)∣∣∂tϕ(t, x) (3.44)
+ sgn
(
ρ(t, x)− ρ˜(t, x)
)
V˜ (t, x)
(
f
(
t, x, ρ(t, x)
)
− f
(
t, x, ρ˜(t, x)
))
∂xϕ(t, x)
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+ sgn
(
ρ(t, x)− ρ˜(t, x)
) (
∂xV˜ (t, x)− ∂xV (t, x)
)
f (t, x, ρ)ϕ(t, x)
+ sgn
(
ρ(t, x)− ρ˜(t, x)
) (
V˜ (t, x)− V (t, x)
)
∂xf
(
t, x, ρ(t, x)
)
ϕ(t, x)
+ sgn
(
ρ(t, x)− ρ˜(t, x)
)(
V˜ (t, x)− V (t, x)
)
∂ρf
(
t, x, ρ(t, x)
)
∂xρ(t, x)ϕ (t, x)
}
dxdt. (3.45)
Let now h > 0 and r > 1. Fix 0 < τ < t < T , define
Φh(s) = αh(s− τ)− αh(s − t), where αh(z) =
∫ z
−∞
Yh(ζ) dζ ,
and
Ψr(x) =
∫
R
Y (|x− y|)χ
{|y|<r}(y) dy .
Observe that, as h goes to 0, Φh → χ[τ,t]
, and Φ′h → δτ − δt. Moreover, Ψ
′
r(x) = 0 for
|x| < r − 1 or |x| > r + 1 and, as r tends to +∞, Ψr → χ
R
. Choose ϕ(t, x) = Φh(t)Ψr(x)
in [(3.44)· · · (3.45)] and pass to the limits h → 0 and r → +∞ to obtain the desired esti-
mate [(3.2)–(3.3)]:∫
R
∣∣ρ(τ, x)− ρ˜(τ, x)∣∣ dx− ∫
R
∣∣ρ(t, x)− ρ˜(t, x)∣∣ dx
+
∫ t
τ
∫
R
{∣∣∣∂xV˜ (s, x)− ∂xV (s, x)∣∣∣ ∣∣∣f (s, x, ρ(s, x))∣∣∣
+
∣∣∣V˜ (s, x)− V (s, x)∣∣∣ ∣∣∣∂xf (s, x, ρ(s, x))∣∣∣
+
∣∣∣V˜ (s, x)− V (s, x)∣∣∣ ∣∣∣∂ρf (s, x, ρ(s, x))∣∣∣ ∣∣∂xρ(s, x)∣∣} dxds ≥ 0.

Proof of Theorem 1. We can apply Lemma 4 to problems (2.6) and (2.7). By Lemma 3,
with obvious notation, for all t ∈ [0, T ] we have
∥∥ρ(t)∥∥
L∞(R;R)
≤ ‖ρo‖L∞(R;R) e
L t =Mt,
∥∥ρ˜(t)∥∥
L∞(R;R)
≤ ‖ρ˜o‖L∞(R;R) e
L˜ t = M˜t.
For the sake of simplicity introduce the space
Σt = [0, t] × R× [0,max{Mt, M˜t}]. (3.46)
Let τ → 0 in [(3.2)· · · (3.3)]:∥∥ρ(t)− ρ˜(t)∥∥
L1(R;R)
≤ ‖ρo − ρ˜o‖L1(R;R) (3.47)
+
∫ t
0
‖f‖
L∞(Σs;R)
∫
R
∣∣∣∂xV (s, x)− ∂xV˜ (s, x)∣∣∣ dxds (3.48)
+
∫ t
0
‖∂xf‖L∞(Σs;R)
∫
R
∣∣∣V˜ (s, x)− V (s, x)∣∣∣ dxds (3.49)
+
∫ t
0
∥∥∂ρf∥∥L∞(Σs;R)
∫
R
∣∣∂xρ(s, x)∣∣ ∣∣∣V (s, x)− V˜ (s, x)∣∣∣ dxds . (3.50)
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Consider (3.48). By the definitions of V and V˜ , compute∫
R
∣∣∣∂xV (s, x)− ∂xV˜ (s, x)∣∣∣ dx
=
∫
R
∣∣∣v′((ρ(s) ∗ w)(x)) (ρ(s) ∗ ∂xw)(x)− v′((ρ˜(s) ∗ w˜)(x)) (ρ˜(s) ∗ ∂xw˜)(x)∣∣∣ dx
≤
∥∥v′∥∥
L∞(R;R)
(∥∥ρ(s)− ρ˜(s)∥∥
L1(R;R)
min
{
‖∂xw‖L1(R;R), ‖∂xw˜‖L1(R;R)
}
+ ‖∂xw − ∂xw˜‖L1(R;R) min
{∥∥ρ(s)∥∥
L1(R;R)
,
∥∥ρ˜(s)∥∥
L1(R;R)
})
+
∥∥v′′∥∥
L∞(R;R)
min
{∥∥ρ(s)∥∥
L1(R;R)
‖∂xw‖L∞(R;R),
∥∥ρ˜(s)∥∥
L1(R;R)
‖∂xw˜‖L∞(R;R)
}
×
(∥∥ρ(s)− ρ˜(s)∥∥
L1(R;R)
min
{
‖w‖
L1(R;R), ‖w˜‖L1(R;R)
}
+‖w − w˜‖
L1(R;R) min
{∥∥ρ(s)∥∥
L1(R;R)
,
∥∥ρ˜(s)∥∥
L1(R;R)
})
≤
(∥∥v′∥∥
L∞(R;R)
+
∥∥v′′∥∥
L∞(R;R)
min
{
‖ρo‖L1(R;R)‖∂xw‖L∞(R;R), ‖ρ˜o‖L1(R;R)‖∂xw˜‖L∞(R;R)
})
×
(∥∥ρ(s)− ρ˜(s)∥∥
L1(R;R)
min
{
‖w‖
W1,1(R;R), ‖w˜‖W1,1(R;R)
}
+‖w − w˜‖
W1,1(R;R) min
{
‖ρo‖L1(R;R), ‖ρ˜o‖L1(R;R)
})
,
where we exploit also Lemma 2. Therefore,
[(3.48)]
≤
(∥∥v′∥∥
L∞(R;R)
+
∥∥v′′∥∥
L∞(R;R)
min
{
‖ρo‖L1(R;R)‖∂xw‖L∞(R;R), ‖ρ˜o‖L1(R;R)‖∂xw˜‖L∞(R;R)
})
×
(
min
{
‖w‖
W1,1(R;R), ‖w˜‖W1,1(R;R)
} ∫ t
0
‖f‖
L∞(Σs;R)
∥∥ρ(s)− ρ˜(s)∥∥
L1(R;R)
ds (3.51)
+ ‖w − w˜‖
W1,1(R;R) ‖f‖L∞(Σt;R) min
{
‖ρo‖L1(R;R), ‖ρ˜o‖L1(R;R)
}
t
)
.
Consider (3.49): compute∫
R
∣∣∣V (s, x)− V˜ (s, x)∣∣∣ dx ≤ ∥∥v′∥∥
L∞(R;R)
min
{
‖w‖
L1(R;R), ‖w˜‖L1(R;R)
} ∥∥ρ(s)− ρ˜(s)∥∥
L1(R;R)
+
∥∥v′∥∥
L∞(R;R)
min
{∥∥ρ(s)∥∥
L1(R;R)
,
∥∥ρ˜(s)∥∥
L1(R;R)
}
‖w − w˜‖
L1(R;R)
≤
∥∥v′∥∥
L∞(R;R)
min
{
‖w‖
L1(R;R), ‖w˜‖L1(R;R)
} ∥∥ρ(s)− ρ˜(s)∥∥
L1(R;R)
+
∥∥v′∥∥
L∞(R;R)
min
{
‖ρo‖L1(R;R), ‖ρ˜o‖L1(R;R)
}
‖w − w˜‖
L1(R;R).
In this way we have
[(3.49)] ≤
∥∥v′∥∥
L∞(R;R)
min
{
‖w‖
L1(R;R), ‖w˜‖L1(R;R)
}∫ t
0
‖∂xf‖L∞(Σs;R)
∥∥ρ(s)− ρ˜(s)∥∥
L1(R;R)
ds
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+ ‖∂xf‖L∞(Σt;R)
∥∥v′∥∥
L∞(R;R)
min
{
‖ρo‖L1(R;R), ‖ρ˜o‖L1(R;R)
}
‖w − w˜‖
L1(R;R) t.
(3.52)
Finally, consider (3.50) and compute∣∣∣V (s, x)− V˜ (s, x)∣∣∣ ≤ ∥∥v′∥∥
L∞(R;R)
min
{
‖w‖
L∞(R;R), ‖w˜‖L∞(R;R)
}∥∥ρ(s)− ρ˜(s)∥∥
L1(R;R)
+
∥∥v′∥∥
L∞(R;R)
min
{∥∥ρ(s)∥∥
L∞(R;R)
,
∥∥ρ˜(s)∥∥
L∞(R;R)
}
‖w − w˜‖
L1(R;R)
≤
∥∥v′∥∥
L∞(R;R)
min
{
‖w‖
L∞(R;R), ‖w˜‖L∞(R;R)
}∥∥ρ(s)− ρ˜(s)∥∥
L1(R;R)
+
∥∥v′∥∥
L∞(R;R)
min
{
Ms, M˜s
}
‖w − w˜‖
L1(R;R).
Hence,
[(3.50)] ≤
∥∥v′∥∥
L∞(R;R)
min
{
‖w‖
L∞(R;R), ‖w˜‖L∞(R;R)
}
×
∫ t
0
∥∥∂ρf∥∥L∞(Σs;R)TV (ρ(s)) ∥∥ρ(s)− ρ˜(s)∥∥L1(R;R) ds (3.53)
+
∥∥∂ρf∥∥L∞(Σt;R)TV (ρ(t)) ∥∥v′∥∥L∞(R;R) min
{
Mt, M˜t
}
‖w − w˜‖
L1(R;R) t.
Therefore, the inequality [(3.47)· · · (3.50)] can be estimated as follows∥∥ρ(t)− ρ˜(t)∥∥
L1(R;R)
≤ ‖ρo − ρ˜o‖L1(R;R) + a(t) ‖w − w˜‖W1,1(R;R) +
∫ t
0
b(s)
∥∥ρ(s)− ρ˜(s)∥∥
L1(R;R)
ds ,
where, thanks to the total variation estimate provided by Proposition 1,
a(t) (3.54)
= t
[
min
{
‖ρo‖L1(R;R), ‖ρ˜o‖L1(R;R)
}
‖f‖
L∞(Σt;R)
×
(∥∥v′∥∥
L∞(R;R)
+
∥∥v′′∥∥
L∞(R;R)
min
{
‖ρo‖L1(R;R)‖∂xw‖L∞(R;R), ‖ρ˜o‖L1(R;R)‖∂xw˜‖L∞(R;R)
})
+min
{
‖ρo‖L1(R;R), ‖ρ˜o‖L1(R;R)
}
‖∂xf‖L∞(Σt;R)
∥∥v′∥∥
L∞(R;R)
+
∥∥∂ρf∥∥L∞(Σt;R) (K2t+TV (ρo)) eK1t ∥∥v′∥∥L∞(R;R) min
{
Mt, M˜t
}]
and
b(s) (3.55)
= ‖f‖
L∞(Σs;R)
min
{
‖w‖
W1,1(R;R), ‖w˜‖W1,1(R;R)
}
×
(∥∥v′∥∥
L∞(R;R)
+
∥∥v′′∥∥
L∞(R;R)
min
{
‖ρo‖L1(R;R)‖∂xw‖L∞(R;R), ‖ρ˜o‖L1(R;R)‖∂xw˜‖L∞(R;R)
})
+ ‖∂xf‖L∞(Σs;R)
∥∥v′∥∥
L∞(R;R)
min
{
‖w‖
L1(R;R), ‖w˜‖L1(R;R)
}
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+
∥∥∂ρf∥∥L∞(Σs;R) (K2s+TV (ρo)) eK1s ∥∥v′∥∥L∞(R;R) min
{
‖w‖
L∞(R;R), ‖w˜‖L∞(R;R)
}
,
K1 and K2 being specified in (2.5). An application of Gronwall Lemma yields∥∥ρ(t)− ρ˜(t)∥∥
L1(R;R)
≤ ‖ρo − ρ˜o‖L1(R;R) + a(t) ‖w − w˜‖W1,1(R;R)
+
∫ t
0
(
‖ρo − ρ˜o‖L1(R;R) + a(s)
)
b(s) exp
(∫ t
s
b(r) dr
)
ds .
Since a(s) ≤ a(t) for any s ∈ [0, t] and
∫ t
0
b(s) exp
(∫ t
s
b(r) dr
)
ds =

− exp
(∫ t
s
b(r) dr
)
t
0
= −1 + exp
(∫ t
0
b(r) dr
)
,
we obtain
∥∥ρ(t)− ρ˜(t)∥∥
L1(R;R)
≤
(
‖ρo − ρ˜o‖L1(R;R) + a(t) ‖w − w˜‖W1,1(R;R)
)
exp
(∫ t
0
b(r) dr
)
, (3.56)
concluding the proof. 
Remark 2. Notice that, when t = 0, the right hand side of (3.56) is equal to ‖ρo − ρ˜o‖L1(R;R),
since a(0) = 0.
Remark 3. Compare our estimate (3.56) with the one in [5, Theorem 4.1]:∥∥ρ(t)− ρ˜(t)∥∥
L1(R;R)
≤ eC2 t‖ρo − ρ˜‖L1(R;R),
where
C2 = ‖f‖L∞(Σt;R)
(∥∥v′∥∥
L∞(R;R)
‖∂xw‖L1(R;R)
+
∥∥v′′∥∥
L∞(R;R)
‖∂xw‖L∞(R;R)‖w‖L1(R;R)min
{
‖ρo‖L1(R;R), ‖ρ˜o‖L1(R;R)
})
+
∥∥f ′∥∥
L∞(Σt;R)
TV
(
ρ(t)
) ∥∥v′∥∥
L∞(R;R)
‖w‖
L∞(R;R).
The main hypotheses there are the following:
• f(t, x, ρ) = f(ρ);
• w = w˜, thus the kernel functions are the same;
• different initial data: ρo 6= ρ˜o.
It is immediate to see that, once the estimate for the total variation of ρ(t) is inserted, the
bound C2 bears a strong resemblance with our b(t) (3.55), provided the L
1-norm of the kernel
w and of its derivative are controlled by ‖w‖
W1,1(R;R).
14
Remark 4. One may wonder why there is the need to exploit the doubling of variables method
and to go through all the steps of the proof instead of using the ready-made estimate provided
in [19, Theorem 2.5 or Proposition 2.9]. The reason lies in the coefficient κ∗ appearing in the
estimates presented in that work. Indeed, with our notation, this coefficient reads
κ∗ =
∥∥∥∥∥∂ρ∂x
(
f(t, x, ρ)
(
V (t, x)− V˜ (t, x)
))∥∥∥∥∥
L∞(Σt;R)
.
Computing the derivatives yields
κ∗ ≤
∥∥∂x∂ρf∥∥L∞(Σt;R)
∥∥∥V − V˜ ∥∥∥
L∞([0,t]×R;R)
+
∥∥∂ρf∥∥L∞(Σt;R)
∥∥∥∂xV − ∂xV˜ ∥∥∥
L∞([0,t]×R;R)
.
Substitute now the definitions of V and V˜ , using also the estimates for (3.48) and (3.50)
computed in the proof of Theorem 1: we obtain an estimate for κ∗ depending on the term
‖ρ− ρ˜‖
L∞([0,t];L1(R;R)). Going back to the estimate presented in [19], we see that the coefficient
κ∗ appears in the term eκ
∗ t‖ρo − ρ˜o‖L1(R;R). Therefore, since the final goal is to control from
above
∥∥ρ(t)− ρ˜(t)∥∥
L1(R;R)
, we get an implicit estimate for it, which is clearly not what desired.
Proof of Theorem 2. We can apply Lemma 4 to problems (2.9) and (2.10). Let us start
from the inequality [(3.2)–(3.3)]. Introduce the following notation, based on Lemma 3:
∥∥ρ(t)∥∥
L∞(R;R)
≤ ‖ρo‖L∞(R;R) e
L t ∥∥ρ˜(t)∥∥
L∞(R;R)
≤ ‖ρo‖L∞(R;R) e
L˜ t.
Define Gt = ‖ρo‖L∞(R;R) e
max{L,L˜} t. Similarly to (3.46), introduce the space
Σt = [0, t]× R× [0,Gt].
Let τ → 0 in [(3.2)–(3.3)] and recall also the assumption supt,x
∣∣∂xf(t, x, ρ)∣∣ < C|ρ|:
∥∥ρ(t)− ρ˜(t)∥∥
L1(R;R)
≤
∫ t
0
‖f‖
L∞(Σs;R)
∫
R
∣∣∣∂xV (s, x)− ∂xV˜ (s, x)∣∣∣ dxds (3.57)
+
∫ t
0
∫
R
C
∣∣ρ(t, x)∣∣ ∣∣∣V˜ (s, x)− V (s, x)∣∣∣ dxds (3.58)
+
∫ t
0
∥∥∂ρf∥∥L∞(Σs;R)
∫
R
∣∣∂xρ(s, x)∣∣ ∣∣∣V (s, x)− V˜ (s, x)∣∣∣ dxds . (3.59)
By the definitions of V and V˜ , compute:∣∣∣V (s, x)− V˜ (s, x)∣∣∣
=
∣∣v((ρ(s) ∗ w)(x)) − v˜((ρ˜(s) ∗ w)(x))∣∣
≤ min
{∥∥v′∥∥
L∞(R;R)
,
∥∥v˜′∥∥
L∞(R;R)
}
‖w‖
L∞(R;R)
∥∥ρ(s)− ρ˜(s)∥∥
L1(R;R)
+ ‖v − v˜‖
L∞(R;R)
and ∫
R
∣∣∣∂xV (s, x)− ∂xV˜ (s, x)∣∣∣ dx
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=∫
R
∣∣∣v′((ρ(s) ∗ w)(x)) (ρ(s) ∗ ∂xw) (x)− v˜′((ρ˜(s) ∗ w)(x)) (ρ˜(s) ∗ ∂xw) (x)∣∣∣ dx
≤ min
{∥∥v′∥∥
L∞(R;R)
,
∥∥v˜′∥∥
L∞(R;R)
}
‖∂xw‖L1(R;R)
∥∥ρ(s)− ρ˜(s)∥∥
L1(R;R)
+
∥∥v′ − v˜′∥∥
L∞(R;R)
‖∂xw‖L1(R;R)min
{∥∥ρ(s)∥∥
L1(R;R)
,
∥∥ρ˜(s)∥∥
L1(R;R)
}
≤ min
{∥∥v′∥∥
L∞(R;R)
,
∥∥v˜′∥∥
L∞(R;R)
}
‖∂xw‖L1(R;R)
∥∥ρ(s)− ρ˜(s)∥∥
L1(R;R)
+
∥∥v′ − v˜′∥∥
L∞(R;R)
‖∂xw‖L1(R;R)‖ρo‖L1(R;R),
where we exploit also Lemma 2. Therefore the inequality [(3.57)– (3.59)] can be estimated as
follows: ∥∥ρ(t)− ρ˜(t)∥∥
L1(R;R)
≤ c1(t) ‖v − v˜‖L∞(R;R) + c2(t)
∥∥v′ − v˜′∥∥
L∞(R;R)
+
∫ t
0
c3(s)
∥∥ρ(s)− ρ˜(s)∥∥
L1(R;R)
ds ,
where, thanks to the total variation estimate provided by Proposition 1,
c1(t) = t
(
C ‖ρo‖L1(R;R) + (K2 t+TV (ρo)) e
K1 t ∥∥∂ρf∥∥L∞(Σt;R)
)
, (3.60)
c2(t) = t ‖f‖L∞(Σt;R) ‖∂xw‖L1(R;R) ‖ρo‖L1(R;R), (3.61)
c3(s) = ‖f‖L∞(Σs;R)min
{∥∥v′∥∥
L∞(R;R)
,
∥∥v˜′∥∥
L∞(R;R)
}
‖∂xw‖L1(R;R)
+
(
C ‖ρo‖L1(R;R) + (K2 s+TV (ρo)) e
K1 s ∥∥∂ρf∥∥L∞(Σs;R)
)
(3.62)
×min
{∥∥v′∥∥
L∞(R;R)
,
∥∥v˜′∥∥
L∞(R;R)
}
‖w‖
L∞(R;R),
K1 and K2 being specified in (2.5). An application of Gronwall Lemma yields
∥∥ρ(t)− ρ˜(t)∥∥
L1(R;R)
≤
(
c1(t) ‖v − v˜‖L∞(R;R) + c2(t)
∥∥v′ − v˜′∥∥
L∞(R;R)
)
exp
(∫ t
0
c3(s) ds
)
,
concluding the proof. 
4 Numerical Integrations
In this section, we investigate the dependence of solutions to (1.1) on the kernel and the
velocity function via numerical integrations. To this end, we discretize (1.1) on a fixed grid
given by the cells interfaces xj+ 1
2
= j∆x and the cells centres xj = (j−
1
2)∆x for j ∈ Z, taking
a space step ∆x and a time step ∆t, so that tn = n∆t is the time mesh. The Lax-Friedrichs
flux adapted to (1.1) is given by
Fnj+1/2 :=
1
2
(
f(tn, xj, ρ
n
j )v(R
n
j ) + f(t
n, xj+1, ρ
n
j+1)v(R
n
j+1)
)
−
α
2
(ρnj+1 − ρ
n
j ) (4.1)
where α ≥ 0 is the viscosity coefficient and Rnj := ∆x
∑
k∈Z
ρnj+kw
k
η , denoting w
k
η := wη(k∆x)
for k ∈ Z. In this way we have the finite volume scheme
ρn+1j = ρ
n
j − λ
[
Fnj+1/2 − F
n
j−1/2
]
, (4.2)
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with λ = ∆t/∆x. A rigorous study of the convergence of Lax-Friedrichs type schemes for
non-local conservation laws has been carried out in [1, 4, 6]. Here we limit the study to
the derivation of sufficient conditions ensuring that the above discretization (4.1)–(4.2) is
positivity preserving.
Lemma 5. For any T > 0, under the CFL conditions
λ
(
α+
(
C∆x+ 2
∥∥∂ρf∥∥L∞(ΣT ;R)
)
‖v‖
L∞(R;R)
)
< 1, (4.3)
α ≥
∥∥∂ρf∥∥L∞(ΣT ;R)‖v‖L∞(R;R), (4.4)
the scheme (4.1)–(4.2) is positivity preserving on [0, T ]× R.
Proof. Let us assume that ρnj ≥ 0 for all j ∈ Z. It suffices to prove that ρ
n+1
j in (4.2) is
non-negative. For the sake of simplicity, in the following we omit the dependence on n and
introduce the notation fi(ρj) = f(t
n, xi, ρj) and vj = v(R
n
j ). Compute
ρn+1j = ρj +
λα
2
(ρj+1 − 2 ρj + ρj−1)−
λ
2
[
fj+1(ρj+1) vj+1 − fj−1(ρj−1) vj−1
]
= ρj(1− λα) +
λα
2
(ρj+1 + ρj−1)
−
λ
2
[(
fj+1(ρj+1)− fj+1(ρj)
)
vj+1 +
(
fj−1(ρj)− fj−1(ρj−1)
)
vj−1
+
(
fj+1(ρj)− fj−1(ρj)
)
vj+1 + fj−1(ρj)
(
vj+1 − vj−1
)]
= ρj
(
1− λα+
λ
2
fj+1(ρj+1)− fj+1(ρj)
ρj+1 − ρj
vj+1 −
λ
2
fj−1(ρj)− fj−1(ρj−1)
ρj − ρj−1
vj−1
)
+ ρj+1
(
λα
2
−
λ
2
fj+1(ρj+1)− fj+1(ρj)
ρj+1 − ρj
vj+1
)
+ ρj−1
(
λα
2
+
λ
2
fj−1(ρj)− fj−1(ρj−1)
ρj − ρj−1
vj−1
)
−
λ
2
vj+1
(
fj+1(ρj)− fj−1(ρj)
)
−
λ
2
fj−1(ρj)
(
vj+1 − vj−1
)
.
Observe that, thanks to the assumption (4.4) on α,
α+
fj−1(ρj)− fj−1(ρj−1)
ρj − ρj−1
vj−1=α+ ∂ρfj−1(ζj−1/2) vj−1≥α−
∥∥∂ρf∥∥L∞(ΣT ;R)‖v‖L∞(R;R)≥0,
α−
fj+1(ρj+1)− fj+1(ρj)
ρj+1 − ρj
vj+1=α− ∂ρfj+1(ζj+1/2) vj+1≥α−
∥∥∂ρf∥∥L∞(ΣT ;R)‖v‖L∞(R;R)≥0.
Moreover,
vj+1
(
fj+1(ρj)− fj−1(ρj)
)
≤ 2C ‖v‖
L∞(R;R)∆x ρj
and
fj−1(ρj)
(
vj+1 − vj−1
)
≤ 2
∥∥∂ρf∥∥L∞(ΣT ;R)‖v‖L∞(R;R)ρj.
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Hence,
ρj
(
1− λα+
λ
2
fj+1(ρj+1)− fj+1(ρj)
ρj+1 − ρj
vj+1 −
λ
2
fj−1(ρj)− fj−1(ρj−1)
ρj − ρj−1
vj−1
)
−
λ
2
vj+1
(
fj+1(ρj)− fj−1(ρj)
)
−
λ
2
fj−1(ρj)
(
vj+1 − vj−1
)
≥ ρj
(
1− λα− 2λ
∥∥∂ρf∥∥L∞(ΣT ;R)‖v‖L∞(R;R) − λC ‖v‖L∞(R;R)∆x
)
≥ 0,
by the CFL condition (4.3). 
Fix T = 0.5. Let us now consider the following problem:{
∂tρ+ ∂x(f(t, x, ρ)v(wη,δ ∗ ρ)) = 0, t ∈ [0, T ], x ∈ ]− 1, 1[ ,
ρ(0, x) = 0.6,
(4.5)
with periodic boundary conditions at x = ±1 and
f(t, x, ρ) = Vmax(t, x)ρ(1 − ρ), ρ ∈ [0, 1], (4.6)
v(ρ) = (1− ρ)m−1(1 + ρ)m, m ∈ N, (4.7)
wη,δ(x) =
1
η6
16
5pi
(η2 − (x− δ)2)
5
2χ[−η+δ,η+δ], η ∈ ]0, 1], δ ∈ [−η, η]. (4.8)
In (4.6), Vmax(t, x) is given by the convolution between the gaussian kernel g(x) =
1
σ
√
2pi
e−
1
2
( x
σ
)2
with σ = 10 and the following piece-wise constant function:
ϕ(t, x) =


7 if x ∈ ]− 1,−1/3] ∪ ]1/3, 1],
3 if x ∈ ]− 1/3, 1/3], t ∈ [0, 1/6] ∪ ]1/3, 1/2],
1.5 if x ∈ ]− 1/3, 1/3], t ∈]1/6, 1/3],
see Figure 1. In (4.8), the parameter η represents the radius of the support of the kernel
function wη,δ, while δ is the point at which the maximum is attained.
The above equations (4.5)–(4.8) describe the traffic flow on a circular road with variable
speed limit in space and time, starting from a constant initial density ρo ≡ 0.6 (for simplicity,
the maximal density is here normalised to 1).
As a metric of traffic congestion, we consider the two following functionals [9, 10, 13]:
J(T ) =
∫ T
0
d
∣∣∂xρ(t, ·)∣∣ dt , (4.9)
Ψ(T ; a, b) =
∫ T
0
∫ b
a
ϕ(ρ(t, x)) dx dt , (4.10)
where
ϕ(r) =


0 r < 0.75,
10 r − 7.5 0.75 ≤ r ≤ 0.85,
1 0.85 < r ≤ 1.
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Figure 1: 2D plot of the function Vmax(t, x)
The functional J defined in (4.9) measures the integral with respect to time of the spatial
total variation of the traffic density. The results of Theorems 1 and 2 apply to the present
setting and ensure the continuous dependence of J on the parameters m, η and δ. Indeed, the
map δ → wη,δ is Lipschitz continuous with respect to the W
1,1 distance, the map η → wη,δ
is continuous with respect to the W1,1 distance and the map m → v is continuous with
respect to the W1,∞ distance. Theorem 1 then ensures that the map wη,δ → ρ, where ρ
solves (4.5)–(4.8), is continuous with respect to the W1,1 distance, while Theorem 2 ensures
the continuity of the map v → ρ. Finally, the map ρ→ J is lower semicontinuous, as showed
in [10, Lemma 2.1]. Therefore, any minimising sequence of solutions converges, guaranteeing
the existence of optimal choices of the parameters η, δ and m.
The functional Ψ in (4.10) was introduced in [13] and it is obviously continuous with
respect to ρ in the L1-distance. It measures the queue of the solution in the space interval
[a, b], which is chosen equal to [−4/5,−1/3] in the numerical simulations below.
For the tests, we fix the space discretization mesh to ∆x = 0.001. Figures 2–3 show the
values of the functionals J and ψ when we vary the value of one of the parameters η, δ and
m, keeping the other fixed. In particular, the functionals are evaluated on the following grids:
η = 0.1: 0.1: 1, δ = −0.1: 0.02: 0.1, m = 1: 1: 10.
We observe that the functionals are in general not monotone and display some extrema in the
considered intervals. Figures 5, 6 and 7 show the behaviour of the solutions corresponding
to some of these extremal values. More precisely, Figures 5a, 5b and 5c show the solutions
corresponding to η = 0.2, 0.5, 1 for m = 3 and centered kernel (δ = 0). In particular,
the solutions displayed in 5a and 5c correspond to the minimum and maximum values of the
functional J (4.9) for η ∈ [0.1, 1] (see Figure 2, left). Figure 6a shows the solution obtained for
δ = −0.04 (and m = 3, η = 0.1) and corresponding to the point of minimum of both J and Ψ
functionals, while Figures 6b and 6c correspond to the points of maximum of the functionals
J and Ψ, respectively (see Figure 3). Finally, in Figures 7a and 7b we give the solutions
corresponding to the maximum and minimum points of the functional J for m ∈ {1, . . . , 10}
for η = 0.1 and δ = 0 (see Figure 4).
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Figure 2: Functionals J (4.9) (left) and Ψ (4.10) (right) with m = 3, δ = 0 and η ∈ [0.1, 1].
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Figure 3: Functionals J (4.9) (left) and Ψ (4.10) (right) with η = 0.1, m = 3 and δ ∈ [−η, η].
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Figure 4: Functionals J (4.9) (left) and Ψ (4.10) (right) with η = 0.1, δ = 0 and m ∈ [1, 10].
20
(a) (b) (c)
Figure 5: (t, x)-plots of the solution to (4.5)–(4.8), for m = 3 and δ = 0, and, from the left,
η = 0.2, 0.5, 1.
(a) (b) (c)
Figure 6: (t, x)-plots of the solution to (4.5)–(4.8), for m = 3 and η = 0.1, and, from the left,
δ = −0.04, 0.06, 0.08.
(a) (b)
Figure 7: (t, x)-plots of the solution to (4.5)–(4.8), for η = 0.1, δ = 0, and m = 3 on the left,
m = 10 on the right.
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