We study how the round-off (or discretization) error changes the statistical properties of a Gaussian long memory process. We show that the autocovariance and the spectral density of the discretized process are asymptotically rescaled by a factor smaller than one, and we compute exactly this scaling factor. Consequently, we find that the discretized process is also long memory with the same Hurst exponent as the original process. We consider the properties of two estimators of the Hurst exponent, namely the local Whittle (LW) estimator and the detrended fluctuation analysis (DFA). By using analytical considerations and numerical simulations we show that, in presence of round-off error, both estimators are severely negatively biased in finite samples. Under regularity conditions we prove that the LW estimator applied to discretized processes is consistent and asymptotically normal. Moreover, we compute the asymptotic properties of the DFA for a generic (i.e., non-Gaussian) long memory process and we apply the result to discretized processes.
Introduction
"All economic data is discrete", Engle and Russell (2010) . Round-off errors occur whenever a real valued process is observed on a grid of discrete values. A special case of round-off error is obtained by taking the sign of a real valued process. Round-off errors change the properties of the original stochastic process. Few exact results exist on the effect of round-off error on stochastic processes. Delattre and Jacod (1997) , for example, proved a central limit theorem on a Brownian motion with round-off error sampled at discrete times. In this paper we study analytically and numerically the effect of round-off error on long memory processes. We will use the term discretized process to refer to the process with round-off error and the term discretization to refer to the rounding procedure.
Round-off errors can be either due to a limit in the resolution of the observing device or to the fact that an underlying real valued process can manifest itself only as a discrete valued process. When seen as a resolution effect, round-off error can also be considered as a special case of measurement error. One recent strand of econometric literature considers the problem of estimation of a process that can be observed only with some noise due to the measurement process. The typical modeling approach is to consider the measurement error as an additive white noise process uncorrelated with the unobserved latent process [see, e.g., Hansen and Lunde (2010) ]. Round-off error can be considered as a different form of measurement error, which is a deterministic function of the underlying latent process and it is not uncorrelated with it.
An important example of round-off error due to the fact that the process manifests itself only as a discrete valued process is the dynamics of asset prices. Despite the fact that the price of an asset is a real number, transaction prices (but also quote prices) can assume only values which are multiple of a minimum value called tick size. For transaction by transaction data the tick over price ratio can be large leading to a price dynamics that cannot be even approximated as a real valued process. In the market microstructure literature the round-off error is one of the main sources of disturbance in the estimation of integrated volatility. Several papers have considered how tick size affects the diffusion dynamics of price on short time scales. For example, Gottlieb and Kalay (1985) and Harris (1990) developed microstructure models to investigate the effect of price discretization on return variance and serial correlation. More recent papers consider the effect of price discretization on phase portrait of returns (Szpiro 1998) , on price-dividend relation (Bali and Hite 1998) , and on integrated volatility (Rosenbaum 2009 ). See also La Spada, Farmer, and Lillo (2011) and references therein for a recent review of the effect of tick size on the diffusion properties of financial asset prices. Beside market microstructure, discretized processes emerge naturally in discrete choice models, binned data, computer vision, detectors, and digital signal processing. Recently, the effect of discretization has also been studied in the framework of rational inattention (Saint-Paul 2011) . As an example of a financial application of long memory processes when considering the sign of a variable, we mention the work of Lillo and Farmer (2004) . There authors empirically show that the sign of the market order flow in a double auction financial market is a long memory process.
Long memory processes are ubiquitous in natural, social, and economic systems (see Beran 1994) . However, a large part of the theory, statistics, and modeling of long memory processes is based on the assumption of normality of the distribution, and very often also on the hypothesis of linearity of the generating mechanism. A major step toward generalization has been the paper by Dittmann and Granger (2002) that investigated the properties of a process obtained from a non-linear transformation of a Gaussian long memory process. Their main result is that when the transformation can be written as a finite linear combination of Hermite polynomials, the transformed process has the same or a smaller Hurst exponent of the original process, depending on the Hermite rank of the transformation (see below for a more precise definition of these terms). However, their results "need not hold for transformations with infinite Hermite expansion" [see Dittmann and Granger (2002) , Proposition 1]. Moreover, recently, several papers have also studied the asymptotic properties of common estimators of the Hurst exponent when they are applied to non-Gaussian and non-linear time series [e.g., Dalla, Giraitis, and Hidalgo (2006) ; see Section 4 for a detailed literature review]. The present paper contributes in this direction by presenting several results for a specific, yet important, class of non-linear transformations of a Gaussian long memory process with an infinite Hermite expansion, namely the class of discretization transformations.
In this paper we present an in-depth analysis of the properties of a stochastic process obtained from the discretization of a large class of Gaussian long memory processes. We give the asymptotic behavior of the autocovariance and of the spectral density, by computing explicitly the leading term and the order of the second term in a series expansion. We find that the autocovariance and the autocorrelation are asymptotically rescaled by a factor smaller than one, and the Hurst exponent is the same for the continuous and the discretized process. The spectral density is also rescaled for small frequencies by the same scaling factor as the autocovariance. We find an explicit closed form of this scaling factor. It is worth noting that the decrease of the autocorrelation function holds for the discretization of any Gaussian weakly stationary process, either long memory or short memory. Our results are consistent with those in Hansen and Lunde (2010) on the estimation of the persistence and the autocorrelation function of a time series measured with error.
We then consider two classic methods to estimate the Hurst exponent, namely the local Whittle (LW) estimator suggested by Künsch (1987) and the detrended fluctuation analysis (DFA) introduced by Peng et al. (1994) . The LW estimator is a very popular semiparametric method for investigating the long memory properties of a stochastic process. It has been extensively studied in econometric theory and frequently used in empirical work in financial econometrics. However, most of the results in the literature do not hold for the discretized process (see discussion in Section 4). Recently, Dalla, Giraitis, and Hidalgo (2006) proved consistency and asymptotic normality of the LW estimator for a general class of nonlinear processes, but, as discussed in detail in Section 4, we cannot directly apply their results to the class of processes considered in this paper. As we show below, under suitable regularity conditions we are able to extend the results in Dalla, Giraitis, and Hidalgo (2006) to our setting and prove that the LW estimator is consistent and asymptotically normal for Gaussian long memory processes observed with round-off error. Moreover, we also show that one of the main results of Dalla, Giraitis, and Hidalgo (2006) can be generalized by relaxing some assumptions that are not necessary.
The DFA (Peng et al. 1994 ) is another very popular semiparametric method for the investigation of long memory properties of generic processes. It was introduced more than fifteen years ago to investigate physiological data, in particular the heartbeat signal. Since its introduction it has been applied to a large variety of systems, including physical, biological, economic, and technological data. In economics and finance it has been applied, e.g., in Schmitt, Schertzer, and Lovejoy (2000) , Lillo and Farmer (2004) , Di Matteo, Aste, and Dacorogna (2005) , Yamasaki et al. (2005) , and Alfarano and Lux (2007) . In a recent paper Bardet and Kammoun (2008) computed explicitly the asymptotic properties of the DFA for the fGn and for a general class of Gaussian weakly stationary long memory processes. Here we generalize their results to a non-Gaussian generic long memory process and we applied them to the discretized process. As a byproduct we show that the order of the error of the root-mean-square fluctuation given by theorem 4.2 of Bardet and Kammoun (2008) is not correct for a generic Gaussian process. Because of the cancellation of a term, the theorem is correct for the fGn and the fARIMA process as claimed in Bardet and Kammoun (2008) . By comparing the root-mean-square fluctuation of the discretized process to that of the continuous process we argue that the second-order term induces a negative bias in the estimation of the Hurst exponent.
The paper is organized as follows. In Section 2 we define the class of long memory processes we consider in the present paper. In Section 3 we derive some analytical results on the distribution, autocovariance, and spectral density of the discretized process. Section 4 presents analytical and numerical results on the estimation of the Hurst exponent obtained by using the LW estimator and the DFA. Finally, Section 5 concludes.
Long memory processes
In this paper we are interested in studying the effect of round-off error on a long memory process. There are several possible definitions of a long memory process. The very general definition we are using in the present paper is the following.
Definition 1 A discrete time weakly stationary stochastic process
where H∈(0.5, 1) and L(k) is a slowly varying function at infinity.
1
The parameter H is called Hurst exponent or, sometimes, the self-similarity parameter. Under this definition of long memory the autocovariance function does not necessarily decay as a pure power-law. Consider the case L(k) = log k, or any power of the logarithm function. The autocorrelation function of a long memory process is not integrable on the positive real line and, as a consequence, the process does not have a typical time scale.
The class of long memory processes defined above is quite large due to the arbitrariness of the slowly varying function L(k). Some of the results we will present below hold for a more restricted class of long memory processes characterized by the properties of the slowly varying function in Definition 1.
Following Embrechts, Klüppelberg, and Mikosch (1997) we denote with 0 R the set of slowly varying functions at infinity. We introduce the following definition Definition 2 We define the set of well behaved slowly varying function as
with I ≤ ∞, b 0 > 0, b i ≠0 ∀i ≥ 1, β 0 = 0, and β i < β i+1 ∀i ≥ 0. Moreover, if I = ∞, the parameters {b i } and {β i } are such that the series
Note that all the slowly varying functions which are analytic at infinity are well behaved with I = ∞. Hereafter, we abbreviate Embrechts, Klüppelberg, and Mikosch 1997) . In the definitions above, and for the purposes of this paper, we are considering only positively correlated long memory processes. Negatively correlated long memory processes also exist, but we leave their analysis to future work.
We are interested here in the discretization of long memory processes characterized by a Gaussian distribution. A stationary Gaussian process is completely characterized by the mean (hereafter assumed to be zero), the variance D, and the autocorrelation function ρ(k) = γ(k)/D. Two classes of stationary Gaussian long memory processes are often considered in the literature. The first one is the fractional Gaussian noise (fGn) (see Mandelbrot and van Ness 1968) , characterized by the autocorrelation function
For large k the asymptotic expansion of (3) is
The second important example is the fARIMA(0, d, 0) process, 2 where d = H-0.5, whose autocorrelation is
where Γ(‧) is the gamma function. The asymptotic expansion of (4) is
Note that both for the fGn and for the fARIMA process the slowly varying function L(k) is analytic at infinity and therefore ∈ L L with I = ∞. In the following we will present results for the discretization of generic stationary Gaussian long memory processes, and we will consider the fGn or the fARIMA as special cases.
The discretized process
Given a discrete-time real-valued process ∈ { ( )} t X t N and a grid of points jδ with ∈ j Z and δ > 0, the discretized process at time t is X d (t) = Round(X(t)/δ)δ, where Round(‧) is the rounding function. The parameter δ sets the level of round-off error. This type of discretization appears, for example, whenever a weakly stationary process is discretized through a binning procedure.
The probability mass function of the discretized process is
p(x) is the probability density function of X t and δ D (x) is the Dirac delta function. It is useful to introduce the adimensional scaling variable
Since X(t) is Gaussian distributed, the variance D d of the discretized process can be calculated explicitly. For detailed analytical results on the distributional properties of X d (t) see Appendix A. Left panel of Figure 1 shows the ratio D d /D as a function of the scaling parameter χ. It is worth noting that this ratio is not monotonic. For small χ the ratio goes to zero because for δ > > D essentially all the probability mass falls in the bin centered at zero. Finally, the parameter χ sets the fraction q 0 of points which in the discretized process have value zero. It is direct to show that, if
where erf(‧)is the error function. This is clearly a monotonically decreasing function. In the numerical examples below we will use χ = 0.1, 0.25, and 0.5 corresponding to q 0 = 0.886, 0.683, and 0.521, respectively.
A different type of discretization that we will consider below is obtained by taking the sign of X t . Assuming that the distribution function of X t is absolutely continuous with respect to the Lebesgue measure in a neighborhood of 0, so that the event X(t) = 0 has zero probability, this discretization leads to X s (t) = sign(X(t)) = ± 1 with probability 1. We discuss the sign transformation in more detail in Appendix D.
Autocovariance and autocorrelation function
In order to study how the correlation properties change when a stationary Gaussian process is discretized we will make use of a general theory presented, e.g., in Beran (1994) and Dittmann and Granger (2002) . For the benefit of the reader we recapitulate here this approach.
Without loss of generality, we consider the case of an underlying stationary Gaussian process of unit variance. The starting point is a series expansion of the bivariate Gaussian density function in Hermite polynomials. Hermite polynomials are an orthonormal polynomial system with Gaussian weight. Specifically, we use the same normalization of Hermite polynomials as in Dittmann and Granger (2002) , i.e.,
where δ nm is the Kronecker delta. The expansion of the bivariate Gaussian density function P(x, y) in Hermite polynomials is (see Barrett and Lampard 1955 )
where P(x) is the univariate Gaussian density function and ρ is the correlation coefficient between variables x and y. Following Lemma 1 of Dittmann and Granger (2002) , if we transform two Gaussian random variables X and Y with a nonlinear transformation g(‧) that can be decomposed in Hermite polynomials
the linear covariance and the linear correlation of the transformed variables are
The proof is straightforward. The coefficients g j in (9) are
The smallest j > 0 such that g j is non-vanishing is called the Hermite rank of the function g (x) . Note that the second equation in (10) implies that any non-linear transformation of a bivariate Gaussian distribution decreases the correlation between the variables (the covariance can of course increase or decrease). When X and Y describe the same process at two different times, the above equations can be used to compute the autocovariance and autocorrelation properties of the transformed process. Dittmann and Granger (2002) used the above expansion to study how the long memory properties change as a result of nonlinear transformations that can be written as finite Hermite expansions. (See Proposition 1 of Dittmann and Granger 2002.) They mention that this approach cannot be used if the transformation has an infinite Hermite expansion. As we will show below, the discretization can be expressed as an infinite sum of Hermite polynomials and therefore we cannot use directly their Proposition 1. In the following we compute explicitly the asymptotic behavior of the autocovariance function and of the spectral density of the discretized process in order to directly obtain its long memory properties.
By using the theory outlined above we compute the asymptotic behavior of the autocovariance γ d (k) and the autocorrelation ρ d (k) of the discretized process.
Proposition 1 Let
∈ { ( )} t X t N be a stationary Gaussian process with autocovariance function given by Definition 1. Then the autocovariance function of the discretized process
where ϑ a (u, q) is the elliptic theta function.
The proof of this and of the other propositions in this section can be found in Appendix B. According to Definition 1, this proposition proves that the discretized process is a long memory process with the same Hurst exponent as the original process. Note that asymptotically the autocovariance of the discretized process is proportional to the autocovariance of the original process.
Moreover, as for the original process, the autocovariance function does not necessarily decay as a pure power-law. The second order corrections are nested inside the slowly varying function, and it may happen that the first order term in O(k
To compute explicitly the second-order corrections we need to specify a functional form for the slowly varying function L(k). To this end we consider long memory processes whose slowly varying function in the autocovariance is well behaved according to Definition 2.
Proposition 2 Let
∈ { ( )} t X t N be a stationary Gaussian process with autocovariance function given by Definition 1 and ∈ .
L L Then, the autocovariance function of the discretized process
where ϑ a (u, q) is the elliptic theta function. The behavior of the autocorrelation function is trivially obtained from the two above propositions. For example, for the more general case we have the following.
Corollary 1. Under the conditions of Proposition 1, the autocorrelation function
X t N satisfies, as k→∞,
For large k,
Hereafter, the notation x k~yk means that x k /y k →1 as k→∞, unless specified otherwise. The right panel of Figure 1 shows 2 1 / d g D as a function of χ. We observe that the more severe is the discretization, the larger is the reduction of the autocorrelation function.
We numerically tested our propositions and the error made by considering only the leading term in the asymptotic expansion. We simulated a fGn with unit variance for which lim k→∞ L(k) = H(2H-1). Figure 2 shows the sample autocovariance of the discretized process with χ = 0.1 for H = 0.7 and H = 0.85, and for different sample size, namely n = 2 10 = 1024 and n = 2 14 = 16,384. Before discussing this figure, we remind that the 3 Monte Carlo simulations of a fGn and its discretization with a scaling parameter χ = 0.1. The time series has length n = 2 10 (top) and n = 2 14 (bottom). The Hurst exponent of the fGn is H = 0.7 (left) and H = 0.85 (right). The figure also shows the asymptotic theoretical autocovariance (black solid lines) and the autocovariance corrected for the finite sample bias of (15) (black dotted lines) both for the fGn and for its discretization.
sample autocovariance (and the autocorrelation) is a biased estimator for long memory time series. Hosking (1996) showed that, for a generic long memory process with an autocovariance asymptotically decaying as γ(k)~λk 2H-2 with 0.5 < H < 1 and λ > 0, the sample autocovariance γ( ) k has an asymptotic bias
where n is the length of the sample time series. Since Hosking's theorem only requires that the process is long memory, we can apply it also to the discretized time series. Figure 2 shows a very good agreement between simulations and analytical results with bias correction. 
Spectral density
where ϑ a (u, q) is the elliptic theta function, and c φ = π
Similarly to the case of the autocovariance, second-order corrections to the spectral density are hidden inside the slowly varying function L(k) and the terms we neglected. To compute these corrections explicitly in terms of powers of |ω| we need to specify a functional form for the slowly varying function. We therefore consider long memory processes whose slowly varying function in the autocovariance is well behaved according to Definition 2. Moreover, we introduce the following assumption . i H k Assumption 1 (ii) implies that there is only a finite number of terms in L(k) that are not summable over k. Assumption 1 (iii) ensures that we can rearrange an infinite number of terms in a series expansion of polylogarithms that we use below to represent Fourier series (see the proof of Proposition 4 and Lemma 1).
Then, we can prove the following
stationary Gaussian process with autocovariance function given by Definition 1 and ∈ .
L L Then, the spectral density φ d (ω) of the discretized process
where ϑ a (u, q) is the elliptic theta function, c φ = π β β + < − and the set for H is non-empty.
where g 3 is given by (37) .
In addition, under Assumption 1, for all j ≥ 0 let
be the real numbers given by the Cauchy product
where D d is the variance of the discretized process, g 2j+1 are the Hermite coefficients of the discretization, and ζ(‧) is the Riemann zeta function.
Note that, if we just assume ∈ , L L we are able to compute exactly only the second-order terms O(|ω|
). However, under Assumption 1 we can calculate exactly also the term O(1) in (18), and therefore we have the exact second-order correction for all values of H.
As we have mentioned above, an important case is given by long memory processes whose slowly varying function is analytic at infinity. This class includes the fGn and the fARIMA process. If the slowly varying function is analytic at infinity, then β ∈ 1 N and therefore we have the following
L R and L is analytic at infinity, then, as ω→0
where c 1 > 0 and c 2 > 0 are given by the fifth and the second equation of (18), respectively. In addition, under Assumption 1, c 0 is given by (19) .
The sign of (19) depends on the specific autocovariance function (or, equivalently, on the specific spectral density) of the underlying Gaussian process. For example, the fGn satisfies Assumption 1 and in this case we can prove the following
Corollary 3 The spectral density of the discretization of a fGn satisfies (20) and the second-order term is strictly positive for all H∈(0.5, 1).
Unfortunately, the fARIMA process does not satisfy Assumption 1 (i) and we are not able to prove that c 0 satisfies (19) and is strictly positive. However, from the first part of Corollary 2 we know that the secondorder term is strictly positive for H ≥ 5/6 and our extensive numerical simulations (see below) indicate that it is strictly positive also for H < 5/6.
The spectral density of the discretization of fGn and fARIMA processes
The fGn and the fARIMA process are often used in modeling Gaussian long memory processes. Starting from the explicit functional form of the spectral density of either of these two processes it is direct to show (see Beran 1994 ) that the relative second-order term of the spectral density is O(ω 2 ), which is a very small correction to the leading term even for relatively large frequencies. Hence, roughly speaking, on a log-log plot the spectral density of both the fGn and the fARIMA process is close to a straight line even for relatively large frequencies.
On the other hand, the two corollaries above state that for the discretization of a Gaussian long memory process with analytic L(k), as the fGn and the fARIMA, the relative second order correction to the spectral density around 0 + is always larger than O(|ω|
), which is a relatively large correction even for small frequencies. On a log-log plot this leads to a significant deviation from the straight-line behavior (leading term) even for relatively small frequencies.
In Figure 3 we show examples of the sample periodogram of the discretized fGn (χ = 0.1) for different time series length and Hurst exponent. As expected, while the periodogram of the fGn is very straight in a log-log scale, the periodogram of the discretized process changes its slope for increasing frequencies. For the discretized process the absolute slope of the periodogram decreases for increasing frequencies for all values of H due to the strictly positive second-order term. We ran the same simulations for various fARIMA processes and we obtained similar results.
As we will show below, these observations have important consequences for the Hurst exponent estimators based on the periodogram.
Estimation of the Hurst exponent
In this section we investigate the estimation of the Hurst exponent from finite time series of the discretized process. We numerically generate time series of discretized long memory processes and we compute the Hurst exponent by using the local Whittle estimator and the DFA. Despite the fact that, as we have demonstrated in the previous sections, the Hurst exponent of the discretized process is the same as the one of the original process, we will show here that both methods give estimates of the Hurst exponent which are systematically and significantly negatively biased. These results are consistent with the literature on long memory signalplus-noise processes Arteche (2004) , and Hurvich, Moulines, and Soulier (2005) and on general non-linear transformations of long memory processes Dalla, Giraitis, and Hidalgo (2006) .
Local Whittle estimator
The local Whittle (LW) estimator is a Gaussian semiparametric estimator that works in the frequency domain. It has been suggested by Künsch (1987) . Since its introduction it has been extensively studied in econometric theory [see Robinson (1995) , Velasco (1999) , Phillips and Shimotsu (2004) , Andrews and Sun (2004) , Shimotsu and Phillips (2005), Shimotsu and Phillips (2006) , Dalla, Giraitis, and Hidalgo (2006) , Shao and Wu (2007) , Abadir, Distaso, and Giraitis (2007)], and widely used in theoretical and applied works in financial econometrics to estimate long memory in volatility [see Hurvich and Ray (2003) , Arteche (2004) and Hurvich, Moulines, and Soulier (2005)] . Let ∈ { ( ) } t X t N be a weakly stationary long memory process with spectral density φ(ω) satisfying
for some c > 0. For a time series {X(t)}, t = 1, …, n, define the periodogram
Let ω j = 2πj/n, j = 1, …, n, be the Fourier frequencies. The LW estimator is defined as the minimizer of the objective function U n (h; m), i.e.,
where the local objective function is
Note that, in semiparametric models, the spectral density function has property (21) and is only locally parameterized around ω = 0 by the parameters H and c. Therefore, contrary to the parametric Whittle estimation, which employs the full spectrum of frequencies, the local Whittle estimator uses only the first m Fourier frequencies.
Under Gaussianity assumption Fox and Taqqu (1986) proved consistency and asymptotic normality of the LW estimator, while Dahlhaus (1989) proved consistency and asymptotic normality of an exact likelihood approach. Giraitis and Surgalis (1990) proved consistency and asymptotic normality of the LW estimator under the assumption of linearity for H∈(0.5, 1). Robinson (1995) proved consistency and asymptotic normality of the LW estimator under the assumption that the innovations in the Wold representation are a martingale difference sequence with finite fourth moments, for H∈(0, 1). Under a similar set of assumptions Velasco (1999) extended Robinson's results to the non-stationary region and showed that the estimator is consistent for H∈(0, 1.5), and asymptotically normally distributed for H∈(0, 1.25). Velasco also showed that, upon adequate tapering of the observations, the region of consistent estimation of H may be extended but with corresponding increases in the variance of the limit normal distribution. Hurvich and Chen (2000) also proved consistency and asymptotic normality of a tapered LW estimator for H∈(0, 2). Phillips and Shimotsu (2004) considered a special model of non-stationary fractional integration and extended the results of Velasco (1999) proving that the LW estimator: (i) has a non-normal limit distribution for H∈[1.25, 1.5), (ii) has a mixed normal limit distribution for H = 1.5, and (iii) converges to unity in probability for H > 1.5. Phillips (2005, 2006) proposed an exact 5 form of the local Whittle estimator which is based on an exact algebraic manipulation of the Whittle likelihood and does not rely on differencing or tapering. They call this estimator the exact local Whittle (ELW) estimator and show that it is consistent and asymptotically normal when the optimization covers an interval of width < 9/2.
From Proposition 4 we know that the discretized process satisfies equation (21). However, the discretized process is nonlinear, and therefore we cannot apply the results cited above. Recently, several papers have studied the asymptotic properties of the LW estimator for nonlinear processes. For example, Hurvich and Ray (2003) , Arteche (2004) , and Hurvich, Moulines, and Soulier (2005) have studied the asymptotic properties of the LW estimator for signal-plus-noise processes in the presence of long memory. However, even though the discretized process can be seen as a signal-plus-noise process (see Proof of Theorem 1 in Appendix C for more details), we cannot apply their results because they assume that the noise is either a white noise or independent of the signal, which is not the case for the discretized process. Under regularity conditions Dalla, Giraitis, and Hidalgo (2006) and Shao and Wu (2007) proved consistency and asymptotic normality of the LW for a very general class of nonlinear processes. Abadir, Distaso, and Giraitis (2007) introduced a fully extended local Whittle (FELW) estimator, which is applicable not only for traditional cases but also for nonlinear and non-Gaussian processes, and they proved that it is consistent.
In this paper we follow the approach of Dalla, Giraitis, and Hidalgo (2006) (henceforth DGH). The relevant result for our work is their Theorem 4; however, we cannot directly apply it for two reasons. First, DGH define long memory processes in the frequency domain, and therefore they impose assumptions directly on the spectral density. On the contrary, in the present paper we define long memory processes in the time domain (see Definitions 1 and 2) and therefore we want to impose assumptions on the autocovariance function. For this reason we introduce Lemma 1 that makes the connection between the class of processes considered here and those studied in DGH. Second, as we will show below, some assumptions in Theorem 4 of DGH is too restrictive for the processes considered in this paper. Instead, we can prove consistency and asymptotic normality of the LW estimator for the discretized process under weaker assumptions. 5 The word "exact" is used to distinguish the proposed estimator (which relies on an exact algebraic manipulation) from the conventional local Whittle estimator, which is based on the approximation
Of course, the Whittle likelihood is itself an approximation of the exact likelihood.
Note that if L(k) in Definition 2 is analytic at infinity, then β ∈ 1 N and therefore β 1 ≠2H-1 and β 1 ≠2H, but not necessarily β 1 ≤ 2. 
Lemma 1 Let
where c φ > 0 is defined as in Proposition 3, c β ≠0 and β∈(0, 2].
In the above lemma β is either β 1 or 2H-1, depending on the specific functional form of the autocovariance of the underlying Gaussian process (see proof below). The fGn is a special case of Lemma 1 with β = β 1 = 2. The fARIMA process does not satisfy the conditions of Lemma 1 [specifically, Assumption 1 (i)], but nonetheless its spectral density satisfies (24) with β = β 1 = 2.
More important, Lemma 1 provides conditions under which the underlying Gaussian process
In order to prove asymptotic normality we need some smoothness assumption on the spectral representation of the underlying process. We assume that ∈ { ( )} t X t N is purely non-deterministic, so that it is also linear with finite fourth moments. Therefore, we can write We introduce the following assumption
Assumption 3 is the same as Assumption A2′ in Robinson (1995) and is the standard smoothness assumption used in the literature to prove asymptotic normality of the LW estimator. Unfortunately, we are not able to relax this assumption for the class of long memory processes considered in this paper. Following Theorems 3 and 4 in DGH and under the assumptions above we derive the following theorem for a generic measurable transformation of an underlying Gaussian process. 
Theorem 1 Let
where β is defined as in Lemma 1, and
for any ε > 0, where j i ≥ 2 is the order of the second non-vanishing Hermite coefficient.
), then
Note that, contrary to DGH in their Theorem 4 [see Assumption LM and equation (50) therein], we do not require β = 2 in (24). As shown in the proof, we do not need this assumption to prove consistency and asymptotic normality of the LW estimator. Moreover, to establish an upper bound on the convergence rate of the LW estimate, i.e., (26), we do not need to assume m ≥ n γ for some 0 < γ < 1 as in DGH [see equations (56) and (58) therein]. Our trimming conditions on m are weaker than theirs and our asymptotic results hold true even if m(n)→∞ more slowly than any power of n.
Theorem 1 applies to the discretized process because the rounding is a measurable transformations of the underlying Gaussian process. So, we have the following 
Corollary 4 Let

H is asymptotically normal and satisfies (27).
For fGn and fARIMA processes β = 2, and therefore
will dominate the term O P (m -1/2 ). As we discuss below, this consideration is important in order to understand the negative finite sample bias we observe in our numerical simulations.
Numerical simulations
We numerically generated the Gaussian process as a fGn with unit variance and we considered two values of the Hurst exponent, namely H = 0.7 and 0.85. This choice of Hurst exponents is motivated by the need to have values below and above the critical value H = 5/6. In order to test the dependence on the time series length we considered series of length n = 2 10 and n = 2
14
. We then applied four discretization procedures corresponding to discretization parameter χ = 0.1, 0.25, 0.5 and the sign of the process. We performed L = 10 3 simulations in order to obtain the statistical properties of the estimators.
Our results are summarized in Tables 1 and 2. The tables show ], in agreement with the results for fARIMA processes reported in Robinson (1995) and DGH (see Table I ]. The standard error obviously decreases with m. For both the discretized process and the sign process we observe a strong and statistically significant negative bias for all values of n, m, and H. The bias becomes more severe as the discretization becomes coarser, i.e., as δ increases. In general, the absolute bias increases with the threshold. 6 This is because, as m increases, the objective function includes higher-frequency ordinates of the periodogram. From (52) in the proof of Theorem 1 (see Appendix C) we know that the O P ((m/n) r ) term in the asymptotic expansion of LW H represents the contribution of the sample estimate, taken with the negative sign, of the higher-order components of the spectral density. From Corollary 3 we know that for the discretization of a fGn the second-order term of the spectral density is strictly positive for all H. Therefore, intuitively, the term O P ((m/n) r ) generates the negative finite-sample bias that we observe here. On the other hand, as expected, the standard error decreases as m increases. The LW estimator with m = [n 0.5 ] is less biased by the discretization than the estimator with threshold m = [n 0.8 ], but it has a larger dispersion and is noisier. These properties are expected from the bias-variance tradeoff. Note that for n = 2 10 and m = [n ) and for moderate discretizations (χ = 0.25, 0.5). In this case the LW does change in a statistically significant way across different thresholds.
H for χ = 0.1 if H = 0.7, and for both χ = 0.1 and the sign process if H = 0.85. Even more strikingly, for n = 2 14 the 97.5% quantile of LW H is smaller than the true H for the sign process and for χ = 0.1, 0.25, both for H = 0.7 and for H = 0.85.
We also note that the effect of the bias due to the discretization is increasing with the long memory parameter, i.e., the larger is H, the larger is the discretization bias. Finally, note that the bias is a finite size effect.
We ran the same simulations for various fARIMA, and we got similar results.
Detrended fluctuation analysis 4.2.1 Definition and notation
We now consider the DFA (see Peng et al. 1994 ), a method to investigate the properties of a long memory process and to estimate the Hurst exponent. This method was introduced more than fifteen years ago to investigate physiological data, in particular the heartbeat signal. Since its introduction it has been applied to a large variety of systems, including physical, biological, economic, and technological data. Some examples of its application to economics and financial time series can be found in Schmitt, Schertzer, and Lovejoy (2000), Lillo and Farmer (2004) , Di Matteo, Aste, and Dacorogna (2005), Yamasaki et al. (2005) , and Alfarano and Lux (2007) . The idea is to consider the integrated process and detrend it locally. The scaling of the fluctuations of the residuals as a function of the box size in which the regression is performed gives the estimate of the Hurst exponent. More precisely, let {X(t)}, t = 1, …, n, be a finite sample from a process ∈ { ( )} t X t N and denote the discrete integration of this sample as
The integrated time series is divided into [n/m] boxes of equal length m, where [z] is the integer part of z. In each box a least squares line is fit to the data (representing the trend in that box). The y-coordinate of the straight line segments is denoted by ( ). . Therefore H is estimated by performing a log-regression of F(m) versus m. The proposers of this method claim that DFA is able to perform well also in the presence of non-stationarities, such as trends, (see Peng et al. 1994) , even if some recent results dispute this claim (see Bardet and Kammoun 2008) .
The partial DFA function computed in the j-th window of size m is 2 2
( 1 for a general class of Gaussian long memory processes. Here we extend this result to non-Gaussian long memory processes (see Theorem 2 below). In doing that we show that the order of the correction of the asymptotic expansion given in Bardet and Kammoun (2008) for generic Gaussian processes (Theorem 4.2) is incorrect and we provide the correct order. For the special case of fGn and fARIMA the result provided in Bardet and Kammoun (2008) is correct because the prefactor of the correction term observed for generic long memory processes cancels out exactly.
A theorem on the detrended fluctuation analysis of a general long memory process
Here we generalize Theorem 4.2 of Bardet and Kammoun (2008) to a general class of non-Gaussian long memory processes. The discretized process belongs to this class.
Theorem 2 Let
∈ { ( )} t X t N be a weakly stationary long memory process, with zero mean, finite variance, and the following autocovariance function
with A > 0, H∈(0.5, 1), and β > 0. Then, for large m
where ′= − , (2 1)
A A H H and
First of all, note that the class of processes for which one can apply this theorem is more general than that of Definition 2, but clearly less general than that of Definition 1. Second, our theorem gives a different order of the correction compared to the one given in Theorem 4.2 of Bardet and Kammoun (2008) . In fact, Bardet and Kammoun give O(m -min (1,β) ), while our theorem gives O(m -min (2H-1,β) ). In many cases of interest (for example when β > 1) the leading error term is O(m 1-2H ) rather than O(m -1 ) as stated in Bardet and Kammoun (2008) . ). This depends on the specific functional form of the autocovariance of these processes. Therefore, as stated in Bardet and Kammoun (2008) Property 3.1, we have:
Corollary 5 For a fractional Gaussian noise (fGn) with variance D,
The general Theorem 2 gives the asymptotic properties of the fluctuation function for a time series obtained by discretizing or taking the sign of a Gaussian process. Specifically, for discretized processes we have the following 
Corollary 6 For the discretization of a Gaussian time series with the properties of Theorem 2, for large m
− − χ − −  + ∈    ϑ    ′ = + =    πχ   + ∈ 
Numerical simulations
We then studied the performance of the DFA on finite time series. As in the numerical analysis of the LW estimator, we considered a fGn with H = 0.7 and 0.85 and we generated L = 10 3 time series of length n = 2 10 and 2
14
. We then applied four discretization procedures: χ = 0.1, 0.25, 0.5, and the sign of the process. Following a standard practice, we consider values of m ranging from m = 4 to m = n/4. Figure 4 show an example of the root-mean-square fluctuation F(m) as a function of the block size m. As in the case of the LW estimator, a different behavior is observed for the Gaussian process and for its discretization. For the former F(m) is well described by a power law with exponent H over the whole range of investigated block sizes m. On the contrary, for the discretized (or sign) process, F(m) changes significantly slope in the log-log scale, i.e., it has a varying local power law behavior. Only for large box sizes the function F(m) converges to the expected asymptotic behavior from above. This again suggest a significant negative bias in the estimation of H on finite samples, bias that we quantitatively observe in estimation below. In fact, in order to estimate the Hurst exponent through DFA one needs to perform a best fit of F(m) with a power law function. The ambiguity is however the interval of values of m where one performs the fit. To the best of our knowledge there is no well-established rule for selecting optimally such an interval. One expects to obtain a less biased, . We consider four values of q, namely q = 1 (the whole interval), q = 0.75 (the largest three-quarter), q = 0.5 (the largest half), and q = 0.25 (the largest quartile). An alternative approach might be the one recently proposed by Grech and Mazur (2013) . They numerically derive an optimal upper bound for m as a function of the coefficient of determination of the log-log fit F(m) vs. m and of the sample size at different confidence levels for Gaussian processes. Their method suggests that, for a given confidence level and sample size, the higher is the desired coefficient of determination, the smaller should be the upper bound on m. However, since the DFA function for the discretized process converges to its asymptotic behavior from above and only for very large values of m, we expect that their technique, even though reducing the variance, would significantly increase the negative bias observed in our simulations.
The results of our analysis are summarized in Tables 3 and 4 . For all q we observe an underestimation of H for the discretized series. This underestimation is always significant in terms of standard errors. Specifically, for short series (n = 2 10 ) there is a severe underestimation for the sign and for χ = 0.1, 0.25, both when H = 0.7 and when H = 0.85. For long series (n = 2 14 ) we observe a severe underestimation for the sign and for χ = 0.1, both when H = 0.7 and when H = 0.85. Strikingly, when q = 1 and n = 2 14 , the 97.5% quantile of H is smaller than (or roughly equal to) the true value of H for the sign and for χ = 0.1, both when H = 0.7 and when H = 0.85. Finally, note that for the discretized process is not always true that the less biased estimator is obtained for small values of q (i.e., large m). In fact, in many cases we observe quite the contrary. For example, in short samples (n = 2 10 ) the DFA estimate with q = 1 is less biased than that with q = 0.25, except when H = 0.85 and the discretization is very coarse (sign and χ = 0.1). These results might be due to the shape of the root-mean-square fluctuation function F that changes slowly slope when the block size m varies and converges to its asymptotic value from above (see Figure 4) . The DFA estimator with small q works better (in terms of bias) in long time series for coarser discretizations and larger H.
Discussion on the estimation of the Hurst exponent of a discretized process
In conclusion our analytical considerations and numerical simulations show that both the local Whittle estimator and the DFA consistently give negatively biased estimates of the Hurst exponent H when they are applied to discretized processes. These results are consistent with the literature on long memory signal-plusnoise processes [Arteche (2004) and Hurvich, Moulines, and Soulier (2005) ] and on general non-linear transformations of long memory processes (Dalla, Giraitis, and Hidalgo 2006) . Our results show also that the size of the negative bias of H for a discretized process can be significant because the second order correction of the spectral density or of the DFA fluctuation function is large for these processes. The negative bias can be partly overcome by taking small values of m (for the LW estimator) or small intervals for the fit of the rootmean-square fluctuations (for the DFA). However, in both cases the variance of the estimators become large and thus the estimator is not significantly reliable.
In short samples, the LW estimator with m = [n 0.8 ] and the DFA estimator with q = 1 give similar results for H = 0.7, while the former is slightly less biased than the latter for H = 0.85. In large samples, instead, the DFA estimator with q = 1 is less biased than the LW estimator with m = [n ] performs better (in terms of both variance and bias) than the DFA estimator with q = 0.25, both in small and in large samples, and for all values of H. However, it is worth noticing that number of points used in the DFA regression 7 is much smaller than the number of points used for the LW minimization. Therefore, it is not surprising that the variance of the LW estimate is systematically lower than that of the DFA estimate.
7 In our numerical studies, as in the original code of Peng et al. (1994) , the x-coordinates of the DFA regression are arranged in a geometric series such that the ratio between consecutive box sizes is approximately 2 1/8 . Despite the fact that we have presented results only for the fGn and fARIMA(0, d, 0) processes, we have also run extensive Monte Carlo simulations for stationary causal fARIMA(1, d, 0) and stationary invertible fARIMA (0, d, 1) . The results are similar to those obtained for fGn and fARIMA(0, d, 0), with a statistically significant underestimation of the Hurst exponent for the sign process and for coarse discretizations, both for the LW estimation and for the DFA method. For the sake of brevity, we do not report these results here, but they are available from the authors by request. However, it is worth noticing that for fARIMA (1, d, 0) and fARIMA(0, d, 1) the size of the underestimation depends on the high frequency behavior of the spectral density of the original process. For example, the LW estimator is less negatively biased if the coefficient of the characteristic polynomial 8 is negative, while it is more negatively biased if the coefficient of the characteristic polynomial is positive. This is because the relative second-order term of the spectral density of fARIMA(1, d, 0) and fARIMA(0, d, 1) has the same sign as the coefficient of the characteristic polynomial. Since the high frequency bias of the LW estimator is negatively proportional to the coefficient of the relative second-order term of the spectral density (see (52) in Appendix C and discussion in Section 4.1.1, or also Theorem 2 of DGH), the high frequency bias and the coefficient of the characteristic polynomial have opposite signs. When we consider the discretized (or the sign) process, the effect of the second-order term of the original spectral density combines with the effect of the discretization, which generates a negative bias. Therefore, if the coefficient of the characteristic polynomial is negative the two effects have opposite signs and the total absolute bias on the estimate of the Hurst exponent is smaller. On the other hand, if the coefficient is positive the two effects have the same sign and the total absolute bias on the estimate of the Hurst exponent is larger. The extent of the effect of the AR and MA parts depends on the absolute value of the coefficient of the characteristic polynomial, the memory parameter d = H-0.5, and the bandwidth m. For example, our numerical simulations Table 4 Estimation of the Hurst exponent of a fGn with H = 0.85 and its discretization with the sign function and with χ = 0.1, 0.25, and 0.5. The time series has length 2 10 (top) and 2 14 (bottom). show that for a fARIMA(1, d = 0.2, 0) with coefficient ψ = -0.3 the negative bias is severe only for coarse discretizations and for the sign process. Moreover, the bias is always smaller in absolute value than the one for a fARIMA ( ], but the standard error is smaller. On the contrary, if ψ = 0.3, the negative bias is severe for all discretizations and sample sizes, and always larger in absolute value than the one for a fARIMA(0, d = 0.2, 0), for any given m. E.g., the extent of the bias when m = [n 0.5 ] is similar to that obtained for a fARIMA(0, d = 0.2, 0) with m between [n 0.7 ] and [n 0.8 ], but the standard error is much larger. Very similar results are obtained for fARIMA (0, d, 1) . The size of the effect of the AR and MA parts increases with the absolute value of the coefficient of the characteristic polynomial and the bandwidth m, while it decreases with d.
Discussion and concluding remarks
Relation to the measurement error literature
As mentioned in the introduction, round-off error can be considered a form of measurement error, even if the type of measurement error typically considered in the literature is different, being modeled as a white noise uncorrelated with the latent process. On the other hand, the round-off error is a deterministic function of the latent process itself, and it is neither uncorrelated with the latent process nor a white noise.
Recently, in the context of short memory processes, Hansen and Lunde (2010) have studied the effect of sampling errors on the dynamic properties of an underlying ARMA(p, q) time series. They have proved that the estimates of both the persistence parameter and the autocorrelation function are negatively biased by the measurement error. Our paper contributes in this direction for the case of long memory processes subject to round-off errors. In fact, we are able to compute exactly the asymptotic scaling factor between the autocorrelation function of the realized process and that of the latent process. This scaling factor is a function only of the adimensional parameter χ, which in turn depends on the grid size (δ) and the variance of the underlying series (D). In most cases of interest the researcher knows the level of discretization. In principle, if the researcher knew also the variance of the underlying process, then she could estimate the autocorrelation function of the latent variable exactly for large lags. The same holds true for the spectral density at small frequencies and the DFA function for large box sizes. In general, however, the variance of the underlying process is not known ex ante, and the researcher needs to make inference on it. Even if the problem of the inference on χ (or D) is outside the scope of this paper, it is worth mentioning that by considering the fraction q 0 of points of the discretized process with value zero it is possible to infer the value of the variance of the underlying process. In fact, we showed that 0 [ / 2 2 ] q erf D = δ and therefore the knowledge of the grid size δ and the measurement of q 0 allow to infer D. Finally, note that other methods could be used to estimate D, such as, for example, by comparing the autocovariance of the discretized process with two different values of χ.
In the context of long memory processes, Hurvich, Moulines, and Soulier (2005) considered a process that can be decomposed into the sum of a long memory signal (possibly non-stationary) and a white noise, possibly contemporaneously correlated with the signal. They proved that the observed series has the same Hurst exponent as the underlying signal, and from numerical simulations observed that standard estimators of the Hurst exponent, such as the GPH estimator, suffer from a negative bias. Hurvich, Moulines, and Soulier (2005) proposed a corrected local Whittle estimator, which is unbiased, but has larger asymptotic standard errors. Recently, Rossi and Santucci de Magistris (2011) analyzed the effect of measurement errors on the estimation of the Hurst exponent. Specifically, they studied the effect of measurement errors on the estimation of the dynamic properties of the realized variance, as an ex-post estimator of the integrated variance. Rossi and Santucci de Magistris (2011) find that discrete frequency sampling and market microstructure noise induce a finite-sample bias in the fractionally integration semiparametric estimates. Based on Hurvich, Moulines, and Soulier (2005) they propose an unbiased local Whittle estimator (with larger asymptotic standard errors) that accounts for the presence of the measurement error. However, the corrected Whittle estimator proposed by Hurvich, Moulines, and Soulier (2005) and Rossi and Santucci de Magistris (2011) does not apply to the round-off error, because the round-off error does not satisfy the standard assumptions on the measurement error. More recently, in a working paper, Corsi and Renò (2011) proposed an indirect inference approach to estimate the long memory parameter of a latent integrated volatility series.
Our paper contributes to this literature by providing the second order term of the spectral density and of the root-mean-square fluctuation function for the discretized process. A possible extension is to identify analytically and numerically the asymptotic region over which the bias on the long memory estimates due to these second order corrections becomes negligible. From Corollary 4 we know the order in probability of the bias of the LW estimator, which can help identifying a suitable bandwidth m for the minimization of the Whittle likelihood function (23) in terms of bias reduction. Similarly, one could use our results on the second order correction to the root-mean-square fluctuation to estimate a suitable threshold q for the DFA regression (see Section 4.2) in terms of bias reduction. This is outside the scope of the present paper and is left as future work.
Concluding remarks
We have presented an extensive analytical and numerical investigation of the properties of a continuously valued long memory process subject to round-off error. We have shown that the discretized process is also long memory with the same Hurst exponent as the latent process. We have explicitly computed the leading term of the asymptotic expansion of the autocovariance function for large lags, of the spectral density for small frequencies, and of the root-mean-square fluctuation for large box sizes. We have shown that the autocovariance, the spectral density and the root-mean-square fluctuation are asymptotically rescaled by a factor smaller than one, and we have computed exactly this scaling factor. More important, in all three cases we have computed the order of magnitude the second order correction. This term is important to quantify the bias of the Hurst exponent estimators based on these quantities. An in depth analysis of Hurst exponent estimators, namely the periodogram and the Detrended Fluctuation Analysis, shows that both the estimators are significantly negatively biased as a consequence of the order of magnitude of the second order corrections.
These results can be considered the starting point for several future research directions. A first extension might be the study of other estimators of the Hurst exponent in the presence of round-off error. For example, a promising candidate could be the recently introduced detrended moving average analysis [see Alessio et al. (2002) , Arianos and Carbone (2007) and Shao et al. (2012) ] and its multifractal version [see Gu and Zhou (2010) and Jiang and Zhou (2011)] . A second interesting question is whether the strong negative bias in the estimation of the Hurst exponent observed for the discretization transformation is also observed for other types of (non-linear) transformation of the Gaussian process. Since one often obtains non-Gaussian long memory processes by transforming a fGn or a fARIMA process (Dittman and Granger 2002) , the question of the bias of the estimator of the Hurst exponent is of great interest. A third extension is to study the effect of round-off error on non-stationary processes. The discretization of a non-stationary process is, for example, a more realistic description of the effect of tick size on the price process, and therefore it will have more direct applications to the microstructure literature. The discretization of the price process induces round-off errors in the observed returns, and therefore also in the realized volatility. From a financial econometrics perspective, it would be interesting to consider also processes with stochastic volatility, i.e., processes where the increments of the process are uncorrelated, but the volatility is significantly correlated or is a long memory process. A very small scale example of this type of analysis has been performed in La Spada, Farmer, and Lillo (2011) , where discretization of simulated price processes with volatility described by an ARCH process has been considered, finding qualitative results similar to those presented in this paper. Finally, an interesting topic for further research is the extension of our results to continuous time process, and then the study of the combined effect of round-off error and discrete time sampling. We believe that these extensions are potentially of interest in the literature on realized volatility measures, such as the realized variance, that are imperfect estimates of actual volatility.
Since most natural and socio-economic time series are observed on a grid of values, i.e., the measured process is naturally discretized, we believe that our results are potentially of interest in many contexts. The severe bias of the long memory property of a discretized process should warn the scholars investigating processes on the underestimation of the Hurst exponent due to the non-linear transformation induced by round-off errors.
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Appendix A: Distributional properties
In this appendix we consider the distributional properties of the discretization of a generic stationary Gaussian process.
From (5) the m-th moment of the discretized process can be written as
Since X is Gaussian distributed, the variance D d of the discretized process can be calculated explicitly. From the above expression with m = 2 we obtain 2 2 1 2 1 2 2 2 2 2
Left panel of Figure 1 shows the ratio D d /D as a function of the scaling parameter χ. It is worth noting that this ratio is not monotonic. For small χ the ratio goes to zero because δ is very large relatively to D and essentially all the probability mass falls in the bin centered at zero. In this regime the variance ratio goes to zero as
When χ > > 1 the ratio tends to one because the effect of discretization becomes irrelevant. In this regime
Analogously it is possible to calculate the kurtosis κ =
Appendix B: Proofs for Section 3
Proof of Proposition 1. The discretized process, X d (t), is a non-linear transformation of the underlying realvalued process, X(t). Let us denote the discretization transformation with g(‧), so that X d (t) = g(X(t)). From (10) we know that
where ρ is the autocorrelation function of the underlying continuous process, and g j are defined as in (11).
Since the function g(x) is an odd function, g j = 0 for j even, while all the odd coefficients are non-vanishing. Therefore, the discretization function has Hermite rank 1 and can be written as an infinite sum of Hermite (odd) polynomials. The generic g j coefficient is
The first Hermite polynomial is H 1 (x) = x and the coefficient g 1 is
where ϑ a (u, q) is the elliptic theta function. For large χ, 1 , g D while for small χ the coefficient g 1 goes to zero as
The second non-vanishing coefficient g 3 is given by
In principle one could calculate all the coefficients g j . Here we want to focus on the case when the correlation coefficient ρ is small (i.e., k is large), so that it suffices to consider the first two coefficients g 1 and g 3 . Therefore, from (10) we have
If we plug (1) and (36) into (38) 
the proposition follows from Theorem 3.3 (a) in Palma (2007) . □ Proof of Proposition 4. For the sake of simplicity, we consider the case of an underlying process with unit variance, namely D = 1. In order to extend the proof to non-unit variance we need simply to do the transfor-
is still slowly varying at infinity. Moreover, we consider only the case I = ∞, the case I < ∞ being trivial. This proof is divided in two parts: in the first part we prove (17) and (18) under the assumption that ∈ ; L L in the second part we prove (19) under the additional Assumption 1. First part From Proposition 2 and Theorem 2.1 in Beran (1994) we know that the spectral density
b k and the series converges absolutely. Then, from Herglotz's theorem and (10) we can write
, the first two terms on the RHS converge to a constant, while the third term diverges. Since (1 (1))
Therefore, 
,
where the term O(1) comes from substituting
Then, we introduce the following representation of a trigonometric series 
where ζ(‧) is the analytic continuation of the Riemann zeta function over the complex plane and H s is the sth harmonic number. Finally, we plug (41) or (42) into (40), and then we apply (40) into (39). By substituting (36) for 2 1 g and after some algebraic manipulation we get the result.
Second part Under Assumption 1 (i) the series
bk converges absolutely ∀k ≥ 1. Therefore, by Mertens' theorem, 9 for any j ≥ 0 we can write 
Then, using (60) and Proposition 5 we can write Putting together these two terms we have 
