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Abstract
Motivated by the study of non-abelian Chern Simons vortices of non-topological type
in Gauge Field Theory, see e.g. [33, 34],[26], we analyse the solvability of the following
(normalised) Liouville-type system in presence of singular sources:
(1)τ


−∆u1 = eu1 − τeu2 − 4Nπ δ0,
−∆u2 = eu2 − τeu1 ,
β1 =
1
2pi
∫
R2
eu1 and β2 =
1
2pi
∫
R2
eu2 ,
with τ > 0 and N > 0.
We identify necessary and sufficient conditions on the parameter τ and the ”flux” pair:
(β1, β2), which ensure the radial solvability of (1)τ .
Since for τ = 1
2
, problem (1)τ reduces to the (integrable) 2 X 2 Toda system, in particular
we recover the existence result of [50] and [41], concerning this case.
Our method relies on a blow-up analysis for solutions of (1)τ , which (even in the radial
setting) takes new turns compared to the single equation case.
We mention that our approach permits to handle also the non-symmetric case, where in
each of the two equations in (1)τ , the parameter τ is replaced by two different parameters
τ1 > 0 and τ2 > 0 respectively, and when also the second equation in (1)τ includes a
Dirac measure supported at the origin.
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1 Introduction
In recent years there has been a growing interest towards the understanding of non-abelian
vortex configurations supported by Chern-Simons Gauge Field Theories, also in view of their
connection to the delicate issue of ”monopole confinement”. See [33, 34] and references
therein.
In this context, a successful way to detect vortices is to identify the BPS-sector of the theory,
since in such regime vortex configurations simply correspond to (static) solutions of the
so called self-dual equations of Bogomolnyi type, and saturate the minimal energy allowed
by the system. For this reason, it has been useful to invoke ”duality” and formulate the
theory within the general framework of N = 2 Supersymmetric (SUSY) Field Theory, in this
direction see for example: [27, 28, 31, 33, 34, 55, 60] for more details .
We observe that, when the Chern-Simons Lagrangian is taken into account then the theory
can attain self-duality only with the help of a six-order scalar potential field, see [26, 67, 71],
in place of the more familiar quadratic (double-well) potential of the Maxwell-Higgs model,
see [40]. As a consequence, the system acquires additional vacua states, in the sense that
now, the unbroken vacuum must coexist together with broken and partially broken vacua
states. In turn, this feature give rise to new classes of self-dual vortices, each supported
(asymptotically) by different vacua states.
On the other hand, in the non-abelian setting, it is quite difficult to handle self-dual vortices
with mathematical rigour, since even the reduced first order self-dual equations present serious
analytical difficulties yet to be overcome. Nonetheless, it is possible to focus on special classes
of vortices satisfying some useful and physically consistent ansatz, which permit to formulate
the self-dual Chern-Simons vortex equations into a form suitable for the approach in [40] to
apply. In this way, one is lead to the so called ”Master equations”, which govern such class
of vortex configurations, and take the form of planar elliptic systems involving exponential
nonlinearities and involve Dirac measures supported at the vortex points, see for example
[56, 36, 35, 15, 68, 71, 26].
By means of the Master equations and their variational structure, it is possible to construct
planar topological vortices (asymptotically gauge equivalent to the unbroken vacuum) by a
minimisation procedure, see [71, 35, 15]. Similarly, after the variational approach introduced
in [7, 66] for the abelian case, it is possible to use variational methods also to establish multi-
ple periodic non-abelian Chern-Simons vortices for various theories, see e.g. [56, 36, 35, 15].
On the contrary, the study of planar non-topological vortices, asymptotically gauge equivalent
to the broken vacuum, still remains unsatisfactory, in spite of the rather complete description
available for the abelian case, see [60, 11, 8, 22]. Indeed, even when all the vortex points
are superimposed, say at the origin, and one seeks radially symmetric vortices (about the
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origin), the corresponding radial differential vortex problem turns out to be quite involved.
In this direction, we mention the contributions in [37], [38], [23] and [18] which provide useful
general information about the nature of entire radial vortex solutions, and reveals their rich
structure compared with the abelian situation.
On the basis of such results and as a way to progress further towards the understanding of
non-topological vortices, here we propose to adopt the ”perturbation” strategy introduced
by Chae-Imanuvilov in [8] for the abelian case, see also [9, 10] for non-abelian settings.
Actually, to carry out such ”perturbation” approach, the first important step is to provide
rather accurate informations about the solvability of Liouville - systems involving Dirac mea-
sures, which occur as ”‘limiting”’ problems in the perturbation argument.
Interestingly, the relevance of such class of Liouville systems has emerged already in several
other contexts, see [13, 44, 45, 46, 47, 21, 43] and references therein. Their study has concerned
mainly the so called ”cooperative” case, where all the entries of the coupling matrix are
assumed positive, and we refer to [12, 13, 21, 63, 64, 70, 52, 53, 54, 58, 59], for rather
complete results about this situation.
However, for the non-abelian models considered here, the corresponding Liouville systems are
of ”competitive” - type, and their solvability is far from understood, except for the very special
case of the integrable Toda system. We recall that, the (m x m)-Toda system is characterised
by its coupling matrix being the Cartan matrix of the (gauge) group SU(m + 1), and it
describes vortices for a relativistic Chern-Simons model, see [26].
Lin-Wei-Ye in [50] have identified all the (conformal) invariances enjoyed by the ”singular”
Toda system, and used them to obtain a full description of the corresponding solution set and
of their linearised problem. The classification result in [50] was motivated and inspired by
the analogous classification result obtained by Jost-Wang [43] for the ”regular” Toda system,
where the Dirac measures were neglected.
Also note that for m = 1 (corresponding to the abelian case discussed in [8]), the result in
[50] just reduces to the well known classification result for solutions of ”singular” Liouville
equations obtained in [57] (see also [16, 17]), and corresponding linearised problem discussed
in [24].
The complete analysis provided by in [50] for the singular Toda system has allowed Ao-Lin-
Wei in [1, 2] to pursue the ”‘perturbation” approach of [8], and construct non-topological
vortices for the Chern-Simons model proposed by Dunne in [26], with any gauge group of
rank 2.
The main purpose of this paper is to analyse the solvability of (not necessarily integrable)
planar ”‘singular”’ Liouville systems, as they occur in various Chern-Simons vortex problems,
see e.g. [33, 34, 55], or in other physical context decribed for example in [44, 45, 46, 47], and
which include the Toda system as a particular case.
3
In our situation, the systems enjoys only a scale invariance property, and so the admissible
”flux-pair” corresponding to a solution is no longer a fixed value (as in the conformal /
integrable case) but now it describes a curve, which we will be able to describe completely in
the radially symmetric case.
More precisely, we provide necessary and sufficient conditions for the radial solvability of a
general singular 2 X 2 Liouville system of Toda type, in terms of the ”flux pair” of a solution
(given by certain integral values), which relates to the total energy carried by the correspond-
ing vortex, see Theorem 4.12 for the precise statement. In certain cases, our results are sharp
also when the radial assumption is dropped, see Corollary 4.14 .
In certain sense, our analysis should be considered the continuation of that in [59] (see also
[58]) of ”cooperative” systems.
To simplify notation and to better clarify the arguments involved, we shall work mainly in
the symmetric case, although it will be clear by our discussion how to modify the given
arguments in order to treat non-symmetric systems as well. We mention also that, [29], [20]
and [32] contain some particular cases of our result.
A central aspect of our proof is to provide an accurate blow up analysis for solutions of
problem (1)τ , which relies in a crucial way upon the radial symmetric assumption. In fact, to
obtain a similar blow-up description for general (non-radial) solutions would be much harder
to attain, as we can see already for the integrable Toda system analysed first in [42] and more
recently in [51] (see also references therein), or for a degenerate system given by a Cosmic
Strings equation discussed in [69].
In the next section, we provide the necessary preliminaries and the precise statements of our
results.
2 Preliminaries and Statement of the Main Results
Motivated by the delicate issue of ”‘quark confinement”’, Gudnason in [33, 34] introduced
a non-abelian Chern-Simons model formulated within a N = 2 Supersymmetric (SUSY)
Field Theory, with a general gauge group of the type: G = U(1) × G′ allowing solutions
with orientational modes. For the model in [33, 34], the author identifies the BPS-sector
of the theory and the corresponding self-dual equations. In particular, when G′ = SO(2)
or G′ = USp(2), Gudnason in [33, 34] introduced some meaningful physical ansatz on the
structure of the vortex solutions, by which (as in [40]) the corresponding self-dual equations
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reduced to the following set of Master’s equations:
∆u = α
2(eu+v + eu−v − ξ)(eu+v + eu−v) + αβ(eu+v − eu−v)2 + 4π∑n1j=1 δq1,j
∆v = αβ(eu+v + eu−v − ξ)(eu+v − eu−v) + β2(e2(u+v) − e2(u−v))2 + 4π∑n2j=1 δq2,j
(2.1)
with α = pik1 and β =
pi
k2
and where k1 and k2 are respectively the coupling constants of the
U(1) and the G′ part of the gauge field; moreover ξ > 0 is known as the Fayet-Iliopoulus
parameter.
The set of points (repeated with multiplicity):
Si = {qi,j, j = 1, .., ni} i = 1, 2 (2.2)
where the Dirac measures are supported, are known as the vortex points, and they carry a
relevant physical meaning, see [33, 34]. In order to avoid singularities in the component u−v,
we need to require that,
n2 ≤ n1 and S2 ⊂ S1. (2.3)
For more details about the model and the derivation of (2.1) we refer to [33, 34] and [35].
Next, we observe that we can express (2.1), in a form more familiar within the context of
self-dual non-abelian Chern-Simons vortices, see [26, 68, 71].
To this purpose, we let,
λ =
(
ξ
α
2
)2
and k =
β
α
=
k1
k2
(2.4)
and we introduce the new unknowns:
u1 = u+ v , u2 = u− v
in terms of which, the system (2.1) takes the form:


∆u1 + λ
2
(∑2
i=2 k1,ie
ui
(
1−∑2j=2 ki,jeuj)) = 4π∑N1j=1 δp1,j
∆u2 + λ
2
(∑2
i=2 k2,ie
ui
(
1−∑2j=2 ki,jeuj)) = 4π∑N2j=1 δp2,j (2.5)
with coupling matrix K = (ki,j) given as follows:
K =
1
2
(
1 + k 1− k
1− k 1 + k
)
(2.6)
and (by recalling (2.2)):
N1 = n1 + n2 and {p1,j , j = 1, .., N1} := S1 ∪ S2,
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N2 = n1 − n2 and {p2,j , j = 1, .., N2} := S1 \ S2.
Observe that, for k = 3, the coupling matrix (2.6) coincides exactly with the Cartan matrix
of the group SU(3) given as follows:
K =
(
2 −1
−1 2
)
(2.7)
Therefore, in this case, (2.5) reduces to the well known (integrable) 2 X 2 - Toda system,
whose solutions describes SU(3)-vortices for the relativistic Chern-Simons- model proposed
by Dunne [26]. More generally, the model in [26] is formulated in terms of any general (semi-
simple) gauge group G, with λ =
(
1
2µ
)2
and µ > 0 the Chern-Simons coupling parameter,
see also [71, 68] for additional details.
In the more general framework of the N = 2−SUSY, we mention also the model proposed in
[55] concerning a non-abelian Chern-Simons theory with ”flavors” and gauge group: U(1) ×
SU(N), where a system of the type (2.5) occurs as the Master equations governing the
corresponding self-dual vortex configurations with coupling matrix:
K =
1
N
(
N − 1 + k 1− k
(N − 1)(1 − k) 1 + (N − 1)k
)
, N > 1 (2.8)
where again k = k1k2 and k1 > 0, k2 > 0 are respectively the coupling constants of the U(1)
and the SU(N) part of the gauge fields, and λ =
(
1
2k1
)2
.
Notice that, in all the given examples, and actually in other examples of physical interest,
the corresponding coupling matrix K is characterised by the following property:
ki,i > 0 and k1,1 + k1,2 = k2,1 + k2,2 = 1. (2.9)
To construct planar vortices, we seek solutions of (2.5) in R2, satisfying the following inte-
grability condition:
2∑
i=1
kl,ie
ui

1− 2∑
j=1
ki,je
uj

 ∈ L1(R2), l = 1, 2; (2.10)
which ensures that, the corresponding vortex admits finite energy , see [26, 33, 34, 55].
By keeping in mind (2.9), from (2.10) we identify the following suitable boundary conditions,
as |x| → ∞ :
topological: ui(x)→ 0 i = 1, 2, (2.11)
non-topological: ui(x)→ −∞ i = 1, 2, (2.12)
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mixed type:
u1(x)→ −∞ and u2(x)→ − log k2,2,
or
u2(x)→ −∞ and u1(x)→ − log k1,1.
(2.13)
From the physical point of view, we mention that, topological solutions give rise to vortices
asymptotically (at infinity) gauge equivalent to the unbroken vacuum state, non-topological
solutions give rise to vortices asymptotically gauge equivalent to the broken vacuum state,
and finally mixed-type solutions allow for vortices asymptotically gauge equivalent to par-
tially broken vacua, see [26], [71, 67] for details.
To further substantiate the physical pertinence of the boundary conditions specified above, we
observe that (when (2.9) holds) every solution of (2.5) satisfying either one of the boundary
conditions (2.11), (2.12) and (2.13), verifies: ui < 0 in R
2 for every i = 1, 2, consistently with
the physical applications.
Furthermore, in the case of interest here, namely:
ki,i > 0 and ki,j < 0 with i 6= j = 1, 2,
and when pi,l = 0 for every l = 1, ..., Ni and i = 1, 2, then Huang-Lin in [37, 38] have shown
that every entire radially symmetric solution of (2.5) must satisfy either one of the boundary
conditions above, and in particular the integrability condition (2.10) automatically holds in
this case.
The construction of topological solutions for (2.5) has been carried out first by Yang in [71],
and more recently in [35] and [15] for more general choices of coupling matrices including
(2.6) and (2.8) as particular cases. We also mention that the existence of multiple periodic
solutions for (2.5) was established first by Nolasco-Tarantello in [56] for the choice of coupling
matrix (2.7), and more recently in [36], [35] and [15] for more general choices including (2.6)
and (2.8) respectively.
In this paper, we focus on the construction of non-topological solutions for (2.5).
To this purpose, we recall what happens for the embedded abelian configurations, corre-
sponding to the situation where,
N = N1 = N2 and (after relabelling) p1,j = p2,j = pj, j = 1, .., N,
and
u1 = u2 = u
with u a solution of the abelian Chern-Simons vortex equation (cfr. [39, 41]) :
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∆u+ λeu(1− eu) = 4π
N∑
j=1
δpj in R
2, (2.14)
(recall (2.9)). For a detailed study of (2.14) we refer to [68].
In particular, we know that a non-topological abelian vortex will correspond to a solution u
of (2.14) satisfying: eu ∈ L1(R2). To construct such class of solutions, we let:
uε(x) = u
(x
ε
)
+ 2 log
1
ε
, ε > 0;
and observe that uε satisfies:
−∆uε = λeuε − λε2e2uε − 4π
N∑
j=1
δεpj in R
2, (2.15)
and ∫
R2
eu =
∫
R2
euε . (2.16)
Therefore, (at least formally) non-topological solutions of (2.14) can be sought as ”pertur-
bation” of solutions of the following ”limiting” problem, obtained by letting ε→ 0 in (2.15),
namely:
−∆u = λeu − 4πNδ0 in R2, (2.17)
and,
eu ∈ L1(R2). (2.18)
Solutions of (2.17), (2.18) are explicitly known (see (2.29) below, and [57], [16, 17]), and
they were used by Chae-Imanuvilov in [8] together with suitable ”perturbation” techniques
to obtain a family of non-topological solutions for (2.14), we refer to [8] and [67] fo details.
Actually, the subsequent analysis in [11] and [22] has provided a rather complete description
about the whole set of non-topological solutions for the single equation (2.14).
Unfortunately, the analysis of non-topological solutions for the non-abelian vortex system
(2.5) is far from complete, in spite of the results in [1, 2, 37, 38, 23].
For example, one we can perform a similar scaling for a solution (u1, u2) of (2.5) as follows:
u1,ε(x) = u1
( x
λε
)
+ 2 log
1
ε
, u2,ε(x) = u2
( x
λε
)
+ 2 log
1
ε
(2.19)
and realise that, in order to pursue a ”‘perturbation”’ approach similar to [8], it is important
to understand the complete solvability of the following singular Liouville system:
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

−∆u1 = k1,1eu1 + k1,2eu2 − 4πN1δ0
−∆u2 = k2,1eu1 + k2,2eu2 − 4πN2δ0
eu1 , eu2 ∈ L1(R2)
(2.20)
which ”formally” we derive by letting ε→ 0 in the system satisfied by (u1,ε, u2,ε).
The analysis of (2.20) is interesting in its own, since similar Liouville systems (in absence
of Dirac sources, i.e. N1 = N2 = 0) have emerged in other contexts, such for example
in statistical mechanics, see [44, 45, 46, 47] and [12, 13], population dynamics and plasma
physics, see [21, 63, 64] and references therein.
More precisely, concerning (2.20), we address the question of identifying the pairs: (β1, β2)
for which problem (2.20) admits a solution satisfying:
β1 =
1
2π
∫
R2
eu1 dx, β2 =
1
2π
∫
R2
eu2 dx. (2.21)
This is a natural question to investigate also from the physical point of view, since the values
β1 and β2 indicate the energy level of the corresponding vortex configuration.
We also notice that, in the context of radial solutions, problem (2.20), (2.21) can be turned
conveniently into a more standard boundary value problem.
Actually, in the radial setting, we have a complete answer about the question of solvability
for the so called cooperative systems, even for general m×m− systems, where the coupling
matrix is assumed to satisfy the following:
K = (ki,j)i,j=1,..,m is symmetric, irreducible with non-negative entries. (2.22)
Solutions of cooperative systems in absence of Dirac measures are always radially symmetric,
see [21], and they have been investigated in [12, 13, 21, 52, 53, 63, 64, 70, 42, 43], also in
connection with sharp versions for systems of the Moser-Trudinger inequality, see [70], [42],
or via duality, by invoking sharp versions of the log −HLS inequality for the Free Energy,
(see [21, 63, 64]).
More recently, those results have been extended by Poliakovsky-Tarantello in [58, 59], to
describe the sharp radial solvability for ”singular” Liouville systems including the Dirac mea-
sures and with coupling matrix K satisfying (2.22).
It should be noticed that in this case, non-radial solutions do occur, as exhibited in [58]. Fur-
thermore, [58, 59] cover also the degenerate case, (unlike [21] and [52, 53]) which includes a
class of Liouville-type equations arising (as a degenerate 2x2-system) in the study of self-dual
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Cosmic Strings, see [58, 59] and [69] for details.
For problem (2.20), (2.21) the results [58, 59] can be summarised as follows:
Theorem 2.1 ([12, 13, 21, 59]). Assume that,
ki,j = kj,i 6= 0, for i 6= j ∈ {1, 2}, (2.23)
and let Ni > −1, i = 1, 2. Then the following conditions:
k1,1β
2
1 + k2,2β
2
2 + 2k1,2β1β2 − 4(N1 + 1)β1 − 4(N2 + 1)β2 = 0 (2.24)
k1,2
|k1,2| (ki,iβi − 4(Ni + 1)) < 0, i = 1, 2 (2.25)
are necessary for the existence of a radial solution to (2.20), (2.21).
Furthermore, if (Cooperative Systems)
ki,i ≥ 0 , ki,j = kj,i > 0, i 6= j ∈ {1, 2} (2.26)
then (2.24), (2.25) are also sufficient for the radial solvability of (2.20), (2.21).
In addition, if −1 < N ≤ 0 then every solution of (2.20), (2.21) is indeed radially symmetric.
Remark 2.2. Observe that, the case k1,2 = k2,1 = 0 is not interesting, as (2.20) decouples
into two singular Liouville equations of the type (2.17), and it is solvable if and only if
ki,iβi = 4(Ni + 1), i = 1, 2.
The conditions: (2.24)-(2.25) rely in a crucial way on the scale invariance of problem (2.20),
(2.21) under the following transformation:
ui,λ(x) = ui(λx) + 2 log λ, i = 1, 2 and λ > 0; (2.27)
in the sense that,
(u1, u2) satisfies (2.20), (2.21)⇐⇒ (u1,λ, u2,λ) satisfies (2.20), (2.21); ∀ λ > 0.
The following uniqueness result holds:
Theorem 2.3 ([52, 59]). Assume (2.26), then for every (β1, β2) satisfying (2.24), (2.25)
there correspond a unique radial solution of (2.20), (2.21) modulo the transformation (2.27).
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The above uniqueness result is based upon a non-degeneracy property for the linearised prob-
lem around a given radial solution, in the sense that (in the radial framework) it admits as
only degeneracies those originated by the scale invariance (2.27); we refer to [52, 59] for
details. This fact extends what we know to happen for the decoupled system (2.20), with
k1,2 = k2,1 = 0.
Clearly, Theorem 2.1 and Theorem 2.3 apply to Gudnason’ s model (with coupling matrix
(2.6) and gauge group G = U(1) × G′), when the strength k2 of the G′-component of the
gauge field overpowers the strength k1 of the U(1)-component, that is: k =
k1
k2
< 1. So, on
the basis of the uniqueness (and non-degeneracy) property of radial solutions given by The-
orem 2.3, in this case it should be possible to use bifurcation techniques in order to obtain
non-topological (radial) solutions for the whole system (2.5).
As already observed, in case N1 > 0 or N2 > 0, then we no longer expect every solution
of (2.20), (2.21) to be radially symmetric. Such a symmetry breaking phenomenon already
occurs for the single Liouville equation (2.17)-(2.18), where every solution u must satisfy:∫
R2
eu dx = 4(N + 1), (2.28)
and (in complex notation) takes the following form:
u(z) = log
[
8(N + 1)2µ|z|2N
λ(1 + µ|zN+1 + b|2)2
]
(2.29)
with µ > 0 and b ∈ C satisfying: b 6= 0 if and only if N ∈ N (see [57]). In particular, we see
that only for N /∈ N, all solutions to (2.17)-(2.18) are radially symmetric.
On the other hand, it seems reasonable to expect that (2.24), (2.25) still provide sharp nec-
essary and sufficient conditions for the solvability of (2.20), (2.21), also beyond the radial
situation. However, while the Pohozaev-type identity (2.24) remains valid for non-radial solu-
tions of (2.20)-(2.21), as it relies only upon the scaling invariance (2.27) and the asymptotic
behaviour of solutions at infinity (see Proposition 2.4 below), it is less obvious to verify
whether the condition (2.25) holds also for non-radial solutions.
More precisely, by letting:
β∞i = ki,iβi + ki,jβj , i 6= j ∈ {1, 2} (2.30)
the following holds:
Proposition 2.4. Let ui ∈ L1loc(R2), i = 1, 2, and suppose that (u1, u2) satisfies (2.20),
(2.21) (in the sense of distributions) for a given pair (β1, β2). We have:
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(i)
ui(x) = −(β∞i + 2Ni) log |x|+O(1), for |x| ≥ 1 (2.31)
r∂rui(x)→ −(β∞i + 2Ni), ∂θui(x)→ 0 as r = |x| → +∞ (2.32)
with β∞i given in (2.30), i = 1, 2; and (r, θ) the polar coordinates in R
2.
In particular, there holds:
β∞i = ki,iβi + ki,jβj > 2(Ni + 1), ∀i 6= j ∈ {1, 2}. (2.33)
(ii) If K = (ki,j)i,j=1,2 satisfies:
k1,2 · k2,1 ≥ 0, (2.34)
then the pair (β1, β2) verifies the following identity:
k1,1|k2,1|β21 + k2,2|k1,2|β22 +2k1,2|k2,1|β1β2− 4(N1+1)|k2,1|β1− 4(N2+1)|k1,2|β2 = 0. (2.35)
Clearly (2.35) reduces to (2.24) when K is symmetric, and in fact in such case, Proposition
2.4 is essentially established in [12, 13, 21]. For completeness we shall indicate its proof in
the following section.
Furthermore, if one of the off diagonal entries of K vanishes, (so that (2.34) holds with equal
sign), then (2.35) simply gives back what we already know about the single Liouville equation
(2.17). Actually in this case, one is left to analyse a single planar equation, which can be
casted as a weighted Liouville equation and in this way it can be handled as in [49], [58], [25].
So the true interesting case to investigate occurs when k1,2 · k2,1 > 0.
Remark 2.5. Condition (2.33) does not appear for the cooperative system (2.26), since in
this case it is a consequence of (2.24) and (2.25). Indeed if by contradiction we assume for
example that,
k1,1β1 + k1,2β2 ≤ 2(N1 + 1),
then 2k1,1β
2
1 + 2k1,2β1β2 ≤ 4(N1 + 1)β1 and from (2.24) we see that necessarily k2,2β2 ≥
4(N2 + 1), in contradiction with (2.25).
The main focus of this paper is to investigate the solvability of (2.20)-(2.21) in the more
delicate ”competitive” situation, where we assume:
ki,i > 0 and ki,j < 0 for i 6= j ∈ {1, 2} (2.36)
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as it occurs for (2.6) when k = k1k2 > 1.
In particular (2.36) covers the 2 X 2 -Toda system (2.7), which is the only situation where,
so far, we can describe the whole solution set of (2.20). Indeed, it has been shown in [50],
that in this case the system gains full conformal invariance and, in analogy with the single
Liouville equation (2.17), (cfr. [57]), it is possible to identify explicitly the corresponding
solutions. In particular, we may conclude the following about the values β1 and β2 in (2.21):
(2.20)− (2.21)with K in (2.7) is solvable if and only if β1 = β2 = 2(N1 +N2 + 2). (2.37)
We refer to [43] and [50] for a detailed description of the Toda system and its relevant con-
served quantities.
Under the assumption (2.36), the necessary condition (2.33) plays a central role towards the
solvability of (2.20)-(2.21) and it implies the following:
Corollary 2.6. If ki,j ≤ 0 for i 6= j ∈ {1, 2}, then
ki,i > 0, i ∈ {1, 2} and det (K) > 0, (2.38)
are necessary conditions for the solvability of (2.20), (2.21). In particular in the symmetric
case, the solvability of (2.20), (2.21) requires that K is strictly positive definite.
From (2.38), we see in particular that (2.36) and (2.26) are truly complementary and fully
account for (2.23).
In order to proceed further, we observe that under the assumption (2.35) we can make an
useful normalisation, simply by setting:
ui(x) = vi(x) + 2Ni log |x| − log ki,i, i = 1, 2; (2.39)
and in terms of the new unknowns (v1, v2), we obtain the following problem:

−∆v1 = |x|2N1ev1 − τ1|x|2N2ev2
−∆v2 = |x|2N2ev2 − τ2|x|2N1ev1
1
2pi
∫
R2
|x|2Nievi = βiki,i, i = 1, 2
(2.40)
with,
τ1 = −k1,2
k2,2
> 0 and τ2 = −k2,1
k1,1
> 0. (2.41)
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Remark 2.7. For the coupling matrix given in (2.6), problem (2.40) occurs with,
τ1 = τ2 =
k − 1
k + 1
> 0, for k > 1. (2.42)
In particular, the singular Toda system (where k = 3) leads to (2.40) with,
τ1 = τ2 =
1
2
and
1
2π
∫
R2
|x|2N1ev1 = 1
2π
∫
R2
|x|2N2ev2 = 4(N1 +N2 + 2), (2.43)
see (2.37) and (2.40).
To simplify notations and to minimise technicalities, in this paper we shall focus on the study
of (2.40) in the symmetric case, where we assume:
τ1 = τ2 := τ > 0, (2.44)
and we shall give indications on how to deal with the non-symmetric case: τ1 6= τ2 and
τ1τ2 > 0, which will be discussed in details in a forthcoming paper.
For the original system (2.20), the validity of (2.44) amounts to assume the following stronger
version of (2.35):
ki,i > 0 and
ki,j
kj,j
=
kj,i
ki,i
for i 6= j ∈ {1, 2}. (2.45)
We mention that, a system of the type (2.20) for which (2.45) holds, is referred to as a
collaborating system, see [63, 64].
Since our original motivation was to analyse Gudnason’ s model, w.l.o.g. we can further
assume N1 ≥ N2; and again to reduce useless technicalities, we shall specify the following:
N1 = N > 0 and N2 = 0 (2.46)
Therefore, from now on we shall focus on the solvability of the following problem:
(P )τ


−∆v1 = |x|2Nev1 − τev2
−∆v2 = ev2 − τ |x|2Nev1
β1 =
1
2pi
∫
R2
|x|2Nev1 , β2 = 12pi
∫
R2
ev2 ,
with τ > 0 and N > 0.
According to the discussion above, already we may claim the following about the solvability
of (P )τ :
Corollary 2.8. If τ > 0 and βi > 0, i = 1, 2, then the following conditions are necessary for
the solvability of (P )τ :
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τ ∈ (0, 1) (2.47)
β21 + β
2
2 − 2τβ1β2 − 4(N + 1)β1 − 4β2 = 0, (2.48)
β1 − τβ2 > 2(N + 1) and β2 − τβ1 > 2. (2.49)
In addition the condition:
β1 > 4(N + 1) and β2 > 4, (2.50)
is necessary for the existence of a radial solution.
In contrast to the case where τ < 0 (see part b) of Theorem 2.1), we do not expect in general
that conditions (2.47)-(2.49) (and (2.50)) are also sufficient for the (radial) solvability of (P )τ .
Indeed, it suffices to recall what happens for the Toda system, where by (2.43) and (2.46) we
have:
if τ =
1
2
then β1 = β2 = 4(N + 2), (2.51)
and we see clearly that (2.51) is a much more stringent condition than (2.47)-(2.50).
On the other hand, by virtue of part a) in Theorem 2.1, which applies to (P )τ , and by keeping
in mind part b) (which applies to (P )τ only when τ < 0), by way of continuity, we expect
that (2.48) and (2.50) should still provide necessary and sufficient conditions for the radial
solvability of (P )τ , when τ > 0 is sufficiently small.
We establish this fact and prove the following:
Theorem 2.9. Let N > 0, then for any,
0 < τ ≤ 1
N + 1 +
√
(N + 1)2 + 4
:= τ0(N) (2.52)
conditions (2.48) and (2.50) are necessary and sufficient for the radial solvability of (P )τ .
Clearly τ0(N) <
1
2 (recall that τ =
1
2 corresponds to the Toda system) and, as we shall see, it
corresponds to the sharp value for which conditions (2.48), (2.50) imply (2.49), consistently
with Remark 2.5.
By combining Theorem 2.1 and 2.9 we can conclude the following about problem (P )τ .
Corollary 2.10. For every 0 6= τ ≤ τ0(N) the conditions (2.48) and
τ
|τ | (β1 − 4(N + 1)) < 0 ;
τ
|τ |(β2 − 4) < 0 (2.53)
are necessary and sufficient for the radial solvability of (P )τ .
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We suspect that, also the uniqueness (and non-degeneracy) result of Theorem 2.3, should
remain valid for radial solutions of (P )τ , whenever τ < τ0(N), and not only when τ ≤ 0.
Interestingly, for τ sufficiently ”close” to 1, the conditions (2.48) and (2.49) are the ones
responsible for the solvability of (P )τ .
To be more precise we consider the following polynomial, whose role will become clear in the
following,
ψ1(τ) = 2(1 − 2τ2)(1 + 2τ(N + 1))− 1
and by direct inspection we check that:
ψ1(τ) admits a unique positive zero, denoted by τ1 = τ1(N),
and τ1 ∈
(
1
2
,
1√
2
) (2.54)
Theorem 2.11. For any τ ∈ [τ1, 1), with τ1 = τ1(N) defined in (2.54), we have that the
conditions (2.48) and (2.49) are necessary and sufficient for the solvability of (P )τ .
Actually, under the assumptions of Theorem 2.11, we shall see that the conditions (2.48) and
(2.49) imply (2.50) and permit to establish the existence of a radial solution for (P )τ . Hence,
it is tempting to conjecture that (P )τ may admit only radial solutions in this case.
The case where τ ∈ (τ0, τ1) is more delicate, as it includes the Toda system (τ = 1/2), where
we know that the necessary conditions (2.48)-(2.50) are no longer sufficient for solvability,
see (2.51).
In fact, for τ ∈ (τ0, τ1) we are able to identify new necessary and sufficient conditions for the
(radial) solvability of (P )τ , which indeed reduce to (2.51) when τ = 1/2.
To this end we observe that the conditions (2.48) and (2.49) define a graph in the first
quadrant of the (β1, β2)-plane.
More precisely, for τ ∈ (0, 1), we let:
β
1
:= β
1
(τ) =
2
1− τ2
(
N + 1 + τ + τ
√
(N + 1)2 + 2τ(N + 1) + 1
)
β1 := β1(τ) =
2
1− τ2
(
N + 1 + τ +
√
(N + 1)2 + 2τ(N + 1) + 1
)
> 4(N + 1)
(2.55)
so that, β
1
(τ) < β1(τ); and similarly, we let:
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β
2
:= β
2
(τ) =
2
1− τ2
(
1 + τ(N + 1) + τ
√
(N + 1)2 + 2τ(N + 1) + 1
)
β2 := β2(τ) =
2
1− τ2
(
1 + τ(N + 1) +
√
(N + 1)2 + 2τ(N + 1) + 1
)
> 4
(2.56)
so that, β
2
(τ) < β2(τ).
We easily check that: (β1, β2) satisfies (2.48) and (2.49) if and only if,
β1 ∈ (β1, β1) and β2 = 2 + τβ1 +
√
(2 + τβ1)2 − β1(β1 − 4(N + 1)) := ϕ+1 (β1),
or equivalently:
β2 ∈ (β2, β2) and β1 = 2(N+1)+τβ2+
√
(2(N + 1) + τβ2)2 − β2(β2 − 4) := ϕ+2 (β2). (2.57)
We prove the following:
Theorem 2.12. If 12 6= τ ∈ (τ0, τ1) and we let β±i (τ), i = 1, 2, defined in (4.54) and (4.55)
below, then the following hold:
max{4(N + 1), β
1
(τ)} ≤ β−1 (τ) < β+1 (τ) ≤ β1(τ),
max{4, β
2
(τ)} ≤ β−2 (τ) < β+2 (τ) < β2(τ);
(2.58)
moreover problem (P )τ admits a radially symmetric solution if and only if the pair (β1, β2)
satisfies:
β1 ∈ (β−1 (τ), β+1 (τ)) and β2 = ϕ+1 (β1), (2.59)
or equivalently:
β2 ∈ (β−2 (τ), β+2 (τ)) and β1 = ϕ+2 (β2). (2.60)
Furthermore,
β±i (τ)→ 4(N + 2) as τ →
1
2
. (2.61)
We refer to Theorem 4.12, Theorem 4.16 and Theorem 4.22 for more detailed statements and
a better grasp about the origin of the value: β±i , i = 1, 2.
To establish the results stated above, we use a blow up analysis.
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More precisely, for every α ∈ R we let (v1(r, α), v2(r, α)) the solution of the Cauchy problem
for the radial ODE system corresponding to (P )τ with initial conditions:
v1(0, α) = α, v2(0, α) = 0, v˙1(0, α) = v˙2(0, α) = 0. (2.62)
We check that such solution is unique and globally defined for every r ≥ 0, and it satisfies
the required integrability conditions: |x|2Nev1 ∈ L1(R2) and ev2 ∈ L1(R2).
Thus by setting:
β1(α) :=
∫ +∞
0
r2N+1ev1(r) dr and β2(α) :=
∫ +∞
0
rev2(r) dr (2.63)
we can use the scale invariance (2.27), in order to see that the whole set of pairs (β1, β2) for
which (P )τ admits a radial solution is fully described by the smooth curve:
(β1(α), β2(α)), α ∈ R. (2.64)
By using blow-up techniques introduced in [6, 4, 48] in the context of Liouville-type equations,
we shall be able to identify the limit value of βi(α), as α → +∞ and α → −∞ for i = 1, 2,
and we check that indeed they yield to the (sufficient) statement about the existence of radial
solutions claimed in Theorem 2.1, Theorem 2.3 and Theorem 2.9. The ”necessary” part is
contained in Theorem 4.22
It is worth to notice that the ”limit” values of βi(α) in general do not capture the sharp bounds
for the pairs (β1, β2), and this fact has already come up for a single equation Liouville-type ,
as discussed in [49], and [25]. So our classification result gives also indication of certain non-
degeneracy properties enjoyed by radial solutions of problem (P )τ , to be further investigated.
3 Some Useful Facts
In this section, we collect some general informations about solutions of (2.20), (2.21), in
terms of the coupling matrix K and the ”flux-pair” (β1, β2), of independent interest. They
generalise some known facts concerning the symmetric non degenerate case, see [12, 13, 21].
As above, we let:
ui(x) = vi(x) + 2Ni log |x|, i = 1, 2 (3.1)
and formulate (2.20), (2.21) in terms of (v1, v2) (the regular parts of (u1, u2)), as follows:

−∆v1 = k1,1|x|2N1ev1 + k1,2|x|2N2ev2 in R2
−∆v2 = k2,1|x|2N1ev1 + k2,2|x|2N2ev2 in R2
β1 =
1
2pi
∫
R2
|x|2N1ev1 , β2 = 12pi
∫
R2
|x|2N2ev2
(3.2)
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The following holds:
Lemma 3.1. If (v1, v2) satisfies (3.2) then we have:
vi(x) = −β∞i log |x|+O(1), for |x| ≥ 1
r∂rvi(x)→ −β∞i , ∂θvi(x)→ 0 as r = |x| → +∞
(3.3)
with β∞i in (2.30), i = 1, 2; and (r, θ) polar coordinates. In particular the condition:
β∞i = ki,iβi + ki,jβj > 2(Ni + 1), ∀i 6= j ∈ {1, 2} (3.4)
is necessary for the solvability of (3.2).
Furthermore,
i) if ki,j ≤ 0 for i 6= j ∈ {1, 2} then necessarily the coupling matrix K must satisfy (2.38).
ii) If ki,j > 0 for i 6= j ∈ {1, 2} but ki,i ≤ 0 for some i ∈ {1, 2}, then necessarily detK < 0.
Proof. : By an obvious modification of the arguments provided in [16, 17], one can derive
that every solution (v1, v2) of (3.2) must satisfy: v
+
i ∈ L∞(R2), i = 1, 2. Hence, can use
such information and suitable potential estimates, as in [16, 17] or in [10], in order to deduce
(3.3). At this point, we can obtain (3.4) as an easy consequence of (3.3) and the integrability
of the function |x|2Nievi in R2, i = 1, 2.
Concerning i), we observe that if ki,j = 0 for some i 6= j ∈ {1, 2} then (2.38) follows directly
from (3.4). While if ki,j < 0, ∀i 6= j ∈ {1, 2}, then from (3.4) we see that ki,i > 0 for all
i ∈ {1, 2}. Furthermore, we can rewrite (3.4) equivalently as follows:
(k1,1k2,2 − k1,2k2,1)β1 > 2(N1 + 1)k2,2 + 2(N2 + 1)|k1,2|
(k1,1k2,2 − k1,2k2,1)β2 > 2(N2 + 1)k1,1 + 2(N1 + 1)|k2,1|. (3.5)
and (2.38) readily follows. Similarly, to deduce ii) we assume for example that k1,1 ≤ 0, then
from (3.4) we find that,
− β2(detK) = β2(k2,2|k1,1|+ k1,2k2,1) > 2(N1 + 1)k2,1 + 2(N2 + 1)|k1,1| > 0, (3.6)
and necessarily detK < 0 as claimed.
Lemma 3.2. Let K = (ki,j)i,j=1,2 satisfy:
k12 · k21 ≥ 0.
If problem (2.2) admits a solution then the pairs (β1, β2) must satisfy:
k1,1|k2,1|β21 + k2,2|k1,2|β22 + 2k1,2|k2,1|β1β2 − 4(N1 + 1)|k2,1|β1 − 4(N2 + 1)|k1,2|β2 = 0. (3.7)
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Proof. : In case k1,2 = 0 = k2,1 then the left hand side of (3.7) is identically zero and we have
nothing to prove. On the other hand, the system in this case decouples into two singular
Liouville equations, whose solvability requires ki,i > 0 for every i = 1, 2 and whose solution
set is completely described in [57].
Furthermore if k1,2 = 0 but k2,1 6= 0 (or k2,1 = 0 but k1,2 6= 0) then only the first (or second)
equation becomes a singular Liouville equation and (3.7) simply leads to the following well
known fact,
k1,1β1 − 4(N1 + 1) = 0 ( or k2,2β2 − 4(N2 + 1) = 0)
see [17, 57].
So the true interesting situation to analyse occurs when,
k1,2 · k2,1 > 0. (3.8)
Claim 1: If k1,2 = k2,1 6= 0 then (3.7) holds, or equivalently:
k1,1β
2
1 + k2,2β
2
2 + 2k1,2β1β2 − 4(N1 + 1)β1 − 4(N2 + 1)β2 = 0. (3.9)
It is clear that (3.7) and (3.9) are equivalent when k1,2 = k2,1 6= 0.
To establish (3.9) we use Pohozaev’ s trick and multiply the first equations in (3.2) by
∇v1(x) · x, and the second equation in (3.2) by ∇v2(x) · x, and integrate over the ball Br =
{x ∈ R2 : |x| < r} to obtain the following identity:
∫
∂Br
r
(
1
2
|∇vi|2 −
(
∂vi
∂ν
)2)
dσ = ki,i
∫
∂Br
r2Ni+1evidσ
− 2(Ni + 1)ki,i
∫
Br
|x|2Ni evi + ki,j
∫
Br
|x|2Nj evj∇vi(x) · x, i 6= j ∈ {1, 2}
(3.10)
where we have used the well known identity:
(∆v(x))∇v(x) · x = div(∇v(x)(x · v(x)− x |∇v|
2
2
)
and Green-Gauss theorem.
On the other hand, if we multiply the first equation in (3.2) by ∇v2(x) · x, and the second
equation in (3.2) by ∇v1(x) · x, and then we integrate over Br, we find:
−
∫
∂Br
∆vi(∇vj · x)dx = ki,i
∫
Br
|x|2Ni evi(∇vj(x) · x)dx
+ ki,j
∫
∂Br
r2Nj+1evj dσ − 2(Nj + 1)ki,j
∫
Br
|x|2Nj evj , i 6= j ∈ {1, 2}
(3.11)
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where again we have used the Green-Gauss theorem.
Since k1,2 = k2,1, from (3.10) and (3.11) we derive the following identities:
k1,2
∫
Br
(∆v1(x)∇v2(x) · x+∆v2(x)∇v1(x) · x)dx =
− k1,2k1,1
∫
Br
|x|2N1ev1(x)(∇v2(x) · x)dx− k1,2k2,2
∫
Br
|x|2N2ev2(x)(∇v1(x) · x)dx
− k21,2
∫
∂Br
r2N1+1ev1 dσ − k21,2
∫
∂Br
r2N2+1ev2 dσ
+ k21,2
(
2(N1 + 1)
∫
Br
|x|2N1ev1dx+ 2(N2 + 1)
∫
Br
|x|2N2ev2(x)dx
)
(3.12)
and
k2,2
∫
∂Br
r
(
1
2
|∇v1|2 −
(
∂v1
∂ν
)2)
dσ + k1,1
∫
∂Br
r
(
1
2
|∇v2|2 −
(
∂v2
∂ν
)2)
dσ =
− k1,1k2,2
[∫
∂Br
r2N1+1ev1 dσ +
∫
∂Br
r2N2+1ev2 dσ
−2(N1 + 1)
∫
Br
|x|2N1ev1dx− 2(N2 + 1)
∫
Br
|x|2N2ev2(x)dx
]
+ k1,2k1,1
∫
Br
|x|2N1ev1(x)(∇v2(x) · x)dx+ k1,2k2,2
∫
Br
|x|2N2ev2(x)(∇v1(x) · x)dx
(3.13)
By recalling the identity:
∆v1(x)(∇v1(x) · x) + ∆v2(x)(∇v2(x) · x) = div(x · ∇v1∇v2 − x · ∇⊥v1∇⊥v2) =
= div(x · ∇v2∇v1 − x · ∇⊥v2∇⊥v1),
(3.14)
where: ∇⊥v =
(
∂v
∂x2
,− ∂v∂x1
)
, we can turn also the right hand side of (3.12) into a boundary
integral, and by summing up (3.12) and (3.13) we arrive at the following:
k1,1
∫
∂Br
r
(
1
2
|∇v2|2 −
(
∂v2
∂ν
)2)
dσ + k2,2
∫
∂Br
r
(
1
2
|∇v1|2 −
(
∂v1
∂ν
)2)
dσ
+ k1,2
∫
∂Br
r
(
∂v1
∂ν
∂v2
∂ν
− (∇⊥v1 · ν)(∇⊥v2 · ν)
)
=
(detK)
(∫
∂Br
r2N1+1ev1 dσ +
∫
∂Br
r2N2+1ev2 dσ
)
− (detK)
(
2(N1 + 1)
∫
Br
|x|2N1ev1 + 2(N2 + 1)
∫
Br
|x|2N2ev2(x)
)
.
(3.15)
21
At this point, by taking into account the asymptotic behaviour of v1 and v2 as given in (3.3)
and (3.4), we can pass to the limit, as r →∞ in (3.15), and conclude:
k1,2β
∞
1 β
∞
2 −
1
2
k2,2(β
∞
1 )
2 − 1
2
k1,1(β
∞
2 )
2 = −(detK)(2(N1 + 1)β1) + 2(N2 + 1)β2) (3.16)
with,
β∞1 = k1,1β1 + k1,2β2 and β
∞
2 = k1,2β1 + k2,2β2, (3.17)
see (2.30). Identity (3.16) reaffirms i) and ii) of Lemma 3.1.
By inserting (3.17) into (3.16) and by carrying out straightforward calculations, we easily
arrive at (3.9), provided that: detK 6= 0.
On the other hand, by Lemma 3.1, we also know that detK 6= 0 enters as a necessary condition
for the solvability of (3.2), except in the cooperative case (2.26) whereK could be degenerate.
But for degenerate cooperative systems, the matrix K satisfies:
ki,j > 0 i, j ∈ {1, 2} and k1,1k2,2 = k21,2, (3.18)
and so necessarily,
β∞2 =
k1,2
k1,1
β∞1 and v2 =
k1,2
k1,1
v1. (3.19)
In other words, by setting:
β = β∞1 v = v1 and a =
k1,2
k1,1
, (3.20)
we see that in this case (3.2) reduces to the following single Liouville type equation:

−∆v = k1,1|x|
2N1ev + k1,2|x|2N2eav in R2
β = 12pi
∫
R2
(k1,1|x|2N1ev + k1,2|x|2N2eav)dx
(3.21)
with k1,1 > 0, k1,2 > 0 and k1,1k2,2 = k
2
1,2.
Equations of this type arise in the construction of Self-gravitating Cosmic Strings (cfr. [71]),
and have been analysed in [14, 58, 59, 69].
In particular, in this case, for i = 1 we may complete (3.10), by using (3.19) and (3.20) and
obtain that every solutions of (3.21) satisfies:
r
∫
∂Br
(
1
2
|∇v|2 −
(
∂v
∂ν
)2)
dσ = k1,1
∫
∂Br
r2N1+1ev dσ +
k1,2
a
∫
∂Br
r2N2+1eav dσ
− 2(N1 + 1)k1,1
∫
Br
|x|2N1ev − k1,2 2(N2 + 1)
a
∫
Br
|x|2N2eav .
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Therefore by passing to the limit in the above identity as r →∞, we conclude the following
identity:
β2 = 4(N1 + 1)k1,1β1 +
4(N2 + 1)
a
k1,2β2 (3.22)
with
β1 =
1
2π
∫
R2
|x|2N1ev = 1
2π
∫
R2
|x|2N1ev1 ,
β2 =
1
2π
∫
R2
|x|2N2eav = 1
2π
∫
R2
|x|2N2ev2 ,
β = k1,1β1 + k1,2β2.
(3.23)
At this point, by recalling that a =
k1,2
k2,2
and k1,1k2,2 = k
2
1,2, we easily derive (3.9) for β1 and
β2 simply by inserting (3.23) into (3.22).
Thus identity (3.9) is established in all cases, and the proof of the claim is completed.
To conclude the proof we shall see how to use (3.8) in order to reformulate the (non-
symmetric) system (3.2) into a symmetric one, for which we can use (3.9). To this purpose,
we set,
vˆ1(x) = v1(x) + log |k2,1| vˆ2(x) = v2(x) + log |k1,2|
and observe that, if (v1, v2) satisfies (3.2) then (vˆ1, vˆ2) satisfies a similar problem with the
symmetric coupling matrix:
K =
(
k11
|k21| ±1
±1 k22|k12|
)
(3.24)
and where the ± sign is chosen according to the sign of k1,2 (or equivalently k2,1). Further-
more,
βˆ1 :=
1
2π
∫
R2
|x|2N1evˆ1 = |k2,1|β1 and βˆ2 := 1
2π
∫
R2
|x|2N2evˆ2 = |k1,2|β2. (3.25)
Hence, we can apply the Claim to (βˆ1, βˆ2). Thus, by virtue of (3.24), from (3.9) we find:
k1,1
|k2,1| βˆ
2
1 +
k2,2
|k1,2| βˆ
2
2 ± βˆ1βˆ2 − 4(N1 + 1)βˆ1 − 4(N2 + 1)βˆ2 = 0, (3.26)
and so from (3.25) and (3.26), we readily derive (3.7).
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Remark 3.3. It is easy to check that, in the symmetric case, i.e. k1,2 = k2,1, the following
identity holds:
(k1,1k2,2 − k21,2)[(N1 + 1)β1 + (N2 + 1)β2)] =
[(N1 + 1)k2,2 − (N2 + 1)k1,2]β∞1 + [(N2 + 1)k1,1 − (N1 + 1)k1,2]β∞2 ,
(3.27)
and we can use it together with (3.16) to deduce the following equivalent formulation of (3.9)
expressed in terms of β∞i , i = 1, 2:
k2,2(β
∞
1 )
2 + k1,1(β
∞
2 )
2 − 2k1,2β∞1 β∞2 − 4[(N1 + 1)k2,2 − (N2 + 1)k1,2]β∞1
− 4[(N2 + 1)k1,1 − (N1 + 1)k1,2]β∞2 = 0,
(3.28)
which has the advantage to holds even for a degenerate coupling matrix K.
Arguing as above, one can derive a similar identity for the non-symmetric case, provided that
k1,2 · k2,1 > 0, we omit the details.
Clearly, Lemma 3.1 and 3.2 imply Proposition 2.4 and Corollary 2.6 as stated in the previous
section.
Next, we turn to analyse the radial solvability of (3.2). To this purpose, we observe that a
radial solution (about the origin) (v1(r), v2(r)) of (3.2), may be characterised equivalently as
satisfying the following boundary value problem:


−(rv′1(r))′ = k1,1r2N1+1ev1(r) + k1,2r2N2+1ev2(r), r > 0
−(rv′2(r))′ = k2,1r2N1+1ev1(r) + k2,2r2N2+1ev2(r), r > 0
v′i(0) = 0, limr→∞ rv
′
i(r) = −β∞i ,
vi ∈ C([0,∞)), i = 1, 2,
(3.29)
with β∞i i = 1, 2, defined in (2.30).
To this purpose, we consider the Initial Value Problem associated to the system of ODE’ s in
(3.29), and show that it admits a unique globally defined solutions which also accommodate
the boundary condition required in (3.29). To be more precise we let,
fi(r) =
∫ r
0
s2Ni+1evi(s) ds (3.30)
and observe that we can express any local solution of the system of ODE’ s in (3.29) defined
in the interval I = [0, R), equivalently as follows:
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

rv′1(r) + k1,1f1(r) + k1,2f2(r) = 0, 0 < r < R,
rv′2(r) + k2,1f1(r) + k2,2f2(r) = 0, 0 < r < R,
v′i(0) = 0, vi ∈ C([0, R)), i = 1, 2.
(3.31)
We have:
Lemma 3.4. If the coupling matrix K is symmetric and (v1(r), v2(r)) satisfies (3.31) with
fi = fi(r) in (3.30), then:
i) r2(N1+1)ev1(r) + r2(N2+1)ev2(r) − 2(N1 + 1)f1(r)− 2(N2 + 1)f2(r)+
1
2
(k1,1f
2
1 (r) + 2k1,2f1(r)f2(r) + k2,2f
2
2 (r)) = 0, ∀ 0 < r < R;
(3.32)
ii) r2(Ni+1)evi(r) − 2(Ni + 1)fi(r) + 1
2
ki,if
2
i (r) = −
∫ r
0
ki,j f˙i(s)fj(s) ds,
∀ 0 < r < R, ∀i 6= j ∈ {1, 2}.
(3.33)
Proof. The above identities were pointed out in [59] for more general systems, and are ob-
tained simply by computing the derivative of the term in the left hand side of (3.32) and
(3.33) respectively, and by using (3.31).
Again we observe that, as in the proof of Lemma 3.2, it is possible to derive identities anal-
ogous to (3.32) and (3.33), also in case we drop the symmetric assumption on the matrix K,
but we assume instead that: k1,2 · k2,1 > 0, we omit the details.
Furthermore, for solutions of (3.29), we can deduce (2.24) and (2.25) as a direct consequence
of (3.32) and (3.33), just by letting r →∞.
Remark 3.5. In case K is strictly positive definite, (a necessary condition when k1,2 =
k2,1 ≤ 0), from (3.32) we obtain that the monotone functions f1(r) and f2(r) in (3.30) are
uniformly bounded by a constant depending only on N1 and N2. Therefore, by a standard
Picard iterative scheme, we see that any (local) solution of the Cauchy Problem associated
to the system of ODE’ s in (3.29) can be globally extended in [0,∞) to define a solution of
(3.29) with βi := limr→∞ fi(r), and β∞i defined by (2.30), i = 1, 2.
4 Main Results and their Proof
We devote this section to analyse radial solutions for problem (P )τ with τ ∈ (0, 1), or
equivalently to investigate solutions (v1(r), v2(r)) of the problem:
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

−(rv′1(r))′ = r2N+1ev1(r) − τrev2(r), r > 0,
−(rv′2(r))′ = rev2(r) − τr2N+1ev1(r), r > 0,
v′i(0) = 0, limr→∞ rv
′
i(r) = −βi,τ ,
vi ∈ C([0,∞)), i = 1, 2,
(4.1)
with
β1,τ := β1 − τβ2 and β2,τ := β2 − τβ1, (4.2)
and
β1 :=
∫ ∞
0
r2N+1ev1dr and β2 :=
∫ ∞
0
rev2dr; (4.3)
or equivalently,
β1 =
β1,τ + τβ2,τ
1− τ2 and β2 =
β2,τ + τβ1,τ
1− τ2 . (4.4)
According to the results established in the previous section, we know that the following
conditions are necessary for the solvability of (4.1):
β21 + β
2
2 − 2τβ1β2 − 4(N + 1)β1 − 4β2 = 0, (4.5)
β1 > 4(N + 1), β2 > 4, (4.6)
β1,τ = β1 − τβ2 > 2(N + 1), β2,τ = β2 − τβ1 > 2; (4.7)
and we recall that (4.5) can be expressed in terms of β1,τ and β2,τ equivalently as follows:
β21,τ + β
2
2,τ − 2τβ1,τβ2,τ = 4[(N + 1 + τ)β1,τ + (1 + τ(N + 1))β2,τ ], (4.8)
or as follows:
β1(β1,τ − 2(N + 1)) + β2(β2,τ − 2) = 2(N + 1)β1 + 2β2. (4.9)
Our main goal in this section is to investigate to what extent the conditions (4.5), (4.6) and
(4.7) are also sufficient for the solvability of (4.1).
To this purpose we recall that problem (4.1) is invariant under the following scaling property:
v1(r)→ v1,λ(r) = v1(λr) + 2(N + 1) log λ
v2(r)→ v2,λ(r) = v2(λr) + 2 log λ,
(4.10)
in the sense that: (v1, v2) solves (P )τ if and only if (v1,λ, v2,λ) solves (P )τ . We shall distin-
guish between this 1-parameter family of solutions by their initial value at r = 0.
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Notice also that, for τ ∈ (0, 1), the identity (3.32) for problem (4.1) reads as follows:
(∫ r
0
t2N+1ev1(t) dt
)2
+
(∫ r
0
tev2(t) dt
)2
− 2τ
(∫ r
0
t2N+1ev1(t) dt
)(∫ r
0
tev2(t) dt
)
−4(N + 1)
(∫ r
0
t2N+1ev1(t) dt
)
− 4
(∫ r
0
tev2(t) dt
)
+ 2r2(N+1)ev1(r) + 2r2ev2(r) = 0,
(4.11)
for all r ≥ 0.
From (4.11) we obtain the following uniform estimate about solution of (4.1), independently
from their initial data and the values of β1 and β2 :
Lemma 4.1. Let τ ∈ (0, 1) and (v1, v2) be a solution of (4.1). There exists a suitable constant
C = C(τ,N) > 0, depending only on τ and N, such that:
v1(r) + 2(N + 1)logr ≤ C and v2(r) + 2logr ≤ C, for any r > 0. (4.12)
Proof. By direct calculation, from (4.11) we easily derive the following estimate:
r2(N+1)ev1(r) + r2ev2(r) ≤ 2[(N + 1)
2 + 2τ(N + 1) + 1]
1− τ2 , (4.13)
and by (4.13), we readily derive (4.12).
An important and useful consequence of (4.12) is given by the following:
Lemma 4.2 (Harnack’s inequality). Let τ ∈ (0, 1) and (v1, v2) be a solution of (4.1). For
every 0 < r0 < R0, there exists a constant C0 = C0(τ,N,
R0
r0
) > 0 (depending only on τ , N
and
R0
r0
) and γ = γ
(
R0
r0
)
∈ (0, 1) such that,
max
[r0,R0]
v1 ≤ γ min
[r0,R0]
v1 + 2(N + 1)(γ − 1) log r0 + C0,
max
[r0,R0]
v2 ≤ γ min
[r0,R0]
v2 + 2(γ − 1) log r0 + C0.
(4.14)
Proof. Set L0 :=
R0
r0
and define D =
{
1
2
< r < 2L0
}
. We rescale (v1, v2) as follows:
vˆ1(r) = v1(r0r) + 2(N + 1)logr0 and vˆ2(r) = v2(r0r) + 2logr0, (4.15)
so that, in view of (4.10), the pair (vˆ1, vˆ2) still satisfies (4.1) together with (4.12). In particular
by setting:
fˆ1(r) = r
2N+1evˆ1(r) − τrevˆ2 and fˆ2(r) = revˆ2(r) − τr2N+1evˆ1 ,
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by (4.12) we find a constant Cˆ = Cˆ(τ,N) > 0, depending only on τ and N , such that: vˆi ≤ Cˆ
in D, and
∥∥∥fˆi∥∥∥
L∞(D)
≤ Cˆ, i = 1, 2.
Therefore, for i = 1, 2, we let ψi the unique solution of the following Dirichlet problem:
−(rψ
′
i)
′ = fˆi in D
ψi = 0 on ∂D
i = 1, 2, (4.16)
and derive, by standard elliptic estimates (see [30]), that,
max
D
|ψi| ≤ A
∥∥∥fˆi∥∥∥
L∞(D)
with a suitable constant A = A(L0) > 0. As a consequence, or i = 1, 2, the function
φi := ψi − (vˆi − Cˆ) defines a positive harmonic function in D, for which we can use Harnack
inequality in D′ := {1 < r < L0} ⊂⊂ D, and obtain:
sup
D′
φi ≤ 1
γ
inf
D′
φi, i = 1, 2.
with a (universal) constant γ = γ(L0) ∈ (0, 1). In other words,
sup
D′
vˆi ≤ γ inf
D′
vˆi + (1− γ)Cˆ + (1 + γ)max |ψi|
with γ = γ(L0) ∈ (0, 1), and the desired estimate (4.14) follows.
Finally, we observe that, in view or Remark 3.5, for τ ∈ (0, 1) and for any (α1, α2) ∈ R2, the
initial value problem: 

−(rv′1)′ = r2N+1ev1 − τrev2
−(rv′2)′ = rev2 − τr2N+1ev1
vi(0) = αj, v
′
i(0) = 0 i = 1, 2
(4.17)
admits a unique solution defined for all r ≥ 0, and such that:
∫ ∞
0
r2N+1ev1dr < C and
∫ ∞
0
rev2dr < C,
with a suitable constant C = C(N, τ) > 0 depending only on N and τ, (but independent of
the initial data (α1, α2)).
Remark 4.3. By virtue of the scale invariant property (4.10), it follows that the set of pairs
(β1, β2) for which (4.1), (4.2) admits a solution is fully described by the curve:
(β1(α), β2(α)), α ∈ R (4.18)
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where,
β1(α) =
∫ ∞
0
r2N+1ev1(r,α) ds, β2(α) =
∫ ∞
0
rev2(r,α) ds, (4.19)
and (v1(r, α), v1(r, α)) is the unique solution of the initial value problem (4.17) with initial
data specified as follows:
α1 = α and α2 = 0. (4.20)
Our main purpose will be to identify the limiting values of βi(α), i = 1, 2, as α→ ±∞.
To this end, we start to give a detailed description about the portion E of the ellipse defined
by (3.32) which is contained in the first quadrant of the (β1, β2)-plane, namely:
E :

β
2
1 + β
2
2 − 2τβ1β2 − 4(N + 1)β1 − 4β2 = 0
β1 > 0, β2 > 0.
(4.21)
For this purpose, it is useful to identify first the intersection of E with the line: β1 − τβ2 =
2(N + 1) and the line: β1 − τβ1 = 2. To this end, we set:
(N + 1)2 + 2τ(N + 1) + 1 =: D(τ,N) (4.22)
and by direct calculations, we verify the following:


β1 > 0, β2 > 0
β21 + β
2
2 − 2τβ1β2 − 4(N + 1)β1 − 4β2 = 0
β1 − τβ2 = 2(N + 1)
⇐⇒


β1 =
2
1− τ2
(
N + 1 + τ + τ
√
D
)
=: β
1
(τ)
β2 =
2
1− τ2
(
1 + τ(N + 1) +
√
D
)
=: β2(τ);
(4.23)
and similarly:


β1 > 0, β2 > 0
β21 + β
2
2 − 2τβ1β2 − 4(N + 1)β1 − 4β2 = 0
β2 − τβ1 = 2
⇐⇒


β1 =
2
1− τ2
(
N + 1 + τ +
√
D
)
=: β1(τ)
β2 =
2
1− τ2
(
1 + τ(N + 1) + τ
√
D
)
=: β
2
(τ).
(4.24)
Furthermore, we can explicitly solve the quadratic equation in (3.32) in terms of β1 or β2. In
this way, we are lead to consider the functions:
ϕ±1 (β1) = 2 + τβ1 ±
√
(2 + τβ1)2 − β1 (β1 − 4(N + 1)), with 0 < β1 ≤ β1(τ) (4.25)
and
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ϕ±2 (β2) = 2(N+1)+τβ2±
√
(2(N + 1) + τβ2)2 − β2 (β2 − 4), with 0 < β2 ≤ β2(τ). (4.26)
To simplify notations, from now on we shall drop the dependence of β
i
(τ) and βi(τ) i = 1, 2,
on the parameter τ.
By direct inspection, one can easily check the following:
Lemma 4.4. We have:
(i) ϕ+1 :
[
β
1
, β1
]
→
[
β
2
, β2
]
is strictly monotone decreasing with inverse
(ϕ+1 )
−1 = ϕ+2 : [β2, β2]→ [β1, β1];
(ii) ϕ−1 :
[
4(N + 1), β1
]→ [0, β
2
]
is strictly monotone increasing;
(iii) ϕ−2 :
[
4, β2
]→ [0, β
1
]
is strictly monotone increasing.
For later use, we emphasise that,
ϕ±1 (β1) = β2, (4.27)
ϕ±2 (β2) = β1, (4.28)
and moreover, for (β1, β2) ∈ E there holds:
0 < β1 ≤ β1 and 0 < β2 ≤ β2. (4.29)
Next, by recalling (4.9), we observe that (β1,τ − 2(N + 1)) and (β2,τ − 2) cannot be simulta-
neously negative. Thus we obtain the following description of E :
Lemma 4.5. The pair (β1, β2) ∈ E if and only if it satisfies one of the following set of
conditions:
(i) β1,τ > 2(N + 1) and β2,τ > 2, β1 ∈
(
β
1
, β1
)
and β2 = ϕ
+
1 (β1)
(or equivalently, β2 ∈
(
β
2
, β2
)
and β1 = ϕ
+
2 (β2));
(4.30)
(ii) β1,τ ≤ 2(N + 1) and β2,τ > 2, β2 ∈ (4, β2] and β1 = ϕ−2 (β2) ∈ (0, β1]; (4.31)
(iii) β1,τ > 2(N+1) and β2,τ ≤ 2, β1 ∈ (4(N+1), β1] and β2 = ϕ−1 (β1) ∈ (0, β2]. (4.32)
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Proof. From (4.9) we see that (4.30)-(4.32) cover all the possibilities, and the relative expres-
sion for (β1, β2) can be easily verified by virtue of the definition of ϕ
±
1 and ϕ
±
2 .
Observe that, (4.30) accounts for the conditions (4.5) and (4.7). In order to account also for
(4.6), we search for the intersections of the set E in (4.21) with the lines β1 = 4(N + 1) and
β2 = 4 respectively, and find:

β
2
1 + β
2
2 − 2τβ1β2 − 4(N + 1)β1 − 4β2 = 0
β1 = 4(N + 1) and β2 > 0
⇐⇒ β2 = 4 + 8τ(N + 1) =: β∗2(τ) (4.33)
and

β
2
1 + β
2
2 − 2τβ1β2 − 4(N + 1)β1 − 4β2 = 0
β2 = 4 and β2 > 0
⇐⇒ β1 = 4(N + 1) + 8τ =: β∗1(τ). (4.34)
Also, we define:
β∗∗1 (τ) := 2τβ
∗
2 (τ) = 8τ (1 + 2τ(N + 1)) , β
∗∗
2 (τ) := 2τβ
∗
1(τ) = 8τ (N + 1 + 2τ) , (4.35)
and observe that, not only (4(N + 1), β∗2 (τ)) and (β
∗
1(τ), 4) ∈ E , but also:
(β∗∗1 (τ), β
∗
2 (τ)) and (β
∗
1(τ), β
∗∗
2 (τ)) ∈ E . (4.36)
We expect such values to play a role in identifying the pairs (β1, β2) for which (4.1)-(4.3)
admits a solution.
Proposition 4.6. We have:
(i)
β∗∗1 (τ) = 4(N + 1)⇐⇒ β1(τ) = 4(N + 1) and β∗2(τ) = β2(τ)
⇐⇒ τ = N + 1
1 +
√
1 + 4(N + 1)2
=: τ
(1)
0 .
(4.37)
In particular,
β∗∗1 (τ)− τβ∗2(τ) = 2(N + 1)⇐⇒ τ = τ (1)0 . (4.38)
(ii)
β∗∗2 (τ) =4⇐⇒ β2(τ) = 4, and β∗1(τ) = β1(τ)
⇐⇒ τ = 1
N + 1 +
√
(N + 1)2 + 4
=: τ
(2)
0 .
(4.39)
In particular,
β∗∗2 (τ)− τβ∗1(τ) = 2⇐⇒ τ = τ (2)0 . (4.40)
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Moreover:
0 < τ
(2)
0 < τ
(1)
0 <
1
2
. (4.41)
Proof. By straightforward calculations we see that, β∗∗1 (τ) = 4(N +1) if and only if τ = τ
(1)
0 .
Furthermore recalling that: β∗∗1 (τ) = 2τβ
∗
2(τ), we also find that 4(N+1)−τβ∗2 (τ) = 2(N+1)
if and only if τ = τ
(1)
0 , and therefore: β1(τ) = 4(N + 1) and β
∗
2(τ) = β2(τ) if and only if
τ = τ
(1)
0 .
So (i) is established, and (ii) follows exactly in the same way.
Finally to check (4.41), we observe that the function f(t) =
1
t+
√
t2 + 4
, is strictly decreasing
for t > 0. Hence, for N > 0, we have:
τ
(2)
0 = f(N + 1) < f
(
1
N + 1
)
= τ
(1)
0 .
As an immediate consequence of Proposition 4.6 we obtain:
Corollary 4.7. For every τ ∈ (0, 1) we have:
(i) 0 < β∗1(τ) ≤ β1(τ) and equality holds if and only if τ = τ (2)0 .
(ii) 0 < β∗2(τ) ≤ β2(τ) and equality holds if and only if τ = τ (1)0 .
Proof. In view of (4.29) and (4.27), we see that properties (i) and (ii) follow easily from
Proposition 4.6 .
Corollary 4.8. There holds:
(i)
β
1
(τ) < 4(N + 1)⇐⇒ 4(N + 1)− τβ∗2(τ) > 2(N + 1) > β∗∗1 (τ)− τβ∗2(τ)
⇐⇒ β∗∗1 (τ) < 4(N + 1)⇐⇒ τ ∈
(
0, τ
(1)
0
)
.
(4.42)
Moreover, for every τ ∈
(
0, τ
(1)
0
)
we have:
β
1
(τ) < 4(N + 1) = ϕ+2 (β
∗
2(τ)) (or equivalently β
∗
2(τ) = ϕ
+
1 (4(N + 1)) < β2(τ))
and β∗∗1 (τ) = ϕ
−
2 (β
∗
2(τ)) < β1(τ).
(4.43)
(ii)
β
2
(τ) < 4⇐⇒ 4− τβ∗1(τ) > 2 > β∗∗2 (τ)− τβ∗1(τ)⇐⇒ β∗∗2 (τ) < 4
⇐⇒ τ ∈
(
0, τ
(2)
0
)
.
(4.44)
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Moreover, for every τ ∈
(
0, τ
(2)
0
)
we have:
β
2
(τ) < 4 = ϕ+1 (β
∗
1(τ)) (or equivalently β
∗
1(τ) = ϕ
+
2 (4) < β1(τ))
and β∗∗2 (τ) = ϕ
−
1 (β
∗
1(τ)) < β2(τ).
(4.45)
Proof. We prove (i) since (ii) follows in a similar way. The properties in (4.42) follow by
Proposition 4.6 and the monotonicity of the functions involved. To show (4.43), we observe
first that, for β1 = 4(N + 1) and β2 = β
∗
2(τ) we know that, β1 − τβ2 > 2(N + 1) and we
can also check that, β2 − τβ1 > 2, ∀τ ∈
(
0, τ
(1)
0
)
. So, we can use Lemma 4.5 together
with the monotonicity of the function ϕ+1 and ϕ
+
2 given in Lemma 4.4, to conclude that,
β
1
(τ) = ϕ+2 (β2(τ)) < ϕ
+
2 (β
∗
2) = 4(N + 1), as claimed. The dual statement in (4.43) follows
similarly. Furthermore, since for β1 = β
∗∗
1 and β2 = β
∗
2 we know that, β1 − τβ2 < 2(N + 1),
∀τ ∈
(
0, τ
(1)
0
)
, and at the same time we can check that, β2 − τβ1 > 2, so we can use again
Lemma 4.5 to derive: β∗∗1 = ϕ
−
2 (β
∗
2) < β1, as claimed.
Remark 4.9. From the above discussion, we see that for τ ∈ (0, τ (2)0 ] the (necessary) condi-
tions (4.5), (4.6) imply the integrability condition (4.7), as it happens for the cooperative case
τ ≤ 0. Thus, we expect that, when τ ∈ (0, τ (2)0 ], then the same uniqueness and non-degeneracy
properties (as established in Theorem 2.3 for τ < 0) should remain valid for radial solutions
of (Pτ ).
Next, we wish to describe the relations between β∗∗1 (τ) and β
∗
2(τ) when τ ∈
(
τ
(1)
0 , 1
)
, and
β∗∗2 (τ) and β
∗
1(τ) when τ ∈
(
τ
(2)
0 , 1
)
. Since for τ ∈
(
τ
(1)
0 , 1
)
we can always guarantee that,
β∗∗1 (τ)− τβ∗2(τ) > 2(N + 1), (4.46)
thus, we need to investigate when we can also realise the second integrability condition:
β∗2(τ)− τβ∗∗1 (τ) > 2. (4.47)
Similar considerations can be applied about the relations between β∗1(τ) and β
∗∗
2 (τ).
Proposition 4.10. (i) There exists a unique value τ
(1)
1 ∈ (12 , 1√2) such that,
β∗2(τ)− τβ∗∗1 (τ) = 2, that is: β∗2(τ) = β2(τ) and β∗∗1 (τ) = β1(τ)⇐⇒ τ = τ
(1)
1 .
More precisely,
β∗2(τ)− τβ∗∗1 (τ) > 2⇐⇒ τ ∈ (0, τ (1)1 )
and
0 < β∗∗1 (τ) < β1(τ) ∀τ ∈ (0, 1) \
{
τ
(1)
1
}
.
33
(ii) There exists a unique value τ
(2)
1 ∈ (12 , 1√2 ) such that β∗1(τ)− τβ∗∗2 (τ) = 2(N + 1), that
is: β∗1(τ) = β1(τ) and β
∗∗
2 (τ) = β2(τ)⇐⇒ τ = τ (2)1 .
More precisely,
β∗1(τ)− τβ∗∗2 (τ) > 2(N + 1)⇐⇒ τ ∈ (0, τ (2)1 )
and
0 < β∗∗2 (τ) < β2(τ) ∀τ ∈ (0, 1) \
{
τ
(2)
1
}
.
Moreover,
1
2
< τ
(2)
1 < τ
(1)
1 <
1√
2
.
Proof. We establish (i) with the help of the function,
ψ1(τ) =
1
2
(β∗2(τ)− τβ∗∗1 (τ))− 1 = 2(1− 2τ2)(1 + 2τ(N + 1)) − 1.
We readily check that, for τ =
√
1 + 6(N + 1)2 − 1
6(N + 1)
∈ (0, 12), the function ψ1 is increasing
in (0, τ ] and decreasing in (τ ,+∞). Since ψ1(12 ) = N + 1 > 0 while ψ( 1√2) = −1, we find a
unique τ
(1)
1 ∈
(
1
2 ,
1√
2
)
: ψ1(τ
(1)
1 ) = 0, and moreover ψ1(τ) > 0, ∀τ ∈ (0, τ (1)1 ).
Finally from (4.29) we know that, 0 < β∗∗1 (τ) ≤ β1(τ) and (i) is established.
We observe that (ii) follows in a similar way by considering the function
ψ2(τ) =
1
2
(β∗1(τ)− τβ∗∗2 (τ))− 2(N + 1) = 2(1 − 2τ2)(N + 1 + 2τ)− (N + 1),
we omit the details.
Thus it remains to show that: τ
(2)
1 < τ
(1)
1 . To this purpose, we easily check that, ∀τ ∈(
1
2
,
1√
2
)
there holds: ψ2(τ) < ψ1(τ).
So the desired conclusion follows by recalling that τ
(1)
1 is the unique positive zero for ψ1(τ),
while τ
(2)
1 is the unique positive zero for the function: ψ2(τ), and τ
(i)
1 ∈
(
1
2
,
1√
2
)
, i = 1, 2.
Corollary 4.11. (i) If τ ∈
(
τ
(1)
0 , τ
(1)
1
)
, then
β∗∗1 (τ) = ϕ
+
2 (β
∗
2(τ)) or equivalently β
∗
2 = ϕ
+
1 (β
∗∗
1 (τ)) . (4.48)
In particular,
4(N + 1) < β
1
(τ) < β∗∗1 (τ) < β1(τ) and β2(τ) < β
∗
2(τ) < β2(τ). (4.49)
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(ii) If τ ∈
(
τ
(2)
0 , τ
(2)
1
)
then
β∗∗2 = ϕ
+
1 (β
∗
1) or equivalently β
∗
1 = ϕ
+
2 (β
∗∗
2 ). (4.50)
In particular,
4 < β
2
(τ) < β∗∗2 (τ) < β2(τ) and β1(τ) < β
∗
1(τ) < β1(τ). (4.51)
Proof. If τ ∈
(
τ
(1)
0 , τ
(1)
1
)
then we see that (4.46), (4.47) hold simultaneously, and so we
deduce (4.48) as a consequence of (4.30). Furthermore, as τ > τ
(1)
0 then β
∗
2(τ) < β2(τ), and
so: β∗∗1 (τ) = ϕ
+
2 (β
∗
2(τ)) > ϕ
+
2 (β2(τ)) = β1(τ). Similarly, as τ < τ
(1)
1 then β
∗∗
1 (τ) < β1(τ)
and so β∗2(τ) = ϕ
+
1 (β
∗∗
1 (τ)) > ϕ
+
1 (β1(τ)) = β2(τ), and also (4.49) is established. Part (ii)
follows exactly in the same way, with the obvious modifications, we omit the details.
Before we discuss our existence results for problem (P )τ we make the following simple obser-
vation:
β∗∗i (τ) < β
∗
i (τ)⇐⇒ τ ∈ (0,
1
2
) i = 1, 2 (4.52)
and in particular,
β∗∗j (τ) = β
∗
j (τ) = 4(N + 2)⇐⇒ τ =
1
2
. (4.53)
In other words, when τ = 12 and problem (P )τ= 12
reduces to the 2 X 2 -Toda-system, then
for i = 1, 2, the values β∗∗i and β
∗
i , coincide with the only value allowed by solvablility, see
(2.51).
Indeed, we show below that actually, the values β∗∗i and β
∗
i i = 1, 2, capture in a crucial way
the (radial) solvability for (P )τ for any τ ∈ (0, 1).
To this purpose, and in account of Proposition 4.6, Proposition 4.10 and (4.52), for τ ∈ (0, 1),
we define:
β−1 (τ) =


4(N + 1), 0 < τ ≤ τ (1)0
β∗∗1 (τ), τ
(1)
0 < τ ≤ 12
β∗1(τ),
1
2 < τ < τ
(2)
1
β
1
(τ), τ
(2)
1 ≤ τ < 1
β+1 (τ) =


β∗1(τ), 0 < τ ≤ 12
β∗∗1 (τ),
1
2 < τ < τ
(1)
1
β1(τ), τ
(1)
1 ≤ τ < 1
(4.54)
and similarly,
β−2 (τ) =


4, 0 < τ ≤ τ (2)0
β∗∗2 (τ), τ
(2)
0 < τ ≤ 12
β∗2(τ),
1
2 < τ < τ
(1)
1
β
2
(τ), τ
(1)
1 ≤ τ < 1
β+2 (τ) =


β∗2(τ), 0 < τ ≤ 12
β∗∗2 (τ),
1
2 < τ < τ
(2)
1
β2(τ), τ
(2)
1 ≤ τ < 1
(4.55)
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We see that, β±i (τ), i = 1, 2 is a continuous functions of τ , and for τ 6= 12 we have:
max{β
1
(τ), 4(N + 1)} ≤ β−1 (τ) < β+1 (τ) ≤ β1(τ) (4.56)
max{β
2
(τ), 4} ≤ β−2 (τ) < β+2 (τ) ≤ β2(τ), (4.57)
while,
if τ =
1
2
then β−i
(
1
2
)
= β+i
(
1
2
)
= 4(N + 2), i = 1, 2. (4.58)
We prove the following:
Theorem 4.12. If τ ∈ (0, 1) and τ 6= 12 , problem (P )τ admits a radial solution if and only
if the pair (β1, β2) satisfies the following:
β1 ∈ (β−1 (τ), β+1 (τ)) and β2 = ϕ+1 (β1) (4.59)
or equivalently,
β2 ∈ (β−2 (τ), β+2 (τ)) and β1 = ϕ+2 (β2) , (4.60)
with β±i defined in (4.54) and (4.55), i = 1, 2.
The proof of Theorem 4.12 will require several preliminary steps, but first let us point out
some of its interesting consequences. Indeed, in view of the definition of β±j (τ), j = 1, 2 in
(4.54) and (4.55), we deduce the following:
Corollary 4.13. If τ ∈ (0, τ (2)0 ] then the conditions (4.5), (4.6) imply the integrability con-
dition (4.7), and they are necessary and sufficient for the radial solvability of (P )τ .
Proof. Simply observe that in this case: β−1 (τ) = 4(N+1) and β
−
2 (τ) = 4, so the pairs (β1, β2)
satisfying: β1 ∈ (β−1 (τ), β+1 (τ)), β2 = ϕ+1 (β1) (or equivalently β2 ∈ (β−2 (τ), β+2 (τ)), β1 =
ϕ+2 (β2) simply describe the portion of the ellipse E in(4.21) contained in the quadrant: β1 >
4(N + 1) and β2 > 4.
As already pointed out in Remark 4.9, when τ ∈ (0, τ (2)0 ) we expect that problem (P )τ
should keep also the same uniqueness and non-degeneracy properties established in [59] for
cooperative systems, and which apply here for τ < 0.
Corollary 4.14. If τ ∈ [τ (1)1 , 1) then the conditions (4.5), (4.7) imply the condition (4.6)
and they are necessary and sufficient for the solvability of (P )τ .
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Proof. In this case, Theorem 4.12 ensures the existence of a (radial) solution for (P )τ
for any pairs (β1, β2) such that β1 ∈ (β1(τ), β1(τ)) and β2 = ϕ+1 (β1) (or equivalently
β2 ∈ (β2(τ), β2(τ)) and β1 = ϕ+2 (β2)), which fulfil exactly the portion of E in(4.21) sub-
ject to the constraint (4.7). Furthermore, by Corollary 4.8 we see that the condition (4.6) is
automatically satisfied in this case.
Remark 4.15. Since for τ ∈ [τ (1)1 , 1) the condition (4.6) is ensured automatically by (4.5)
and (4.7) which also guarantee the existence of a radial solution (see below), thus we suspect
that, whenever solvable, problem (Pτ ) should admits only radial solutions.
To establish the existence of radial solutions as claimed in Theorem 4.12, we analyse the
Cauchy problem: (4.17)-(4.20). To be more precise, for α ∈ R we let (v1(r, α), v2(r, α)) be
the unique (global) solution of the Cauchy problem:


−(rv′1)′ = r2N+1ev1 − τrev2 , r > 0
−(rv′2)′ = rev2 − τr2N+1ev1 , r > 0
v1(0) = α v
′
1(0) = 0
v2(0) = 0 v
′
2(0) = 0
(4.61)
and set,
β1(α) =
∫ ∞
0
r2N+1ev1dr, β2(α) =
∫ ∞
0
rev2dr. (4.62)
Clearly, the pair (β1(α), β2(α)) satisfy (4.5), (4.6) and (4.7), and in particular, βi(α) is
uniformly bounded with respect to α ∈ R, for i = 1, 2.
On the basis of Proposition 4.6, Proposition 4.10 and their consequences, we define:
β1,−∞(τ) =

β
∗
1(τ) for τ ∈ (0, τ (2)1 )
β
1
(τ) for τ ∈ [τ (2)1 , 1)
(4.63)
and,
β2,−∞(τ) = ϕ+1 (β1,−∞(τ)) =


4 for τ ∈ (0, τ (2)0 ]
β∗∗2 (τ) for τ ∈ (τ (2)0 , τ (2)1 )
β2(τ) for τ ∈ [τ (2)1 , 1)
(4.64)
similarly, we let:
β2,+∞(τ) =

β
∗
2(τ) for τ ∈ (0, τ (1)1 )
β
2
(τ) for τ ∈ [τ (1)1 , 1)
(4.65)
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and,
β1,+∞(τ) = ϕ+2 (β2,+∞(τ)) =


4(N + 1) for τ ∈ (0, τ (1)0 ]
β∗∗1 (τ) for τ ∈ (τ (1)0 , τ (1)1 )
β1(τ) for τ ∈ [τ (1)1 , 1)
(4.66)
It is important to observe that,
β−i (τ) = min{βi,−∞(τ), βi,+∞(τ)} and β+i (τ) = max{βi,−∞(τ), βi,+∞(τ)}, i = 1, 2. (4.67)
The ”existence” part of Theorem 4.12 will be covered by the following:
Theorem 4.16. For all τ ∈ (0, 1) there holds:
(i) lim
α→+∞ β1,α = β1,+∞(τ) and limα→+∞ β2,α = β2,+∞ (4.68)
(ii) lim
α→−∞ β1,α = β1,−∞(τ) and limα→−∞ β2,α = β2,−∞ (4.69)
By virtue of (4.53) and (2.51), we know already that Theorem 4.16 holds for the Toda system
τ = 1/2; so we only need to establish (4.68) and (4.69) when,
τ ∈ (0, 1) and τ 6= 1
2
.
We start to analyse (4.68), and then handle (4.69) similarly. Actually, we are going to
establish (4.68) along any sequence:
αn → +∞,
where we let (up to a subsequence):
β1,n := β1(αn)→ β1 and β2,n := β2(αn)→ β2, (4.70)
with,
max{4(N + 1), β
1
(τ)} ≤ β1 ≤ β1 and β2 = ϕ+1 (β1), (4.71)
or equivalently,
max{4, β
2
(τ)} ≤ β2 ≤ β2 and β1 = ϕ+2 (β2). (4.72)
Also, to simplify notations, we let:
v1,n(r) := v1(r, αn) and v2,n := v2(r, αn),
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and recall that,
v1,n(0) = αn → +∞, and v2,n(0) = 0.
Therefore, we see that v1,n admits a blow-up point at the origin, in the sense of Brezis-Merle
[6]; see also [4, 68] for more details.
Actually, as a first important information, we prove that also v2,n must admit a blow-up
point at the origin.
To this purpose, we recall a well known result established in [4] concerning blow-up sequences
for ”‘singular”’ Liouville equations, which we formulate in a form convenient for our purposes.
Therefore, for p > 1, we consider vn ∈W 2,p(BR) and σn ∈ Lp(BR), satisfying:

−∆vn = |x|2Nevn + σn in BR
supBR vn → +∞
(
∫
BR
|x|2Nevndx) + ‖σn‖Lp(BR) ≤ C
sup∂BR vn − inf∂BR vn ≤ C
(4.73)
with N > 0 and a suitable constant C > 0. Assume in addition that vn admits the origin as
its only blow-up point in BR, in the sense that:
∀ ε > 0 ∃ Cε > 0 : sup
ε≤|x|≤R
vn ≤ Cε. (4.74)
We have:
Theorem 4.17 ([4]). Let N > 0 and p > 1. If vn satisfies (4.73) and (4.74) then, along a
subsequence, the following holds:
|x|2Nevn ⇀ 8π(N + 1)δ0 as n→ +∞,
weakly in the sense of measure in BR.
Going back to our sequence (v1,n, v2,n), we can use Lemma 4.1 and Lemma 4.2, in order to
claim the following uniform estimates:
∀ r > 0 : v1,n(r) + 2(N + 1) log r ≤ C0 v2,n(r) + 2 log r ≤ C0, (4.75)
∀ 0 < r0 < R0 : sup
[r0,R0]
vj,n(r) ≤ γ inf
[r0,R0]
vj,n(r) + C(1 + log r0), j = 1, 2, (4.76)
with suitable constants: C0 = C0(τ,N) > 0, γ = γ(
r0
R0
) ∈ (0, 1) and C = C(τ,N, r0R0 ) > 0.
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From (4.75), we see that vi,n attains its maximum value at some Ri,n ∈ [0,∞), and therefore,
vi,n(Ri,n) = max
0≤r<∞
vi,n(r), i = 1, 2, (4.77)
and, by taking also into account (4.75), we have:
v1,n(R1,n)→ +∞ and R1,n → 0, as n→ +∞. (4.78)
We show that the same property holds for v2,n.
Lemma 4.18. The sequence v2,n admits a blow up point at the origin, and more precisely:
v2,n(R2,n)→ +∞ and R2,n → 0, as n→ +∞.
Proof. We argue by contradiction and suppose that, for suitable r0 > 0 and C0 > 0 we have:
v2,n(r) ≤ C0, ∀ 0 < r < r0. (4.79)
Furthermore, we can take r0 > 0 smaller if necessarily, in order to ensure that,∫ r0
0
rev2,n(r) dr ≤ 2.
To proceed further, we recall the following consequence of the Alexandrov-Bol’s inequality
(see [3]), as pointed out by Suzuki in Proposition 4 of [65]:
Theorem 4.19. Let Ω ⊂ R2 be a bounded domain with smooth boundary ∂Ω. If p ∈ C2(Ω)∩
C0(Ω) satisfies
−∆logp ≤ p in Ω, (4.80)
and Σ :=
∫
Ω
p(x)dx < 8π, then we have:
max
Ω
p ≤
(
1− Σ
8π
)−2
max
∂Ω
p. (4.81)
Clearly, Theorem 4.19 applies for the radial function p = ev2,n in Ω = Br0 , and for every
0 < r < r0, it implies that:
1 = ev2,n(0) ≤ max
Br
ev2,n ≤
(
1−
∫ r
0 te
v2,n
4
)−2
ev2,n(r) ≤ 4ev2,n(r). (4.82)
In other words, by combining (4.79) and (4.82) with (4.75) and (4.76), we conclude that,
∀R > 0 ∃CR > 0 : ‖v2,n‖L∞(BR) ≤ CR. (4.83)
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As a consequence of (4.83), we are in position to apply Theorem 4.17 to the sequence v1,n,
and along a subsequence, we conclude that: r2Nev1,n → 8π(N + 1)δ0, weakly in the sense of
measure on compact subsets of R2.
Furthermore, since ev1,n is uniformly bounded away from the origin (see (4.75)), by well
known elliptic estimates, we also deduce that,
∀ ε > 0 ∃Cε > 0 : ‖v2,n‖C2,α(B1/ε\Bε) ≤ Cε.
Thus along a subsequence, v2,n → v2 uniformly in C2loc(R2 \ {0}), with v2 satisfying, in the
sense of distributions, the following problem:

−∆v2 = e
v2 − 8π(N + 1)τδ0, in R2
‖v2‖L∞(B1) ≤ C,
(4.84)
and this is clearly impossible. Therefore, by taking into account also (4.75), we may conclude
that: v2,n(R2,n)→ +∞ and R2,n → 0, as n→ +∞, as claimed.
Remark 4.20. A crucial ingredient in the proof of Lemma 4.18, is given by the information
that v2,n(0) = 0. In fact, we can check easily that the same conclusion would hold under the
more general assumption: v2,n(sn) = C with sn → 0, as n → +∞. Clearly, the role between
v1,n and v2,n can be interchanged.
Next, for Ri,n ≥ 0 defined in (4.77), we let:
ε1,n = e
− v1,n(R1,n)
2(N+1) , ε2,n = e
− v2,n(R2,n)
2 (4.85)
so that, from (4.78) and lemma 4.18 we know that,
Ri,n → 0 and εi,n → 0, as n→∞; i = 1, 2. (4.86)
We define:
v∗1,n(r) = v1,n(ε2,nr) + 2(N + 1) log ε2,n,
and
v∗2,n(r) = v2,n(ε2,nr) + 2 log ε2,n.
We know that, (v∗1,n, v
∗
2,n) satisfies (4.61) and,
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∫ +∞
0
r2N+1ev
∗
1,n(r) dr =
∫ +∞
0
r2N+1ev1,n(r)dr = β1,n → β1 as n→∞,∫ +∞
0
rev
∗
2,n(r) dr =
∫ +∞
0
rev2,n(r) dr = β2,n → β2 as n→∞.
(4.87)
Furthermore, we notice that:
maxr≥0[v∗1,n(r)] = v
∗
1,n
(
R1,n
ε2,n
)
= 2(N + 1) log
(
ε2,n
ε1,n
)
, (4.88)
maxr≥0[v∗2,n(r)] = v
∗
2,n
(
R2,n
ε2,n
)
= 0. (4.89)
We have:
Lemma 4.21. Along a subsequence, the following holds as n→∞ :
R1,n
R2,n
→ 0 , ε1,n
ε2,n
→ 0 , R1,n
ε1,n
→ 0 and R2,n
ε2,n
→ l (4.90)
with suitable l > 0. In particular v∗1,n admits a blow up point at the origin while v
∗
2,n is
uniformly bounded in C2,αloc (R
2 \ {0}).
Proof. From Lemma 4.18 we derive in particular that R2,n > 0, and therefore we can use the
second equation in (4.61) to find,
0 ≤ v2,n(R2,n)− v2,n(0) = −
∫ R2,n
0
1
r
∫ r
0
(tev2,n(t) − τt2N+1ev1,n(t)) dt
≤ τ
∫ R2,n
0
1
r
∫ r
0
t2N+1ev1,n(t) ≤ τR
2(N+1)
2,n
(2(N + 1))2
ev1,n(R1,n)
(4.91)
Thus, if we recall that: v2,n(0) = 0, R
2(N+1)
1,n e
v1,n(R1,n) ≤ C (see (4.75)) and v2,n(R2,n)→ +∞
as n→ +∞, from (4.91) we conclude that,
R
2(N+1)
1,n
R
2(N+1)
2,n
→ 0, as n→ +∞; (4.92)
(
R2,n
ε1,n
)2(N+1)
= R
2(N+1)
2,n e
v1,n(R1,n) → +∞, as n→ +∞. (4.93)
Furthermore, by (4.93) and the fact that R22,ne
v2,n(R1,n) ≤ C (see (4.75)), we also deduce that,
(
ε2,n
ε1,n
)2
=
(
ε2,n
R2,n
)2(R2,n
ε1,n
)2
=
(
R2,n
ε1,n
)2 1
(R2,n)2ev2,n(R2,n)
≥ 1
C
(
R2,n
ε1,n
)2
→ +∞, as n→ +∞.
42
In other words, as n→ +∞ there holds:
ε2,n
ε1,n
→ +∞,
and so,
v∗1,n
(
R1,n
ε2,n
)
= 2(N + 1) log
(
ε2,n
ε1,n
)
→ +∞,
R1,n
ε2,n
≤ R1,n
R2,n
R2,ne
v2,n(R2,n)/2 ≤ C R1,n
R2,n
→ 0.
Thus, we have shown that, v∗1,n admits a blow up point at the origin, and by the estimates
(4.75) (4.76), which continue to hold for the pair (v∗1,n, v
∗
2,n), we see that actually the origin
is the only blow-up point for v∗1,n.
On the other hand, from (4.89) we see that v∗2,n is uniformly bounded from above, and
v∗2,n(
R2,n
ε2,n
) = 0. At this point, by recalling that:
R2,n
ε2,n
< C (see (4.75)), we can use Remark
4.20 in order to conclude that
R2,n
ε2,n
must be also bounded from below away from zero. So,
along a subsequence, there holds:
R2,n
ε2,n
→ l > 0, as n→ +∞. (4.94)
Consequently, we can use (4.94) together with the Harnack-type inequality (4.76), in order
to conclude that, for all ε > 0 sufficiently small, |v∗2,n| is uniformly bounded in [ε, 1ε ]. Since
also v∗1,n is uniformly bounded from above in [ε,
1
ε ], we can use standard elliptic estimates to
obtain that v∗2,n is actually uniformly bounded in C
2,α
loc (0,+∞) as claimed.
Finally, it remains to show that (along a subsequence)
R1,n
ε1,n
tends to zero. To this purpose,
we recall first that, by (4.75), we have:
R1,n
ε1,n
< C. Therefore, if we define:
ξ1,n(r) = v
∗
1,n
(
ε1,n
ε2,n
r
)
+ 2(N + 1) log
(
ε1,n
ε2,n
r
)
= v1,n(ε1,nr) + 2(N + 1) log ε1,n,
ξ2,n(r) = v
∗
2,n
(
ε1,n
ε2,n
r
)
+ 2 log
(
ε1,n
ε2,n
r
)
= v2,n(ε1,nr) + 2 log ε1,n,
we see that (ξ1,n(r), ξ2,n(r)) satisfies (4.61) together with the estimates (4.75) (4.76).
Furthermore,
eξ2,n(r) =
(
ε1,n
ε2,n
)2
e
v∗2,n
(
ε1,n
ε2,n
r
)
→ 0 uniformly in [0,+∞),
while, ξ1,n satisfies:
43


−∆ξ1,n = r2Neξ1,n − τeξ2,n , r > 0
maxr≥0 ξ1,n = ξ1,n
(
R1,n
ε1,n
)
= 0∫ +∞
0 r
2N+1eξ1,n(r) dr ≤ C,
with a suitable constant C > 0. Therefore, ξ1,n is locally uniformly bounded (see (4.76)), and
by standard elliptic estimates and a diagonalization process, we obtain (along a subsequence):
ξ1,n → ξ in C2loc, and
R1,n
ε1,n
→ R0, n→ +∞, (4.95)
with ξ = ξ(r) the unique radial solution of the following ”singular” Liouville equation:


−∆ξ = r2Neξ
maxr≥0 ξ1 = ξ1(R0) = 0∫ +∞
0 r
2N+1eξ(r) dr ≤ C.
From the classification result in [57], we know that,
ξ(r) = log

 1
1 + r
2(N+1)
8(N+1)2


2
and
∫ +∞
0
r2N+1eξ(r) dr = 4(N + 1) (4.96)
and we can use (4.95) and (4.96), in order to we derive in particular that R0 = 0, that is:
R1,n
ε1,n
→ 0,
as claimed.
The proof of Theorem 4.16
Since v∗2,n(r) ≤ C, we can use Lemma 4.21, together with Theorem 4.17 in order to conclude
that, along a subsequence, the following holds :
r2Nev
∗
1,n → 8π(N + 1)δ0 weakly in the sense of measures on compact sets of R2, (4.97)
and
v∗2,n → v∗2 in C2loc(R2 \ {0}), (4.98)
as n → ∞, and v∗2 defines a (radial) solution (in the sense of distributions) of the following
problem:

−∆v
∗
2 = e
v∗2 − 8π(N + 1)τδ0, in R2∫
R2
ev
∗
2dx <∞.
(4.99)
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By the fact that maxr≥0 v∗2(r) = 0, we can write down the explicit expression for v
∗
2 = v
∗
2(r)
in terms of the limit value l in (4.90), In particular we know that,
∫ +∞
0
ev
∗
2 (r) rdr = β∗2(τ) = 4 + 8τ(N + 1) := β
∗
2(τ),
see [57] or Theorem 2.2.1 in [68]).
Consequently, from Fatou’s lemma we deduce that,
lim
n→∞
∫ +∞
0
ev
∗
2,n(r) rdr = β2 ≥ β∗2(τ). (4.100)
While, by means of Lebesgue dominated convergence, we have:
∀ ε > 0 ∃ Rε > 0 and nε ∈ N :
∫ R
0
rev
∗
2,n(r) dr ≥ β∗2(τ)− ε, ∀R ≥ Rε and ∀n ≥ nε. (4.101)
Claim 1: if τ ∈ (0, τ (1)0 ] then the pair (β1, β2) satisfies: β1 = 4(N + 1) and β2 = β∗2(τ).
(4.102)
Indeed for τ ∈ (0, τ (1)0 ], we can use (4.43) to obtain that,
ϕ+2 (β
∗
2) = 4(N + 1) ≤ β1 = ϕ+2 (β2) ≤ ϕ+2 (β∗2), (4.103)
where, the last inequality follows by (4.100) and the monotonicity of ϕ+2 . Clearly, (4.102)
easily follows by (4.103).
Claim 2: if τ ∈ (τ (1)0 , τ (1)1 ) then β1 = β∗∗1 and β2 = β∗2 (4.104)
To establish (4.104), we notice that from (4.48) in this case there holds:
β∗∗1 (τ) = ϕ
+
2 (β
∗
2(τ)) ≥ ϕ+2 (β2) = β1. (4.105)
While, from part (i) of Proposition 4.10 we have:
β2 − τβ1 ≥ β∗2(τ)− τβ∗∗1 (τ) > 2. (4.106)
We fix ε0 > 0 sufficiently small, so that:
β∗2(τ)− τβ∗∗1 (τ) > 2(1 + ε0), (4.107)
and then, we let n0 ∈ N and R0 > 1 sufficiently large, so that ∀n ≥ n0 there holds,
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∫ R0
0
rev
∗
2,n(r) dr ≥ β∗2 − ε0, (4.108)
(see (4.101)), and
∫ ∞
0
r2N+1ev
∗
1,n(r) dr < β∗∗1 + ε0, (4.109)
(see (4.105)).
As a consequence, for every r > R0 and n ≥ n0 we can estimate:
v∗2,n(r)− v∗2,n(R0) = −
∫ r
R0
1
t
(∫ t
0
(sev
∗
2,n(s) − τs2N+1ev∗1,n(s)) ds
)
dt
= −(log r)
∫ r
0
(sev
∗
2,n(s) − τs2N+1ev∗1,n(s)) ds + (logR0)
∫ R0
0
(sev
∗
2,n(s) − τs2N+1ev∗1,n(s)) ds
+
∫ r
R0
(log s)(sev
∗
2,n(s) − τs2N+1ev∗1,n(s)) ds.
(4.110)
Thus, from (4.110), we obtain:
v∗2,n(r)− v∗2,n(R0) ≤ −(log
r
R0
)(
∫ R0
0
sev
∗
2,n(s)ds− τ
∫ r
0
s2N+1ev
∗
1,n(s) ds). (4.111)
Therefore, by recalling that v∗2,n(R0) ≤ 0, we can use (4.108) and (4.109) and (4.111) to find
a suitable constant C0 > 0 such that ,
v∗2,n(r) ≤ −(log r)(β∗2(τ)− τβ∗∗1 (τ)− (1 + τ)ε0) + C0, for n ≥ nε, r ≥ R0, (4.112)
where, form (4.107) we know that,
(β∗2(τ)− τβ∗∗1 (τ)− (1 + τ)ε0) > 2 + (1− τ)ε0 > 2. (4.113)
As a consequence of (4.112) and (4.113), we see that, for every ε > 0 we can find Rε > 0 and
nε ∈ N such that,
∫ +∞
Rε
rev
∗
2,n(r) dr ≤ ε
2
, ∀n ≥ nε
By taking into account that,
lim
n→+∞
∫ Rε
0
rev
∗
2,n(r) dr =
∫ Rε
0
rev
∗
2 (r) dr ≤
∫ +∞
0
rev
∗
2 (r) dr = β∗2 , (4.114)
and (4.100), we can take nε larger if necessary, so that ∀n ≥ nε the following holds:
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∫ Rε
0
rev
∗
2,n(r) dr ≤ β∗2 +
ε
2
, and β∗2 − ε <
∫ +∞
0
rev
∗
2,n(r) dr. (4.115)
In conclusion, for every ε > 0, we have shown that,
β∗2 − ε <
∫ +∞
0
rev
∗
2,n(r) dr < β∗2 + ε, ∀n ≥ nε; (4.116)
and so: β∗2 = β2 and β1 = ϕ
+
2 (β
∗
2) = β
∗∗
1 as claimed.
Claim 3: if τ ∈ [τ (1)1 , 1) then β2 = β2 and β1 = β1 (4.117)
The case τ = τ
(1)
1 follows by a limiting argument form Claim 2. Indeed, as τ ր τ (1)1 , we have:
β∗2(τ) → β∗2(τ (1)1 ) = β2(τ
(1)
1 ) and β
∗∗
1 (τ) → β∗∗1 (τ (1)1 ) = β1(τ (1)1 ). So it will suffice to prove
(4.104) when τ ∈ (τ (1)1 , 1).
Since in this case: β∗2(τ)− τβ∗∗1 (τ) < 2, then the inequality (4.100) must hold with the strict
sign, that is:
β2 > β
∗
2 . (4.118)
To establish (4.117), we need to show that β2,τ = β2−τβ1 = 2. To this purpose, we recall that
β2−τβ1 ≥ 2, and so arguing by contradiction, we suppose that actually: β2,τ = β2−τβ1 > 2.
Let us define (via Kelvin transform):
vˆi,n(r) = v
∗
i,n
(
1
r
)
+ βni,τ log
(
1
r
)
i = 1, 2,
which satisfies: 
−∆vˆ1,n = r
βn1,τ−2(N+2)evˆ1,n − τrβn2,τ−4evˆ2,n
−∆vˆ2,n = rβn2,τ−4evˆ2,n − τrβn1,τ−2(N+2)evˆ1,n
(4.119)
with
βn1,τ = β1,n − τβ2,n and βn2,τ = β2,n − τβ1,n, (4.120)
and ∫ ∞
0
sβ
n
1,τ−2(N+2)evˆ1,n(s)ds = β1,n and
∫ ∞
0
sβ
n
2,τ−4evˆ2,n(s)ds = β2,n. (4.121)
We set,
β∞1 := lim
r→0
(lim inf
n→∞
∫ r
0
sβ
n
1,τ−2(N+2)evˆ1,nds),
and
β∞2 := lim
r→0
(lim inf
n→∞
∫ r
0
sβ
n
2,τ−4evˆ2,nds).
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Recalling that, vˆ2,n is uniformly bounded in C
2,α
loc (R
2 \ {0}), while for every compact set
Ω ⊂⊂ R2 \ {0} we have: max
Ω
vˆ1,n → −∞, we may deduce that, along a subsequence, the
following holds:
vˆ2,n → vˆ2 uniformly in C2(R2 \ {0}),
and
rβ
n
1,τ−2(N+2)evˆ1,n ⇀ β∞1 δ0 weakly in the sense of measures, locally inR
2.
as n→∞. Furthermore, as β2,τ > 2, we have also that,
rβ
n
2,τ−4evˆ2,n ⇀ β∞2 δ0 + r
β2,τ−4evˆ2 as n→∞,
weakly in the sense of measure on compact set of R2. In particular, vˆ2 defines a radial solution
for the problem: 
−∆vˆ2 = |x|
β2,τ−4evˆ2 + (β∞2 − τβ∞1 )δ0 in R2∫
R2
|x|β2,τ−4evˆ2 <∞.
(4.122)
As already mentioned, all solutions of (4.153) are completely classified in [57] and in partic-
ular, in order to fulfill the integrability condition, we must have:
β2,τ − (β∞2 − τβ∞1 ) > 2. (4.123)
To proceed further, we fix ε > 0 sufficiently small and let nε ∈ N and Rε >> 1 sufficiently
large so that, for any n ≥ nε and R ≥ Rε the following holds:
βn2,τ > β2,τ −
ε
4
,
∫ ∞
R
sev
∗
2,nds ≤ β∞2 +
ε
4
and
∫ ∞
R
s2N+1ev
∗
1,nds ≥ β∞1 −
ε
4τ
. (4.124)
Therefore, for r > Rε and n ≥ nε we obtain:
v∗2,n(r)− v∗2,n(Rε) = −
∫ r
Rε
1
t
(
∫ t
0
sev
∗
2,nds)dt+ τ
∫ r
Rε
1
t
(
∫ t
0
s2N+1ev
∗
1,nds)dt
=
[
−log t
∫ t
0
sev
∗
2,nds
]t=r
t=Rε
+
∫ r
Rε
tlog tev
∗
2,ndt+ τ
[
log t
∫ t
0
s2N+1ev
∗
1,nds
]t=r
t=Rε
− τ
∫ r
Rε
t2N+1log tev
∗
1,ndt
≤ −log r
(∫ r
0
sev
∗
2,nds− τ
∫ r
0
s2N+1ev
∗
1,nds
)
+
∫ r
Rε
log s
(
sev
∗
2,n − τs2N+1ev∗1,n
)
ds+ Cε
(4.125)
with Cε > 0 a suitable constant depending on ε only.
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Therefore, by recalling that βn2,τ =
∫∞
0
(
sev
∗
2,n − τs2N+1ev∗1,n
)
ds we find:
v∗2,n(r)− v∗2,n(Rε) + βn2,τ log r
= log r
∫ ∞
r
sev
∗
2,nds− τ log r
∫ ∞
r
s2N+1ev
∗
1,n +
∫ r
Rε
slog sev
∗
2,n − τ
∫ r
Rε
s2N+1log sev
∗
1,nds+ Cε
≤ log r
∫ ∞
r
sev
∗
2,nds− τ log r
∫ ∞
r
s2N+1ev
∗
1,n + log r
∫ r
Rε
sev
∗
2,n − τ
∫ r
Rε
s2N+1log sev
∗
1,nds+ Cε
= log r
∫ ∞
Rε
sev
∗
2,nds− τ log r
∫ ∞
r
s2N+1ev
∗
1,n − τ
∫ r
Rε
s2N+1log sev
∗
1,nds+ Cε
≤ log r
[∫ ∞
Rε
sev
∗
2,nds− τ
∫ ∞
r
s2N+1ev
∗
1,n
]
+ Cε
(4.126)
and by means of (4.124), we derive:
v∗2,n(r) ≤ −log r [β2,τ − (β∞2 − τβ∞1 )− ε] + Cε
with Cε > 0 a suitable constant depending on ε only. At this point, we can use (4.123), to
obtain that, for ε > 0 sufficiently small, there holds:
v∗2,n(r) ≤ −(log r) (2 + ε) + Cε, for r ≥ Rε and n ≥ nε. (4.127)
But this is impossible, since as above it yields that: β2 = β
∗
2 , in contradiction to (4.118).
Thus we must have that necessarily: β2 − τβ1 = 2, that is β2 = β2(τ) and β1 = β1(τ), and
also Claim 3 is established.
Since Claim 1, 2 and 3 hold along any sequence, clearly they imply that part (i) of Theorem
4.16 holds.
In order to establish part (ii) we argue similarly, only now we take a sequence:
αn → −∞ (4.128)
and as above, we let vi,n(r) = vi(r, αn), i = 1, 2 and suppose that,
β1,n :=
∫ +∞
0
s2N+1ev1,n(s) ds→ β1 and β2,n :=
∫ +∞
0
sev2,n(s) ds→ β2
with β1 and β2 satisfying (4.71) and (4.72).
In view of (4.128), it is convenient to let,
tn = e
− αn
2(N+1) → +∞, as n→∞,
and consider the following rescaled version of (v1,n, v2,n) :
vˆ1,n(r) = v1,n(tnr)− v1,n(0) = v1,n(tnr)− αn = v1,n(tnr) + 2(N + 1) log tn,
vˆ2,n(r) = v2,n(tnr) + 2 log tn;
(4.129)
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Thus, (vˆ1,n, vˆ2,n) is a solution of the system of ODE’s in (4.61) and it satisfies:
∫ +∞
0
s2N+1evˆ1,n(s) ds =
∫ +∞
0
s2N+1ev1,n(s) ds = β1,n → β1∫ +∞
0
sevˆ2,n(s) ds =
∫ +∞
0
sev2,n(s) ds = β2,n → β2
vˆ1,n(0) = 0 and vˆ2,n(0) = 2 log tn → +∞
(4.130)
as n → ∞. Therefore, the arguments above can be applied to (vˆ1,n, vˆ2,n), simply with the
role of v1,n now played by vˆ2,n and that of v2,n played by vˆ1,n.
Hence, with the obvious modifications, one can carry out the same blow-up analysis and as
above (along a subsequence) arrive at the following conclusion:
∫ +∞
0
s2N+1evˆ1,n(s) ds =
∫ +∞
0
s2N+1ev1,n(s) ds→ β1,−∞ =

β
∗
1(τ) for τ ∈ (0, τ (2)1 )
β
1
(τ) for τ ∈ [τ (2)1 , 1)
while,
∫ +∞
0
sevˆ2,n(s) ds =
∫ +∞
0
sev2,n(s) ds→ ϕ+1 (β1) = β2,−∞ =


4 for τ ∈ (0, τ (2)0 )
β∗∗2 (τ) for τ ∈ (τ (2)0 , τ (2)1 )
β2(τ) for τ ∈ (τ (2)2 , 1)
as n→ +∞, and this completes the proof of Theorem 4.16.
Next, we proceed to show that actually the given condition (4.59) ( or equivalently (4.60)) on
the pair (β1, β2) is also necessary for the solvability of (4.1)-(4.2). According to (4.54) and
(4.55), it is clear that we need to be concerned only with the case: τ ∈ (0, τ (1)1 ).
To this purpose we establish the following:
Theorem 4.22.
(i) If τ ∈ (0, 1
2
) then βi ≤ β∗i i = 1, 2, and β2 = ϕ+1 (β1) ≥ max{β∗∗2 , 4},
or equivalently β1 = ϕ
+
2 (β2) ≥ max{β∗∗1 , 4(N + 1)}.
(ii) If τ ∈ (1
2
, τ
(2)
1 ) then β2 ≤ β∗∗2 and β1 ≥ β∗1 > 4(N + 1).
(iii) If τ ∈ (1
2
, τ
(1)
1 ) then β1 ≤ β∗∗1 and β2 ≥ β∗2 > 4.
(4.131)
Proof. It is convenient to introduce the following change of variable: r = et, and so consider
the functions:
z(t) := v1(e
t) and u(t) := v2(e
t), t ∈ R; (4.132)
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satisfying: 

d2z
dt2
+ e2(N+1)t+z − τe2t+u = 0 for t ∈ R
d2u
dt2
+ e2t+u − τe2(N+1)t+z = 0 for t ∈ R
dz
dt (−∞) = dudt (−∞) = 0, z(−∞) ∈ R, u(−∞) ∈ R∫
R
e2(N+1)t+zdt = β1 and
∫
R
e2t+udt = β2.
(4.133)
In analogy to (3.31) we set:
f(t) :=
∫ t
−∞
e2(N+1)s+z(s)ds and g(t) :=
∫ t
−∞
e2s+u(s)ds, (4.134)
so that, f(t) and g(t) define positive and strictly increasing functions, with f(−∞) =
g(−∞) = 0 and f(+∞) = β1, g(+∞) = β2. Furthermore, problem (4.133) can be writ-
ten equivalently as follows:

−
dz
dt = f(t)− τg(t) for t ∈ R
−dudt = g(t) − τf(t) for t ∈ R.
(4.135)
Moreover, by setting:
Ψ0(t) := e
2(N+1)t+z(t)+e2t+u(t)−2(N+1)f(t)−2g(t)+1
2
f2(t)+
1
2
g2(t)−τf(t)g(t) ∀t ∈ R,
(4.136)
Ψ1(t) := e
2(N+1)t+z(t) − 2(N + 1)f(t) + 1
2
f2(t) ∀t ∈ R, (4.137)
and
Ψ2(t) := e
2t+u(t) − 2g(t) + 1
2
g2(t) ∀t ∈ R, (4.138)
then the conditions (3.32) and (3.33) can be expressed simply as follows:
Ψ0(t) = 0, Ψ1(t) > 0 and Ψ2(t) > 0 ∀t ∈ (−∞,+∞]. (4.139)
Also notice that, by virtue of (4.136) and (4.139), we can derive the following identities:
0 = e2(N+1)t+z(t) + e2t+u(t) +
1
2
f(t)
(
f(t)− 4(N + 1)
)
+
1
2
g(t)
(
g(t)− 4
)
− τf(t)g(t)
= e2(N+1)t+z(t)+
1
2
f(t)
(
f(t)−(4(N+1)+8τ))+1
2
(
g(t)−2τf(t)
)(
g(t)−4
)
+e2t+u(t), ∀t ∈ R.
(4.140)
At this point, we introduce the function:
R0(t) = 2τe
2(N+1)t+z(t)
(
g(t)−4
)
+
(
f(t)−4(N+1)
)(
e2(N+1)t+z(t)+
1
2
f(t)
(
f(t)−(4(N+1)+8τ))) ∀t ∈ R,
(4.141)
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and by using (4.135), after straightforward calculations we can check that,
dR0
dt
(t) = −(1− 2τ)e2(N+1)t+z(t)
(
1
2
(2τ + 1)g(t)
(
g(t)− 4
)
+ e2t+u(t)
)
, ∀t ∈ R. (4.142)
Similarly for the function:
R1(t) = 2τe
2t+u(t) (f(t)− (4(N + 1) + 8τ))+g(t)
(
e2t+u(t) +
1
2
(g(t) − 4)(g(t) − 2τ(4(N + 1) + 8τ))
)
∀t ∈ R,
(4.143)
we have:
dR1
dt
(t) = −(1− 2τ)e2t+u(t)
{
e2(N+1)t+z(t) +
1
2
(1 + 2τ)f(t) (f(t)− (8τ + 4(N + 1)))
}
.
(4.144)
In particular by (4.142) and (4.144) we obtain:
dR1
dt
(t)− dR0
dt
(t) = (1− 2τ)e2(N+1)t+z(t)
(
1
2
(2τ + 1)g(t)
(
g(t) − 4)
)
+ e2t+u(t)
)
− (1− 2τ)e2t+u(t)
{
e2(N+1)t+z(t) +
1
2
(1 + 2τ)f(t) (f(t)− (8τ + 4(N + 1)))
}
= (1− 4τ2)
{
e2(N+1)t+z(t)
(
1
2
g(t)(g(t) − 4) + e2t+u(t)
)
− e2t+u(t)
(
e2(N+1)t+z(t) +
1
2
f(t)(f(t)− (8τ + 4(N + 1)))
)}
, ∀t ∈ R. (4.145)
We start to analyse the case where: 0 < τ < 1/2, and by contradiction we assume that,
β1 ≥ β∗1 = 4N + 1) + 8τ.
Then, for the function:
H(t) := e2(N+1)t+z(t) +
1
2
f(t)
(
f(t)− (4(N + 1) + 8τ)) = e2(N+1)t+z(t) + 1
2
f(t)(f(t)− β∗1)
(4.146)
we find that,
H(+∞) > 0 and H ′(t) = τe2(N+1)t+z(t)(g(t) − 4). (4.147)
Therefore, if we let t1 ∈ R the unique value such that: g(t1) = 4, we see thatH(t) is decreasing
for t < t1, and in particular H(t) < 0, for every t ≤ t1.
While H(t) is increasing for t > t1, and since H(∞) > 0, we find a unique t0 > t1 where the
function H vanishes. More precisely,
H(t0) = 0 and in particular: f(t0) < β
∗
1 = 4(N + 1) + 8τ, g(t0) > 4, (4.148)
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and moreover,
H(t) := e2(N+1)t+z(t) +
1
2
f(t)
(
f(t)− (4(N + 1) + 8τ)) < 0, ∀t < t0. (4.149)
As a consequence of (4.145), (4.139) and (4.149) we derive:
R1(t0)−R0(t0) = (1− 4τ2)
t0∫
−∞
{
e2(N+1)t+z(t)
(
1
2
g(t)
(
g(t) − 4)
)
+ e2t+u(t)
)
− e2t+u(t)
(
e2(N+1)t+z(t) +
1
2
f(t)(f(t)− (8τ + 4(N + 1)))
)}
dt =
(1− 4τ2)
t0∫
−∞
{
e2(N+1)t+z(t)Ψ2(t)− e2t+u(t)H(t)
}
dt > 0. (4.150)
On the other hand, by (4.141), and (4.148), we see that,
R0(t0) := 2τe
2(N+1)t0+z(t0)
(
g(t0)− 4
)
> 0, (4.151)
while by (4.143), (4.140) and (4.148) we drive:
R1(t0) ≤ g(t0)
(
e2t0+u(t0) +
1
2
(g(t0)− 4)(g(t0)− 2τ(4(N + 1) + 8τ))
)
≤ g(t0)
(
e2t0+u(t0) +
1
2
(g(t0)− 4)(g(t0)− 2τf(t0))
)
=
− g(t0)
(
e2(N+1)t0+z(t0) +
1
2
f(t0)(f(t0)− (4(N + 1) + 8τ))
)
= 0 (4.152)
and so,
R1(t0)−R0(t0) ≤ 0,
in contradiction with (4.150). Similarly, for 0 < τ < 1/2 we can check in an analogous way
that β2 < β
∗
2 and (i) is established.
Next, we check (ii), so we assume that: τ ∈ (12 , τ
(2)
1 ) and we proceed to show that: β2 < β
∗∗
2 .
To this purpose, as above, we argue by contradiction and suppose that,
β2 ≥ β∗∗2 . (4.153)
Therefore from, (4.50) we have:
β1 = ϕ
+
2 (β2) ≤ ϕ+2 (β∗∗2 ) = β∗1 , (4.154)
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and so in this case, H(+∞) ≤ 0. Thus, for the function H in (4.146) now we have that,
H(t) < 0 ∀t ∈ R.
At this point, by recalling that τ > 12 , from (4.145) we obtain:
dR1
dt
(t)− dR0
dt
(t) = (1− 4τ2)
{
e2(N+1)t+z(t)Ψ2(t)− e2t+u(t)H(t)
}
< 0. (4.155)
On the other hand, under the given assumption, we see that,
R1(+∞)−R0(+∞) = 1
2
β2(β2 − 4)(β2 − β∗∗2 )−
1
2
β1(β1 − 4(N + 1))(β1 − β∗1) ≥ 0, (4.156)
and, R1(−∞) = R0(−∞) = 0. Therefore in view of (4.155) we reach again a contradiction,
and (ii) is established
Finally, we can check easily that (iii) follows by similar arguments, and the proof is completed.
At this point, Theorem4.12 readily follows as a consequence of Theorem 4.16, which takes
care about the ”sufficient” part, while Theorem 4.22 provides the proof of the ”necessary”
condition.
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