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T´ıtulo del estudio:
PROGRAMACIO´N DE LA PRODUCCIO´N EN
UNA EMPRESA AUTOMOTRIZ
Nu´mero de pa´ginas: 90.
Objetivos: Esta investigacio´n tiene como propo´sito principal la introduccio´n de
un problema de programacio´n de la produccio´n que surge en una compan˜´ıa producto-
ra de piezas automotrices. Se presenta una formulacio´n matema´tica capaz de brindar
una representacio´n del problema planteado y debido a las necesidades del sector in-
dustrial involucrado, se propone un procedimiento metaheur´ıstico que brinde buenas
soluciones al problema planteado en un menor tiempo.
En ambas metodolog´ıas se tiene como objetivo el minimizar el tiempo total
de terminacio´n de los productos, tomando en consideracio´n los tiempos de procesa-
miento y preparacio´n de cada uno de ellos.
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Metodolog´ıa:
1. Llevar a cabo un ana´lisis detallado de la l´ınea de produccio´n para entender la
problema´tica que se presenta durante la programacio´n de los productos.
2. Elaborar una revisio´n literaria que permita identificar aquellas contribuciones
cient´ıficas que cuenten con las mismas caracter´ısticas que esta investigacio´n
con la finalidad de analizar los me´todos de solucio´n empleados.
3. Formular un modelo matema´tico que represente el flujo del proceso de la l´ınea
de produccio´n.
4. Disen˜o de un algoritmo metaheur´ıstico que sea sencillo y a su vez, brinde
buenas soluciones en un tiempo de co´mputo razonable.
5. Realizar la experimentacio´n necesaria con la finalidad de analizar los resultados
obtenidos.
6. Analizar los resultados obtenidos mediante las metodolog´ıas planteadas y desa-
rrollo de conclusiones.
Contribuciones y conlusiones: La principal contribucio´n constituye en la so-
lucio´n a una problema´tica real que surge en una empresa automotriz en el estado
de Nuevo Leo´n, Me´xico. El modelo matema´tico presentado, as´ı como el algoritmo
metaheur´ıstico propuestos son una aportacio´n a esta a´rea de estudios debido a la
complejidad y estructura del problema presentado. Adema´s, actualmente en la lite-
ratura son muy escasos los trabajos que aplican las herramientas de Investigacio´n
de Operaciones en casos de estudios reales.
Firma del asesor:
Dra. Iris Abril Mart´ınez Salazar
Cap´ıtulo 1
Introduccio´n
Dentro del sector industrial, uno de los principales retos que se enfrentan d´ıa
a d´ıa es la programacio´n de la produccio´n. En un gran nu´mero de compan˜´ıas esta
ardua labor se realiza de forma manual y en base a la experiencia de las personas
que trabajan directamente en las l´ıneas de produccio´n, provocando que no sean
considerados todos los factores que intervienen en ella teniendo como consecuencia
ineficiencias en la produccio´n y a su vez generando un impacto negativo en las
organizaciones.
La presente investigacio´n es motivada por una problema´tica que se presenta
en una compan˜´ıa productora de piezas automotrices en el estado de Nuevo Leo´n,
Me´xico.
1.1 Descripcio´n del Problema
Actualmente, la empresa desea mejorar la programacio´n de una de sus l´ıneas
de produccio´n en la cual se fabrica una familia de piezas automotrices en un conjunto
de ma´quinas de distintos grados de automatizacio´n, tiempos de ciclo y capacidades.
Las ma´quinas trabajan de manera simulta´nea para realizar cada producto, sin em-
bargo, algunas de ellas no son capaces de producir ciertas piezas, es decir, existen
restricciones de compatibilidad de producto-ma´quina.
La l´ınea de produccio´n cuenta con un conjunto de ma´quinas iniciales en paralelo
1
Cap´ıtulo 1. Introduccio´n 2
de donde parten todos los productos. Despue´s de que los productos son procesados
por las ma´quinas iniciales estos son asignados al resto de las ma´quinas, las cuales se
encuentran en serie.
Lo anteriormente descrito permite clasificar a la estructura del problema co-
mo un caso especial de un Flow Shop Hı´brido (FSH) o Sistema de Flujo Hı´brido
(SFH). Este tipo de produccio´n se puede encontrar frecuentemente en los procesos
industriales tales como los que se llevan a cabo en la industria qu´ımica, metalu´rgica,
farmace´utica, petrolera, alimenticia y textil.
Por lo tanto, en base a la descripcio´n anterior en esta investigacio´n se aborda un
problema Flow Shop Hı´brido en el cual se busca minimizar el tiempo de terminacio´n
total de todos los productos. Elmaghraby and Karnoub (1997) define a un problema
de Flow Shop Hı´bdrido como una serie de etapas de produccio´n cada una de las
cuales tiene varias ma´quinas que operan en paralelo, algunas etapas pueden tener
una sola ma´quina pero al menos una etapa debe tener varias de ellas, el flujo de
los trabajos a trave´s del sistema es unidireccional, as´ı mismo, cada trabajo debe ser
procesado por una ma´quina en cada etapa y adema´s tienen que ir a trave´s de una o
ma´s etapas.
1.2 Justificacio´n
La programacio´n de los productos y el control del flujo de trabajo a trave´s de un
ambiente de produccio´n es esencial en los procesos industriales (Weiss, 1995). Una
programacio´n adecuada puede reducir significativamente los costos de produccio´n
y reducir los tiempos de produccio´n permitiendo cumplir con los compromisos de
entrega a tiempo (Delgado et al., 2005).
En base a lo anterior, resulta de vital importancia para cualquier organizacio´n
dentro del rubro industrial el contar con una adecuada programacio´n de la produc-
cio´n de sus recursos. Por ello, la presente investigacio´n contribuye en proponer dos
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metodolog´ıas de solucio´n para atacar una problema´tica real.
1.3 Hipo´tesis
La implementacio´n de una formulacio´n matema´tica permite representar la asig-
nacio´n y secuenciacio´n de los productos dentro de la l´ınea de produccio´n brindando
las soluciones o´ptimas para la problema´tica bajo estudio.
As´ı mismo, debido a la complejidad de los modelos matema´ticos, la aplicacio´n
de una metodolog´ıa basada en te´cnicas metaheur´ısticas permite obtener soluciones
de calidad en tiempo computacional razonable.
1.4 Objetivos
Analizar con detalle la l´ınea de produccio´n que motiva el presente trabajo, la
cual carece de una metodolog´ıa de planeacio´n de produccio´n.
Realizar una revisio´n de problemas similares al caso de estudio planteado e
investigar las diferentes metodolog´ıas de solucio´n documentadas en el estado
del arte.
Plantear la formulacio´n matema´tica de problema estudiado.
Disen˜ar y desarrollar un algoritmo de solucio´n basado en estrategias metaheur´ısti-
cas.
Realizar experimentacio´n computacional y ana´lisis de resultados.
1.5 Resumen del Contenido
El cap´ıtulo 1 presenta una breve introduccio´n a la problema´tica planteada, de-
finiendo los objetivos y metodolog´ıa a seguir durante el desarrollo de la investigacio´n.
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El segundo cap´ıtulo explica las caracter´ısticas del problema de secuenciacio´n a
tratar, se presenta la revisio´n literaria de aquellos trabajos que tienen similitud con
el problema presentado en este trabajo.
En el cap´ıtulo 3 se realiza el planteamiento del problema bajo estudio, as´ı mis-
mo, se presenta su formulacio´n matema´tica desde el enfoque de la investigacio´n de
operaciones. Tambie´n se mencionan los supuestos que esta´n relacionados con este
problema.
En el cap´ıtulo 4 se describe el procedimiento metaheur´ıstico desarrollado.
El cap´ıtulo 5 hace e´nfasis en los resultados obtenidos con ambas metodolog´ıas
propuestas. Se presentan los resultados arrojados por el modelo matema´tico, un
disen˜o de experimentos para el ajuste de para´metros del algoritmo metaheur´ıstico
propuesto, as´ı como los resultados obtenidos por la metaheur´ıstica utilizando el
conjunto de para´metros elegido.
Finalmente, en el cap´ıtulo 6 se muestran las conclusiones a las que se llegaron
con esta investigacio´n.
Cap´ıtulo 2
Marco Teo´rico
En el presente cap´ıtulo se abordan una breve introduccio´n a la programacio´n
de tareas, as´ı como las definiciones y nomenclatura necesarias para entender el caso
de estudio. Despue´s se introduce una revisio´n literaria de art´ıculos cient´ıficos rela-
cionados con la presente investigacio´n.
2.1 Introduccio´n
El sector industrial es un elemento crucial para el desarrollo econo´mico de un
pa´ıs debido al impacto que puede tener en los niveles de empleo, inversio´n y por
ende en el crecimiento econo´mico (Rojas and Ruiz, 2001). Dı´a a d´ıa las empresas y
compan˜´ıas compiten entre s´ı para brindar los mejores servicios y continuar activas
en el mercado, sin embargo, esta no es una labor fa´cil debido al gran nu´mero de
retos con los que se enfrentan y a la gran cantidad de decisiones involucradas.
La programacio´n de tareas es uno de los problemas ma´s usuales e importantes
dentro de la industria, esta se puede definir como la asignacio´n eficiente de recur-
sos en un per´ıodo de tiempo. Estos recursos pueden ser dinero, trabajos, productos,
ma´quinas, tareas, entre otros. Parker (1996) menciona que en el a´rea de la programa-
cio´n de tareas se pueden incluir problema´ticas que surgen en sectores de produccio´n,
transporte y log´ıstica, as´ı como los no tan evidentes en campos como la comunica-
cio´n, gestio´n empresarial y los deportes. Por otra parte, muchas de estos enfoques y
espec´ıficamente las problema´ticas que se mencionan son significativos en un sentido
5
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pra´ctico. Es decir, soluciones eficaces de programacio´n de tareas pueden producir
grandes beneficios econo´micos, disminucio´n de los tiempos de procesamiento y cum-
plimiento de las fechas de entrega.
2.2 Definiciones
La definicio´n de programacio´n ha sido tratada por mu´ltiples investigadores.
Baker (1974) la define como la actividad de distribuir los recursos a lo largo del
tiempo, para realizar un conjunto de tareas. Por otro lado, Morton (1993) la describe
como el proceso de organizar, elegir y sincronizar los recursos, para llevar a cabo
todas las actividades necesarias con el objetivo de generar los productos deseados,
en el tiempo deseado, mientras se satisface cierto nu´mero de restricciones de relacio´n
entre las actividades, tiempos y recursos.
Un an˜o despue´s de la contribucio´n de Morton, Gershwin (1994) se refirio´ al
problema de programacio´n como la asignacio´n de recursos limitados a ciertas tareas
u operaciones a trave´s de un determinado per´ıodo de tiempo. An˜os ma´s tarde, Al-
harkan (1997) lo definio´ como la actividad de determinar cua´ndo una operacio´n va
a comenzar y finalizar, adema´s de asignar recursos en el tiempo para llevar a cabo
un conjunto de tareas.
Cuando se habla de programacio´n vale la pena hacer una distincio´n entre este
termino y secuenciacio´n, ya que ambos esta´n asociados. Programacio´n se define
como la asignacio´n a cada operacio´n de cada trabajo un tiempo de inicio y un
tiempo de finalizacio´n en una escala del tiempo de ma´quina dentro de las relaciones
de precedencia. Por otro lado, la secuenciacio´n significa que por cada ma´quina en el
sistema, hay que establecer el orden en que los trabajos deben esperar en la fila frente
a esa ma´quina en particular en que tienen que ser procesados (Alharkan, 1997).
Los problemas de secuenciacio´n y programacio´n ocurren en diferentes indus-
trias y diferentes circunstancias, como lo son:
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Procesamiento de productos en plantas de manufactura.
Aeronaves esperando aterrizar en un aeropuerto.
Ejecucio´n de programas en centros computacionales.
Programacio´n de clases en una escuela.
Pacientes esperando consulta en la sala de espera de un hospital.
Barcos anclando en un puerto.
Los quehaceres del hogar durante un d´ıa cualquiera.
Basado en lo anterior, para el caso de estudio presentado en este trabajo hace-
mos referencia u´nicamente al te´rmino programacio´n. Esto debido a que consideramos
que la secuenciacio´n es parte de la misma, es decir, se realiza la asignacio´n de pro-
ductos mediante la definicio´n de los tiempos de inicio y terminacio´n de cada uno de
ellos, as´ı como el orden en que sera´n procesados por la ma´quina correspondiente.
2.2.1 Notacio´n
En todos los problemas de programacio´n se asume que el nu´mero de trabajos
(o tareas) y ma´quinas son finitos. El nu´mero de trabajos esta denotado por n y el
nu´mero de ma´quinas por m. Usualmente, el sub´ındice j se refiere a un trabajo o
tarea, mientas el sub´ındice i hace referencia a una ma´quina. Si el trabajo requiere
un nu´mero de operaciones, entonces el par (i , j ) indica la operacio´n de un trabajo
en una ma´quina. La siguiente informacio´n esta´ asociada con los trabajos j (Pinedo,
2012).
Tiempo de procesamiento (pij ). El pij representa el tiempo de procesa-
miento del trabajo j en la ma´quina i . El sub´ındice i es omitido si el tiempo de
procesamiento del trabajo j no depende de la ma´quina o si el trabajo j no es so´lo
procesado en la ma´quina dada.
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Fecha de liberacio´n (rj ). Es el tiempo en que el trabajo j arriba al sis-
tema, por ejemplo, el primer momento en el cual el trabajo j puede comenzar su
procesamiento..
Fecha de entrega (dj ). La fecha de entrega dj del trabajo j representa la
fecha de env´ıo prometida al cliente. Se permite la terminacio´n de un trabajo despue´s
de su fecha l´ımite, pero en este caso se aplica una penalizacio´n.
Peso (wj ). El peso wj de un trabajo j es ba´sicamente un factor de prioridad
que denota la importancia del trabajo j sobre el resto en el sistema. Por ejemplo,
ese peso puede representar el costo actual de mantener dicho trabajo en el sistema
o costo de inventario. Tambie´n puede referirse a la cantidad de valor agregado del
trabajo.
Alharkan (1997) dice que un problema de programacio´n es comunmente des-
crito por una tripleta:
α | β | γ
α: describe el ambiente de ma´quina o de programacio´n.
β: se utiliza para explicar las caracter´ısticas de procesamiento y restricciones.
γ: contiene informacio´n de la funcio´n objetivo a alcanzar.
Las tablas 2.1, 2.2 y 2.3 proporcionan ma´s informacio´n sobre las tres notaciones
mencionadas anteriormente.
2.2.2 Ambientes de ma´quina
En la subseccio´n anterior se nombro´ la nomenclatura que usualmente se utiliza
en los problemas de programacio´n, a continuacio´n se explican algunas de ellas.
De acuerdo con Conway et al. (1967) los ambientes de programacio´n son clasi-
ficados segu´n los cuatro tipos de informacio´n:
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Tabla 2.1: Notacio´n para ambientes de ma´quina (α)
Ambientes S´ımbolo/Notacio´n Descripcio´n
Solo una ma´quina l Una ma´quina
Ma´quinas ide´nticas
en paralelo
Pm P : ma´quinas en paralelo
m: nu´mero de ma´quinas
Flow Shop Fm F : Flow Shop
m: nu´mero de ma´quinas
Job Shop Jm J : Job Shop
m: nu´mero de ma´quinas
Los trabajos y las operaciones para ser procesados.
El nu´mero y tipo de ma´quinas.
Las disciplinas que restringen la forma en que la asignacio´n puede ser realizada.
Los criterios que evalu´an a la programacio´n.
Dentro de ellos se encuentran:
Sistema de una sola ma´quina (l). El caso de una sola ma´quina es el ma´s
simple de todos los ambientes posibles. Se tiene una ma´quina y n trabajos a procesar.
Ma´quinas ide´nticas en paralelo (Pm). Existen m ma´quinas ide´nticas en
paralelo. Un trabajo j requiere una operacio´n y puede ser procesado en alguna de
las m ma´quinas o en cualquiera que pertenezca a ese conjunto.
Ma´quinas no relacionadas en paralelo (Rm). Existen m ma´quinas dife-
rentes en paralelo. Una ma´quina i puede procesar un trabajo j con una velocidad
vij . El tiempo pij que el trabajo pasa en la ma´quina i es igual a pj/vij .
Flow Shop (Fm). Se tienen m ma´quinas en serie. Cada trabajo tiene que ser
procesado en cada una de las m ma´quinas. Todos los trabajos tienen que seguir la
misma ruta, por ejemplo, primero tienen que ser procesados en la ma´quina 1, despue´s
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Tabla 2.2: Notacio´n para caracter´ısticas de procesamiento/restricciones (β)
Termino S´ımbolo/Notacio´n Descripcio´n
Fecha de liberacio´n rj Un trabajo no puede co-
menzar su procesamiento
en un ma´quina antes de
su valor rj
Preferencia Prmp Un trabajo puede in-
terrumpirse durante su
procesamiento debido a
la llegada de otro trabajo
con mayor prioridad.
Restricciones de prece-
dencia
Prec Cuando un trabajo de-
pende de la terminacio´n
de otro.
Paros de l´ınea (break-
downs)
Brkdwn Implica que las ma´quinas
no esta´n continuamente
disponibles para procesa-
miento.
Recirculacio´n Recrc Cuando un trabajo visita
una ma´quina ma´s de una
vez.
Permutacio´n Prmu El orden de procesamien-
to de todos los trabajos
en una ma´quina se man-
tiene en todo el sistema.
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Tabla 2.3: Notacio´n para las funciones objetivo (γ)
Ambientes S´ımbolo/Notacio´n
Makespan Cmax
Tardanza ma´xima Lmax
Tiempo total de terminacio´n ponderado
∑
wjCj
Tardanza total ponderada
∑
wjTj
Tiempo total de terminacio´n
∑
Cj
en la segunda y as´ı sucesivamente. Al terminar su procesamiento en una ma´quina, el
trabajo se une a una fila de espera en la siguiente ma´quina. Normalmente se asume
que la fila opera bajo la disciplina FIFO (First In First Out), esto quiere decir que
un trabajo no puede pasar a otro mientras espera.
Flow Shop Hı´brido (FFc). El flow shop h´ıbrido es una generalizacio´n de
los ambientes flow shop y ma´quinas en paralelo. En lugar de m ma´quinas en serie,
ahora se tienen c etapas en serie cada una con un nu´mero de ma´quinas ide´nticas en
paralelo. Cada trabajo debe ser procesado primero en la etapa 1, despue´s en la 2 y
as´ı sucesivamente. Una etapa funciona como un conjunto de ma´quinas en paralelo,
en cada una de ellas el trabajo j requiere ser procesado so´lo en una ma´quina. Las
filas entre varias etapas pueden o no operar de acuerdo a la regla FCFS (First Come
First Served). Al flow shop h´ıbrido tambie´n se le conoce como flow shop flexible.
Job Shop (Jm). En un job shop con m ma´quinas cada trabajo tiene su propia
ruta predeterminada a seguir. Se presentan normalmente dos casos, en el primero
cada trabajo puede visitar a lo ma´ximo una vez cada ma´quina y en el segundo, los
trabajos visitan ma´s de una vez a cada una de ellas.
Job Shop Hı´brido (FJc). Un job shop h´ıbrido es una generalizacio´n del job
shop y el ambiente de ma´quinas en paralelo. En lugar de m ma´quinas en serie hay c
centros de trabajo y cada uno de ellos cuenta con un nu´mero de ma´quinas ide´nticas
en paralelo. Cada trabajo tiene su propia ruta a seguir en el sistema; el trabajo j
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requiere ser procesado por so´lo una ma´quina en cada centro de trabajo.
2.3 Caso de estudio
En base a lo descrito en la seccio´n 1.1 y en las secciones anteriores de este
cap´ıtulo, la estructura que presenta el caso a tratar en esta investigacio´n es la de un
flow shop h´ıbrido.
El ambiente de ma´quina (α) lo conforman un nu´mero determinado de etapas en
serie. La etapa inicial esta´ compuesta por un conjunto de ma´quinas en paralelo, las
cuales constituyen el punto de inicio del procesamiento de cada uno de los productos,
cabe resaltar que los productos so´lo pueden ser procesados en una ma´quina de esta
etapa. Despu´es, los productos pasan al resto de las etapas que esta´n conformadas
por solo una ma´quina.
Las resticciones (β) son principalmente la compatibilidad producto ma´quina,
es decir, todos los productos pueden ser procesados por una o ma´s ma´quinas de la
etapa inicial. Al continuar el flujo en el sistema, los productos pueden ser procesados
en una o ma´s etapas hasta concluir en la etapa inicial. Tambie´n se considera la
ruta que sigue cada producto, esto permite identificar entre cuales ma´quinas de las
estapas puede o no pasar el producto.
Por u´ltimo, la funcio´n objetivo (γ) a tratar es la minimizacio´n del tiempo total
de terminacio´n de cada producto en el sistema (l´ınea de produccio´n).
2.4 Problema del Flow Shop H´ıbrido
2.4.1 Definicio´n
Uno de los pioneros en los trabajos de investigacio´n relacionados con el pro-
blema del flow shop h´ıbrido fue Salvador (1973). En su art´ıculo considera un caso
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general de flow shop en el cual los trabajos se trasladan a trave´s de varias etapas,
cada una esta´ compuesta de uno o ma´s procesadores ide´nticos. Los trabajos son pro-
cesados en uno de los procesadores en cada estado en orden ascendente del nu´mero
de etapas.
A partir de la contribucio´n de Salvador (1973) muchos investigadores han de-
dicado grandes esfuerzos al estudio de este problema. Adema´s, esto tambie´n se debe
al sin nu´mero de aplicaciones que tiene en la vida real.
El problema de programacio´n del flow shop h´ıbrido es una generalizacio´n de
dos tipos de problemas particulares de programacio´n: en ma´quinas en paralelo y en
un flow shop. En el primero, la clave es la asignacio´n de los trabajos a las ma´quinas;
mientras que en el segundo, lo importante es la secuencia de los trabajos a trave´s
del sistema. Por lo tanto, una vez definidas las caracter´ısticas del FSH la decisio´n
principal es asignar y programar los trabajos a las ma´quinas en cada etapa, es decir,
determinar el orden en el cual los trabajos tienen que ser procesados en diferentes
ma´quinas de cada etapa de acuerdo a uno o ma´s criterios dados Ribas et al. (2010).
2.4.2 Caracter´ısticas
Dentro de los problemas del flow shop h´ıbrido existe una serie de variantes de las
cuales la mayor´ıa tiene las siguientes caracter´ısticas (Ruiz and Va´zquez-Rodr´ıguez,
2010):
El nu´mero de etapas de procesamiento m es al menos 2.
Cada etapa k tiene M (k) ≥ 1 ma´quinas en paralelo y en al menos una de las
etapas M (k) > 1 .
Todos los trabajos son procesados en el mismo flujo de produccio´n: etapa 1,
etapa 2, ... , etapa k . Un trabajo puede omitir algunas de las etapas, siempre
que sea procesado en al menos una de ellas.
Cada trabajo j requiere un tiempo de procesamiento pjk en la etapa k .
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2.4.3 Clasificacio´n
Ribas et al. (2010) presentan una clasificacio´n de acuerdo a las caracter´ısticas
de las ma´quinas, las restricciones de los trabajos y los criterios de optimizacio´n de
los problemas de flow shop h´ıbrido basados en su sistema de produccio´n.
Dentro del ambiente ma´quina (α) se encuentran las ma´quinas paralelas ide´nti-
cas, uniformes y no relacionadas. En las primeras, todas las ma´quinas de cada etapa
se consideran ide´nticas, por lo tanto, el tiempo de procesamiento de un trabajo en
cada etapa no depende de la ma´quina espec´ıfica en que fue asignado. Para las segun-
das cada ma´quina tiene asociada una velocidad vij , es decir, cuando una operacio´n
que es procesada por una ma´quina requiere pj/vij unidades de tiempo para ser ter-
minada. En las terceras, el tiempo de procesamiento de un trabajo en una etapa
depende de la ma´quina espec´ıfica en que es procesado dentro de esa etapa.
Las principales restricciones (β) relacionadas a los trabajos son el tiempo de
preparacio´n de la ma´quina, el tiempo de transportacio´n, la prioridad de los trabajos
y la omisio´n de alguna etapa durante el procesamiento de un trabajo.
Finalmente, entre los criterios de optimizacio´n ma´s usuales esta´n el tiempo
ma´ximo de terminacio´n, la tardanza ma´xima, la latencia ma´xima, el tiempo de
terminacio´n de los trabajos, la suma ponderada de los tiempos de terminacio´n de
los trabajos, la tardanza total de los trabajos y la tardanza ponderada total de los
trabajos.
2.4.4 Complejidad y Me´todos de solucio´n
El problema FSH es clasicado como NP-hard (Garey et al., 1976), (King, 1979),
(Cho and Sahni, 1981), (Hoogeveen et al., 1996), (Dror and Mullaseril, 1996), (Linn
and Zhang, 1999) y debido a esto, la comunidad cient´ıfica ha propuesto una gran
cantidad de me´todos de solucio´n empleando algoritmos heur´ısticos y metaheur´ıstos,
abordando diferentes criterios de optimizacio´n.
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Minimizacio´n del Makespan
Entre la gran cantidad de art´ıculos que se encuentran en la literatura uno de
los criterios de optimizacio´n ma´s estudiados para el problema de flow shop h´ıbrido
es la minimizacio´n del makespan en diferentes ambientes de ma´quina. Pinedo (2012)
define al makespan como el max(C1, ..., Cn), el cual es equivalente al tiempo total
de terminacio´n del u´ltimo trabajo en el sistema. Un ejemplo es Sawik (1995), e´l
propone un me´todo heur´ıstico RITM-NS (Route Idle Time Minimization - No Store)
para programar una l´ınea de flujo flexible sin buffers intermedios, este algoritmo se
realiza parte por parte y en cada una de ellas se determina la secuencia de carga y
la programacio´n.
Posteriormente, para los problemas de flow shop h´ıbrido con dos etapas, Guinet
et al. (1996) presenta un algoritmo en dos partes, en la primera se realiza una
descomposicio´n del problema creando una lista ordenada de los trabajos con mayor
prioridad y la segunda consiste en la asignacio´n de los trabajos en las ma´quinas
disponibles en cada etapa del flow shop h´ıbrido. Og˘uz and Ercan (1997) proponen
un algoritmo en tres pasos, en el primero ser realiza la secuenciacio´n de los trabajos,
despue´s en el paso 2 se lleva a cabo la programacio´n de los trabajos en la etapa 1,
por u´ltimo en el paso 3 se programan los trabajos de la etapa 5. Gupta et al. (1997)
desarrollaron un algoritmo constructivo mediante un procedimiento de combinacio´n
en base a la regla de Johnson y otro de mejora basado en la exploracio´n de los
vecindarios. En ese mismo an˜o Haouari and M’Hallah (1997) implementaron un
recocido simulado y una bu´squeda tabu. Tiempo despue´s Kouvelis and Vairaktarakis
(1998) plantearon un algoritmo utilizando las reglas First Available Machine (FAM)
y Last Busy Machine (LBM). Ma´s recientemente Og˘uz et al. (2003) proponen un
heur´ıstico constructivo fundamentado en dos estructuras, la primera de ellas consiste
en encontrar una secuencia para los trabajos y en la segunda dada la secuencia,
trata de encontrar la programacio´n de los trabajos en base a diferentes reglas de
secuenciacio´n.
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Entre las contribuciones cient´ıficas que se enfocaron en el problema del flow
shop h´ıbrido con tres etapas se pueden mencionar a Soewandi and Elmaghraby
(2001) quienes presentan un algoritmo de particio´n del sistema basado en las reglas
de Johnson, First Available Machine (FAM) y Last Busy Machine (LBM). Babayan
and He (2004) plantean un enfoque basado en agentes y teor´ıa de juegos. Ying
and Lin (2006) desarrollaron un algoritmo de colonia de hormigas utilizando como
criterio de paro el nu´mero de iteraciones.
Otras investigaciones como las de Kurz and Askin (2003) y Logendran et al.
(2006) estudian el problema del FSH con tiempos de preparacio´n dependientes de
la secuencia. En la primera investigacio´n se exploran tres clases algoritmos: heur´ısti-
cas c´ıclicas, heur´ısticas de insercio´n basadas en el problema del agente viajero y
heur´ısticas basadas en la regla de Johnson. En la segunda se consideran tres algorit-
mos basados en bu´squeda tabu´, la diferencia entre ellos radica en la solucio´n inicial
de cada uno, ya que la secuencia de los trabajos se determina basa´ndose en el tiempo
acumulado de funcionamiento ma´s largo.
Dentro de la literatura tambie´n se han encontrado diversos art´ıculos dedica-
dos al estudio de me´todos de solucio´n para un problema de FSH considerando un
ambiente de ma´quina general, entre ellos esta´n Og˘uz et al. (2004), Wardono and
Fathi (2004) y Hurink et al. (1994) quienes proponen una bu´squeda tabu´; Serifog˘lu
and Ulusoy (2004) desarrollaron un algoritmo gene´tico, Akrami et al. (2006) imple-
mentaron un algoritmo gene´tico y una bu´squeda tabu´; Jin et al. (2006) presentan
dos metaheur´ısticas, un recocido simulado y una bu´squeda profunda varibale; por
u´ltimo, Ying (2009) propone un algoritmo voraz.
Minimizacio´n del Tiempo Total de Terminacio´n de los Trabajos y
otros Criterios de Optimizacio´n
Adema´s del makespan, muchos investigadores han dedicado grandes esfuerzos
en solucionar diversos problemas de flow shop h´ıbrido donde se presentan diferentes
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criterios de optimizacio´n, as´ı como ambientes de ma´quina.
Entre los art´ıculos que estudian el problema del flow shop h´ıbrido con restric-
ciones de precedencia y lapsos de tiempo se cita a Botta-Genoulaz (2000). En esta
investigacio´n se presenta la adaptacio´n de seis heur´ısticas basadas en los trabajos
Nawaz et al. (1983) y de Campbell et al. (1970) con el objetivo de minimizar la
ma´xima latencia.
Para an˜os posteriores Kyparisis and Koulamas (2001) proponen para un caso
general del FSH, la minimizacio´n del tiempo total de terminacio´n ponderado apli-
cando una adaptacio´n de la heur´ıstica de tiempo de procesamiento ponderado ma´s
corto. Gupta et al. (2002) estudian el problema del flow shop h´ıbrido con tiempos de
procesamiento controlables y asignacio´n de fechas de terminacio´n, para este caso de
estudio los autores plantean dos algoritmos. El primero es un heur´ıstico constructivo
que realiza una secuencia parcial an˜adiendo o insertando trabajos, el segundo es un
heur´ıstico iterativo de mejora basado en una bu´squeda local. Yang (2011) desarrolla
un heur´ıstico que ordena los trabajos en base a la regla STP, despue´s determina una
secuencia y programacio´n para cada uno de ellos. Finalmente, Najafi et al. (2012)
analizan un FSH enfocado a minimizar la tardanza total mediante un algoritmo
inmunolo´gico artificial basado en la simulacio´n del sistema inmune fisiolo´gico de
organismos vivos en defensa de organismos pato´genos extran˜os.
2.5 El problema del Flow Shop H´ıbrido en la
industria
El problema del flow shop h´ıbrido es muy comu´n, especialmente en los procesos
industriales donde se tienen mu´ltiples ma´quinas disponibles en cada etapa (Brah and
Hunsucker, 1991), as´ı como en ambientes de manufactura flexible (Zijm and Nelissen,
1990).
A continuacio´n se presentan algunos de los art´ıculos que han realizado diversas
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investigaciones sobre problema´ticas reales relacionadas con el problema del FSH que
han ocurrido en diferentes a´reas del sector industrial.
En la de´cada de los 90´s Tsubone et al. (1993) realizaron una investigacio´n
referente a la produccio´n de la programacio´n de una industria de manufactura de
filmes fotogra´ficos. El sistema de produccio´n presenta una estructura de flow shop
h´ıbrido conformado por dos etapas de manufactura: en la primera se realiza el corte
de los rollos de pel´ıcula mediante dos ma´quinas, los rollos son procesados solamente
en una de ellas dependiendo de las caracter´ısticas del mismo; en la segunda etapa
se lleva acabo el entrelazado y envoltura de las hojas del filme en cuatro diferentes
procesos, cada uno difiere en los taman˜os de rango para procesar cada hoja, las cuales
son asignadas so´lo a un proceso segu´n sus especificaciones. El sistema de produccio´n
es dividido en dos subproblemas resueltos por medio de un algoritmo heur´ıstico
basado en la experiencia de los trabajadores encargados de realizar la programacio´n
de la produccio´n.
Lin and Liao (2003) trabajaron en un problema de programacio´n de una com-
pan˜´ıa productora de etiquetas adhesivas orientado a minimizar la tardanza ma´xima
ponderada. El sistema de produccio´n estaba integrado por un flow shop h´ıbrido
de dos etapas, la primera consiste de una u´nica ma´quina de alta velocidad llama-
da calentador utilizada para pegar el material de la superficie y crear las etiquetas
adhesivas, en esta etapa los tiempos de preparacio´n son dependientes de la secuen-
cia; la segunda esta´ conformada por dos ma´quinas ide´nticas encargadas de cortar
las etiquetas segu´n la anchura predeterminada. Los autores propusieron un me´todo
heur´ıstico enfocado en tres pasos: determinar la secuencia de produccio´n en la etapa
1 mediante el algoritmo de aproximacio´n de Gupta and Tunc (1991), despue´s se
env´ıan los trabajos a la fila de la etapa 2 utilizando la regla FIFO y por u´ltimo, se
implementa una bu´squeda tabu´ para mejorar la programacio´n obtenida.
Un an˜o ma´s tarde Yang et al. (2004) consideraron un caso de estudio en la
fabricacio´n multicapa de condensadores de cera´micos en Tainan, Taiwan. La l´ınea
de produccio´n bajo estudio tiene un flujo de proceso u´nico con restricciones de pre-
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cedencia, adema´s esta´ conformada por nueva etapas produccio´n. Se desea decidir
una programacio´n para los trabajos que minimice la tardanza total de los mismos
implementando un algoritmo de bu´squeda tabu´.
Voss and Witt (2007) desarrollaron un investigacio´n en torno a una compan˜´ıa
de acero alemana. La l´ınea de produccio´n bajo estudio presenta la estructura de un
flow shop h´ıbrido con diecise´is etapas, de las cuales tres de ellas esta´n formadas por
ma´quinas uniformes en paralelo con diferentes velocidades. Se consideran restriccio-
nes de precedencia, capacidad, as´ı como la omisio´n de algunas etapas dependiendo
del producto a fabricar. El objetivo de este trabajo es minimizar la tardanza pon-
derada, para lo cual los autores aplican un heur´ıstico con reglas de secuenciacio´n
clasificadas por Drexl and Kolisch (1993). En ese mismo an˜o, Chen et al. (2007)
presentaron un problema de programacio´n de un sistema de manipulacio´n de con-
tenedores en una terminal mar´ıtima con el objetivo de minimizar el makespan o el
tiempo de servicio a un conjunto de naves. El problema fue formulado como un flow
shop h´ıbrido con restricciones de precedencia y de bloqueo, siendo resuelto mediante
una bu´squeda tabu´.
Desprez et al. (2009) plantearon el caso de estudio real de una compan˜´ıa en
donde se desea minimizar la tardanza de los trabajos, se presentan penalidades
por el incumplimiento con las fechas entrega. Los investigadores implementaron un
algoritmo gene´tico para la resolucio´n del problema planteado.
Finalmente, Gicquel et al. (2012) estudiaron el problema del flow shop h´ıbri-
do en un bio-proceso industrial en el cual son utilizadas diversas te´cnicas de fer-
mentacio´n. El bio-proceso esta´ compuesto de cuatro etapas: fermentacio´n paso 1,
fermentacio´n paso 2, mezcla de nutrientes y filtracio´n de nutrientes. Se realiza la
formulacio´n matema´tica del problema y se resuelve mediante el me´todo exacto de
corte y acotamiento.
Cap´ıtulo 3
Planteamiento del Problema
A natural way to attack machine scheduling problems is to formulate them as
mathematical programming models, (Kan, 2012).
3.1 Descripcio´n de la l´ınea de Produccio´n
Actualmente en la l´ınea de produccio´n, se fabrican tres tipos de piezas auto-
motrices, las cuales esta´n subdivididas en diferentes modelos o productos debido a
sus caracter´ısticas particulares.
Por otro lado, la l´ınea de produccio´n esta´ conformada por diversas ma´quinas
encargadas de realizar diferentes procesos, las cuales esta´n distribuidas en diferentes
etapas: la primera de ellas esta´ compuesta por un conjunto de ma´quinas iniciales en
paralelo donde comienza el flujo de produccio´n para cada producto, en esta etapa
los productos pueden ser o no asignados a todas las ma´quinas; el resto de las etapas
esta´n formadas por una u´nica ma´quina. Despue´s de finalizar su procesamiento en la
etapa inicial, los productos son asignados al resto de las etapas de acuerdo a su ruta
de produccio´n, es decir, segu´n las caracter´ısticas y procesos que requiera el modelo
este puede omitir algunas de las etapas de produccio´n.
En base a la descripcio´n anterior, se clasifica a la estructura de la l´ınea de
produccio´n como un flow shop h´ıbrido. Esto se puede apreciar en la figura 3.1.
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M1
M2
M3
M4
M5
M6 M8 M9
Etapa Inicial
M10
Etapa FinalEtapas Intermedias
Productos
Figura 3.1: L´ınea de produccio´n con estructura de FSH
Actualmente, la programacio´n de la produccio´n es llevada a cabo en base a la
experiencia de la persona encargada de l´ınea y de la compatibilidad que existe entre
los productos y la maquinaria.
3.2 Descripcio´n del Problema
Existe un conjunto de ma´quinas M = {1, 2, 3, ...,m,m+ 1}, do´nde la ma´quina
m + 1 representa una ma´quina ficticia que representa el punto de terminacio´n de
todos los productos. Se tienen diversas etapas de procesamiento, la etapa inicial
esta´ conformada por un subconjunto denominado fase A (FA) de m ma´quinas en
paralelo y el resto de las etapas esta´n integradas por una u´nica ma´quina cada una.
Se cuenta con un conjunto N = {1, 2, 3, ..., n} de productos para ser programa-
dos en la l´ınea de produccio´n. Los productos tienen definida una o varias rutas de
produccio´n dependiendo de la compatibilidad producto-ma´quina. As´ı mismo, cada
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producto tiene asociado un tiempo de procesamiento y un tiempo de preparacio´n en
la ma´quina m.
El objetivo es minimizar el tiempo total de terminacio´n de los trabajos en la
l´ınea de produccio´n.
3.2.1 Supuestos
El nu´mero de etapas de procesamiento es al menos 2.
So´lo se considera la etapa inicial con al menos 3 ma´quinas en paralelo.
Todos los productos esta´n disponibles en el tiempo inicial cero.
Cada producto tiene asociada al menos una ruta de produccio´n definida.
Los tiempos de preparacio´n no son dependientes de la secuencia.
Se define una posicio´n para cada producto en la programacio´n de cada ma´qui-
na. La figura 3.2 ilustra este supuesto.
Producto 4 Setup Producto 3 Setup Producto 5Máquina 1
Posición
1
Posición
2
Posición
3
Figura 3.2: Posicio´n de los productos en la programacio´n
La posicio´n es aquel lugar que ocupa un producto en la secuencia de una
ma´quina una vez que fue asignado a ella.
La produccio´n es interrumpida, es decir, una vez que un producto comienza a
ser procesado por una ma´quina este debe ser terminado en su totalidad antes
de continuar con el siguiente producto.
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No se consideran restricciones de precedencia, es decir, no se tiene un orden
establecido para el procesamiento de los trabajos.
3.2.2 Notacio´n
A continuacio´n se mencionan los sub´ındices y para´metros utilizados para la
formulacio´n matema´tica del problema.
Sub´ındices
i : el sub´ındice i es el producto anterior que fue procesado una ma´quina k.
j : el sub´ındice j hace referencia al producto actual que es secuenciado en una
ma´quina k.
h : el sub´ındice h es la ma´quina anterior donde fue procesado el producto j.
k : el sub´ındice k se refiere a la ma´quina actual donde es procesado el producto j.
t : el sub´ındice t es la posicio´n en la cual se coloca el producto j en la secuencia
de la ma´quina k.
q : el sub´ındice q es la posicio´n anterior donde fue colocado el producto j en la
secuencia de la ma´quina k.
Para´metros
Bjk : es la matriz binaria de compatibilidad en donde se especifica si el producto j
puede ser procesado en la ma´quina k.
Cjhk : es la matriz binaria que define las rutas de produccio´n, es decir, indica si el
producto j puede ser programado de la ma´quina h a la ma´quina k.
pjk : es el tiempo de procesamiento del producto j en la ma´quina k.
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sjhk : es el tiempo de preparacio´n para cada producto j dado que se realizo´ inmedia-
tamente despue´s del producto i en la ma´quina k.
M : representa un nu´mero de gran magnitud.
3.3 Formulacio´n Matema´tica
A continuacio´n se muestra la formulacio´n matema´tica del flujo del proceso de
la l´ınea de produccio´n bajo estudio.
3.3.1 Variables del Problema
Para la modelacio´n matema´tica del problema de flow shop h´ıbrido presentado
en esta investigacio´n, se emplearon dos tipos de variables: binarias y auxiliares. En
las siguientes subsecciones se detalla cada una de ellas.
Variable Binaria
Para la modelacio´n del FSH se define la siguiente variable binaria.
xjkt =


1 Si el producto j es procesado en la ma´quina k en la posicio´n t.
0 En otro caso.
Variables Auxiliares
Zj : es el tiempo total de terminacio´n de cada producto j.
rjkt : es el tiempo de procesamiento requerido para que el producto j sea procesado
en la ma´quina k en la posicio´n t.
wjkt : es el tiempo de terminacio´n del producto j en la ma´quina k en la posicio´n t.
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3.3.2 Funcio´n Objetivo
El criterio de optimizacio´n para el presente caso de estudio es la minimizacio´n
del tiempo total de los trabajos procesados en la l´ınea de produccio´n.
Minimizar z =
∑
j∈N
Cj
3.3.3 Restricciones
1. Restriccio´n para la asignacio´n de trabajos
∑
k∈FA
∑
t∈N
xjkt = 1, ∀j ∈ N (3.1)
Todos los productos deben ser asignados a una ma´quina en la etapa inicial o
fase A.
2. Restriccio´n de compatibilidad de producto - ma´quina
∑
t∈N
xjkt ≤ Bjk, ∀j ∈ N, k ∈M (3.2)
Indica que un producto j puede o no ser procesado en la ma´quina k en la
posicio´n t de acuerdo a las especificaciones de la matriz binaria Bjk.
3. Restriccio´n de rutas de produccio´n
∑
t∈N
xjkt <
∑
k∈M
k 6=h
∑
t∈N
xjkt ∗ Cjhk, ∀j ∈ N, h ∈M,h 6= k (3.3)
Garantiza que el producto j que fue procesado en la ma´quina h deba ser
procesado en la ma´quina adyacente k.
4. Restriccio´n de finalizacio´n del flujo de produccio´n
∑
j∈N
t 6=N
xj(m+1)t = n (3.4)
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Asegura que todos los productos son procesadas por la ma´quina ficticia m+1
y por consiguiente, la terminacio´n del procesamiento de todos los productos.
5. Restriccio´n de posicio´n en una ma´quina
∑
j∈N
xjkt ≤ 1, ∀k ∈M, t ∈ N (3.5)
En cada posicio´n t de cada ma´quina k se asigna a lo ma´s un producto j.
6. Restriccio´n para la eliminacio´n de los tiempos muertos
∑
j∈N
xjkt ≤
∑
i∈N
xik(t−1), ∀k ∈M, t ∈ N − {1} (3.6)
Menciona que si se asigna un producto en la posicio´n t de la ma´quina k, en la
posicio´n t− 1 de esa mimsa ma´quina debe estar asignado un producto j.
7. Restriccio´n para el tiempo de procesamiento total por producto en
cada ma´quina
rjkt ≥ xjkt∗pjk+
∑
i∈N
(xik(t−1)∗sijk−[(1− xjkt) ∗ sijk]), ∀j ∈ N, k ∈M, t ∈ N−{1}
(3.7)
Calcula el tiempo de procesamiento rjkt del producto j en la ma´quina k en la
posicio´n t.
8. Restriccio´n para los tiempos de terminacio´n por producto - 1
wjkt ≥
∑
q∈N
q≤N
∑
i∈N
rjkt −M(1− xjkt), ∀k ∈ FA, j ∈ N, t ∈ N (3.8)
Calcula el tiempo de terminacio´n del producto j desde el origen, es decir, desde
que comienza su procesamiento en la etapa inicial.
9. Restriccio´n para los tiempos de terminacio´n por producto - 2
wjkt ≥
∑
i∈N
wik(t−1) + rjkt −M(1− xjkt), ∀j ∈ N, k ∈M, t ∈ N (3.9)
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Indica que el ca´lculo del tiempo de terminacio´n del producto j en la ma´quina
k en la posicio´n t es mayor o igual a la suma de los tiempo de terminacio´n
del producto i en la ma´quina k en la posicio´n t− 1. La figura 3.3 ilustra esta
restriccio´n.
4ℎ
≥ �ଷℎଶ
ݏସଶℎ 3 ݏଷହℎ 5ݐ = ͳ ݐ = ʹ ݐ = ͵�ସℎଵ
≥ �ହℎଷ
Figura 3.3: Ca´lculo de los tiempos de terminacio´n 2
10. Restriccio´n para los tiempos de terminacio´n por producto - 3
wjkt ≥
∑
h∈M
k 6=h
∑
q∈N
(wjhq∗Cjhk)+pjk−M(1−xjkt), ∀j ∈ N, k ∈M, t ∈ N (3.10)
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4ℎ
�ଶℎଶ
ݏସଶℎ 2 ݏଶଷℎ 3ݐ = ͳ ݐ = ʹ ݐ = ͵
4�
�ଶ�ଶ > �ଶℎଶ
ݏସଶℎ 2ݐ = ͳ ݐ = ʹ�ଶ�ଶ
Figura 3.4: Ca´lculo de los tiempos de terminacio´n 3
Calcula el tiempo de terminacio´n del producto j si este es procesado en la
ma´quina k en la posicio´n t basado en la ma´quina predecesora h. La figura 3.4
ilustra esta restriccio´n.
11. Restriccio´n para el tiempo de terminacio´n total por producto
Zj ≥ wjkt, ∀j ∈ N, k ∈M, t ∈ N (3.11)
Define el tiempo total de terminacio´n para cada producto j en el flujo de
produccio´n.
12. Naturaleza de las variables
xjkt = {0, 1} , ∀j ∈ N, k ∈M, t ∈ N (3.12)
rjkt ≥ 0, ∀j ∈ N, k ∈M, t ∈ N (3.13)
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wjkt ≥ 0, ∀j ∈ N, k ∈M, t ∈ N (3.14)
Zj ≥ 0, ∀j ∈ N, k ∈M, t ∈ N (3.15)
De esta forma, la formulacio´n matema´tica para el problema del flow shop h´ıbri-
do de esta investigacio´n es:
Minimizar z =
∑
j∈N
Cj
Sujeto a:
∑
k∈FA
∑
t∈N
xjkt = 1 ∀j ∈ N
(3.1)
∑
t∈N
xjkt ≤ Bjk ∀j ∈ N, k ∈M
(3.2)
∑
t∈N
xjkt <
∑
k∈M
k 6=h
∑
t∈N
xjkt ∗ Cjhk ∀j ∈ N, h ∈M,h 6= k
(3.3)
∑
j∈N
t 6=N
xj(m+1)t = n (3.4)
∑
j∈N
xjkt ≤ 1 ∀k ∈M, t ∈ N
(3.5)
∑
j∈N
xjkt ≤
∑
i∈N
xik(t−1) ∀k ∈M, t ∈ N − {1}
(3.6)
rjkt ≥ xjkt ∗ pjk +
∑
i∈N
(xik(t−1) ∗ sijk − [(1− xjkt) ∗ sijk])
∀j ∈ N, k ∈M,
t ∈ N − {1}
(3.7)
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wjkt ≥
∑
q∈N
q≤N
∑
i∈N
rjkt −M(1− xjkt) ∀k ∈ FA, j ∈ N, t ∈ N
(3.8)
wjkt ≥
∑
i∈N
wik(t−1) + rjkt −M(1− xjkt) ∀j ∈ N, k ∈M, t ∈ N
(3.9)
wjkt ≥
∑
h∈M
k 6=h
∑
q∈M
(wjhq ∗ Cjhk) + pjk −M(1− xjkt) ∀j ∈ N, k ∈M, t ∈ N
(3.10)
Zj ≥ wjkt ∀j ∈ N, k ∈M, t ∈ N
(3.11)
xjkt = {0, 1} ∀j ∈ N, k ∈M, t ∈ N
(3.12)
rjkt ≥ 0 ∀j ∈ N, k ∈M, t ∈ N
(3.13)
wjkt ≥ 0 ∀j ∈ N, k ∈M, t ∈ N
(3.14)
Zj ≥ 0 ∀j ∈ N, k ∈M, t ∈ N
(3.15)
Cap´ıtulo 4
Procedimiento Metaheur´ıstico
Este cap´ıtulo presenta la metodolog´ıa de solucio´n propuesta, la cual esta´ basada
en un procedimiento metaheur´ıstico GRASP. En la primera seccio´n se muestra una
breve descripcio´n sobre las metaheruist´ıcas y el procedimiento seleccionado, despue´s
se detalla el algoritmo propuesto para el presente caso de estudio.
4.1 Introduccio´n a las metaheur´ısticas
Dada la dificultad para resolver de forma exacta toda una serie de importantes
problemas para los cuales, por otra parte, es necesario ofrecer alguna solucio´n dado
su intere´s pra´ctico, comenzaron a aparecer algoritmos que proporcionan soluciones
factibles, las cuales aunque no optimicen la funcio´n objetivo, se acercan al valor
o´ptimo en un tiempo razonable. Este tipo de algoritmos se denominan heur´ısticas y
su intere´s pra´ctico radica en ser una herramienta que brinda soluciones a problemas
reales (Dı´az et al., 1996).
Zanakis and Evans (1981) definen a los me´todos heur´ısticos como:
Procedimientos simples, a menudo basados en el sentido comu´n, que se suponen
ofrecera´n una buena solucio´n (aunque no necesariamente la o´ptima), a problemas
dif´ıciles, de un modo fa´cil y ra´pido.
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Adema´s de los algoritmos heur´ısticos, existen otros me´todos que funcionan
como estrategias maestras que gu´ıan y modifica otras heur´ısticas para producir so-
luciones ma´s alla´ de aquellas que normalmente ser´ıan generadas por una optimiza-
cio´n local, estos me´todos reciben el nombre de metaheur´ısticas (Glover and Laguna,
1999).
La metodolog´ıa de solucio´n propuesta para nuestro caso de estudio esta´ basada
en un procedimiento metaher´ıstico GRASP desarrollado por Feo and Resende (1995),
por ello en la seccio´n 4.1 se hace una breve descripcio´n de esta metahur´ıstica y
finalmente, en la seccio´n 4.2 se describe ampliamente la metodolog´ıa propuesta para
esta investigacio´n.
4.2 Procedimientos de Bu´squeda A´vidos,
Aleatorizados y Adaptativos (GRASP)
La metaheur´ıstica GRASP cuyas siglas en ingle´s son Greedy Randomized
Adaptative Search Procedures, es la ma´s joven de las metaheur´ısticas surgidas du-
rante la de´cada de los 80 con el fin de resolver problemas dif´ıciles en el campo de
optimizacio´n combinaroria (Dı´az et al., 1996).
GRASP es un me´todo multiarranque en el cada iteracio´n consiste en una fase
de construccio´n de una solucio´n miope aleatorizada, seguida de una fase de mejora
o bu´squeda local usando la solucio´n construida como punto de partida de dicha
bu´squeda. La filosof´ıa de esta metaheur´ıstica esta´ en la premisa de que soluciones
iniciales buenas y diversas juegan un papel importante en el e´xito de los me´todos de
bu´squeda local.
Los principales componentes de GRASP para la fase de construccio´n son:
Funcio´n de evaluacio´n miope.
Procedimiento de eleccio´n al azar.
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Procedimiento de actualizacio´n adaptativo.
La primera fase constituye el nu´cleo de la metaheur´ıstica, esta consiste en
construir iterativamente una solucio´n factible mediante la seleccio´n aleatoria de los
mejores candidatos en base a una funcio´n de evaluacio´n miope. La fase de mejora
puede realizarse mediante una bu´squeda local o un procedimiento de mejora sencillo
como intercambios en la estructura de la solucio´n.
4.3 Metodolog´ıa Propuesta
4.3.1 Para´metros Iniciales
La metodolog´ıa de solucio´n propuesta esta´ conformada por un conjunto de
para´metros que inicializan el procedimiento metaheur´ıstico, dichos para´metros son:
m : nu´mero de ma´quinas totales en el flujo de produccio´n.
mFA : cantidad de ma´quinas pertenecientes a la etapa inicial o fase A.
n : nu´mero de productos a procesar.
tam : taman˜o de la lista de ma´quinas candidatas.
iter : representa las iteraciones del algoritmo.
Cabe mencionar que en el cap´ıtulo 4 se presenta la justificacio´n de la eleccio´n
del taman˜o de la lista de mejores candidatos, as´ı como el nu´mero de iteraciones del
algoritmo.
4.3.2 Metaher´ıstica GRASP
La estructura general del procedimiento metahur´ıstico esta´ representada por el
algoritmo 1, este consiste en un algoritmo multiarranque iterado iter veces. En cada
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iteracio´n construye una solucio´n mediante la seleccio´n de un producto al azar, el
cual es insertado en una ma´quina con respecto a una funcio´n de evaluacio´n; despue´s
se realiza un procedimiento de mejora mediante la destruccio´n y reconstruccio´n de
dicha solucio´n. Finalmente, se procede a verificar si la nueva solucio´n generada es
mejor a la solucio´n incumbente.
Algoritmo 1: GRASP
Entrada: Para´metros iniciales
Salida : Solucio´n
1.1 inicio
1.2 Incumbente = ∅;
1.3 para iter veces hacer
1.4 Fase de Construccio´n
1.5 x = Constructivo(∅);
1.6 Fase de Mejora
1.7 mientras (se encuentre una mejor solucio´n) hacer
1.8 NuevaSolucio´n = Bu´squeda Local(x);
1.9 si (NuevaSolucio´n es mejor que el Incumbente) entonces
1.10 Incumbente← NuevaSolucio´n;
4.3.3 Me´todo Constructivo
La etapa inicial del algoritmo 2 corresponde a recibir una solucio´n, la cual
puede ser vac´ıa o parcial. En el primer caso, cuando la solucio´n es vac´ıa se crea una
lista de productos (LP ) conformada por todos los productos que sera´n programados
en la l´ınea de produccio´n. Despue´s, se selecciona al azar un producto de la LP y
se revisa los pjk + sijk del producto en cada ma´quina; en base a esta evaluacio´n se
seleccionan aquellas ma´quinas donde la suma de los tiempos de procesamiento y de
preparacio´n sean los menores y estas son agregadas a la lista de ma´quinas candidatas
(LMC). En seguida, se escoge una ma´quina de la LMC y se inserta el producto en
Cap´ıtulo 4. Procedimiento Metaheur´ıstico 35
la posicio´n donde tenga un menor tiempo. Una vez que el producto es insertado,
se prosigue con el siguiente hasta que LP = ∅. Para el caso 2 se realiza el mismo
procedimiento del caso 1, pero en este punto la solucio´n de entrada es una solucio´n
parcial, es decir, el algoritmo Constructivo recibe una solucio´n que fue destruida
parcialmente por el algoritmo 4 y reconstruida por este mismo algoritmo.
Algoritmo 2: Constructivo (x′)
Entrada: Para´metros iniciales
x′: solucio´n parcial
LP : lista de productos por secuenciar
LMC: lista de ma´quinas candidatas de taman˜o tam;
Salida : Solucio´n incumbente.
2.1 inicio
2.2 si (x′ = ∅) entonces
2.3 Crear LP con todos los productos;
2.4 en otro caso
2.5 Crear LP con los productos que no este´n en x′;
2.6 mientras (LP 6= ∅) hacer
2.7 Seleccionar al azar un producto de LP ;
2.8 Guardar en LMC las ma´quinas donde el producto tenga el mejor
pjk + sijk respetando la compatibilidad producto-ma´quina y flujo de
produccio´n;
2.9 Seleccionar una ma´quina de la LMC;
2.10 Insertar el producto en la posicio´n de menor tiempo disponible en la
ma´quina seleccionada anteriormente;
2.11 liminar el producto de LP ;
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4.3.4 Me´todo de Mejora
Bu´squeda Local
En la fase de mejora se realiza una bu´squeda local. El algoritmo 3 inicialmente
recibe la solucio´n creada por la fase constructiva, despue´s selecciona un producto
de las ma´quinas de la etapa inicial de la l´ınea de produccio´n y aplica el algoritmo
4, el cual regresa una solucio´n parcial que posteriormente sera´ reconstruida por el
algoritmo 2.
Algoritmo 3: Bu´squeda Local(x)
Entrada: Solucio´n x.
x′: solucio´n parcial
Salida : Solucio´n incumbente.
3.1 inicio
3.2 para todos los productos en las ma´quinas de la etapa inicial hacer
3.3 Seleccionar un producto p;
3.4 x′ = Destruccio´n(x, p);
3.5 NuevaSolucio´n = Reconstruccio´n(x′);
3.6 si (NuevaSolucio´n es mejor que el Incumbente) entonces
3.7 Incumbente← NuevaSolucio´n;
Destruccio´n parcial de la solucio´n
El algoritmo 4 recibe el producto p seleccionado por el algortimo 3 y la so-
lucio´n construida por el algoritmo 2. En seguida se selecciona la ma´quina donde el
producto p fue insertado y se eliminan los productos que se encuentran en posicio-
nes posteriores a e´l. Despue´s, se procede a eliminar todos los productos del reto de
las ma´quinas. El resultado final es una solucio´n parcial, es decir, la solucio´n solo
tendra´ parte de su secuencia en la ma´quina seleccionada dejando al resto de ellas sin
productos asignados. La figura 4.1 muestra una ejemplo.
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Algoritmo 4: Destruccio´n (x, p)
Entrada: Solucio´n x y el producto seleccionado p.
Salida : Solucio´n incumbente.
4.1 inicio
4.2 x′ = x;
4.3 para (la solucio´n x′) hacer
4.4 Seleccionar la ma´quina donde el producto p fue insertado;
4.5 Eliminar todos los productos que este´n una posicio´n despue´s del
producto p;
4.6 Eliminar todos los productos del resto de las ma´quinas;
4�ͳ ݏସଶଵ 2ݐ = ͳ ݐ = ʹ
3�ʹ ݏଷଵଶ 1ݐ = ͳ ݐ = ʹ
�͵ 3 ݏଷଶଷ 2ݐ = ͳ ݐ = ʹ
�Ͷ 4 ݏସଵସ 1ݐ = ͳ ݐ = ʹ
Producto
Seleccionado
Eliminación de productos
Eliminación de productos
Eliminación de productos
Eliminación de productos
Figura 4.1: Destruccio´n parcial de la solucio´n
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Reconstruccio´n de la solucio´n
La reconstruccio´n de la solucio´n es llevada a cabo por el algoritmo 2 explicado
anteriormente.
Cap´ıtulo 5
Experimentacio´n Computacional
En este cap´ıtulo se describen los resultados de los experimentos computacio-
nales realizados para evaluar el desempen˜o de las metodolog´ıas propuestas en los
cap´ıtulos 3 y 4. As´ı mismo, se presentan las caracter´ısticas del equipo de co´mputo
empleado y una breve descripcio´n de las instancias utilizadas por ambas metodo-
log´ıas.
5.1 Equipo Computacional
Las metodolog´ıas propuestas para este trabajo fueron desarrolladas en el len-
guaje de programacio´n C++ mediante el entorno de desarrollo Microsoft Visual Stu-
dio 2012 y ejecutadas en un computadora con Procesador Intel R© Xenon R© CPU
E3-1245 v3 @ 3.40GHz, RAM 16.0 GB, Windows 7 Professional.
5.2 Generacio´n de Instancias
Para la presente investigacio´n se generaron instancias basadas en las carac-
ter´ısticas de la l´ınea de produccio´n bajo estudio. Se consideran siete para´metros:
nu´mero de ma´quinas totales, nu´mero de ma´quinas en la etapa inicial, nu´mero de
productos, matriz de compatibilidad producto-ma´quina, matriz de ruta de produc-
cio´n por producto, tiempos de procesamiento y tiempos de preparacio´n.
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Las instancias esta´n dividas en tres grupos dependiendo la cantidad de ma´qui-
nas totales: pequen˜as con 5 ma´quinas, medianas con 10 ma´quinas y grandes con 15
ma´quinas. Para cada grupo de instancias se consideran 5, 10, 15 y 20 productos a
programar. La cantidad de ma´quinas en la etapa inicial esta´ definida por un ran-
go inicial y final que son determinados en base a un porcentaje con respecto a la
cantidad de ma´quinas totales:
Rango inicial = No. de ma´quinas totales ∗ 0.40
Rango final = No. de ma´quinas totales ∗ 0.60
Los porcentajes fueron seleccionados para que el nu´mero mı´nimo de ma´quinas
en la etapa inicial fueran al menos 2 y se respetara un mı´nimo de tres ma´quinas en
el resto de las etapas.
Las matrices de compatibilidad producto-ma´quina y ruta de produccio´n fueron
creadas mediante nu´meros aleatorios de 0 y 1 con una distribucio´n uniforme. De igual
forma, se generaron nu´meros aleatorios entre 0 y 10 con una distribucio´n uniforme
para representar los tiempos de procesamiento y preparacio´n de los productos.
Con base a las caracter´ısticas antes mencionadas fueron generadas 420 ins-
tancias distribuidas entre los tres grupos, a su vez, cada grupo esta´ organizado en
diferentes subgrupos dependiendo del nu´mero de ma´quinas en la etapa inicial (F.
A.) y la cantidad de productos.
5.3 Experimentacio´n de la Formulacio´n
Matema´tica
La experimentacio´n computacional para la formulacio´n matema´tica fue imple-
mentada en el lenguaje de programacio´n C++ haciendo uso de las herramientas
proporcionadas por CPLEX 12.6, ILOG Concert Technology. Se define un tiempo
l´ımite de ejecucio´n de 3200 segundos.
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En las tablas 5.1, 5.2 y 5.3 se muestran los diferentes subgrupos para los tres
grupos de instancias y los porcentajes de aquellas que fueron resueltas a optimalidad.
Tabla 5.1: Porcentaje de instancias pequen˜as resueltas a optimalidad
Ma´quinas Ma´q. F. A. Productos Cantidad Modelo
5 2 5 10 100%
5 2 10 10 0%
5 2 15 10 0%
5 2 20 10 0%
Tabla 5.2: Porcentaje de instancias medianas resueltas a optimalidad
Ma´quinas Ma´q. F. A. Productos Cantidad Modelo
10 4 5 10 100%
10 4 10 10 0%
10 4 15 10 0%
10 4 20 10 0%
10 5 5 10 100%
10 5 10 10 0%
10 5 15 10 0%
10 5 20 10 0%
10 6 5 10 100%
10 6 10 10 0%
10 6 15 10 0%
10 6 20 10 0%
10 7 5 10 100%
10 7 10 10 0%
10 7 15 10 0%
10 7 20 10 0%
En las tablas anteriores se puede observar que la formulacio´n matema´tica es
capaz de resolver a optimalidad u´nicamente aquellas instancias cuyo subgrupo consta
de 5 productos a secuenciar dentro del l´ımite de tiempo establecido, es decir, se
conoce la solucio´n o´ptima para el 28.57% de las instancias.
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Tabla 5.3: Porcentaje de instancias grandes resueltas a optimalidad
Ma´quinas Ma´q. F. A. Productos Cantidad Modelo
15 6 5 10 100%
15 6 10 10 0%
15 6 15 10 0%
15 6 20 10 0%
15 7 5 10 100%
15 7 10 10 0%
15 7 15 10 0%
15 7 20 10 0%
15 8 5 10 100%
15 8 10 10 0%
15 8 15 10 0%
15 8 20 10 0
15 9 5 10 100%
15 9 10 10 0%
15 9 15 10 0%
15 9 20 10 0%
15 10 5 10 100%
15 10 10 10 0%
15 10 15 10 0%
15 10 20 10 0%
15 11 5 10 100%
15 11 10 10 0%
15 11 15 10 0%
15 11 20 10 0%
15 12 5 10 100%
15 12 10 10 0%
15 12 15 10 0%
15 12 20 10 0%
La tabla 5.4 consiste en el ana´lisis de los tiempos de ejecucio´n considerando
solamente las instancias que fueron resueltas a optimalidad. La columna uno, dos y
tres representan el nu´mero de ma´quinas totales, las ma´quinas de la etapa inicial y
la cantidad de productos; la columna cuatro y cinco contienen el tiempo promedio
de ejecucio´n en segundos y la desviacio´n esta´ndar de la metodolog´ıa propuesta.
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Tabla 5.4: Tiempos de ejecucio´n del modelo
Ma´quinas Ma´q. F. A. Productos Tiempo (s) Desv. Est.
5 2 5 2.6474 3.31
10 4 5 3.0855 1.55
10 5 5 2.2867 1.50
10 6 5 2.0591 1.30
10 7 5 2.7533 1.85
15 6 5 3.3103 1.93
15 7 5 4.0731 3.09
15 8 5 2.744 1.16
15 9 5 3.0781 2.77
15 10 5 3.0949 1.41
15 11 5 2.2214 0.97
15 12 5 1.7504 0.84
De la tabla anterior se puede concluir que los tiempos de ejecucio´n para las
instancias resultas a optimalidad son buenos debido a que ninguno de ellos excede los
10 segundos, por lo tanto, el proporcionar la solucio´n o´ptima para la programacio´n
de la l´ınea de produccio´n en un corto tiempo representa un gran beneficio para el
enfoque pra´ctico de esta investigacio´n. Por otro lado, en el a´pendice A se puede
apreciar que el resto de los tiempos de ejecucio´n para aquellas instancias que no
fueron resueltas a optimalidad son muy cercanos al l´ımite de tiempo establecido, por
lo cual, es necesaria la implementacio´n de un procedimiento metheur´ıstico que apoye
en la bu´squeda de buenas soluciones en un tiempo de ejecucio´n aceptable para el
presente caso de estudio.
As´ı mismo, el ape´ndice A muestra los resultados individuales para cada una
de las instancias utilizadas por la formulacio´n matema´tica.
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5.4 Experimentacio´n del Procedimiento
Metaheur´ıstico
En esta seccio´n se presenta el ajuste de para´metros realizado con la finalidad
de seleccionar los para´metros ido´neos para la ejecucio´n del algoritmo, adema´s se
muestran los resultados obtenidos por la experimentacio´n, la cual fue realizada en
lenguaje C++ e implementada en Visual Studio 2012.
5.4.1 Ajuste de Para´metros
El ajuste de para´metros es realizado por medio de un disen˜o de experimentos
factorial. Se consideran como factores el taman˜o de la lista de mejores candidatos
y el nu´mero de iteraciones del algoritmo, as´ı mismo, se definen como variables de
respuesta al valor objetivo y el tiempo de ejecucio´n de la metodolog´ıa propuesta.
El disen˜o de experimentos es realizado para 3 re´plicas considerando 10 instan-
cias de cada grupo. Para el factor taman˜o de lista de mejores candidatos se manejan
5 niveles: taman˜o 1, 2, 3, 4 y 5; para el factor nu´mero de iteraciones se utilizan 5
niveles: 100, 200, 300, 400 y 500 iteraciones.
Se aplica la prueba no parame´trica de Kruskal-Wallis a los datos descritos an-
teriormente. A continuacio´n, la tabla 5.5 proporciona los valores de las interacciones
entre los factores y las variables de respuesta.
Tabla 5.5: Resultados del disen˜o de experimentos
Interaccio´n Valor p
No. Iteraciones - Tiempo 0.6865
No. Iteraciones - Valor Objetivo 0.263
Taman˜o LRC - Tiempo 0.9533
Taman˜o LRC - Valor Objetivo 0.6481
En base a la tabla anterior se aprecia que el valor p para cada una de las inter-
acciones es mayor a un α = 0.05, por lo tanto, con un 95% de confianza se concluye
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que los datos utilizados por el procedimiento metaheur´ıstico son estad´ısticamente
iguales, por lo cual, es permisible la utilizacio´n de cualquier combinacio´n de para´me-
tros. Para la experimentacio´n del procedimiento metaheur´ıstico se seleccionaron 400
iteraciones y una lista de taman˜o 5.
5.4.2 Comparacio´n contra las Soluciones obtenidas por
la Formulacio´n Matema´tica
Debido a que la formulacio´n matema´tica no resuelve todas las instancias a
optimalidad, las soluciones obtenidas por la experimentacio´n del procedimiento me-
taheur´ıstico son comparadas con las soluciones que brinda el modelo matema´tico
dentro del tiempo l´ımite marcado, para lo cual se realizaron 10 re´plicas del algorit-
mo para cada una de las instancias.
Las tablas 5.6, 5.7 y 5.8 presentan los resultados generados por el algoritmo
para los subgrupos de los tres tipos de instancias. La primera, segunda, tercer y cuar-
ta columna corresponden a la cantidad de ma´quinas totales, ma´quinas en la etapa
inicial de la l´ınea de produccio´n, nu´mero de productos y la cantidad de instancias; la
sexta, se´ptima, octava y novena columna mencionan el porcentaje de optimalidad,
el GAP promedio, el coeficiente de variabilidad y el tiempo promedio de ejecucio´n.
Los GAP reportados en cada una de las tablas corresponden a los promedios
de los GAP obtenidos por el algoritmo, los cuales calculados de la siguiente manera:
GAP = 100 ∗
Solucio´nIncumbente− Solucio´nO´ptima
Solucio´nO´ptima
(5.1)
donde la solucio´n incumbente corresponde a la mejor solucio´n obtenida por el
procedimiento metaheur´ıstico y la solucio´n optima representa la solucio´n brindada
por el modelo matema´tico.
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Tabla 5.6: Experimentacio´n del GRASP en instancias pequen˜as.
Ma´q.
Ma´q.
Prod. Cant.
Procentaje GAP Coef. Tiempo
F. A. Optimalidad Promedio Var. Prom.
5 2 5 10 40% 3.31% 0.165 0.0031
5 2 10 10 0% 4.40% 0.111 0.0113
5 2 15 10 0% 10.43% 0.099 0.0257
5 2 20 10 0% 9.76% 0.044 0.0350
Tabla 5.7: Experimentacio´n del GRASP en instancias medianas.
Ma´q.
Ma´q.
Prod. Cant.
Porcentaje GAP Coef. Tiempo
F. A. Optimalidad Promedio Var. Prom.
10 4 5 10 40% 2.14% 0.128 0.00395
10 4 10 10 0% 10.07% 0.172 0.0135
10 4 15 10 0% 10.03% 0.095 0.02771
10 4 20 10 0% 6.11% 0.069 0.03806
10 5 5 10 20% 6.32% 0.123 0.00813
10 5 10 10 0% 9.69% 0.150 0.01545
10 5 15 10 0% 15.12% 0.075 0.02423
10 5 20 10 0% 7.57% 0.039 0.03676
10 6 5 10 20% 8.92% 0.220 0.00733
10 6 10 10 0% 7.81% 0.146 0.01446
10 6 15 10 0% 9.43% 0.094 0.02254
10 6 20 10 0% 13.60% 0.093 0.03518
10 7 5 10 80% 0.69% 0.128 0.00686
10 7 10 10 0% 8.11% 0.183 0.01226
10 7 15 10 0% 19.44% 0.112 0.02181
10 7 20 10 0% 9.48% 0.060 0.03053
Para los tres tipos de instancias se puede apreciar que el tiempo de ejecucio´n
del procedimiento metaheur´ıstico es considerablemente menor en comparacio´n con
el tiempo proporcionado por la formulacio´n matema´tica. Considerando la comple-
jidad de la estructura del problema se observa que las soluciones obtenidas por el
procedimiento metaheur´ıstico son buenas e incluso en la tabla 5.8 se aprecian GAP´s
negativos, esto quiere decir que las soluciones resultantes son mejores que aquellas
brindadas por la formulacio´n matema´tica.
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Tabla 5.8: Experimentacio´n del GRASP en instancias grandes.
Ma´q.
Ma´q.
Prod. Cant.
Porcentaje GAP Coef. Tiempo
F. A. Optimalidad Promedio Var. Prom.
15 6 5 10 50% 5.08% 0.172 0.01046
15 6 10 10 0% 7.13% 0.095 0.01838
15 6 15 10 0% 12.32% 0.079 0.03224
15 6 20 10 0% -10.42% 0.086 0.0487
15 7 5 10 20% 5.85% 0.192 0.01046
15 7 10 10 0% 8.58% 0.158 0.01838
15 7 15 10 0% 11.93% 0.137 0.03224
15 7 20 10 0% -9.59% 0.084 0.0487
15 8 5 10 10% 4.62% 0.198 0.01215
15 8 10 10 0% 5.68% 0.158 0.01595
15 8 15 10 0% 15.03% 0.075 0.03086
15 8 20 10 0% -15.28% 0.071 0.0425
15 9 5 10 30% 6.45% 0.130 0.00953
15 9 10 10 0% 4.87% 0.139 0.01341
15 9 15 10 0% 12.31% 0.099 0.02584
15 9 20 10 0% -8.71% 0.063 0.04563
15 10 5 10 10% 7.73% 0.193 0.01
15 10 10 10 0% 5.11% 0.130 0.01594
15 10 15 10 0% 11.59% 0.097 0.02837
15 10 20 10 0% -12% 0.064 0.04051
15 11 5 10 40% 2.89% 0.240 0.00841
15 11 10 10 10% 4.60% 0.142 0.01402
15 11 15 10 0% 10.82% 0.094 0.02294
15 11 20 10 0% -9.53% 0.084 0.03307
15 12 5 10 50% 2.62% 0.149 0.00655
15 12 10 10 0% 12.01% 0.130 0.0132
15 12 15 10 0% 10.11% 0.173 0.0204
15 12 20 10 0% -4.66% 0.075 0.02903
Los detalles de los resultados del algoritmo son presentados en el ape´ndice
B, as´ı mismo, en el ape´ndice C se muestra gra´ficamente la comparacio´n del valor
objetivo de la formulacio´n matema´tica con respecto al procedimiento metaheur´ıstico.
Cap´ıtulo 6
Conclusiones y Trabajo a
Futuro
6.1 Conclusiones
Como se explico´ anteriormente en el cap´ıtulo 1 y 2, para el sector industrial
tiene un gran impacto una adecuada programacio´n de la produccio´n de sus recursos.
Es por ello que en este trabajo se han propuesto dos metodolog´ıas de solucio´n para
este tipo de problemas, la primera de ellas esta´ basada en la formulacio´n matema´tica
del flujo del proceso de la l´ınea de produccio´n bajo estudio y la segunda considera
un procedimiento metaheur´ıstico GRASP.
Ambas metodolog´ıas fueron sometidas a experimentacio´n para evaluar el ren-
dimiento de las mismas utilizando instancias de pruebas basadas en la estructura
y caracter´ısticas de la l´ınea de produccio´n. La implementacio´n de la formulacio´n
matema´tica resuelve a optimalidad el 9.52% de las instancias totales en un ma´ximo
de 11 segundos, en cambio para 90.48% de las instancias no se encuentra el valor
o´ptimo dentro del tiempo l´ımite establecido. Basado en las comparaciones realiza-
das entre ambas metodolog´ıas en la subseccio´n 5.4.2, se aprecia que el procedimiento
metaheur´ıstico proporciona buenas soluciones en menor tiempo que la formulacio´n
matema´tica, incluso en algunas instancias donde no se conoce el valor o´ptimo el
metaheur´ıstico da una mejor solucio´n que la encontrada por el modelo.
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En general, se concluye que para el presente caso de estudio el procedimiento
metaheur´ıstico presenta un mejor desempen˜o que la formulacio´n matema´tica, esto
debido a que dentro del sector industrial es necesaria una buena solucio´n, no necesa-
riamente la o´ptima, en el menor tiempo posible, de lo contrario esto podr´ıa repercutir
en los tiempos de entrega de los productos, en la falta de producto en almace´n y en
los costos de produccio´n.
6.2 Trabajo a Futuro
Se propone como trabajo a futuro:
1. Realizar modificaciones en la formulacio´n matema´tica con la finalidad de re-
solver problemas relacionados al presentado en esta investigacio´n.
2. Desarrollar una nueva alternativa en la fase constructiva de la metaheur´ıstica
y proponer otro me´todo de destruccio´n en la bu´squeda local.
3. Implementar el procedimiento metaheur´ıstico propuesto en la l´ınea de produc-
cio´n bajo estudio y realizar el ana´lisis de resultados correspondiente.
Ape´ndice A
Ape´ndice A
A.1 Resultados de la Formulacio´n Matema´tica
En este apartado se muestran los resultados individuales para cada una de las
instancias que fueron probadas por la formulacio´n matema´tica del caso bajo estudio.
La presente experimentacio´n considera los tres grupos de instancias: pequen˜as
de 5 ma´quinas, medianas de 10 ma´quinas y grandes de 15 ma´quinas; as´ı como sus
correspondientes subgrupos de acuerdo al nu´mero de ma´quinas en la etapa inicial y
al nu´mero de productos a programar en la l´ınea de produccio´n.
Los resultados esta´n clasificados en tablas de acuerdo a la cantidad de ma´quinas
totales (m), la cantidad de ma´quinas en la etapa inicial (mFA) y la cantidad de
productos (p) asignados. La primera columna corresponde al nombre de la instancia,
la segunda hace referencia al valor objetivo, la tercera representa el valor del GAP y
la cuarta menciona el tiempo de ejecucio´n de la formulacio´n matema´tica en segundos.
Adicionalmente se agrega en la primera columna un (*) a aquellas instancias que
fueron resueltas a optimalidad durante la experimentacio´n.
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Tabla A.1: Instancias de m = 5; mFA = 2; p = 5, 10, 15 y 20.
Instancia Valor Objetivo GAP Tiempo (s)
Instancia 5 2 5 1* 151 0% 6.037
Instancia 5 2 5 2* 94 0% 0.812
Instancia 5 2 5 3* 167 0% 1.123
Instancia 5 2 5 4* 120 0% 0.702
Instancia 5 2 5 5* 179 0% 1.248
Instancia 5 2 5 6* 129 0% 0.312
Instancia 5 2 5 7* 136 0% 10.717
Instancia 5 2 5 8* 148 0% 3.23
Instancia 5 2 5 9* 111 0% 1.357
Instancia 5 2 5 10* 140 0% 0.936
Instancia 5 2 10 1 471 76% 3600.07
Instancia 5 2 10 2 476 78% 3600.02
Instancia 5 2 10 3 569 79% 3600.02
Instancia 5 2 10 4 425 64% 3600.02
Instancia 5 2 10 5 421 72% 3600.02
Instancia 5 2 10 6 376 73% 3600.02
Instancia 5 2 10 7 408 68% 3600.02
Instancia 5 2 10 8 454 65% 3600.07
Instancia 5 2 10 9 552 80% 3601.45
Instancia 5 2 10 10 394 61% 3600.02
Instancia 5 2 15 1 877 85% 3600.05
Instancia 5 2 15 2 997 86% 3600.03
Instancia 5 2 15 3 1022 88% 3600.07
Instancia 5 2 15 4 1036 90% 3600.07
Instancia 5 2 15 5 867 86% 3600.04
Instancia 5 2 15 6 908 86% 3602.59
Instancia 5 2 15 7 915 88% 3600.15
Instancia 5 2 15 8 901 87% 3600.03
Instancia 5 2 15 9 980 88% 3600.05
Instancia 5 2 15 10 1007 86% 3600.04
Instancia 5 2 20 1 1960 93% 3600.1
Instancia 5 2 20 2 1830 92% 3603.48
Instancia 5 2 20 3 2039 92% 3600.13
Instancia 5 2 20 4 1649 91% 3600.13
Instancia 5 2 20 5 1743 91% 3600.1
Instancia 5 2 20 6 1567 90% 3603.12
Instancia 5 2 20 7 1768 91% 3600.08
Instancia 5 2 20 8 1658 91% 3600.08
Instancia 5 2 20 9 1831 92% 3600.1
Instancia 5 2 20 10 2034 93% 3600.08
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Tabla A.2: Instancias de m = 10; mFA = 4; p = 5, 10, 15 y 20.
Instancia Valor Objetivo GAP Tiempo (s)
Instancia 10 4 5 1* 120 0% 5.99
Instancia 10 4 5 2* 136 0% 1.7
Instancia 10 4 5 3* 123 0% 1.404
Instancia 10 4 5 4* 165 0% 3.635
Instancia 10 4 5 5* 165 0% 1.856
Instancia 10 4 5 6* 149 0% 1.653
Instancia 10 4 5 7* 125 0% 2.777
Instancia 10 4 5 8* 177 0% 3.354
Instancia 10 4 5 9* 149 0% 3.307
Instancia 10 4 5 10* 137 0% 5.179
Instancia 10 4 10 1 460 80% 3602.19
Instancia 10 4 10 2 359 79% 3604.03
Instancia 10 4 10 3 300 84% 3603.3
Instancia 10 4 10 4 270 76% 3600.07
Instancia 10 4 10 5 389 75% 3607.05
Instancia 10 4 10 6 385 73% 3605.93
Instancia 10 4 10 7 351 75% 3600.03
Instancia 10 4 10 8 406 81% 3603.64
Instancia 10 4 10 9 370 81% 3600.02
Instancia 10 4 10 10 470 77% 3600.38
Instancia 10 4 15 1 1001 87% 3600.1
Instancia 10 4 15 2 915 88% 3610.03
Instancia 10 4 15 3 839 87% 3605.39
Instancia 10 4 15 4 849 87% 3605.26
Instancia 10 4 15 5 879 84% 3604.81
Instancia 10 4 15 6 1023 88% 3604.43
Instancia 10 4 15 7 949 87% 3606.15
Instancia 10 4 15 8 759 87% 3600.05
Instancia 10 4 15 9 888 89% 3600.07
Instancia 10 4 15 10 792 87% 3600.17
Instancia 10 4 20 1 1591 92% 3600.08
Instancia 10 4 20 2 1857 94% 3600.11
Instancia 10 4 20 3 1712 92% 3600.1
Instancia 10 4 20 4 1846 93% 3600.11
Instancia 10 4 20 5 2122 94% 3600.1
Instancia 10 4 20 6 1812 94% 3600.1
Instancia 10 4 20 7 1904 93% 3600.13
Instancia 10 4 20 8 1715 94% 3600.5
Instancia 10 4 20 9 1671 92% 3600.1
Instancia 10 4 20 10 1435 92% 3600.18
Ape´ndice A. Ape´ndice A 53
Tabla A.3: Instancias de m = 10; mFA = 5; p = 5, 10, 15 y 20.
Instancia Valor Objetivo GAP Tiempo (s)
Instancia 10 5 5 1* 113 0% 1.856
Instancia 10 5 5 2* 133 0% 2.839
Instancia 10 5 5 3* 142 0% 0.733
Instancia 10 5 5 4* 145 0% 4.867
Instancia 10 5 5 5* 99 0% 0.998
Instancia 10 5 5 6* 137 0% 4.508
Instancia 10 5 5 7* 140 0% 1.248
Instancia 10 5 5 8* 129 0% 1.919
Instancia 10 5 5 9* 102 0% 0.795
Instancia 10 5 5 10* 106 0% 3.104
Instancia 10 5 10 1 426 75% 3603.5
Instancia 10 5 10 2 414 75% 3600.05
Instancia 10 5 10 3 300 58% 3600.03
Instancia 10 5 10 4 325 76% 3600.14
Instancia 10 5 10 5 447 78% 3603.37
Instancia 10 5 10 6 431 76% 3600.03
Instancia 10 5 10 7 499 79% 3603.09
Instancia 10 5 10 8 353 77% 3604.08
Instancia 10 5 10 9 381 77% 3600.02
Instancia 10 5 10 10 503 81% 3600.07
Instancia 10 5 15 1 1012 88% 3603.58
Instancia 10 5 15 2 842 87% 3603.22
Instancia 10 5 15 3 831 85% 3603.93
Instancia 10 5 15 4 812 86% 3603.16
Instancia 10 5 15 5 818 84% 3603.9
Instancia 10 5 15 6 947 88% 3615.7
Instancia 10 5 15 7 928 87% 3610.71
Instancia 10 5 15 8 921 87% 3605.54
Instancia 10 5 15 9 1022 90% 3600.08
Instancia 10 5 15 10 768 85% 3600.07
Instancia 10 5 20 1 1810 93% 3600.52
Instancia 10 5 20 2 1553 92% 3600.14
Instancia 10 5 20 3 1650 92% 3603.12
Instancia 10 5 20 4 1630 92% 3600.16
Instancia 10 5 20 5 1602 92% 3600.16
Instancia 10 5 20 6 1809 93% 3600.1
Instancia 10 5 20 7 1666 92% 3600.13
Instancia 10 5 20 8 1916 94% 3600.11
Instancia 10 5 20 9 1892 95% 3600.11
Instancia 10 5 20 10 1541 90% 3600.1
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Tabla A.4: Instancias de m = 10; mFA = 6; p = 5, 10, 15 y 20
Instancia Valor Objetivo GAP Tiempo (s)
Instancia 10 6 5 1* 108 0% 1.934
Instancia 10 6 5 2* 121 0% 1.076
Instancia 10 6 5 3* 73 0% 0.843
Instancia 10 6 5 4* 140 0% 4.087
Instancia 10 6 5 5* 108 0% 1.232
Instancia 10 6 5 6* 97 0% 4.305
Instancia 10 6 5 7* 105 0% 2.449
Instancia 10 6 5 8* 95 0% 2.605
Instancia 10 6 5 9* 164 0% 1.451
Instancia 10 6 5 10* 115 0% 0.609
Instancia 10 6 10 1 454 80% 3603.67
Instancia 10 6 10 2 418 79% 3603.05
Instancia 10 6 10 3 383 77% 3602.45
Instancia 10 6 10 4 408 78% 3603.44
Instancia 10 6 10 5 424 71% 3603.72
Instancia 10 6 10 6 281 71% 3603.58
Instancia 10 6 10 7 456 75% 3604.45
Instancia 10 6 10 8 501 78% 3603.83
Instancia 10 6 10 9 341 77% 3603.59
Instancia 10 6 10 10 330 78% 3605.11
Instancia 10 6 15 1 901 86% 3600.08
Instancia 10 6 15 2 841 86% 3603.37
Instancia 10 6 15 3 835 87% 3600.47
Instancia 10 6 15 4 876 87% 3600.11
Instancia 10 6 15 5 929 87% 3602.61
Instancia 10 6 15 6 957 88% 3600.1
Instancia 10 6 15 7 873 88% 3600.07
Instancia 10 6 15 8 917 89% 3600.11
Instancia 10 6 15 9 808 88% 3603.86
Instancia 10 6 15 10 799 86% 3600.19
Instancia 10 6 20 1 1954 93% 3600.39
Instancia 10 6 20 2 2076 95% 3600.13
Instancia 10 6 20 3 1516 91% 3601.56
Instancia 10 6 20 4 1796 93% 3600.27
Instancia 10 6 20 5 1280 91% 3600.41
Instancia 10 6 20 6 1455 92% 3600.18
Instancia 10 6 20 7 1471 91% 3600.21
Instancia 10 6 20 8 1465 92% 3600.19
Instancia 10 6 20 9 1670 91% 3600.18
Instancia 10 6 20 10 1573 91% 3601.38
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Tabla A.5: Instancias de m = 10; mFA = 7; p = 5, 10, 15 y 20.
Instancia Valor Objetivo GAP Tiempo (s)
Instancia 10 7 5 1* 136 0% 1.81
Instancia 10 7 5 2* 149 0% 1.513
Instancia 10 7 5 3* 126 0% 2.043
Instancia 10 7 5 4* 132 0% 2.309
Instancia 10 7 5 5* 102 0% 3.26
Instancia 10 7 5 6* 99 0% 7.784
Instancia 10 7 5 7* 137 0% 1.544
Instancia 10 7 5 8* 120 0% 2.215
Instancia 10 7 5 9* 120 0% 2.839
Instancia 10 7 5 10* 127 0% 2.216
Instancia 10 7 10 1 351 79% 3604.14
Instancia 10 7 10 2 338 70% 3603.65
Instancia 10 7 10 3 360 70% 3604
Instancia 10 7 10 4 397 74% 3602.58
Instancia 10 7 10 5 443 74% 3605.17
Instancia 10 7 10 6 357 77% 3604.47
Instancia 10 7 10 7 309 70% 3601.49
Instancia 10 7 10 8 246 48% 3603.83
Instancia 10 7 10 9 347 78% 3604.23
Instancia 10 7 10 10 434 80% 3604.15
Instancia 10 7 15 1 794 85% 3601.8
Instancia 10 7 15 2 910 87% 3605.2
Instancia 10 7 15 3 903 87% 3605.18
Instancia 10 7 15 4 627 86% 3608.69
Instancia 10 7 15 5 750 85% 3605.87
Instancia 10 7 15 6 917 87% 3608.13
Instancia 10 7 15 7 788 87% 3602.3
Instancia 10 7 15 8 850 88% 3601.86
Instancia 10 7 15 9 723 88% 3602.66
Instancia 10 7 15 10 871 88% 3601.38
Instancia 10 7 20 1 1787 92% 3600.46
Instancia 10 7 20 2 1486 91% 3600.25
Instancia 10 7 20 3 1555 92% 3600.49
Instancia 10 7 20 4 1574 91% 3600.15
Instancia 10 7 20 5 1545 92% 3600.43
Instancia 10 7 20 6 1594 91% 3600.13
Instancia 10 7 20 7 1535 92% 3600.14
Instancia 10 7 20 8 1800 93% 3600.38
Instancia 10 7 20 9 1627 92% 3600.41
Instancia 10 7 20 10 1509 91% 3600.13
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Tabla A.6: Instancias de m = 15; mFA = 6; p = 5, 10, 15 y 20.
Instancia Valor Objetivo GAP Tiempo (s)
Instancia 15 6 5 1* 122 0% 1.747
Instancia 15 6 5 2* 92 0% 3.588
Instancia 15 6 5 3* 150 0% 2.964
Instancia 15 6 5 4* 110 0% 3.572
Instancia 15 6 5 5* 105 0% 2.527
Instancia 15 6 5 6* 101 0% 1.482
Instancia 15 6 5 7* 144 0% 7.832
Instancia 15 6 5 8* 121 0% 1.279
Instancia 15 6 5 9* 155 0% 4.852
Instancia 15 6 5 10* 119 0% 3.26
Instancia 15 6 10 1 400 81% 3602.3
Instancia 15 6 10 2 417 77% 3600.04
Instancia 15 6 10 3 417 80% 3600.03
Instancia 15 6 10 4 448 83% 3603.37
Instancia 15 6 10 5 359 81% 3603.81
Instancia 15 6 10 6 420 82% 3600.03
Instancia 15 6 10 7 421 82% 3602.22
Instancia 15 6 10 8 342 82% 3601.1
Instancia 15 6 10 9 381 81% 3603.73
Instancia 15 6 10 10 336 81% 3601.78
Instancia 15 6 15 1 883 88% 3601.25
Instancia 15 6 15 2 916 88% 3602.19
Instancia 15 6 15 3 1007 89% 3601.8
Instancia 15 6 15 4 900 89% 3600.22
Instancia 15 6 15 5 912 89% 3606.84
Instancia 15 6 15 6 819 89% 3605.71
Instancia 15 6 15 7 919 89% 3600.28
Instancia 15 6 15 8 797 87% 3600.17
Instancia 15 6 15 9 805 88% 3603
Instancia 15 6 15 10 976 90% 3605.53
Instancia 15 6 20 1 1790 95% 3600.14
Instancia 15 6 20 2 1810 95% 3600.11
Instancia 15 6 20 3 2168 96% 3600.19
Instancia 15 6 20 4 2073 95% 3600.22
Instancia 15 6 20 5 1806 95% 3600.33
Instancia 15 6 20 6 2352 100% 3600.27
Instancia 15 6 20 7 2372 96% 3600.33
Instancia 15 6 20 8 1904 96% 3600.24
Instancia 15 6 20 9 1862 95% 3600.19
Instancia 15 6 20 10 1819 95% 3600.16
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Tabla A.7: Instancias de m = 15; mFA = 7; p = 5, 10, 15 y 20.
Instancia Valor Objetivo GAP Tiempo (s)
Instancia 15 7 5 1* 85 0% 4.368
Instancia 15 7 5 2* 81 0% 5.07
Instancia 15 7 5 3* 137 0% 3.463
Instancia 15 7 5 4* 132 0% 2.542
Instancia 15 7 5 5* 84.0002 0% 2.808
Instancia 15 7 5 6* 117 0% 1.248
Instancia 15 7 5 7* 117 0% 1.654
Instancia 15 7 5 8* 112 0% 3.386
Instancia 15 7 5 9* 113 0% 3.993
Instancia 15 7 5 10* 116 0% 12.199
Instancia 15 7 10 1 377 81% 3602.98
Instancia 15 7 10 2 326 77% 3602.97
Instancia 15 7 10 3 389 83% 3603.4
Instancia 15 7 10 4 406 83% 3603.79
Instancia 15 7 10 5 386 82% 3600.07
Instancia 15 7 10 6 306 78% 3600.04
Instancia 15 7 10 7 483 82% 3603.78
Instancia 15 7 10 8 453 80% 3600.04
Instancia 15 7 10 9 360 82% 3602.42
Instancia 15 7 10 10 533 83% 3603.19
Instancia 15 7 15 1 844 90% 3600.3
Instancia 15 7 15 2 698 87% 3600.25
Instancia 15 7 15 3 1057 90% 3600.11
Instancia 15 7 15 4 898 91% 3600.5
Instancia 15 7 15 5 704 87% 3600.08
Instancia 15 7 15 6 920 88% 3600.1
Instancia 15 7 15 7 885 89% 3605.46
Instancia 15 7 15 8 772 88% 3600.22
Instancia 15 7 15 9 1001 89% 3600.1
Instancia 15 7 15 10 887 89% 3602.55
Instancia 15 7 20 1 2083 98% 3600.04
Instancia 15 7 20 2 1663 95% 3600.49
Instancia 15 7 20 3 2218 97% 3600.13
Instancia 15 7 20 4 2038 96% 3600.22
Instancia 15 7 20 5 2064 95% 3600.44
Instancia 15 7 20 6 2143 95% 3600.13
Instancia 15 7 20 7 1709 96% 3600.13
Instancia 15 7 20 8 1931 96% 3600.24
Instancia 15 7 20 9 1866 94% 3600.25
Instancia 15 7 20 10 1917 97% 3600.24
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Tabla A.8: Instancias de m = 15; mFA = 8; p = 5, 10, 15 y 20.
Instancia Valor Objetivo GAP Tiempo (s)
Instancia 15 8 5 1* 151 0% 2.808
Instancia 15 8 5 2* 142 0% 3.478
Instancia 15 8 5 3* 90 0% 2.278
Instancia 15 8 5 4* 165 0% 4.353
Instancia 15 8 5 5* 131 0% 1.185
Instancia 15 8 5 6* 156 0% 1.123
Instancia 15 8 5 7* 82 0% 3.76
Instancia 15 8 5 8* 147 0% 2.496
Instancia 15 8 5 9* 132 0% 1.872
Instancia 15 8 5 10* 123 0% 4.087
Instancia 15 8 10 1 336 78% 3604.93
Instancia 15 8 10 2 353 78% 3600.08
Instancia 15 8 10 3 439 82% 3607.05
Instancia 15 8 10 4 364 75% 3604.73
Instancia 15 8 10 5 419 79% 3604.15
Instancia 15 8 10 6 506 83% 3603.59
Instancia 15 8 10 7 333 81% 3604.92
Instancia 15 8 10 8 402 80% 3603.65
Instancia 15 8 10 9 500 83% 3604.53
Instancia 15 8 10 10 346 77% 3603.51
Instancia 15 8 15 1 849 89% 3600.63
Instancia 15 8 15 2 714 85% 3600.18
Instancia 15 8 15 3 787 88% 3600.47
Instancia 15 8 15 4 827 89% 3600.22
Instancia 15 8 15 5 931 89% 3600.1
Instancia 15 8 15 6 797 88% 3602.73
Instancia 15 8 15 7 923 88% 3600.1
Instancia 15 8 15 8 978 90% 3602.06
Instancia 15 8 15 9 782 89% 3600.39
Instancia 15 8 15 10 758 87% 3601.88
Instancia 15 8 20 1 2021 98% 3600.11
Instancia 15 8 20 2 1950 96% 3600.18
Instancia 15 8 20 3 2116 97% 3600.24
Instancia 15 8 20 4 2166 98% 3600.13
Instancia 15 8 20 5 1894 96% 3600.11
Instancia 15 8 20 6 1619 97% 3600.21
Instancia 15 8 20 7 2452 98% 3600.13
Instancia 15 8 20 8 2071 97% 3600.15
Instancia 15 8 20 9 2115 98% 3600.13
Instancia 15 8 20 10 1780 97% 3600.13
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Tabla A.9: Instancias de m = 15; mFA = 9; p = 5, 10, 15 y 20.
Instancia Valor Objetivo GAP Tiempo (s)
Instancia 15 9 5 1* 118 0% 2.075
Instancia 15 9 5 2* 132 0% 3.385
Instancia 15 9 5 3* 143 0% 1.139
Instancia 15 9 5 4* 111 0% 0.921
Instancia 15 9 5 5* 117 0% 10.499
Instancia 15 9 5 6* 141 0% 1.654
Instancia 15 9 5 7* 114 0% 2.73
Instancia 15 9 5 8* 125 0% 3.916
Instancia 15 9 5 9* 116 0% 2.262
Instancia 15 9 5 10* 87 0% 2.2
Instancia 15 9 10 1 457 67% 3606.03
Instancia 15 9 10 2 460 76% 3605.9
Instancia 15 9 10 3 453 76% 3600.14
Instancia 15 9 10 4 438 79% 3602.38
Instancia 15 9 10 5 455 82% 3604.03
Instancia 15 9 10 6 344 78% 3604.86
Instancia 15 9 10 7 394 76% 3602.69
Instancia 15 9 10 8 357 79% 3603.25
Instancia 15 9 10 9 338 80% 3603.95
Instancia 15 9 10 10 444 80% 3604.87
Instancia 15 9 15 1 823 85% 3601.84
Instancia 15 9 15 2 846 87% 3600.1
Instancia 15 9 15 3 797 87% 3600.14
Instancia 15 9 15 4 927 89% 3600.1
Instancia 15 9 15 5 900 88% 3602.44
Instancia 15 9 15 6 970 88% 3600.1
Instancia 15 9 15 7 715 84% 3600.08
Instancia 15 9 15 8 860 89% 3601.99
Instancia 15 9 15 9 795 86% 3600.32
Instancia 15 9 15 10 1008 90% 3601.95
Instancia 15 9 20 1 1582 92% 3600.35
Instancia 15 9 20 2 1930 98% 3600.18
Instancia 15 9 20 3 2420 97% 3600.27
Instancia 15 9 20 4 1808 96% 3600.19
Instancia 15 9 20 5 2110 97% 3600.18
Instancia 15 9 20 6 2053 98% 3600.18
Instancia 15 9 20 7 1503 92% 3600.19
Instancia 15 9 20 8 1612 93% 3600.18
Instancia 15 9 20 9 2176 97% 3600.27
Instancia 15 9 20 10 1906 92% 3600.1
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Tabla A.10: Instancias de m = 15; mFA = 10; p = 5, 10, 15 y 20.
Instancia Valor Objetivo GAP Tiempo (s)
Instancia 15 10 5 1* 113 0% 1.357
Instancia 15 10 5 2* 124 0% 3.026
Instancia 15 10 5 3* 155 0% 2.559
Instancia 15 10 5 4* 96 0% 3.151
Instancia 15 10 5 5* 103 0% 5.116
Instancia 15 10 5 6* 144 0% 2.605
Instancia 15 10 5 7* 145 0% 5.85
Instancia 15 10 5 8* 81 0% 1.856
Instancia 15 10 5 9* 120 0% 3.37
Instancia 15 10 5 10* 143 0% 2.059
Instancia 15 10 10 1 502 82% 3604.18
Instancia 15 10 10 2 398 82% 3602.45
Instancia 15 10 10 3 330 70% 3605.48
Instancia 15 10 10 4 360 78% 3604.93
Instancia 15 10 10 5 441 81% 3603.98
Instancia 15 10 10 6 437 83% 3602.69
Instancia 15 10 10 7 501 80% 3605.67
Instancia 15 10 10 8 420 81% 3606.07
Instancia 15 10 10 9 363 76% 3605.09
Instancia 15 10 10 10 409 77% 3605.59
Instancia 15 10 15 1 961 87% 3602.41
Instancia 15 10 15 2 902 87% 3603.95
Instancia 15 10 15 3 662 87% 3600.36
Instancia 15 10 15 4 789 88% 3604.73
Instancia 15 10 15 5 928 88% 3602.11
Instancia 15 10 15 6 891 89% 3600.1
Instancia 15 10 15 7 822 89% 3600.16
Instancia 15 10 15 8 824 87% 3600.1
Instancia 15 10 15 9 900 88% 3602.3
Instancia 15 10 15 10 776 86% 3601.77
Instancia 15 10 20 1 2012 98% 3600.1
Instancia 15 10 20 2 1544 91% 3603.3
Instancia 15 10 20 3 2120 97% 3600.16
Instancia 15 10 20 4 1787 97% 3600.19
Instancia 15 10 20 5 1935 96% 3600.36
Instancia 15 10 20 6 2075 97% 3600.16
Instancia 15 10 20 7 2013 97% 3600.16
Instancia 15 10 20 8 2000 100% 3600.3
Instancia 15 10 20 9 1824 95% 3600.19
Instancia 15 10 20 10 2117 97% 3600.16
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Tabla A.11: Instancias de m = 15; mFA = 11; p = 5, 10, 15 y 20.
Instancia Valor Objetivo GAP Tiempo (s)
Instancia 15 11 5 1* 175 0% 2.433
Instancia 15 11 5 2* 92.0001 0% 2.324
Instancia 15 11 5 3* 75 0% 1.404
Instancia 15 11 5 4* 115 0% 1.419
Instancia 15 11 5 5* 117 0% 1.435
Instancia 15 11 5 6* 90 0% 3.557
Instancia 15 11 5 7* 110 0% 2.356
Instancia 15 11 5 8* 130 0% 4.165
Instancia 15 11 5 9* 146 0% 1.654
Instancia 15 11 5 10* 118 0% 1.467
Instancia 15 11 10 1 364 78% 3604.34
Instancia 15 11 10 2 434 78% 3606.6
Instancia 15 11 10 3 398 76% 3604.4
Instancia 15 11 10 4 344 78% 3604.99
Instancia 15 11 10 5 334 65% 3606.62
Instancia 15 11 10 6 454 77% 3606.65
Instancia 15 11 10 7 334 78% 3603.87
Instancia 15 11 10 8 437 72% 3603.64
Instancia 15 11 10 9 434 80% 3604.73
Instancia 15 11 10 10 468 80% 3606.77
Instancia 15 11 15 1 937 87% 3601.3
Instancia 15 11 15 2 923 86% 3600.1
Instancia 15 11 15 3 942 88% 3608.46
Instancia 15 11 15 4 847 89% 3600.22
Instancia 15 11 15 5 894 84% 3600.15
Instancia 15 11 15 6 732 87% 3601.44
Instancia 15 11 15 7 871 89% 3603.9
Instancia 15 11 15 8 869 84% 3606.04
Instancia 15 11 15 9 826 87% 3602.31
Instancia 15 11 15 10 791 87% 3600.1
Instancia 15 11 20 1 1797 92% 3600.39
Instancia 15 11 20 2 2299 100% 3600.18
Instancia 15 11 20 3 1751 92% 3600.13
Instancia 15 11 20 4 1654 91% 3602.09
Instancia 15 11 20 5 2256 100% 3601.44
Instancia 15 11 20 6 1499 92% 3600.21
Instancia 15 11 20 7 1467 92% 3600.33
Instancia 15 11 20 8 2227 100% 3600.28
Instancia 15 11 20 9 1615 94% 3600.27
Instancia 15 11 20 10 2517 99% 3600.21
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Tabla A.12: Instancias de m = 15; mFA = 12; p = 5, 10, 15 y 20.
Instancia Valor Objetivo GAP Tiempo (s)
Instancia 15 12 5 1* 112 0% 1.638
Instancia 15 12 5 2* 122 0% 0.936
Instancia 15 12 5 3* 117 0% 3.37
Instancia 15 12 5 4* 107 0% 1.092
Instancia 15 12 5 5* 138 0% 1.669
Instancia 15 12 5 6* 115 0% 2.964
Instancia 15 12 5 7* 147 0% 1.108
Instancia 15 12 5 8* 112 0% 0.905
Instancia 15 12 5 9* 118 0% 1.841
Instancia 15 12 5 10* 120 0% 1.981
Instancia 15 12 10 1 378 78% 3604.14
Instancia 15 12 10 2 402 78% 3605.81
Instancia 15 12 10 3 309 71% 3607.43
Instancia 15 12 10 4 365 73% 3605.79
Instancia 15 12 10 5 371 80% 3607.37
Instancia 15 12 10 6 439 81% 3605.84
Instancia 15 12 10 7 375 73% 3606.26
Instancia 15 12 10 8 317 69% 3604.93
Instancia 15 12 10 9 348 69% 3605.29
Instancia 15 12 10 10 417 79% 3605.29
Instancia 15 12 15 1 900 89% 3600.25
Instancia 15 12 15 2 896 87% 3605.84
Instancia 15 12 15 3 776 88% 3600.1
Instancia 15 12 15 4 835 87% 3600.27
Instancia 15 12 15 5 885 88% 3601.99
Instancia 15 12 15 6 990 87% 3600.13
Instancia 15 12 15 7 832 87% 3600.27
Instancia 15 12 15 8 671 85% 3610.95
Instancia 15 12 15 9 660 87% 3602.69
Instancia 15 12 15 10 887 88% 3602.02
Instancia 15 12 20 1 1870 93% 3600.13
Instancia 15 12 20 2 1593 91% 3600.46
Instancia 15 12 20 3 1581 91% 3600.22
Instancia 15 12 20 4 1465 91% 3600.49
Instancia 15 12 20 5 2025 100% 3600.21
Instancia 15 12 20 6 2056 100% 3600.19
Instancia 15 12 20 7 2202 100% 3600.25
Instancia 15 12 20 8 1711 92% 3600.13
Instancia 15 12 20 9 2247 100% 3600.18
Instancia 15 12 20 10 1715 93% 3600.19
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Ape´ndice B
B.1 Resultados del Procedimiento
Metaheur´ıstico en Comparacio´n con la
Solucio´n de la Formulacio´n Matema´tica
En esta seccio´n se presentan los resultados individuales obtenidos por el pro-
cedimiento metaheur´ıstico para cada una de las instancias que fueron probadas por
la formulacio´n matema´tica. Se consideran nuevamente los tres grupos de instancias:
5 ma´quinas, 10 ma´quinas y 15 ma´quinas.
Los resultados esta´ clasificados en tablas con respecto a la cantidad de ma´qui-
nas totales (m), la cantidad de ma´quinas en la etapa inicial (mFA) y la cantidad de
productos (p) a programar en la l´ınea de produccio´n. La primera columna menciona
el nombre de la instancia (se marca con * a las instancias que se conoce su valor ob-
jetivo o´ptimo), la columna dos muestra el valor de la funcio´n objetivo obtenida por
la formulacio´n matema´tica, la columna tres representa el valor de la mejor solucio´n
encontrada por el procedimiento metaheur´ıstico, la columna cuatro es el GAP de la
mejor solucio´n encontrada con respecto a la solucio´n proporcionada por el modelo, la
columna cinco representa el porcentaje de variabilidad de las soluciones encontradas
al realizar 10 re´plicas del algoritmo para cada instancia y por u´ltimo, la columna seis
muestra el tiempo promedio de ejecucio´n en segundos para la metodolog´ıa propuesta.
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Tabla B.1: Instancias de m = 5; mFA = 2; p = 5, 10, 15 y 20.
Instancia V. O. V. O. GAP Porcentaje Tiempo
Modelo GRASP Variabilidad (s)
Instancia 5 2 5 1* 151 157 3.97% 0% 0
Instancia 5 2 5 2* 94 100 6.38% 0% 0.0031
Instancia 5 2 5 3* 167 167 0% 0.94% 0.003
Instancia 5 2 5 4* 120 126 5.00% 0% 0.0063
Instancia 5 2 5 5* 179 179 0% 0% 0.0016
Instancia 5 2 5 6* 129 132 2.33% 0.48% 0.0016
Instancia 5 2 5 7* 136 146 7.35% 0.22% 0.003
Instancia 5 2 5 8* 148 148 0% 0% 0.0076
Instancia 5 2 5 9* 111 120 8.11% 0% 0
Instancia 5 2 5 10* 140 140 0% 0.23% 0.0046
Instancia 5 2 10 1 471 501 6.37% 3.41% 0.0061
Instancia 5 2 10 2 476 504 5.88% 3.09% 0.0062
Instancia 5 2 10 3 569 562 -1.23% 2.87% 0.0122
Instancia 5 2 10 4 425 450 5.88% 2.41% 0.0154
Instancia 5 2 10 5 421 445 5.70% 1.44% 0.0128
Instancia 5 2 10 6 376 395 5.05% 2.78% 0.0108
Instancia 5 2 10 7 408 441 8.09% 2.48% 0.014
Instancia 5 2 10 8 454 486 7.05% 2.73% 0.0093
Instancia 5 2 10 9 552 543 -1.63% 2.59% 0.0156
Instancia 5 2 10 10 394 405 2.79% 2.74% 0.011
Instancia 5 2 15 1 877 909 3.65% 4.38% 0.0107
Instancia 5 2 15 2 997 1037 4.01% 3.48% 0.0374
Instancia 5 2 15 3 1022 1174 14.87% 1.70% 0.0188
Instancia 5 2 15 4 1036 1053 1.64% 2.09% 0.0313
Instancia 5 2 15 5 867 981 13.15% 2.44% 0.022
Instancia 5 2 15 6 908 1037 14.21% 2.53% 0.0264
Instancia 5 2 15 7 915 934 2.08% 2.84% 0.0247
Instancia 5 2 15 8 901 1025 13.76% 3.36% 0.0328
Instancia 5 2 15 9 980 1248 27.35% 1.45% 0.0233
Instancia 5 2 15 10 1007 1104 9.63% 2.15% 0.0296
Instancia 5 2 20 1 1960 2167 10.56% 2.51% 0.0249
Instancia 5 2 20 2 1830 1951 6.61% 2.11% 0.0329
Instancia 5 2 20 3 2039 2077 1.86% 2.38% 0.0377
Instancia 5 2 20 4 1649 1894 14.86% 3.04% 0.0437
Instancia 5 2 20 5 1743 1984 13.83% 2.74% 0
Instancia 5 2 20 6 1567 1876 19.72% 2.36% 0.0529
Instancia 5 2 20 7 1768 1909 7.98% 2.22% 0.0407
Instancia 5 2 20 8 1658 1962 18.34% 2.06% 0.0374
Instancia 5 2 20 9 1831 1966 7.37% 1.62% 0.0312
Instancia 5 2 20 10 2034 1962 -3.54% 3.09% 0.0485
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Tabla B.2: Instancias de m = 10; mFA = 4; p = 5, 10, 15 y 20.
Instancia V. O. V. O. GAP Porcentaje Tiempo
Modelo GRASP Variabilidad (s)
Instancia 10 4 5 1* 120 120 0% 0.80% 0
Instancia 10 4 5 2* 136 140 2.94% 0% 0.0033
Instancia 10 4 5 3* 123 132 7.32% 0% 0.0017
Instancia 10 4 5 4* 165 171 3.64% 2.01% 0.0025
Instancia 10 4 5 5* 165 167 1.21% 1.00% 0.0096
Instancia 10 4 5 6* 149 149 0% 0% 0.0021
Instancia 10 4 5 7* 125 131 4.80% 2.22% 0.0048
Instancia 10 4 5 8* 177 177 0% 0% 0.0035
Instancia 10 4 5 9* 149 149 0% 0.28% 0.0065
Instancia 10 4 5 10* 137 139 1.46% 3.19% 0.0055
Instancia 10 4 10 1 460 506 10.00% 2.97% 0.0047
Instancia 10 4 10 2 359 385 7.24% 2.95% 0.014
Instancia 10 4 10 3 300 302 0.67% 3.28% 0.0156
Instancia 10 4 10 4 270 294 8.89% 3.36% 0.0203
Instancia 10 4 10 5 389 448 15.17% 1.24% 0.0092
Instancia 10 4 10 6 385 440 14.29% 2.09% 0.0173
Instancia 10 4 10 7 351 432 23.08% 3.32% 0.0093
Instancia 10 4 10 8 406 413 1.72% 2.63% 0.0078
Instancia 10 4 10 9 370 420 13.51% 2.76% 0.0219
Instancia 10 4 10 10 470 499 6.17% 2.63% 0.0149
Instancia 10 4 15 1 1001 1079 7.79% 3.86% 0.0201
Instancia 10 4 15 2 915 1004 9.73% 3.00% 0.0267
Instancia 10 4 15 3 839 932 11.08% 5.13% 0.0344
Instancia 10 4 15 4 849 1026 20.85% 1.49% 0.0468
Instancia 10 4 15 5 879 945 7.51% 4.82% 0.0201
Instancia 10 4 15 6 1023 1135 10.95% 1.91% 0.0215
Instancia 10 4 15 7 949 936 -1.37% 3.69% 0.0294
Instancia 10 4 15 8 759 936 23.32% 2.52% 0.0283
Instancia 10 4 15 9 888 976 9.91% 3.56% 0.025
Instancia 10 4 15 10 792 796 0.51% 4.29% 0.0248
Instancia 10 4 20 1 1591 1871 17.60% 2.34% 0.0234
Instancia 10 4 20 2 1857 1892 1.88% 1.62% 0.0358
Instancia 10 4 20 3 1712 1877 9.64% 2.91% 0.036
Instancia 10 4 20 4 1846 1792 -2.93% 2.07% 0.0438
Instancia 10 4 20 5 2122 2150 1.32% 1.46% 0.0374
Instancia 10 4 20 6 1812 1949 7.56% 2.08% 0.0436
Instancia 10 4 20 7 1904 1749 -8.14% 4.08% 0.0485
Instancia 10 4 20 8 1715 1818 6.01% 2.60% 0.0376
Instancia 10 4 20 9 1671 1867 11.73% 2.82% 0.0372
Instancia 10 4 20 10 1435 1671 16.45% 3.33% 0.0373
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Tabla B.3: Instancias de m = 10; mFA = 5; p = 5, 10, 15 y 20.
Instancia V. O. V. O. GAP Porcentaje Tiempo
Modelo GRASP Variabilidad (s)
Instancia 10 5 5 1* 113 120 6.19% 1.95% 0.0408
Instancia 10 5 5 2* 133 138 3.76% 3.78% 0.0062
Instancia 10 5 5 3* 142 158 11.27% 0% 0.0047
Instancia 10 5 5 4* 145 148 2.07% 2.22% 0.0031
Instancia 10 5 5 5* 99 110 11.11% 1.65% 0.0078
Instancia 10 5 5 6* 137 140 2.19% 0% 0
Instancia 10 5 5 7* 140 140 0% 0% 0.0094
Instancia 10 5 5 8* 129 129 0% 0% 0.0063
Instancia 10 5 5 9* 102 107 4.90% 0% 0
Instancia 10 5 5 10* 106 129 21.70% 3.49% 0.003
Instancia 10 5 10 1 426 454 6.57% 3.39% 0.0045
Instancia 10 5 10 2 414 455 9.90% 1.75% 0.0124
Instancia 10 5 10 3 300 339 13.00% 4.19% 0.017
Instancia 10 5 10 4 325 394 21.23% 3.27% 0.0111
Instancia 10 5 10 5 447 482 7.83% 2.40% 0.0204
Instancia 10 5 10 6 431 459 6.50% 2.43% 0.0173
Instancia 10 5 10 7 499 555 11.22% 2.75% 0.0157
Instancia 10 5 10 8 353 377 6.80% 3.48% 0.0204
Instancia 10 5 10 9 381 415 8.92% 2.30% 0.0156
Instancia 10 5 10 10 503 528 4.97% 1.72% 0.0201
Instancia 10 5 15 1 1012 1099 8.60% 2.22% 0.017
Instancia 10 5 15 2 842 993 17.93% 2.95% 0.0251
Instancia 10 5 15 3 831 946 13.84% 1.87% 0.0297
Instancia 10 5 15 4 812 937 15.39% 3.25% 0.0298
Instancia 10 5 15 5 818 980 19.80% 2.25% 0.0221
Instancia 10 5 15 6 947 1117 17.95% 2.64% 0.0237
Instancia 10 5 15 7 928 1002 7.97% 1.75% 0.0185
Instancia 10 5 15 8 921 1130 22.69% 2.27% 0.0311
Instancia 10 5 15 9 1022 1076 5.28% 1.13% 0.0203
Instancia 10 5 15 10 768 935 21.74% 2.81% 0.025
Instancia 10 5 20 1 1810 1883 4.03% 2.86% 0.02
Instancia 10 5 20 2 1553 1841 18.54% 2.15% 0.0358
Instancia 10 5 20 3 1650 1686 2.18% 3.27% 0.0419
Instancia 10 5 20 4 1630 1810 11.04% 2.85% 0.0359
Instancia 10 5 20 5 1602 1924 20.10% 2.67% 0.0359
Instancia 10 5 20 6 1809 1848 2.16% 1.63% 0.0329
Instancia 10 5 20 7 1666 1860 11.64% 1.65% 0.0359
Instancia 10 5 20 8 1916 1868 -2.51% 2.93% 0.0469
Instancia 10 5 20 9 1892 1729 -8.62% 2.49% 0.0404
Instancia 10 5 20 10 1541 1805 17.13% 2.75% 0.042
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Tabla B.4: Instancias de m = 10; mFA = 6; p = 5, 10, 15 y 20.
Instancia V. O. V. O. GAP Porcentaje Tiempo
Modelo GRASP Variabilidad (s)
Instancia 10 6 5 1* 108 124 14.81% 0% 0.042
Instancia 10 6 5 2* 121 137 13.22% 0% 0.0048
Instancia 10 6 5 3* 73 89 21.92% 0% 0.0015
Instancia 10 6 5 4* 140 166 18.57% 0% 0.0046
Instancia 10 6 5 5* 108 118 9.26% 0% 0.0032
Instancia 10 6 5 6* 97 105 8.25% 1.73% 0.003
Instancia 10 6 5 7* 105 107 1.90% 2.35% 0.003
Instancia 10 6 5 8* 95 95 0% 3.10% 0.0016
Instancia 10 6 5 9* 164 166 1.22% 1.27% 0.0048
Instancia 10 6 5 10* 115 115 0% 0% 0.0048
Instancia 10 6 10 1 454 466 2.64% 2.00% 0.0048
Instancia 10 6 10 2 418 450 7.66% 2.21% 0.0219
Instancia 10 6 10 3 383 401 4.70% 3.80% 0.0234
Instancia 10 6 10 4 408 480 17.65% 1.61% 0.0137
Instancia 10 6 10 5 424 465 9.67% 3.50% 0.011
Instancia 10 6 10 6 281 346 23.13% 2.53% 0.0171
Instancia 10 6 10 7 456 496 8.77% 1.60% 0.0174
Instancia 10 6 10 8 501 489 -2.40% 3.55% 0.0109
Instancia 10 6 10 9 341 349 2.35% 3.34% 0.0106
Instancia 10 6 10 10 330 343 3.94% 2.82% 0.0138
Instancia 10 6 15 1 901 1010 12.10% 3.50% 0.0156
Instancia 10 6 15 2 841 823 -2.14% 4.20% 0.0237
Instancia 10 6 15 3 835 1006 20.48% 1.75% 0.0189
Instancia 10 6 15 4 876 927 5.82% 3.79% 0.028
Instancia 10 6 15 5 929 996 7.21% 3.91% 0.0189
Instancia 10 6 15 6 957 1098 14.73% 2.35% 0.0267
Instancia 10 6 15 7 873 1032 18.21% 1.89% 0.0202
Instancia 10 6 15 8 917 820 -10.58% 3.64% 0.0187
Instancia 10 6 15 9 808 919 13.74% 3.28% 0.0327
Instancia 10 6 15 10 799 917 14.77% 2.01% 0.022
Instancia 10 6 20 1 1954 2165 10.80% 1.18% 0.0262
Instancia 10 6 20 2 2076 1822 -12.24% 2.65% 0.0373
Instancia 10 6 20 3 1516 1906 25.73% 2.03% 0.0327
Instancia 10 6 20 4 1796 1982 10.36% 2.98% 0.0313
Instancia 10 6 20 5 1280 1594 24.53% 1.63% 0.0405
Instancia 10 6 20 6 1455 1699 16.77% 2.96% 0.0343
Instancia 10 6 20 7 1471 1673 13.73% 3.13% 0.0405
Instancia 10 6 20 8 1465 1762 20.27% 2.47% 0.0313
Instancia 10 6 20 9 1670 1924 15.21% 2.71% 0.0419
Instancia 10 6 20 10 1573 1744 10.87% 3.52% 0.0358
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Tabla B.5: Instancias de m = 10; mFA = 7; p = 5, 10, 15 y 20.
Instancia V. O. V. O. GAP Porcentaje Tiempo
Modelo GRASP Variabilidad (s)
Instancia 10 7 5 1* 136 136 0% 0% 0.0374
Instancia 10 7 5 2* 149 153 2.68% 1.24% 0.0063
Instancia 10 7 5 3* 126 126 0% 0% 0
Instancia 10 7 5 4* 132 132 0% 0% 0.0032
Instancia 10 7 5 5* 102 102 0% 0% 0
Instancia 10 7 5 6* 99 99 0% 1.25% 0.0063
Instancia 10 7 5 7* 137 137 0% 0.69% 0.0061
Instancia 10 7 5 8* 120 125 4.17% 0% 0.0047
Instancia 10 7 5 9* 120 120 0% 0% 0.0031
Instancia 10 7 5 10* 127 127 0% 0.66% 0.0015
Instancia 10 7 10 1 351 420 19.66% 1.19% 0.0046
Instancia 10 7 10 2 338 353 4.44% 2.62% 0.0093
Instancia 10 7 10 3 360 402 11.67% 2.36% 0.0216
Instancia 10 7 10 4 397 453 14.11% 2.59% 0.0138
Instancia 10 7 10 5 443 499 12.64% 2.57% 0.0078
Instancia 10 7 10 6 357 378 5.88% 2.02% 0.0139
Instancia 10 7 10 7 309 332 7.44% 3.28% 0.0092
Instancia 10 7 10 8 246 261 6.10% 5.36% 0.0156
Instancia 10 7 10 9 347 332 -4.32% 2.59% 0.0124
Instancia 10 7 10 10 434 449 3.46% 3.36% 0.0144
Instancia 10 7 15 1 794 948 19.40% 1.94% 0.0143
Instancia 10 7 15 2 910 1085 19.23% 1.03% 0.0173
Instancia 10 7 15 3 903 1051 16.39% 2.44% 0.0203
Instancia 10 7 15 4 627 807 28.71% 2.42% 0.0203
Instancia 10 7 15 5 750 967 28.93% 1.68% 0.017
Instancia 10 7 15 6 917 1139 24.21% 1.10% 0.0186
Instancia 10 7 15 7 788 902 14.47% 1.29% 0.0481
Instancia 10 7 15 8 850 984 15.76% 2.42% 0.025
Instancia 10 7 15 9 723 813 12.45% 2.29% 0.0154
Instancia 10 7 15 10 871 1000 14.81% 1.93% 0.0218
Instancia 10 7 20 1 1787 1905 6.60% 1.61% 0.0187
Instancia 10 7 20 2 1486 1778 19.65% 1.48% 0.0234
Instancia 10 7 20 3 1555 1692 8.81% 1.31% 0.0344
Instancia 10 7 20 4 1574 1748 11.05% 3.20% 0.0341
Instancia 10 7 20 5 1545 1597 3.37% 2.80% 0.0375
Instancia 10 7 20 6 1594 1930 21.08% 1.19% 0.0341
Instancia 10 7 20 7 1535 1718 11.92% 2.97% 0.0236
Instancia 10 7 20 8 1800 1643 -8.72% 2.27% 0.0435
Instancia 10 7 20 9 1627 1749 7.50% 1.70% 0.0263
Instancia 10 7 20 10 1509 1714 13.59% 2.34% 0.0297
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Tabla B.6: Instancias de m = 15; mFA = 6; p = 5, 10, 15 y 20.
Instancia V. O. V. O. GAP Porcentaje Tiempo
Modelo GRASP Variabilidad (s)
Instancia 15 6 5 1* 122 128 4.92% 1.16% 0
Instancia 15 6 5 2* 92 92 0% 4.42% 0.0077
Instancia 15 6 5 3* 150 160 6.67% 0% 0.0078
Instancia 15 6 5 4* 110 123 11.82% 1.36% 0.0078
Instancia 15 6 5 5* 105 105 0% 0.50% 0.0063
Instancia 15 6 5 6* 101 112 10.89% 2.03% 0.0031
Instancia 15 6 5 7* 144 144 0% 0% 0.0064
Instancia 15 6 5 8* 121 141 16.53% 0% 0.0048
Instancia 15 6 5 9* 155 155 0% 0% 0.0031
Instancia 15 6 5 10* 119 119 0% 1.95% 0.0063
Instancia 15 6 10 1 400 424 6.00% 5.21% 0.0063
Instancia 15 6 10 2 417 470 12.71% 2.39% 0.0189
Instancia 15 6 10 3 417 431 3.36% 2.90% 0.0126
Instancia 15 6 10 4 448 468 4.46% 3.24% 0.0201
Instancia 15 6 10 5 359 381 6.13% 3.86% 0.019
Instancia 15 6 10 6 420 437 4.05% 4.47% 0.0125
Instancia 15 6 10 7 421 458 8.79% 2.77% 0.0249
Instancia 15 6 10 8 342 362 5.85% 4.42% 0.0265
Instancia 15 6 10 9 381 424 11.29% 3.41% 0.0218
Instancia 15 6 10 10 336 365 8.63% 5.31% 0.0188
Instancia 15 6 15 1 883 1077 21.97% 2.32% 0.017
Instancia 15 6 15 2 916 996 8.73% 4.28% 0.0437
Instancia 15 6 15 3 1007 1107 9.93% 2.45% 0.0357
Instancia 15 6 15 4 900 1002 11.33% 3.26% 0.0266
Instancia 15 6 15 5 912 1020 11.84% 2.58% 0.0342
Instancia 15 6 15 6 819 886 8.18% 4.34% 0.0312
Instancia 15 6 15 7 919 1045 13.71% 1.93% 0.0327
Instancia 15 6 15 8 797 944 18.44% 4.09% 0.0311
Instancia 15 6 15 9 805 877 8.94% 4.06% 0.0326
Instancia 15 6 15 10 976 1075 10.14% 2.97% 0.036
Instancia 15 6 20 1 1790 1673 -6.54% 2.93% 0.0468
Instancia 15 6 20 2 1810 1569 -13.31% 3.66% 0.0704
Instancia 15 6 20 3 2168 1965 -9.36% 2.33% 0.061
Instancia 15 6 20 4 2073 1824 -12.01% 2.61% 0.0624
Instancia 15 6 20 5 1806 1697 -6.04% 3.04% 0.0653
Instancia 15 6 20 6 2352 1750 -25.60% 3.11% 0.089
Instancia 15 6 20 7 2372 2065 -12.94% 2.81% 0.0498
Instancia 15 6 20 8 1904 1865 -2.05% 1.76% 0.0469
Instancia 15 6 20 9 1862 1741 -6.50% 3.33% 0.0498
Instancia 15 6 20 10 1819 1639 -9.90% 3.87% 0.0499
Ape´ndice B. Ape´ndice B 70
Tabla B.7: Instancias de m = 15; mFA = 7; p = 5, 10, 15 y 20.
Instancia V. O. V. O. GAP Porcentaje Tiempo
Modelo GRASP Variabilidad (s)
Instancia 15 7 5 1* 85 85 0% 4.47% 0.0469
Instancia 15 7 5 2* 81 86 6.17% 1.81% 0.0096
Instancia 15 7 5 3* 137 150 9.49% 4.43% 0.011
Instancia 15 7 5 4* 132 142 7.58% 0% 0.0047
Instancia 15 7 5 5* 84.0002 94 11.90% 0% 0.0061
Instancia 15 7 5 6* 117 131 11.97% 0% 0.0032
Instancia 15 7 5 7* 117 119 1.71% 2.33% 0.0092
Instancia 15 7 5 8* 112 117 4.46% 1.74% 0.0046
Instancia 15 7 5 9* 113 113 0% 4.20% 0.0046
Instancia 15 7 5 10* 116 122 5.17% 1.67% 0.0047
Instancia 15 7 10 1 377 449 19.10% 2.54% 0.011
Instancia 15 7 10 2 326 379 16.26% 3.60% 0.0202
Instancia 15 7 10 3 389 392 0.77% 3.19% 0.0188
Instancia 15 7 10 4 406 436 7.39% 2.54% 0.0201
Instancia 15 7 10 5 386 427 10.62% 2.80% 0.0204
Instancia 15 7 10 6 306 340 11.11% 3.23% 0.0171
Instancia 15 7 10 7 483 505 4.55% 2.87% 0.0219
Instancia 15 7 10 8 453 483 6.62% 2.29% 0.0233
Instancia 15 7 10 9 360 372 3.33% 3.46% 0.0155
Instancia 15 7 10 10 533 565 6.00% 1.33% 0.0155
Instancia 15 7 15 1 844 830 -1.66% 3.30% 0.0204
Instancia 15 7 15 2 698 795 13.90% 2.98% 0.0281
Instancia 15 7 15 3 1057 1153 9.08% 2.38% 0.0375
Instancia 15 7 15 4 898 910 1.34% 3.09% 0.0359
Instancia 15 7 15 5 704 813 15.48% 3.53% 0.0233
Instancia 15 7 15 6 920 1081 17.50% 2.08% 0.0342
Instancia 15 7 15 7 885 946 6.89% 2.33% 0.0295
Instancia 15 7 15 8 772 957 23.96% 2.14% 0.0466
Instancia 15 7 15 9 1001 1121 11.99% 1.69% 0.0453
Instancia 15 7 15 10 887 1072 20.86% 2.79% 0.0216
Instancia 15 7 20 1 2083 1519 -27.08% 4.28% 0.0326
Instancia 15 7 20 2 1663 1615 -2.89% 4.16% 0.0546
Instancia 15 7 20 3 2218 1850 -16.59% 2.25% 0.0485
Instancia 15 7 20 4 2038 1927 -5.45% 1.78% 0.0406
Instancia 15 7 20 5 2064 1781 -13.71% 3.11% 0.0454
Instancia 15 7 20 6 2143 1885 -12.04% 2.84% 0.053
Instancia 15 7 20 7 1709 1597 -6.55% 3.48% 0.0561
Instancia 15 7 20 8 1931 1960 1.50% 1.36% 0.0406
Instancia 15 7 20 9 1866 1780 -4.61% 2.86% 0.0578
Instancia 15 7 20 10 1917 1754 -8.50% 2.40% 0.0578
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Tabla B.8: Instancias de m = 15; mFA = 8; p = 5, 10, 15 y 20.
Instancia V. O. V. O. GAP Porcentaje Tiempo
Modelo GRASP Variabilidad (s)
Instancia 15 8 5 1* 151 151 0% 1.11% 0.0578
Instancia 15 8 5 2* 142 155 9.15% 0% 0.0093
Instancia 15 8 5 3* 90 99 10.00% 2.17% 0.008
Instancia 15 8 5 4* 165 169 2.42% 0.37% 0.006
Instancia 15 8 5 5* 131 133 1.53% 0% 0.0062
Instancia 15 8 5 6* 156 161 3.21% 0% 0.0109
Instancia 15 8 5 7* 82 84 2.44% 5.03% 0.0078
Instancia 15 8 5 8* 147 152 3.40% 0% 0.0016
Instancia 15 8 5 9* 132 142 7.58% 0% 0.0077
Instancia 15 8 5 10* 123 131 6.50% 0.73% 0.0062
Instancia 15 8 10 1 336 318 -5.36% 4.47% 0.0062
Instancia 15 8 10 2 353 379 7.37% 3.04% 0.0141
Instancia 15 8 10 3 439 428 -2.51% 4.08% 0.0172
Instancia 15 8 10 4 364 405 11.26% 3.37% 0.0172
Instancia 15 8 10 5 419 438 4.53% 1.78% 0.0169
Instancia 15 8 10 6 506 529 4.55% 1.66% 0.0187
Instancia 15 8 10 7 333 356 6.91% 4.26% 0.0126
Instancia 15 8 10 8 402 426 5.97% 2.02% 0.0188
Instancia 15 8 10 9 500 525 5.00% 0.94% 0.019
Instancia 15 8 10 10 346 412 19.08% 3.40% 0.0188
Instancia 15 8 15 1 849 981 15.55% 3.12% 0.017
Instancia 15 8 15 2 714 867 21.43% 2.62% 0.0265
Instancia 15 8 15 3 787 889 12.96% 1.53% 0.0264
Instancia 15 8 15 4 827 944 14.15% 2.37% 0.0233
Instancia 15 8 15 5 931 1047 12.46% 1.70% 0.0423
Instancia 15 8 15 6 797 942 18.19% 2.24% 0.05
Instancia 15 8 15 7 923 1025 11.05% 2.87% 0.0404
Instancia 15 8 15 8 978 1071 9.51% 2.38% 0.0264
Instancia 15 8 15 9 782 937 19.82% 2.73% 0.0267
Instancia 15 8 15 10 758 873 15.17% 2.42% 0.0296
Instancia 15 8 20 1 2021 1718 -14.99% 2.11% 0.0314
Instancia 15 8 20 2 1950 1838 -5.74% 1.68% 0.0576
Instancia 15 8 20 3 2116 1830 -13.52% 2.20% 0.0484
Instancia 15 8 20 4 2166 1699 -21.56% 2.72% 0.0454
Instancia 15 8 20 5 1894 1548 -18.27% 3.99% 0.0172
Instancia 15 8 20 6 1619 1503 -7.16% 2.22% 0.0422
Instancia 15 8 20 7 2452 1761 -28.18% 3.10% 0.0438
Instancia 15 8 20 8 2071 1662 -19.75% 3.81% 0.0469
Instancia 15 8 20 9 2115 1830 -13.48% 3.76% 0.0451
Instancia 15 8 20 10 1780 1599 -10.17% 2.11% 0.047
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Tabla B.9: Instancias de m = 15; mFA = 9; p = 5, 10, 15 y 20.
Instancia V. O. V. O. GAP Porcentaje Tiempo
Modelo GRASP Variabilidad (s)
Instancia 15 9 5 1* 118 133 12.71% 0.77% 0.0484
Instancia 15 9 5 2* 132 132 0% 2.28% 0.0032
Instancia 15 9 5 3* 143 153 6.99% 2.90% 0.0046
Instancia 15 9 5 4* 111 139 25.23% 0% 0.0046
Instancia 15 9 5 5* 117 121 3.42% 1.99% 0.0032
Instancia 15 9 5 6* 141 145 2.84% 0.22% 0.0109
Instancia 15 9 5 7* 114 120 5.26% 4.37% 0.0095
Instancia 15 9 5 8* 125 125 0% 0% 0.0046
Instancia 15 9 5 9* 116 116 0% 0% 0.0031
Instancia 15 9 5 10* 87 94 8.05% 0% 0.0032
Instancia 15 9 10 1 457 459 0.44% 2.92% 0.0031
Instancia 15 9 10 2 460 464 0.87% 3.70% 0.0155
Instancia 15 9 10 3 453 541 19.43% 1.65% 0.0078
Instancia 15 9 10 4 438 462 5.48% 1.41% 0.0157
Instancia 15 9 10 5 455 461 1.32% 2.73% 0.0157
Instancia 15 9 10 6 344 357 3.78% 4.35% 0.0125
Instancia 15 9 10 7 394 437 10.91% 3.71% 0.0233
Instancia 15 9 10 8 357 354 -0.84% 3.23% 0.0094
Instancia 15 9 10 9 338 358 5.92% 2.28% 0.0155
Instancia 15 9 10 10 444 450 1.35% 1.76% 0.0156
Instancia 15 9 15 1 823 945 14.82% 4.05% 0.0108
Instancia 15 9 15 2 846 933 10.28% 2.89% 0.028
Instancia 15 9 15 3 797 976 22.46% 1.71% 0.0217
Instancia 15 9 15 4 927 1099 18.55% 2.01% 0.039
Instancia 15 9 15 5 900 1029 14.33% 3.57% 0.0247
Instancia 15 9 15 6 970 1060 9.28% 2.41% 0.0247
Instancia 15 9 15 7 715 825 15.38% 3.64% 0.0233
Instancia 15 9 15 8 860 847 -1.51% 4.70% 0.0283
Instancia 15 9 15 9 795 896 12.70% 2.87% 0.0313
Instancia 15 9 15 10 1008 1076 6.75% 3.16% 0.0266
Instancia 15 9 20 1 1582 1601 1.20% 2.89% 0.0324
Instancia 15 9 20 2 1930 1653 -14.35% 2.86% 0.0372
Instancia 15 9 20 3 2420 1709 -29.38% 2.16% 0.0419
Instancia 15 9 20 4 1808 1696 -6.19% 3.11% 0.058
Instancia 15 9 20 5 2110 1738 -17.63% 2.60% 0.0437
Instancia 15 9 20 6 2053 1600 -22.07% 2.82% 0.0655
Instancia 15 9 20 7 1503 1598 6.32% 2.38% 0.0436
Instancia 15 9 20 8 1612 1782 10.55% 1.67% 0.0437
Instancia 15 9 20 9 2176 1919 -11.81% 2.56% 0.0467
Instancia 15 9 20 10 1906 1835 -3.73% 1.84% 0.0436
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Tabla B.10: Instancias de m = 15; mFA = 10; p = 5, 10, 15 y 20.
Instancia V. O. V. O. GAP Porcentaje Tiempo
Modelo GRASP Variabilidad (s)
Instancia 15 10 5 1* 113 125 10.62% 0% 0.053
Instancia 15 10 5 2* 124 124 0% 0% 0.0048
Instancia 15 10 5 3* 155 173 11.61% 0% 0.0063
Instancia 15 10 5 4* 96 118 22.92% 0.80% 0.0045
Instancia 15 10 5 5* 103 108 4.85% 3.11% 0.0031
Instancia 15 10 5 6* 144 146 1.39% 0.70% 0.0016
Instancia 15 10 5 7* 145 148 2.07% 0.42% 0.0047
Instancia 15 10 5 8* 81 88 8.64% 0% 0.0093
Instancia 15 10 5 9* 120 124 3.33% 0.34% 0.0064
Instancia 15 10 5 10* 143 160 11.89% 0% 0.0063
Instancia 15 10 10 1 502 489 -2.59% 2.51% 0.0046
Instancia 15 10 10 2 398 423 6.28% 3.45% 0.014
Instancia 15 10 10 3 330 309 -6.36% 4.49% 0.0249
Instancia 15 10 10 4 360 384 6.67% 3.64% 0.0141
Instancia 15 10 10 5 441 471 6.80% 1.95% 0.0189
Instancia 15 10 10 6 437 466 6.64% 2.81% 0.025
Instancia 15 10 10 7 501 474 -5.39% 3.15% 0.0109
Instancia 15 10 10 8 420 456 8.57% 2.62% 0.017
Instancia 15 10 10 9 363 407 12.12% 3.36% 0.0142
Instancia 15 10 10 10 409 484 18.34% 2.01% 0.0158
Instancia 15 10 15 1 961 1066 10.93% 2.85% 0.0171
Instancia 15 10 15 2 902 961 6.54% 1.83% 0.0313
Instancia 15 10 15 3 662 722 9.06% 3.23% 0.0297
Instancia 15 10 15 4 789 928 17.62% 2.65% 0.0279
Instancia 15 10 15 5 928 990 6.68% 2.85% 0.042
Instancia 15 10 15 6 891 945 6.06% 2.58% 0.0266
Instancia 15 10 15 7 822 1020 24.09% 1.56% 0.0327
Instancia 15 10 15 8 824 912 10.68% 3.57% 0.0265
Instancia 15 10 15 9 900 958 6.44% 3.44% 0.0249
Instancia 15 10 15 10 776 914 17.78% 2.72% 0.025
Instancia 15 10 20 1 2012 1553 -22.81% 2.85% 0.0279
Instancia 15 10 20 2 1544 1709 10.69% 2.07% 0.0405
Instancia 15 10 20 3 2120 1708 -19.43% 2.66% 0.0328
Instancia 15 10 20 4 1787 1671 -6.49% 1.77% 0.0406
Instancia 15 10 20 5 1935 1771 -8.48% 4.36% 0.0326
Instancia 15 10 20 6 2075 1523 -26.60% 2.79% 0.0467
Instancia 15 10 20 7 2013 1871 -7.05% 2.20% 0.0483
Instancia 15 10 20 8 2000 1607 -19.65% 2.63% 0.0468
Instancia 15 10 20 9 1824 1758 -3.62% 3.12% 0.0437
Instancia 15 10 20 10 2117 1766 -16.58% 2.50% 0.0452
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Tabla B.11: Instancias de m = 15; mFA = 11; p = 5, 10, 15 y 20.
Instancia V. O. V. O. GAP Porcentaje Tiempo
Modelo GRASP Variabilidad (s)
Instancia 15 11 5 1* 175 175 0% 0% 0.0452
Instancia 15 11 5 2* 92.0001 99 7.61% 2.77% 0.0016
Instancia 15 11 5 3* 75 75 0% 0% 0.0046
Instancia 15 11 5 4* 115 119 3.48% 0.40% 0.0093
Instancia 15 11 5 5* 117 117 0% 0% 0
Instancia 15 11 5 6* 90 95 5.56% 1.76% 0.0095
Instancia 15 11 5 7* 110 110 0% 0% 0.0046
Instancia 15 11 5 8* 130 142 9.23% 1.01% 0.0031
Instancia 15 11 5 9* 146 148 1.37% 0.63% 0.0015
Instancia 15 11 5 10* 118 120 1.69% 0% 0.0047
Instancia 15 11 10 1 364 364 0% 2.54% 0.0015
Instancia 15 11 10 2 434 443 2.07% 2.10% 0.0187
Instancia 15 11 10 3 398 431 8.29% 1.71% 0.0187
Instancia 15 11 10 4 344 395 14.83% 3.77% 0.0139
Instancia 15 11 10 5 334 317 -5.09% 2.58% 0.0142
Instancia 15 11 10 6 454 457 0.66% 1.79% 0.0139
Instancia 15 11 10 7 334 348 4.19% 1.59% 0.0138
Instancia 15 11 10 8 437 491 12.36% 1.92% 0.0172
Instancia 15 11 10 9 434 466 7.37% 2.15% 0.0096
Instancia 15 11 10 10 468 474 1.28% 2.56% 0.0187
Instancia 15 11 15 1 937 1050 12.06% 2.27% 0.0156
Instancia 15 11 15 2 923 1081 17.12% 1.88% 0.0201
Instancia 15 11 15 3 942 1056 12.10% 2.66% 0.0218
Instancia 15 11 15 4 847 957 12.99% 2.15% 0.025
Instancia 15 11 15 5 894 980 9.62% 1.98% 0.0219
Instancia 15 11 15 6 732 816 11.48% 2.91% 0.025
Instancia 15 11 15 7 871 951 9.18% 2.09% 0.0266
Instancia 15 11 15 8 869 963 10.82% 2.16% 0.0266
Instancia 15 11 15 9 826 876 6.05% 3.42% 0.0189
Instancia 15 11 15 10 791 845 6.83% 2.90% 0.0279
Instancia 15 11 20 1 1797 1779 -1.00% 1.79% 0.0237
Instancia 15 11 20 2 2299 1656 -27.97% 3.10% 0.0313
Instancia 15 11 20 3 1751 1783 1.83% 2.27% 0.0373
Instancia 15 11 20 4 1654 1897 14.69% 2.49% 0.0263
Instancia 15 11 20 5 2256 1620 -28.19% 2.78% 0.0328
Instancia 15 11 20 6 1499 1546 3.14% 3.08% 0.0389
Instancia 15 11 20 7 1467 1480 0.89% 3.12% 0.0312
Instancia 15 11 20 8 2227 1693 -23.98% 3.45% 0.0328
Instancia 15 11 20 9 1615 1505 -6.81% 2.23% 0.0373
Instancia 15 11 20 10 2517 1814 -27.93% 2.46% 0.0391
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Tabla B.12: Instancias de m = 15; mFA = 12; p = 5, 10, 15 y 20.
Instancia V. O. V. O. GAP Porcentaje Tiempo
Modelo GRASP Variabilidad (s)
Instancia 15 12 5 1* 112 112 0% 0% 0.0421
Instancia 15 12 5 2* 122 122 0% 0% 0.0031
Instancia 15 12 5 3* 117 118 0.85% 0.57% 0
Instancia 15 12 5 4* 107 107 0% 0.88% 0
Instancia 15 12 5 5* 138 143 3.62% 0% 0.0016
Instancia 15 12 5 6* 115 115 0% 0% 0.0031
Instancia 15 12 5 7* 147 169 14.97% 0% 0.0079
Instancia 15 12 5 8* 112 112 0% 0% 0.003
Instancia 15 12 5 9* 118 121 2.54% 0% 0.0032
Instancia 15 12 5 10* 120 125 4.17% 0.39% 0.0015
Instancia 15 12 10 1 378 425 12.43% 2.33% 0.0062
Instancia 15 12 10 2 402 416 3.48% 2.17% 0.0138
Instancia 15 12 10 3 309 353 14.24% 2.27% 0.0171
Instancia 15 12 10 4 365 399 9.32% 5.13% 0.0123
Instancia 15 12 10 5 371 490 32.08% 1.21% 0.0108
Instancia 15 12 10 6 439 453 3.19% 3.98% 0.0124
Instancia 15 12 10 7 375 451 20.27% 2.01% 0.0157
Instancia 15 12 10 8 317 326 2.84% 2.50% 0.0126
Instancia 15 12 10 9 348 373 7.18% 3.43% 0.0155
Instancia 15 12 10 10 417 480 15.11% 1.10% 0.0156
Instancia 15 12 15 1 900 1046 16.22% 1.86% 0.0154
Instancia 15 12 15 2 896 827 -7.70% 2.80% 0.025
Instancia 15 12 15 3 776 839 8.12% 4.18% 0.0219
Instancia 15 12 15 4 835 953 14.13% 1.91% 0.0232
Instancia 15 12 15 5 885 1031 16.50% 2.85% 0.028
Instancia 15 12 15 6 990 1202 21.41% 2.15% 0.0169
Instancia 15 12 15 7 832 896 7.69% 2.13% 0.0159
Instancia 15 12 15 8 671 808 20.42% 4.17% 0.0202
Instancia 15 12 15 9 660 625 -5.30% 3.71% 0.0172
Instancia 15 12 15 10 887 972 9.58% 2.23% 0.0203
Instancia 15 12 20 1 1870 1757 -6.04% 3.49% 0.0187
Instancia 15 12 20 2 1593 1722 8.10% 3.34% 0.0281
Instancia 15 12 20 3 1581 1850 17.01% 2.42% 0.0296
Instancia 15 12 20 4 1465 1774 21.09% 3.14% 0.0296
Instancia 15 12 20 5 2025 1626 -19.70% 1.66% 0.0267
Instancia 15 12 20 6 2056 1622 -21.11% 3.23% 0.0344
Instancia 15 12 20 7 2202 1763 -19.94% 2.77% 0.0326
Instancia 15 12 20 8 1711 1865 9.00% 2.50% 0.0233
Instancia 15 12 20 9 2247 1429 -36.40% 2.88% 0.0298
Instancia 15 12 20 10 1715 1739 1.40% 1.69% 0.0375
Ape´ndice C
APE´NDICE C
C.1 Gra´ficas de los Resultados del
Procedimiento Metaheur´ıstico en Comparacio´n
con la Solucio´n de la Formulacio´n Matema´tica
En esta seccio´n se muestra como apoyo visual la comparacio´n gra´fica entre los
valores objetivos proporcionados por la formulacio´n matema´tica y el procedimiento
metaheur´ıstico.
Las gra´ficas esta´n organizadas segu´n los subgrupos establecidos para cada tipo
de instancia (5, 10 y 15 ma´quinas), es decir, con respecto a la cantidad de ma´quinas
totales (m), la cantidad de ma´quinas en la etapa inicial (mFA) y la cantidad de
productos (p) a programar en la l´ınea de produccio´n.
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Figura C.1: Modelo vs. GRASP, m = 5; mFA = 2; p = 5, 10, 15 y 20
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Figura C.2: Modelo vs. GRASP, m = 10; mFA = 4; p = 5, 10, 15 y 20
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Figura C.3: Modelo vs. GRASP, m = 10; mFA = 5; p = 5, 10, 15 y 20
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Figura C.4: Modelo vs. GRASP, m = 10; mFA = 6; p = 5, 10, 15 y 20
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Figura C.5: Modelo vs. GRASP, m = 10; mFA = 7; p = 5, 10, 15 y 20
0
500
1000
1500
2000
2500
15
_6
_5
_1
*
15
_6
_5
_2
*
15
_6
_5
_3
*
15
_6
_5
_4
*
15
_6
_5
_5
*
15
_6
_5
_6
*
15
_6
_5
_7
*
15
_6
_5
_8
*
15
_6
_5
_9
*
15
_6
_5
_1
0*
15
_6
_1
0_
1
15
_6
_1
0_
2
15
_6
_1
0_
3
15
_6
_1
0_
4
15
_6
_1
0_
5
15
_6
_1
0_
6
15
_6
_1
0_
7
15
_6
_1
0_
8
15
_6
_1
0_
9
15
_6
_1
0_
10
15
_6
_1
5_
1
15
_6
_1
5_
2
15
_6
_1
5_
3
15
_6
_1
5_
4
15
_6
_1
5_
5
15
_6
_1
5_
6
15
_6
_1
5_
7
15
_6
_1
5_
8
15
_6
_1
5_
9
15
_6
_1
5_
10
15
_6
_2
0_
1
15
_6
_2
0_
2
15
_6
_2
0_
3
15
_6
_2
0_
4
15
_6
_2
0_
5
15
_6
_2
0_
6
15
_6
_2
0_
7
15
_6
_2
0_
8
15
_6
_2
0_
9
15
_6
_2
0_
10
Ti
em
po
(s)
Instancias Grandes 1
Modelo GRASP
Figura C.6: Modelo vs. GRASP, m = 15; mFA = 6; p = 5, 10, 15 y 20
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Figura C.7: Modelo vs. GRASP, m = 15; mFA = 7; p = 5, 10, 15 y 20
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Figura C.8: Modelo vs. GRASP, m = 15; mFA = 8; p = 5, 10, 15 y 20
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Figura C.9: Modelo vs. GRASP, m = 15; mFA = 9; p = 5, 10, 15 y 20
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Figura C.10: Modelo vs. GRASP, m = 15; mFA = 10; p = 5, 10, 15 y 20
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Figura C.11: Modelo vs. GRASP, m = 15; mFA = 11; p = 5, 10, 15 y 20
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Figura C.12: Modelo vs. GRASP, m = 15; mFA = 12; p = 5, 10, 15 y 20
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