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Abstract
This work is concerned with a class of neutral functional differential equations with nonlocal
history conditions in a Hilbert space. The approximation of solution to a class of such problems
is studied. Moreover, the convergence of Faedo–Galerkin approximation of solution is shown. For
illustration, an example is worked out.
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1. Introduction
The theory of differential and functional differential equations with nonlocal conditions
has been extensively studied in the literature. Some results on the existence, uniqueness and
stability of solutions are given by Byszewski [7], Byszewski and Akca [8], Balachandran
and Chandrasekaran [4] and Byszewski and Lakshmikantham [9]. Recently Bahuguna [1]
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condition using semigroup theory.
Many studies have been devoted to the analysis of neutral functional differential equa-
tions, see, for example, Hernández and Henríquez [14,15], Hernández [13], Balachandran
and Sakthivel [5] and references therein. Hernández [12] established the existence results
for partial neutral functional differential equations with nonlocal conditions modelled as
d
dt
(
u(t)+ F(t, ut )
)= Au(t) +G(t,ut ), 0 t  T ,
uσ = φ + q(xt1, xt2, . . . , xtn) ∈ Ω, (1)
where A is the infinitesimal generator of an analytic semigroup T (t) on a Banach space.
He made use of fixed point theorems and the results mentioned in Pazy [17]. Equation (1)
with G(t,ut ) as a multivalued map and A as a infinitesimal generator of a C0 semigroup
was studied by Benchohra and Ntouyas [6]. For recent results on nonlocal neutral partial
differential equations, we refer to the papers of Ezzinbi and Fu [10,11].
The purpose of this paper is to study the approximation of the solution for the partial
neutral functional differential equation with a nonlocal condition,
d
dt
(
u(t)+ g(t, u(t), u(t − τ1)))+Au(t) = f (t, u(t), u(t − τ2)), t > 0,
h(u) = φ, on [−τ,0], (2)
considered in a separable Hilbert space (H,‖ · ‖, (·,·)), where τ = max{τ1, τ2}, τ1, τ2 > 0,
the linear operator A satisfies the assumptions stated in the next section so that −A gener-
ates an analytic semigroup in H . The functions f and g are continuous in their arguments.
Related to the theory of approximation of solutions we mention here the works of
Bahuguna and Shukla [2], Miletta [16] and Bahuguna et al. [3].
Let us give now a short summary of the content of this paper. In Section 2 we present
some preliminaries. In Section 3 we consider an integral equation associated with (2). We
then consider a sequence of approximate integral equations and establish the existence and
uniqueness of a solution to each of the approximate integral equations. The convergence
of the solutions of the approximate integral equations to the function that satisfies the
associated integral equation is shown in Section 4. In Section 5 we consider the Faedo–
Galerkin approximation of the solution. In Section 6 we give an example of initial boundary
value problem as an application of the preceding theory.
2. Preliminaries
Throughout this paper, H will represent a Hilbert space provided with norm ‖ · ‖ and
inner product space (·,·). A is a closed, positive definite, self-adjoint, linear operator from
the domain D(A) ⊂ H of A into H such that D(A) is dense in H , A has the pure point
spectrum
0 < λ0  λ1  λ2  · · ·
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Aui = λiui and (ui, uj ) = δij ,
where δij = 1 if i = j and zero, otherwise.
It guarantees that −A generates an analytic semigroup which will be shown by e−tA,
t  0. We will point out here some notions and properties essential for our purpose. It is
well known that there exist constants M˜  1 and ω 0 such that∥∥e−tA∥∥ M˜eωt , t  0.
Assume that 0 ∈ ρ(A) and ‖e−tA‖ M . With these assumptions, it is possible to define
the fractional power Aη for 0 η 1 as closed linear operator with dense domain D(Aη)
in H (cf. Pazy [17]). Furthermore, the expression
‖x‖η =
∥∥Aηx∥∥,
defines a norm on D(Aη). Hereafter we denote by Xη the space D(Aη) endowed with the
norm ‖ · ‖η.
Lemma 2.1. Suppose that previous conditions hold. Then we have the following properties:
(i) For 0 < η 1, Xη is a Banach space.
(ii) For 0 < η δ < 1, the embedding Xδ ↪→ Xη is continuous.
(iii) Aη commutes with e−tA and there exists a constant Cη > 0 depending on 0 < η  1
such that∥∥Aηe−tA∥∥Cηt−η, t > 0.
Now we give the basic assumptions on Eq. (2):
(H1) h is a mapping from Cα0 into Cα0 and there exists a Lipschitz continuous function
χ ∈ Cα0 with positive Lipschitz constant Lχ such that h(χ) = φ on [−τ,0] and χ(t) ∈
D(Aθ0) for 0 < α < θ0 < 1. φ ∈ Cα0 , where Cαt is the Banach space C([−τ, t],Xα)
of all continuous functions from [−τ, t] into Xα endowed with the supremum norm
‖u‖t,α = sup
−τηt
∥∥u(η)∥∥
α
.
(H2) There exist positive constants 0 < α < β < 1 and R such that the functions
f and Aβg are continuous for (t, u, v) ∈ [0,∞) × BR(X2α, (χ(0),χ(0))), where
BR(Z
2, (z0, z0)) = {(z1, z2) ∈ Z2 |∑2i=1 ‖zi − z0‖Z  R} for any Banach space Z
with its norm ‖ ·‖Z and there exist constants L, 0 < γ  1 and a nondecreasing func-
tion FR from [0,∞) into [0,∞) depending on R > 0 such that for every (t, u, v),
(t, u1, v1) and (t, u2, v2) in [0,∞) ×BR(X2α, (χ(0),χ(0)))∥∥Aβg(t, u1, v1)−Aβg(s,u2, v2)∥∥
 L
{|t − s|γ + ‖u1 − u2‖α + ‖v1 − v2‖α},∥∥f (t, u, v)∥∥ FR(t),
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L
∥∥Aα−β∥∥< 1.
3. Approximate integral equations
In order to establish the existence of solutions to (2), we associate to problem (2) the
integral equation
u(t) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
χ(t), t ∈ [−τ,0],
e−tA(χ(0) + g(0, χ(0),χ(−τ1)))− g(t, u(t), u(t − τ1))
+ ∫ t0 Ae−(t−s)Ag(s, u(s), u(s − τ1)) ds
+ ∫ t0 e−(t−s)Af (s, u(s), u(s − τ2)) ds, t  0.
(3)
In this section we will consider an approximate integral equation associated with (3)
and establish the existence and uniqueness of the solutions to the approximate inte-
gral equations. By a solution u to (3) on [−τ, T ], 0 < T < ∞, we mean a function
u ∈ CαT := C([−τ, T ],Xα) satisfying (3) on [−τ, T ]. By a solution u to (3) on [−τ, T˜ ),
0 < T˜ ∞, we mean a function u such that u ∈ CαT satisfying (3) on [−τ, T ] for every
0 < T < T˜ .
Let Hn denote the finite-dimensional subspace of H spanned by {u0, u1, . . . , un} and
let Pn :H → Hn for n = 1,2, . . . , be the corresponding projection operators.
Let 0 < T0 < ∞ be arbitrarily fixed such that T0 = min{τ1, τ2} and let
B = max
0tT0
∥∥Aβg(t, χ(0),χ(0))∥∥.
We choose 0 < T  T0 such that
∥∥(e−tA − I)Aα(χ(0) + g(0,P nχ(0),P nχ(−τ1)))∥∥ (1 −μ)R3 ,∥∥Aα−β∥∥L(T γ +LχT )+C1+α−β(LR˜ +B) T β−α
β − α +CαFR˜(T0)
T 1−α
1 − α < (1 −μ)
R
6
,
C1+α−βL
T β−α
β − α +CαFR˜(T0)
T 1−α
1 − α < 1 −μ,
where μ = ‖Aα−β‖L, R˜ =
√
2(R2 + 3‖χ‖20) and Cα and C1+α−β are the constants in
Lemma 2.1.
For each n, we define
fn : [0, T ] × CαT × Cα0 → H by fn(t, u, v) = f
(
t,P nu(t),P nv(t − τ2)
)
,
and
gn : [0, T ] × Cα × Cα → Cβ by gn(t, u, v) = g
(
t,P nu(t),P nv(t − τ1)
)
.T 0 T
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(Snu)(t) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
χ(t), t ∈ [−τ,0],
e−tA(χ(0) + gn(0, φ˜, χ)) − gn(t, u,χ)
+ ∫ t0 Ae−(t−s)Agn(s, u,χ)ds
+ ∫ t0 e−(t−s)Afn(s, u,χ)ds, t ∈ [0, T ].
(4)
Proposition 3.1. For each n = 0,1,2, . . . , there exists a unique function un ∈ BR(CαT , φ˜)
such that Snun = un on [−τ, T ], i.e., un satisfies the approximate integral equation
un(t) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
χ(t), t ∈ [−τ,0],
e−tA(χ(0) + gn(0, φ˜, χ)) − gn(t, un,χ)
+ ∫ t0 Ae−(t−s)Agn(s, un,χ)ds
+ ∫ t0 e−(t−s)Afn(s, un,χ)ds, t ∈ [0, T ].
(5)
Proof. Clearly, Snun = un on t ∈ [−τ,0]. Therefore it suffice to discuss the existence of a
unique function un for 0 < t  T . In doing so, we first show that the map t → (Snu)(t) is
continuous from [0, T ] into Xα . For t ∈ [0, T ] and sufficiently small h > 0, we have∥∥(Snu)(t + h)− (Snu)(t)∥∥α

∥∥(e−hA − I)Aαe−tA∥∥(∥∥χ(0)∥∥+ ∥∥gn(0, φ˜, χ)∥∥)
+ ∥∥Aα−β∥∥∥∥Aβgn(t + h,u,χ) −Aβgn(t, u,χ)∥∥
+
t∫
0
∥∥(e−hA − I)A1+α−βe−(t−s)A∥∥∥∥Aβgn(s, u,χ)∥∥ds
+
t+h∫
t
∥∥e−(t+h−s)AA1+α−β∥∥∥∥Aβgn(s, u,χ)∥∥ds
+
t∫
0
∥∥(e−hA − I)Aαe−(t−s)A∥∥∥∥fn(s, u,χ)∥∥ds
+
t+h∫
t
∥∥e−(t+h−s)AAα∥∥∥∥fn(s, u,χ)∥∥ds. (6)
Using (H1) and (H2), we get∥∥Aβgn(t + h,u,χ) −Aβgn(t, u,χ)∥∥
 L
(
hγ + ∥∥Pnu(t + h)− Pnu(t)∥∥
α
+ ∥∥Pnχ(t + h− τ1)− Pnχ(t − τ1)∥∥α)
 L
(
hγ + ∥∥u(t + h)− u(t)∥∥
α
+Lχh
) (7)
and
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t
∥∥e−(t+h−s)AA1+α−β∥∥∥∥Aβgn(s, u,χ)∥∥ds  (LR˜ +B)C1+α−βhβ−α
β − α , (8)
since ∥∥Aβgn(s, u,χ)∥∥

∥∥Aβgn(s, u,χ) −Aβg(s,χ(0),χ(0))∥∥+ ∥∥Aβg(s,χ(0),χ(0))∥∥
 L
(∥∥Pnu(s) − χ(0)∥∥
α
+ ∥∥Pnχ(s − τ1)− χ(0)∥∥α)+B
 LR˜ +B (9)
and
t+h∫
t
∥∥e−(t+h−s)AAα∥∥∥∥fn(s, u,χ)∥∥ds  CαFR˜(T0)h1−α1 − α . (10)
Let ϑ be a real number with 0 < ϑ < min{1 − α,β − α}, then Aαy ∈ D(Aϑ) for any
y ∈ D(Aα+ϑ). By the use of Theorem 2.6.13(d) in Pazy [17], for all t, s ∈ [0, T ], t  s and
0 < h< 1, we obtain
∥∥(e−hA − I)Aαe−tA∥∥ C′ϑhϑ∥∥Aα+ϑe−tA∥∥ C˜hϑtα+ϑ , (11)∥∥(e−hA − I)Aαe−(t−s)A∥∥ C˜hϑ
(t − s)α+ϑ (12)
and
∥∥(e−hA − I)A1+α−βe−(t−s)A∥∥ C˜hϑ
t1+α+ϑ−β
, (13)
where C˜ = C′ϑ max {Cα+ϑ ,C1+α+ϑ−β}.
Using the estimates (9), (12) and (13), we get
t∫
0
∥∥(e−hA − I)A1+α−βe−(t−s)A∥∥∥∥Aβgn(s, u,χ)∥∥ds  C˜hϑ(LR˜ +B) T β−(α+ϑ)0
β − (α + ϑ)
(14)
and
t∫
0
∥∥(e−hA − I)Aαe−(t−s)A∥∥∥∥fn(s, u,χ)∥∥ds  C˜hϑFR˜(T0) T
1−(α+ϑ)
0
1 − (α + ϑ) . (15)
From the inequalities (6)–(8), (10), (11), (14) and (15), it follows that (Snu)(t) is continu-
ous from [0, T ] into Xα with respect to the norm ‖ · ‖α . Now, we show Snu ∈ BR(CαT , φ˜)
for 0 t  T :
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
∥∥(e−tA − I)Aα(χ(0) + gn(0, φ˜, χ))∥∥
+ ∥∥Aα−β∥∥∥∥Aβgn(0, φ˜, χ) −Aβgn(t, u,χ)∥∥
+
t∫
0
∥∥A1+α−βe−(t−s)A∥∥∥∥Aβgn(s, u,χ)∥∥ds
+
t∫
0
∥∥e−(t−s)AAα∥∥∥∥fn(s, u,χ)∥∥ds
 (1 −μ)R
3
+ ∥∥Aα−β∥∥L{T γ + ∥∥u(t) − χ(0)∥∥
α
+ ∥∥χ(−τ1)− χ(t − τ1)∥∥α}
+C1+α−β(LR˜ +B) T
β−α
β − α +CαFR˜(T0)
T 1−α
1 − α
 (1 −μ)R
3
+ (1 −μ)R
6
+μR R.
Thus Sn :BR(CαT , φ˜) → BR(CαT , φ˜). Next we show that Sn is a strict contraction on
BR(CαT , φ˜). For u,v ∈ BR(CαT , φ˜), we have∥∥(Snu)(t) − (Snv)(t)∥∥α

∥∥Aα−β∥∥∥∥Aβgn(t, u,χ) −Aβgn(t, v,χ)∥∥
+
t∫
0
∥∥A1+α−βe−(t−s)A∥∥∥∥Aβgn(s, u,χ) −Aβgn(s, v,χ)∥∥ds
+
t∫
0
∥∥e−(t−s)AAα∥∥∥∥fn(s, u,χ) − fn(s, v,χ)∥∥ds. (16)
Now, ∥∥Aβgn(s, u,χ) −Aβgn(s, v,χ)∥∥ L∥∥u(s) − v(s)∥∥α  L‖u− v‖T ,α. (17)
Also, we have∥∥fn(s, u,χ) − fn(s, v,χ)∥∥ FR˜(T0)∥∥u(s) − v(s)∥∥α  FR˜(T0)‖u− v‖T ,α. (18)
Using (17) and (18) in (16) and taking supremum over [−τ, T ], we get
‖Snu− Snv‖T ,α 
(∥∥Aα−β∥∥L+C1+α−βL T β−α
β − α +CαFR˜(T0)
T 1−α
1 − α
)
‖u− v‖T ,α.
It follows by the definition of T that Sn is a strict contraction on BR(CαT , φ˜). Hence there
exists a unique un ∈ BR(CαT , φ˜) such that Snun = un. Clearly un satisfies (5). 
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t ∈ (−τ, T ] where 0 ϑ  β < 1.
Proof. For all t ∈ [−τ,0], it is obvious. Therefore, we left with t ∈ (0, T ]. From Propo-
sition 3.1 we have the existence of a unique un ∈ BR(CαT , φ˜) satisfying (5). Part (a) of
Theorem 2.6.13 in Pazy [17] implies that for t > 0 and 0  ϑ < 1, e−tA :H → D(Aϑ)
and for 0 ϑ  β < 1, D(Aβ) ⊆ D(Aϑ). (H2) implies that the map t → Aβg(t, un(t)) is
Hölder continuous on [0, T ] with the exponent ρ = min{γ,ϑ} since the Hölder continuity
of un can be easily established using the similar argument from (6) to (15). It follows that
(cf. [17, Theorem 4.3.2])
t∫
0
e−(t−s)AAβgn(s, un) ds ∈ D(A).
Also from Theorem 1.2.4 in Pazy [17], we have e−tAx ∈ D(A) if x ∈ D(A). The required
result follows from these facts and the fact that D(A) ⊆ D(Aϑ) for 0 ϑ  1. 
Proposition 3.3. Let (H1) and (H2) hold. If χ(0) ∈ D(Aα), 0 < α < β < 1. Then for any
t0 ∈ (0, T ] there exists a constant Ut0 , independent of n, such that∥∥un(t)∥∥ϑ Ut0, 0 ϑ < β < 1, t0  t  T ,
and for any t0 ∈ [−τ,0] there exists a constant U , independent of n and t0, such that∥∥un(t)∥∥ϑ U, 0 ϑ < β < 1, t0  t  0.
Proof. For t0  t  T , t0 ∈ (0, T ], we have∥∥un(t)∥∥ϑ  ∥∥e−tAAϑ(χ(0) + gn(0, φ˜, χ))∥∥+ ∥∥Aϑ−β∥∥∥∥Aβgn(t, un,χ)∥∥
+
t∫
0
∥∥A1+ϑ−βe−(t−s)A∥∥∥∥Aβgn(s, un,χ)∥∥ds
+
t∫
0
∥∥e−(t−s)AAϑ∥∥∥∥fn(s, un,χ)∥∥ds
 Cϑt−ϑ0
(∥∥χ(0)∥∥+ ∥∥gn(0, φ˜, χ)∥∥+ ∥∥Aϑ−β∥∥(LR˜ +B))
+C1+ϑ−β(LR˜ +B) T
β−ϑ
β − ϑ +CϑFR˜(T0)
T 1−ϑ
1 − ϑ Ut0 ,
and for t0  t  0, t0 ∈ [−τ,0], we have∥∥un(t)∥∥ϑ = ∥∥Aϑχ(t)∥∥U.
This completes the proof of the proposition. 
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Proposition 4.1. Let (H1) and (H2) hold. If χ(0) ∈ D(Aα), then for any t0 ∈ (0, T ],
lim
m→∞ sup{nm, t0tT }
∥∥un(t)− um(t)∥∥α = 0.
Proof. Let 0 < α < ϑ < β . For nm, we have∥∥fn(t, un,χ) − fm(t, um,χ)∥∥

∥∥fn(t, un,χ) − fn(t, um,χ)∥∥+ ∥∥fn(t, um,χ) − fm(t, um,χ)∥∥
 F
R˜
(T0)
[∥∥un(t)− um(t)∥∥α + ∥∥(Pn − Pm)um(t)∥∥α + ∥∥(Pn − Pm)χ(t − τ2)∥∥].
Also, ∥∥(Pn − Pm)um(t)∥∥α  ∥∥Aα−ϑ(Pn − Pm)Aϑum(t)∥∥ 1
λϑ−αm
∥∥Aϑum(t)∥∥,
and ∥∥(Pn − Pm)χ(t − τ2)∥∥α  1
λϑ−αm
∥∥Aϑχ(t − τ2)∥∥.
Thus,∥∥fn(t, un,χ) − fm(t, um,χ)∥∥
 F
R˜
(T0)
[∥∥un(t)− um(t)∥∥α + 1
λϑ−αm
∥∥Aϑum(t)∥∥ 1
λϑ−αm
∥∥Aϑχ(t − τ2)∥∥
]
.
Similarly∥∥Aβgn(t, un,χ) −Aβgm(t, um,χ)∥∥

∥∥Aβgn(t, un,χ) −Aβgn(t, um,χ)∥∥+ ∥∥Aβgn(t, um,χ) −Aβgm(t, um,χ)∥∥
 L
[∥∥un(t)− um(t)∥∥α + 1
λϑ−αm
∥∥Aϑum(t)∥∥+ 1
λϑ−αm
∥∥Aϑχ(t − τ1)∥∥
]
.
Now, we fix t0 and choose t ′0, 0 < t ′0 < t0. Then for t  t0, we may write∥∥un(t)− um(t)∥∥α

∥∥e−tAAα(gn(0, φ˜, χ) − gm(0, φ˜, χ))∥∥
+ ∥∥Aα−β∥∥∥∥Aβgn(t, un,χ) −Aβgm(t, um,χ)∥∥
+
( t ′0∫
0
+
t∫
t ′0
)∥∥A1+α−βe−(t−s)A∥∥∥∥Aβgn(s, un,χ) −Aβgm(s,um,χ)∥∥ds
+
( t ′0∫
0
+
t∫
t ′
)∥∥Aαe−(t−s)A∥∥∥∥fn(s, un,χ) − fm(s,um,χ)∥∥ds.
0
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M
∥∥Aα−β∥∥∥∥Aβg(0,P nχ(0),P nχ(−τ1))−Aβg(0,Pmχ(0),Pmχ(−τ1))∥∥
M
∥∥Aα−β∥∥L[∥∥(Pn − Pm)Aαχ(0)∥∥+ ∥∥(Pn − Pm)Aαχ(−τ1)∥∥].
The first and the third integrals are estimated as
t ′0∫
0
∥∥A1+α−βe−(t−s)A∥∥∥∥Aβgn(s, un,χ) −Aβgm(s,um,χ)∥∥ds
 2C1+α−β(LR˜ +B)
(
t0 − t ′0
)−(1+α−β)
t ′0,
t ′0∫
0
∥∥Aαe−(t−s)A∥∥∥∥fn(s, un,χ) − fm(s,um,χ)∥∥ds  2CαFR˜(T0)(t0 − t ′0)−αt ′0.
For the second and the fourth integrals, we have
t∫
t ′0
∥∥A1+α−βe−(t−s)A∥∥∥∥Aβgn(s, un,χ) −Aβgm(s,um,χ)∥∥ds
 C1+α−βL
t∫
t ′0
(t − s)−(1+α−β)
[∥∥un(s) − um(s)∥∥α + 1
λϑ−αm
∥∥Aϑum(s)∥∥
+ 1
λϑ−αm
∥∥Aϑχ(s − τ1)∥∥
]
ds
 C1+α−βL
{
(Ut ′0 +U)T β−α
λϑ−αm (β − α)
+
t∫
t ′0
(t − s)−(1+α−β)∥∥un(s) − um(s)∥∥α ds
}
,
t∫
t ′0
∥∥Aαe−(t−s)A∥∥∥∥fn(s, un,χ) − fm(s,um,χ)∥∥ds
 CαFR˜(T0)
t∫
t ′0
(t − s)−α
[∥∥un(s) − um(s)∥∥α + 1
λϑ−αm
∥∥Aϑum(s)∥∥
+ 1
λϑ−αm
∥∥Aϑχ(t − τ2)∥∥
]
ds
 CαFR˜(T0)
{
(Ut ′0 +U)T 1−α
λϑ−αm (1 − α)
+
t∫
t ′
(t − s)−α∥∥un(s) − um(s)∥∥α ds
}
.0
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M
∥∥Aα−β∥∥L[∥∥(Pn − Pm)Aαχ(0)∥∥+ ∥∥(Pn − Pm)Aαχ(−τ1)∥∥]
+ ∥∥Aα−β∥∥L(∥∥un(t)− um(t)∥∥α + (Ut ′0 +U)
λϑ−αm
)
+ 2
(
C1+α−β(LR˜ +B)
(t0 − t ′0)1+α−β
+ CαFR˜(T0)
(t0 − t ′0)α
)
t ′0 +Cα,β
(Ut ′0 +U)
λϑ−αm
+
t∫
t ′0
(
CαFR˜(T0)
(t − s)α +
C1+α−βL
(t − s)1+α−β
)∥∥un(s) − um(s)∥∥α ds,
where
Cα,β = CαFR˜(T0)
T 1−α
1 − α +C1+α−βL
T β−α
β − α .
Since ‖Aα−β‖L< 1, we have∥∥un(t)− um(t)∥∥α
 1
(1 − ‖Aα−β‖L)
{
M
(∥∥(Pn − Pm)Aαχ(0)∥∥+ ∥∥(Pn − Pm)Aαχ(−τ1)∥∥)
+ ∥∥Aα−β∥∥L(Ut ′0 +U)
λϑ−αm
+ 2
(
C1+α−β(LR˜ +B)
(t0 − t ′0)1+α−β
+ CαFR˜(T0)
(t0 − t ′0)α
)
t ′0
+Cα,β
(Ut ′0 +U)
λϑ−αm
+
t∫
t ′0
(
CαFR˜(T0)
(t − s)α +
C1+α−βL
(t − s)1+α−β
)∥∥un(s) − um(s)∥∥α ds
}
.
Applying Gronwall’s inequality in the above expression, we obtain∥∥un(t)− um(t)∥∥α
 1
(1 − ‖Aα−β‖L)
{
M
(∥∥(Pn − Pm)Aαχ(0)∥∥+ ∥∥(Pn − Pm)Aαχ(−τ1)∥∥)
+ (∥∥Aα−β∥∥L+Cα,β) (Ut ′0 +U)
λϑ−αm
+ 2
(
C1+α−β(LR˜ +B)
(t0 − t ′0)1+α−β
+ CαFR˜(T0)
(t0 − t ′0)α
)
t ′0
}
× exp
{
Cα,β
(1 − ‖Aα−β‖L)
}
.
Taking supremum over [t0, T ] and letting m → ∞, we obtain
lim
m→∞ sup{nm, t∈[t0,T ]}
∥∥un(t)− um(t)∥∥α
 2
(1 − ‖Aα−β‖L)
(
C1+α−β(LR˜ +B)
(t − t ′ )1+α−β +
CαFR˜(T0)
(t − t ′ )α
)
exp
{
Cα,β
(1 − ‖Aα−β‖L)
}
t ′0.0 0 0 0
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ciently small. This completes the proof of the proposition. 
The convergence of the solution un ∈ CαT of approximate integral equation (5) to a
unique solution u of (3) is termed as a following theorem.
Theorem 4.1. Suppose all assumptions are satisfied and χ(0) ∈ D(Aα). Then there exists
a unique function u ∈ CαT such that un → u as n → ∞ in CαT and u satisfies (3) on [0, T ].
Furthermore, the solution u can be extended to the maximal interval of existence [0, tmax),
0 < tmax ∞ satisfying (3) on [0, tmax) and u is a unique solution to (3) on [0, tmax).
Proof. χ(0) ∈ D(Aα). Since, for 0 < t  T , Aαun(t) converges to Aαu(t) as n → ∞ and
un(t) = u(t) = χ(t), −τ  t  0, for all n, we have, for τ  t  T , Aαun(t) converges to
Aαu(t) in H as n → ∞. Since un ∈ BR(CαT , φ˜), it follows that u ∈ BR(CαT , φ˜) and for any
0 < t0  T ,
lim
n→∞ sup{t0tT }
∥∥un(t)− u(t)∥∥α = 0.
Also,
sup
t0tT
∥∥fn(t, un,χ) − f (t, u(t),χ(t − τ2))∥∥
 F
R˜
(T0)
(‖un − u‖T + ∥∥(Pn − I)u∥∥T + ∥∥(Pn − I)χ∥∥T )→ 0 as n → ∞
and
sup
t0tT
∥∥Aβgn(t, un,χ) −Aβg(t, u(t),χ(t − τ1))∥∥
 L
(‖un − u‖T + ∥∥(Pn − I)u∥∥T + ∥∥(Pn − I)χ∥∥T )→ 0 as n → ∞.
Now, for 0 < t0 < t , we may rewrite (5) as
un(t) = e−tA
(
χ(0) + gn(0, φ˜, χ)
)− gn(t, un,χ)
+
( t0∫
0
+
t∫
t0
)
Ae−(t−s)Agn(s, un,χ)ds
+
( t0∫
0
+
t∫
t0
)
e−(t−s)Afn(s, un,χ)ds.
First and third integrals are estimated as∥∥∥∥∥
t0∫
0
Ae−(t−s)Agn(s, un,χ)ds
∥∥∥∥∥
t0∫
0
∥∥A1−βe−(t−s)A∥∥∥∥Aβgn(s, un,χ)∥∥ds
C1−β(LR˜ +B)T 1−βt0,
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t0∫
0
e−(t−s)Afn(s, un,χ)ds
∥∥∥∥∥MFR˜(T0)t0.
Thus, we have
∥∥∥∥∥un(t)− e−tA(χ(0) + gn(0, φ˜, χ))+ gn(t, un,χ) −
t∫
t0
Ae−(t−s)Agn(s, un,χ)ds
−
t∫
t0
e−(t−s)Afn(s, un,χ)ds
∥∥∥∥∥

(
C1−β(LR˜ +B)T 1−β +MFR˜(T0)
)
t0.
Letting n → ∞ in the above inequality, we get∥∥∥∥∥u(t)− e−tA(χ(0) + g(0, χ(0),χ(−τ1)))+ g(t, u(t), u(t − τ1))
−
t∫
t0
Ae−(t−s)Ag
(
s, u(s), u(s − τ1)
)
ds −
t∫
t0
e−(t−s)Af
(
s, u(s), u(s − τ2)
)
ds
∥∥∥∥∥

(
C1−β(LR˜ +B)T 1−β +MFR˜(T0)
)
t0.
But 0 < t0  T is arbitrary, therefore we obtain that u satisfies the integral equation (3).
To conclude the proof of our theorem it will be sufficient to show that the solution can
be uniquely extended further. Suppose u is a solution of (3) in an interval [−τ, T1],0 <
T1 < T0. We consider the problem
d
dt
(
w(t)+G(t,w(t),w(t − τ1)))+Aw(t) = F (t,w(t),w(t − τ2)),
0 t  T0 − T1 < ∞,
w = χ˜ , on [−τ − T1,0],
where
χ˜ (t) =
{
χ(t + T1), t ∈ [−τ − T1,−T1],
u(t + T1), t ∈ [−T1,0],
and F,G : [0, T0 − T1] ×D(Aα)×D(Aα) → H are defined by
F(t, x, y) = f (t + T1, x, y), G(t, x, y) = g(t + T1, x, y),
for (t, x, y) ∈ [0, T0 − T1] × D(Aα) × D(Aα). Since χ˜ satisfies (H1) and F and G
satisfy (H2), we may proceed as before and prove the existence of a unique function
w ∈ C([−τ − T1, T2],D(Aα)) for some 0 < T2 < T0 − T1 satisfying the integral equation
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⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
χ˜ (t), t ∈ [−τ − T1,0],
e−tA(u(T1)+G(0, u(T1), χ˜(−τ1))
−G(t,w(t), χ˜(t − τ1))
+ ∫ t0 Ae−(t−s)AG(s,w(s), χ˜(s − τ1)) ds
+ ∫ t0 e−(t−s)AF (s,w(s), χ˜(t − τ2)) ds, t ∈ [0, T2].
Then the function
u˜(t) =
{
u(t), t ∈ [−τ, T1],
w(t − T1), t ∈ [T1, T1 + T2],
satisfies the integral equation
u˜(t) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
χ(t), t ∈ [−τ,0],
e−tA(χ(0) + g(0, χ(0),χ(−τ1)))
− g(t, u˜(t), u(t − τ1))
+ ∫ t0 Ae−(t−s)Ag(s, u˜(s), u(s − τ1)) ds
+ ∫ t0 e−(t−s)Af (s, u˜(s), u(s − τ2)) ds, t ∈ [0, T1 + T2].
(19)
To see this, we need to verify (19) only on [T1, T1 + T2]. For t ∈ [T1, T1 + T2],
u˜(t) = w(t − T1)
= e−(t−T1)A(u(T1)+G(0, u(T1), χ˜(−τ1)))
−G(t − T1,w(t − T1), χ˜(t − T1 − τ1))
+
t−T1∫
0
Ae−(t−T1−s)AG
(
s,w(s), χ˜(s − τ1)
)
ds
+
t−T1∫
0
e−(t−T1−s)AF  (s,w(s), χ˜(s − τ2)
)
ds.
Putting T1 + s = η, we get
u˜(t) = e−(t−T1)A
({
e−T1A
(
χ(0) + g(0, χ(0),χ(−τ1)))− g(T1, u(T1),χ(T1 − τ1))
+
T1∫
0
Ae−(T1−s)Ag
(
s, u(s), u(s − τ1)
)
ds
+
T1∫
0
e−(T1−s)Af
(
s, u(s), u(s − τ2)
)
ds
}
+G(0, u(T1),χ(T1 − τ1))
)
−G(t − T1,w(t − T1), u(t − τ1))
+
t∫
Ae−(t−η)AG
(
η − T1,w(η − T1), u(η − τ1)
)
dηT1
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t∫
T1
e−(t−η)AF
(
η − T1,w(η − T1), u(η − τ2)
)
ds
= e−tA(χ(0) + g(0, χ(0),χ(−τ1)))− g(t,w(t − T1), u(t − τ1))
+
T1∫
0
Ae−(t−s)Ag
(
s, u(s), u(s − τ1)
)
ds
+
t∫
T1
Ae−(t−s)Ag
(
s,w(s − T1), u(s − τ1)
)
ds
+
T1∫
0
e−(t−s)Af
(
s, u(s), u(s − τ2)
)
ds
+
t∫
T1
e−(t−s)Af
(
s,w(s − T1), u(s − τ2)
)
ds,
as G(0, u(T1),χ(T1 − τ1)) = g(T1, u(T1),χ(T1 − τ1)), G(t − T1,w(t − T1), u(t − τ1)) =
g(t,w(t −T1), u(t − τ1)) and F(t −T1,w(t −T1), u(t − τ2)) = f (t,w(t −T1), u(t − τ2)).
Hence, we have
u˜(t) = e−tA(χ(0) + g(0, χ(0),χ(−τ1)))− g(t, u˜(t), u(t − τ1))
+
t∫
0
Ae−(t−s)Ag
(
s, u˜(s), u(s − τ1)
)
ds
+
t∫
0
e−(t−s)Af
(
s, u˜(s), u(s − τ2)
)
ds
for t ∈ [0, T1 + T2]. Thus, we see u˜(t) satisfy (19) on [−τ, T1 + T2]. Hence, continuing
this way, we may prove the existence of solution on the maximal interval of existence
[−τ, tmax),0 < tmax ∞.
Now, we prove the uniqueness of solutions to (3). Let u1, u2 ∈ CαT3 be two solutions
to (3) on some interval [−τ, T3], 0 < T3 < tmax. Then, for t ∈ [−τ,0], uniqueness is obvi-
ous and for 0 t  T3, we have∥∥u1(t)− u2(t)∥∥α

∥∥Aα−β∥∥∥∥Aβg(t, u1(t),χ(t − τ1))−Aβg(t, u2(t),χ(t − τ1))∥∥
+
t∫
0
∥∥A1+α−βe−(t−s)A∥∥∥∥Aβg(s, u1(s),χ(s − τ1))
−Aβg(s, u2(s),χ(s − τ1))∥∥ds
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t∫
0
∥∥e−(t−s)AAα∥∥∥∥f (s, u1(s),χ(s − τ2))− f (s, u2(s),χ(s − τ2))∥∥ds

∥∥Aα−β∥∥L∥∥u1(t) − u2(t)∥∥α
+C1+α−βL
t∫
0
(t − s)−(1+α−β)∥∥u1(s) − u2(s)∥∥α ds
+CαFR˜(T3)
t∫
0
(t − s)−α∥∥u1(s) − u2(s)∥∥α ds.
Since, ‖Aα−β‖L< 1, we have∥∥u1(t)− u2(t)∥∥α
 1
(1 − ‖Aα−β‖L)
t∫
0
(
C1+α−βL
(t − s)1+α−β +
CαFR˜(T3)
(t − s)α
)∥∥u1(s) − u2(s)∥∥α ds.
By the use of Lemma 5.6.7 in Pazy [17], we obtain∥∥u1(t)− u2(t)∥∥α = 0
for all 0 t  T3. From the fact that∥∥u1(t)− u2(t)∥∥ 1
λα0
∥∥u1(t) − u2(t)∥∥α,
it follows that u1 = u2 on [0, T3]. Since 0 < T3 < tmax was arbitrary, we have u1 = u2 on
[0, tmax). This completes the proof of the theorem. 
5. Faedo–Galerkin approximations
For any 0 < T < tmax, we have a unique u ∈ CαT satisfying the integral equation
u(t) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
χ(t), t ∈ [−τ,0],
e−tA(χ(0) + g(0, χ(0),χ(−τ1)))
− g(t, u(t), u(t − τ1))
+ ∫ t0 Ae−(t−s)Ag(s, u(s), u(s − τ1)) ds
+ ∫ t0 e−(t−s)Af (s, u(s), u(s − τ2)) ds, t  0.
(20)
Also, we have a unique solution un ∈ CαT of the approximate integral equation:
un(t) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
χ(t), t ∈ [−τ,0],
e−tA(χ(0) + gn(0, φ˜, χ)) − gn(t, un,χ)
+ ∫ t0 Ae−(t−s)Agn(s, un,χ)ds
+ ∫ t e−(t−s)Af (s, u ,χ)ds, t ∈ [0, T ].
(21)0 n n
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satisfying
uˆn(t) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Pnχ(t), t ∈ [−τ,0],
e−tA(P nχ(0) + Png(0,P nχ(0),P nχ(−τ1)))
− Png(t, uˆn(t),P nχ(t − τ1))
+ ∫ t0 Ae−(t−s)AP ng(s, uˆn(s),P nχ(s − τ1)) ds
+ ∫ t0 e−(t−s)AP nf (s, uˆn(s),P nχ(s − τ2)) ds, t ∈ [0, T ].
(22)
The solution u of (20) and uˆn of (22), have the representation
u(t) =
∞∑
i=0
αi(t)ui, αi(t) = (u(t), ui), i = 0,1, . . . , (23)
uˆn(t) =
n∑
i=0
αni (t)ui, α
n
i (t) = (uˆn(t), ui), i = 0,1, . . . . (24)
Using (24) in (22), we get the following system of first order ordinary differential equa-
tions:
d
dt
(
αni (t)+Gni
(
t, αn0 (t), . . . , α
n
n(t), α
n
0 (t − τ1), . . . , αnn(t − τ1)
))+ λiαni (t)
= Fni
(
t, αn0 (t), . . . , α
n
n(t), α
n
0 (t − τ2), . . . , αnn(t − τ2)
)
,
αni (0) = χi, (25)
where
Gni
(
t, αn0 (t), . . . , α
n
n(t), α
n
0 (t − τ1), . . . , αnn(t − τ1)
)
= g
(
t,
n∑
i=0
αni (t)ui,
n∑
i=0
αni (t − τ1)ui
)
,
F ni
(
t, αn0 (t), . . . , α
n
n(t), α
n
0 (t − τ2), . . . , αnn(t − τ2)
)
= f
(
t,
n∑
i=0
αni (t)ui,
n∑
i=0
αni (t − τ2)ui
)
,
and χi = (χ(0), ui) for i = 1,2, . . . , n.
Now we shall show the convergence of αni (t) → αi(t). It can easily be checked that
Aα
[
u(t)− uˆn(t)
]= Aα
[
n∑
i=0
(
αi(t) − αni (t)
)
ui
]
+Aα
∞∑
i=n+1
αi(t)ui
=
n∑
i=0
λαi
(
αi(t) − αni (t)
)
ui +
∞∑
i=n+1
λαi αi(t)ui .
Thus, we have
∥∥Aα[u(t)− uˆn(t)]∥∥2  n∑λ2αi (αi(t) − αni (t))2.i=0
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Theorem 5.1. Let (H1) and (H2) hold. If φ ∈ D(Aα), then for any 0 < t0  T ,
lim
n→∞ supt0tT
[
n∑
i=0
λ2αi
(
αi(t)− αni (t)
)2]= 0.
The assertion of Theorem 5.1 follows from the facts mentioned above and the following
result.
Proposition 5.1. Let (H1) and (H2) hold and let T be any number such that 0 < T < tmax.
If φ ∈ D(Aα), then for any 0 < t0  T ,
lim
n→∞ sup{nm, t0tT }
∥∥Aα[uˆn(t) − uˆm(t)]∥∥= 0.
Proof. For nm, we have∥∥Aα[uˆn(t)− uˆm(t)]∥∥= ∥∥Aα[Pnun(t)− Pmum(t)]∥∥

∥∥Pn[un(t)− um(t)]∥∥α + ∥∥(Pn − Pm)um(t)∥∥α

∥∥un(t)− um(t)∥∥α + 1
λϑ−αm
∥∥Aϑum(t)∥∥.
If φ ∈ D(Aα) then the result follows from Proposition 4.1. 
6. Example
We conclude this work with an application of the abstract results given in the preceding
sections. Let Ω be a bounded domain in the RN with the sufficiently smooth boundary ∂Ω
and Δ be N -dimensional Laplacian.
Consider the following initial boundary value problem:
∂
∂t
(
a(t)w(x, t)−Δw(x, t)+ bw(x, t − τ1)
)+Δ2w(x, t)
= h(x, t,w(x, t),w(x, t − τ2)), t > 0, x ∈ Ω,
w(x, t) = 0, x ∈ ∂Ω, t −τ,
g˜0
(
w(x, t)
)= φ0(x), x ∈ Ω, t ∈ [−τ,0], (26)
where a is a Lipschitz continuous function on [0,∞), b is a positive constant and the
nonlinear function h is sufficiently smooth in all its arguments.
For nonlocal history function g˜0, we may have any of the following:
(I) g˜0(ψ)(x) =
∫ 0
−τ k(s)ψ(s)(x) ds for x ∈ Ω and ψ ∈ Cα0 where k ∈ L1(−τ,0) with
κ := ∫ 0 k(s) ds = 0.−τ
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θn  0 and C :=∑ni=1 ci = 0.
(III) g˜0(ψ)(x) =∑ni=1(ci/i) ∫ θiθi−i ψ(s)(x) ds for x ∈ Ω and ψ ∈ Cα0 , where θi and ci
are as in (II) and i > 0 for i = 1,2, . . . , n.
Take H = L2(Ω) and define the operator L :D(L) ⊂ H → H by Lu = −Δu with
domain
D(L) = H 10 (Ω) ∩H 2(Ω),
then we can reformulate (26) in the abstract form:
d
dt
(
a(t)u(t)+Lu(t)+ bu(t − τ1)
)+LA2u(t) = H (t, u(t), u(t − τ2)),
g˜(u) = φ, t ∈ [−τ,0]. (27)
Let 0 < c < 1, then (L + cI) is invertible and ‖(L + cI)−1‖  C. Therefore, if we take
an operator (L + CI) = A, then A verifies the assumption stated in Section 2 and we can
write (27) as an equation of the form (2), where
g
(
t, u(t), u(t − τ1)
)= (a(t)− c)A−1u(t)+ bA−1u(t − τ1)
and
f
(
t, u(t), u(t − τ2)
)= cu(t)+ c(A− cI)A−1u(t)+H (t,A−1u(t),A−1u(t − τ2)).
Define h(ψ)(t) = g˜0(ψ) for t ∈ [−τ,0]. Let φ(t) ≡ u0 on [−τ,0], u0 ∈ D(Aθ0),0 < α <
θ0 < 1. For (I) we may take χ(t) = (1/κ)u0 and for (II), as well as for (III), we may take
χ(t) ≡ (1/C)u0 on [−τ,0]. Then h satisfies (H1). Also we can verify (H2) for g and f .
Thus, we may apply the results of the earlier sections to guarantee the existence of Faedo–
Galerkin approximations and their convergence to the unique solution of (26).
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