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Abstract: Facial expression logs from long video sequences effectively provide the opportunity to analyse facial 
expression changes for medical diagnosis, behaviour analysis, and smart home management. Generating 
facial expression log involves expression recognition from each frame of a video. However, expression 
recognition performance greatly depends on the quality of the face image in the video. When a facial video 
is captured, it can be subjected to problems like low resolution, pose variation, low brightness, and motion 
blur. Thus, this paper proposes a system for constructing facial expression log by employing a face quality 
assessment method and investigates its influence on the representations of facial expression logs of long 
video sequences. A framework is defined to incorporate face quality assessment with facial expression 
recognition and logging system. While assessing the face quality a face-completeness metric is used along 
with some other state-of-the-art metrics. Instead of discarding all of the low quality faces from a video 
sequence, a windowing approach has been applied to select best quality faces in regular intervals. 
Experimental results show a good agreement between the expression logs generated from all face frames 
and the expression logs generated by selecting best faces in regular intervals.    
1 INTRODUCTION 
Facial analysis systems now-a-days have been 
employed in many applications including 
surveillance, medical diagnosis, biometrics, 
expression recognition and social cue analysis 
(Cheng, 2012). Among these, expression recognition 
received remarkable attention in last few decades 
after an early attempt to automatically analyse facial 
expressions by (Suwa, 1978). 
In general, human facial expression can express 
emotion, intension, cognitive processes, pain level, 
and other inter- or intrapersonal meanings (Tian, 
2011). For example, Figure 1 depicts five emotion-
specified facial expressions (neutral, anger, happy, 
surprise, and sad) of a person’s image from a 
database of (Kanade, 2000).  When facial expression 
conveys emotion and cognitive processes, facial 
expression recognition and analysis systems find 
their applications in medical diagnosis for diseases 
like delirium and dementia, social behaviour 
analysis in meeting rooms, offices or classrooms, 
and smart home management (Bonner, 2008, Busso, 
2007, Dong, 2010, Doody, 2013, Russell, 1987). 
However these applications often require analysis of 
facial expressions acquired from videos in a long 
time-span. A facial expression log from long video 
sequences can effectively provide this opportunity to 
analyse facial expression changes in a long time-
span. Examples of facial expression logs for four 
basic expressions found in an example video 
sequence are shown in Figure 2, where facial 
expression intensities (0-100), assessed by an 
expression recognition system, are plotted against 
the video sequence acquired from a camera.  
 
     
Figure 1: Five emotion-specified facial expressions 
for the database of (Kanade, 2000): (left to right) 
neutral, anger, happy, surprise, and sad. 
Recognition of facial expressions from the 
frames of a video is essentially the primary step of 
 
generating facial expression log. As shown in Figure 
3, a typical facial expression recognition system 
from video consists of three steps: face acquisition, 
feature mining, and expression recognition. Face 
acquisition step find the face from video frames by a 
face detector or tracker. Feature mining step extracts 
geometric and appearance based features from the 
face. The last step, i.e., expression recognition 
employs learned classifiers based on the extracted 
features and recognizes expressions.  
 
(a) Angry   (b) Happy 
 
(c) Sad  (d) Surprised 
Figure 2: An illustration of facial expression log for 
four basic expressions found in a video, where 
vertical axis presents the intensities of expression 
corresponding to the sequence in the horizontal axis.  
 
Figure 3: Steps of a typical facial expression 
recognition system. 
Generating facial expression log from a video 
sequence involves expression recognition from each 
frame of the video. However, when a video based 
practical image acquisition system captures facial 
image in each frame, many of these images are 
subjected to the problems of low resolution, pose 
variation, low brightness, and motion blur (Feng, 
2008). In fact, most of these low quality images 
rarely meet the minimum requirements for facial 
landmark or expression action unit identification. 
For example, a face region with size 96x128 pixels 
or 69x93 pixels can be used for expression 
recognition. However, a face region with size 48x64 
pixels, 24x32 pixels, or less is not likely to be used 
for expression recognition (Tian, 2011). This state of 
affairs can often be observed in scenarios where 
facial expression log is used from a patient’s video 
for medical diagnosis, or from classroom video for 
social cue analysis. Extracting features for 
expression recognition from a low quality face 
image often ends up with erroneous outcome and 
wastage of valuable computation resource.  
In order to get rid of the problem of low quality 
facial image processing, a face quality assessment 
technique can be employed to select the qualified 
faces from a video. As shown in Figure 4, a typical 
face quality assessment method consists of three 
steps: video frame acquisition, face detection in the 
video frames using a face detector or tracker, face 
quality assessment by measuring face quality 
metrics (Mohammad, 2013). Face quality 
assessment in video before further application 
reduces significant amount of disqualified faces and 
keeps the best faces for subsequent processing. 
Thus, in this paper, we propose a facial expression 
log construction system by employing face quality 
assessment and investigate the influence of Face 
Quality Assessment (FQA) on the representation of 
facial expression logs of long video sequences.  
 
Figure 4: Steps of a typical facial image acquisition 
system with face quality measure. 
The rest of the paper is organized as follows: 
Section 2 presents the state-of-the-art and Section 3 
describes the proposed approach. Section 4 states the 
experimental environment and results. Section 5 
concludes the paper. 
2 STATE-OF-THE-ARTS 
The first step of facial expression recognition is 
facial image acquisition, which is accomplished by 
employing a face detector or tracker. Real-time face 
detection from video was a very difficult problem 
before the introduction of Haar-like feature based 
Viola and Jones object detection framework (Viola, 
2001). Lee et al. and Ahmed et al. proposed two face 
detection methods based on saliency map (Lee, 
2011, Ahmad, 2012). However, these methods, 
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including the Viola and Jones one, merely work real-
time for low resolution images. Thus, few methods 
address the issues of high resolution face image 
acquisition by employing high resolution camera or 
pan-tilt-zoom camera (Chang, 2012, Dinh, 2011). 
On the other hand, some methods addressed the 
problem by speeding up the face detection procedure 
in a high resolution image (Mustafa, 2007, 2009).  
When a face is detected in a video frame, instead of 
detecting the face in further frames of that video 
clip, it can be tracked. Methods for tracking face in 
video frames from still cameras and active pan-tilt-
zoom cameras are proposed in (Corcoran, 2007) and 
(Dhillon, 2009, and Dinh, 2009), respectively.  
A number of methods proposed for face quality 
assessment and/or face logging. Nasrollahi et al. 
proposed a face quality assessment system in video 
sequences by using four quality metrics: resolution, 
brightness, sharpness, and pose (Nasrollahi, 2008). 
Mohammad et al. utilized face quality assessment 
while capturing video sequences from an active pan-
tilt-zoom camera (Mohammad, 2013). In (Axnick, 
2009, Wong, 2011), two face quality assessment 
methods have been proposed in order to improve 
face recognition performance. Instead of using 
threshold based quality metrics, (Axnick, 2009) used 
a multi-layer perceptron neural network with a face 
recognition method and a training database. The 
neural network learns effective face features from 
the training database and checks these features from 
the experimental faces to detect qualified candidates 
for face recognition. On the other hand, Wong et al. 
used a multi-step procedure with some probabilistic 
features to detect qualified faces (Wong, 2011). 
Nasrollahi et al. explicitly addressed posterity facial 
logging problem by building sequences of increasing 
quality face images from a video sequence 
(Nasrollahi, 2009). They employed a method which 
uses a fuzzy combination of primitive quality 
measures instead of a linear combination. This 
method was further improved in (Bagdanov, 2012) 
by incorporating multi-target tracking capability 
along with a multi-pose face detection method.  
A number of complete facial expression 
recognition methods have been proposed in the 
literature. Most of the methods, however, merely 
attempt to recognize few most frequently occurred 
expressions such as angry, sad, happy, and surprise 
(Tian, 2011). In order to recognize facial 
expressions, some methods merely used geometric 
features (Cohn, 2009), some methods merely used 
appearance features (Bartlett, 2006), and some 
methods used both (Wen, 2003). While classifying 
the expressions from the extracted features, most of 
the well-known classifiers have been tested in the 
literature. These include neural network (NN), 
support vector machines (SVM), linear discriminant 
analysis (LDA), K-nearest neighbour (KNN), and 
hidden Markov models (HMM) (Tian, 2011).    
3 THE PROPOSED APPROACH 
A typical facial expression logging system from 
video consists of four steps: face acquisition, feature 
mining, expression recognition, and log 
construction. On the other hand, a typical FQA 
method in video consists of three steps: video frame 
acquisition, face detection in the video frames using 
a face detector or tracker, FQA by measuring face 
quality metrics. However, as discussed in Section 1, 
the performance of feature mining and expression 
recognition highly depends on the quality of the face 
region in video frames. Thus, in this paper, we 
proposed an approach to combine a face quality 
assessment method with a facial expression logging 
system. The overall idea of combining these two 
approaches into one is depicted in Figure 5.  Before 
passing the face region of video frames to the feature 
extraction module, the FQA module discards the 
non-qualified faces. The architecture of the proposed 
system is depicted in Figure 6 and described in the 
following subsections.  
 
Figure 5: Face quality is assessed before feature 
extraction is attempted for expression recognition. 
3.1 Face Detection Module 
This module is responsible to detect face in the 
image frames. The well-known Viola and Jones face 
detection approach has been employed from (Viola, 
2001). This method utilizes so called Haar-like 
features in a linear combination of some weak 
classifiers to form a strong classifier to perform a 
face and non-face classification by using an adaptive 
boosting method. In order to speed up the detection 
process an evolutionary pruning method from (Jun-
Su, 2008) is employed to form strong classifiers 
using fewer classifiers. In the implementation of this 
article, the face detector was empirically configured 
using the following constants: 
Face 
detection 
Feature 
extraction 
Expression 
recognition 
Face quality 
assessment 
 
 Minimum search window size: 40x40 pixels 
in the initial camera frames 
 The scale change step: 10% per iteration 
 Merging factor: 2 overlapping detections 
The face detection module continuously runs and 
tries to detect face in the video frames. Once a face 
is detected, it is passed to the Face Quality 
Assessment (FQA) module. 
 
Figure 6: The block diagram of the proposed facial 
expression log construction system with face quality 
assessment. 
3.2 Face Quality Assessment Module 
FQA module is responsible to assess the quality of 
the extracted faces. Four parameters that can 
effectively determine the face quality have been 
selected in (Nasrollahi, 2008) for surveillance 
applications. These parameters are: out-of-plan face 
rotation (pose), sharpness, brightness, and 
resolution. All these metrics have remarkable 
influence in expression recognition. However, the 
difference between a typical surveillance application 
and an expression logging system entails exploration 
of some other face quality metrics. For example, 
face completeness can be an important measure for 
face quality assessment before expression 
recognition. This is because features for expression 
recognition are extracted from different components 
of a face, more specifically from eyes and mouth. If 
a facial image doesn’t clearly contain these 
components, it is difficult to measure expressions. 
Thus, we calculate a face completeness parameter, 
along with four other parameters from (Nasrollah, 
2008), by detecting the presence of the eyes and the 
mouth in a facial image. A normalized score is 
obtained in the range of [0:1] for each quality 
parameter and a linear combination of scores has 
been utilized to generate single score. 
The basic calculation process of some FQA 
parameters is described in (Mohammad, 2013). We, 
however, include a short description below for the 
readers’ interest by incorporating necessary changes 
to fit these mathematical models with the 
requirement of constructing facial expression log.   
 Pose estimation -  Least out-of-plan rotated face: 
The face ROI (Region of Interest) is first 
converted into a binary image and the center of 
mass is calculated using:  
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Then, the geometric center of face region is 
detected and the distance between the center of 
region and the center of mass is calculated by:  
22 )()( mcmc yyxxDist     (3) 
Finally the normalized score is calculated by:
 Dist
Dist
P ThPose 
     (4) 
Where  mm yx ,  is the center of mass, b is the 
binary face image, m is the width, n is the height, 
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A is the area of the image, x1, x2 and y1, y2 are the 
boundary coordinates of the face, and DistTh is an 
empirical threshold used in (Mohammad, 2013).  
 Sharpness: Sharpness of a face image can be 
affected by motion blur or an unfocused capture. 
This can be measured by:   
    yxlowAyxAabsSharp ,,    (5) 
Sharpness’s associated score is calculated by:
 Th
Sharp
Sharp
Sharp
P 
     (6) 
Where, lowA(x,y) is the low-pass filtered 
counterpart of the image A(x,y), and SharpTh is an 
empirical threshold used in (Mohammad, 2013).  
 Brightness: This parameter measures whether a 
face image is too dark to use. It is calculated by 
the average value of the illumination component 
of all pixels in an image. Thus, the brightness of 
a frame is calculated by (6), where I(i,j) is the 
intensity of pixels in the face image. 
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Brightness’s associated score is calculated by:
 Th
Bright
Bright
Bright
P       (8) 
Where, BrightTh is an empirical threshold used in 
(Mohammad, 2013).  
 Image size or resolution: Depending upon the 
application, face images with higher resolution 
may yield better results than lower resolution 
faces (Axnick, 2009, Long, 2011). The score for 
image resolution is calculated by (10), where w is 
image width, h is image height, Widthth and 
Heightth are two thresholds for expected face 
height and width, respectively. From the study of 
(Nasrollahi, 2008), we selected the values of the 
thresholds 50 and 60, respectively.  
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 Face completeness: This parameter measures 
whether the key face components for expression 
recognition can be detected automatically from 
the face. In this study, we selected eyes and 
mouth region as the key components of face and 
obtain the score using the following rule:  
 leidentifiabarecomponentsif leidentifiabnotarecomponentsifssCompleteneP ,1 ,0 (10) 
The final single score for each face is calculated 
by linearly combining the abovementioned 5 quality 
parameters with empirically assigned weight factor, 
as shown in (10): 

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Where, wi are the weight associated with Pi, and 
Pi are the score values for the parameters pose, 
sharpness, brightness, resolution, and completeness 
consecutively. Finally, the best quality faces are 
selected by observing the QualityScore. The detail 
procedure of selection the best faces for expression 
logging is described in the following section.  
 
3.3 Facial Expression Recognition and 
Logging 
This module recognizes facial expressions from 
consecutive video frames and plots the expression 
intensities against time in separate graphs for 
different expressions. In this paper, we use an off-
the-shelf expression recognition technique from 
(Kublbeck, 2006), which is implemented in SHORE 
library (Fraunhofer IIS, 2013). An appearance based 
modified census transformation is used in this 
method for face detection and expression intensity 
measurement. In fact, the eye-region, nose-region 
and mouth region represent the expression variation 
in face appearance, as shown in Figure 6. Changes in 
patterns of these regions are obtained by employing 
the transformation. Four frequently occurred 
expressions are measured by this system: angry, 
happy, sad, and surprize.  
The next step after expression recognition is the 
construction of facial expression log. Four graphs 
are created for four expressions from a video 
sequence. As generating expression log from the 
faces of consecutive frames of a video suffers 
significantly due to erroneous expression recognition 
from low quality faces from the video frames, 
generating log by merely using the high quality 
faces can be a solution. However, discarding low 
quality face frames from video generate 
discontinuity in the expression log, especially if a 
large number of consecutive face frames contain low 
quality face. Thus, we employed a windowing 
approach in order to ensure continuity of the 
expression log while assuring an acceptable 
similarity with the expression log from all faces and 
 
expression log from qualified faces. The approach 
works by selecting the best face among n 
consecutive faces, where n is the window size 
indicating the number of video frames in each 
window. When plotting the expression intensities 
into the corresponding graphs of the expressions, 
instead of plotting values for all face frames, the 
proposed approach merely plots the value for the 
best face frame in each window. The effect of 
discarding the expression intensity score for other 
frames of the window is shown in the experimental 
result section.  
4 EXPERIMENTAL RESULTS 
4.1 Experimental Environment 
The underlying algorithms of the experimental 
system were implemented in a combination of 
Visual C++ and Matlab environments. As the 
existing online datasets merely contain images or 
videos of good quality faces rather than mixing of 
good and bad quality faces, to evaluate the 
performance of the proposed approach we recorded 
several video sequences from different subjects by 
using a camera setup. Faces were extracted from the 
frames of 8 experimental video clips (named as, Sq1, 
Sq2, Sq3, Sq4, Sq5, Sq6, Sq7, and Sq8) having 1671 
video frames, out of which 950 frames contain 
detectable faces with different facial expressions.  
Face quality assessment and expression 
recognition were performed to generate the results. 
Four basic expressions were used for recognition: 
happy, angry, sad, and surprise. Two types of facial 
expression logs were generated: first type shows the 
facial expression intensities of each face frames of 
video (Type1), and the other type shows the facial 
expression intensities of the best faces in each 
consecutive window with n-frames of the video 
(Type2). In order to compare Type1 and Type2 
representations, we calculate normalized maximum 
cross-correlation magnitudes of both graphs for each 
expression (Briechle, 2001). Higher magnitude 
implies more similarity between the graphs.  
4.2 Performance Evaluation 
The experimental video clips were passed through 
the face detection module and face quality metrics 
were calculated after detecting faces. As an example, 
Figure 7 shows the QualityScore for each face frames 
of the video sequence Sq1, where the score is plotted 
against the video frame index. From the figure it is 
observed that some of the faces may exhibit poor 
quality score as low as 40%. If these low quality 
faces are sent to the expression recognition module 
the recognition performance will be significantly 
suffered.   
 
   
Figure 7: Face quality score calculated by the FQA 
module for 200 face frame of experimental video 
sequence Sq1. 
Facial expression recognition module measures 
the intensity of each facial expression for each face 
of the frames of a video, and then facial expression 
logs were generated. Figure 8 illustrates two types of 
expression logs for the experimental video sequence 
Sq1, where the window size n was set to 3 for 
selecting best faces. The graphs at the left of each 
rows of Figure 8 present the Type1 graph and the 
graphs at the right presents corresponding Type2 
graph. When we visually analysed and compared 
Type1 and Type2 graphs, we observed temporal 
similarity between these two facial expression logs 
from the same video sequence due to the application 
of windowing approach. 
In order to formalize this observation, we 
showed a normalized maximum cross-correlation 
magnitude similarity measure between these two 
representations of the video sequences for all four 
expressions by varying the window size n. The 
results are summarized in Table 1 and Table 2 for 
window sizes 3 and 5, respectively. From the results, 
it is observed that discarding more faces decreases 
similarity between Type1 and Type2 graphs. For 
some sequences, changing the window size doesn’t 
have much effect for some expression modalities. 
This is due to non-variable expression in these video 
sequences. However, in order to keep agreement 
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with other modalities, the window size should be 
kept same. For example, in Sq3 the results for the 
expressions of happiness, sadness and surprise aren’t 
affected much by the change of window size. 
Moreover, some expression exhibited very high 
dissimilarity even for a very small window size. This 
is because the expression in that video sequence 
changed very rapidly, and thus discarding face frame 
discards expression intensity values too. On the 
other hand, discarding more faces by setting a higher 
window size reduces the computational power 
consumption geometrically. Thus, the window size 
should be defined depending upon the application 
the expression log is going to be used.  
 
  
a) Happy 
  
b) Angry 
  
c) Sad 
  
d) Surprise 
Figure 8: Facial expression log for the experimental 
video sequence Sq1 (the left graphs are from all face 
frames, and the right graphs are from selected best 
quality face frame by the windowing method with 3-
frames per window) 
5 CONCLUSIONS 
This paper proposed a facial expression log 
construction system by employing face quality 
assessment and investigated the influence of face 
quality assessment on the representation of facial 
expression logs of long video sequences. A step by 
step procedure was defined to incorporate face 
quality assessment with facial expression 
recognition system and finally the facial expression 
logs were generated. Instead of discarding all of the 
low quality faces, a windowing approach was 
applied to select best quality faces in a regular 
interval. Experimental results shows a good 
agreement between expression logs generated from 
all face frames and expression logs generated by 
selecting best faces in a regular interval.  
Table 1. Similarity between Type1 and Type2 
graphs, when window size is 3 (higher value implies 
more similarity). 
 Angry Happy Sad Surprise Average 
Sq1 0.60 0.94 0.80 0.90 0.81 
Sq2 0.81 0.97 1.00 0.77 0.89 
Sq3 0.70 0.99 1.00 1.00 0.92 
Sq4 0.52 0.97 1.00 1.00 0.87 
Sq5 0.62 0.99 1.00 1.00 0.90 
Average similarity for n=3 0.88 
Table 2. Similarity between Type1 and Type2 
graphs, when window size is 5 (higher value implies 
more similarity). 
 Angry Happy Sad Surprise Average 
Sq1 0.31 0.54 0.49 0.53 0.47 
Sq2 0.44 0.50 1.00 0.46 0.60 
Sq3 0.57 1.00 1.00 1.00 0.89 
Sq4 1.00 0.46 1.00 1.00 0.86 
Sq5 1.00 0.46 1.00 1.00 0.86 
Average similarity for n=5 0.73 
As the future works, we will analyse the face 
quality assessment metrics individually and their 
impact on facial expression recognition. In the 
construction of facial expression log, a formal model 
needs to define by addressing the questions such as 
how to address discontinuity of face frame while 
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making the log, how to improve face quality 
assessment, how to select optimum window size for 
discarding non-qualified face frames, how to include 
motion information for missing face frames while 
generating face log.  
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