Abstract. We provide error analyses for explicit, implicit, and semi-implicit monotone finitedifference schemes on uniform meshes with nonlocal numerical fluxes. We are motivated by finite-difference discretizations of certain long-wave (Sobolev) regularizations of the conservation laws that explicitly add a dispersive term as well as a nonlinear dissipative term. We also develop certain relationships between dispersion and stability in finite-difference schemes. Specifically, we find that discretization and explicit dispersion have identical effects on the amount of artificial dissipation necessary for stability.
1. Introduction. We analyze a class of monotone numerical methods for the approximate solution of the hyperbolic conservation laws «, + /(«), = 0, xeR,ie(0,r], u(x,0) = uQ(x), X G R.
We give convergence results with error estimates for explicit, implicit, and semi-implicit finite-difference schemes on uniform meshes with nonlocal numerical fluxes.
The motivating examples for these methods are finite-difference discretizations of a Sobolev-type regularization of (C), (S) u,+f(u)xvg{u)xxa2uxxl = 0. Equation (S), which regularizes (C) by adding a term simulating dispersive effects (~a2uxxl) as well as dissipation (-vg(u)xx), has been studied in [20] as a singular perturbation of (C); one can find other references there. For example, the implicit difference scheme that we consider is (1.1) d,U," + dxf{U"+l)i -ud2g(Un + 1)i -a2d2d,U," = 0, i e Z, n > 0, where dxW,n = (W''+l -W?_x)/2h, d2xW? = (Wi"+l -2Wi" + W^J/h2, and dtW?
= (W" + 1 -W")/àt, for any mesh function W. The positive parameters A and Ai are the mesh size and the time step, respectively. Such methods are similar to finite-difference and finite-element schemes introduced by Douglas et al. [8] , and to artificial time methods, introduced by Jameson and Baker [14] , for finding steadystate solutions of the Euler equations.
In Section 3, we study the stability in Ll(Z) of the above difference scheme for various values of a and v. This exercise illuminates the relationship between dispersion and stability of several finite-difference schemes for (C). Specifically, we find that discretization and explicit dispersion have identical effects on the amount of artificial dissipation necessary for stability.
It is well known that classical smooth solutions of (C) do not exist in general, and that weak solutions, satisfying the equation (1.2) // (wt>t+f(u)4>x)dxdt + fu0(x)4>(x,0)dx = 0 RxfO .f] R for all continuously differentiable <f> with support in R X (-oo, T], are not unique (see, for example, [26] ). Existence and uniqueness results may be provided for certain classes of weak solutions of (C) through the prescription of an extra condition, known as an entropy condition. The theory for solutions of (C) used in this paper is expressed in the following theorem.
Theorem 1.1 [Kruzhkov] . // / is locally Lipschitz continuous, then for any uQ g BV(R) and for any T > 0 there is a unique u e BV(R X (This theorem has somewhat weaker hypotheses and a stronger conclusion than Kruzhkov presented in [15] ; it may be proved using techniques found in [20] and Kuznetsov's approximation theory presented below.) Kuznetsov [16] proposed a general theory of approximation for solutions of (C) in an arbitrary number of spatial dimensions. We formulate the one-dimensional version as follows. Theorem 1.2. Let u be an entropy solution of (C) with u0 g BV(R), and let v. R + -> /^(R) have left and right limits for any t, and be right continuous. Pick a positive, symmetric function tj(£) with support in [-1,1] and integral 1, positive numbers e and e0, and let Define the " Kruzhkov form"
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{t',\T\<e0\-t'<T<t-t'} For most numerical schemes in this paper, -Ae°,E will be bounded in such a way that the preceding inequality will simplify to
where C is a positive constant. Note that for large t, the error is bounded by (iA)1/2|u0|B^(R); in many important instances this bound is sharp.
Finite-difference approximations in conservative form for the conservation law (C) were introduced by Lax and Wendroff [18] . Explicit conservative schemes have the form all /' g Z implies that, for all n > 1, U," > V," for all i e Z.
Harten et al. [12] proved that if the solutions of monotone, consistent, conservative-form finite-difference approximations to (C) converge as A -» 0, they converge to the entropy solution of (C). Using Theorem 1.2, Kuznetsov [16] proved that monotone schemes for (C) converge to the entropy solution in more than one space dimension, and he provided suitable error estimates. Later, Crandall and Majda [4] proved a similar result without the error estimates; their treatment of the numerical entropy condition is more illuminating than Kuznetsov's, however.
Sanders [22] proved convergence, with error estimates, for certain three-point schemes with fixed nonuniform grid spacings. (Sanders' treatment of Kuznetsov's theory, although correct in outline, erroneously omits the boundary terms in the definition of AE,°E.) Douglas [7] and Douglas and Wheeler [9] proved convergence for methods for which their nonuniform spatial grid was changed from one time step to the next under certain constraints. In a series of papers [17] , [24] , [25] , Kuznetsov and Voloshin analyzed schemes similar to those studied here. In comparision with our results, their hypotheses are more stringent, and their results are weaker; for example, the scheme (1.1), when considered as a three-point scheme, does not satisfy Voloshin's definition of an implicit monotone scheme for any positive value of a. Because of this, our analysis of (1.1) depends strongly on considering the finite-difference operator to have an infinite stencil (or domain of dependence), so that the numerical flux F maps BV(L) into R instead of mapping R" into R.
We first give some preliminary results and notation. In the second section, the convergence theory for the general equation is presented. In the final section, we show that discretizations of (S) satisfy the hypotheses of our theorems and we discuss the stability of certain difference schemes.
The mappings a, on Z, the integers, map j to / + j, with a = a,. An operator A is said to commute with translations if A(u(-+ y)) = (Au)(-+ y). L^R), the space of all functions u that are integrable on compact subsets of R, may be considered a vector lattice, with the natural ordering u ^ v if u(x) > v(x) for all x g R. Possibly nonlinear operators T of a vector lattice to itself that preserve the ordering, so that u > v implies that Tu ^ Tv, are order-preserving, or monotone. (If T is linear, it is called positive.)
We will consider solutions of (S) and (C) that are in BV(R"), the set of all functions on R" whose first distributional derivatives are bounded measures. The B V seminorm of u is given by I"IbK(R") = J L (See Giusti [11] .) The BV(R)-norm will be defined as 
We will show that this condition implies that the solution operator of the implicit equation t/" + 1 + AtAx(Un+l)/h = U" is order-preserving on BV(Z). Proof of Theorem 2.1. We will at times use the functional notation H(U) for U*. Solutions of (a) will be constructed first for U g l)(Z).
Rewrite (a) as
Let HX(V) denote the solution operator of
Thus, Hx, H2, and H preserve the integral. Similarly, since Ax and A2 commute with translations, Hx, H2, and H commute with translations. Assumption 3, together with the fact that Ax is continuous, implies that Ax is m-accretive on Ll(Z) (see [6] ), so that the Crandall-Liggett theorem [3] implies that Hx exists and is a contraction on Ll(Z). By Lemma 2.1, Hx is also order-preserving.
Because of Assumption 4, H2 is order-preserving. Thus, by Lemma 2.1 again, H = Hx° H2 is an order-preserving contraction that preserves the integral and commutes with translations. Using these properties, it is easy to show that II H( U ) || mZ)< || U\\BV(Z), and Lemma 2.2 then implies that for all / g Z, inf {/,<//(i/),< sup U,. interval.) Then U" S L\Z), ||i/"||t.m < ||i/||t«(Z), and ||C/"||^(Z) < \\U\\mZ) + 2\\U\\L*(Z) independently of «. Thus, as n tends to infinity, H(U") is uniformly bounded in BV(Z) and L°°(Z). Therefore, there is a subsequence of the U", renamed U", and a U* such that H(U") ~* U* in LlXoc(Z), i.e., uniformly on any bounded interval. We omit a series of tedious arguments, which use the fact that the Lipschitz constants of fx and f2 are summable, that show that the limiting function U* is unique, and satisfies (a) through (f). The argument, which is similar in spirit to the proof of Lemma 2.3, may be found in the technical report [19] . D In the sequel we will use the characteristic functions
The following theorem is our main result. where u is the entropy solution of (C), and C depends on L, At/h, andM.
To prove this result, we will use the following lemma. . Thus, a subsequence converges, as A tends to zero, to a function u. Using Lemma 2.3 to handle the nonlinear term, one then proves in the usual way that the limit function is a weak solution of (C), and that it satisfies the entropy condition (and hence is unique). None of this requires the use of the extra hypothesis (2.3). We will focus on the last statement of the theorem.
Crandall and Majda showed how one naturally gets an approximate (or numerical) entropy condition for the numerical method (2.2); we repeat that construction here. Extend the mapping H of Theorem 2. 
2) for U"+1 then implies that (A(U)\> C -A(U) AC)-(U\> C -U A C)
A, (2 5) +}_f
A/ Ar T his inequality is a numerical entropy condition, and will be used in the sequel to bound the quantity -Ae°,E.
For the most part, our proof of the error estimate reproduces the structure of 
.). We also define the real-valued function Fg(w) = sgn(w -g)if(w) -/(g))
and the difference operators Ar+^" = V"+l -Vf and A+ V" = K" -I/"
The conditions of Theorem 1.2 need to be verified. The approximation Üh can obviously be taken to be right continuous, and Theorem 2.1 shows that sup \\Üh(t' + t) -Üh(t') ||L.(R) < 2L(e0 + At)\u0\mR).
{''■\r\<eo\-t'<T<'-''} Also, \\U° -«oll/.'(R) < A|«0|B|/(R). Therefore, it is necessary only to bound -A£,°'E when v = Ü". We assume t = A'Ai. Because Üh is piecewise constant, -Ae,0'e equals -/ E / \\u;-u(x',t')\-^w"(x" -x',t" -f)
where If = ((y -1/2)A, (;' + 1/2)A) X (tn, t',+1). Because of the special form of to, summing by parts and applying the integral version of the mean-value theorem transforms this integral to
for some (£., t") g If. By Theorem 2.1, the boundary term is less than 2LAt\uQ\ ByiR). Adding and subtracting AA,+|iy -u(x',t')\u(xJ+x -x',t" -t') in each term of the first sum yields To bound the second term, add and subtract AxFuix%r)(Un)jU(xJ+x -x',t" -t ') in each term in the sum. The second part of (2.7) then becomes .3). When this method is implemented, a convergence rate of about A1/3 is observed. Thus, it seems that numerical methods that satisfy Assumptions 1 through 4 but do not satisfy (2.3) have the dubious distinction of being the methods that converge to the entropy solution of the conservation law (C) with the slowest known rates of convergence.
3. Dispersive Numerical Approximations to Conservation Laws. We now present the finite-difference approximations for (C) that motivated the previous analysis. These are modeled on the Sobolev-type equation
This equation, regularizing (C) by incorporating a dispersive term (-a2uxxl) as well as a term simulating nonlinear dissipation (-vg(u)xx), has been used to model the passage of small-amplitude shallow-water waves (see Benjamin et al. [1] and Bona et al. [2] ). The value of (S) as a regularization of (C) is studied in another paper [20] . The numerical schemes based on (S) are very similar to those used by Douglas et al. [8] .
We will use the following notation. x ' h2 ' ' At
The two specific difference schemes to be considered here are the method using forward differencing in time, where uQ is given in (C). (Any initial data such that U° -» uQ in L1^) and \U°\BV(Z) is bounded as A -» 0 would suffice.) These equations can be viewed as discretizations of (S) using centered differences in space and either forward or backward differences in time. These schemes can also be interpreted as "averaged" difference methods. We start with a centered-difference approximation to f(u)x and add a second-order dissipative term -vdxg(u) for stability. Before these values are used as the time difference of u, however, they are averaged using the operator (1 -a2d2)~l. This is similar to a scheme used by A. Jameson to calculate steady-state solutions of the Euler equations for gas dynamics [14] .
We first write these methods as dJU? + A(\J")Jh = 0, or dtU? + A(U"+l),/h = 0. Note that the discrete-difference operator 1 -a2dj may be inverted on Z, subject to boundedness at infinity, by discrete convolution with the function Ma(j) = aKUi. (3.2b) = a e K™imù+im+y^-i)T^-)
,(l-a):
Formula (3.2b) is a simple rewriting of (3.2a). Formula (3.2c) is derived by gathering all terms depending on U" in one place (or by summation by parts). Call the operator on the right-hand side of (3. When A is 0, this condition is necessary and sufficient for the differential equation
o satisfy a maximum principle (see [20] ). When a is 0, (3. to be order-preserving (cf. Douglas [7] and Crandall and Majda [4] ). For a given level of dispersion and a given transport term /, the inequality (3.8) may be used to find a function g such that the equation (3.2) has the least amount of artificial diffusion necessary for Assumptions 1 through 4 to hold. In this case
With this g, if / is nondecreasing, then U"+l -U" depends only on the value of U" for j < /'; that is, it is a one-sided, upwind, difference method. It is in this sense that we call the methods investigated here generalized upwind-difference methods. We note that the generalized upwind-difference scheme of Engquist Larger time steps may be taken whenever a is positive. The effective width of the kernel Ma is of order r = a/A meshpoints. Equation (3.11) can be interpreted as saying that Ai may be increased so long as the characteristics coming into the point (/A, (n + 1)A/) start within the effective width of the spatial-difference operator centered at (/A, nAi). Douglas et al. [8] have pointed out that an implicit finite-element method based on the regularization (S) may be used to approximate (C). Define the space Mh = {v g C°(R)|y If,,, (, + !)/,] is a linear function) n F2(R) and the inner product (v,w) = jRv(x)w(x)dx.
We look for a sequence of functions (vv°, w1,...} such that for all v g Mh
Here w° is some suitably chosen initial value. If the integrals are evaluated with the trapezoid rule, then the algebraic equations to be solved are exactly of the form (3.2b), with Cl2 = IÏ2 + -A2 "finite element "finite difference 6" • As they note in [8] , the introduction of explicit dispersion unifies the finite-difference and finite-element approach to the problem. For the solution operator of the finite-element problem to be a contraction in F:(R) and satisfy a maximum principle, it is necessary that a2 > \h2, so that the corresponding finite-difference a2 is positive, and *g'U)M,VA2 + «2)1/2|/'U)| for all | g R. This may be compared with (3.8) and (3.9) . If these conditions are satisfied, then the finite-element methods fall into the class of methods studied in this paper. Requirement (3.8) depends on the level of dispersion a and the discretization parameter A only through the combination A2/4 + a2. If the dispersion and discretization are altered, but this expression remains fixed, then the same amount of dissipation is necessary for stability. In this sense, the effects of spatial discretization and artificial dispersion are interchangeable when "working against" a maximum principle. Thus, we may be led to the view that condition (3.9) is required by the dispersion introduced by discretizing the purely dissipative equation «, + /(")* -vg{u)xx = 0 to obtain (3.10). Trefethen [23] has written a survey on the effects of dispersion on numerical schemes.
This view may be investigated further by considering formally the following difference problem, which is continuous in time:
d f(u(x + h,t))-f(u(x-h,t)) dt [ ' ' 2A (3.12) m _pg{u{x -h,t)) -2g(u(x,t))+g(u(x + A,Q) =0
A2
Here it is assumed that / and g are smooth, that v/h is fixed, and that there is a smooth solution u of (3.12). We follow the lead of many others in expanding f(u) and g( u ) in terms of their Taylor This partial differential equation, called a modified equation [13] is associated naturally with the finite-difference equation (3.12) . It is a differential equation modeling a difference equation. It is also a Sobolev equation of the type introduced and studied in [20] . For the solutions of this equation to satisfy a maximum principle, it is necessary and sufficient that for all £ g R vgu)>j=\m\.
This inequality, although not exactly the same as (3.9), is so similar that it might explain heuristically why a condition such as (3.9) is necessary for the solutions of the finite-difference method (3.10) to satisfy a maximum principle.
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