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Abstract 
This paper describes a synergiiitir: integration of a 
grasping simulator and a real-time visual tracking sys- 
tem, that work in concert to 1) find an object’s pose, 2) 
plan grasps and m,ovement trajeciories, and 3) visually 
monitor task execution. Starting with a CAD m.odel of 
an object to be grasped, the system can, firid the object’s 
pose through vision which then synchron,izes the state 
of the robot iuorkcell with an online, m,odel-based grasp 
planning and visualization, syste,m. uie have developed 
called GraspIt. GraspIt can theii plan, a stable grasp 
for the object, and direct the robotic han,d system to 
perform the grasp. It can also generate trajectories for 
the movement of the grasped object, which are used by 
the visual control system to monitor the task and coni- 
pare the actual grasp and trajectory with the planned 
ones. We presen,t experimental results using typical 
grasping tasks. 
1 Introduction 
Visual control of robotic tasks is a major goal of cur- 
rent robotics research. The advent of real-time vi- 
sion systems has led to the creation of systems that 
use cameras to control robotic tasks such as grasping 
[33]. This paper describes a system that extends this 
paradigm in a number of ways. Most importantly, we 
have been able to  integrate real-time vision with on- 
line, model-based simulation, to  create a grasp plan- 
ning, control and monitoring sysi,em that can visually 
determine an object’s pose, plan a stable grasp, ex- 
ecute the grasp, and monitor the task for errors and 
correctness (see Fig. 1). The vision system is respon- 
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sible for providing accurate arid fast estimates of a n  
object’s pose, while the grasping simulator uses these 
estimates to  plan I) an effective and stable grasp of 
the object and 2) a collision free trajectory in the 
workspace for transporting the grasped object, to a 
new position. The simulator output is then used to  
execute the planned grasp and trajectory, which is 
monitored by the vision system. 
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Figure 1: Block diagram of the system. 
By merging visual control with grasp planning, we 
have created a system that car1 extend the idea of au- 
tonomous robot control. Using a calibrated vision sys- 
tem, we only need a CAD model of the object to  be 
grasped to  both track the object, and determine its 
pose in real-time. The grasping simulator, previously 
developed by Miller and Allen [9, lo], is able to  com- 
pute a stable grasp with a quality measure in real-time 
using the same CAD model. The grasp stability analy- 
sis also includes material properties of the object, and 
the simulator contains a library of robots and hands to  
choose from, giving it added flexibility for use in inany 
different robot workcells. Below, we describe the vi- 
sion and grasp simulation modules, and then discuss 
the integration of these modules on real grasping tasks 
using a Barrett hand. 
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2 Pose Estimation and Tracking 
Closed-loop control of a robot where vision is used in 
the feedback loop is commonly referred to as visual 
servoing, [7]. Vision based tracking techniques incor- 
porated in visual servoing systems usually facilitate 
model based or feature based approaches. A model 
based approach relies on a CAD model of the object 
to  be tracked [3, 321 while feature based techniques 
use distinct image features: corners, lines, regions [6]. 
There are two caLegories of visual servoing: position 
based servoiizg aiid image based servoing, [7]. Tn our 
work, we use both approaches: position based ap- 
proach is used for driving the arm and the hand to  
a pose generated by a simulator. Later, image based 
servo control is used to  visually servo a grasped object 
to  the desired pose. 
By definition, i~ necessary requirement of a visual 
servo system is conti niious tracking. Our tracking sys- 
tem is based on the ideas proposed in [3 ] .  The general 
idea and the tracking system operation are presented 
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Figure 2: ‘I’he tracking system. 
To estimate the position and orientation of the ob- 
ject, Q(R, t ) ,  we use the approach proposed by De- 
menthon [a]. This step is followed by an extension of 
Lowe’s [8] noalincar approach proposed in [ 5 ] .  The 
pose estimation step is called POSE in Fig. 2. The 
initialization of (,he tracking system is a t  this stage 
done manually. A riiiinber of corresponding points on 
the wire frame model arid the image are chosen by the 
user, see Fig. 3(a) arid Fig. 3(b). 
Pose Estimation 
Normal Displacement and Affine Motion 
Using estimated pose, the model of the object is pro- 
jected onto the iinage plane. For each visible edge, 
tracking nodes are assigned at regular intervals in im- 
age coordinates along the edge direction. After that, 
a search is perforiiied for the maximum discontinuity 
in the intensity gradient along the normal direction to  
the edge. The edge normal is approximated with four 
directions: 0,45,90, and 135 degrees. This way we 
obtain a displacement vector, df (xi, yi) = [Az,AyiIT, 
representing the normal displacement field of visible 
edges. A 2D affine transformation is expressed: 
(1) 
where 0 = ( a l ,  a2, u y ,  a4, T,, Ty)T represents the pa- 
rameters of the affine model. There is a linear rela- 
tionship between two conseciitive images with respect 
to 0: 
From the previous eqiiation follows: 
where n, is a unit vector orthogonal to  the edge at, a 
point P,. From Eq. 4, we can estimate the parameters 
of the affine model, 0‘ using a M-estimator p: 
h 
0’  = a r g i n ? C p ( d f  - n?A(Pi)O’) (5) 
(3 
i 
Using the estimate of points in the image at time f + 1 ,  
the POSE step is performed in order to  ohtain the 
pose of the object in the camera coordinate system, 
Q(R, t ) i n i t .  
3D Tracking 
h 
Using the estimated affine parameters 0‘ and positions 
of edge nodes at, time t ,  we are able to compute their 
positions at time t + 1 from Eq. 1. As already inen- 
tioned, the affine model does not completely account 
for the 3D motion and perspective effects that occur 
during the object motion. Therefore, the pose space, 
R(R,t), should be searched for a best fit given the 
image data. As proposed in [3], the projection of the 
object model is fitted to the spatial intensity gradients 
in the image, using Q(R, t)Zn2t as the initialization: 
r 1 
h 
Q(R, t )  = argmin 1- IlVG(t + I) 111 (6) 
Cn 
s2 
where VG(t + 1 )  is the intensity gradient along the 
projected model edges and Cn are the visible edges of 
the model for given a pose s1. 
The optimization method uses a discrete hierarchi- 
cal search with respeci, to the pose parameters. How- 
ever, the correct discrete step of the pose parameters 
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Figure 3:  The key components of' the visual tracking system : 
the pose, middle (b): pose estimation (the model is overlayed 
represent the direction and not the magnitude). 
is crucial in order to find the right minimum value. 
The affine motion model is p;irticularly sensitive to  
the rotational motions of the ohject and large changes 
in rotation usually result in a loss of tracking. In ad- 
dition to the original algorithm, we have implemented 
an adaptive search step determination based on the 
object's 3D velocity. The basic idea is to dynamically 
change the size of the search step instead of keeping 
it constant. 
3 Grasping Simulator 
GraspIt is a real-time, interaciive simulator that al- 
lows the user t o  manipulate a niodel of an articulated 
robotic hand, perform grasps with the hand, and visii- 
alixe stability analysis results o'n the fly. GraspIt has 
facilities for modeling a robotk arm and workcell to 
allow the user to  examine the reachability constraints 
for a given grasping task as well. By consistently us- 
ing accurate geometric models of all elements of the 
task, we ensure that  grasps piu" in the simulator 
can actually be executed in the real world. In this 
section we describe how a user interacts with the sys- 
tem and briefly describe some elf the components that 
make up GraspTt (siimmarized in Fig. 4). Refer to re- 
views by Ricchi and Kumar [l] and Shimoga [ll] for 
further information regarding grasping analysis. 
First the user must decide which robotic hand and 
which object should be used in this grasping task. Our 
library of hands currently includes the Barrett Hand, 
the DLR hand (shown in Fig. 4), the NASA Robonaiit 
hand, the Rutgers hand, and a simple parallel jaw 
gripper. While our experiments in this paper fociis 
on the Barrett hand, since it is available to us in tlie 
lab, they could be replicated with any of the other 
hands. Furthermore, by using a simple configuration 
file that specifies a hand's kinematics and geometry, 
left (a): the model with points used in POSI'I' to determine 
in black), and right (c): normal flow estimation (the lines 
we have kept thc system flexible enough to  import, 
new hand designs with ease. An object model can be 
made from a CAD file, with additional information 
specifying the surface material and center of gravity. 
The visual tracking system uses a similar wire frame 
model representation, which can be derived from tlie 
CAD model (see figure 3(a)). 
Once the hand and object have been chosen, the 
simulator constructs the models and allows the user 
to  manipulate the hand model. If a connection is es- 
tablished with the object tracking module, the simii- 
lator sets the initial pose of the object in relation to 
the robot. A t  this point the user begins to plan the 
grasp by translating and rotating the wrist within the 
constraints of the Puma arm. Real-time collision de- 
tection prevents the hand model from penetrating any 
user may manipulate the finger degrees of freedom in- 
dividually, or perform an autoo-grasp where the joints 
are closed at fixed velocities until contact occurs, pro- 
viding a faster way to perforin an initial grasp. 
Each time a contact occiirs between a link model 
and an object model, the system determines the con- 
tact area and places friction cones a t  the points of 
contact. The size of these cones is determined by the 
two contacting surface materials and a static Coulomb 
friction model. 
The system will then analyze the grasp's stability 
on the fly, as  each new contact occurs. Using a con- 
vex hull operation, the simulator determines the 6- 
dimensional space of forces and torques that can be 
applied by the grasp. This is also known as the grasp 
wrench space (GWS), and if the space includes the ori- 
gin, then grasp is considered stable because it can re- 
sist any outside disturbance force by scaling the forces 
a t  the contact points. Several metrics have been pro- 
posed to  quantify the grasp quality, and we currently 
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Figure 4: (Left) ‘Lhe i n k r n a l  components of GraspIt! and their functions. (Right) The DLR hand grasping a flask. The 
volumes in the small windows are projections of the grasp wrench space for this grasp. 
compute two of them, alt,hough others could easily be 
added. The first is a worst case measure of the grasp’s 
weakest, point, and is defined by the distance from the 
origin to the closest, facet, on the boundary of the grasp 
wrench space. Indicators within the scene also show 
a TCP socket connection to an SGI Indigo 2 running 
the GraspIt software. 
The process of planning and executing a grasping 
task is as follows (refer also to  the block diagram pre- 
sented in Fig. 1): 
the direction of the worst case disturbance force and 
torque, and aid thc user in finding this weakest point. 
The second measure is defined by the volume of the 
GWS and serves its more of an average case quality 
1. After an image of the scene is obtained, interac- 
tive pose estimation of the object is performed as 
presented in Section 2. 
measure. 
In addi1,ion to (,he numeric measures, the user is 
also presented with various 3-dimensional projections 
of t h e  GWS to allow b e l l c r  visualization of a grasp’s 
strong and weak points. This information allows the 
user to increnient,ally i inprove the stability of the 
grasp, and once siLt’isfied, the ‘ISer may chose to ex- 
ecute the grasp wi!,h an actual robotic hand. 
2. A pose estimate is sent to  the GraspIt grasp 
planning software which assists a user to  generate 
the most suitable grasp. 
3. Through GraspIt the actual arm and hand are 
controlled in order to perform the final grasp. 
4. Once the object is grasped, the monitoring task 
begins. Image based visual servoing is used 
4 Experiment a1 Evaluation 
To test the system we set, up some simple grasping 
tasks using two different objects. The task involved 
determining the object’s pose from vision, finding an 
appropriate and st,able grasp for the robotic hand 
given the object’s configuration, executing the grasp, 
and monitoring the grasped object’s trajectory as it 
moved. 
The dextrous robot hand used in this example is the 
Rarret Hand. The delails about the hand can be found 
in [9]. The hand is attached to a Puma560 arm which 
operates in a simple workcell. The vision system uses 
a standard CCD camera (Sony XC-77) with a focal 
length of 251111~1 aiid is calibrated with respect to  the 
robot workspace. The camera is mounted on a tripod 
and views the robot and workcell from a 2m distance. 
Both the robot, controller and the framegrabber are 
connected to a Sparc20 workstation which is linked via 
to  place the object into the final desired pose. 
Through GraspIt, a few trajectory points (ob- 
ject poses) are mannally generated. Each gener- 
ated pose is used as an intermediate desired pose 
for the visual servoing routine. 
Our two example grasps (Fig. 5) demonstrate steps 
1-3 of the system (pose estimation, grasp planning and 
grasp execution). After the first image of the scene 
is acquired, a manual initialization step is performed 
as explained in Section 2, and the estimated pose of 
the object is sent, to GraspTt, which aids the user in 
selecting an appropriat,e grasp. After a satisfactory 
grasp is planned, it is executed by controlling both 
the robot arm and the robot hand. 
The first example shows a successfully planned and 
executed stable grasp of an L-shaped object. The 
grasp planned in the second example is not stable but 
requires precise estimation of the object pose so that 
the thumb can hook through the handle of the mug 
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Figure 5: [Row 11 Left: The vision system determines the pose of the L-shaped object within the robot workspace. 
Middle: A stable grasp planned within ClraspIt. Right: The completed grasp. [Row 21 While the grasp planned in this 
example is not stable, it demonslrates the accuracy of the system. The camera is 2m away from the workspace, yet the 
thumb was able to enter the handle opening which is only 1.5 cm wider than it. 
and it serves to  demonstrate the accuracy of the sys- 
tem. 
Once the object, is grasped the monitoring task be- 
gins, and this is done using image based visual servoing 
to  move the object to a desired position. While many 
existing servoing systems, [7], define the goal pose LIS- 
ing a “teach-by-showing” method where the object is 
physically moved to  the destination and feature ex- 
traction is performed, our sysl,em allows the user to  
specify the desired end position (as  well as way points 
t o  define the trajectory) in the simulator and using 
knowledge of the camera parameters, it, is straightfor- 
ward to  estimate the image positions of a number of 
the control points used to construct the error vector. 
According to [7], a simple proportional control is 
used to  guide the robot: 
TG = g(iTwi)-ljTw(f- fd)= si+(f, - q ( 7 )  
where TG is velocity screw cif the robot,, f d , ^ f  are 
desired and current image features positions, J is a 
model of image Jacobian, J which is used in the con- 
t ~ o l  expression and W is a syrrirnetric positive matrix 
of rank 6 used to  select some preferred points out of k 
available ones. 
In this experiment we chose a highly stable grasp 
around the side of the block, (see Fig. 6) .  The flat 
palm of the Barrett hand allows for a strong planar 
contact on one side of the objec-t and the planar finger 
surfaces form line contacts when closed around the 
edges of the opposite face. T,ooking a t  the projection 
of the GWS into force space, shown in the middle of 
Fig. 6,  we see that this grasp can apply strong forces 
along the horizontal plane but is weaker in the vertical 
direction since it, relies purely on tangential friction 
forces. Having planned a sfable grasp, we executed 
it from the simulator as before. Then we moved the 
simulated object to a desired destination pose, and 
sent this pose to the visiial servoing system. Using 
tile camera parameters, the corners of the object in  
its destination pose were prcijected to  the image, and 
the servoing system successfiilly moved the object to  
that position as  seen in Fig. 7. 
5 Summary and Conclusion 
We have implemented a robotic grasping system that 
integrates real-time vision with online grasp planning 
via a simulator to  execute stable grasps on objects, 
and which can also monitor a grasped object’s tra- 
jectory for correctness. The system represents a step 
forward in autonomous control of tasks such as grasp- 
ing. 
Although the system is still in a n  initial phase, we 
believe it is an important step iii integrating real-time 
visual control, grasp planning, and online task inon- 
itoring. All of the system components are still open 
research issues in the field of robotics and we will con- 
tinue to improve the performance of each of them. 
The visual tracking component has as its major 
goals improved robustness and increased speed. The 
current update rate of IOHz is far from satisfactory. 
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Figure 6:  (Left) A slable grasp of the L-shaped object. The axes are positioned at the object’s center of gravity ( Z  axis 
points into the table). (Middle Top) ‘I‘he 6U grasp wrench space projected into torque space by setting the net force to 
0. (Z axis points up). (Middle Bottom) The GWS projected into force space by setting the net torque to 0. (Right) The 
task is planned in Craspk by moving the object from its original location (empty wireframe) to its destination point and 
saling the new object pose. 
Figure 7: Snapshok of the servoing near the beginning 
and end of the task. The object is being tracked and the 
corners of the destination pose are shown as white dots in 
the image. 
To improve the robustness in the case of significant 
occlusions and natural background, we will continue 
to  test the two implemented’tracking techniques more 
extensively. In addition, none of the techniqiies incor- 
porates any kind of velocity or acceleration prediction 
which can be easily added (e.g. a Kalman filter ap- 
proach). 
Currently, the grasp planning function is only semi- 
automated; the user needs to  place the hand in prox- 
imity of the object, and an automated finger contact 
procedure is iristitiited. We are exploring adding rules 
to properly synthesize a grasp given an object’s pose 
and environmental co nstraints [4]. 
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