To be considered for the 2017 IEEE Jack Keil Wolf ISIT Student Paper Award." In this paper we study the problem of noisy tensor completion for tensors that admit a canonical polyadic or CANDE-COMP/PARAFAC (CP) decomposition with one of the factors being sparse. We present general theoretical error bounds for an estimate obtained by using a complexity-regularized maximum likelihood principle and then instantiate these bounds for the case of additive white Gaussian noise. We also provide an ADMM-type algorithm for solving the complexity-regularized maximum likelihood problem and validate the theoretical finding via experiments on synthetic data set.
INTRODUCTION
The last decade has seen enormous progress in both the theory and practical solutions to the problem of matrix completion, in which the goal is to estimate missing elements of a matrix given measurements at some subset of its locations. Originally viewed from a combinatorial perspective [1] , it is now usually approached from a statistical perspective in which additional structural assumptions (e.g., low-rank, sparse factors etc) not only make the problem tractable but allow for provable error bounds from noisy measurements [2] [3] [4] [5] [6] [7] [8] . Tensors, which we will view as multi-way arrays, naturally arise in slew of practical applications in the areas of signal processing, computer vision, neuroscience, etc. [9, 10] . Often in practice tensor data is collected in a noisy environment and suffers from missing observations. Given the success of matrix completion methods, it is no surprise that recently there has been a lot of interest in extending the successes of matrix completion to tensor completion problem [11] [12] [13] .
In this work we consider the general problem of tensor completion. Let X * ∈ R n 1 ×n 2 ×n 3 be the tensor we wish to estimate and suppose we collect the noisy measurements Y i,j,k at subset of its location (i, j, k) ∈ S ⊂ [n1] × [n2] × [n3]. The goal of tensor completion problem is to estimate the tensor X * from noisy observations {Y i,j,k } (i,j,k)∈S . This problem is naturally ill-posed without any further assumption on the tensor we wish to estimate. We focus on structured tensors that admit "sparse CP decomposition" by which we mean that one of the canonical polyadic or CAN-DECOMP/PARAFAC (CP)-factors (defined in section 1.4) is sparse. SJ Tensors admitting such structure arise in many applications involving electroencephalography (EEG) data, neuroimaging using functional magnetic resonance imaging (MRI), and many others [13] [14] [15] [16] [17] .
Our Contributions
Our main contribution is encapsulated by Theorem 1 which provides general estimation error bounds for noisy tensor completion via complexity-regularized maximum likelihood estimation [18, 19] for tensors fitting our data model. This theorem can be instantiated for specific noise distributions of interest, which we do for the case when the observations are corrupted with additive white Gaussian noise. We also provide a general ADMM-type algorithm which solves an approximation to the problem of interest and then provide numerical evidence validating the statistical convergence rates predicted by Theorem 1.
Relation with existing works
A common theme of recent tensor completion works is modifying the tools that have been effective in tackling the matrix completion problem to apply to tensors. For example, one could apply matrix completion results to tensors directly by matricizing the tensors along various modes and minimizing the sum or weighted sum of their nuclear norms as a convex proxy for tensor rank [20] [21] [22] . Since the nuclear norm is computationally intractable for large scale data, matrix completion via alternating minimization was extended to tensors in [23, 24] .
In contrast to these works, in this paper we consider the noisy completion of tensors that admit a CP decomposition with one of the factors being sparse. Recently, the completion of tensors with this model was exploited in the context of time series prediction of incomplete EEG data [13] . Our work is focussed on providing recovery guarantees and a general algorithmic framework and draws inspiration from recent work on noisy matrix completion under a sparse factor model [8] and extends it to tensors with a sparse CP factor.
Outline
After an overview of the notation used in this paper in section 2 we present the problem setup. In section 3 we present our main theorem and instantiate it for the case of Gaussian noise. In section 4 we provide the algorithmic framework to solve the complexity regularized maximum likelihood estimation. Numerical experiments are provided in section 5, followed by a brief discussion and future research directions in section 6.
IEEE International Symposium on Information Theory (ISIT)
978-1-5090-4096-4/17/$31.00 ©2017 IEEE
Notation
Given two continuous random variables X ∼ p(x) and Y ∼ q(y) defined on the same probability space and with p absolutely continuous with respect to q, we define the Kullback-Leibler divergence (KL-divergence) of q from p to be
If p is not absolutely continuous with respect to p, then define D(p q) = ∞. The Hellinger affinity of two distributions is similarly defined by
We will denote vectors with lower-case letters, matrices using upper-case letters and tensors as underlined upper-case letters (e.g., v ∈ R n , A ∈ R m×n , and X ∈ R n 1 ×n 2 ×n 3 , respectively). Furthermore, for any vector (or matrix) v ∈ R n define v 0 = |{i : vi = 0}| to be the number of non-zero elements of v and v ∞ := maxi {|vi|} to denote maximum absolute of v. Note that A ∞ := maxi,j {|Ai,j|} is not the induced norm of the matrix A. Entry (i, j, k) of tensor X will be denoted by X i,j,k . For a tensor X we define its Frobenius norm in analogy with the matrix case as X 2 F = i,j,k X 2 i,j,k the squared two norm of its vectorization and its maximum absolute entry as X ∞ = max i,j,k |X i,j,k |. Finally, we define the canonical polyadic or CANDECOMP/PARAFAC (CP) decomposition of a tensor X ∈ R n 1 ×n 2 ×n 3 to be a representation
where a f , b f , and c f are the f th columns of A, B, and C, respec-
and [A, B, C] is the shorthand notation of X in terms of its CP factors. The parameter F is an upper bound on the rank of X (we refer the reader to [10] for a comprehensive overview of tensor decompositions and their uses). For a given tensor X and CP decomposition [A, B, C] define nmax = max{n1, n2, n3, F } as the maximum dimension of its CP factors and number of latent factors.
PROBLEM SETUP

Data model
Let X * ∈ X ⊂ R n 1 ×n 2 ×n 3 be the unknown tensor whose entries we wish to estimate. We assume that X * admits a CP decomposition such that the CP factors
Then X * can be decomposed as follow
X is also entry-wise bounded, say by X * ∞ ≤ Xmax 2 1 . Such tensors have a rank upper bounded by F . 1 Here, the factor of 1/2 is chosen to facilitate the exposition of proof. Any factor in (0, 1) would suffice.
Observation setup
We assume that we measure a noisy version of X * at some random subset of the entries S ⊂ [n1] × [n2] × [n3]. We generate S via an independent Bernoulli model with parameter γ ∈ (0, 1] as follows: first generate n1n2n3 i.i.d. Bernoulli random variables b i,j,k with Prob(b i,j,k = 1) = γ, ∀i, j, k and then the set S is obtained as
Conditioned on S, in the case of an additive noise model we obtain noisy observations at the locations of S as follows
where n i,j,k 's are the i.i.d noise entries.
Estimation procedure
Our goal here is to obtain an estimate for full true tensor X * using the noisy sub-sampled measurement Y i,j,k . We pursue the complexity-regularized maximum likelihood to achieve this goal. For this we first note that the observations Y i,j,k have distribution parameterized by the entries of the true tensor X * and the overall likelihood is given by
where
which depends on the pdf of the noise and is parametrized by X * i,j,k . We use the shorthand notation X S to denote the entries of the tensor X sampled at the indices in S.
Using prior information that C is sparse, we regularize with respect to the sparsity of C and obtain the complexity-regularized maximum likelihood estimateX of X * as given beloŵ
where λ > 0 is the regularization parameter and X is a class of candidate estimates. Specifically, we take X to be a finite class of estimates constructed as follows: first choose some β ≥ 1, and set L lev = 2 log 2 (nmax) β and construct A to be the set of all matrices A ∈ R n 1 ×F whose elements are discretized to one of L lev uniformly spaced between [−Amax, Amax], similarly construct B to be the set of all matrices B ∈ R n 2 ×F whose elements are discretized to one of L lev uniformly spaced between [−Bmax, Bmax], finally C be the set of matrices C ∈ R n 3 ×F whose elements are either zero or are discretized to one of L lev uniformly spaced between [−Cmax, Cmax]. Then, we let
and we let X be any subset of X .
MAIN RESULT
In this section we present the main result in which we provide an upper bound on the quality of the estimate obtained by solving (4). by (3) . Let QD be any upper bound on the maximum KL divergence between p X * i,j,k and pX i,j,k for X ∈ X
where X is as defined in (4) . Then for any λ satisfying
the regularized constrained maximum likelihood estimateX obtained from (4) satisfies
Proof. The proof appears in the extended draft [25] .
The above theorem extends the main result of [8] to the tensor case. It states a general result relating the log affinity between the distributions parameterized by the estimated tensor and the ground truth tensor. Hellinger affinity is a measure of distance between two probability distributions which can be used to get bounds on the quality of the estimate. As in [8] , the main utility of this theorem is that it can be instantiated for noise distributions of interest such as Gaussian, Laplace and Poisson. Note that since the estimation procedure depends only on the likelihood term, the above theorem can also be extended to non-linear observation models such as 1-bit quantized measurements [8] . We next demonstrate the utility of the above theorem to present error guarantees when the additive noise follows a Gaussian distribution.
Gaussian Noise Case
We examine the implications of Theorem 1 in a setting where observations are corrupted by independent additive zero-mean Gaussian noise with known variance. In this case, the observations Y S are distributed according to a multivariate Gaussian density of dimension |S| whose mean corresponds to the tensor entries at the sample locations and with covariance matrix σ 2 I |S| , where I |S| is the identity matrix of dimension |S|. That is,
In order to apply Theorem 1 we choose β as:
Then, we fix X = X , and obtain an estimate according to (4) with the λ value chosen as
In this setting we have the following result.
Corollary 1. Let β be as in (9) , let λ be as in (10) with QD = 2X 2 max /σ 2 , and let X = X . The estimate X obtained via (4) satisfies
Remark 1. The quantity (n1 + n2)F + C * 0 can be viewed as the number of degrees of freedom of the model. In this context, we note that our estimation error is proportional to the number of degrees of freedom of the model divided by m multiplied by the logarithmic factor log(n max).
Remark 2. If we were to ignore the multilinear structure and matricize the tensor as
where is the Khatri-Rao product (for details of matricization refer [9] ). The matrix X * (3) follows the sparse factor with (C * ) T as the sparse factor and B * A * as the dense factor of size (n1 · n2) × F . Applying corollary III.1 from [8] we would obtain the bound
That is, the factor of (n1 + n2)F in Theorem 1 has become a factor of (n1 · n2)F when matricizing, a potentially massive improvement.
THE ALGORITHMIC FRAMEWORK
In this section we propose an ADMM-type algorithm to solve the complexity regularized maximum likelihood estimate problem in equation (4) . We note that the feasible set X problem in equation (4) is discrete which makes the algorithm design difficult. Similar to [8] we drop the discrete assumption in order to use continuous optimization techniques. This may be justified by choosing a very large value of L lev and by noting that continuous optimization algorithms, when executed on a computer, use finite precision arithmetic, and thus a discrete set of points. Hence, we consider the design of an optimization algorithm for the following problem:
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We form the augmented Lagrangian for the above problem
where L is Lagrangian vector of size n1n2n3 for the tensor equality constraint and IX (X), IA(A), IB(B), IC(C) are indicator functions of the sets X ∞ ≤ Xmax, A, B , C respectively 2 . Starting from the augmented Lagrangian we extend the ADMM-type algorithm proposed in [8] to the tensor case as shown in Algorithm 1.
Algorithm 1 ADMM-type algorithm
Initialize:
The X update in Algorithm 1 is separable across components and so it reduces to n1n2n3 scalar problems. Furthermore, the scalar problem is closed-form for (i, j, k) / ∈ S and is a proximal-type step for (i, j, k) ∈ S. This is a particularly attractive feature because many common noise densities (e.g., Gaussian, Laplace) have closedform proximal updates [8] . The A and B updates can be converted to a constrained least squares problem and can be solved via projected gradient descent. We solve the C update via iterative hard thresholding. The full details of the proposed algorithm, including the convergence criterion are included in the supplementary material [?] . Although the convergence of this algorithm to a stationary point remains an open question and a subject of future work, we have not encountered problems with this in our simulations.
NUMERICAL EXPERIMENTS
In this section we include simulations which corroborate our theorem. For each experiment we construct the true data tensor X = [A * , B * , C * ] by individually constructing the CP factors A * , B * , C * (as described below), where the magnitudes of entries of the true factors A * , B * , and C * are bounded in magnitude by A * max , B * max , and C * max respectively. For the purposes of these experiments we fix n1 = 30, n2 = 30, n3 = 50 and A * max = 1, B * max = 1, C * max = 10. For a given F the true CP factors were generated as random matrices of dimensions n1 ×F , n2 ×F , n3 ×F with standard Gaussian N (0, 1) entries. We then projected the entries of the A and B matrices so that A * ∞ ≤ A * max and B * ∞ ≤ B * max . For the C * matrix we first project C * entry-wise to the interval [−Cmax, Cmax] and then pick k entries uniformly at random and zero out all other entries so that we get the desired sparsity C * 0 = k. From these tensors the tensor X * was calculated as X * = [A * , B * , C * ] as in equation (1).
We then take measurements at a subset of entries following a Bernoulli sampling model with sampling rate γ ∈ (0, 1] and corrupt our measurements with additive white Gaussian noise of variance σ = 0.25 to obtain the final noisy measurements. The noisy measurements were then used to calculate the estimate by solving (an approximation to) the complexity regularized problem in (12) using algorithm 1. Note that for Gaussian noise the negative log-likelihood in problem (12) reduces to a squared error loss over the sampled entries. Since in practice the parameters A max, Bmax, Cmax, Xmax are not known a priori we will assume we have an upper bound for them and in our experiments set them as Amax = 2A * max , Bmax = 2B * max , Cmax = 2C * max , Xmax = 2 X * ∞. Further, we also assume that F is known a priori.
In Figure 1 we show how the log per entry squared error log X −X * 2 F n 1 n 2 n 3 decays as a function of log sampling rate log (γ)
for F = 5, 15 in the paper and a fixed sparsity level C 0 = 0.2n3F . The plot is obtained after averaging over 10 trials to average out random Bernoulli sampling at given sampling rate γ and noise. Each plot corresponds to a single chosen value of λ, selected as the value that gives a representative error curve (e.g., one giving lowest overall curve, over the range of parameters we considered). Our theoretical results predict that the error decay should be inversely proportional to the sampling rate γ = m n 1 n 2 n 3 when viewed on a log-log scale, this corresponds to the slope of −1. The curve of F = 5 and F = 15 are shown in blue solid line and red dotted line. For both the cases the slope of curves is similar and it is approximately −1. Therefore these experimental results validate both the theoretical error bound in corollary 1 and the performance of our proposed algorithm. vs the log sampling rate: log (γ) for the two ranks F = 5, 15. The slope at the higher sampling rates is approximately −1 (the rate predicted by our theory) in both cases.
CONCLUSION AND FUTURE DIRECTIONS
In this work we extend the statistical theory of complexity-penalized maximum likelihood estimation developed in [8, 18, 19] to noisy tensor completion for tensors admitting CP decomposition with a sparse factor. In particular, we provide theoretical guarantees on the performance of sparsity-regularized maximum likelihood estimation under a Bernoulli sampling assumption and general i.i.d. noise. We then instantiate the general result for the specific case of additive white 2017 IEEE International Symposium on Information Theory (ISIT)
Gaussian noise. We also provided an ADMM-based algorithmic framework to solve the complexity-penalized maximum likelihood estimation problem and provide numerical experiments to validate the theoretical bounds on synthetic data. Obtaining error bounds for other noise distributions and nonlinear observation setting such 1-bit quantized observations is an interesting possible research direction. Extending the main result to approximately sparse CP factor or to tensors with multiple sparse CP factor are also important directions for future research.
