Abstract. We study the geometry of the scale invariant Cassinian metric and prove sharp comparison inequalities between this metric and the hyperbolic metric in the case when the domain is either the unit ball or the upper half space. We also prove sharp distortion inequalities for the scale invariant Cassinian metric under Möbius transformations.
Introduction
In the Euclidean space R n , n ≥ 2 , the natural way to measure distance between two points x, y ∈ R n is to use the length |x−y| of the segment joining the points. In geometric function theory [5] , one studies functions defined in subdomains D ⊂ R n , and measures distances between two points x, y ∈ D . In this case the Euclidean distance is no longer an adequate method for measuring the distance, because one has to take into account also the position of the points relative to the boundary ∂D .
During the past few decades, many authors have suggested metrics for this purpose. In the case of the simplest domain, the unit ball B n , we have the hyperbolic or Poincaré metric that is the most common metric in this case. Therefore, it is a natural idea to analyze the various equivalent definitions of the hyperbolic metric and to use these to generalize, if possible, the hyperbolic metric to the case of a given domain D ⊂ R n . These generalizations capture usually some but not all features of the hyperbolic metric and are thus called hyperbolic type metrics [3, 6, 8, 9, 11, 12, 13, 14, 17] .
Because the usefulness of a metric depends on how well its invariance properties match those of the function spaces studied, we now analyze hyperbolic type metrics from this point of view. The best we can expect is invariance in the same sense as the hyperbolic metrics are invariant, namely invariance under Möbius transformations of the Möbius space (R n , q) , R n = R n ∪{∞} , equipped with the chordal metric q . Another useful notion is invariance with respect to similarity transformations. A similarity transformation is a transformation of the form x → λU (x) + b where λ > 0 , b ∈ R n , and U is an orthogonal map, i.e., a linear map with |U (x)| = |x| for all x ∈ R n . The quasihyperbolic and the distance ratio metrics introduced by Gehring and Palka [6] have become widely used hyperbolic type metrics in geometric function theory in plane and space [5] . Both metrics are defined for subdomains of R n and are invariant under similarity transformations, but they are not Möbius invariant. Möbius invariant metrics, defined in terms of the absolute ratios of quadruples of points, were studied by several authors in the case of a general domain D ⊂ R n with card(R n \ D) ≥ 2 .
These metrics include the Apollonian metric of Beardon [3] , the Möbius invariant metric of Seittenranta [17] , and the generalized hyperbolic metric of Hästö [9] . Each of these File: tildeTau20190322.tex, printed: 2019-3-22, 0.36 metrics generates its own geometry and the study of transformation rules of these metrics under Möbius transformations and conformal mappings are natural questions to study. If we can describe the balls of a metric space "explicitly", then we already know a lot about the geometry of the metric -this requires that we can estimate the metric in terms of well-known metrics. For a survey and comparison inequalities between some of these metrics, see [4, 7, 10, 15, 16, 17, 19, 20] . Recently Ibragimov [12] introduced the scale invariant Cassinian metricτ D which is defined as
It is readily seen that the metricτ D is invariant under similarity transformations. Several authors [12, 15, 16] have studied some basic properties of the scale invariant Cassinian metric and its distortion under Möbius transformations of the unit ball, and also quasiinvariance properties under quasiconformal mappings.
In this paper, we will continue this research and study the geometry of the scale invariant Cassinian metric and establish sharp comparison results between this metric and the hyperbolic metric of the unit ball or of the upper half space, and also prove sharp distortion inequalities under Möbius transformations.
Preliminaries

Hyperbolic metric.
The hyperbolic metric ρ B n and ρ H n of the unit ball B n = {z ∈ R n : |z| < 1} and of the upper half space H n = {(x 1 , . . . , x n ) ∈ R n : x n > 0} can be defined as follows. By [2, p.40] we have for x, y ∈ B n ,
and by [2, p.35] 
Two special formulas of the hyperbolic metric are frequently used [18, (2.17) ,(2.6)] :
and (2.5) ρ H n (re n , se n ) = log s r , for 0 < r < s .
2.6. Absolute ratio. For a quadruple of distinct points a, b, c, d, ∈ R n , the absolute ratio is defined as
where q(a, c) is the chordal distance [18, (1.14) ]. The most important property of the absolute ratio is its invariance under Möbius transformations [2, Theorem 3.2.7] . For the basic properties of Möbius transformations the reader is referred to [2] .
In terms of the absolute ratio, the hyperbolic metric ρ D , D ∈ {B n , H n } , can be defined for x, y ∈ D as follows [2, (7.26)] :
Because of the Möbius invariance of the absolute ratio and (2.7) , we may define for every Möbius transformation g the hyperbolic metric in g(B n ). This metric will be denoted by ρ g(B n ) . In particular, if g : B n → H n is a Möbius transformation with g(B n ) = H n , then for all x, y ∈ B n there holds ρ B n (x, y) = ρ H n (g(x), g(y)) .
Distance ratio metric.
For a proper open subset D of R n and for x, y ∈ D, the distance ratio metric j D is defined as
where d(x, ∂D) denotes the Euclidean distance from the point x to the boundary ∂D. The distance ratio metric was introduced by Gehring and Palka [6] and in the above simplified form by Vuorinen [18, (2.34)].
The well-known relation between the distance ratio metric and the hyperbolic metric is shown in the following lemma.
where b > 0 and α 1 , α 2 are two fixed points called the foci of the oval. Since Cassinian ovals are symmetric under rotations in the axis through the foci, we only study the properties of Cassinian ovals in the plane R 2 . Let α 1 = (−a, 0) and α 2 = (a, 0) with a ∈ R , then the equation of the Cassinian oval
The shape of a Cassinian oval depends on e = b a (see Fig.1 ). When e < 1, the oval consists of two separate loops . When e = 1, the oval is the lemniscate of Bernoulli having the shape of number eight . When e > 1, the oval is a single loop enclosing both foci. Moreover, it is peanut-shaped for 1 < e < √ 2 and convex for e ≥ √ 2. In the limiting case a → 0 the Cassinian oval reduces to a circle. Proposition 2.12. Let p = (p 1 , p 2 ) be a point on the Cassinian oval C(α 1 , α 2 ; b). Then the distance from the origin to the point p is increasing as a function of p 1 > 0.
Proof. By (2.11), we have
which implies that the distance from the origin to the point p is increasing for p 1 > 0 . , e = 1, e = √ 1.3, and e = √ 2, respectively.
Proof. By Proposition 2.12 and (2.11), it is clear that the maximum distance from the origin to the point p on the Cassinian oval
2.14. Scale invariant Cassinian metric. For a proper subdomain D of R n and for all x, y ∈ D, the scale invariant Cassinian metricτ D is defined as [12] τ D (x, y) = log 1 + sup
Geometrically,τ D (x, y) can be defined by means of the maximal Cassinian oval C ⊂ D with foci x, y ∈ D. Then for every point p ∈ C, we havẽ
Because of this geometric interpretation, the metricτ D is monotonic with respect to domains, i.e., if
The following lemma shows the relation between the scale invariant Cassinian metric and the distance ratio metric. 
The following lemma shows the relation between the scale invariant Cassinian metric and the Möbius invariant Cassinian metric.
The estimate ofτ -metric
In this section, we give the estimate for the scale invariant Cassinian metric in the unit disk or the upper half plane by studying the formulas of special cases and the geometry of theτ -metric. The results can be applied to higher-dimensional cases, e.g., the special formulas are used in the proof of the results in sections 4 and 5. For the convenience, we identify R 2 with the complex plane C and use complex number notation also if needed in the sequel.
3.1. The unit disk case. We first study the formulas of special cases of the scale invariant Cassinian metric in the unit disk.
Lemma 3.2. Let x, y ∈ B 2 \ {0} with |x| = |y|.
Proof. By symmetry, we may assume that x = (x 1 , x 2 ) and y = (x 1 , −x 2 ), where
. Let p = (t, √ 1 − t 2 ) with x 1 ≤ t ≤ 1 and
(
, where t 0 =
) . Therefore,
This completes the proof. 
Since the result is trivially true for the case x = −y, by symmetry, we may assume that x = −y and 0 < arg . Moreover, ∂C(x , y ; b ) ∩ ∂B 2 (o , r) ∩ ∂B 2 has one and only one point.
With rotation, C(x, y; b ) B 2 (see Fig. 2 ). Therefore, there exists a positive number b (> b ) such that C(x, y; b) is tangent to ∂B 2 . Hencẽ
With rotation and by Proposition 2.12, C(x , y ; b) B 2 (see Fig. 3 ). Therefore, there exists a positive number b (> b) such that C(x , y ; b ) is tangent to ∂B 2 . Hencẽ
This completes the proof. .7) and
Proof. Since the equalities in (3.7) and (3.8) clearly hold when x = −y, we may assume that x = −y in the sequel. To prove inequalities (3.7), let x , y be the same as in Lemma 3.5. Then x = x + y 2 |x + y| (|x + y| − i |x − y|) and y = x + y 2 |x + y| (|x + y| + i |x − y|) . 
To prove inequality (3.8), let x , y be the same as in Lemma 3.5. Then x = x + y 2|x + y| (|x + y| − |x − y|) and y = x + y 2|x + y| (|x + y| + |x − y|) .
It is easy to see that x = ty and |x | ≤ |y |. (|x + y| + |x − y|) . By Lemma 3.5 and Lemma 3.3(1), we havẽ
(|x − y| − |x + y|) and |y | = (|x − y| + |x + y|) . By Lemma 3.5 and Lemma 3.3(2), a similar argument as Case 3 yields the result.
This completes the proof.
where t = |x + y| ∈ [0, 2) and s = |x − y| ∈ [0, 2) .
Since
Moreover, since |x + y| 1 +
and hence
Therefore, the lower estimate ofτ B 2 in Theorem 3.6 is better than that in [15, Theorem 3.2].
3.10. The upper half plane case. We get two formulas forτ H 2 in two special cases in the similar way as in [11] for calculating the Cassinian metric c H 2 .
Proof. Sinceτ H 2 is invariant under translations, we may assume that x = (x 1 , x 2 ) and y = (−x 1 , x 2 ), where
,
Therefore,τ
The proof is complete.
Lemma 3.12. Let x, y ∈ H 2 with y − x be orthogonal to ∂H 2 . Theñ
Proof. The proof follows easily from the definition ofτ -metric. 
Proof. By symmetry, we may assume that 0 < arg(y − x) < . Moreover, ∂C(x , y ; b ) ∩ ∂B 2 (o , r) ∩ ∂H 2 has one and only one point.
With rotation, C(x, y; b ) H 2 (see Fig. 4 ). Therefore, there exists a positive number b (> b ) such that C(x, y; b) is tangent to ∂H 2 . Hencẽ
With rotation and by Proposition 2.12, C(x , y ; b) H 2 (see Fig. 5 ). Therefore, there exists a positive number b (> b) such that C(x , y ; b ) is tangent to ∂H 2 . Hencẽ
Theorem 3.14. Let x, y ∈ H 2 and d = d( 15) and
Proof. To prove inequalities (3.15) , let x , y be the same as in Lemma 3.13. The results follow from Lemma 3.13 and Lemma 3.11 immediately.
To prove inequality (3.16), let x , y be the same as in Lemma 3.13.
, together with Lemma 3.13 and Lemma 3.12, we havẽ
Theτ -metric and the hyperbolic metric
In [12] , Ibragimov showed the relation between the scale invariant Cassinian metric and the hyperbolic metric in the unit ball, while a statement about the sharpness of comparison was missing. In this section, we will provide the missing sharpness statement and study the same property in the upper half space.
Theorem 4.1. For all x, y ∈ B n , we have
and both inequalities are sharp. In addition, for all x, y ∈ B n , we have
and the inequality is sharp. For the sharpness of the right-hand side of inequalities (4.2), let x = te 1 and y = (t + (1 − t)
2 )e 1 with t ∈ (0, 1). By Lemma 3.3 (1) For the sharpness of the right-hand side of inequalities (4.5), let x = te n and y = To prove inequality (4.6), we first observe that inf ξ∈H n |x − ξ||y − ξ| ≥ x n y n , for all x, y ∈ H n , and the equality holds when y − x is orthogonal to ∂H n . Since 1 + 2(ch t − 1) = 1 + e t/2 − e −t/2 ≤ 5 4 e t/2 , for all t ≥ 0 , together with (2.3), we havẽ τ H n (x, y) ≤ log 1 + |x − y| √ x n y n = log 1 + 2(ch ρ H n (x, y) − 1)
To prove the sharpness of inequality (4.6), let x = 2e n and y = 1 2 e n . By Lemma 3.12 and (2.5), we getτ H n (x, y) = log 5 2
and ρ H n (x, y) = log 4 .
Henceτ
H n (x, y) = 1 2 ρ H n (x, y) + log 5 4 .
