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Después de nuestro anterior trabajo, Matemáticas Empresariales I. Material 
didáctico de soporte, y viendo que los objetivos que nos llevaron a su
elaboración (fomentar un aprendizaje activo por parte del alumno, promover su 
trabajo autónomo, dinamizar las clases, …) se han visto realizados,
presentamos ahora Matemáticas Empresariales II. Material didáctico de
soporte.
Pretendemos con ello extender los objetivos anteriormente propuestos a la 
asignatura Matemáticas Empresariales II de la actual Diplomatura en Ciencias 
Empresariales de la Universitat de Barcelona .
En este caso, y teniendo en cuenta las peculiaridades de la asignatura, que 
hacen que conste de dos partes completamente diferenciadas (la primera de 
ellas comprendiendo conceptos matemáticos que viene a complementar los 
estudiados en Matemáticas Empresariales I, siendo la segunda parte
totalmente independiente y referida a la Introducción a la Matemática
Financiera), hemos considerado conveniente separar el material didáctico en 
dos unidades independientes.
En cada una de esas dos unidades presentamos un resumen-guía de los 
conceptos más importantes recogidos en el plan docente de la citada
asignatura. El material recoge de forma detallada los contenidos que se 
desarrollarán en las sesiones presenciales de la misma. Esto permitirá al 
alumno poder preparar con antelación las clases y disponer de forma bien 
estructurada de toda la información vista en las mismas.
Cada definición, cada ejemplo aclaratorio y cada ejercicio serán presentados 
en clase, paso a paso, con el uso de la herramienta PowerPoint®. Hemos
pretendido que nuestro manual plasme en papel lo esencial de las diapositivas 
que se mostrarán pero que, además, sirva para ejercitarse en la resolución de 
ejercicios. Con tal fin los citados ejercicios están seguidos de un espacio en 
blanco, con algunas orientaciones para su resolución, para permitir que el 
alumno los trabaje sobre el propio manual.
Siguiendo la estructura del plan docente, el material se divide en tres temas,
que, como se ha explicado, aparecerán en dos unidades separadas:
• El primero de ellos estudia las funciones reales de varias
variables, ampliando las definiciones que se vieron para el caso 
de funciones reales de una variable. Así se estudian, entre otros, 
los conceptos de límite, continuidad, derivabilidad y
diferenciabilidad.
• El segundo tema trata sobre la optimización de funciones de
varias variables. En primer lugar se estudia el caso en que las 
variables de las que depende la función a optimizar pueden tomar 
cualquier valor del dominio: Optimización libre. Posteriormente, se
analiza aquella situación en que las citadas variables deben
cumplir alguna restricción expresada en términos de igualdad: 
IV
Optimización condicionada por ecuaciones. Ambos tipos de
optimización se utilizan en la resolución de problemas
económicos de minimización de costes o maximización de
ingresos o beneficios.
• El último está dedicado a la Introducción a la Matemática
Financiera. Tras el estudio de algunos conceptos fundamentales
se pasa a analizar los regímenes financieros, como la expresión 
formal de los pactos que establecen los sujetos económicos que 
intervienen en la operación financiera. Por último, se estudian las 
rentas financieras, y en particular las rentas constantes, viendo 
dos de sus aplicaciones más características: Constitución de una 
capital mediante aportaciones periódicas y constantes y
Amortización periódica y constante de un capital.
Queremos indicar al alumno que resulta conveniente que el presente manual
se complemente con libros y otros materiales de consulta. A tal fin recogemos 
al final la bibliografía que, desde nuestro punto de vista, mejor puede ayudar al 
alumno a completar su formación.
No queremos finalizar este apartado sin agradecer a nuestros alumnos la 
buena acogida que mostraron hacia nuestro primer material. Sin duda ello nos 
ha motivado a la presentación del actual. Es nuestro reto ir cambiando curso a 
curso su contenido teórico y práctico para adaptarlos a los nuevos planes 
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1. Función escalar de varias variables reales
2. Función vectorial de varias variables reales
3. Dominio de una función
4. Curvas de nivel
Es cualquier aplicación de la forma:
1.1 Función escalar de varias variables reales
Ejemplo:
( )
( ) ( )
( )






        

       
  
ℜ → ℜ
= + − ∈ℜ
→∀ ∈ℜ
= −





































     

⊆ ℜ → ℜ
 
































































Ejercicio: Dada la función
1. Definiciones básicas
En este caso, también se diría que una antiimagen de  es  y 





























1.1 Función escalar de varias variables reales
definida por
 ℜ → ℜ











( )− y  de ( ) −
4Es cualquier aplicación de la forma:









































































se denomina función componentedonde   
∀ =  
de la función 
Cada función componente  es una función escalar
Por eso, el estudio de una función vectorial se reduce al 
estudio de cada una de sus funciones componentes
Ejemplo: Dada la función vectorial




    

         
ℜ → ℜ
































( ) ( )     − = − ∈ℜ
calcular las imágenes de y de ( )  pi −
( ) ( )        pi pi− = − ⋅ + ∈ℜ
1.2 Función vectorial de varias variables reales
5Ejemplo: Dada la función vectorial




    

         
ℜ → ℜ































obtener las funciones componentes de 
( ) ( )


   

       
ℜ → ℜ
∀ ∈ℜ → = ∈ℜ
( ) ( )


    

        
ℜ → ℜ
∀ ∈ℜ → = − ∈ℜ
1.2 Función vectorial de varias variables reales
Ejercicio: Para cada una de las siguientes funciones decir 
si se trata de funciones escalares o vectoriales:
( ) ( )
( ) ( )
( ) ( )

















    
    
     



































1.2 Función vectorial de varias variables reales
6Ejercicio: Dada la función vectorial






























1.2 Función vectorial de varias variables reales
obtener sus funciones componentes
( )

   









1.3 Dominio de una función
( ){ }
     = ∈ℜ ∃ =
Ejemplo: Obtener el dominio de la siguientes funciones escalares:
( ){ }  
     = ∈ℜ − ≠































  = ℜ
Las condiciones para determinar el dominio de una función de varias 








































( )    a)    	    	  + − +=










































1.3 Dominio de una función
El dominio de una función vectorial es la intersección de 
los dominios de cada una de sus funciones componentes
Ejemplo: Obtener el dominio de las siguientes funciones 
vectoriales:
( ) ( )  a)        = −































1.3 Dominio de una función












( ){ }   y






























Para representar gráficamente el dominio de funciones de dos variables, 
así como posteriormente las curvas de nivel, recordemos las ecuaciones
características de las distintas cónicas
1.3 Dominio de una función
En concreto vamos a ver las ecuaciones correspondientes a la 
circunferencia, elipse, hipérbola y parábola. Todas estas figuras reciben el 



































1.3 Dominio de una función
Ecuación de la circunferencia de centro                 
y radio
( )  
 ≥
( ) ( )       − + − =
Gráficamente: 
































1.3 Dominio de una función
La circunferencia puede obtenerse como caso particular 











































1.3 Dominio de una función

















































que se denomina hipérbola equilatera
1.3 Dominio de una función
Una ecuación particular de la hipérbola es:


































1.3 Dominio de una función
La ecuación de la parábola es:





        = + + ∈ℜ
   = + +






























1.3 Dominio de una función
La ecuación de la recta es:
 
  
 = + ∈ℜ




































1.3 Dominio de una función

 
( ){ }    
     = ∈ℜ − + ≥
1. Representamos gráficamente la parábola
  = −
2. De las dos regiones que la parábola 
delimita, escogemos la que cumple la 
desigualdad
   − + >





  = −
 
Ejemplo: Representar gráficamente el dominio de la función:






























1.3 Dominio de una función
Ejercicio: Representar gráficamente el dominio de las 
siguientes funciones:
( ) ( )
( )






    
 







































1.3 Dominio de una función
































1.3 Dominio de una función















Para el caso de funciones de dos variables,            , las 
curvas de nivel  se obtienen cortando la función por 
planos horizontales de ecuación 
Se denomina Curva de nivel de una función escalar
 	

1.4 Curvas de nivel
Es decir, las distintas curvas de nivel de una función están 
formadas por todos los puntos que tienen la misma imagen
































( ){ } =∈= 
( )  
Es decir, las curvas de nivel son circunferencias con 
centro en el punto () y radio         con































1.4 Curvas de nivel
( )  a)     = +

































1.4 Curvas de nivel










































































































1.4 Curvas de nivel
( )b)    =
( ) ( ){ } ( ){ }               = ∈ℜ = = ∈ℜ =





















































































1.4 Curvas de nivel



























Ejercicio: Representar gráficamente las curvas de nivel 






























1.4 Curvas de nivel
( )










    





































1.4 Curvas de nivel
































1.4 Curvas de nivel


































































1.4 Curvas de nivel
































1.4 Curvas de nivel




























































































































1.4 Curvas de nivel



















































Tema 1. Función real de varias variables
1. Definiciones básicas
6. Funciones escalares homogéneas. Teorema de Euler
3. Derivada de una función según un vector y según





























2. Límite y continuidad de funciones
1. Definición de límite de una función en un punto
3. Cálculo de límites. Límites reiterados y direccionales
2. Teorema de unicidad del límite
4. Continuidad de una función en un punto
4. Vector gradiente y matriz jacobiana. Matriz hessiana.
Teorema de Schwarz
5. Diferencial de una función. Derivación de funciones
compuestas e implícitas
2.1 Definición de límite de una función en un punto





























( ) ( ) ( ) ( )     
 
          ε δ δ ε
→
 = ⇔ ∀ > ∃ > ∀ ∈ ∩ 	 ∈

 
ℜ→ℜ⊆   ℜ∈ℜ∈   Dada y dados
El límite de una función escalar de varias variables en un punto 
es el valor al que tiende la función cuando nos aproximamos a ese 
punto, según las infinitas trayectorias de aproximación que existen, 
con independencia del valor de la función en dicho punto 
En el caso de una función vectorial  de varias variables el límite en 
un punto  se define de forma análoga






























z 2. Límite y continuidad de funciones
2.2 Teorema de unicidad del límite
El límite de una función de varias variables en un punto, 
si existe, es único










determinar el límite de la función en el punto ()
( ) ( ) ( ) ( ) ( )
 
     

   
    
 
  
 → − → −
+





























z 2. Límite y continuidad de funciones








determinar el límite en los puntos () y ()





























z 2. Límite y continuidad de funciones
2.3 Cálculo de límites. Límites reiterados y direccionales
En el caso de una variable para calcular el límite de una función en 
un punto sólo es posible aproximarse a dicho punto por la izquierda 
o por la derecha. Por tanto, sólo era necesario calcular los dos 
límites laterales
En el caso de varias variables, cuando al sustituir el punto aparece 
alguna indeterminación, para determinar el límite de la función en 
un punto, es necesario aplicar la definición de límite o calcular 
límites según infinitas trayectorias de aproximación al punto, lo cual 
resulta imposible
Por ello lo que se hace es calcular el límite según algunas
trayectorias para asegurar la no existencia del límite, si no coincide
en todas las trayectorias calculadas, o para tener una idea de cuál




























z 2. Límite y continuidad de funciones
2.3 Cálculo de límites. Límites reiterados y direccionales
En el caso de ℜ→ℜ⊆   para determinar
( )( ) ( )( )
   
     
       
     
→ → → →
• Límites reiterados o sucesivos 
calcularemos:( ) ( ) ( )         →
Si ambos límites no coinciden, o alguno de ellos no existe, no 
existe límite doble de la función  en el punto ( )  































z 2. Límite y continuidad de funciones
Gráficamente los límites calculados son: 










   
  
→ →




( )  
































z 2. Límite y continuidad de funciones
• Límites direccionales o radiales 
( ) ( )
( )
















La ecuación general de las rectas que pasan por el punto
y tienen pendiente 
 es:( )  
( )   
  = + ⋅ −
De entre estas rectas se toman aquellas que pertenecen al 
dominio de la función y calculamos:





























z 2. Límite y continuidad de funciones
















= + ⋅ −
2.3 Cálculo de límites. Límites reiterados y direccionales




























z 2. Límite y continuidad de funciones
Si el valor de los límites direccionales no coincide con el de 
los reiterados, o algunos de los límites direccionales no 
existe, entonces no existe límite doble de la función  en el 
punto ( )  
Si el valor de los límites direccionales coincide con el de los 
límites reiterados se puede afirmar que, en caso de existir el  
límite doble de la función  en el punto             , dicho límite 
tomará este valor
( )  





























z 2. Límite y continuidad de funciones








determinar el límite en el punto ()















Antes se ha visto que:
por lo que deberán calcularse límites según distintas
trayectorias




























z 2. Límite y continuidad de funciones
















































Dado que los límites reiterados no coinciden, NO EXISTE límite doble de la 
función en el punto ()


























































z 2. Límite y continuidad de funciones







calcular el límite en el punto ()



































z 2. Límite y continuidad de funciones
( )   







• Límites direccionales o radiales





























z 2. Límite y continuidad de funciones





































z 2. Límite y continuidad de funciones






   
=
+ −
calcular el límite en el punto ()






   →
=
+ −









































• Límites direccionales o radiales




























z 2. Límite y continuidad de funciones










































z 2. Límite y continuidad de funciones










calcular el límite en el punto ()
( ) ( )
( ) ( )





































z 2. Límite y continuidad de funciones
( ) ( )










































z 2. Límite y continuidad de funciones
( ) ( )
( )
( ) ( )










































z 2. Límite y continuidad de funciones









calcular el límite en el punto ()














































































z 2. Límite y continuidad de funciones









































z 2. Límite y continuidad de funciones
Parábolas que pasan por el punto ():
  = ∈ℜ
De entre estas parábolas se toman aquellas que 
pertenecen al dominio de la función y calculamos:
2.3 Cálculo de límites. Límites reiterados y direccionales
CONCLUSIÓN:
Sin embargo, calculemos ahora el límite según trayectorias 
parabólicas












2.4 Continuidad de una función en un punto





























ℜ→ℜ⊆    ∈Dada y dado 
 es continua en ( ) ( )
 




  ⊆ ℜ → ℜ  ∈Dada y dado 
 es continua en ( ) ( )
 
     
→
∈ ⇔ =
Es decir, una función vectorial es continua en un punto si todas sus 





























z 2. Límite y continuidad de funciones
2.4 Continuidad de una función en un punto










determinar si es continua en el punto ()
En el ejercicio anterior hemos visto que puede existir el límite de la 
función en el punto () y, en caso de existir, dicho límite valdrá 





























z 2. Límite y continuidad de funciones
Ejercicio: Dada la función
( ) ( ) ( )



















determinar si es continua en el punto ()





























z 2. Límite y continuidad de funciones
• Límites reiterados o sucesivos 




























z 2. Límite y continuidad de funciones
2.4 Continuidad de una función en un punto





























z 2. Límite y continuidad de funciones































Tema 1. Función real de varias variables
1. Definiciones básicas





























2. Límite y continuidad de funciones
1. Derivada de una función según un vector
3. Derivadas parciales
2. Derivada de una función según una dirección
4. Interpretación geométrica de las derivadas parciales
5. Cálculo efectivo de derivadas parciales
3. Derivada de una función según un vector y según
una dirección. Derivadas parciales
4. Vector gradiente y matriz jacobiana. Matriz hessiana.
Teorema de Schwarz































  ⊆ ℜ → ℜ  ∈Dada con  abierto
se define la derivada de la función  en el punto               
















3.1 Derivada según un vector






























Ejemplo: Dada                               , calcular la derivada de 
la función  en el punto () según el vector ()










( )      = −
( ) ( ) ( ) ( )( ) ( ) 

















( ) ( )( ) ( )






















− − = −
3.1 Derivada según un vector





























Ejercicio: Dada                               , calcular la derivada de 
la función  en el punto () según el vector ()










3.1 Derivada según un vector
( )      = −































  ⊆ ℜ → ℜ  ∈Dada con  abierto
se define la derivada según una dirección, o derivada 































La derivada según una dirección (o direccional) de una 
función en un punto mide la “velocidad” de cambio de la 
función en ese punto en la dirección dada por el vector






























3.2 Derivada según una dirección
∀ ≠ ( ) ( )   ⋅=⋅
, 
Aplicando esta propiedad es posible calcular la derivadas 
















































3.2 Derivada según una dirección
Aplicando la anterior propiedad, y teniendo en cuenta que 
antes se ha obtenido que:
( )
( )







 = ⋅ =
Ejemplo: Dada                                  , calcular la derivada 
direccional de la función  en el punto () según el vector 
()
( )      = −
( ) ( )   = −




⋅ − = −





























3.2 Derivada según una dirección
Ejercicio: Dada                               , calcular la derivada 
direccional de la función  en el punto () según el vector 
()
( )      = −































  ⊆ ℜ → ℜ  ∈Dada con  abierto
derivada parcial respecto a la variable  , 
de la función   en el punto             y se representa por: ∈
    = 
3.3 Derivadas parciales
se define la
como la derivada direccional de la función  en el punto         
según el vector:






























































    	   
 
 	→
∂ + ⋅ −
= =
∂
( ) ( ) ( ) 

       
    
	






   
Tomando: ( )       =  































( )   ∈ℜ
En el caso de ℜ→ℜ⊆  
punto                  :




























































Ejemplo: Dada                                  , calcular la derivada 
parcial respecto a la variable  en el punto (-)
( )      = −
( ) ( ) ( )

   

	
  	 
 	→
∂ − − + − −
= =
∂
( ) ( )























= − = −































Ejercicio: Dada                                  , calcular la derivada 
parcial respecto a la variable  en el punto ()
( )      = −






























3.4 Interpretación geométrica de las derivadas parciales
3. Derivada según un vector y según una dirección. Derivadas parciales






























3.4 Interpretación geométrica de las derivadas parciales
3. Derivada según un vector y según una dirección. Derivadas parciales





























3.5 Cálculo efectivo de derivadas parciales
Ejemplo: Dada                                  , calcular su derivada 
parcial respecto a la variable en cualquier punto
( )      = −















 	  	   
	→













    
	
 	   
→
= + − = −






































3.4 Cálculo efectivo de derivadas parciales





como habíamos obtenido en un ejemplo anterior
Obsérvese que al derivar parcialmente respecto a la variable , 
la variable  permanece constante. Luego en este caso podría
haberse obtenido directamente esta derivada parcial 
considerando que  es una función de una sola variable ():


































Ejercicio: Dada                                  , calcular su derivada 
parcial respecto a la variable  en cualquier punto
( )      = −
3.4 Cálculo efectivo de derivadas parciales






























3.4 Cálculo efectivo de derivadas parciales





como habíamos obtenido en un ejemplo anterior
Obsérvese que al derivar parcialmente respecto a la variable 
la variable  permanece constante. Luego en este caso podría
haberse obtenido directamente esta derivada parcial 
considerando que  es una función de una sola variable ():





























3.4 Cálculo efectivo de derivadas parciales
En definitiva, para calcular derivadas parciales de 
funciones de varias variables se puede considerar que al 
derivar respecto a una variable, las demás variables 
permanecen constantes
Ejercicio: Calcular las derivadas parciales de la siguiente
función de varias variables
( )           = + + −






























3.4 Cálculo efectivo de derivadas parciales
( )             −= + + −
3. Derivada según un vector y según una dirección. Derivadas parciales
Ejercicio: Calcular las derivadas parciales de la siguiente





























3.4 Cálculo efectivo de derivadas parciales
3. Derivada según un vector y según una dirección. Derivadas parciales
Ejercicio: Calcular las derivadas parciales de la siguiente



















































3. Derivada según un vector y según una dirección. Derivadas parciales
Ejercicio: Calcular las derivadas parciales de la siguiente





























3.4 Cálculo efectivo de derivadas parciales
( ) ( )    	
      = +
3. Derivada según un vector y según una dirección. Derivadas parciales
Ejercicio: Calcular las derivadas parciales de la siguiente






























3.4 Cálculo efectivo de derivadas parciales
( ) ( )          −= +
3. Derivada según un vector y según una dirección. Derivadas parciales
Ejercicio: Calcular las derivadas parciales de la siguiente





























3.4 Cálculo efectivo de derivadas parciales
( ) ( ) ( )




















3. Derivada según un vector y según una dirección. Derivadas parciales
Ejercicio: Dada la siguiente función, calcular las derivadas 
parciales en los puntos  y 
51





























3.4 Cálculo efectivo de derivadas parciales
( )
3. Derivada según un vector y según una dirección. Derivadas parciales
Sin embargo para                       es necesario calcular las 





























3.4 Cálculo efectivo de derivadas parciales
( ) ( )   =
3. Derivada según un vector y según una dirección. Derivadas parciales
52
Tema 1. Función real de varias variables
1. Definiciones básicas
3. Derivada de una función según un vector y según
una dirección. Derivadas parciales


































5. Teorema de Schwarz
4. Vector gradiente y matriz jacobiana. Matriz hessiana.
Teorema de Schwarz































4. Vector gradiente y matriz jacobiana. Matriz hessiana. T. de Schwarz
Ejemplo: Dada                                                     , calcular su gradiente 
en el punto 
ℜ→ℜ⊆    ∈












con  abierto, y
derivadas parciales de  en el punto  se define el gradiente de la 
función en ese punto como:
Dada , si existen todas las 
( )              = − +
( ) ( )                      ∇ = + − −





























z 4. Vector gradiente y matriz jacobiana. Matriz hessiana. T. de Schwarz
4.1 Vector gradiente
Ejercicio: Dada                             , determinar su vector gradiente para 






































4. Vector gradiente y matriz jacobiana. Matriz hessiana. T. de Schwarz
  
  ⊆ ℜ → ℜ  ∈con  abierto, y
derivadas parciales de las funciones componentes de  en el 
punto se define la matriz jacobiana de la función en ese punto
como:




( ) ( )
































































En el caso particular en que 
 ( es una función escalar) la 





























z 4. Vector gradiente y matriz jacobiana. Matriz hessiana. T. de Schwarz
4.2 Matriz jacobiana
Ejemplo: Dada                                              , obtener su matriz 
jacobiana en el punto ()
( ) ( )         = + −
( ) ( )( )
( ) ( ) ( )
( ) ( ) ( )
  

   
     
 
 
       
           
      
   
               
  
∂ ∂ ∂ 




 ∇ ∂ ∂ ∂
 
 
 ∂ ∂ ∂
 
( )  
  
 














( ) ( )         = + −




























z 4. Vector gradiente y matriz jacobiana. Matriz hessiana. T. de Schwarz
4.2 Matriz jacobiana





































4. Vector gradiente y matriz jacobiana. Matriz hessiana. T. de Schwarz
   ⊆ ℜ → ℜ  ∈con  abierto, y
derivadas parciales segundas de  en el punto como:
Dada , se definen las 




































En general se definen las derivadas parciales sucesivas




























z 4. Vector gradiente y matriz jacobiana. Matriz hessiana. T. de Schwarz
4.3 Derivación sucesiva
Ejemplo: Dada                                  , calcular:( )       = −
     
 
     
          
∂ ∂ ∂ ∂ ∂ ∂



























































z 4. Vector gradiente y matriz jacobiana. Matriz hessiana. T. de Schwarz
4.3 Derivación sucesiva
































     
 ∂ ∂ ∂
= =
 





    
 ∂ ∂ ∂
= =
 





























z 4. Vector gradiente y matriz jacobiana. Matriz hessiana. T. de Schwarz

























































































   
∂
=



































4. Vector gradiente y matriz jacobiana. Matriz hessiana. T. de Schwarz
   ⊆ ℜ → ℜ  ∈con  abierto, y
las derivadas parciales segundas de  en el punto se define la 
matriz hessiana como:
Dada , si existen todas
( )
( ) ( )













































































z 4. Vector gradiente y matriz jacobiana. Matriz hessiana. T. de Schwarz
4.4 Matriz hessiana
Ejemplo: Dada                                  , determinar su matriz hessiana
para cualquier punto del dominio
























































































z 4. Vector gradiente y matriz jacobiana. Matriz hessiana. T. de Schwarz
Ejercicio: Dada                                                    , obtener su matriz 
hessiana en el punto 
































z 4. Vector gradiente y matriz jacobiana. Matriz hessiana. T. de Schwarz































4.5 Teorema de Schwarz
4. Vector gradiente y matriz jacobiana. Matriz hessiana. T. de Schwarz



















∂  ∈es continua en el puntob)
entonces:
( ) ( ) ( )  
y 
     
     
     
∂ ∂ ∂
∃ =
∂ ∂ ∂ ∂ ∂ ∂
Las funciones que cumplen las hipótesis del Teorema de Schwarz tienen
matriz hessiana simétrica
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Tema 1. Función real de varias variables
1. Definiciones básicas
3. Derivada de una función según un vector y según
una dirección. Derivadas parciales





























2. Límite y continuidad de funciones
1. Definición de diferencial de una función
3. Teoremas relativos a la diferenciabilidad
2. Ecuación del plano tangente a una función
4. Derivación parcial de funciones compuestas e
implícitas
5. Diferencial de una función. Derivación de funciones
compuestas e implícitas






























5.1 Definición de diferencial de una función
ℜ→ℜ⊆    ∈
⇔∈  ℜ→ℜ 








Dada con  abierto y 
 es diferenciable en existe una aplicación lineal 
tal que:
 se denomina diferencial de la función  en  y se representa por 






























5.1 Definición de diferencial de una función
5. Diferencial de una función. Derivación de funciones compuestas…
  
  ⊆ ℜ → ℜ  ∈
⇔∈    
 ℜ →ℜ









Dada con  abierto y 
 es diferenciable en existe una aplicación lineal 
tal que:





























5.1 Definición de diferencial de una función
( ) ℜ→ℜ=   ( )∇
( ) 
 ℜ→ℜ=  ( ) 
Tomando las bases canónicas en cada uno de los espacios vectoriales 
considerados:
tiene matriz asociada 
tiene matriz asociada 
La aplicación lineal
La aplicación lineal






























5.1 Definición de diferencial de una función
Por tanto, podríamos escribir las definiciones anteriores de la siguiente 
manera:
ℜ→ℜ⊆    ∈
⇔∈ 
( ) ( ) ( ) ( )
 
 
       
 →
− − ∇ ⋅ −
= ∈ℜ
−
Dada con  abierto y 
 es diferenciable en 
  
  ⊆ ℜ → ℜ
⇔∈ 




       
 →
− − ⋅ −
= ∈ℜ
−
Dada con  abierto y 
 es diferenciable en 
 ∈
5. Diferencial de una función. Derivación de funciones compuestas…
Ejemplo: Comprobar si la función escalar                                       es 





























5.1 Definición de diferencial de una función
( ) ( )      = − +
( ) ( )
( ) ( ) ( )


















 es diferenciable en si:
( ) ( )( )       ∇ = − ( ) ( ) ∇ =
Luego:
( ) ( )
( ) ( )
























































5.1 Definición de diferencial de una función
( ) ( )
( )

























= − + =
( ) ( )      = − +Como el límite planteado es igual a 
DIFERENCIABLE en el punto (
es





























5.2 Ecuación del plano tangente a una función
  ⊆ ℜ → ℜ  ∈Dada diferenciable en             
Ecuación del plano tangente a la función  en el punto
( ) ( ) ( )      = + ∇ ⋅ −
 ∈





































Ejemplo: Dada                              , determinar la ecuación del plano 
tangente a la función en el punto ()
( )    −=
La ecuación del plano tangente a la función en el punto () será de 
la forma:










































( ) ( )   
  
  = + − − −





























5.2 Ecuación del plano tangente a una función
( )     = ⋅Ejercicio: Dada                               , determinar la ecuación del plano 
tangente a la función en el punto ( )pi


































con   abierto y dado 
 es diferenciable en
Dada
 ∈ 	  es continua en  ∈
Como consecuencia de este teorema, también es cierto que:
NO es continua en NO es diferenciable en       ∈ 	 ∈
































con   abierto y dado Dada
 ≠ℜ∈  






   

   











5.3 Teoremas relativos a la diferenciabilidad
 es diferenciable en  ∈ 	
 es derivable en            según cualquier vector ∈
La existencia de todas las derivadas de una función en un punto según 
cualquier vector no nulo no implica la diferenciabilidad de la función en 
dicho punto






























Ejercicio. Dada la función
5.3 Teoremas relativos a la diferenciabilidad
( ) ( ) ( )



















a) Determinar su dominio
b) Estudiar la existencia de límite en el punto 
c) ¿ es continua en ()?, ¿es diferenciable en ese punto?
d) Calcular, si existe, el gradiente de la función en los puntos (y () 





























5.3 Teoremas relativos a la diferenciabilidad
( ) ( ) ( )


















a) Determinar su dominio
b) Estudiar la existencia de límite en el punto 






























5.3 Teoremas relativos a la diferenciabilidad
• Límites reiterados o sucesivos
• Límites direccionales o radiales





























5.3 Teoremas relativos a la diferenciabilidad








c) ¿ es continua en ()?, ¿es diferenciable en ese punto?






























5.3 Teoremas relativos a la diferenciabilidad
d) Calcular, si existe, el gradiente de la función en los puntos (y () 





























5.3 Teoremas relativos a la diferenciabilidad
Sin embargo para                          es necesario calcular las derivadas
parciales mediante la definición:
( ) ( )   =

































con   abierto y dado Dada
5.3 Teoremas relativos a la diferenciabilidad
Si  es continua en un entorno de 
y existen todas las derivadas parciales en el entorno
y las derivadas parciales son continuas en 













































 ∈   ⊆ ℜ → ℜ
Teorema IV
con   abierto y dadoDada
5.3 Teoremas relativos a la diferenciabilidad
( )  ∇ ≠
 es diferenciable en  ∈ 	
la derivada direccional de  en el punto            es 
máxima, en valor absoluto, en la dirección del vector 
gradiente. Su valor es ( )∇
 ∈































5.3 Teoremas relativos a la diferenciabilidad
Ejemplo: Dada                                    , calcular la derivada direccional 
máxima en el punto ()
( )       = −
Por el teorema IV, en el punto () la derivada direccional es máxima 












∂ ( ) ( ) ∇ =
Es decir la derivada direccional a calcular es









( ) ( ) ( )  

      = ∇ = = + =

































 ℜ→ℜ⊆ ( )  ⊆
 






          
⊆ ℜ → ⊆ ℜ → ℜ
∀ ∈ → ∈ → = ∈ℜ
 
Dadas y con 
se define la función compuesta como:
( )
  
   












Si  es diferenciable en 
 es diferenciable en  
y  es diferenciable en 
( )( ) ( )( ) ( ) ⋅=
Teorema (Regla de la cadena)
Además:






























5.4 Derivación parcial de funciones compuestas e implícitas
Ejemplo: Dadas las funciones
( ) ( ) ( )    	
       	 	 	= − =
Determinar la matriz jacobiana de  
Lo calcularemos de dos formas alternativas:
1. Determinamos y buscamos su matriz jacobiana 
( ) ( ) ( ) ( )( )
 
        	
 
 
              
ℜ → ℜ → ℜ
→ − → − = − −
 
 









































 ∇ ∂ ∂
 
 = = =






( ) ( ) ( ) ( )




   	
 
     
         
         
 
− ⋅ − − ⋅ −
 =
 
− − ⋅ − − − ⋅ −
 
2. Aplicamos la regla de la cadena (sin necesidad de determinar           ) 




























5. Diferencial de una función. Derivación de funciones compuestas…






























( ) ( ) ( )( ) ( )             = ⋅
( ) ( ) ( )             = ∇ = − −
Finalmente:






   
 
  









( ) ( ) ( ) ( )




   	
 
     
         
         
 
− ⋅ − − ⋅ −
 =
 
− − ⋅ − − − ⋅ −
 
5. Diferencial de una función. Derivación de funciones compuestas…





























Ejercicio: Dadas las funciones
( ) ( )

   	
 




Determinar la matriz jacobiana de  
5. Diferencial de una función. Derivación de funciones compuestas…






























( ) ( ) ( )

   
 
         
−
= =
5. Diferencial de una función. Derivación de funciones compuestas…





























Ejemplo: Dada la expresión                      con               y
determinar          y 


















    
     
∂ ∂ ∂ ∂ ∂
= ⋅ + ⋅
∂ ∂ ∂ ∂ ∂
    
	  	  	
∂ ∂ ∂ ∂ ∂
= ⋅ + ⋅
∂ ∂ ∂ ∂ ∂
5. Diferencial de una función. Derivación de funciones compuestas…
5.4 Derivación parcial de funciones compuestas e implícitas






























   = +  	  += ( )  	= +












5. Diferencial de una función. Derivación de funciones compuestas…
5.4 Derivación parcial de funciones compuestas e implícitas
    
     
∂ ∂ ∂ ∂ ∂
= ⋅ + ⋅ =
∂ ∂ ∂ ∂ ∂
    
	  	  	
∂ ∂ ∂ ∂ ∂
= ⋅ + ⋅ =





























Utilizando la regla de la cadena también es posible determinar, en 
algunos casos, derivadas parciales de funciones definidas de forma 
implícita
Ejemplo: Dada la ecuación                                   , que permite definir  
como función de , calcular la derivada de  respecto a 
( )    + − =
Definimos la siguiente función:





Derivando respecto a  en el anterior diagrama de árbol se tendrá:
5. Diferencial de una función. Derivación de funciones compuestas…



























































Este proceso es especialmente útil cuando la complejidad de las 
ecuaciones dadas impide despejar explícitamente unas variables 
como función de las demás
5. Diferencial de una función. Derivación de funciones compuestas…





























Ejercicio: Dada la ecuación                                                  con 
calcular: 






5. Diferencial de una función. Derivación de funciones compuestas…




































5. Diferencial de una función. Derivación de funciones compuestas…






























Tema 1. Función real de varias variables
1. Definiciones básicas
3. Derivada de una función según un vector y según
una dirección. Derivadas parciales






























2. Límite y continuidad de funciones
1. Definición de función escalar homogénea
3. Propiedades
2. Interpretación del grado de homogeneidad
4. Teorema de Euler
6. Funciones escalares homogéneas. Teorema de Euler






























6.1 Definición de función escalar homogénea
6. Funciones escalares homogéneas. Teorema de Euler
  ℜ → ℜ
⇔ℜ∈
 ( ) ( )  
 	  	  	  ∀ ∈ℜ ∀ > ⋅ = ⋅
Dada 
 es homogénea de grado










comprobar si es homogénea y, en caso afirmativo, decir cuál es su 
grado de homogeneidad
( ) ( )( )
( ) ( )
     
 
     
   
	  	 		 	  	   
 	 	 	 	 	    
	  	  	
− −
++ + +
= = = = ⋅ = ⋅






























z 6. Funciones escalares homogéneas. Teorema de Euler
6.1 Definición de función escalar homogénea










































6.2 Interpretación del grado de homogeneidad
6. Funciones escalares homogéneas. Teorema de Euler
Para una función homogénea, dependiendo del grado de 
homogeneidad, una variación de todas las variables en una misma 
proporción provoca distintos cambios en el valor de la función:
- Si 
  Al variar proporcionalmente las variables independientes, 
la función no varía
- Si 
  La función varía proporcionalmente más que las variables 
independientes
- Si 
  Las variables independientes y la función varían en la 
misma proporción
- Si 0 < 






























z 6. Funciones escalares homogéneas. Teorema de Euler
6.2 Interpretación del grado de homogeneidad
Ejemplo: Antes se ha visto que la función
es homogénea de grado 
!Esto significa que al variar las variables 
en una misma proporción la función varía proporcionalmente menos
Por ejemplo, si las variables se multiplican por  (	 ), el valor de la 
función pasa a ser sólo el doble







































z 6. Funciones escalares homogéneas. Teorema de Euler
6.2 Interpretación del grado de homogeneidad
Ejercicio: Los beneficios mensuales de una empresa que produce 
dos artículos vienen dados por una función               , siendo  e  el 
número de unidades producidas al mes de cada uno de ellos 
Actualmente la empresa está produciendo  unidades del primer 
artículo y  unidades del segundo. Averiguar cómo varía el 
beneficio mensual de la empresa, si se incrementa la producción de 
ambos artículos en un " en los siguientes casos:
a) La función de beneficios es
b) La función de beneficios es
c) La función de beneficios es
d) La función de beneficios es
( )      = +
( )  
( )    = +
( )    = +
( )     −= ⋅





























z 6. Funciones escalares homogéneas. Teorema de Euler
6.2 Interpretación del grado de homogeneidad




























z 6. Funciones escalares homogéneas. Teorema de Euler
6.2 Interpretación del grado de homogeneidad
( )    = +
( )     −= ⋅d) La función de beneficios es































6. Funciones escalares homogéneas. Teorema de Euler
a)  homogéneas de grado 







Ejemplo: Dadas las siguientes funciones homogéneas de grado 
 




























    






























z 6. Funciones escalares homogéneas. Teorema de Euler
6.3 Propiedades
b)  homogénea de grado 







Ejemplo: Cualquiera de las funciones del ejemplo anterior mantiene 





























z 6. Funciones escalares homogéneas. Teorema de Euler
6.3 Propiedades
c)   homogénea de grado 
 homogénea de grado 























( )    = +
homogénea de grado 
 
homogénea de grado 
 







































z 6. Funciones escalares homogéneas. Teorema de Euler
6.3 Propiedades
( ) 
d)    homogénea de grado 
















Ejemplo: Dadas las siguientes funciones
( ) ( )      = ⋅ −
( )     = −
homogénea de grado 
 
homogénea de grado 
 











































z 6. Funciones escalares homogéneas. Teorema de Euler
6.3 Propiedades
 
e)   homogénea de grado 
 diferenciable















































































6.4 Teorema de Euler
6. Funciones escalares homogéneas. Teorema de Euler
Dada ℜ→ℜ⊆   diferenciable en 
 
∈ℜ ⇔ es homogénea de grado 
Ejemplo: Dada la siguiente función homogénea de grado 
 




comprobar el teorema de Euler
En primer lugar calculamos las derivadas parciales de la función










































z 6. Funciones escalares homogéneas. Teorema de Euler
6.4 Teorema de Euler
( )
( ) ( )

 
    
    





( ) ( )

 
    





Se ha de comprobar que, tal como afirma el teorema de Euler

  
   
  
∂ ∂ ∂
⋅ + ⋅ + ⋅ = ⋅
∂ ∂ ∂
luego





       
  
       
⋅ − − +
−



































z 6. Funciones escalares homogéneas. Teorema de Euler
6.4 Teorema de Euler
( ) ( )
     
 
         
   










































z 6. Funciones escalares homogéneas. Teorema de Euler
6.4 Teorema de Euler
Ejercicio: Dada la siguiente función homogénea de grado 
 


































z 6. Funciones escalares homogéneas. Teorema de Euler
6.4 Teorema de Euler




































z 6. Funciones escalares homogéneas. Teorema de Euler
6.4 Teorema de Euler
Ejercicio: Estudiar la posible homogeneidad de la función escalar 





































z 6. Funciones escalares homogéneas. Teorema de Euler
6.4 Teorema de Euler

 "     
"      
∂ ∂ ∂ ∂ ∂ ∂ ∂
⋅ + ⋅ + ⋅ ⋅ =
∂ ∂ ∂ ∂ ∂ ∂ ∂
Derivando respecto a 

 "   
"    
∂ ∂ ∂ ∂ ∂
⋅ + ⋅ ⋅ =
∂ ∂ ∂ ∂ ∂





























z 6. Funciones escalares homogéneas. Teorema de Euler
6.4 Teorema de Euler






⋅ + ⋅ = ⋅
∂ ∂





























z 6. Funciones escalares homogéneas. Teorema de Euler
6.4 Teorema de Euler
Por lo que  es homogénea de grado 
 
88
Tema 2. Óptimos de una función escalar
1. Fórmula de Taylor
2. Óptimos libres de una función escalar




























































Tema 2. Óptimos de una función escalar
1. Fórmula de Taylor
4. Óptimos de una función escalar
condicionados por ecuaciones
3. Optimización convexa
1. Polinomio de Taylor de grado 2 de una función escalar
2. Teorema de Taylor





























Recordemos que, para funciones reales de 1 variable, dada 
 ⊆ ℜ → ℜ  DERIVABLE en ] [  ⊆
hasta un orden  y tomando ] [    ∈
definíamos el polinomio de Taylor de grado  en el punto 
( ) ( ) ( ) ( ) ( ) ( ) ) ( ) ( )

 
    
# #
− −




   
#           

y esta expresión permitía aproximar la función  en un entorno del punto 
( ) ( )   # 
1. Fórmula de Taylor































Generalizar el proceso a funciones de más de una
variable, para aproximar el valor de la función en un
punto cualquiera  por el de un polinomio en un 
entorno del punto
1.1 Polinomio de Taylor de grado 2 de una función escalar 
PASOS Y DIFICULTADES: Para seguir el mismo proceso que en funciones 
de 1 variable, se debería:
• Calcular el valor de la función en el punto 
• Calcular las derivadas de primer orden en  :
• Calcular las derivadas de segundo orden en  :
















































































1. Fórmula de Taylor
Dada una función escalar de  variables
   ⊆ ℜ → ℜ DIFERENCIABLE en      abierto
hasta un orden  y tomando 
  ∈ ⊂ ℜ
Definimos el polinomio de Taylor de grado 2 en el punto 
y esta expresión permite aproximar la función  en un entorno del punto 
( ) ( )  # 
( ) ( ) ( ) ( ) ( ) ( ) ( )      

#             
′
= + ∇ ⋅ − + − ⋅ ⋅ −
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Ejemplo:
Obtener el polinomio de Taylor de la función                                     en el 
punto ( y usarlo para aproximar el valor de  $

( ) ( )    =
1º) Calculamos el valor de la función y de sus derivadas, hasta orden 2,
en el punto (,):
( ) ( )    =















































( )∇ = ( )
1.1 Polinomio de Taylor de grado 2 de una función escalar 


























































( ) ( )       
   
∂ ∂
= =
∂ ∂ ∂ ∂ 
1.1 Polinomio de Taylor de grado 2 de una función escalar 
1. Fórmula de Taylor
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2º) Construimos el polinomio de Taylor de grado 2
( ) #   =





























( ) ( ) ( )


























( ) ( )     $  





     
+ + ⋅ − − ⋅ ⋅
     
− − −
     
( ) ( ) ( ) ( )( )  $    

   − + − + ⋅ − − − −
( ) ( ) ( ) ( )  $   

   = − + − − ⋅ − − −
1.1 Polinomio de Taylor de grado 2 de una función escalar 
1. Fórmula de Taylor
( ) # =




Conforme el orden del polinomio de Taylor fuese mayor, más nos acercaríamos al 
valor exacto de la función. Pero en funciones de más de una variable, no vamos a 
































1.1 Polinomio de Taylor de grado 2 de una función escalar 
1. Fórmula de Taylor
( ) ( ) ( ) ( )   $      

− + − − − − −





Obtener el polinomio de Taylor de grado 2 de la función                                 
en el punto (
( )    =
1º) Calculamos el valor de la función y de sus derivadas, hasta orden 2,
en el punto (,):
( )    =






































1.1 Polinomio de Taylor de grado 2 de una función escalar 
































1.1 Polinomio de Taylor de grado 2 de una función escalar 















( ) ( )       
   
∂ ∂
= =
∂ ∂ ∂ ∂
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2º) Construimos el polinomio de Taylor de grado 





























( ) ( ) ( )


























1.1 Polinomio de Taylor de grado 2 de una función escalar 
1. Fórmula de Taylor
Por tanto, alrededor del origen, la función ( )    =





























1. Fórmula de Taylor
Es evidente la limitación en el uso de polinomios de Taylor para aproximar
funciones de más de una variable. Pero sigue teniendo un interés teórico
Dada una función escalar de  variables
   ⊆ ℜ → ℜ DIFERENCIABLE en      abierto
hasta un orden  y tomando    con 
     ∈ ⊂ ℜ ⊂
el Teorema de Taylor demuestra que existe un punto
tal que:
  ∈
( ) ( ) ( ) ( ) ( ) ( ) ( )    

             
′
= + ∇ ⋅ − + − ⋅ ⋅ −
1.2 Teorema de Taylor
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1. Fórmula de Taylor
En notación incremental, si denominamos    ∆ = −
existe un punto                   tal que:
( ) ( ) ( ) ( ) ( ) ( )       $

          	  
′
= + ∇ ⋅∆ + ∆ ⋅ + ∆ ⋅ ∆
[ ]	 ∈el teorema de Taylor demuestra que 
Las condiciones que nos permitirán determinar los óptimos de funciones






























3. Condición necesaria de optimalidad local
2. Teorema de Weierstrass
Tema 2. Óptimos libres de una función escalar
1. Fórmula de Taylor
4. Óptimos de una función escalar
condicionados por ecuaciones
3. Optimización convexa






























4. Condición suficiente de optimalidad local
Dada    ⊆ ℜ → ℜ  ∈
2.1 Conceptos básicos






























( ) ( )  máximo global o absoluto de        ⇔ ∀ ∈ ≤







































































Dada    ⊆ ℜ → ℜ  ∈






























( ) ( ) ( )

    
 máximo local o relativo de  
       ε ε
⇔




( ) ( ) ( )

    
 mínimo local o relativo de  
       ε ε
⇔
⇔ ∃ > ∀ ∈ ⊂ ≥ 

 
Los óptimos definidos se denominan estrictos si las desigualdades 
se cumplen en sentido estricto


















































Máximo local, no global
98
Dada    ⊆ ℜ → ℜ






























Si      es continua, siendo cerrado y acotado, entonces 
( ) ( ) ( )   tales que            ∃ ∈ ∀ ∈ ≤ ≤

 Mínimo global o absoluto de
 Máximo global o absoluto de 

2.2 Teorema de Weierstrass
Dada    ⊆ ℜ → ℜ 
2.3 Condición necesaria de optimalidad local






























( )   óptimo local o relativo de    	∇ =
abierto
Si  tiene derivadas parciales segundas continuas sobre  entonces:
• Esta es una condición necesaria, pero no suficiente
• Los puntos que cumplen la condición se denominan puntos críticos
o puntos estacionarios
• Entre los puntos críticos están los máximos y mínimos locales o relativos
de la función; pero también aparecen puntos que no son máximos ni
mínimos locales: son los denominados puntos de silla
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Por hipótesis, al tener derivadas parciales segundas continuas,
es derivable en  según cualquier vector no nulo:










Si suponemos que      es un máximo local de      , se cumple que, en
un entorno del punto:

( ) ( ) $  	   + ≤
o, equivalentemente: ( ) ( ) $   	   + − ≤
Calculemos el valor de las derivadas direccionales de     en    : 
2.3 Condición necesaria de optimalidad local
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Calculemos los dos límites laterales:













































En definitiva: ( )    ′ = ∀ ∈ℜ
















En particular, todas las derivadas parciales serán nulas y, por tanto:
( )  ∇ =
2.3 Condición necesaria de optimalidad local
Ejemplo: Determinar los posibles óptimos relativos de la función





























( )        = − −
Veamos que puntos cumplen la condición necesaria: ( )   ∇ =

























( )  − =
2.3 Condición necesaria de optimalidad local
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2.3 Condición necesaria de optimalidad local
2.4 Condición suficiente de optimalidad local





























Dada    ⊆ ℜ → ℜ con abierto
Si  tiene derivadas parciales segundas continuas sobre  entonces:
( )
( ) ( ) ( )
( ) ( ) ( )

   




Si    y 
 máximo local estricto de 
          
 mínimo local estricto de 
 
     
     
∇ =




 ∆ ⋅ ⋅ ∆ > 	

El signo de la forma cuadrática de matriz asociada                   es el que
permite decidir sobre el carácter de cada punto crítico determinado con
la condición necesaria de optimalidad local
( ) 
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2.4 Condición suficiente de optimalidad local
Demostración: Teniendo en cuenta las hipótesis, recordemos el 
Teorema de Taylor, según el cual:
Existe un punto                   tal que:
( ) ( ) ( ) ( ) ( ) ( )       $

          	  
′






(por ser las parciales segundas continuas)
Entonces, en un entorno del punto      , se cumple que:
( ) ( )   <
y, por tanto, el punto      es un máximo relativo o local estricto de la 
función

( )  ∇ =Como





























2.4 Condición suficiente de optimalidad local
PROBLEMA: Optimizar la función   ℜ → ℜ
Condición necesaria: ( )  ∇ =
La resolución del sistema permite detectar los puntos críticos:
máximos, mínimos relativos y puntos de silla







permite decidir el carácter de cada punto:
Mínimo relativo estricto
Máximo relativo o punto de silla
Punto de silla
Mínimo relativo o punto de silla
Máximo relativo estricto
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2.4 Condición suficiente de optimalidad local
Ejemplo: Determinar los óptimos relativos de la función
( )        = − −










En un ejemplo anterior, ya hemos determinado los puntos críticos
Eran los dos puntos (,) y (,)
Estudiemos el signo de la forma cuadrática de matriz asociada la
Hessiana de la función en esos puntos críticos. Como:






































2.4 Condición suficiente de optimalidad local
Por tanto, en el punto crítico  tenemos:
( ) =
















Así pues, la forma cuadrática es

































2.4 Condición suficiente de optimalidad local
( ) =
Como los menores principales no permiten determinar el signo,












Así pues, la forma cuadrática es
En consecuencia, el punto () es un











En el punto crítico  tenemos:
INDEFINIDA
PUNTO DE SILLA





























2.4 Condición suficiente de optimalidad local
Ejercicio: Determinar los óptimos relativos de la función
( )         = − +
Condición necesaria:
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2.4 Condición suficiente de optimalidad local
Así pues, los puntos críticos serán:
Condición suficiente: Como
tenemos










( )   =





























2.4 Condición suficiente de optimalidad local
Así pues, en el punto crítico :
Como los valores propios son:
la forma cuadrática es:
y en el punto  la función tiene un:
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2.4 Condición suficiente de optimalidad local
Finalmente, en los puntos críticos  y :
Como los valores propios son:
la forma cuadrática es:
y en los puntos  y  la función tiene dos:


























































4. Condición necesaria y suficiente de optimalidad
3. Teorema de optimización local-global
2. Teorema de caracterización de funciones convexas
Tema 2. Óptimos de una función escalar
1. Fórmula de Taylor
4. Óptimos de una función escalar
condicionados por ecuaciones
3. Optimización convexa






























  ∈ℜDefinimos Segmento de extremos

































Recta que pasa por los dos puntos:
( )
( )






= + ⋅ = ∈ℜ
= + ⋅ − =
= − ⋅ + ⋅
	











































Definimos Conjunto convexo en ℜ
  conjunto convexo        ⊂ ℜ ⇔ ∀ ∈ 	 ⊂

 































Dada    ⊆ ℜ → ℜ siendo  ⊆ ℜ convexo 
 convexa
[ ]




      
λ
λ λ λ λ
 ∀ ∈ℜ ∀ ∈ 	
 ⇔






( ) λ λ+ −
( )( )  λ λ+ −
( ) ( ) ( )   λ λ+ −
Función convexa: 
La función es menor o 
igual que las rectas 
secantes a la función por 

































Dada    ⊆ ℜ → ℜ siendo  ⊆ ℜ convexo 
 cóncava
[ ]




      
λ
λ λ λ λ
 ∀ ∈ℜ ∀ ∈ 	
 ⇔






( ) λ λ+ −
( )( )  λ λ+ −
( ) ( ) ( )   λ λ+ −
Función cóncava: 
La función es mayor o igual 
que las rectas secantes a 
la función por dos puntos 































Dada    ⊆ ℜ → ℜ siendo  ⊆ ℜ convexo 
 estrictamente convexa
] [




      
λ
λ λ λ λ
 ∀ ∈ℜ ∀ ∈ 	
 ⇔









      
λ
λ λ λ λ
 ∀ ∈ℜ ∀ ∈ 	
 ⇔




Dada    ⊆ ℜ → ℜ

3. Optimización convexa





























Si tiene derivadas parciales segundas continuas sobre 
siendo abierto y convexo 

 es convexa sobre  ⇔
( )   ⇔ ∀ ∈ es semidefinida positiva
 es cóncava sobre  ⇔
( )   ⇔ ∀ ∈ es semidefinida negativa
Ejemplo: Para estudiar la curvatura de la función                                   , 
haríamos:
3. Optimización convexa






















































Como los valores propios son:
    λ λ= > = ≥

















































































Dada    ⊆ ℜ → ℜ
Si es cóncava o convexa y tiene derivadas parciales segundas
continuas sobre       , entonces se verifica que:
siendo abierto y convexo 

 óptimo local o relativo de  	 óptimo global o absoluto de   
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3. Optimización convexa





























Dada    ⊆ ℜ → ℜ
Si tiene derivadas parciales segundas continuas sobre       , entonces:
siendo abierto y convexo 

 mínimo local (y global) de  ( )  ⇔ ∇ =
Si es convexa,
 máximo local (y global) de  ( )  ⇔ ∇ =
Si es cóncava,
3. Optimización convexa





























Ejemplo: Para determinar los óptimos de la función























Como los valores propios son    λ λ= > = >

































Por tanto, a partir del teorema de optimización local-global y de la















= = 	 =
∂
se concluye que el punto ( ) ( )   =






























Tema 2. Óptimos de una función escalar
1. Fórmula de Taylor
4. Óptimos de una función escalar
condicionados por ecuaciones
3. Optimización convexa
2. Óptimos libres de una función escalar
1. Conceptos básicos
2. Método directo de resolución
3. Método de los multiplicadores de Lagrange


































































   ⊆ ℜ → ℜ
y !!! 
  ∈ℜ
( )!!!    =
condicionada por
Optimizar
( )  !!!    =
( )!!!
  
































4. Óptimos de una función escalar condicionados por ecuaciones
 función objetivo
( )!!! 
  = funciones de restricción
( )!!!   = variables instrumentales o de decisión
( ){ }     = ∈ = región admisible, factible oconjunto de oportunidades
Se denomina:
En notación vectorial: ( )  =
condicionada por
Optimizar
( )  =
siendo    ⊆ ℜ → ℜ   
  ⊆ ℜ → ℜ y 
∈ℜ, , ∈ℜ
( )!!! 






























4. Óptimos de una función escalar condicionados por ecuaciones




Ejemplo: Hemos visto que la función ( )      = +
tiene su mínimo local (y global) en el punto ( ) ( )   =
¿Qué pasa si lo que buscamos es
?
Evidentemente, la solución obtenida no sirve, porque no cumple la
restricción. En cambio:




    








































4. Óptimos de una función escalar condicionados por ecuaciones
( )      = +
condicionada por lo encontramos en el punto: =
Así pues, el mínimo de
























































 ecuaciones y  incógnitas permite
despejar 
 variables en función de las 
 restantes (suponiendo que 
las ecuaciones son independientes)





























4. Óptimos de una función escalar condicionados por ecuaciones
( )  =
condicionada por
Problema:  Optimizar
( )  =
Cuando sea posible, podemos seguir el proceso siguiente:
1º) El sistema ( )  =
2º) Se sustituyen esas 
 variables en la función objetivo 
3º)  Se resuelve el problema de óptimos libres resultante, que dependerá
de 
 variables 





























4. Óptimos de una función escalar condicionados por ecuaciones
condicionada por  + =
Ejemplo: Determinar los óptimos de la función ( )      = +
1º) De  + = obtenemos  = −
2º) Sustituimos en la función objetivo, y resulta: 
( ) ( ) ( )       − = + − =
3º) Optimizamos esta nueva función: 
( ) ( )      ′ = − − =    	 + = 	 =

































4. Óptimos de una función escalar condicionados por ecuaciones
Por tanto, al sustituir  = −

 = en la expresión
vemos que en el punto ( ) ( )     =
tenemos el MÍNIMO LOCAL del problema inicial





























4. Óptimos de una función escalar condicionados por ecuaciones
condicionada por   + + =
Ejercicio: Determinar los óptimos de la función
( )       = + +
1º) De   + + = obtenemos
2º) Al sustituir en la función objetivo, resulta: 
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4. Óptimos de una función escalar condicionados por ecuaciones
3º) Optimizamos esta nueva función
Condición necesaria: 
Condición suficiente: 





























4. Óptimos de una función escalar condicionados por ecuaciones
vemos que en el punto
Finalmente, al sustituir, como habíamos obtenido 
120





























4. Óptimos de una función escalar condicionados por ecuaciones
condicionada por   =
Ejercicio: Determinar los óptimos de la función
( )         = + − +
2º) Al sustituir la restricción en la función objetivo, resulta: 
3º) Optimizamos esta nueva función
Condición necesaria: 
Condición suficiente: 
1º) Ya tenemos que 
  =





























4. Óptimos de una función escalar condicionados por ecuaciones
resulta que
Pero, al sustituir, como teníamos 
121





























4. Óptimos de una función escalar condicionados por ecuaciones
( )  =
condicionada por
Dado un problema de  Optimizar
( )  =
( ) ( ) ( )      λ λ  = − ⋅ −

 
Definimos la función de Lagrange asociada al problema:
condicionada por  + =
Ejemplo: La función de Lagrange asociada al problema de optimizar 
( )      = + será:
( ) [ ]         λ λ= + − ⋅ + −





























4. Óptimos de una función escalar condicionados por ecuaciones
( )!!!    =
condicionada por
En la versión extendida: Optimizar
( )  !!!    =




   











     
   





 − ⋅ − − −

 
 − ⋅ −

 




   =
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4. Óptimos de una función escalar condicionados por ecuaciones
PROPIEDAD: En los puntos de la región admisible, la función de
Lagrange coincide con la función objetivo
Efectivamente, si ( )  =
( ) ( ) ( )      λ λ  = − ⋅ − =

 
Por tanto, es equivalente resolver el problema de óptimos condicionados 
que optimizar la función de Lagrange
( ) ( )   λ− ⋅ =





























4. Óptimos de una función escalar condicionados por ecuaciones




   
 óptimo local de  sujeto a 
 tal que 

    
 λ λ
= 	
	 ∃ ∈ℜ ∇ =
abierto
Si  tienen parciales segundas continuas sobre  entonces:
• Esta es una condición necesaria, pero no suficiente
• Los puntos que cumplen la condición se denominan puntos críticos
o puntos estacionarios
• Entre los puntos críticos están los máximos y mínimos locales o relativos
de la función; pero también aparecen puntos que no son máximos ni
mínimos locales: son los denominados puntos de silla
y   
  ⊆ ℜ → ℜ
y 
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4. Óptimos de una función escalar condicionados por ecuaciones
condicionada por  + =
Ejemplo: La función de Lagrange asociada al problema de optimizar 
( )      = + es:
( ) [ ]         λ λ= + − ⋅ + −











λ∂ = − =
∂
( )   λ
∂
= − + − =
∂
    λ = = 	 =


     + = = 	 = =
λ =





























4. Óptimos de una función escalar condicionados por ecuaciones
condicionada por   + + =
Ejercicio: Determinar los puntos críticos del problema de optimizar 
( )       = + +
( )    λ =
Por tanto, para resolver el problema, planteamos la condición necesaria:
124





























4. Óptimos de una función escalar condicionados por ecuaciones
Dadas    ⊆ ℜ → ℜ con
( )
( ) ( ) ( ) ( )
 





Si  punto crítico y la forma cuadrática
  restringida por 
es definida positiva  mínimo relativo estricto
es definida negativa  máximo relativo estricto










Si  tienen parciales segundas continuas sobre  entonces:
y   
  ⊆ ℜ → ℜ
y 
( )    λ representa la matriz hessiana de la función de 
Lagrange respecto de las variables 
instrumentales
donde





























4. Óptimos de una función escalar condicionados por ecuaciones
PROBLEMA: Optimizar la función ( )  =
Condición necesaria: ( )   λ∇ =
La resolución del sistema permite detectar los puntos críticos
Condición suficiente: Si la forma cuadrática de matriz asociada








sujeta a ( )  =
Función de Lagrange: ( ) ( ) ( )      λ λ  = − ⋅ −

 
Si no lo es, estudiamos el signo de la forma cuadrática restringida por
( )    ⋅∆ = para clasificarlo
125





























4. Óptimos de una función escalar condicionados por ecuaciones
condicionada por  + =
Ejemplo: Hemos visto que el problema de optimizar ( )      = +
tiene un único punto crítico

















( )           = = 
 
Como los dos valores propios son positivos, la forma cuadrática es
definida positiva. Por tanto, también la forma cuadrática restringida es 
definida positiva y el punto crítico es un MÍNIMO RELATIVO ESTRICTO





























4. Óptimos de una función escalar condicionados por ecuaciones
condicionada por   + + =
Ejercicio: El problema de optimizar ( )       = + +
( ) ( )      λ =
A partir de las derivadas parciales, estudiamos la condición suficiente:
  

λ∂ = + −∂
  

λ∂ = + −∂
  

λ∂ = + −∂
. Determinar el tipo de punto crítico
( )           λ =
tiene un único punto crítico
126





























4. Óptimos de una función escalar condicionados por ecuaciones
  + + =De resulta que:















































4. Óptimos de una función escalar condicionados por ecuaciones
Así pues, debemos estudiar el signo de la forma cuadrática restringida:
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4. Óptimos de una función escalar condicionados por ecuaciones
condicionada por
        + + = − =
Ejercicio: Optimizar ( )         = + +
Función de Lagrange:
Condición necesaria: Las derivadas parciales son:





























4. Óptimos de una función escalar condicionados por ecuaciones
Por tanto,                 : ∇ =
De donde: 
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4. Óptimos de una función escalar condicionados por ecuaciones
Finalmente, de:
Así pues, el único punto crítico será: 





























4. Óptimos de una función escalar condicionados por ecuaciones
Para estudiar el carácter del punto crítico, construyamos la matriz
Hessiana de la función de Lagrange, respecto las variables 
instrumentales. Como las derivadas parciales respecto de , ,  eran:
( )            λ µ =

































4. Óptimos de una función escalar condicionados por ecuaciones


















( )     =





























4. Óptimos de una función escalar condicionados por ecuaciones
Así pues, debemos estudiar el signo de la forma cuadrática restringida:
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4. Óptimos de una función escalar condicionados por ecuaciones
condicionada por
  =
Ejercicio: Optimizar ( )           = + − +
Función de Lagrange:
Condición necesaria: Las derivadas parciales son:
Recordemos que el método directo no permitía encontrar solución





























4. Óptimos de una función escalar condicionados por ecuaciones
Por tanto,                 : ∇ =
De donde: 
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4. Óptimos de una función escalar condicionados por ecuaciones
Así pues, existe un único punto crítico, que es: 
Condición suficiente: Construyamos la matriz Hessiana de la función de 
Lagrange, respecto las variables , . Como las derivadas parciales eran:
( )    =( )       λ =
En Economía (y en otras ciencias) interesa poder valorar la 
sensibilidad de las soluciones, ante pequeñas variaciones en las 
constantes del problema





























4. Óptimos de una función escalar condicionados por ecuaciones
( )  =
queremos ver cómo afectan a la solución óptima las pequeñas 
variaciones en las constantes de restricción
Si el problema es Optimizar ( )  =condicionada por

Se puede demostrar que, en los puntos óptimos, se cumple que:






























4. Óptimos de una función escalar condicionados por ecuaciones
4.4 Interpretación económica de los multiplicadores de Lagrange 
Por tanto, cada multiplicador de Lagrange indica cómo varía, 
aproximadamente, el valor óptimo de la función objetivo, para 
pequeñas variaciones en la constante de restricción correspondiente
Si la variación de una constante de restricción es ∆
la variación aproximada del valor óptimo de la función objetivo es:
 λ ⋅∆





























4. Óptimos de una función escalar condicionados por ecuaciones
condicionada por
 + =
Ejemplo: Al optimizar ( )       = +
se obtiene un mínimo (resuélvase como ejercicio):
Si la constante de restricción varía ligeramente,
     λ= = =
4.4 Interpretación económica de los multiplicadores de Lagrange 
  + = + ∆
el valor óptimo de la función objetivo varía, aproximadamente, en:
( )       = ⋅ + =
En este punto, el valor mínimo de la función es:
   + ⋅∆
 λ ⋅∆ = ⋅∆






























4. Óptimos de una función escalar condicionados por ecuaciones
 + =Por ejemplo, si la restricción pasase a ser:
4.4 Interpretación económica de los multiplicadores de Lagrange 
el valor óptimo de la función objetivo variaría, aproximadamente, en:
     + ⋅ =
 λ ⋅∆ = ⋅
y, por tanto, el nuevo valor mínimo será:
 + =
Ejercicio: ¿Qué hubiera ocurrido si la restricción hubiese pasado a ser
El valor óptimo de la función objetivo variaría, aproximadamente, en:






























4. Óptimos de una función escalar condicionados por ecuaciones
condicionada por   + + =
Ejercicio: El problema de optimizar ( )       = + +
( ) ( )      λ =
¿Cuál es el valor máximo de la función objetivo en ese punto?
tiene un máximo en el punto crítico
( ) =
¿Cómo variará el valor máximo de la función objetivo, para pequeñas 
variaciones en la constante de restricción?
   + + = + ∆ 	 % =






























4. Óptimos de una función escalar condicionados por ecuaciones
condicionada por
        + + = − =
Ejercicio: Al optimizar ( )         = + +
hemos obtenido un máximo:
       λ µ= = = = =
¿Cuál es el valor máximo de la función objetivo en ese punto?
( ) =
¿Cómo variará el valor máximo de la función objetivo, para pequeñas 
variaciones en las constantes de restricción?
   + + = + ∆ 	 % =
    − = + ∆ 	 % =
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