The multifacility minimax location problem with rectilinear distances is considered. It is reduced to a parametric shortest path problem in a network with no negative length arcs. The reduction scheme contributes to this location problem and yields an efficient algorithm with time complexity 0 (n max(m log m, n 3 )) where n and m denote the numbers of the new and existing facilitie,s in the plane, respectively. For a special case the time bound is further reducible to 0 (n max(m, n 2 ».
Introduction
There are rn old facilities already located at points (a., b.) for i= 1. 1.
1,2, ... ,rn in the plane, and n new facilities are to be located at points apart facilities may be, (which may be + 00). The distance constraints such as (1.2) may be important to facilities of some kind, as mentioned by Schaefer and Hurter [12] and Francis et al. [8] . As an example, a fire station may be required to be within a specified driving distance of any point that it serves.
For simplicity, assume that (P1) has a feasible solution that satisfies the constraints (1.2) in this paper.
The minimax location problem such as (P1) may be important to the poor to whom the travel costs are the most significant factors, or may be important to emergency service facilities such as fire, police, and hospital stations, as pointed out by Hakimi [9] . For another application see [13] .
Special cases of problem (p1) have been studied by some authors. The single new facility case, i.e. n = 1, without constraints (1.2) has been considered by Francis [5] . And then, Elzinga and Hearn [3] and Francis [6] have independently given a closed-form solution to problem (Pl) where n = 1, w 1j = 1, and glj ~ ° for all j, and constraints (1.2) are deleted. Problem (P1) with constraints (1.2) deleted and with g. 0 = 0, hOk = ° for ~J J all i, j, and k, has been studied by Wesolowsky [19] , Elzinga and Hearn [4] , and Morris [17] . Morris [16] has considered problem (P1) with constraints ( (ii) lIO algorithm can find a shortest path in a network with negative cycles in polynomial time.
Hence we describe the reduction scheme in detail. After that, we apply the parametric approach [15] to the reduced shortest path problem. Then we show that this leads to an O(n max(m log m, n 3 » algorithm. Furthermore, we show that the computational complexity can further be reduced to O(n max(m, n 2 » for a special case.
A selected bibliography of location literature appears in [7] . For location problems involving generalized distances, see, e.g., [18] .
The organization of this paper is as follows. In Section 2 the reduction of (P1) to a parametric shortest path problem is discussed and an efficient algorithm for (P1) is presented. In Section 3 a special case of (P1) is mentioned. Finally a numerical example is -worked out in Section 4.
Reduction of (P1) and Solution Procedure
In this section we will reduce problem (P1) to a parametric shortest path problem in a network in which no negative length arcs exist. As a notational convenience. the minimum value of the objective function of (PS) will be denoted by A*. Let A = max(g .. for all i and j, h where So = O. From the theory of shortest paths, it follows that linear inequalities (2.6) and (2.8) imply the network G with node set {0.1.2, ... ,n} and a directed arc from node 0 to node j with length FOj for each inequality of (2.6) and an undirected arc between nodes j and k with length Fjk for each inequality of (2.8). The network G for n = 3 is illustrated in Fig. 2 and Fjk for all j and k > j, which takes OCn log m + n 2 ) time in all, PjCA) for all j are determinable in 
~J ~J
for each directed or undirected arc (i,j) in G, and of the form:
To derive the quantities of the form (2.12) or (2.13), it takes time 0(10g(2mn + n(n -1)/2»O(n log m + n ) o (n 2 log (n + m» + 0 (n log m log (n + m» o (n log (n + m) max (n, log m».
At this point all data (i.e. arc lengths) for computing shortest path lengths are of the form (2.12) or (2.13). Hence Megiddo's parametric approach is applicable to our purpose, see [15] O(n log (n + m) max(n, log m» ~ OCn 2 log (n + 2n» ~ 0(n 2 log 22n) = 0 (n 3) <O(n~).
(ii ) Let n < log m, which yields n < m. Then O(n log (n + m) max(n, log m» O(n log (n + m) log m)
~ O(n log (2m) log m) < O(nm log m).
Hence the theorem follows.
Q.E.D. 
Numerical Example
Consider the following numerical example of problem CP3) with m = n 3: Since the median of -.
L, 4, 6, 7 and 25/3 is 6, (FT) is done for >-= 6 on G, which ~s shown in Fig. 4 4 (see Fig. 4 .3. ) Since P 2
, we have 4 <: ).* ~ 6. Since there is no breaking point strictly between 4 and 6, the functions above are expressed as follows: 
