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It is well known that the majorization condition is the necessary and sufficient condition for the deterministic
transformations of both pure bipartite entangled states by local operations and coherent states under incoher-
ent operations. In this paper, we present two explicit protocols for these transformations. We first present a
permutation-based protocol which provides a method for the single-step transformation of d-dimensional coher-
ent states. We also obtain generalized solutions of this protocol for some special cases of d-level systems. Then,
we present an alternative protocol where we use d′-level (d′ < d) subspace solutions of the permutation-based
protocol to achieve the complete transformation as a sequence of coherent-state transformations. We show that
these two protocols also provide solutions for deterministic transformations of pure bipartite entangled states.
I. INTRODUCTION
Coherence, a core manifestation of nonclassicality, is used
as a crucial resource in many quantum information process-
ing tasks, such as quantum thermodynamics [1–4], quantum
metrology [5–8], and quantum algorithms [9–11]. As with all
resources, coherence also needs to be quantified. In line with
this goal, the relative entropy of coherence and the l1 norm
of coherence were presented in [12] for the quantification of
coherence as a resource. Manipulation of coherence is also
an important part of resource theory of coherence [13–19].
Quantum coherence has similar features with quantum entan-
glement [20], the well-known fundamental resource in many
quantum information processes, in the context of state-to-state
transitions. Nielsen [21] used the linear-algebraic theory of
majorization and obtained the necessary and sufficient condi-
tions for a class of entanglement transformations. It was later
realized that it is possible, with the aid of a completely sim-
ilar approach, to achieve the deterministic transformations of
coherent states under incoherent operations. The researchers
[24, 25] have built the counterpart of Nielsen theorem for co-
herence manipulation and also showed that majorization is
also a key ingredient for the interconvertibility of coherent
states. An optimal local conversion strategy of bipartite en-
tangled pure states was proposed by Vidal [22], which is also
a generalization of Nielsen’s theorem [21]. This strategy was
adapted to the optimal conversion of coherent states under in-
coherent operations [27]. See [13] for a comprehensive re-
view of the development of this rapidly growing research field
that encompasses the characterization, quantification, manip-
ulation, dynamical evolution, and operational application of
quantum coherence.
While the interconversion of pure states under incoherent
operations was studied in various papers [18, 24, 26–30], pro-
viding alternative and easily implementable protocols for the
state-to-state transitions is of paramount importance in quan-
tum resource theories. We will present two explicit protocols
(followed by illustrative examples) for the deterministic trans-
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formations of coherent states via incoherent operations. One
is a permutation-based protocol which provides the single-
step transformation of d-level coherent states, and the other
is a step-by-step transformation protocol. We use d′-level
(d′ < d) subspace solutions of the former to construct the lat-
ter, and for d′ = 5 the number of steps is b(d+2)/4c.
The paper is structured as follows. We begin with the sum-
mary of incoherent states, coherent states, and incoherent op-
erations in Sec. II. This section ends with the definition of
majorization criteria and an explanation of its connection with
coherent states manipulation. In Sec. III, we construct two ex-
plicit protocols for the deterministic transformations of coher-
ent states under incoherent operations. We explicitly examine
illustrative examples with discussion for both protocols and
present solutions for some generalizable cases of the first pro-
tocol. At the end of Sec. III, we show how the protocols and
solutions presented for coherence transformations also pro-
vide solutions for bipartite entangled pure state transforma-
tions. We conclude our work in Sec. IV.
II. PRELIMINARIES
First, we define the basis-dependent notions of incoherent
and coherent states. Quantum states that are diagonal with
respect to a fixed orthonormal basis {|i〉}i=1,2,...,d are defined
as incoherent, and they constitute a set labeled by I [12]. All
incoherent states ρ ∈ I are of the form
ρ =
d
∑
i=1
pi |i〉〈i| , (1)
where pi ∈ [0,1] and ∑i pi = 1. A finite d-dimensional pure
coherent state, on the other hand, is given by
|ψ〉=
d
∑
i=1
ψi |i〉 , ψi ≥ ψi+1 > 0, (2)
where {ψi}i=1,2,...,d are non-negative real numbers, and all
complex phases have been eliminated by incoherent op-
erations (diagonal unitaries), satisfying ∑iψ2i = 1. The
state given in Eq. (2) is a maximally coherent state
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2for {ψi}i=1,...,d = { 1√d ,
1√
d
, . . . , 1√
d
}, where all other d-
dimensional coherent states can be generated from it by means
of incoherent operations [12].
We focus on particular quantum operations for which mea-
surement outcomes are retained as stated in [12]. These quan-
tum operations are defined by Kraus operators {Ki} such that
∑iK
†
i Ki = I and, for all i and ρ ∈ I,
ρ → ρi = KiρK
†
i
Tr[KiρK†i ]
∈ I. (3)
Therefore, Kraus operators {Ki} are called incoherent opera-
tors with the requirement KiρK†i ⊂ I for all i, i.e., incoherent
states remain incoherent under incoherent operations. The op-
erations satisfying Eq. (3) are the free operations in the con-
text of resource theories of coherence.
We now recall the majorization condition which plays a
central role in the manipulation of bipartite pure entangled
states and coherent states [21, 23, 24]. Majorization is un-
ambiguously defined in Chap. 2 of [31]. Suppose x ≡
(x1, . . . ,xd)T and y≡ (y1, . . . ,yd)T are real d-dimensional vec-
tors whose components are in decreasing order. Then x is
majorized by y (equivalently y dominates x), written x ≺ y,
if the inequalities ∑ki=1 xi ≤ ∑ki=1 yi are satisfied for any k ∈
[1,d − 1] with equality holding when k = d. Nielsen [21]
showed that a bipartite entangled pure state |Ψ〉 = ∑iψi |i〉 |i〉
can be deterministically transformed by local operations and
classical communication (LOCC) to another bipartite entan-
gled pure state |Φ〉 = ∑i φi |i〉 |i〉, whose Schmidt coefficients
are ordered in decreasing order, if and only if the vector
(ψ21 ,ψ
2
2 , . . . ,ψ
2
d )
T is majorized by the vector (φ 21 ,φ
2
2 , . . . ,φ
2
d )
T
written (ψ21 , . . . ,ψ
2
d )
T ≺ (φ 21 , . . . ,φ 2d )T . Therefore, the ma-
jorization condition assures the transformation |Ψ〉→ |Φ〉 de-
terministically for bipartite entangled pure states as part of
entanglement manipulation. Majorization is also a good cri-
terion that tells us whether one state can be transformed into
another under some incoherent operations. It was shown that
a pure coherent state |ψ〉 given in Eq. (2) can be determinis-
tically transformed via incoherent operations to another pure
coherent state
|φ〉=
d
∑
j=1
φ j | j〉 , φ j ≥ φ j+1 > 0, (4)
if and only if the coherence vector, defined in [30], µ(ψ) =
(ψ21 ,ψ
2
2 , . . . ,ψ
2
d )
T is majorized by the coherence vector
µ(φ) = (φ 21 ,φ
2
2 , . . . ,φ
2
d )
T [24], written µ(ψ) ≺ µ(φ). If the
following inequalities,
k
∑
i=1
ψ2i ≤
k
∑
j=1
φ 2j (5)
are satisfied for any k ∈ [1,d−1] with equality holding when
k = d, i.e., ∑di=1ψ2i = ∑
d
j=1 φ 2j = 1, then µ(ψ) ≺ µ(φ).
III. DETERMINISTIC TRANSFORMATIONS OF
COHERENT STATES UNDER INCOHERENT OPERATIONS
In the following, we present two protocols for the deter-
ministic transformations of the coherent state (2) to the coher-
ent state (4) for which the majorization condition is satisfied.
We reinforce them by discussing various examples. These
two protocols also provide complete solutions for LOCC de-
terministic transformations between d⊗d bipartite entangled
pure states.
A. Protocol I
One of the main advantages of this protocol is that it pro-
vides a single map for |ψ〉 ico−→ |φ〉 (ico stands for incoher-
ently). Let us assume that there are Kraus operators of the
form
Kis =U
i
s
(√
pis
d
∑
j=1
csi j
ψ j
| j〉〈 j|
)
=U isM
i
s, (6)
which constitute a single map Φs for the transformation
|ψ〉〈ψ| → |φ〉〈φ | such that
Φs[ρψ ] =
d
∑
i=1
KisρψK
i
s
†
= ρφ , (7)
where ∑di=1Kis
†Kis = Id and p
i
s = Tr[K
i
sρψKis
†
]. It is obvious
that quantum operation Φs is an incoherent operation whose
Kraus operators are also incoherent. In Eq. (6) U is is the ith
element of the set of permutations Us where s= 1,2, . . . ,n. A
partial detailed exposition for s follows below. We express the
coefficients csi j in compact form as the elements of the matrix
cs, i.e., csi j is the (i j)th element of the d×d matrix cs where
U is(csi1,csi2, . . . ,csid)
T = (φ1,φ2, . . . ,φd)T . (8)
We may also interpret the deterministic transformation (7) as
a d-outcome positive-operator valued measure (POVM) with
measurement operators
Mis =
√
pis
d
∑
j=1
csi j
ψ j
| j〉〈 j| , (9)
satisfying ∑di=1Mis
†Mis = Id . The POVM measurement yields
Mis |ψ〉 → |ϕ is〉=
d
∑
j=1
csi j | j〉 (i= 1, . . . ,d), (10)
with probabilities pis = 〈ψ|Mis†Mis |ψ〉 where |ϕ1s 〉 is equal to
|φ〉, and |ϕ is〉 (i = 2,3, ...,d) is equal to |φ〉 up to permutation
of the basis | j〉, i.e., U is |ϕ is〉 = |φ〉. The crucial point of the
protocol is to find the correct set of d states |ϕ is〉 obtained as
a result of the measurement. In general, there are many states
which are equal to the target state |φ〉 up to permutations of the
basis, and there are too many possibilities to choose sets with
d elements. However, there are only few sets which satisfy the
3TABLE I. All possible permutations (or unitary transformations) for d-dimensional coherent-state transformations via incoherent operations.
The table contains permutations |x〉↔ |y〉where y> x. For a given case of d-level systems, the relation between the coefficients of the coherent
states |ψ〉= ∑dj=1ψ j | j〉 and |φ〉= ∑dj=1 φ j | j〉 is either ψk ≥ φk or ψk ≤ φk for any k = 2,3, ...,d−1 where ψ1 ≤ φ1 and ψd ≥ φd is satisfied
due to the majorization condition. On the one hand, if the relation is ψk ≤ φk then the row in which ψk ≥ φk is located is crossed out. On the
other hand, if the relation is ψk ≥ φk then the column in which ψk ≤ φk is located is crossed out. In a table there will be a certain number, ζ ,
of permutations where (d−1)≤ ζ ≤ bd/2cdd/2e.
ψ1 ≤ φ1 ψ2 ≤ φ2 ψ3 ≤ φ3 ψ4 ≤ φ4 . . . ψd−2 ≤ φd−2 ψd−1 ≤ φd−1
ψ2 ≥ φ2 |1〉 ↔ |2〉 - - - . . . - -
ψ3 ≥ φ3 |1〉 ↔ |3〉 |2〉 ↔ |3〉 - - . . . - -
ψ4 ≥ φ4 |1〉 ↔ |4〉 |2〉 ↔ |4〉 |3〉 ↔ |4〉 - . . . - -
ψ5 ≥ φ5 |1〉 ↔ |5〉 |2〉 ↔ |5〉 |3〉 ↔ |5〉 |4〉 ↔ |5〉 . . . - -
...
...
...
...
...
...
...
...
ψd−2 ≥ φd−2 |1〉 ↔ |d−2〉 |2〉 ↔ |d−2〉 |3〉 ↔ |d−2〉 |4〉 ↔ |d−2〉 . . . - -
ψd−1 ≥ φd−1 |1〉 ↔ |d−1〉 |2〉 ↔ |d−1〉 |3〉 ↔ |d−1〉 |4〉 ↔ |d−1〉 . . . |d−2〉 ↔ |d−1〉 -
ψd ≥ φd |1〉 ↔ |d〉 |2〉 ↔ |d〉 |3〉 ↔ |d〉 |4〉 ↔ |d〉 . . . |d−2〉 ↔ |d〉 |d−1〉 ↔ |d〉
conditions on the measurement, positivity of pis and ∑i pis = 1.
For a complete set of a given case we need n sets of permuta-
tions (where s = 1,2, . . . ,n) which fulfill the positivity of pis.
We encode the correct sets in the d unitary operations (permu-
tations U1s ,U
2
s , . . . ,U
d
s ) given in the solutions. These correct
sets of states and the permutation sets depend on the relations
between the coefficients of the initial and final states. Hence,
finding the set of permutations (finding csi j) is a highly non-
trivial problem, and the problem becomes exponentially diffi-
cult as the dimension becomes greater. However, we are able
to propose a complete solution (a permutation-based protocol)
for d-level systems. We first identify the set of permutations
(SP), Us, and using these we obtain both probabilities and a
set of Kraus operators. The condition ∑di=1Kis
†Kis = Id implies
that the following s sets of d equations
d
∑
i=1
pisc
2
si j = ψ
2
j ( j = 1,2, . . . ,d),( d
∑
i=1
pis = 1, p
i
s ≥ 0
)
,
(11)
should be satisfied. Here, the coefficients csi j are given by
(csi1,csi2, . . . ,csid)T =U is
†
(φ1,φ2, . . . ,φd)T . (12)
Hence, given the SPs (we propose a method how to find them),
the problem is reduced to solving d linear equations with d un-
knowns pis (i= 1,2, . . . ,d), and the solutions of Eq. (11) deter-
mine the solutions for the Kraus operators Kis in Eq. (6) which
make the transformation ρψ → ρφ . Succinctly, the problem is
to find the correct SPs in Eq. (8).
Although the relations ψ1 ≤ φ1 and ψd ≥ φd follow from
the majorization, there are 2d−2 (d > 2) possible relations for
the other coefficients of initial and final coherent states. The
first step, the crux of our method, is to construct a table (see
Table I) which contains all possible permutations for a case
(either ψk ≤ φk or ψk ≥ φk where k= 2,3, ...,d−1) of d-level
systems. In a table there will be a certain number ζ of per-
mutations where (d−1) ≤ ζ ≤ bd/2cdd/2e. The (d−1) el-
ement combinations of these permutations constitute SPs to-
gether with Id (d × d identity transformation). A single SP
(s= 1) is sufficient if ζ = d−1, and there are d−1 single SP
for d-level systems. On the other hand, if ζ > d−1, then the
given case splits into subcases, and therefore, for a complete
set we need n > 1 (s = 1,2, . . . ,n) SPs for the corresponding
case, i.e., number of subcases is n. For different coefficients
satisfying different relations, we need a different SP and set
of Kraus operators. We label each set by the index “s” which
refers to a solution for a given relation (subcase relation) be-
tween coefficients. Now, before we begin to explain our pro-
tocol, we define
φ 2x +φ
2
x+1+ · · ·+φ 2k −ψ2x −ψ2x+1−·· ·−ψ2k ≡ αx(x+1)...k,
ψ2l +ψ
2
l+1+ · · ·+ψ2y −φ 2l −φ 2l+1−·· ·−φ 2y ≡ βl(l+1)...y,
φ 2x −φ 2y ≡ γxy,
(13)
where y> x and γxy> 0. Given the correct set of permutations,
the solutions of Eq. (11) for probability, corresponding to the
permutation |x〉 ↔ |y〉, turn out to be either
p=
αx(x+1)(x+2)...k
γxy
, (14)
where k ∈ [x,y−1], or
p=
βl(l+1)(l+2)...y
γxy
, (15)
where l ∈ [x+ 1,y]. In our protocol, the set of permutations
is obtained as follows: We first construct a table using the
relations between the coefficients of the initial (source) and
the final (target) states. Then,
(i) All sets of permutations contain the identity transforma-
tion, U1s = Id . The measurement (where the Kraus oper-
ator is K1s ) probability corresponding to this permutation
is found to be p1s = 1−∑di=2 pis.
(ii) The permutation |v〉 ↔ |m〉 exists in all the sets of per-
mutations if |v〉 ↔ |m〉 is the only permutation in a col-
4umn of the resulting table. The measurement proba-
bility corresponding to this permutation is found to be
(φ 2v −ψ2v )/(φ 2v −φ 2m)≡ αv/γvm.
(iii) The permutation |h〉 ↔ |k〉 exists in all the sets of per-
mutations if |h〉 ↔ |k〉 is the only permutation in a
row of the resulting table. The measurement proba-
bility corresponding to this permutation is found to be
(ψ2k −φ 2k )/(φ 2h −φ 2k )≡ βk/γhk.
(iv) If any permutation |u〉↔ |u+1〉 appears in the table then
it must be an element of all the sets of permutations. The
measurement probability corresponding to this permuta-
tion is either (ψ2u+1−φ 2u+1)/(φ 2u −φ 2u+1)≡ βu+1/γu(u+1)
or (φ 2u −ψ2u )/(φ 2u −φ 2u+1)≡ αu/γu(u+1).
(v) All sets of permutations contain the permutation |1〉 ↔
|d〉 (U rs = |1〉 ↔ |d〉 ≡ |d〉〈1|+∑d−1i=2 |i〉〈i|+ |1〉〈d|).
After applying the above steps as a first stage of our protocol,
we get the set(s) of permutations of the form
Us = {U1s ,U2s , . . . ,U rs ,U r+1s , . . . ,Uds }
= {Id , |v〉 ↔ |m〉 , |h〉 ↔ |k〉 , |u〉 ↔ |u+1〉 ,
. . . ,U r−1s , |1〉 ↔ |d〉 ,U r+1s , . . . ,Uds }.
(16)
We note that a table may contain more than one of permuta-
tions |v〉↔ |m〉, |h〉↔ |k〉 and |u〉↔ |u+1〉. Therefore, r per-
mutations are found after five steps described by (i)-(v). We
still need a certain number, d− r, of permutations to complete
the set Us. In order to be able to explain how the remain-
ing permutations, {U r+1s ,U r+2s , . . . ,Uds }, are chosen, we give
illustrative examples with pictorial representations.
Using the pictorial representation of the table of permuta-
tions, we observe that Eq. (11) has a solution with positive
probabilities for all SPs with no intersection of permutations.
Each nonintersecting set of permutations corresponds to a so-
lution for an additional relation (subcase) between the coef-
ficients of the states. More importantly, the collection of the
solutions of Eq. (11) for all subcases forms the complete so-
lution and the collection of the SPs with no intersection in the
pictorial representation forms what we call the “complete set.”
Hence, the problem of obtaining the correct sets of permu-
tations (Us) is reduced to the problem of obtaining sets of non-
intersecting permutations in the pictorial representations. It is
also obvious that the permutations described by (i)−(v) (Id ,
|v〉 ↔ |m〉, |h〉 ↔ |k〉, |u〉 ↔ |u+1〉, |1〉 ↔ |d〉) do intersect
each other and any other permutations in the pictorial repre-
sentation of any table.
1. Examples for protocol I
We can best understand protocol I by explicitly examining
some examples; we give two illustrative examples. As a first
example, consider the case ψ2 ≤ φ2 and ψ3 ≥ φ3 for d = 4
where ψ1 ≤ φ1 and ψ4 ≥ φ4 follow from the majorization con-
dition. In the beginning we construct Table II which contains
all possible permutations for this case. There are four permu-
TABLE II. All possible permutations for the case ψ1 ≤ φ1, ψ2 ≤ φ2,
ψ3 ≥ φ3 and ψ4 ≥ φ4 of d = 4.
ψ1 ≤ φ1 ψ2 ≤ φ2
ψ3 ≥ φ3 |1〉 ↔ |3〉 |2〉 ↔ |3〉
ψ4 ≥ φ4 |1〉 ↔ |4〉 |2〉 ↔ |4〉
tations in Table II. Figure 1a shows the pictorial representa-
tion of these. The three-element combinations of these four
permutations constitute the SPs together with identity trans-
formation I4, where Fig. 1b provides the pictorial representa-
tions of all possible three-element combinations.
FIG. 1a. Pictorial representation of four permutations given in Table
II for the case ψ2 ≤ φ2 and ψ3 ≥ φ3 of four-level states.
FIG. 1b. Pictorial representations of all possible three-element com-
binations of the permutations given in Table II. Here, the first two
three-element combinations of the permutations (in green) are suffi-
cient to constitute a complete set (together with I4). However, last
two (in red) are not usable where these sets give negative probabili-
ties (which is unphysical).
According to our protocol, any set(s) of permutations con-
tain the identity transformation, I4. We have also proposed
that if any permutation |u〉 ↔ |u+1〉 appears in the table then
it must be an element of all SPs, |2〉 ↔ |3〉 belongs to this cat-
egory. The permutation |1〉 ↔ |4〉 must also be an element of
all SPs. Thus, the SPs have been obtained such that
Us =
{
I4, |2〉 ↔ |3〉 , |1〉 ↔ |4〉 ,U4s
}
. (17)
The remaining permutation, U4s , is chosen among the permu-
tations |1〉 ↔ |3〉 and |2〉 ↔ |4〉. We obtained thatU41 = |1〉 ↔
|3〉 and U42 = |2〉 ↔ |4〉. The SPs were identified, and us-
ing these we can obtain the two sets of Kraus operators. The
Kraus operators are given by
Kis =U
i
s
(√
pis
4
∑
j=1
csi j
ψ j
| j〉〈 j|
)
(s= 1,2), (18)
where ∑4i=1Kis
†Kis = I4 and p
i
s = Tr[K
i
sρψKis
†
]. We express the
coefficients csi j in compact form as the elements of the ma-
trix cs , i.e., csi j is the (i j)th element of the matrix cs where
U is(csi1,csi2,csi3,csi4)
T = (φ1,φ2,φ3,φ4)T . The matrix cs is
5given by
cs =
 φ1 φ2 φ3 φ4φ1 φ3 φ2 φ4φ4 φ2 φ3 φ1
cs41 cs42 cs43 cs44
 . (19)
The condition ∑4i=1Kis
†Kis = I4 implies that the following two
sets of four linear equations
4
∑
i=1
pisc
2
si j = ψ
2
j , ( j = 1,2,3,4), (s= 1,2), (20)
should be satisfied with the constraint pis ≥ 0. Solutions of
the linear equations ∑4i=1 pi1c
2
1i j = ψ
2
j gives the probabilities
of the first set where the matrix c1 is given by (follows from
U1 = {I4, |2〉 ↔ |3〉 , |1〉 ↔ |4〉 , |1〉 ↔ |3〉})
c1 =
 φ1 φ2 φ3 φ4φ1 φ3 φ2 φ4φ4 φ2 φ3 φ1
φ3 φ2 φ1 φ4
 . (21)
Thus, probabilities of the first set are found to be
p11 = 1−
4
∑
i=2
pi1, p
2
1 =
α2
γ23
, p31 =
β4
γ14
, p41 =
β23
γ13
, (22)
where β23 ≥ 0, i.e, ψ22 +ψ23 ≥ φ 22 +φ 23 . Similarly, solutions of
the linear equations∑4i=1 pi2c
2
2i j =ψ
2
j gives the probabilities of
the second set where the matrix c2 is given by (follows from
U2 = {I4, |2〉 ↔ |3〉 , |1〉 ↔ |4〉 , |2〉 ↔ |4〉})
c2 =
 φ1 φ2 φ3 φ4φ1 φ3 φ2 φ4φ4 φ2 φ3 φ1
φ1 φ4 φ3 φ2
 . (23)
Then, the probabilities of the second set are found to be
p12 = 1−
4
∑
i=2
pi1, p
2
2 =
β3
γ23
, p32 =
α1
γ14
, p42 =
α23
γ24
, (24)
where α23 ≥ 0, i.e., ψ22 +ψ23 ≤ φ 22 + φ 23 . This case, ψ1 ≤
φ1, ψ2 ≤ φ2, ψ3 ≥ φ3 and ψ4 ≥ φ4 for d = 4, splits into two
subcases. If the subcase relation is ψ22 +ψ
2
3 ≥ φ 22 +φ 23 (β23 ≥
0) then the first SP,U1, must be used. If the subcase relation is
ψ22 +ψ
2
3 ≤ φ 22 +φ 23 (α23 ≥ 0) then the second SP,U2, must be
used. These two SPs constitute the complete set and give the
complete solution of the problem, i.e., the probabilities and
Kraus operators are found for all possible relations among the
coefficients for the given case ψ1 ≤ φ1, ψ2 ≤ φ2, ψ3 ≥ φ3 and
ψ4 ≥ φ4 of d = 4.
As a second example, consider the case ψa ≤ φa (a =
1,4,5,7,8) and ψb ≥ φb (b= 2,3,6,9) for d = 9. In Table III,
there are ten permutations, some eight-element combinations
of which, together with the identity transformation, constitute
the permutationsU is (i= 1, . . . ,9). In our protocol, the SPs are
obtained in five steps described in (i)−(v) plus an additional
step (using nonintersecting permutations in the pictorial rep-
resentations). Let us consider each step in turn. First, all SPs
TABLE III. All possible permutations for the case ψa ≤ φa (a =
1,4,5,7,8) and ψb ≥ φb (b= 2,3,6,9) of d = 9.
ψ1 ≤ φ1 ψ4 ≤ φ4 ψ5 ≤ φ5 ψ7 ≤ φ7 ψ8 ≤ φ8
ψ2 ≥ φ2 |1〉 ↔ |2〉 - - - -
ψ3 ≥ φ3 |1〉 ↔ |3〉 - - - -
ψ6 ≥ φ6 |1〉 ↔ |6〉 |4〉 ↔ |6〉 |5〉 ↔ |6〉 - -
ψ9 ≥ φ9 |1〉 ↔ |9〉 |4〉 ↔ |9〉 |5〉 ↔ |9〉 |7〉 ↔ |9〉 |8〉 ↔ |9〉
contain the identity transformation; U1s = I9. Second, the per-
mutation |v〉 ↔ |m〉 exists in all the SPs if |v〉 ↔ |m〉 is the
only permutation in any column of Table III; U2s = |7〉 ↔ |9〉
andU3s = |8〉↔ |9〉. Third, the permutation |h〉↔ |k〉 exists in
all the SPs if |h〉 ↔ |k〉 is the only permutation in any row of
Table III; U4s = |1〉 ↔ |2〉 and U5s = |1〉 ↔ |3〉. Fourth, if any
permutation |u〉 ↔ |u+1〉 appears in the table then it must be
an element of all the SPs; U6s = |5〉 ↔ |6〉. Fifth, all SPs con-
tain the permutation |1〉 ↔ |d〉; U7s = |1〉 ↔ |9〉. Thus, after
five steps, the point we have reached is that
Us =
{
I9, |7〉 ↔ |9〉 , |8〉 ↔ |9〉 , |1〉 ↔ |2〉 , |1〉 ↔ |3〉 ,
|5〉 ↔ |6〉 , |1〉 ↔ |9〉 ,U8s ,U9s
}
.
(25)
The SPs given by Eq. (25) satisfies our interesting result−any
pairs of permutations in a SP do not intersect each other in
the pictorial representation as seen in Fig. 2a. We still
FIG. 2a. Pictorial representation of ten permutations given in Table
III for the caseψa≤ φa (a= 1,4,5,7,8) andψb≥ φb (b= 2,3,6,9) of
d = 9. The permutations |7〉 ↔ |9〉, |8〉 ↔ |9〉, |1〉 ↔ |2〉, |1〉 ↔ |3〉,
|5〉 ↔ |6〉, and |1〉 ↔ |9〉 do not intersect each other and any other
permutations.
need two more permutations, U8s and U
9
s , and these will be
selected from among four remaining permutations, |1〉 ↔ |6〉,
|4〉 ↔ |6〉, |4〉 ↔ |9〉 and |5〉 ↔ |9〉. The final step is to deter-
mine the correct remaining permutations for SPs to constitute
a complete set. The result we have obtained is that three SPs
(s = 1,2,3) among six combinations are sufficient [see Fig.
2b] to constitute a complete set, i.e., for a complete solution,
three SPs are required which equally means that three sub-
cases exist for the given case. Thus, two remaining permuta-
tions for these three SPs are found to be(
U81 ,U
9
1
)
=
( |1〉 ↔ |6〉 , |4〉 ↔ |6〉),(
U82 ,U
9
2
)
=
( |4〉 ↔ |9〉 , |4〉 ↔ |6〉),(
U83 ,U
9
3
)
=
( |4〉 ↔ |9〉 , |5〉 ↔ |9〉). (26)
6FIG. 2b. Pictorial representations of the SPs (also I9 is an element
of all SPs) for the case ψa ≤ φa (a = 1,4,5,7,8) and ψb ≥ φb (b =
2,3,6,9) of d= 9. Here, the first three eight-element combinations of
the permutations (in green) are sufficient to constitute a complete set.
However, last three eight-element combinations of the permutations
(in red) are not usable while these give negative probabilities.
The SPs were identified [combine Eq. (25) and Eq. (26)], and
using these we obtain the sets of Kraus operators. The Kraus
operators are given by
Kis =U
i
s
(√
pis
9
∑
j=1
csi j
ψ j
| j〉〈 j|
)
(s= 1,2,3), (27)
where (csi1,csi2,csi3, . . . ,csi9)T = (U is)
†
(φ1,φ2,φ3, . . . ,φ9)T
and pis = Tr[K
i
sρψKis
†
]. The matrix cs is given by
cs =

φ1 φ2 φ3 φ4 φ5 φ6 φ7 φ8 φ9
φ1 φ2 φ3 φ4 φ5 φ6 φ9 φ8 φ7
φ1 φ2 φ3 φ4 φ5 φ6 φ7 φ9 φ8
φ2 φ1 φ3 φ4 φ5 φ6 φ7 φ8 φ9
φ3 φ2 φ1 φ4 φ5 φ6 φ7 φ8 φ9
φ1 φ2 φ3 φ4 φ6 φ5 φ7 φ8 φ9
φ9 φ2 φ3 φ4 φ5 φ6 φ7 φ8 φ1
cs81 cs82 cs83 cs84 cs85 cs86 cs87 cs88 cs89
cs91 cs92 cs93 cs94 cs95 cs96 cs97 cs98 cs99

.(28)
The condition ∑9i=1Kis
†Kis = I9 implies the following linear
equations
9
∑
i=1
pisc
2
si j = ψ
2
j , p
i
s ≥ 0, ( j = 1,2, . . . ,9), (29)
whose solutions for pis give the probabilities for each set. The
probabilities corresponding to the first SPU1 (solutions of the
linear equations ∑9i=1 pi1c
2
1i j = ψ
2
j ) are found to be
p11 = 1−
9
∑
i=2
pis, p
2
1 =
α7
γ79
, p31 =
α8
γ89
, p41 =
β2
γ12
,
p51 =
β3
γ13
p61 =
α5
γ56
, p71 =
β789
γ19
,
p81 =
β456
γ16
, p91 =
α4
γ46
,
(30)
where β456≥ 0. The probabilities corresponding to the second
SP U2 (solutions of the linear equations ∑9i=1 pi2c
2
2i j = ψ
2
j ) are
found to be
p12 = 1−
9
∑
i=2
pis, p
2
2 =
α7
γ79
, p32 =
α8
γ89
, p42 =
β2
γ12
,
p52 =
β3
γ13
p62 =
α5
γ56
, p72 =
α123
γ19
,
p82 =
α456
γ49
, p92 =
β56
γ46
,
(31)
where α456 ≥ 0 and β56 ≥ 0. The probabilities correspond-
ing to the third SP U3 (solutions of the linear equations
∑9i=1 pi3c
2
3i j = ψ
2
j ) are found to be
p13 = 1−
9
∑
i=2
pis, p
2
3 =
α7
γ79
, p33 =
α8
γ89
, p43 =
β2
γ12
,
p53 =
β3
γ13
p63 =
β6
γ56
, p73 =
α123
γ19
,
p83 =
α4
γ49
, p93 =
α56
γ59
,
(32)
where α56 ≥ 0. We note that the probabilities p1s , p2s , p3s , p4s
and p5s turn out to be of the form
p1s = 1−
9
∑
i=2
pis, p
2
s =
α7
γ79
, p3s =
α8
γ89
,
p4s =
β2
γ12
, p5s =
β3
γ13
(s= 1,2,3),
(33)
as we stated in (i), (ii) and (iii). We obtained that there are
three SPs for this given case. Then, if the subcase is ψ24 +
ψ25 +ψ
2
6 ≥ φ 24 + φ 25 + φ 26 (β456 ≥ 0) then the SP U1 will be
used. If the subcase is ψ24 +ψ
2
5 +ψ
2
6 ≤ φ 24 + φ 25 + φ 26 and
ψ25 +ψ
2
6 ≥ φ 25 + φ 26 (α456 ≥ 0 and β56 ≥ 0) then the SP U2
will be used. If the subcase is ψ25 +ψ
2
6 ≤ φ 25 +φ 26 (α56 ≥ 0)
then the SPU3 will be used. Thus, these three SPs (s= 1,2,3)
form a complete set for the given case−using one of these
three SPs one can transform nine-level coherent states, whose
coefficients have the relations ψa ≤ φa (a = 1,4,5,7,8) and
ψb ≥ φb (b= 2,3,6,9), via incoherent operations.
Note that we applied protocol I, to check and verify its va-
lidity, to all possible d′-level (d′ = 2,3,4,5,6,7) sources and
target coherent states (and also some special cases of higher
level systems) and obtained the explicit solutions, i.e., sets of
permutations, probabilities, and Kraus operators, in line with
the above discussions. Hence, we conclude that the protocol
we have presented solves the problem of single-step determin-
istic transformations of coherent states via incoherent opera-
tions.
2. Examples of generalized solutions using of protocol I
Although finding the SPs (and hence finding probabilities)
is easy, constructing a general form of probabilities is a highly
non-trivial problem, and the problem becomes exponentially
7TABLE IV. All possible permutations for the case ψ1 ≤ φ1, ψ2 ≥ φ2, ψ3 ≥ φ3, . . . , ψk−1 ≥ φk−1, ψk ≥ φk, ψk+1 ≤ φk+1, ψk+2 ≤ φk+2, . . . ,
ψd−1 ≤ φd−1, ψd ≥ φd . There are d−1 permutations for this case, and a single set of permutations is sufficient for complete solution.
ψ1 ≤ φ1 ψk+1 ≤ φk+1 ψk+2 ≤ φk+2 ψk+3 ≤ φk+3 . . . ψd−2 ≤ φd−2 ψd−1 ≤ φd−1
ψ2 ≥ φ2 |1〉 ↔ |2〉 - - - . . . - -
ψ3 ≥ φ3 |1〉 ↔ |3〉 - - - . . . - -
...
...
...
...
...
...
...
...
ψk−1 ≥ φk−1 |1〉 ↔ |k−1〉 - - - . . . - -
ψk ≥ φk |1〉 ↔ |k〉 - - - . . . - -
ψd ≥ φd |1〉 ↔ |d〉 |k+1〉 ↔ |d〉 |k+2〉 ↔ |d〉 |k+3〉 ↔ |d〉 . . . |d−2〉 ↔ |d〉 |d−1〉 ↔ |d〉
FIG. 3. Pictorial representation of permutations for the case ψ1 ≤ φ1,
ψ2 ≥ φ2, ψ3 ≥ φ3, . . . , ψk−1 ≥ φk−1, ψk ≥ φk, ψk+1 ≤ φk+1, ψk+2 ≤
φk+2, . . . , ψd−2 ≤ φd−2, ψd−1 ≤ φd−1, ψd ≥ φd . of d-level systems.
difficult as the dimension gets greater. However, we are able
to extrapolate a complete solution for some special cases of d-
level systems. As an example, we consider the case ψ1 ≤ φ1,
ψ2 ≥ φ2, ψ3 ≥ φ3, . . . , ψk−1 ≥ φk−1, ψk ≥ φk, ψk+1 ≤ φk+1,
ψk+2 ≤ φk+2, . . . , ψd−2 ≤ φd−2, ψd−1 ≤ φd−1, ψd ≥ φd (see
Fig. (3))and construct the table for the possible permutations
as listed in Table IV. The Kraus operators are given by
Ki =U i
(√
pi
d
∑
j=1
ci j
ψ j
| j〉〈 j|
)
(i= 1, . . . ,d), (34)
where ∑di=1Ki
†Ki = Id and pi = Tr(KiρψKi
†
). A single SP,
for the complete solution, is sufficient for this case where it is
found to be
U =
{
Id , |k+1〉 ↔ |d〉 , |k+2〉 ↔ |d〉 , |k+3〉 ↔ |d〉 , . . . , |d−2〉 ↔ |d〉 , |d−1〉 ↔ |d〉 , |1〉 ↔ |2〉 , |1〉 ↔ |3〉 ,
|1〉 ↔ |4〉 , . . . , |1〉 ↔ |k−2〉 , |1〉 ↔ |k−1〉 , |1〉 ↔ |k〉 , |1〉 ↔ |d〉
}
.
(35)
The probabilities are found to be
{pi}i=1,2,...,d =
{
p1 = 1−
d
∑
i=2
pi, p2 =
αk+1
γ(k+1)d
, p3 =
αk+2
γ(k+2)d
, p4 =
αk+3
γ(k+3)d
, . . . , pd−k−1 =
αd−2
γ(d−2)d
,
pd−k =
αd−1
γ(d−1)d
, pd−k+1 =
β2
γ12
, pd−k+2 =
β3
γ13
, . . . , pd−2 =
βk−1
γ1(k−1)
, pd−1 =
βk
γ1k
, pd =
α12...k
γ1d
}
,
(36)
where∑kj=1 φ 2j ≥∑kj=1ψ2j (or equivalently α12...k ≥ 0) follows
from majorization. The resulting table consists of a single row
for the case ψ1 ≤ φ1, ψ2 ≤ φ2, ψ3 ≤ φ3, . . . , ψd−1 ≤ φd−1,
ψd ≥ φd . The set of permutations and the probabilities in that
case turn out to be
U =
{
Id , |1〉 ↔ |d〉 , |2〉 ↔ |d〉 , |3〉 ↔ |d〉 , . . . ,
|d−3〉 ↔ |d〉 , |d−2〉 ↔ |d〉 , |d−1〉 ↔ |d〉}, (37)
p1 = 1−
d
∑
i=2
pi, {pi}i=2,...,d = αi−1
γ(i−1)d
=
φ 2i−1−ψ2i−1
φ 2i−1−φ 2d
,(38)
respectively. Similarly, the resulting table consists of a single
column for the case ψ1 ≤ φ1, ψ2 ≥ φ2, ψ3 ≥ φ3, . . . , ψd−1 ≥
φd−1, ψd ≥ φd . The set of permutations and the probabilities
in that case turn out to be
U =
{
Id , |1〉 ↔ |2〉 , |1〉 ↔ |3〉 , |1〉 ↔ |4〉 , . . . ,
|1〉 ↔ |d−2〉 , |1〉 ↔ |d−1〉 , |1〉 ↔ |d〉}, (39)
8p1 = 1−
d
∑
i=2
pi, {pi}i=2,...,d = βi
γ1i
=
ψ2i −φ 2i
φ 21 −φ 2i
, (40)
respectively. Besides these, there are also different cases
which are generalizable. If a table of permutations, for in-
stance, has d− 1 permutations then for such cases probabili-
ties can easily be found while a single SP is sufficient. Also,
the number of a single SP is d− 1 for d-level systems where
the other 2d−2− d+ 1 (d > 3) cases split into subcases, and
therefore, the complete solutions for these cases require more
than one SP. By using protocol-I, one can obtain all SPs of a
complete set.
B. Protocol II
We now present another protocol for coherence transforma-
tions similar to the one for the LOCC deterministic transfor-
mations of bipartite entangled pure states [32]. We use d′-
dimensional subspace solutions (d′ < d), obtained by proto-
col I, to achieve the transformation |ψ〉〈ψ| → |φ〉〈φ | as a se-
quence of transformations of coherent states, that is, |ψ〉〈ψ|
→ |η1〉〈η1| → · · ·→ |ηk〉〈ηk| → |φ〉〈φ |, where |ηi〉 are inter-
mediate coherent states satisfying the majorization conditions
µ(ψ) ≺ µ(η1) ≺ . . . ≺ µ(ηk) ≺ µ(φ). We stress that the
most crucial point of the sequence of coherent states transfor-
mations is to preserve the majorization condition for the entire
transformation. In each step of |ψ〉〈ψ| → |φ〉〈φ | we aim to
obtain some coefficients of the final coherent state |φ〉 using
d′-level subspace solutions (we move closer to the final coher-
ent state step-by-step).
In the following protocol, we use five-level (d′ = 5) sub-
space solutions and transform four coefficients of the exist-
ing coherent state to the coefficients of the final coherent state
starting from smaller ones. This protocol is implementable for
transforming any coefficients satisfying the majorization con-
dition given by the inequalities ∑kj=1ψ j2 ≤ ∑kj=1 φ j2, and an
equivalent form of the majorization condition is given by
d
∑
j=k+1
ψ2j ≥
d
∑
j=k+1
φ 2j , (41)
where k= 1,2, . . . ,d−1 and∑dj=1ψ2j =∑dj=1 φ 2j = 1. We have
coherent states |ψ〉, |η1〉, |η2〉, . . . , |ηk〉 and |φ〉 such that
µ(ψ) =
(
ψ21 , . . . ,ψ
2
d−5,ψ
2
d−4,ψ
2
d−3,ψ
2
d−2,ψ
2
d−1,ψ
2
d
)T
,
µ(η1) =
(
ψ21 , . . . ,ψ
2
d−6,ψ
2
d−5,φ
′2
d−4,φ
2
d−3,φ
2
d−2,φ
2
d−1,φ
2
d
)T
,
µ(η2) =
(
ψ21 , . . . ,ψ
2
d−9,φ
′2
d−8,φ
2
d−7,φ
2
d−6, . . . ,φ
2
d−1,φ
2
d
)T
,
...
µ(ηk) =
(
ψ21 , . . . ,ψ
2
m−1,ψ
2
m,φ
′2
m+1,φ
2
m+2, . . . ,φ
2
d−1,φ
2
d
)T
,
µ(φ) =
(
φ 21 ,φ
2
2 ,φ
2
3 , . . . ,φ
2
d−3,φ
2
d−2,φ
2
d−1,φ
2
d
)T
,
(42)
where 1 ≤ m ≤ 4. Here, for the first step of the entire
transformation, we have ∑dj=d−4ψ2j = ∑
d
j=d−3 φ 2j + φ
′2
d−4,
and the majorization condition implies those ∑dj=d−3ψ2j ≥
∑dj=d−3 φ 2j and ψ2d−4 ≤ φ
′2
d−4. Additionally, if one starts to
transform smaller coefficients, there is a probability of ob-
taining the relations φ ′2l > φ
2
1 and φ
′2
l > ψ
2
k between the co-
efficients of the coherent states where k = 1, . . . ,(l− 1) and
l = (d− 4),(d− 8), . . . ,(m+ 1), which may violate the ma-
jorization condition, and no further deterministic transforma-
tion to the final state would be possible. Therefore, while
we construct protocol II, we impose that the intermediate
states satisfy φ ′2l ≤ ψ2l−1 in any step of the entire transfor-
mation. In the following, however, we are going to discuss
the cases by an explicit example where the intermediate states
satisfy φ ′2l > φ
2
1 and φ
′2
l > ψ
2
l−1 or more generally, φ
′2
l ≥ ψ2x
[x = 1,2, . . . ,(l− 1)], and we explain how one can overcome
this problem. Thus, in each step of the entire transformation
the majorization condition is preserved, i.e., µ(ψ)≺ µ(η1)≺
. . . ≺ µ(ηk) ≺ µ(φ), under the assumption φ ′2l ≤ ψ2l−1.
This protocol consists of deterministic transformations of
d′-dimensional (consider d′ = 5) subspace of the initial state
(2) in each step (and for the last step 2≤ d′ ≤ 5). We give the
explicit solutions for the first two transformations, |ψ〉〈ψ| →
|η1〉〈η1| and |η1〉〈η1| → |η2〉〈η2|, and the last transforma-
tion, |ηk〉〈ηk| → |φ〉〈φ |, for illustrative purposes, and other
steps of complete transformation can be treated similarly. The
initial coherent state |ψ〉 given in Eq. (2) can be written in the
form
|ψ〉=
d−5
∑
j=1
ψ j | j〉+η1 |χ〉 , (43)
where |χ〉 = ∑di=d−4 χi |i〉 is a normalized coherent state
(∑di=d−4 χi2 = 1). Here, we have η1χd = ψd , η1χd−1 = ψd−1,
η1χd−2 = ψd−2, η1χd−3 = ψd−3, and η1χd−4 = ψd−4. The
intermediate coherent states are given by
|ηl〉=
d−4l−1
∑
j=1
ψ j | j〉+φ ′d−4l |d−4l〉+
d
∑
j=d−4l+1
φ j | j〉 , (44)
where
φ ′d−4l =
√√√√ψ2d−4l+ d∑
j=d−4l+1
(
ψ2j −φ 2j
)
, (45)
with 1 ≤ l ≤ b(d−2)/4c, and we assume φ ′d−4l ≤ ψd−4l−1.
In each step, four more coefficients of the target state |φ〉 are
obtained, i.e., the smallest 4l coefficients of |ηl〉 and |φ〉 are
equal. For the first transformation |ψ〉〈ψ| → |η1〉〈η1|, the
pure coherent state |η1〉 is of the form
|η1〉=
d−5
∑
j=1
ψ j | j〉+η1 |χ˜〉 , (46)
where |χ˜〉 = ∑di=d−4 χ˜i |i〉 is a normalized coherent state and
∑d−5j=1 ψ j
2 + η12 = 1. We have η1χ˜d = φd , η1χ˜d−1 = φd−1,
η1χ˜d−2 = φd−2, η1χ˜d−3 = φd−3, and η1χ˜d−4 = φ ′d−4, and the
assumption is φ ′d−4 ≤ ψd−5 [therefore µ(χ) ≺ µ(χ˜)]. The
Kraus operators are given by
Ki1 =
d−5
∑
j=1
√
pi | j〉〈 j|⊕ K˜i1, (47)
9where ∑5i=1K
†
i1Ki1 = Id and ∑
5
i=1 K˜
†
i1K˜i1 = I5. Here, the Kraus
operators K˜i1 are written as
K˜i1 =Ui1
(√
pi
d
∑
j=d−4
zi j
χ j
| j〉〈 j|
)
, (48)
where K˜i1 |χ〉 = √pi |χ˜〉. Both |χ〉 and |χ˜〉 are five-level
states, so we use solutions for d′ = 5. There are eight
possible cases for coefficients of coherent states except the
lowest and greatest ones, and the set of Kraus operators
{K˜i1}i=1,...,5 is chosen accordingly. For instance, let us con-
TABLE V. All possible permutations for the case χd−3 ≥ χ˜d−3,
χd−2 ≤ χ˜d−2 and χd−1 ≤ χ˜d−1 of five-level coherent states |χ〉 and
|χ˜〉, where χd−4 ≤ χ˜d−4 and χd ≥ χ˜d follow from the majorization
condition.
χd−4 ≤ χ˜d−4 χd−2 ≤ χ˜d−2 χd−1 ≤ χ˜d−1
χd−3 ≥ χ˜d−3 |d−4〉 ↔ |d−3〉 - -
χd ≥ χ˜d |d−4〉 ↔ |d〉 |d−2〉 ↔ |d〉 |d−1〉 ↔ |d〉
sider the case χd−3 ≥ χ˜d−3, χd−2 ≤ χ˜d−2, and χd−1 ≤ χ˜d−1
where χd−4 ≤ χ˜d−4 and χd ≥ χ˜d follow from the majoriza-
tion condition. In Table V, there are four permutations, and
these constitute the SP together with identity transformation
I5, i.e., a single set is sufficient for the complete solution.
Figure 4 provides the pictorial representation of the permu-
tations given in Table V. The set of permutations is obtained
as {Ui1}i=1,...,5 =
{
I5, |d−4〉↔ |d〉 , |d−1〉↔ |d〉 , |d−2〉↔
|d〉 , |d−4〉 ↔ |d−3〉}, where I5 = ∑du=d−4 |u〉〈u|. Then, if
FIG. 4. Pictorial representation of the permutations given in Table V.
Here, four-element combination of the permutations together with I5
(a single SP) is sufficient to constitute a complete set.
we perform Kraus operators, we obtain
Ki1 |ψ〉=
( d−5
∑
j=1
√
pi | j〉〈 j|⊕Ui1
(√
pi
d
∑
j=d−4
zi j
χ j
| j〉〈 j|
))(d−5
∑
k=1
ψk |k〉+η1
d
∑
k=d−4
χk |k〉
)
=
√
pi
(d−5
∑
j=1
d−5
∑
k=1
ψk | j〉〈 j | k〉+
d−5
∑
j=1
d
∑
k=d−4
ψk | j〉〈 j | k〉+Ui1
d
∑
j=d−4
d−5
∑
k=1
zi j
χ j
ψk | j〉〈 j | k〉+Ui1η1
d
∑
j=d−4
d
∑
k=d−4
zi j
χ j
χk | j〉〈 j | k〉
)
=
√
pi
(d−5
∑
j=1
d−5
∑
k=1
ψk | j〉〈 j | k〉+Ui1η1
d
∑
j=d−4
d
∑
k=d−4
zi j
χ j
χk | j〉〈 j | k〉
)
=
√
pi
(d−5
∑
j=1
ψ j | j〉+η1Ui1
d
∑
j=d−4
zi j | j〉
)
=
√
pi |η1〉 .
(49)
Then, from Ki1 |ψ〉=√pi |η1〉 it follows
5
∑
i=1
Ki1 |ψ〉〈ψ|K†i1 =
5
∑
i=1
pi |η1〉〈η1|= |η1〉〈η1| . (50)
The condition ∑5i=1 K˜
†
i1K˜i1 = I5 implies the following linear
equations
5
∑
i=1
piz2i j = χ
2
j , ( j = (d−4),(d−3), . . . ,d), (51)
whose solutions for pi give the probabilities where
(zi(d−4),zi(d−3), . . . ,zid)T = U
†
i1(φ
′
d−4,φd−3,φd−2,φd−1,φd)
T .
We denote zi j as the (i j)th element of the matrix z given by
z=

φ ′d−4 φd−3 φd−2 φd−1 φd
φd φd−3 φd−2 φd−1 φ ′d−4
φ ′d−4 φd−3 φd−2 φd φd−1
φ ′d−4 φd−3 φd φd−1 φd−2
φd−3 φ ′d−4 φd−2 φd−1 φd
 . (52)
The probabilities are found to be
p1 = 1−
4
∑
i=1
pi, p2 =
χ˜2d−4+ χ˜
2
d−3−χ2d−4−χ2d−3
χ˜2d−4− χ˜2d
,
p3 =
χ˜2d−1−χ2d−1
χ˜2d−1− χ˜2d
, p4 =
χ˜2d−2−χ2d−2
χ˜2d−2− χ˜2d
,
p5 =
χ2d−3− χ˜2d−3
χ˜2d−4− χ˜2d−3
,
(53)
10
where χ˜2d−4 + χ˜
2
d−3 ≥ χ2d−4 + χ2d−3 due to the majorization
condition. Thus, we obtain the state |η1〉〈η1|. Now, in the
next step, we obtain the transformation |η1〉〈η1| → |η2〉〈η2|.
The pure coherent state |η1〉 is written in the form
|η1〉=
d−5
∑
j=1
ψ j | j〉+φ ′d−4 |d−4〉+
d
∑
j=d−3
φ j | j〉
=
d−9
∑
j=1
ψ j | j〉+η2 |ϕ〉+
d
∑
j=d−3
φ j | j〉 , (54)
where |ϕ〉 = ∑d−4j=d−8ϕ j | j〉 is a normalized coherent state
(∑d−4i=d−8ϕi
2 = 1), η2ϕd−8 =ψd−8, η2ϕd−7 =ψd−7, η2ϕd−6 =
ψd−6, η2ϕd−5 =ψd−5, and η2ϕd−4 = φ ′d−4. The second inter-
mediate coherent state is given by
|η2〉=
d−9
∑
j=1
ψ j | j〉+η2 |ϕ˜〉+
d
∑
j=d−3
φ j | j〉 , (55)
where |ϕ˜〉 = ∑d−4j=d−8 ϕ˜ j | j〉 is a normalized coherent state
(∑d−4i=d−8 ϕ˜
2
i = 1), η2ϕ˜d−7 = φd−7, η2ϕ˜d−6 = φd−6, η2ϕ˜d−5 =
φd−5, η2ϕ˜d−4 = φd−4, and η2ϕ˜d−8 = φ ′d−8 (and the assump-
tion is φ ′d−8 ≤ ψd−9). Thus, we have µ(ϕ) ≺ µ(ϕ˜). The
Kraus operators are given by
Ki2 =
d−9
∑
j=1
√
pi | j〉〈 j|⊕ K˜i2⊕
d
∑
j=d−3
√
pi | j〉〈 j| , (56)
where ∑5i=1K
†
i2Ki2 = Id and ∑
5
i=1 K˜
†
i2K˜i2 = I5. Here, the Kraus
operators {K˜i2}i=1,...,5 are given by
K˜i2 =Ui2
(√
pi
d−4
∑
j=d−8
z′i j
ϕ j
| j〉〈 j|
)
, (57)
where they are chosen according to the eight possible cases
of five-level systems to make the transformation K˜i2 |ϕ〉 =√
pi |ϕ˜〉. For instance, let us consider the case ϕd−7 ≥ ϕ˜d−7,
ϕd−6 ≥ ϕ˜d−6 and ϕd−5 ≥ ϕ˜d−5. In Table VI, there are
TABLE VI. All possible permutations for the case ϕd−7 ≥ ϕ˜d−7,
ϕd−6 ≥ ϕ˜d−6, and ϕd−5 ≥ ϕ˜d−5 of five-level coherent states |ϕ〉 and
|ϕ˜〉 where ϕd−8 ≤ ϕ˜d−8 and ϕd−4 ≥ ϕ˜d−4 follow from the majoriza-
tion condition.
ϕd−8 ≤ ϕ˜d−8
ϕd−7 ≥ ϕ˜d−7 |d−8〉 ↔ |d−7〉
ϕd−6 ≥ ϕ˜d−6 |d−8〉 ↔ |d−6〉
ϕd−5 ≥ ϕ˜d−5 |d−8〉 ↔ |d−5〉
ϕd−4 ≥ ϕ˜d−4 |d−8〉 ↔ |d−4〉
four permutations, and these, together with identity trans-
formation I5, constitute the set of permutations (a single
set is sufficient). Figure 5 provides the pictorial represen-
tation of the permutations given in Table VI. The SP is
obtained as {Ui1}i=1,...,5 =
{
I5, |d−8〉 ↔ |d−7〉 , |d−8〉 ↔
|d−6〉 , |d−8〉 ↔ |d−5〉 , |d−8〉 ↔ |d−4〉} where I5 =
FIG. 5. Pictorial representations of the four-element combination of
the permutations given in Table VI.
∑d−4u=d−8 |u〉〈u|. Then, from Ki2 |η1〉=
√
pi |η2〉 it follows
5
∑
i=1
Ki2 |η1〉〈η1|K†i2 =
5
∑
i=1
pi |η2〉〈η2|= |η2〉〈η2| . (58)
The condition ∑5i=1 K˜
†
i2K˜i2 = I5 implies the following linear
equations
5
∑
i=1
piz′2i j = ϕ
2
j , ( j = (d−8),(d−7), . . . ,(d−4)), (59)
whose solutions for pi give the probabilities. We denote z′i j as
the (i j)th element of the matrix z′ given by
z′ =

φ ′d−8 φd−7 φd−6 φd−5 φd−4
φd−7 φ ′d−8 φd−6 φd−5 φd−4
φd−6 φd−7 φ ′d−8 φd−5 φd−4
φd−5 φd−7 φd−6 φ ′d−8 φd−4
φd−4 φd−7 φd−6 φd−5 φ ′d−8
 . (60)
The probabilities are found to be
p1 = 1−
4
∑
i=1
qi, p2 =
ϕ2d−7− ϕ˜2d−7
ϕ˜2d−8− ϕ˜2d−7
, p3 =
ϕ2d−6− ϕ˜2d−6
ϕ˜2d−8− ϕ˜2d−6
,
p4 =
ϕ2d−5− ϕ˜2d−5
ϕ˜2d−8− ϕ˜2d−5
, p5 =
ϕ2d−4− ϕ˜2d−4
ϕ˜2d−8− ϕ˜2d−4
,
(61)
Thus, we obtained the state |η2〉〈η2| where
|η2〉=
d−9
∑
j=1
ψ j | j〉+φ ′d−8 |d−8〉+
d
∑
j=d−7
φ j | j〉 . (62)
For the next to the last transformation of the entire transfor-
mation we have the coherent states given by
|ηk−1〉=
m
∑
j=1
ψ j | j〉+ηk
m+5
∑
j=m+1
ω j | j〉+
d
∑
j=m+6
φ j | j〉 , (63)
and
|ηk〉=
m
∑
j=1
ψ j | j〉+ηk
m+5
∑
j=m+1
ω˜ j | j〉+
d
∑
j=m+6
φ j | j〉 , (64)
where 1 ≤ m ≤ 4, ηkωm+1 = ψm+1, ηkωm+2 = ψm+2,
ηkωm+3 = ψm+3, ηkωm+4 = ψm+4, and ηkωm+5 = φ ′m+5.
Since our aim is the obtain four more coefficients of the tar-
get state |φ〉, the coefficients are chosen to be ηkω˜m+2 =
φm+2, ηkω˜m+3 = φm+3, ηkω˜m+4 = φm+4, ηkω˜m+5 = φm+5,
11
and ηkω˜m+1 = φ ′m+1 (and the assumption is φ
′
m+1 ≤ ψm).
Thus, we obtain the intermediate state transformations, i.e.,
|ηk−1〉〈ηk−1| → |ηk〉〈ηk|. The last transformation of the en-
tire transformation is |ηk〉〈ηk| → |φ〉〈φ |. The state |ηk〉 is
written as
|ηk〉=
m
∑
j=1
ψ j | j〉+φ ′m+1 |m+1〉+
d
∑
j=m+2
φ j | j〉 , (65)
where 1≤ m≤ 4, and the final state is |φ〉= ∑dj=1 φ j | j〉. The
last transformation is effectively (m+ 1)-dimensional trans-
formation. Let us consider, for instance, the case m= 2. Then
we have
|ηk〉= ψ1 |1〉+ψ2 |2〉+φ ′3 |3〉+
d
∑
j=4
φ j | j〉 , (66)
and the Kraus operators are given by
Ki(k+1) = K˜i(k+1)⊕
d
∑
j=4
√
pi | j〉〈 j|
=Ui(k+1)
√
pi
( zi1
ψ1
|1〉〈1|+ zi2
ψ2
|2〉〈2|+ zi3
φ ′3
|3〉〈3|
)
⊕
d
∑
j=4
√
pi | j〉〈 j| , (67)
where ∑3i=1K
†
i(k+1)Ki(k+1) = Id and ∑
3
i=1 K˜
†
i(k+1)K˜i(k+1) = I3.
Here, we have φ ′3 ≥ φ3, and one of the inequality relations
ψ2 ≤ (≥)φ2 can be possible, and the set of Kraus opera-
tors {K˜i(k+1)} is chosen accordingly. For instance, for the
case ψ2 ≤ φ2, the set of unitary permutations is obtained as
{Ui(k+1)}i=1,2,3 =
{
I3, |2〉 ↔ |3〉 , |1〉 ↔ |3〉
}
. The condition
∑3i=1 K˜
†
i(k+1)K˜i(k+1) = I3 implies the following linear equations
3
∑
i=1
piz2i j = ψ
2
j , ( j = 1,2),
3
∑
i=1
piz2i3 = φ
′2
3 , (68)
whose solutions for pi give the probabilities. We denote zi j as
the (i j)th element of the matrix z given by
z=
 φ1 φ2 φ3φ1 φ3 φ2
φ3 φ2 φ1
 . (69)
The probabilities are found to be p1 = 1− p2 − p3, p2 =
(φ 22 −ψ22 )/(φ 22 −φ 23 ) and p3 = (φ 21 −ψ21 )/(φ 21 −φ 23 ). Then,
from Ki(k+1) |ηk〉=√pi |φ〉 it follows
3
∑
i=1
Ki(k+1) |ηk〉〈ηk|K†i(k+1) =
3
∑
i=1
pi |φ〉〈φ |= |φ〉〈φ | , (70)
where k+ 1 = b(d+2)/4c. Thus, we obtain the d-level pure
coherent states transformations by cascading a sequence of
coherence transformations, each corresponding to a single in-
coherent operation Φ[·]. The sequence of pure coherent states
transformations can be summarized as
|ψ〉〈ψ| →
m+1
∑
f=1
K f (k+1)
(
5
∑
r=1
Krk
(
· · ·
5
∑
l=1
Kl3
( 5
∑
j=1
K j2
( 5
∑
i=1
Ki1 |ψ〉〈ψ|K†i1
)
K†j2
)
K†l3 . . .
)
K†rk
)
K†f (k+1)
=Φ(k+1)
[
Φ(k)
[
. . .Φ(3)
[
Φ(2)
[
Φ(1)(|ψ〉〈ψ|)︸ ︷︷ ︸
=|η1〉〈η1|
]
︸ ︷︷ ︸
=|η2〉〈η2|
]
. . .
]
︸ ︷︷ ︸
=|ηk〉〈ηk|
]
= |φ〉〈φ | ,
(71)
where 1≤ m≤ 4 and k+1 = b(d+2)/4c. Consequently, we
obtain the entire transformation |ψ〉〈ψ| → |φ〉〈φ | as |ψ〉〈ψ|
→ |η1〉〈η1| → . . . → |ηk〉〈ηk| → |φ〉〈φ | in b(d+2)/4c steps
via the set of incoherent operations {Φ(i)}i=1,2,...,b(d+2)/4c. It
should be noted that the number of steps can be further re-
duced by using subspace solutions of d′-level where d′ > 5
(actually, number of steps is b(d+d′−3)/(d′−1)c).
1. Explicit example for protocol II with discussion
In protocol II we consider deterministic transformations of
coherent states by transforming the four smallest nonequal co-
efficients step-by-step. This procedure requires that the condi-
tion φ ′2l ≤ ψ2l−1 is satisfied in each step of the entire transfor-
mation to preserve the majorization condition for intermediate
states. However, the condition φ ′2l ≤ ψ2l−1 is not satisfied for
some sources and the target states. In all these cases, it is al-
ways possible to find intermediate states where lower dimen-
sional transformations can be used. For illustrative purposes,
we start with a six-dimensional initial pure coherent state |ψ〉
and six-dimensional final pure coherent state |φ〉 such that
µ(ψ) =
1
53
(11,11,8,8,8,7)T , (72)
12
µ(φ) =
1
53
(12,12,10,9,6,4)T , (73)
respectively. It is obvious that µ(ψ)≺ µ(φ). For the first step
of the entire transformation |ψ〉〈ψ| → |φ〉〈φ |, if one starts to
transform smaller coefficients, using five-level solutions, then
for an intermediate coherent state |η ′1〉 we have
µ(η ′1) =
1
53
(11,13,10,9,6,4)T , (74)
where the last four coefficients of coherent states |φ〉 and |η ′1〉
are the same, and also first coefficients of coherent states
|ψ〉 and |η ′1〉 are the same. Since the majorization condi-
tion, µ(η ′1) ≺ µ(φ), is not satisfied, the deterministic trans-
formation |η ′1〉〈η ′1| → |φ〉〈φ | is not possible via incoherent
operations. This is why we stress that our protocol consists
of the intermediate coherent states for which φ ′2l ≤ ψ2l−1 in
any step of the entire transformation. On the other hand, for
the first step of the complete transformation, if one starts to
transform greater coefficients then for an intermediate coher-
ent state |η ′′1 〉 we have
µ(η ′′1 ) =
1
53
(12,12,10,9,3,7)T , (75)
where the first four coefficients of coherent states |φ〉 and |η ′′1 〉
are the same, and also the last coefficients of coherent states
|ψ〉 and |η ′′1 〉 are the same. Since the majorization condition,
µ(η ′′1 ) ≺ µ(φ), is not satisfied, the deterministic transforma-
tion |η ′′1 〉〈η ′′1 | → |φ〉〈φ | is not possible via incoherent oper-
ations. At first glance the transformation |ψ〉〈ψ| → |φ〉〈φ |
looks unachievable by protocol II. However, it is always pos-
sible to choose intermediate states−intermediate states are not
unique−which do not violate the majorization condition. For
the first step of the complete transformation we consider the
pure coherent state |η1〉 as an intermediate state for which we
have
µ(η1) =
1
53
(12,12,10,8,7,4)T , (76)
where four coefficients (first three and the last) of coherent
states |φ〉 and |η1〉 are the same, and also the fourth coef-
ficients of coherent states |ψ〉 and |η1〉 are the same. It is
obviously seen that the majorization condition is satisfied,
µ(ψ) ≺ µ(η1) ≺ µ(φ). Then, under the Kraus operators
given by
K11 =U11
√
p1
(√12
11
|1〉〈1|+
√
12
11
|2〉〈2|+
√
5
4
|3〉〈3|+ |4〉〈4|+
√
7
8
|5〉〈5|+
√
4
7
|6〉〈6|
)
,
K21 =U21
√
p2
(√ 4
11
|1〉〈1|+
√
12
11
|2〉〈2|+
√
5
4
|3〉〈3|+ |4〉〈4|+
√
7
8
|5〉〈5|+
√
12
7
|6〉〈6|
)
,
K31 =U31
√
p3
(√12
11
|1〉〈1|+
√
4
11
|2〉〈2|+
√
5
4
|3〉〈3|+ |4〉〈4|+
√
7
8
|5〉〈5|+
√
12
7
|6〉〈6|
)
,
K41 =U41
√
p4
(√12
11
|1〉〈1|+
√
12
11
|2〉〈2|+
√
7
8
|3〉〈3|+ |4〉〈4|+
√
5
4
|5〉〈5|+
√
4
7
|6〉〈6|
)
,
K51 =U51
√
p5
(√12
11
|1〉〈1|+
√
12
11
|2〉〈2|+
√
1
2
|3〉〈3|+ |4〉〈4|+
√
7
8
|5〉〈5|+
√
10
7
|6〉〈6|
)
,
(77)
we obtain the transformation |ψ〉〈ψ| → |η1〉〈η1|, i.e.,
∑5i=1Ki1 |ψ〉〈ψ|K†i1 = |η1〉〈η1|, where p1 = 1/4, p2 = p3 =
1/8, p4 = 1/3, p5 = 1/6, U11 = I6, U21 = |1〉 ↔ |6〉, U31 =
|2〉 ↔ |6〉, U41 = |3〉 ↔ |5〉, U51 = |3〉 ↔ |6〉. We now obtain
the transformation |η1〉〈η1|→ |φ〉〈φ |, where |η1〉 and |φ〉 can
be written in the form
|η1〉=
√
38
53
|χ〉+
√
15
53
(√ 8
15
|4〉+
√
7
15
|5〉
)
, (78)
|φ〉=
√
38
53
|χ〉+
√
15
53
(√ 9
15
|4〉+
√
6
15
|5〉
)
, (79)
respectively. Here, |χ〉 =
√
6
19 |1〉+
√
6
19 |2〉+
√
5
19 |3〉+√
2
19 |6〉 is a normalized coherent state. Then, under the Kraus
operators given by
K12 =U12
√
p1
(
|1〉〈1|+ |2〉〈2|+ |3〉〈3|+ 3
2
√
2
|4〉〈4|+
√
6
7
|5〉〈5|+ |6〉〈6|
)
,
K22 =U12
√
p2
(
|1〉〈1|+ |2〉〈2|+ |3〉〈3|+
√
3
2
|4〉〈4|+ 3√
7
|5〉〈5|+ |6〉〈6|
)
,
(80)
we obtain the transformation |η1〉〈η1| → |φ〉〈φ |, i.e.,
∑2i=1Ki2 |η1〉〈η1|K†i2 = |φ〉〈φ |, where p1 = 2/3, p2 = 1/3,
U12 = I6, U22 = |4〉 ↔ |5〉, and ∑2i=1K†i2Ki2 = I6. Thus, we
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obtain the entire transformation |ψ〉〈ψ| → |φ〉〈φ | as |ψ〉〈ψ|
→ |η1〉〈η1| → |φ〉〈φ |, where µ(ψ) ≺ µ(η1) ≺ µ(φ). As an
example of the nonuniqueness of the intermediate states we
may consider another coherent state for which
µ(η˜1) =
1
53
(12,12,7,9,6,7)T . (81)
satisfying µ(ψ) ≺ µ(η˜1) ≺ µ(φ). Hence, it is always pos-
sible to find intermediate states satisfying the majorization
condition µ(ψ) ≺ µ(η1) ≺ . . . ≺ µ(ηk) ≺ µ(φ) and make
the transformations |ψ〉〈ψ| → |η1〉〈η1| → . . . → |ηk〉〈ηk| →
|φ〉〈φ | using the Kraus operators which can be obtained using
protocol I.
C. Deterministic transformations of d⊗d bipartite entangled
pure states
The results we obtained for coherent state transformations
can easily be adapted to d-level bipartite entangled pure state
transformations (with the majorization criteria satisfied). The
initial state |Ψ〉 = ∑dj=1ψ j | j〉 | j〉 can be transformed to the
final state |Φ〉 = ∑dj=1 φ j | j〉 | j〉 by performing a d-outcome
measurement on one of the particles with operators defined
by Eq. (9), where the parameters csi j are the same as found by
protocol-I. The POVM measurement yields one of the states
Mis |Ψ〉 → |Φis〉=
d
∑
j=1
csi j | j〉 | j〉 (i= 1, . . . ,d), (82)
with probabilities pis = 〈Ψ|Mis†Mis |Ψ〉. Depending on the re-
sult of the measurement one of the the unitary transformations
U is is applied on both particles to obtain the target state, i.e.,
(U is⊗U is) |Φis〉= |Φ〉.
1. Examples for entanglement transformations
We now give three illustrative examples both to demon-
strate the adaptability of our results to the deterministic trans-
formations of entanglement and to enhance the intelligibility
of our method.
We first consider the complete solution of three-level sys-
tems. There are two possible cases for d = 3: Either ψ2 ≤ φ2
or ψ2 ≥ φ2 may exist where ψ1 ≤ φ1 and ψ3 ≥ φ3 follow from
the majorization condition.
Example 1: The case ψ1 ≤ φ1, ψ2 ≤ φ2, ψ3 ≥ φ3. We first
construct Table VII. The permutations in Table VII constitute
TABLE VII. All possible permutations for the caseψ1≤ φ1, ψ2≤ φ2,
and ψ3 ≥ φ3 of d = 3.
ψ1 ≤ φ1 ψ2 ≤ φ2
ψ3 ≥ φ3 |1〉 ↔ |3〉 |2〉 ↔ |3〉
the SP together with identity transformation I3 (while there
are d−1 permutations in Table VII, a single SP is sufficient).
Figure 6 provides the pictorial representation of permutations
given in Table VII. The SP is then obtained such that
FIG. 6. Pictorial representation of the permutations given in Table
VII. These two permutations here constitute a single SP together with
identity transformation I3.
U =
{
U1,U2,U3
}
=
{
I3, |2〉 ↔ |3〉 , |1〉 ↔ |3〉
}
. (83)
The measurement stage begins after completing the first and
most important step−obtaining the correct set of permutations
U i. A generalized three-outcome measurement with the mea-
surement operators,
Mi =
√
pi
3
∑
j=1
ci j
ψ j
| j〉〈 j| , (
3
∑
i=1
Mi
†
Mi = I3), (84)
is performed on one of the parties of the initial state |Ψ〉 =
∑3j=1ψ j | j〉 | j〉. Here, ci j is the (i j)th element of the matrix
c where (ci1,ci2,ci3)T = (U i)†(φ1,φ2,φ3)T . The matrix c is
given by
c=
 φ1 φ2 φ3φ1 φ3 φ2
φ3 φ2 φ1
 . (85)
The state after the measurement turns out to be one of the
states
Mi |Ψ〉 → |Φi〉=
3
∑
j=1
ci j | j〉 | j〉 (i= 1,2,3), (86)
with probabilities pi = 〈Ψ|Mi†Mi |Ψ〉. The state |Φ1〉 is al-
ready the target state |Φ〉=∑3j=1 φ j | j〉 | j〉, and the states |Φ2〉
and |Φ3〉 can be transformed to the target state by local uni-
tary transformations (permutations) |2〉 ↔ |3〉 and |1〉 ↔ |3〉,
respectively. In other words, the POVM measurement yields
one of the states
|Φ1〉=
3
∑
j=1
φ j | j〉 | j〉 ,
|Φ2〉=φ1 |1〉 |1〉+φ3 |2〉 |2〉+φ2 |3〉 |3〉 ,
|Φ3〉=φ3 |1〉 |1〉+φ2 |2〉 |2〉+φ1 |3〉 |3〉 ,
(87)
with probabilities pi where (U2 ⊗U2) |Φ2〉 = |Φ〉, (U3 ⊗
U3) |Φ3〉= |Φ〉 and the permutationsU i are given in Eq. (83).
Also, the condition∑3i=1Mi
†Mi= I3 implies that the following
three linear equations
3
∑
i=1
pic2i j = ψ
2
j , ( j = 1,2,3), (88)
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should be satisfied, and solutions of these linear equations give
the probabilities. Thus, probabilities are found to be
p1 = 1− p2− p3, p2 = φ
2
2 −ψ22
φ 22 −φ 23
, p3 =
φ 21 −ψ21
φ 21 −φ 23
.(89)
Example 2: The case ψ1 ≤ φ1, ψ2 ≥ φ2, ψ3 ≥ φ3. The
permutations in Table VIII constitute the SP together with
identity transformation I3 (a single SP is sufficient). Figure
TABLE VIII. All possible permutations for the case ψ1 ≤ φ1, ψ2 ≥
φ2, and ψ3 ≥ φ3 of d = 3.
ψ1 ≤ φ1
ψ2 ≥ φ2 |1〉 ↔ |2〉
ψ3 ≥ φ3 |1〉 ↔ |3〉
7 provides the pictorial representation of permutations given
in Table VIII. Then, the SP is obtained such that
FIG. 7. Pictorial representation of the permutations given in Table
VIII. Here, two permutations constitute a single SP together with
identity transformation I3.
U =
{
U1,U2,U3
}
=
{
I3, |1〉 ↔ |2〉 , |1〉 ↔ |3〉
}
. (90)
A generalized three-outcome measurement with the measure-
ment operators defined by Eq. (84) is performed on one
of the particles of the initial state |Ψ〉. In Eq. (84), ci j
is the (i j)th element of the matrix c where (ci1,ci2,ci3)T =
(U i)†(φ1,φ2,φ3)T . The matrix c is given by
c=
 φ1 φ2 φ3φ2 φ1 φ3
φ3 φ2 φ1
 . (91)
The state after the measurement turns out to be one of
the states, given in Eq. (86), with probabilities pi =
〈Ψ|Mi†Mi |Ψ〉. The state |Φ1〉 is already the target state |Φ〉,
and the states |Φ2〉 and |Φ3〉 can be transformed to the target
state by local unitary transformations (permutations) |1〉↔ |2〉
and |1〉 ↔ |3〉, respectively. In other words, the POVM mea-
surement yields one of the states
|Φ1〉=
3
∑
j=1
φ j | j〉 | j〉 ,
|Φ2〉=φ2 |1〉 |1〉+φ1 |2〉 |2〉+φ3 |3〉 |3〉 ,
|Φ3〉=φ3 |1〉 |1〉+φ2 |2〉 |2〉+φ1 |3〉 |3〉 ,
(92)
with probabilities pi where (U2 ⊗U2) |Φ2〉 = |Φ〉, (U3 ⊗
U3) |Φ3〉= |Φ〉 and the permutationsU i are given in Eq. (90).
The condition ∑3i=1Mi
†Mi = I3 implies that the following lin-
ear equations
3
∑
i=1
pic2i j = ψ
2
j , ( j = 1,2,3), (93)
should be satisfied, and solutions of these linear equations give
the probabilities. Thus, probabilities are found to be
p1 = 1− p2− p3, p2 = ψ
2
2 −φ 22
φ 21 −φ 22
, p3 =
ψ23 −φ 23
φ 21 −φ 23
.(94)
We eventually obtained the complete solution for d = 3 by
solving the two possible cases.
Example 3. As a third example, we consider the case
ψ2 ≥ φ2 and ψ3 ≤ φ3 for d = 4 where ψ1 ≤ φ1 and ψ4 ≥ φ4
follow from the majorization condition. To begin with, we
construct Table IX. The permutations in Table IX constitute
TABLE IX. All possible permutations for the case ψ1 ≤ φ1, ψ2 ≥ φ2,
ψ3 ≤ φ3, and ψ4 ≥ φ4 of d = 4.
ψ1 ≤ φ1 ψ3 ≤ φ3
ψ2 ≥ φ2 |1〉 ↔ |2〉 -
ψ4 ≥ φ4 |1〉 ↔ |4〉 |3〉 ↔ |4〉
the SP together with identity transformation I4 (while there
are d− 1 permutations in Table IX, a single SP is sufficient).
Figure 8 provides the pictorial representation of permutations
given in Table IX. The SP is then obtained such that
FIG. 8. Pictorial representation of the permutations given in Table
IX. Here, three permutations constitute a single SP together with
identity transformation I4.
U =
{
U1,U2,U3,U4
}
=
{
I4, |1〉 ↔ |2〉 , |3〉 ↔ |4〉 , |1〉 ↔ |4〉
}
.
(95)
A generalized four-outcome measurement with the measure-
ment operators,
Mi =
√
pi
4
∑
j=1
ci j
ψ j
| j〉〈 j| , (
4
∑
i=1
Mi
†
Mi = I4), (96)
is performed on one of the particles of the initial state |Ψ〉 =
∑4j=1ψ j | j〉 | j〉. Here, ci j is the (i j)th element of the matrix c
where (ci1,ci2,ci3,ci4)T = (U i)†(φ1,φ2,φ3,φ4)T . The matrix
c is given by
c=
 φ1 φ2 φ3 φ4φ2 φ1 φ3 φ4φ1 φ2 φ4 φ3
φ4 φ2 φ3 φ1
 . (97)
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The state after the measurement turns out to be one of the
states
Mi |Ψ〉 → |Φi〉=
4
∑
j=1
ci j | j〉 | j〉 (i= 1,2,3,4), (98)
with probabilities pi = 〈Ψ|Mi†Mi |Ψ〉. The state |Φ1〉 is al-
ready the target state |Φ〉=∑4j=1 φ j | j〉 | j〉, and the states |Φ2〉,
|Φ3〉 and |Φ4〉 can be transformed to the target state by local
unitary transformations (permutations) |1〉 ↔ |2〉, |3〉 ↔ |4〉
and |1〉↔ |4〉, respectively. Also, the condition ∑4i=1Mi†Mi =
I4 implies that the following linear equations
4
∑
i=1
pic2i j = ψ
2
j , ( j = 1, . . . ,4), (99)
should be satisfied, and solutions of these linear equations give
the probabilities. Thus, probabilities are found to be
p1 = 1−
4
∑
i=2
pi, p2 =
ψ22 −φ 22
φ 21 −φ 22
, p3 =
φ 23 −ψ23
φ 23 −φ 24
,
p4 =
ψ23 +ψ
2
4 −φ 23 −φ 24
φ 21 −φ 24
.
(100)
Succinctly, the POVM measurement yields one of the states
|Φ1〉=
4
∑
j=1
φ j | j〉 | j〉 ,
|Φ2〉=φ2 |1〉 |1〉+φ1 |2〉 |2〉+φ3 |3〉 |3〉+φ4 |4〉 |4〉 ,
|Φ3〉=φ1 |1〉 |1〉+φ2 |2〉 |2〉+φ4 |3〉 |3〉+φ3 |4〉 |4〉 ,
|Φ4〉=φ4 |1〉 |1〉+φ2 |2〉 |2〉+φ3 |3〉 |3〉+φ1 |4〉 |4〉 ,
(101)
with the probabilities pi given in Eq. (100) where (U i ⊗
U i) |Φi〉 = |Φ〉 (i = 1,2,3,4) and the permutations U i are
given in Eq. (95). Since all states obtained after the mea-
surement are transformed to the target state by local unitary
transformations and the total probability of success is unity
(∑4i=1 pi = 1), we may conclude that the deterministic trans-
formation |Ψ〉 → |Φ〉 can be obtained by LOCC.
IV. CONCLUSION
In this paper, we present two explicit protocols for the de-
terministic transformations of coherent states under incoher-
ent operations. We first present a permutation-based proto-
col (protocol I) which reduces the problem of d-level deter-
ministic coherence transformations to solving d linear equa-
tions for d unknowns (probabilities). We give two illustra-
tive examples to make the protocol clearer. One of the most
significant points of protocol I is that it provides a single
map, that is, Φs[ρψ ] = ρφ . Using protocol I, one can easily
find the sets of permutations, probabilities and Kraus opera-
tors for d-level systems. We then present generalized solu-
tions for some source and target states using protocol I. We
also present an alternative protocol (protocol II) where we
use lower dimensional (d′ < d) solutions of the permutation-
based protocol to obtain the complete transformation as a
sequence of coherent-state transformations. In each step of
the complete transformation, we obtain at least d′− 1 coef-
ficients of the final coherent state |φ〉 using d′-dimensional
subspace solutions. Thus, we obtain the d-level pure co-
herent state transformations by cascading a sequence of co-
herence transformations with the set of incoherent operations
{Φ(i)}i=1,2,...,b(d+d′−3)/(d′−1)c. We discuss an example for pro-
tocol II. Both protocols also provide complete solutions for
LOCC deterministic transformations of d⊗d bipartite entan-
gled pure states.
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