Purpose In patient-reported outcome research that utilizes item response theory (IRT), using statistical significance tests to detect misfit is usually the focus of IRT model-data fit evaluations. However, such evaluations rarely address the impact/consequence of using misfitting items on the intended clinical applications. This study was designed to evaluate the impact of IRT item misfit on score estimates and severity classifications and to demonstrate a recommended process of model-fit evaluation. Methods Using secondary data sources collected from the Patient-Reported Outcome Measurement Information System (PROMIS) wave 1 testing phase, analyses were conducted based on PROMIS depression (28 items; 782 cases) and pain interference (41 items; 845 cases) item banks. The identification of misfitting items was assessed using Orlando and Thissen's summed-score item-fit statistics and graphical displays. The impact of misfit was evaluated according to the agreement of both IRT-derived T-scores and severity classifications between inclusion and exclusion of misfitting items. Results The examination of the presence and impact of misfit suggested that item misfit had a negligible impact on the T-score estimates and severity classifications with the general population sample in the PROMIS depression and pain interference item banks, implying that the impact of item misfit was insignificant. Conclusions Findings support the T-score estimates in the two item banks as robust against item misfit at both the group and individual levels and add confidence to the use of T-scores for severity diagnosis in the studied sample. Recommendations on approaches for identifying item misfit (statistical significance) and assessing the misfit impact (practical significance) are given.
Introduction
Item response theory (IRT) [1] has been increasingly applied in patient-reported outcome (PRO) measures in the last decade. An example is the use of IRT in developing and validating Patient-Reported Outcome Measurement Information System (PROMIS) item banks [2] .
As an essential step in the IRT calibration process, the model-data fit is typically assessed by summarizing the discrepancy between observed values and the values expected under an IRT model using statistical tests of significance [3] . When significance tests suggest that an item does not fit well, the misfitting item is often removed from the item bank in PRO research. However, the misfitting item sometimes needs to be retained in the entire item bank due to its clinical relevance to the construct being measured or the unavailability of better fitting alternatives [4] . The question then becomes whether the observed misfit has an impact on the intended clinical applications, such as, estimating a patient's health status/trait and classifying severity levels for diagnosis (e.g., normal, mild, moderate or severe). Ultimately, it is the practical impact/consequence of misfit that should be considered when deciding on the merits of an IRT model for use in particular PRO situations. If the consequence is negligible, the misfit in the model may be tolerable [5] . This view is also echoed by the aphorism in statistics that ''essentially all models are wrong but some are useful'' [6] .
Using statistical significance tests to detect misfit is usually the focus of IRT misfit evaluations, but such evaluations rarely address the consequences of using misfitting items and item statistics associated with them. A number of researchers [7, 8] have studied the practical consequences of misfit with various empirical educational testing datasets and concluded that the misfit was not always practically significant. However, in PRO research, which is distinct from educational testing settings, little is known about the extent to which the validity of inferences drawn from IRT-derived scores is robust against the misfit. As specified in the PROMIS psychometric evaluation and calibration plan [4] , the issue is to determine to what degree misfit affects the model performance in terms of valid score interpretation. Moreover, for PRO measures that are used as screening and diagnostic tools, examining the impact of misfit on the score use for clinical diagnosis is of great clinical value and interest.
The main objective of this study was to evaluate the impact of IRT item misfit on score estimates and severity classifications. Analyses were conducted on the basis of item banks developed by the PROMIS [9] that measure depression and pain interference [10, 11] . This study also aims to demonstrate a recommended process of IRT model-fit evaluation, which not only includes identifying misfitting items, but also involves assessing the impact of item misfit.
Methods

Sample and measure
The original PROMIS sample contained 21,133 participants, collected from the US general population and clinical populations in the PROMIS wave 1 testing phase [12] , and their responses were collected from 14 domains including depression and pain interference. Two data collection designs were applied: full-bank design and block design. In the full-bank design (N full-bank = 7005; all from the general population), respondents received all candidate items in a single domain. Full-bank cases responded to all items of a PROMIS domain along with all items of an existing legacy measure, which refers to a widely accepted and carefully validated measurement instrument for the respective domain. The full-bank design allowed for psychometric evaluation, such as, model-data fit and dimensionality, within a PROMIS domain. In the block design (N block = 14,128; 6245 participants were from the general population, and 7883 were clinical participants), a block of 7 items in each of the 14 domains (98 items in total) was administered to respondents. The block design made it possible to examine the relationships across PROMIS domains. Details of sampling, item bank construction, and item content were documented elsewhere [4, [9] [10] [11] [12] [13] . Respondents were excluded from data analyses if they responded to less than half of the bank items or if their response time per item was less than a second on average and/or less than half a second for ten consecutive items.
Using secondary data sources collected from the aforementioned PROMIS wave 1 testing phase, analyses in the present study were conducted based on two PROMIS domains: depression and pain interference. In the domain of depression, 782 full-bank cases (all from the general population) completed the 28-item PROMIS depression item bank (PROMIS-DEP) along with the Center for Epidemiologic Studies Depression Scale (CES-D) [14] , and 14,057 block cases (6213 general population cases and 7844 clinical cases) completed a subset of seven items in the PROMIS-DEP. The 782 full-bank cases were used as the final sample for the current analyses, and the block cases were dropped for these analyses due to substantial missing responses. In the final depression sample (n PROMIS-DEP = 782), 24% of this sample was scored 16 or higher and was indicated as at risk for clinical depression by the CES-D. The depression sample consisted of 375 males (48%) and 406 females (52%), ranging from 18 to 88 years old (M = 51 years, SD = 19). Seventy-eight percent of the respondents had completed higher than a high school level education.
In the pain interference domain, 845 full-bank cases (all from the general population) completed the 41-item PROMIS-pain interference item bank (PROMIS-PI) along with the Brief Pain Inventory Pain Interference (BPI-PI) subscale [15] , and 14,003 block cases (6186 general population cases and 7817 clinical cases) completed a subset of seven items in the PROMIS-PI. The 845 full-bank cases were used as the final sample for the analyses in the current study, and the block cases were dropped for these analyses due to substantial missing responses. The pain interference final sample (n PROMIS-PI = 845) included 387 males (46%) and 458 females (54%), ranging from 18 to 88 years old (M = 51 years, SD = 18). Eighty-three percent of the respondents had completed more than a high school level education.
Person scores that reflected a respondent's latent depression/pain interference severity levels were quantified by the PROMIS T-scores (M = 50, SD = 10), which are anchored to a general US population in terms of key demographics including age, gender, and race/ethnicity [12] . High T-scores reflected worse symptoms. Respondents' symptom severities on the T-score metric were classified into four categories: normal, mild, moderate, and severe. To identify the thresholds for differentiating each pair of adjacent severity categories, Cella et al. [16] conducted an empirical standard setting study in oncology and applied a modified bookmark method to derive these thresholds. In the study, clinical experts rank-ordered a series of vignette cards (showing the most likely response to each of five representative items in a PROMIS domain for a given T-score level) by severity, placed bookmarks to differentiate the cards into different severity categories and arrived at consensus. Cella et al. recommended severity thresholds differentiating each pair of adjacent severity categories from normal to severe as 55, 65, and 75 for the depression item bank and 50, 60, and 70 for the pain interference item bank; all were on the T-score metric. These thresholds were applied in the current study to classify the severity category for each respondent, with details described shortly.
Procedure
Prior to item calibration, IRT assumptions of unidimensionality and local independence were tested. To determine essential unidimensionality, a single-factor confirmatory factor analysis (CFA) model was employed based on the raw categorical data with a weighted least squares means and variance-adjusted estimator (WLSMV estimation) using Mplus 6 [17] . The goodness of fit of the CFA was evaluated using the comparative fit index (CFI), the Tucker Lewis index (TLI) and the root-mean-square error of approximation (RMSEA) [18] [19] [20] [21] . A very good fit (CFI [ .95; RMSEA \ .05; TLI [ .95) or an adequate fit (CFI [ .90; RMSEA \ .10; TLI [ .90) from the singlefactor CFA would support the unidimensionality assumption. Local independence was evaluated between item pairs using a residual correlation matrix produced by the singlefactor CFA in Mplus 6. An absolute value in excess of .20 in the residual correlation indicates possible local dependencies [4] .
The evaluation of IRT model fit involved two steps: identifying misfitting items by using both statistical test and graphical approach, and then evaluating the impact of item misfit on T-score estimates and severity classifications.
The identification of misfitting items was assessed using Orlando and Thissen's [22] summed-score item-fit statistics (S-X 2 ) in IRTPRO [23] , and misfit was indicated by significant results with a Benjamini and Hochberg [24] adjusted overall alpha level of .05. 1 In addition to statistical tests, the degree of IRT model-data fit was also assessed using graphical displays by plotting the residuals between the observed and IRT model-based expected frequencies at each summed score point for each score category. Misfit is indicated by the pattern of substantial data exhibiting a large departure from zero in the residual plot.
In each domain, item and person parameters based on all items in the full item bank were calibrated using the graded response model (GRM) [25] . After omitting the misfitting items from the respective item bank, the remaining items (the item set consisting of well-fitting items) were assessed in terms of the unidimensionality and local independence assumptions using the aforementioned procedure, and these items were calibrated using GRM. All calibrations were performed in MULTILOG 7.03 [26] . In each calibration, the Stocking and Lord characteristic curve (SL) method [27] was applied to place the newly calibrated PROMIS parameters into the established/published PROMIS metric [10, 11] . The STUIRT computer program [28] was used to apply the SL procedure. As a linear transformation method, the SL utilized the item parameter estimates of anchor items taken from the new calibration and the established PROMIS metric to determine the scaling constants (multiplicative and additive constants). In this case, the wellfitting item set was designated as the anchor items. Once the scaling constants were obtained, all item and person (h) parameters from the new calibration were linearly transformed to the established PROMIS metric. In other words, the h scores obtained from all calibrations were placed on the same metric, allowing for direct comparisons. The IRTbased h scores were then converted to PROMIS T-scores (T = [10 9 h] ? 50). In each domain, two T-scores were obtained for each respondent; T 1 was based on the calibration of all items, and T 2 was based on the calibration after omitting the misfitting items. Two severity classifications, SC 1 (based on the calibration of all items) and SC 2 (based on the calibration after omitting the misfitting items), were computed accordingly for each respondent by applying the corresponding severity thresholds (PROMIS-DEP: \55 normal, 55-64 mild, 65-74 moderate, and C75 severe; PROMIS-PI: \50 normal, 50-59 mild, 60-69 moderate, and C70 severe [16] ).
The impact of misfit was evaluated in terms of the agreement of T-scores and severity classifications. The extent of these agreements serves as a measure for the practical significance of the observed item misfit. The Tscore agreement was evaluated at both the group and individual levels. At the group level, Cohen's d, the rootmean-square difference (RMSD) and the Pearson product-moment correlation (r) of the T-scores between inclusion and exclusion of misfitting items were computed. Cohen's guidance on small, medium, and large effect sizes [29] was employed to judge whether the group mean difference was of practical significance. At the individual level, any absolute difference of the T-scores that was larger than the lower bound of minimally important differences (MID) ranges was considered to have practical significance. According to an empirical study conducted with PROMIS in advanced-stage cancer patients [30] , the recommended T-score MID ranges were 3.0-4.5 for depression and 4.0-6.0 for pain interference. We thus considered 3 and 4 as the cutoffs, respectively, for the PROMIS-DEP and PROMIS-PI to examine whether the individual level Tscore difference is of practical significance.
Regarding the agreement of severity classifications, the classification consistency, over-classification rate, and under-classification rate were calculated by averaging the percentages of respective respondents. A respondent was considered consistently classified if SC 1 = SC 2 , overclassified if SC 1 [ SC 2, and under-classified if SC 1 \ SC 2 .
Results
In both domains, the summed score distributions, Cronbach's alpha and adjusted item-total correlations were calculated based on all items in the full item bank and the item set excluding the misfitting items. The results are reported in Table 1 . Summed score distributions were positively skewed for both domains, with skewness ranging from 1.30 to 1.84. The alpha coefficients were .98 for the PROMIS-DEP and .99 for the PROMIS-PI. The mean adjusted item-total correlation for the PROMIS-DEP was .79 and that for the PROMIS-PI was .81 (Table 1) .
The IRT assumptions were tested. For the examination of dimensionality, the fit statistics demonstrated an adequate fit for both item banks (Table 1) , which lent support to the essential unidimensional assumption. Local independence was largely assumed in both domains, with the exception of one item pair. In the PROMIS-PI item set after removing the misfitting items, the value of residual correlation between the item pair ''How often did pain prevent you from sitting for more than 30 min?'' and ''How often did pain prevent you from sitting for more than 1 h?'' (r = .207) was slightly greater than the threshold, which is likely due to the similar item content. In summary, the assumptions of unidimensionality and local independence were met to a great extent and hence we moved onto the IRT calibration.
In the misfit identification, both statistical tests and graphical displays were examined. Using S-X 2 , one misfitting item was detected in the PROMIS-DEP, and seven misfitting items were identified in the PROMIS-PI. The S-X 2 statistics are reported in Table 2 . Taking one PROMIS-PI misfitting item (''How often did pain prevent you from walking more than 1 mile?'') as an example, Fig. 1 illustrates the graphical presentation of assessing item fit by plotting the residuals/differences between the observed and expected frequencies at each summed score point for each score category. Residuals with great departures from zero (with an absolute value greater than 2) appeared in almost all score categories, providing evidence of misfit.
In each domain, after the IRT item calibration and SL scaling procedure, two T-scores were obtained for each respondent (on the same metric) to examine the agreement of T-scores between inclusion and exclusion of misfitting items. At the group level, Cohen's d effect size measures, the RMSD, and the r of the T-scores between inclusion and exclusion of misfitting items were computed. As seen in Table 3 , the results suggested negligible mean differences and a nearly perfect agreement of the T-scores. At the individual level, any absolute difference in the T-scores that was larger than 3 for the PROMIS-DEP and 4 for the PROMIS-PI was considered practically significant. No cases were identified in the PROMIS-DEP, and one (.1%) case was reported in the PROMIS-PI, falling into the normal category. Taken together, the misfit impact on the T-score agreement was practically insignificant. In addition to the magnitude of agreement, the direction is also noteworthy. When misfitting items were included, respondents' T-scores tended to be underestimated on average, as shown in the negative values of Cohens'd effect sizes. These findings are in accordance with the pattern of the severity parameter estimates (b's). In both domains, the average b parameter estimates tended to be higher when misfitting items were included. In other words, the misfitting items generally reflected a higher level of severity than the well-fitting items, which echoes the observation that the majority of respondents endorsed the lowest score category, while a few respondents endorsed the higher score categories for these misfitting items.
Furthermore, the practical significance of the observed item misfit was assessed in terms of the severity classifications. In both domains, classification consistency ranging from 98 to 99% implied very high agreement of severity classifications (Table 3 ). In the PROMIS-DEP, inclusion of misfitting items resulted in misclassification for six (.8%) respondents, four cases were under-classified, and two cases were over-classified (Table 3 ). In the PROMIS-PI, 18 respondents (2.1%) were misclassified when misfitting items were included. Nine cases were under-classified, and nine were over-classified (Table 3) . Overall, the misfit impact on the severity classifications can be considered negligible because fewer respondents were affected; however, the misclassification rate for each severity category varied and ranged from 0 to 7.5% (Table 3) .
Discussion and conclusions
The examination of the presence and impact of IRT item misfit suggested that item misfit had a negligible impact on the T-score estimates and severity classifications with the general population sample in the PROMIS depression and pain interference item banks, implying that the impact of item misfit was insignificant. The evidence reported in the study supports the T-score estimates in the two item banks as robust against item misfit at both the group and individual levels, and it adds confidence to the use of T-scores for severity diagnosis in the studied sample.
PROMIS item banks were employed as a demonstrated case in the present study to illustrate the recommended process of IRT model-fit evaluation, which involves identification of the presence of item misfit (statistical significance) and assessment of the impact of item misfit (practical significance). A detailed discussion follows, and recommendations are given.
Identification of the presence of item misfit (statistical significance)
In the identification of the presence of item misfit, we employed Orlando and Thissen's [22] summed-score itemfit statistics (S-X 2 ). As a summed score-based method, S-X 2 was found to perform better than the traditional Chi- square-type item-fit statistics as well as to yield acceptable power and maintain a nominal Type I error rate for detecting misfit with normally distributed data [31, 32] . However, the performance of S-X 2 in detecting misfit can be influenced by the data distribution and test length [32, 33] . While statistical tests to detect misfit can be sensitive to the aforementioned factors, another direction for assessing item fit is the use of graphical approaches, which is strongly advocated by Hambleton and Han [5] . Graphical approaches offer an effective and Fig. 1 Example of residual plot for assessing item fit. Note For the item ''How often did pain prevent you from walking more than 1 mile?'' Orlando and Thissen's summed-score item-fit statistics (S-X 2 ) is 222.77 (p \ .0001). y-axis = residual, which is the difference between the observed frequency and the IRT model expected frequency at each summed score point. Zero cell frequencies are excluded from the plot straightforward approach for researchers to examine the discrepancy between the observed and expected frequencies more closely at each score point. One simple graphical approach is to plot the observed and expected frequencies at each score point (either sum scores or latent trait estimates depending on the fit statistics) either in a residual plot (example in Fig. 1 ) or along item characteristic curves (example in [8] ). We highly recommend that both statistical tests and graphical presentations be considered when determining model-data misfit.
Assessment of the impact of item misfit (practical significance)
Researchers or practitioners who study model fit often discover a model-fit evaluation with statistical significance testing and ignore the step of assessing the practical significance of model misfit. Assessment of practical significance of misfit refers to an assessment of the extent to which inferences drawn based on the test scores may be robust against the model misfit. As equally, if not more, Respondents' estimated T-scores were classified into four categories, normal, mild, moderate, and severe, by applying corresponding thresholds: depression: \55 normal, 55-64 mild, 65-74 moderate, and C75 severe; pain interference: \50 normal, 50-59 mild, 60-69 moderate, and C70 severe. Two severity classifications (SC 1 and SC 2 ) were computed for each respondent: SC 1 was based on the calibration of all items, and SC 2 was based on the calibration after omitting the misfitting items. A respondent was considered consistently classified if SC 1 = SC 2 , overclassified if SC 1 [ SC 2 , and under-classified if SC 1 \ SC 2 . The classification consistency, over-classification rate, and under-classification rate were calculated by averaging the percentages of respective respondents in the corresponding item bank f Any absolute difference (AD) of T-scores at the individual level that is larger than the lower bound of minimally important difference (MID) of 3 for the depression item bank and 4 for the pain interference item bank is considered to be of practical significance g %: the misclassification rate within each severity category was calculated as the number of misclassified cases in the respective severity category divided by the sample size of the same severity category based on the item set excluding misfitting items important as the analysis of statistical significance, assessing the practical significance of model misfit is a crucial step of model-fit evaluation; model fit or misfit can have consequences that one should consider when selecting an IRT model. In the present study, we demonstrated the distinction between practical significance and statistical significance through an example of two PROMIS item banks. Although the data suggested statistically significant item misfit, the nature of the observed misfit was of little practical consequence in terms of estimating scores and classifying severity categories. In other words, the impact of the lack of model-data fit may or may not be consequential for the major uses of the test scores. The assessment of the practical significance of item misfit has emerged in the educational measurement literature [3, 7, 8] , but there have been few, if any, attempts to assess the practical impact of IRT misfit on PRO datasets. Ideally, the misfit impact assessment would involve comparisons between decisions made from an operational model and the ideal decisions under a perfectly fitting model. Unfortunately, such assessment can rarely, if ever, be conducted in practice due to the lack of a perfectly fitting model. Sinharay and Haberman [7] suggested replacing the ideal decisions with decisions made from scores under a better fit scenario. Adapting their guidelines about the assessment of misfit impact for educational tests into the PRO context, our recommended approach involves the following process: The first step focuses on identifying misfit using statistical significance tests. If no misfit is detected as statistically significant, the scores derived from the operational IRT model can be used. If misfit is detected, one should move on to the next step to assess the practical significance of misfit. If the misfit observed is practically insignificant, the scores derived from the operational IRT model can be used. If the misfit is practically significant, one should consider improving the fit by, such as, using a better-fitting model or excluding the misfitting items and then using the scores derived from the improved fit scenario. This approach carries several advantages. First, it is easy to implement in most IRT software in practice and can easily be generalized to broader quality of life research contexts beyond PRO research. In our case, we considered exclusion of misfitting items as a means of improving fit. In other cases (e.g., in the test construction stage), the use of an alternative IRT model that yields superior fit may offer a better solution for improving the fit. Caution should be taken about the reliability of the remaining items after omitting misfitting items. When a considerable number of misfitting items is deleted, test score reliability is likely to be lowered due to the shortened test length.
In addition to presenting the procedure for assessing the impact of misfit, we utilized several indices as misfit impact measures. These measures involve two measurement levels: the group level and the individual level. As an effect-sizetype measure focusing on the group level, Cohen's d calculated the differences of group means between inclusion and exclusion of misfitting items. At the individual level, every single respondent was examined through referring their Tscore difference (resulting from misfit) to minimally important differences and comparing the agreement of individual severity classifications between with and without misfitting items. Additionally, it is worth highlighting that the minimally important differences and severity thresholds employed in the study were derived from empirical studies [16, 30] rather than as an arbitrary value, which enhances the applicability of the findings.
Limitations and future directions
Limitations of the study are acknowledged. We only utilized the full-bank sample in the IRT calibration and model-fit assessment with the intention of avoiding the influence of missing data due to the block design and reducing the sensitivity of Chi-square-type fit statistics to a large sample size. This, along with different computer programs, test lengths, and alpha levels used for detecting misfit may lead to discrepancies, wherein the misfitting items were identified relative to previous studies [10, 11] . Correspondingly, caution should be taken about the generalizability of the results to clinical samples. The findings of this study about the T-score performance are specific to the general population sample. With clinical respondents added in, the entire sample, including the general population and clinical respondents, would become more heterogeneous and less skewed. The performance of the item-fit statistics in detecting misfit and the impact of the observed misfit need to be further investigated; there is evidence from a recent simulation study [34] that different percentages of clinical respondents in a calibration sample containing both clinical and nonclinical cases resulted in noticeable differences in item parameter and latent trait estimates.
Additionally, this study examined the misfit impact in the context of the full item bank. Given the distinguishing feature of PROMIS short forms, either static [10, 11] or dynamic computerized adaptive testing (CAT) (e.g., [35] ) forms, it would be of practical value to extend the misfit impact study from the full item bank to the short forms. Follow-up studies could be conducted to compare the PROMIS T-scores resulting from a short form with a given number of well-fitting items to T-scores resulting from another short form with the same length that contains some misfitting items. It is an on-going process to continuously collect evidence on the decisions made based on the PROMIS scores that can be used in various applications (e.g., short forms, linking across multiple PROs assessing a similar domain) to ensure valid score interpretation and usage when accounting for misfit. Lastly, the minimally important differences and severity thresholds used here were derived for cancer patients [14, 20] rather than general populations.
In conclusion, this study serves as an important start for assessing the practical impact/consequence of IRT item misfit in PRO research. We hope to draw attention for PRO researchers that, in the IRT model-fit assessment, not only identifying misfitting items (statistical significance), but also evaluating the misfit impact (practical significance) should be adopted as a common practice in IRT applications for PRO research and practice.
