Abstract
Introduction
Registration is a key problem in medical imaging. Indeed, the physician must often compare or fuse different images. The problem is as follow: given two 30 images, find the geometric transformation that best superposes them, with respect to some constraints. If the two images come from the same patient and from a rigid anatomical organ, then the problem is rigid registration. Otherwise it is nonrig id registration.
The registration techniques can be classified into two classes: 1) techniques using additional artificial markers and 2) techniques without additional artificial markers. The fixation of markers can be very invasive or can produce unacceptable constraints. This paper is related to the second class of techniques.
Different methods have been proposed to try to solve the registration problem without additional markers. Usually, registration is based on a representation computed from the 3D images. This representation can be high level (graphs, crest points, crest lines), middle level (surfaces, contours) or low level. We do not review in this paper registration methods based on high and middle level representations.
They are quite numerous. A complete review can be found in [2, 5, 33, 161 : we just quote the most recent papers.
The registration method presented in this paper is related to intensity based techniques. Most of them are for 3D-3D rigid registration and try to maximize the correlation [36, 201 or the mutual information [28, 11, 341 between the two images. The basic idea is that a high or middle level representation can be difficult to compute either because of the image acquisition modality or because the organs do not have well defined contours in the images.
Brain images are a good example of images difficult to segment. A lot of research has been done to try to solve this problem [21, 35, 241 . However, matching of two MR brain images coming from two different patients has an important application. Indeed, we have access to a brain image which has been manually segmented (or labeled) (courtesy of Ron Kikinis, at the Brigham and Women's hospital, Boston) and we use it as an anatomical atlas. Hence, non rigid interpatient registration allows us to label automatically an MR image of a new patient into anatomical regions thanks to the knowledge of voxel to voxel correspondence.
Some interesting research has been done to compute this matching based on crest lines, surfaces or contours [29, 27, 16, 3 11 or based directly on the intensities in the images [3, 8, 18, 32, 121 . These techniques are eitherphysics based or are based on local information and do not minimize a global criterion. The algorithm presented in this paper is different: we compute a global geometric transformation minimizing an explicit global criterion. Note that this idea to deform an atlas towards an image can be criticized [23].
However we believe that our method can be useful at least as a preprocessing step before a more sophisticated approach is applied.
One of the difficulties is to segment (for point based techniques) or to correct the intensity (for intensity based techniques) of the images to register. This is because of the shape of the brain but also because of the gain problem in the MR images. We present in this paper a new registration and gain correction algorithm which is intensity based. This algorithm has numerous applications. Indeed, it should allow us to perform registration when contour (or higher level features) extraction is difficult. It is an extension of the ICP algorithm [4, 37, 25, 7, 61. Our technique presents the advantage to minimize a well defined global criterion, to deal with various classes of transformations (for example rigid, affine and volume spline), to be simple to implement and to be efficient in practice.
In this paper, we first present the representation on which the algorithm is based and the corresponding minimized criterion (section 2). Then, we describe the minimization algorithm (section 3) and the computation of the representation (section 4). Finally, we present the first results obtained with brain which demonstrate the validity of our approach (sections 5 and 6). We conclude by presenting the future directions of this work.
A global correlation criterion

The classical criterion
The most straightforward idea for registering two images il and i 2 with intensity functions 11 (x, y, z ) and 1 2 ( 2 , y, z ) is probably to minimize the criterion:
where f is a 3D-3D geometric transformation. two images, one can minimize the following criterion:
If it is necessary to correct the intensity to register the where f is a 3D-3D geometric transformation and g is an intensity correction function. But these formulations have a drawback: they search for an exact superposition of the two images although this might not always be possible with the considered class of transformations or deformations. We want to bring nearer the points with close intensity but we want to keep a constrained deformation.
Our criterion
In our formulation, we consider 3D images as surfaces in a4D space. Hence, an image corresponding to a function i = I(., y, z ) is represented by a set of 4D points ( z j , yj, z j , i j ) .
The first three coordinates are spatial coordinates and the fourth one is an intensity coordinate'.
We propose to minimize a global criterion measuring the correlation between the two images by deforming the scene image into the model image. In our formulation, it means that we deform the 4D surface. Then, we both correct the geometry and the intensity in the image2. The minimized energy function is as follows:
where xj denotes the three spatial coordinates of point M j , i.e. ( z j , yj, z j ) .
f is a function which associates a 3D point with a 3D point: it is the geometric transformation of the scene image. Note that it does not depend on the intensity. g is a function which associates a scalar value with a 4D point: it associates a new intensity to a point in the image depending on its position and its current intensity. P P P~D is the function which associates to a 4D point its closest point among the points describing the model image.
Finally, d is a function such that given two 4D points
where the ai are coefficients normalizing each coordinate between 0 and l.
Of course, a key point is to choose the definition domain of the function E: this constraints the functions f and g.
For example, if two images come from the same anatomical object and if the voxel intensities correctly represent the associated tissues, then the searched function f will be a rigid displacement and g will be fixed to be the identity function.
'More details about the choice of these 4Dpoints to represent the images 'Of course, we choose a very global function for intensity correction will be given in section 4.1.
otherwise registration would not make sense.
When the two anatomical regions do not come from the same patient, or when the anatomical region is deformable, the function f can be an affine or spline function (see appendix A). When the intensity in the images is perturbed by a distortion, one can also search g as an affine, polynomial or spline function, depending on the physical analysis of the pertubation.
Smoothing
When f and g are deformation functions, it is often necessary to add a smoothing term to E. In these cases, the new energy function E s m o o t h is:
where Smoothness(f, g , (xj ij)) is the sum of the norm of the second derivatives o f f and g with respect to each of their coordinates ("bending energy") respectively at points (xj) and (xj, ij).
Use of the gradient information
Even if the algorithm deals directly with intensities in the images, it can be desirable to enhance the importance of areas where the intensity varies a lot. These are the areas where the norm of the gradient is high. To obtain this result, we weight each term of the energy E with the norm of the gradient at the corresponding point:
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Note that it is possible to use the information of gradient direction. In this case, the points representing the images are no longer 4D points. They are 7D points: three spatial coordinates, one intensity coordinate and three gradient coordinates. Hence, the distance between two points is a compromise between the spatial distance, the difference of gradient norm and orientation and the difference of intensity. The minimization of the corresponding energy tends to minimize this difference between the two sets of points describing the images. This way of using the gradient information is similar to the use of surface normals presented in [ 171 for rigid surface registration.
Minimization technique
To minimize the energy function E or Esmooth, we developed a technique which does not require to compute the derivatives of these functions with respect to the parameters. It can be understood as an extension of the Iterative Closest Point algorithm [4, 37] or as an application of the formalism proposed in [9].
The algorithm
The minimization algorithm is iterative. At each iteration i, we compute two new estimates fi and gi o f f and g in two stages.
Stage 1: we build a set of pairs of 4D points Matchi by associating with each point Mj in the scene image the point Nj such that:
where xj are the three spatial coordinates of M j .
Matchi is made of the pairs ( M j , N j ) .
Stage 2: we simply compute in the least square sense the best transformations fi and gi corresponding to Matchi. These arefi and gi minimizing the criterion:
For the rigid, affine and spline transformations classes and for the smoothing terms which we are using, this criterion is quadratic and the least square estimation turns out to be the resolution of a linear system. The fact that this algorithm minimizes the defined energy and the convergence is easy to demonstrate3. Let us define the energy function E':
M , E I M A G E S C E N E
At stage 1 of our algorithm, the variables f and g are fixed and E' is minimized with respect to Match. Indeed, in this case, the function Match minimizing E' is such that:
At stage 2, the variable Match is fixed and E' is minimized with respect to f and g. Thus, at each stage, E' decreases.
Because E' is positive, the convergence is guaranteed, even if one can converge towards a local minimum and if the convergence can require an infinite time.
This minimization technique is very efficient. Contrary to the classical minimization techniques, it is not "local" (the transformation parameters can vary a lot between two successive iterations) and it does not require either the computation of the derivative of E with respect to the parameters or the tuning of some parameters. On the other hand, it assumes that each point in the scene image has a correspondent in the model image.
The occlusion problem
However, some points in one image do not have any correspondent in the other one because of potential occlusions. Another reason can come from the evolution of a pathology (a tumor for example).
It is very important to deal explicitly with this occlusion problem to get an accurate transformation. One could do it thanks to a robust criterion (in the sense of the statistics) like in [ 19, 101 for rigid surface registration. But stage 2 of the algorithm would not be a linear system resolution anymore and the algorithm would not be so efficient. We prefer the approach proposed in [37] for 3D-3D rigid surface registration. For each match ( M j , N j ) in Matchi, we decide if it is plausible or not. This point is very important because if we accept erroneous matches, the solution will be biased and if we reject correct matches, the solution will not be accurate.
For each pair ( M j , N j ) in Matchi, we compute the 4D Euclidean distance:
One can suppose that if the registration was correct, this Stage 2 of the minimization algorithm is simply modified so that the least square criterion takes into account only the plausible matches in Matchi4.
The representation of the images
Computing the representation
A fundamental point for this registration algorithm is to choose the 4D points representing the images. One can associate witheach voxel V apoint M = ( 2 , y, z , i), where 4 J~s t note that it would be possible to weight the criterion with aquantity inversely proportional to 6, and our minimization algorithm would still converge. To avoid this problem, we developed an algorithm to compute a more compact representation of the images. The basic idea is to split recursively the image into "quadrilaterals" until each "quadrilateral" contains only voxels of which the representative points can be approximated by a 4D hyperplan with an error smaller than t, where E is a parameter of the splitting algorithm5.
The details of this algorithm can be found in [22] . As a result, the image is represented by a set of "quadrilaterals" with different sizes containing relatively homogeneous voxels. A 4D centroid and a 4D hyperplan are attached to each "quadrilateral".
The points Mj used to describe the scene image in the minimization algorithm are simply the centroid attached to the "quadrilaterals" obtained by recursively splitting this image. To compute the function PPP4D in an efficient way, the model image is also splited into "quadrilaterals".
A 4D kd-tree [26] is calculated based on the centroids Bj resulting from the recursive split. During minimization, given a 4D point M , P P P~D ( M )
is computed as follows (see figure 1 ).
e Thanks to the kd-tree, we first find the centroid Bj
This centroid corresponds to a the closest to M .
"quadrilateral" Qj .
e P P P~D ( M )
is the closest point to M onto the hyperplan H j approximating the "quadrilateral" and lying in this "quadrilateral".
A coarse to fine multi-resolution strategy
The parameter E of the image splitting algorithm allows us to control the quality of the approximation. The smaller E , the better the approximation. However, when E is large, the number of points/hyperplans describing the image is small. Thus, E allows us to control the resolution.
It is also important to control the "quantity" of accepted deformation. We compute first rigid displacements, then affine transformations and finally spline deformations. For this last class of transformations, we can also choose the number of control points and the parameter X controlling the importance of the bending term in the criterion definition in order to control the "quantity" of allowed deformation.
The strategy that we propose to try to avoid the local minima during the minimization uses these two properties.
5The error can be the maximum of the points to plane distances or the average of these distances. At the beginning, we choose a low resolution and we compute rigid displacements. The biggest structures are then first registered. Then, progressively during the minimization process, we decrease E in order to enhance the quality of the approximation of the images and we allow more and more deformation from affine transformations to spline deformations.
Of course, this description of the strategy is very qualitative. In practice, the choice of the functions controlling these resolution and deformation parameters depends on the anatomical regions to register. But they have not been difficult to find in practice.
Results on brain data
We present in this section two examples of application of our volume registration algorithm with 3D brain MR images.
Rigid registration with intensity correction
The top two images of figure 2 are two slices of same index of twoMR images of the same brain. One can observe that ( 1 ) geometric registration is necessary since the two slices do not correspond to each other (for example the eyes are visible in one image and are not visible in the other one) (2) the left image is much brighter than the right one.
The algorithm described in this paper allows us to compute at the same time a rigid displacement to superpose the two images and a multiplication coefficient to correct the intensity. The bottom image of figure 2 shows the slice corresponding to the slice of the top left image after registration and resampling of the 3D image corresponding to the top right image.
For the registration, approximately 50000 points are used to describe the images. The resolution does not vary during the iterations. The CPU time is 5 minutes. After registration, the average mean distance between matched 4D points is 0.8 mm and the average difference of intensity is 2.8 (the intensity in the images is between 0 and 255). One can observe that after registration the two slices look much more similar both from the geometric and intensity viewpoints.
Matching with an atlas
Figures 3, 4 et 5 show an example of spline registration of two MR images of two different brains. In fact, one of the two images has been manually segmented into anatomical regions (courtesy of Ron Kikinis, at the Brigham and Women's hospital, Boston). It can be used as an anatomical atlas. Indeed, the matching allows us to label automatically the second image thanks to the knowledge of the voxel to voxel correspondence.
Registration uses in each image approximatively 50000 points. The computed deformation is a volume spline function (see appendix A) with 15 x 15 x 15 control points. There is no intensity correction. The CPU time is 25 minutes. The resolution varies linearly from 10000 points to 50000 points during the deformation process and X (the parameter controlling the smoothing term of the criterion) varies linearly from 5 to 2.
The registration is not perfect, even if it is not bad. This is due to two reasons:
we should use more 4D points to describe the images at the end of the process, the spline deformation is not local enough (15 x 15 x 15 control points is the maximum that we can use because of memory limitations).
We believe that these two problems should be fixed in the future thanks to more powerful workstations (we use a DEC alpha). Another possibility for fixing this problem may be to use radial bases functions [ l ] or adaptative splines [31] . We just want to note that our deformation seems to be better than the one based on Talairach atlas techniques. Moreover, because our deformation is quite global, we can guarantee that the result of our non rigid registration makes sense. Note also that before registration, it was quite difficult to identify in the two images the corresponding structures while it is quite easy after registration.
If a more local registration was necessary, the output of our algorithm could be a good input for techniques like [32, 81 which are maybe more sensitive to their initialization but which are more local.
Results on heart data
A common examination for detection of cardiac ischemia is the stress-rest comparison in myocardial perfusion studies provided by Nuclear Medicine. Experiments on a 40 patients' database of such data are presented in [15].
Conclusion
We have presented in this paper a new and efficient algorithm for registration-intensity correction of 3D images. This algorithm is an extension of the original ICP algorithm to volume registration and deals explicitly with the occlusion problem. The computed transformations are rigid, affine or spline. The experiments demonstrate the validity of our approach even if a complete clinical validation is necessary.
For future work, the technique presented in this paper has at least three very interesting extensions. The first problem is the use of another transformation class for non-rigidregistration. It could be radial bases functions [ 11. The learningbased deformations are also very interesting [13, 301. It should be possible to perform some statistics (thanks to a database) on the positions of the control points to constraint the possible deformations.
The second problem is the use of volume spline registration for motion tracking in sequences of 3D images (MR, SPECT or f-MRI). Indeed time sequences of 3D images will probably be more and more common and we believe that analysis of such images is a challenge.
The third problem is "atlas building". The problem is as follow: given a set of images with known diagnosis, assuming that one is able to perform non rigid registration, build a data structure which will allow us, given an image notpresent in the database, to provide a predicted diagnosis. We would like to show that our spline registration improves the quality of the results with respect to the affine registration techniques used in most of the papers dealing with this problem.
We hope that some first results for these three problems will be available at the time of the workshop.
A 3D-3D volume spline deformations
We have chosen to implement the algorithm presented in this paper with spline deformations. It is the class of functions get by tensor product of spline bases functions: uted knots. In our formulation, the class of 3D-3D spline function is only described by moving the control points.
In the definition of the criterion, a smoothing energy is added to the least square term on the position in order to control the regularity of the solution. This energy is expressed as a second order Tikhonov stabilizer. The criterion is the sum of the two energies, a multiplying weight X ponderates the importance of the smoothing energy with respect to the position energy.
Because the criterion is quadratic in CGk, CGk and Cfjk, the least square minimization at stage 2 of the algorithm presented in this paper is a linear system resolution, which is quite efficient in practice.
We have chosen the 3D-3D spline functions for efficiency but also because they have interesting geometric properties: 
