Transmit pulse width (psec) Fig. 4. Compressed pulse width p,% (a) and the degradation in compressed peak power A P (b) as a function of T, for several antenna beam widths. Notation of lines and symbols in (a) also applies to (b).
return signal clearly affects range resolution and the peak power level of a compressed pulse. This means that the "effective" compression ratio is degraded by signal decorrelation. It is also found that the sidelobe shape is modified by the decorrelation (i.e., sidelobe nulls entirely disappear) and that the sidelobe levels averaged over a sidelobe "cycle" (from null to null) are not affected by signal decorrelation. The latter fact suggests that signal decorrelation does not degrade the ratio of rain echo to the range sidelobe interference level, because the rain echo level is approximately proportional to the product of compressed pulse width and the compressed peak power which is found to be almost constant regardless of signal decorrelation from the numerical calculation. The compressed pulse width (p,,,; -3-dB width) and the decrease in compressed peak power ( A P in decibel) obtained from each calculated waveform are shown in Fig. 4 as a function of transmit pulse width Tw. As a guideline of the limit of T, that gives tolerable degradation in pulse compression performance, we consider T,, values at which p,,, and A P are degraded by IO and 20% (in the case of A P , 0.45 and 0.97 dB). Those T, values are estimated from second-order polynomial regressions of the curves shown in Fig.  4 , and the following results are obtained: 1) To keep the degradations in pw. and A P within 10% (0.45 dB), Tw should be less than 0.5670.1 for the rectangular pulse, and 0.8670.1 for the cosine pulse;
2) To keep the degradations in pn, and A P within 20% (0.97 dB), Tw should be less than about O .~T~, , for the rectangular pulse, and about 1.370,, for the cosine pulse.
It should be noted that the results shown in Figs. 2-4 are based on the calculation using (l4), which neglects the delay time difference between the center and the edge of the FOV. If this time difference cannot be omitted, the compressed waveform may not be symmetrical with respect to the mainlobe. In general, the trailing sidelobe is more affected by the signal decorrelation than is the leading sidelobe, because the return from the edge of the FOV decorrelates more quickly than that from the center of the FOV. In such cases, the reuslts shown here should be understood as an "average" of the leading and the trailing sidelobes. It has been found from the rigorous calculation of (12) that the sidelobes for antenna beamwidths up to 0.72" are approximately symmetric with respect to the mainlobe peak.
V. SUMMARY We have considered an inherent problem in pulse-compression radar systems used for nadir-looking spaceborne radars. As anticipated, if the transmitted pulse width (Tw) becomes longer than the signal decorrelation time, the effective compression ratio (range resolution and compressed peak power) is significantly degraded; however, "absolute" sidelobe levels are approximately constant. The effects of signal decorrelation somewhat depend on the particular waveform. Generally speaking, the stronger the time or frequency domain weighting to obtain low range sidelobe levels, the less the effects of signal decorrelation. Judging from the results shown above, however, we can conclude that Tw should be shorter than about half the 70.1 (the time for p (7) to decrease to 0.1) so that the signal decorrelation effects are negligible. REFERENCES [ I ] 35, no. 145, pp. 183-208, 1988. 145, pp. 163-181, 1988 .
Maximum-Likelihood Blind Deconvolution: Non-White Bernoulli-Gaussian Case
Chong-Yung Chi and Wu-Ton Chen
Abstract-Todoeschuck and Jensen [l], [2] recently reported that some reflectivity sequences p ( k ) calculated from sonic logs are not white Manuscript received February I I , 1991 . This work was supported by National Science Council Grant NSC80-0404-E-007-27. C-Y. can simultaneously provide estimates of p(k), source wavelet which need not be minimum-phase, and statistical parameters. Although these MLD algorithms work well, they are based on the white Bernoulli-Gaussian (B-G) model for p ( k ) . In this paper, assuming that spectrum measurements of ~( k ) are available, we propose a ML algorithm for blind deconvolution as p(k) is nonwhite with a general spectrum meanwhile the spectrum of the obtained maximum-likelihood estimate bML(k) is consistent with the measured spectrum.
I. INTRODUCTION
The estimation of the desired signal p(k) from noisy measurements z(k), k = I , 2 , . * * , N, obtained from the following con-
where v(k) is the impulse response of a linear time-invariant system and n(k) is the measurement noise, is a deconvolution problem. This problem can be found in areas such as seismology, astronomy, speech processing, biomedical ultrasonic imaging, and communications. Conventionally, the whiteness assumption about p ( k ) is used in seismic deconvolution such as predictive deconvolution 
r ( k ) is zero-mean white Gaussian with variance U: and q(k) is Bernoulli for which
(4)
He then showed how to obtain minimum-variance estimate bMv(k) and maximum-likelihood estimate fiML(k) of p ( k ) assuming that coloring filter vl(k), source wavelet @), and all statistical parameters (us, X and variance U : of white noise n(k)) are given in advance.
In practice, not only p ( k ) but also u(k) and statistical parameters must be estimated from data z(k). It is so called blind deconvolution. The well-known MLD algorithms [7]-[9], which are based on the white B-G model for p(k), can simultaneously provide estimates of p ( k ) , v(k) which need not be minimum-phase, and statistical parameters. However, maximum-likelihood blind deconvolution for the case that p(k) has a general spectrum is still an unknown problem. On the other hand, the spectrum of p(k) calculated from sonic logs, may be available in the meantime. It is clearly better [ 11 to deconvolve seismograms meanwhile taking the spectrum of p(k) into account if it has been calculated from sonic
In this paper, we propose a ML algorithm for blind deconvolution as p(k) is nonwhite with a general spectrum meanwhile the spectrum of M L estimate fiML(k) is consistent with the measured spectrum. In Section 11, we present the MLD of nonwhite B-G siglogs.
NO. 5. SEPTEMBER 1991 79 I
nals. Then, we show some simulation results to demonstrate the good performance of the proposed M L blind deconvolution algorithm for nonwhite B-G signals in Section 111. Finally, we draw some conclusions.
MLD OF NON-WHITE B-G SIGNALS
The proposed MLD algorithm is, again, based on the model (2) and (3) for p(k) where uI(k), now, is the impulse response of an unknown causal stable linear time-invariant system and it can be nonminimum-phase. Assume that V , ( z ) (z-transform of v , ( k ) ) and V(z) are rational functions and that pole-zero cancellation does not occur in Vl(z) . V ( z ) , denoted V2(z), which is the z-transform of the combined wavelet v,(k) where
The algorithm to be presented consists of two parts. One part includes estimation of ( ( k ) and ~( k ) from z(k). The other part includes estimation of p ( k ) and uI(k) from the estimates gML(k) and O,(k), and the measured spectrum of p ( k ) . Next, let us present the former and then the latter, respectively.
A. Estimation of E (k) and u2 (k)
From ( I ) and (2) we have
Note, from (6), that z(k) can be viewed as the output of a linear causal stable time-invariant system U&) with input being a white B-G signal E@). The well-known MLD algorithm [9] , which is based on the maximization of the following likelihood function It is well known that the ML estimate of p(k) can be computed
by which is, however, not computable since vl(k) is not known. In other words, the MLD algorithm is not able to provide bML(k) unless U , @ ) can be estimated via some extra information (such as spectrum or autocorrelation function of p(k) calculated from sonic logs) other than dataz(k). Next, let us present the algorithm for finding the optimum VI(z) from v2(z) such that the associated normalized autocorrelation function (see (9) 
1 -q,z-',
(1 -qlZ-I)(l -q:z-'), 
For the ith iteration, the algorithm computes L objective functions
Fig. I . Fast search algorithm for P,(z).
Note, from (16) through (18), that VJI(z) differs from PI,,-I(z) only in either a factor Q'(z) E {Q,(z), 1 I k I n 2 } for 1 I j I n2 in the numerator or a factor P'(z) E {Pk(z), 1 5 k 5 mz} for n2 + 1 I j I L in the denominator. Then we search for the minimum
Finally, b,(k), t l . , ( z ) and J , are updated as follows:
When J, > J, -I the algorithm converges, we obtain Pl(z) = PI,, -I(z) and t(z) = t2(z)/ Pl(z). The fact that the algorithm is fast is based on: (1) the objective function J is guaranteed to decrease for every iteration; and (2) the algorithm converges in less than or equal to L iterations. As a final remark, a scale factor associated with tl(z) and t(z)
is not resolvable since for any nonzero constant a, (a P,(z), q(z)/a) and (Pl(z), v(z)) lead to iiML(k)'s with the same normalized autocorrelation function. Next, we present some simulation results to demonstrate that the proposed MLD algorithm works well.
COMPUTER SIMULATION
For our simulation a pseudo white B-G signal ( ( k ) was generated (23) which is maximum-phase, to obtain true p ( k ) which has a Joseph and then convolved with 
to obtain the noise-free data and then adding white Gaussian noise v2(z) = 1 -2 . 5 8 6 0~-' + 2.4890z-' -1 . 0 3 3~-~ + 0 . 1 6 8 0~-~'
to the noise-free data with signal-to-noise ratio (SNR) equal to 15.
-.- The order of v2(z) used was equal to 4. We then obtained iML(k) and v2(z) using Chi, Mendel, a, "d Hampspn's MLD algorithm [9] .
Finally, we obtained PML(k), VI(z) and V(z) by the algorithm described in Section I1 with the parameter M = 9 (length of FJk)).
The simulation results are shown in Fig. 2 The combined source wavelet u2(k) (solid line) and estimate 02(k) (dashed line) are shown in Fig. 2(a) from which one can see that O,(k) is a good approximation to u2(k), although the coefficients of v2(z) are different from those of V2(z). iML(k) (bars) and E(k) (circles) are depicted in Fig. 2(b) , where the former is also a good approximation to the latter. vl(k) (solid line) and estimate Ol(k) (dashed line) are shown in Fig. 2(c) , from which one can see that O,(k) is also maximum-phase. From Fig. 2(d) , we see that the estimate O(k) (dashed line) is also a good approximation to the wavelet u(k) (solid line). Note that the scale factor associated with Ol(k) and O(k) was not existent due to O,(O) = v,(O) = I for this case. The normalized autocorrelation function ?,,(k) (dashed line) of pML(k) and FJk) (solid line) are shown in Fig. 2(e) which implies the consistency of spectrum of bML(k) with that of jl(k). Finally, true p ( k ) (top part) and bML(k) (bottom part) are shown in Fig. 2(f) from which one can observe that bML(k) is quite close to p(k).
The true order for v2(z) was used in the previous simulation. We also performed the same simulation with the order of v2(z) equal to 5 which is one order higher than that of Vz(z). Very similar results were obtained and thus are omitted here. These simulations also demonstrated that the proposed MLD algorithm performs well as long as the order of v2(z) used is large enough.
IV. CONCLUSIONS
In this paper, we have presented a MLD algorithm for estimating nonwhite B-G signals p(k), which were distorted by a linear timeinvariant system v ( k ) meanwhile taking into account of the measured spectrum of p ( k ) such as that obtained from sonic logs. Without the information of spectrum of p(k), the MLD algorithm can only provide the ML estimate iML(k) of white B-G signal ( ( k ) , which could be very different from p(k) = ( ( k ) * U , @ ) (see (2) ) if the normalized autocorrelation function of p(k) is broad (i.e., away from &k)). The proposed MLD algorithm can recover both the phase of z~, ( k ) and that of u(k) as long as the spectrum of p ( k ) is known in advance. We also presented some simulation results which supported the proposed MLD algorithm.
Remark that the proposed algorithm is based on the assumption that pole-zero cancellation does not occur in V z ( z ) = V , ( z ) . V(z).
However, the case that pole-zero cancellation happens, was not considered in this paper. We leave the problem of how to extract u , ( k ) for this rare case in the future research.
