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abstract
The cerebral microvascular system is central in the remarkable machinery of the brain. It is responsible
for the delivery of vital molecules (e.g. oxygen, glucose) and clearance of metabolic wastes (e.g. carbone
dioxide, amyloid) to and from brain cells. Such a system is composed of small vessels (i.e. arterioles,
venules and capillaries), embedded in brain tissue, which form a very large and intricate network
spanning over the whole brain. Due to its critical role in brain homeostasis, the cerebral microvascular
system is also involved in various pathologies, ranging from stroke to neurodegenerative diseases.
During the last decades, significant advances in imaging techniques have been made, such as
multi-photon microscopy, that enabled the observation of the cerebral microvascular system with
an unprecedented level of accuracy. However, these techniques generate large amounts of data that
are difficult to interpret without a proper theoretical framework. In this thesis, we address this need
by building computationally efficient models that accurately describe blood flow and molecular
transport in the cerebral microvascular system, more specifically in large anatomical networks.
The biggest challenge in the resolution of blood flow and molecular transport problems dwells
in the scale of such anatomical networks. Indeed, even though they represent only a fraction of
the complete cerebral microvascular system, they are made of tens of thousands of vessels and
exhibit highly complex geometries. Consequently, this prohibits the resolution of the blood flow
and molecular transport problems by means of classic numerical methods, e.g. finite volume or
finite elements. To get around this computational issue, we combine a pore network approach to
upscaling methods (volume averaging and multiscale asymptotics) and Green’s functions to simplify
the formulation of both blood flow and molecular transport problems while still capturing the
underlying physics. In order to assess the relevance of such simplifications we systematically validate
our models against in vitro and in vivo measurements, and against reference analytical solutions
otherwise.
We then use our models to investigate the role of the cerebral microvascular system during the
onset of Alzheimer’s disease. Indeed, it has been recently shown that a significant decrease in the
cerebral blood flow is the earliest biophysical marker of the disease. Coincidently, our collaborators,
Professors Schaffer and Nishimura from Cornell University, have observed in Alzheimer’s diseased
mice that a small proportion (2% to 4%) of capillaries were abnormally occluded by white blood cells
adhering to the inflammatory vessel walls. They subsequently injected antibodies inhibiting the white
blood cells adhesion. This resulted in the unclogging of the capillary vessels, causing a substantial
increase in cerebral blood flow and ultimately leading to a significant cognitive improvement of the
diseased animals. Assuming that such antibody injections restored the cerebral blood flow to its
baseline value leads to estimate that capillary occlusions were previously reducing the cerebral blood
flow by 20% to 30%.
This raises the critical question: can 2% to 4% of capillary occlusions cause up to 30% reduction
in cerebral blood flow? This question is challenging to answer only using experiments since it
is tremendously difficult to isolate the contribution of such a biophysical process in vivo in mice
or humans. Instead, we use our models to numerically investigate the impact of such capillary
occlusions on cerebral blood flow. We find that 2% to 4% capillary occlusion cause up to 12% cerebral
blood reduction making them a significant mechanism in the onset of Alzheimer’s disease. Finally,
we go on to investigate the consequences of such occlusions on molecule exchanges.
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résumé
Le système microvasculaire est un acteur essentiel du fonctionnement cérébral. Il est en effet
responsable de l’approvisionnement des cellules en oxygène et glucose ainsi que de l’évacuation
des déchets métaboliques comme le dioxyde de carbone. Ce système est composé d’une multitude
de petit vaisseaux appelés artérioles, veinules et capillaires, qui sont entourés de tissu cérébral. Ces
vaisseaux forment un immense réseau qui étend ses ramifications à travers tout le cerveau. A cause
de son rôle prépondérant dans l’homéostasie cérébrale le système microvasculaire est impliqué dans
de nombreuses pathologies, allant de l’accident vasculaire cérébral aux maladies neurodégénératives.
Ces dernières décennies ont été marquées par des avancées significatives dans le domaine de
l’imagerie du vivant (e.g. la microscopie multi-photonique) qui ont permis l’observation du système
microvasculaire cérébral avec un niveau de précision sans précédent. Ces techniques génèrent
cependant de grandes quantités de données qu’il est difficile d’analyser sans outils théoriques
adaptés. C’est pourquoi, dans cette thèse, nous développons des modèles capables de décrire
l’écoulement sanguin ainsi que le transport de molécules au sein de vastes réseaux microvasculaires
anatomiques.
La principale difficulté dans la résolution de tels problèmes, vient de la taille de ces réseaux. En
effet, même s’ils ne représentent qu’une fraction du système microvasculaire, ils sont composés
de plusieurs dizaines de milliers de vaisseaux et possèdent des géométries complexes. Il est donc
inenvisageable de résoudre l’écoulement sanguin et le transport de molécules par le biais de méthodes
classiques comme les volumes finis ou les éléments finis. Afin de surmonter cette difficulté, nous
combinons une approche réseau de pores avec des méthodes de changement d’échelles (prise
de moyenne volumique et développements asymptotiques) et des fonctions de Green. Cela nous
permet de simplifier à la fois la description de l’écoulement sanguin et du transport de molécules
tout en restant cohérent avec la physique sous-jacente. Pour nous assurer de la pertinence de ces
simplifications nous validons systématiquement nos modèles en les comparant à des mesures in vitro
et in vivo si elles existent et à des solutions analytiques de référence sinon.
Une fois validés, nous utilisons nos modèles afin d’élucider le rôle joué par le système microvas-
culaire aux stades précoces de la maladie d’Alzheimer. En effet, il a été récemment montré qu’une
baisse du débit sanguin cérébral était le premier marqueur quantitatif de la maladie. Simultanément,
nos collaborateurs, les professeurs Schaffer et Nishimura de l’université de Cornell, ont observé chez
les souris malades qu’une faible proportion (2%-4%) des capillaires étaient obstrués par des globules
blancs. En conséquence ils ont injecté un anticorps inhibant l’adhésion de ces derniers. Les vaisseaux
se sont alors débloqués, entraînant une augmentation du débit sanguin ainsi qu’une amélioration
des capacités cognitives chez les souris malades. Si l’on suppose qu’après l’injection le débit sanguin
retrouve sa valeur de référence, on peut estimer que les occlusions capillaires réduisent de 20% à
30% le débit sanguin.
Une si faible proportion de capillaires obstrués peut-elle avoir un impact aussi important sur
le débit sanguin cérébral ? Il est difficile de répondre simplement à cette question en se fiant
uniquement à l’expérience puisqu’il est quasiment impossible d’isoler un tel phénomène in vivo que
ce soit chez la souris ou chez l’humain. Pour contourner ce problème nous utilisons nos modèles et
simulons numériquement l’impact de ces occlusions sur le débit sanguin. Nous trouvons que 2% à
4% d’occlusions capillaires conduisent à une baisse de débit pouvant aller jusqu’à 12%, faisant de ces
occlusions un mécanisme important dans l’apparition de la maladie d’Alzheimer. Pour finir, nous
quantifions leurs conséquences sur les échanges moléculaires.
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Part I
INTRODUCT ION

1
MODELL ING THE CEREBRAL MICROVASCULAR SYSTEM : A PROBLEM OF
SCALE
The human brain is one of the most fascinating objects in the living world. Besides keeping us alive
by regulating all vital functions, e.g., our heartbeat, respiratory and sleep rhythms, it is involved in
all our feelings, thoughts and decisions and sustains our learning processes and creativity. It works
reliably for decades with remarkable energy efﬁciency, consuming thousands of times less than a
small supercomputer.
(a)
1
2
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5
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(b)
Figure 1.1: The tremendous complexity of the cerebral vascular system. (a) Drawing of the surface (cortical
pial) vessels of the right hemisphere. Colored vessels (red, blue and green) represent arteries.
Black vessels represent veins. The purple dot correspond to the approximate location of (b). This
ﬁgure is a modiﬁed version of ﬁgure 1 in Duvernoy, Delon, and Vannson [1]. (b) Scanning Electron
Microscopy image (x50) of intracortical arteries and veins (cortical surface at the top). 1- lntracortical
arteriole (small artery) diving from the pial surface. 2-3-4 secondary arterioles branching off from
the ﬁrst one. 5- Intracortical vein ascending to the cortical surface. 6- pial vein at the surface of the
brain. The smaller, more tortuous vessels are capillary vessels. This ﬁgure is a modiﬁed version of
ﬁgure 29 in Duvernoy, Delon, and Vannson [1]
Central to this formidable machinery, is the cerebral vascular system, i.e. the huge collection of
vessel through which the blood ﬂows. Such a system is responsible for the delivery of vital molecules
(e.g. oxygen, glucose) and the clearance of metabolic wastes (e.g. carbone dioxide, amyloid) to and
from brain cells. In humans, the cerebral vascular system forms a single, gigantic and intricate
3
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(a) (b)
Figure 1.3: In vivo measurement of red blood cell velocity in mouse using two-photon microscopy. (a)
Schematics illustrating the stereotype of the experimental set-up. This ﬁgure is a modiﬁed version
of the ﬁgure 1b in Komiyama et al. [24]. (b) Snapshot of a capillary in the cerebral cortex (in green)
embedded in tissues (red). Each individual black spot represents a single red blood cell ﬂowing
through the microvessel. Such snapshot typically can be obtained down to 1mm below the cortical
surface with a resolution neighbouring 1 µm. This ﬁgure is a modiﬁed version of ﬁgure 1c in Shih
et al. [21]
cerebral macrocirculation (surface arteries and veins), e.g. see [16, 17, 18, 19]. Consequently, we still
know little about this vital system and its mechanisms.
However, the last decades have seen signiﬁcant advances in imaging techniques, such as multi-
photon [20, 21] or light sheet [22, 23] microscopy, that have enabled the observation of the cerebral
microvascular system with an unprecedented level of accuracy. Figure 1.3 shows that it is now
possible to measure, in vivo, the velocity of individual red blood cells in mouse capillaries. However,
such techniques generate large amounts of data that are difﬁcult to interpret without a proper
theoretical and numerical framework.
In this thesis, we address this need by building computationally efﬁcient models that accurately
describe blood ﬂow and molecular transport in the cerebral microvascular system. More precisely,
we focus on large anatomical networks, similar to the one observed in ﬁgure 1.1b.
One of the biggest challenge in the resolution of blood ﬂow and molecular transport problems at
this scale stems from the size of the anatomical networks. Although they represent only a fraction of
the complete cerebral microvascular system, they include tens of thousands of vessels and exhibit
highly complex geometries. Consequently, it is hardly concievable to directly solve the local equations
governing blood ﬂow and molecular transport using classic numerical methods such as ﬁnite volumes
or ﬁnite elements.
To get around this computational issue, we adopt a modelling approach that aims at simplifying
blood ﬂow and molecular transport problem formulations while still capturing the underlying
physics. For instance, we use a network model inspired by Pries et al. [25] and Lorthois, Cassot,
and Lauwers [26] to describe blood ﬂow. Such a startegy enables the transformation of complex
microvascular networks into oriented graphs, thus dramatically reducing the computational costs
of the problem. Similarily, for molecular transport, we apply formal homogenisation methods,
such as volume averaging [27, 28] and multiscale asymptotics [28, 29], to transform the local three-
dimensional equations within each vessel into effective one-dimensional transport equations along
the vessel axes. With regard to transport within the brain tissue, we take inspiration from Secomb
et al. [30] to make use of Green’s functions to transform the local three-dimensional diffusion-reaction
equation into a distribution of sources and dipoles located at the interface between vessel and tissues,
thus saving us from meshing the complex tissue space.
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The advantage of having this approach is that it simpliﬁes the treatment of each vessel, making
it possible to model large volumes and to capture the topology of the network. The disadvantage,
however, is that its accuracy heavily relies on the quality of the models used to represent each
individual vessel and the coupling between vessels and tissue. That is why, throughout this thesis,
we systematically validate the models introduced against in vitro and in vivo measurements when
they are available, and against reference analytical and numerical solutions otherwise.
Altogether, we believe that the theoretical framework developped in this thesis will strengthen our
fundamental understanding of the cerebral microvascular system and its mechanisms. In addition,
we argue that modelling blood ﬂow and molecular transport at the scale of microvascular networks
can help bridge the gap between models describing the physics at the scale of a single capillary
(e.g. see [31, 32, 33, 34]) and models describing the macroscopic behaviour at the scale of the whole
brain (e.g. see [19, 35, 36]). Finally, we are convinced that, combining our theoretical approaches with
in vivo imaging techniques will help advance our understanding of the pathologies plaguing the
cerebral microvascular system.
With regard to this last point, we have closely collaborated with professors C. B. Schaffer and N.
Nishimura at Cornell University, who are experts in the ﬁeld of in vivo microscopy [21, 37, 38], to
unveil the role played by capillary occlusions during the onset of Alzheimer’s disease. Indeed, it has
recently been highlighted that a signiﬁcant decrease in cerebral blood ﬂow is the earliest biophysical
marker of the disease in human patients [39]. Coincidently, professors Schaffer and Nishimura have
observed in Alzheimer’s diseased mice that a small yet signiﬁcant proportion (2% to 4%) of capillary
vessels are occluded during the onset of the disease, i.e. before the occurrence of any other marker.
They further estimated that such occlusions were reducing the cerebral blood ﬂow by 20% to 30%.
This raises the following questions: can 2% to 4% of capillary occlusions cause the cerebral
blood ﬂow to decrease 30% of its baseline value? And if so, what are the consequences with
regard to molecular exchanges? Answering such questions using only experiments is challeng-
ing since it is tremendously difﬁcult to isolate the contribution of such a biophysical process in
vivo. To overcome this difﬁculty, in this thesis, we propose to use our models to investigate the
impact of capillary occlusions on both blood ﬂow and molecular transport in large anatomical
microvascular networks. In doing so, we aim at improving our understanding of the mechanisms
associated with Alzheimer’s disease, contributing to translate results from animals to humans and,
in the long term, improving the diagnosis procedure and the efﬁcacy of new treatment strategies.
To summarize, the objective of this thesis is threefold:
1. To develop and validate theoretical models for blood ﬂow and molecular transport that are
computationally efﬁcients and physically accurate.
2. To solve the blood ﬂow and molecular transport problems in anatomical networks composed
of tens of thousands of vessels.
3. To numerically investigate the impact of capillary occlusions on blood ﬂow and molecular
transport and their implications in Alzheimer’s disease.
In line with these objectives, this manuscript is organized as follows:
• In Chapter 2, we present a detailed overview of the mechanisms at play in the cerebral
microvascular system, with a speciﬁc focus on blood rheology and molecular exchanges, and
how they are modelled in the litterature. Doing so allows us to lay down the fundamentals of
our modelling strategy. Besides, in this chapter, we describe the numerical framework in which
all the following work is implemented.
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• In Chapter 3, we investigate the impact of capillary occlusions on blood ﬂow in microvascular
networks. We start the chapter by using a pore-network approach to model blood ﬂow and
present the resolution procedure of the associated problem. We then go on and validate such
a model, ﬁrst in vitro in model networks, then in vivo in mice brain. Finally, we quantify the
impact of single and multiple capillary occlusions on cerebral blood ﬂow in mice and humans.
• In Chapter 4, we introduce a novel model for molecular transport in microvascular networks.
Speciﬁcally, in this chapter, we aim at transforming the three-dimensional transport equations
within the vessels into one-dimensional effective transport equations by means of averaging
operators. In doing so, we show that it is formally possible to derive an exact expression for such
a model only in the regime of weak couplings, i.e. when the molecular concentration is much
larger in the vessel than in the tissue. Finally, using this exact model, we examine the widespread
well-mixed hypothesis, under which the molecular concentration is assumed to be uniform
in the microvessel cross-sections, ultimately highlighting the impact of intravascular radial
gradients of concentration on the transport of various molecules in microvascular networks.
• In Chapter 5, we investigate the impact of capillary occlusions on molecular exchanges in
microvascular networks. During the ﬁrst half of this chapter, we show that the molecular
transport model we derived in chapter 4 in the regime of weak coupling can still be used
as an ansatz when the concentration in the tissue is no longer small when compared to the
concentration within the vessel. We model molecular transport within tissues using Green’s
function and further discuss the case of reactive molecules such as oxygen or glucose. Finally,
after having validated our model for molecular transport against reference numerical solutions,
we investigate the impact of capillary occlusions on the molecular exchanges in mouse brains.

2
CURRENT MODELS FOR BLOOD FLOW AND MOLECULAR TRANSPORT IN
THE BRA IN MICROC IRCULAT ION
The ﬁrst objective of this thesis is to provide computationally efﬁcient models that are adapted to
solve blood ﬂow and molecular transport problems in large microvascular networks. Consequently,
in this chapter, we present an overview of the main mechanisms at play in the cerebral microvascular
system and how they are modelled in the literature.
In section 2.1, we present the complex rheology of blood in the microcirculation. We introduce the
three main mechanisms that govern the distribution of red blood cells at the scale of microvascular
networks, namely the Fåhraeus effect, the Fåhraeus-Lindqvist effect and the phase separation effect.
Then, in section 2.2, we show that most works in the literature have modelled blood ﬂow using two
different approaches, i.e., considering the blood as a suspension of red blood cells or as a monophasic
ﬂuid with effective properties. We then compare the beneﬁts of the two approaches.
In section 2.3, we present the main mechanisms involved in the transport of a molecule going
from blood vessels into brain tissue. We particularly focus on the most unique feature of molecular
transport in the brain: the blood-brain barrier, a powerful ﬁlter that facilitates the delivery of vital
molecules to brain cells and prevents harmful chemicals from leaving blood vessels.
In section 2.4, we then describe the models from the literature capable of portraying such a complex
set of mechanisms and delineate the hypotheses made during the derivation of such models.
Finally, in section 2.5, we present our modelling decisions as well as the collaborative platform
BrainMicroFlow in which all the subsequent work has been implemented.
2 .1 blood rheology in microcirculation
The blood is a complex ﬂuid mainly composed of plasma, which is a Newtonian ﬂuid with a density
similar to water [40], and red blood cells, which are specialized cells whose primary purpose is to
efﬁciently deliver oxygen to tissues. In healthy human individuals, red blood cells occupy between
37% and 52% of the total blood volume [41], and, as far as modelling blood ﬂow is concerned, 45%
is oftentimes cited as a reference value [25, 26, 42]. Such a volume fraction is called the systemic
hematocrit and, by extension, the volume fraction occupied by red blood cells within a given vessel
is called the tube hematocrit. The blood also contains a marginal proportion (∼ 0.3%) of white blood
cells and platelets [43]. Finally, macromolecules such as ﬁbrinogen, albumin and globulin can also be
found in small amounts in plasma [44].
When the blood ﬂows through the macrocirculation, i.e. through vessels with diameters way larger
than the size of a red blood cell (d≫ 8µm), it virtually behaves like a Newtonian ﬂuid [45] and red
blood cells can then be considered as a solute. However, this does not hold for the microcirculation.
At this scale, red blood cells have a size comparable to and often larger than the diameter of the
vessel they ﬂow through. From a mechanical perspective, the red blood cells can then be considered
as biconcave disks that can withstand large deformations, so that they can squeeze into vessels with
a diameter less than 5µm [38].
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In the microcirculation, red blood cells induce counterintuitive ﬂow structures, as ﬁgure 2.1a
illustrates, including the cell-free layer close to the microvessel walls. Figure 2.1b shows that such a
cell depleted layer results from the balance between migration mechanisms that tend to concentrate
the red blood cells towards the center of the vessel, e.g. boundary exclusion effect (ﬁgure 2.1b1
and 2.1b4, see also Pries, Secomb, and Gaehtgens [46]) or effects induced by the velocity proﬁle shape
(ﬁgure 2.1b2 and 2.1b3, see also Coupier et al. [47] and Kaoui et al. [48]) and mechanisms that tend
to move cells away from the vessel center, such as shear-induced dispersion (ﬁgure 2.1b5, see also
Leighton and Acrivos [49]).
(a)
(b)
Figure 2.1: The complex rheology of the blood in the microcirculation. (a) Schematics of red blood cells
ﬂowing in microvessels, higlighling the existence of a cell-free layer close to the vessel walls and
the uneven repartition of red blood cells at bifurcations (phase separation effect). This ﬁgure is
a modiﬁed reproduction of ﬁgure 1 in Secomb [45]. (b) Schematics illustrating the migration
mechanisms involved in the creation of the cell-free layer depicted in (a). 1- Size exclusion layer. 2-
3- Effect of velocity proﬁle with 2- effects of the linear component in the velocity gradient and 3-
effects induced by the curvature of the velocity proﬁle. 4- Macromolecular exclusion layer. This
effect only occurs in vivo and is caused by a compound called the glycocalyx (for more details
see Pries, Secomb, and Gaehtgens [46]). 5- cell-to-cell interactions generated by cell overcrowding.
Altogether, 1- 2- 3- 4- move the red blood cells towards the center of the vessel, concentrating the
red blood cells and 5- moves the cells away from the center. This ﬁgure is a modiﬁed reproduction
of ﬁgure 3 in Secomb [45].
Although the cell-free layer is a great example highlighting the unexpected behaviour of individual
red blood cells in microcirculation, it is not unique. Indeed, the physics of individual red blood cells
is in itself fascinating, going from the surprising shape adopted by red blood cells when ﬂowing
through microvessels [50, 51], to the unusual tumbling [52] and tank-treading [53] motions.
However, in this thesis, we aim at modelling blood ﬂow at the scale of anatomical networks, which
are much larger than the scale of a single red blood cell. In the following sections we focus on the
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three main effects collectively induced by red blood cells on the blood ﬂow, namely the Fåhraeus
effect, the Fåhraeus-Lindqvist effect and the phase separation effect.
2.1.1 The Fåhraeus effect
As summarized above, when ﬂowing through microvessels, red blood cells tend to migrate towards
the vessel center, creating a cell-free layer close to the vessel wall. We know that the velocity of a
ﬂuid ﬂowing through an impermeable straight pipe is maximal at the centerline and small close to
the walls due to viscous effects [54]. Consequently, on average (over time), the collective velocity of
red blood cells is higher than the average velocity of the blood (red blood cells + plasma), yielding
〈U〉
〈URBC〉 < 1, (2.1)
where 〈URBC〉 denotes the average red blood cell velocity and 〈U〉 the average velocity of the blood.
Furthermore, we can estimate the tube hematocrit Ht, for a given vessel of length L, as follows
Ht =
VRBC
V
=
SRBCL
SL
=
SRBC
S
, (2.2)
where VRBC is the volume occupied by the red blood cells, V the total vessel volume, SRBC the area
occupied by the red blood cells in the transverse direction and S the vessel cross-section. In fact,
SRBC can approximately be seen as S minus the annulus corresponding to the cell-free layer close
to the vessel wall. Starting from this point, the ratio of velocity presented in equation 2.1 can be
transformed using equation 2.2 so that
〈U〉
〈URBC〉 =
〈U〉HtS
〈URBC〉SRBC
=
QHt
QRBC
=
Ht
Hd
, (2.3)
where QRBC is the red blood cell ﬂow rate, Q the blood ﬂow rate and Hd =
QRBC
Q the discharge
hematocrit, which corresponds to the ratio between the two ﬂow rates. Consequently, equation 2.1
now reads
Ht
Hd
< 1, (2.4)
which implies that, if a sample of blood is ﬂowing through a microvessel, the associated tube
hematocrit is smaller than if the same sample was at rest.
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Figure 2.2: The Fåhraeus effect. The ratio HtHd
as a function of vessel vessel diameter for different discharge
hematocrit. This ﬁgure is a modiﬁed reproduction of ﬁgure 1 in Pries et al. [25]
This effect is called the Fåhraeus effect, which has been described in the literature using semi-
empirical relationships, e.g., see Fahraeus [44], Barbee and Cokelet [55], and Pries et al. [25]. Figure 2.2
shows HtHd as a function of vessel diameter for different discharge hematocrits. We can see that the
Fåhraeus effect is decreasing with increasing discharge hematocrit. This can be explained since
a high discharge hematocrit implies a high number of red blood cells, which creates signiﬁcant
shear induced dispersion [49], ultimately decreasing the size of the cell-free layer and the difference
between the average velocity of red blood cells and plasma.
Conversely, starting from large microvessels and decreasing the vessel diameter, we observe an
increase in the Fåhraeus effect. That is because, in this range of diameter, the thickness of the cell-free
layer is approximately constant [56], so that its relative size increases when decreasing the vessel
diameter, causing the average red blood cell velocity to increase compared to the average blood
ﬂow velocity. We also note that, for diameters below 12µm, the Fåhraeus effect starts to decrease.
According to Albrecht et al. [57], this transition is mainly due to the size of the red blood cells
becoming the same as, or larger than, the vessel they ﬂow through, therefore causing the thickness
of the cell-free layer to decrease. This ultimately leads to a decrease in the average red blood cell
velocity relatively to the blood average velocity.
2.1.2 The Fåhraeus-Lindqvist effect
Viscous dissipation is larger in very diluted suspensions of solid particles than in monophasic ﬂuids
[58]. Such a result still holds for concentrated suspensions of solid particules [59, 60] and can be
extended to suspension of deformable vesicles [61].
As far as blood is concerned, the impact of enhanced viscous dissipation due to red blood cells is
usually represented by means of an effective viscosity that is systematically larger than the viscosity
of the plasma [62, 63]. Figure 2.3 shows the apparent relative viscosity of the blood in vitro, deﬁned
as the ratio between the effective viscosity and the plasma viscosity, as a function of vessel diameter
for various tube hematocrits. It shows that the effective viscosity is an increasing function of the tube
hematocrit. This result is intuitive in the sense that a high hematocrit implies a large number of red
blood cells, hence a large number of ﬂuid-cell and cell-cell interactions, in turn yielding more viscous
dissipation.
Figure 2.3 also shows that the effective viscosity of the blood is a non monotonous function of the
vessel diameter, exhibiting a minimum value around 8µm. This unexpected behaviour deﬁnes the
Fåhraeus-Lindqvist effect, for which Kiani and Hudetz [64], Pries, Neuhaus, and Gaehtgens [63], and
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Lipowsky, Usami, and Chien [65] have derived semi-empirical relationships. This complex effect
can be interpreted as the result of the interplay between the ﬁnite size of vessel diameters and the
thickness of the cell-free layer close to the vessel wall.
Figure 2.3: The Fåhraeus-Lindqvist effect. In vitro relative apparent viscosity
µeff
µplasma
as a function of vessel
diameter for different tube hematocrit (Ht). This ﬁgure is a modiﬁed reproduction of ﬁgure 6 in
Pries, Neuhaus, and Gaehtgens [63].
Loosely speaking, starting from large microvessels and decreasing the vessel diameter, ﬁgure 2.3
shows that there is a signiﬁcant decrease in the effective viscosity. This shear-thinning effect is
induced by the cell-free layer. As explained before, in this range of diameter, the thickness of the
cell-free layer is approximately constant [56], so that its relative size increases when decreasing the
vessel diameter. Now, recalling that only plasma ﬂows through the cell-free layer means that there
is proportionally less viscous dissipation in smaller vessels, explaining the decrease in the effective
viscosity [45].
On the other hand, starting from small microvessels and decreasing the vessel diameter, ﬁgure 2.3
shows that the effective viscosity sharply increases. In order to ﬂow through such small vessels,
red blood cells have to sustain signiﬁcant deformations. Such a conﬁnement likely generates a
considerable amount of cell-wall interactions, increasing viscous dissipation and in turn increasing
the effective viscosity. The cell-free-layer and the effect of conﬁnement being antagonists justiﬁes the
non monotonous behaviour of the effective viscosity.
2.1.3 The phase separation effect
One of the deﬁning feature of a microvascular network is the presence of diverging bifurcations,
where one mother vessel feeds two daughter vessels. As mentioned before, red blood cells in the
microcirculation do not behave in a trivial way, which raises the question of how red blood cells
distribute at a diverging bifurcation.
Svanes and Zweifach [66] have observed in vivo that red blood cells tend to favor the daughter
vessel with the highest ﬂow rate. Such a phenomenon is often referred to as the Zweifach-Fung effect
and Doyeux et al. [67] have shown, using rigid particles, that it is caused by the particle depleted
layer close to the vessel walls. Similarly, for red blood cells, the Zweifach-Fung effect is a direct
consequence of the cell-free layer mentioned previously.
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Going beyond these two categories, Schmid-Schönbein et al. [83] and Obrist et al. [82] have
developed an original approach in which they consider each red blood cell as a symbolic particle
ﬂowing through a square grid (ﬁgure 2.5b). Their idea is then to treat the blood ﬂow problem like a
cellular automaton, where each red blood cell follows a set of simple rules. For instance, Obrist et al.
[82] prescribe that a red blood cell entering a bifurcation always exits by the daughter vessel with the
highest ﬂow rate. Similarily, they assume that the additional resistance to ﬂow in a given vessel is
proportional to the number of red blood cells in single ﬁle.
Even though their model formulation is simple, they are able to recover, at least partially, complex
effect such as the phase separation effect. Using this new approach allows for simulating blood ﬂow
in large microvascular networks while keeping track of individual red blood cells. The drawback,
however, is that it is restricted to microvascular networks composed of vessels with a constant and
small diameter so that red blood cells are forced to ﬂow in single ﬁle.
Altogether, blood ﬂow models describing individual red blood cells are powerful tools to under-
stand the complex dynamics occurring at the cell scale. Further, they can also help bridge the gap
between the red blood cell scale and the vessel scale by enabling the derivation of effective laws
describing the average behaviour of the blood based on the contributions of individual red blood
cell. However, they are either computationally too demanding for simulating blood ﬂow in large
microvascular networks [73] or limited to very speciﬁc controlled conﬁgurations [82].
2.2.2 The blood as a homogeneous fluid
As described above, the blood is mainly a suspension of red blood cells and every red blood
cell contributes to the blood ﬂow. However, when investigating blood ﬂow at the scale of a large
anatomical network counting tens of thousands of vessels, it is interesting to look at the time-averaged
blood ﬂow in each vessel rather than at the instantaneous blood ﬂow, the latter likely being difﬁcult
to interpret. Adopting this point of view makes it intuitive to consider the blood as a monophasic
ﬂuid with an effective viscosity and the red blood cells as a volume fraction. Doing so makes it easier
to simplify microvascular networks into graphs, where each vessel is a segment and each bifurcation
is a node.
This modelling approach is widespread in the literature [25, 84, 85, 26, 86, 87, 88, 42], as it greatly
simpliﬁes the treatment of blood ﬂow in each vessel, making it possible to model large volumes
while still capturing the topology of the microvascular networks (ﬁgure 2.6). In this context, solving
the blood ﬂow problem is generally equivalent to solving a stationary non-linear problem yielding
the hematocrit, the blood ﬂow rate and the pressure in each vessel and at each bifurcation of the
network.
The disadvantage, however, is that this modelling approach heavily relies on the quality of the
models used to represent the blood behaviour in each vessel. Indeed, the Fåhraeus effect, Fåhraeus-
Lindqvist effect and phase separation effect can no longer emerge from red blood cells interactions
with their surroundings and instead have to be prescribed. As mentioned before, semi-empirical
relationships describing these effects have been derived by different authors, yielding different
formulations. Even though there is no clear consensus, we note that the work of Pries [25, 43, 63, 89]
is frequently cited [26, 86, 90, 88], as it provides relationships that are consistent for the entire range
of vessel diameters encountered in the microcirculation.
Practically, several strategies have been considered in the literature to solve the blood ﬂow problem
using a network approach. The most common one, used by Pries et al. [25], Lorthois, Cassot, and
Lauwers [26], and Gould and Linninger [91], solves iteratively the balance of blood ﬂow rates
and red blood cell ﬂow rates at each bifurcation, and the balance of momentum in each vessel (a
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derived by Pries to describe the underlying blood behaviour. The step by step derivation of the blood
ﬂow model will be presented in chapter 3.
2 .3 molecular transport in the cerebral microcirculation
The brain is the only organ of the human body that does not possess substantial reserves of energy.
Consequently, it heavily relies on the efﬁcacy of the microvascular system to continuously deliver
vital molecules to brain cells. Part of this efﬁcacy lies in the geometry of microvascular networks
that form a dense mesh perfusing through the brain tissues [93]. Another part lies in the transport
mechanisms at the scale of microvessels.
At such a small scale, the transport of a molecule going from the blood to the brain tissue can be
divided into three main domains, namely the transport within the vessel (from the vessel lumen to
the vessel walls), the transport across the vessel walls and the transport within the tissue (from the
vessel walls to the brain cells, e.g. neurons, atrocytes).
However, this general description of molecular transport is only a stereotype. Indeed, transport
mechanisms, particularly in the brain, are molecule dependant, as schematized in ﬁgure 2.7. This
is mainly due to the blood-brain barrier, i.e., the layer of cells forming the walls of microvessels,
that acts as a powerful ﬁlter facilitating the delivery of vital molecules to brain cells and preventing
harmful chemicals from leaving blood vessels [94].
Figure 2.7: The diversity of molecules transported in the cerebral microcirculation. Schematics representing
a cross-section of a brain capillary, with a description of various transport mechanisms across the
vessel walls. This ﬁgure is a modiﬁed reproduction of ﬁgure 2 in Zlokovic [8]
Furthermore, even though the blood is mainly made out of water (92% of plasma volume [40], 70%
of red blood cells volume [95]), there are a lot of other constituants ﬂowing continuously through the
microcirculation. This includes ions (e.g. Na+, K+, Ca2+, Cl−) [43], proteins (e.g. ﬁbrinogen, albumin
and globulin) [44], blood gasses (e.g. oxygen, carbon dioxide, nitrogen) and glucose. Depending
on the context, other consituants, such as tracers used in medical imaging (e.g. gadolinium [96],
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radioactive water [97]) or therapeutic drugs that can cross the blood-brain barrier (e.g. ibuprofen,
Nordazepam) [98], can also be found.
Finally, there is the particular case of oxygen. Indeed, unlike all other solute, most of the oxygen
transported is bound to hemoglobin, a molecule which is exclusively located within the red blood
cells. Consequently, oxygen has ﬁrst to dissociate itself from hemoglobin before being transported
from the vessels to the brain tissue. Such a dissociation mechanism is in fact a reversible chemical
reaction and Hill [99] has derived a semi-empirical relationship describing the equilibrium between
the free and bound oxygen in the blood.
Altogether, the transport of molecules in the brain is both very diverse and very complex, making
it difﬁcult to describe it in a comprehensive manner. However, it is still possible to highlight general
transport mechanisms, so as to introduce generic models representing the behaviourof classes of
relevant molecule. For that purpose, in the remaining of this section, we ﬁrst focus on the current
understanding of the main transport mechanisms at play within the microvessels, across the blood-
brain barrier and inside the brain tissue, as deduced from a series of recent experiment.
In section 2.4, we go on and present how authors from the literature model such mechanisms at
the microvascular scale. Then, we introduce the main simplifying assumptions associated with the
different strategies developed in the literature to model and solve the transport of molecules at the
scale of microvascular networks.
2.3.1 Molecular transport inside a microvessel
The transport of a molecule within a microvessel is mainly the result of two mechanisms, namely
convection and molecular diffusion. The contributions of these two mechanisms, well-established
in the case of a monophasic ﬂuid [100], are very challenging to evaluate for the blood. Indeed, as
already mentioned several times, the blood is a suspension of red blood cells. In the previous sections,
we have shown that red blood cells, when ﬂowing through the microcirculation, sustain signiﬁcant
migration effects, such as shear-induced dispersion [49], that are caused by the cells interacting with
each others, the surrounding plasma and the vessel walls. This raises the question of how these
interactions affect the transport of solute within the vessels. Indeed, these migration effects likely
create secondary ﬂows with consequences on the transport of molecules which are difﬁcult to predict.
Although the impact of such migration effects have, to the best of our knowledge, never been
measured precisely, several studies have investigated the transport of molecules, and more particularly
the transport of oxygen, inside microvessels [7, 101–104].
For instance, Parpaleix, Houssen, and Charpak [102] have measured, using in vivo two-photon
microscopy, the partial pressure of oxygen at many points between two red blood cells ﬂowing in
single ﬁle in capillaries, as shown in ﬁgure 2.8a. To help understand, the partial pressure of oxygen
can be seen, using Henry’s law for gas, as the local concentration of oxygen. Precisely, Figure 2.8a
shows that there are strong heterogeneities in the partial pressure ﬁeld, with less oxygen in the plasma
between the red blood cells than close to the red blood cell membranes. This can be explained, since
most of the oxygen is concealed within red blood cells. Consequently, at this scale, and particularly
for the oxygen, the red blood cells have a strong impact on the transport and exchanges of molecules.



2.4 2 .4 modelling molecular transport in the cerebral microcirculation 23
the microcirculation is concerned, numerous simplifying assumptions have been made over the past
century to reduce this very complex situation to a more generic situation that can be modelled.
Krogh and Erlang [31] were the ﬁrst to develop a model for the transport of molecules in the
microcirculation. Precisely, they studied the transport of oxygen inside a single capillary embedded
in an annulus of tissue. They assumed that the blood was a monophasic ﬂuid and the surrounding
tissue was a continuous medium. They further assumed that the partial pressure of oxygen inside
the vessel cross-section was homogeneous. This simple conﬁguration, now referred to as the Krogh
cylinder, has since been widely used in various situations, including the transport of other solutes
[115–120] or situations where the red blood cells were described individually [32, 121, 122, 33].
In particular, Hellums [32], by describing the red blood cells individually, was one of the ﬁrst to
highlight that the partial pressure of oxygen, even inside the smallest capillaries, was not uniformly
distributed in the vessel cross-sections and exhibited radial gradients that were likely to impact the
exchanges with the surrounding tissue, which is consistent with what is observed experimentally
nowadays [7, 102]. Recently, Lücker et al. [123] have extended the work of Hellums and have gone
beyond the Krogh cylinder conﬁguration by simulating, in a small cerebral microvascular network,
the transport of oxygen taking into account the corpuscular nature of red blood cells. However,
even at the scale of a small microvascular network, the aforementioned studies have focused on the
particular case of red blood cells ﬂowing in single ﬁle through microvessels and are thus limited to
the smallest capillary vessels.
Moreover, in less conﬁned geometries, Kabacaoglu, Quaife, and Biros [124] have numerically inves-
tigated the impact of vesicles on the transport of a passive solute in a two-dimensional Couette ﬂow
(ﬁgure 2.11). Their study explored various initial and ﬂow conditions (e.g. initial solute distribution,
number of vesicles, Péclet number). Overall, they showed that the vesicles tend to reduce the mixing
of the solute when compared to a monophasic Couette ﬂow under the same conditions. To explain
such a result, they suggested that vesicles create regions where the solute is trapped and cannot
escape easily.
Even though the conﬁguration investigated in Kabacaoglu, Quaife, and Biros [124] is simple and
does not correspond to physiological geometries, it constitutes, to the best of our knowledge, one of
the only study focusing on the collective effect of vesicles on the transport of a solute.
Altogether, transport models taking into account the corpuscular nature of red blood cells have been,
so far, restricted to small networks or very particular conﬁgurations, mainly due to computational
limitations. Consequently, when reaching larger scales, similarly to the blood ﬂow, the most common
approach is to consider the blood as a homogeneous ﬂuid and to describe the transport of solute
within microvessels using one-dimensional effective transport equations [30, 125, 126, 127, 42].
However, using such a simpliﬁed approach raises the question of how to take into account the
heterogeneities in the concentration ﬁeld within the vessel cross-section (e.g. the radial gradients
evidenced by Sakadžic´ et al. [7] in arterioles) that are likely to have an impact on the transport of
molecules. In chapter 4 we derive such effective transport equations, and discuss at length the impact
of such heterogeneities and how to incorporate them in our model.
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Figure 2.11: Impact of vesicles on the transport of a passive solute in a cylindrical Couette flow. In this
exemple, the solute is initially located within the vesicles. This ﬁgure is a modiﬁed reproduction
of ﬁgure 1 in Kabacaoglu, Quaife, and Biros [124]
Similarly, a signiﬁcant problem of scale arises when modelling the transport accross the blood-brain
barrier. Indeed, it is possible to simulate the transport of molecules within the blood-brain barrier [98,
128], but only at the scale of a cellular membrane. For instance, Carpenter et al. [98] use Molecular
Dynamics (MD), a particle-based method (see section 2.2.1), to simulate the passive transport of
various drugs through a simpliﬁed version of the blood-brain barrier. Although this method allows
for the precise description of the interactions between molecules, it requires heavy computational
ressources. Consequently, even at the scale of a single vessel, the blood-brain barrier is generally
considered as a thin layer, with a diffusion coefﬁcient different from the ones in blood and tissue [3],
or even as a geometric manifold (inﬁnitely thin layer), with an effective permeability [129].
Finally, as far as modelling transport in brain tissue is concerned, given the tremendous complexity
of the medium at hand, the general consensus is to consider the brain cells and the interstitial space
between them as a continuum where only molecular diffusion and metabolic reaction occur (e.g. see
Nicholson [113]). This consensus has been reinforced recently, as Holter et al. [130] have simulated,
using highly reﬁned ﬁnite elements, convection and diffusion in the extravascular space, taking into
account individual brain cells and interstitial space (ﬁgure 2.12). They concluded that convection in
brain tissue was negligible, even when overstimating the pressure gradients around vessels or the
volume of the interstitial space. Although impressive, with a mesh made of 84 million tetrahedrons,
their simulation was only covering a volume of 64 µm3, which represented less than 7% of the volume
occupied by a capillary with characteristic diameter of 5 µm and length of 50 µm. Consequently, it is
not possible to describe the tissue, at the scale of a microvascular network, using their approach.
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molecule when being transported from the center of the vessel lumen to the tissue domain. This
includes the resistance to diffusion inside the plasma and red blood cells [132] and through the
blood-brain barrier.
Similarly to the network approach presented in section 2.2.2 for the blood ﬂow, the modelling
approaches described above have the advantage of reducing the computational costs of the problem.
The disadvantage, however, is that they heavily rely on the quality of the effective models used
to represent the transport of molecules in each domain. That is particularly true for the effective
transport equation inside the vessel. For example, most effective transport models neglect the effective
diffusion along the vessel axis [30, 125, 126, 127, 131, 42]. In doing so, these models are unable to
capture effects such as shear-enhanced dispersion (also known as Taylor’s dispersion) [100] that
may have a signiﬁcant impact on the transport of molecules, especially in fast ﬂowing arterioles
[117]. Similarly, some of these models neglect the effect of heterogeneities, such as radial gradients of
concentration within the vessel cross-section, on the effective transport [125, 126]. In chapter 4, we
also discuss these kinds of simpliﬁcations and propose our own effective transport equation based
on homogenisation methods.
Practically, several strategies have been considered in the literature to solve this coupled problem.
One of them is to adapt classic direct resolution methods such as ﬁnite elements or ﬁnite volumes
[87, 125] to such a simpliﬁed representation of microvascular networks. For instance, Linninger et al.
[87] have developed a double mesh approach where they discretize independently vessel and tissues
and then solve the problem using ﬁnite volumes. The vessels are divided into smaller cylindrical
segments, and the tissue domain into relatively large thetrahedrons. In this context, each segment is
considered a point source in the tissue, and a single thetahedron can host several sources. Although
computationally efﬁcient, this approach should be taken with caution as the coupling of several point
sources in a ﬁnite volume cell is not straightforward [35].
On the other hand, Fang et al. [125] used an hybrid approach based on ﬁnite elements where
they mesh the volume of tissue and the surface of microvessels using triangles and thetahedrons
while still considering the transport inside the vessel as one dimensional. Doing so allows to describe
more accurately the complex geometry of the microvascular networks. However, it also involves
signiﬁcantly more mesh cells than the approach proposed by Linninger et al. [87] which can limit the
size of problem.
Finally, Hsu and Secomb [133] and then later Secomb et al. [30] proposed and improved a method
to describe the concentration within tissue as the superposition of sources and wells distributed at
the interface between vessel and tissues using Green’s function. This approach is really interesting as
it saves, to some extent, from meshing the volume of tissue. A detailed presentation of this method is
given in chapter 5.
2.4.2 The molecular transport model derived in this thesis
Based on the above model review, and given the scale, complexity and diversity of molecular
transport problems, in this thesis, we propose to take a step back and model a ﬁctitious molecule
capable of crossing the blood-brain barrier and to be metabolized by brain tissue, i.e. representing a
generic nutrient or a drug.
With regard to the transport of molecule inside microvessels, we will follow the general consensus
and consider one-dimensional effective transport equations along each vessel axis. However, as
mentioned in the previous section, some simpliﬁcations found in the literature need to be adressed.
Consequently, we propose to derive a new formulation for the transport of molecules inside microves-
sels starting from the three dimensional transport problem and using homogenisation methods such
as volume averaging [27, 28] and multiscale asymptotics [28, 29] (the presentation of these methods
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alongside with the derivation of the effective transport equation is done in chapter 4) to obtain an
effective transport equation.
Similarly to Jain [129], we will approximate the blood-brain barrier by a geometric manifold with
an effective permeability. Doing so allows us to easily enforce the selective aspect of the blood-brain
barrier.
Finally, following the general consensus, we will consider the cerebral tissue as a continuous
medium with homogeneous properties in which only molecular diffusion and metabolic reaction
occur. As far as solving the molecular transport problem within tissue is concerned, we will take
inspiration from Secomb et al. [30] and use Green’s function to describe the concentration of solute
inside the domain of tissue. A more detailed derivation of this model is done in chapter 5.
2 .5 modelling decisions and numerical implementations
Thoughout this chapter, our primary objective was to present the complex mechanisms at play
in the cerebral microvascular system along with the strategies found in the literature to model
them. In doing so, we have shown that developing a comprehensive model for such microvascular
transport mechanisms, at the scale of microvascular networks, is highly challenging. Consequently,
simpliﬁcations have to be introduced. In doing so, the main difﬁculty is to still be able to accurately
capture the multiscale and multiphysics nature of the problem, which couples non-linear effects in
the rheology of blood [43, 89], molecular transfers across complex biological tissue [94, 105] and
effects linked to the geometry/topology of the vasculature [93].
As far as our models are concerned, with regard to blood ﬂow, we will use a network approach
and consider the blood as a monophasic ﬂuid with an effective viscosity and describe the red blood
cells as a volume fraction. Consistent with this vision, we will model the transport of molecules,
by means of one-dimensional effective equations along the vessel axes. We will then couple such
equations through an effective membrane condition to a three-dimensional continuum representing
the tissue.
As already mentioned, the advantage of introducing such simpliﬁcations is that we can solve
blood ﬂow and molecular transport problems in large volumes while still capturing the detailed
microvascular architecture. However, the downside is that this approach heavily relies on the accuracy
of each effective models (e.g. the effective transport coefﬁcients, the effective membrane permeability,
the semi-empirical relationships describing the blood behaviour).
Consequently, our philosophy throughout this thesis will be to build these effective models, starting
from simple mechanisms and elementary conﬁgurations, adding one layer of complexity at a time.
In doing so, our goal is to be able to evaluate the implications of each new increment in the models.
Further, we will validate, as far as possible, the effective models, at each step of their derivation,
either against experimental measurements when they are available or against numerical reference
solutions otherwise.
2.5.1 The collaborative platform BrainMicroFlow
Even though we have carefully chosen modelling approaches that allow for the simpliﬁcation of
the blood ﬂow and molecular transport problem formulations, solving such problems in large
microvascular networks still involves considerable amount of computations.
To address this issue, the work presented in the following chapters has been implemented in
the collaborative platform BrainMicroFlow developed at the Institut de Mécanique des Fluides
de Toulouse. Initiated by Peyrounette [134], this platform, which has since been deposited at the
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Agence de Protection des Programmes [135] , aims at providing a collection of high performance
computational tools to investigate the physics of blood ﬂow and mass transfers in the cerebral
microvascular system. The platform itself can be decomposed into the following three parts
• The HybridNetwork-FiniteVolumeCode part aims at simulating blood ﬂow and molecular
transport in large vascular networks. It also contains a module dedicated to upscaling the blood
ﬂow problem at the scale of the whole brain using a hybrid approach (for more details, see
Peyrounette et al. [35] and Peyrounette [134]).
• The FEM_simulations part is dedicated to the upscaling of the molecular transport problem
within capillary vessels by means of formal homogenization methods (for more details see
Doyeux et al. [136]). It also contains a module for the direct numerical simulations of blood
ﬂow and molecular transport in relatively small capillary networks (100 to 1, 000 vessels). This
part is based on Feel++, a ﬁnite element library adapted to high performance computing (for
more details see Prud’homme et al. [137]).
• The Network-Python-Toolbox part focuses on the conversion of different I/O ﬁle formats
describing microvascular networks. The idea behind this toolbox is to propose a black box
capable of converting any element of a list of available formats into any other format of the
same list. The toolbox also includes a large collection of pre- and post-processing tools adapted
to microvascular networks.
Consequently, we have implemented our blood ﬂow and molecular transport models in the
HybridNetwork-FiniteVolumeCode part. More precisely, we have extended the already existing ﬂow
solver to include the non-linearities induced by the red blood cells and developed a new module,
made of several new classes, for the description of molecular transport in large microvascular
networks.
The HybridNetwork- FiniteVolumeCode itself is written in C++. This compiled language has been
selected because of its low level and object-oriented nature. Another argument justifying the choice
of C++ is the fact that it is well-suited for the use of the external library PETSc [138]. This library
is a suite of data structures and functions designed to make the resolution of partial differential
equations easier. It is also a powerful tool that provides efﬁcient routines related to linear algebra. In
addition, the PETSc library heavily relies on MPI (Message Passing Interface) standards so that it
allows to write easily efﬁcient parallel codes .
As mentioned earlier, BrainMicroFlow is a collaborative platform, which implies that particular
programming rules had to be instored for developers in order to maintain the quality and integrity
of the structure. One of the most important rules is the “one function one test” rule which states that
each method of a given class should be associated to a test. This rule is enforced by means of CxxTests
(https://cxxtest.com), which is a testing library adapted to C++. This tool automatically checks all
the assertions implemented in the tests and provides a detailed report in case of failure. Moreover,
this library allows for the construction of classes, thus the test ﬁles themselves can mirror the source
ﬁles they test. From a developper’s perspective, testing each method involves a considerable amount
of prototyping and programming but ultimately leads to more robust codes. For the complete set of
programming rules, see Peyrounette [134].
Finally, the platform versioning is done using the free software Gitlab (https://about.gitlab.com).
In doing so, the code is protected and its whole history archived. In addition, Gitlab is compatible
with CxxTest, so that whenever a developer commits new changes to the platform, all the tests are
automatically run and the modiﬁcations are accepted if and only if all tests have been successfully
passed.
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The idea behind the precautions presented above is to ensure the reliability of the BrainMicroFlow
platform and to provide a clean environment for the developers. As far as the models presented in
this thesis are concerned, they have been implemented and tested according to the patform standards.
In addition, throughout the following chapters, they are also validated by direct comparison against
in vitro and in vivo measurements when they are available and against reference analytical and
numerical solutions otherwise.

Part II
RESULTS

3
IMPACT OF CAP ILLARY OCCLUS IONS ON BLOOD FLOW IN
MICROVASCULAR NETWORKS
Chapter synopsis:
The early onset of Alzheimer’s disease is associated with a signiﬁcant cerebral blood ﬂow
decrease (up to 30%) that has been recently shown to be caused by a small fraction of
capillaries (2% to 4%) being occluded by white blood cells. Experimentally, it is not possible
to isolate the effects of such capillary occlusions or to translate results from murine models
to humans. In this chapter, we develop a model to solve these issues and study the blood
ﬂow in anatomical networks made of tens of thousands of vessels. We start by validating
the blood ﬂow model by comparison against experiments performed in controlled in vitro
environments. We then go on and validate it using in vivo experiments in mice. The model
being validated, we ﬁnd out that, in mouse, the cerebral blood ﬂow linearly decreases with the
fraction of capillaries occluded and that 2% to 4% occlusions yield 5% to 12% cerebral blood
ﬂow decrease. We further show that, even though the network geometry mainly controls the
impact of a single capillary occlusion at the scale of a bifurcation, it is the network connectivity
that drives the cerebral blood ﬂow decrease at the scale of a full microvascular network.
This allows us to extrapolate our results from mouse to human, highlighting the potential
consequences of such occlusions at early stages of Alzheimer’s disease.
The sections 3.5 to 3.7 of this chapter summarize my contributions to the following two
publications:
• Neutrophil adhesion in brain capillaries contributes to cortical blood flow decreases and impaired
memory function in a mouse model of Alzheimer’s disease, Nature Neuroscience (2019) [11].
• Brain capillary networks across species: a few simple organizational requirements are sufficient to
reproduce both structure and function, Frontiers in Physiology (2019) [139].
Alzheimer’s disease is the most common form of dementia, and, even though early diagnosis
procedures have been greatly improved in recent years [140], there is no treatment available yet.
During the past 25 years many studies have focused on amyloid beta plaques as they were believed to
be the key actor in Alzheimer’s disease (e.g. see the review by Selkoe and Hardy [141] and references
therein). Amyloid beta is a small waste molecule naturally produced by brain cells and is a known
neurotoxic [142]. In Alzheimer’s disease, amyloid beta is not correctly cleared and aggregates around
cells forming plaques, ultimately leading to the death of the surrounded cells. Unfortunately, the
very high rate of clinical failure (≥ 99%) for drugs removing such plaques tends to show that treating
amyloid beta might not be the solution to Alzheimer’s disease [143, 144]. Consequently, alternative
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markers of the disease such as Tau protein tangles or vascular degeneration are nowadays getting
more attention (e.g. see [145, 146]).
Indeed, even though the cerebral microvascular system has long been identiﬁed as a key player in
the development of Alzheimer’s disease [147, 8, 9], it is only recently that a vascular degeneration
has been pinpointed as the earliest biophysical marker of the disease in humans [39], arising before
amyloid beta deposits.
As mentioned during the introduction, our collaborators at Cornell University, Pr. Schaffer and
Nishimura, have shown, using in vivo two photon microscopy of the cortical vascular system in
APP/PS1 mouse models (referred to as Alzheimer’s diseased mice in this chapter), that the onset
of Alzheimer’s disease was also associated with a small proportion (2% to 4%) of capillaries being
occluded. They demonstrated these occlusions were caused by neutrophils (referred to as white
blood cells in this chapter) adhering to the vessel walls, probably due to increased inﬂammation. To
counter this effect, they subsequently injected in mice an antibody called LY6G which inhibits white
blood cell adhesion. This resulted in the unclogging of the capillary vessels, causing a substantial
increase in cerebral blood ﬂow and ultimately leading to a signiﬁcant cognitive improvement of the
diseased animals. Assuming that such antibody injections restored the cerebral blood ﬂow to its
baseline value leads to estimate that capillary occlusions were previously reducing the cerebral blood
ﬂow by 20% to 30%.
This brings us to one of the key question mentioned in the introduction: can 2% to 4% of capillary
occlusions cause up to 30% reduction in cerebral blood ﬂow decrease? As discussed during the
introduction, this question is challenging to answer using only experiments. To overcome this issue,
in this chapter, we derive a model inspired by Pries et al. [25] and Lorthois, Cassot, and Lauwers
[26] describing accurately the blood ﬂow in large anatomical networks and investigate the effect of
capillary occlusions numerically.
The idea of this chapter is to present the main steps in the development and validation of
such a model along with proposing an answer to the occlusion problem. In section 3.1, we derive
the constitutive equations describing the blood ﬂow problem using a pore network approach. In
section 3.2, we present the different classes of microvascular networks (e.g. anatomical networks,
synthetic networks) in which we are solving this blood ﬂow problem. Moving on to section 3.3, we
describe the numerical procedures to solve the blood ﬂow problem in large networks. Sections 3.4
and 3.5 are dedicated to the validation of the blood ﬂow model in vitro and in vivo respectively.
Finally, sections 3.6 and 3.7 focus on the impact of capillary occlusions on blood ﬂow in microvascular
networks at the global and local scales.
3 .1 modelling groundwork
The main objective of this chapter is to quantify the impact of capillary occlusions on cerebral blood
ﬂow. To do so, we develop in this section a model that is adapted to solve blood ﬂow in anatomical
networks made of tens of thousands of vessels. In chapter 2, the blood has been presented as a
suspension of red blood cells that behave similarly to deformable vesicles. Recalling that we aim at
predicting blood ﬂow distribution in large networks, we cannot afford to take into account each red
blood cell individually. Instead, we consider the blood to be a monophasic ﬂuid where red blood
cells are described as a volume fraction. We refer to this volume fraction as the hematocrit. From this
deﬁnition of hematocrit we derive two quantities at the scale of individual vessels:
• The tube hematocrit, denoted Ht, is deﬁned in a given vessel as the ratio of the volume occupied
by red blood cells over the total volume of the vessel.
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• The discharge hematocrit, denoted Hd, is deﬁned in a given vessel as the ratio of the volumetric
red blood cell ﬂow rate over the total (red blood cells + plasma) volumetric ﬂow rate.
Both quantities are linked in a given vessel through the Fåhraeus effect presented in chapter 2, which
Pries et al. [25] modelled in vitro using the following relationship
Ht
Hd
= Hd + (1− Hd)
(
1+ 1.7e−k1d − 0.06e−k2d
)
, (3.1)
where d is the vessel diameter (µm) and k1 and k2 two coefﬁcients that depend on the specie
considered (see appendix A). The main consequence of considering red blood cells as a volume
fraction is that the blood is treated as a non-Newtonian ﬂuid when ﬂowing through a vessel to account
for the presence of red blood cells. Such non-linearities are represented by the effective viscosity of
the ﬂuid, for which Pries, Neuhaus, and Gaehtgens [63] derived the following semi-empirical law in
vitro for human blood
µeff = µp
(
1+ (µ0.45 − 1) (1− Hd)
C − 1
(1− 0.45)C − 1
)
, (3.2)
where µp = 1.2 · 10−3Pa s represents the viscosity of plasma and µ0.45 represents the blood effective
viscosity for Hd = 0.45, which, as already mentioned in chapter 2, corresponds to the systemic
hematocrit. As for C, it represents the direct action of the cell-free layer introduced in chapter 2. The
expression for these coefﬁcients along with an expression for the effective viscosity of the blood in
vivo is given in appendix A for humans and rodents.
The next step in the development of the model is to identify the ﬂow regime corresponding to the
problem we aim at solving. To do so, we need to estimate two characteristic dimensionless numbers,
the Reynolds number and the Womersley number. The Reynolds number compares inertia effects
to viscous effects. In microcirculation, such a number typically ranges from 10−3 to 10−2 [148, 149],
allowing us to neglect effects of inertia in the ﬂow. The Womersley number, compares the inertia
effect due to pulsatility to viscous effects. Similarly to the Reynolds number, the Womersley number
ranges from 10−3 to 10−2 in microcirculation [38, 149], enabling us to neglect the effects of pulsatility.
Such low values in Reynolds and Womersley numbers indicate that the blood ﬂows in a creeping
regime. Therefore, solving the blood ﬂow in the microcirculation is analogous to solving the ﬂow of
a monophasic, non-Newtonian ﬂuid in Stokes regime. To further simplify the problem, we assume
that red blood cells are at mechanical equilibrium upon entering a vessel, so that the hematocrit is
constant along the vessel axis.
Altogether, these assumptions make it possible to simplify the complex geometries of microvascular
networks by considering them as graphs, each vessel being a segment and each bifurcation being
a vertex as shown in ﬁgure 3.1a. In this chapter, because most brain microvascular networks are 3
connected [1, 6], we are going to study exclusively graphs with a connectivity of 3, i.e., graphs for
which each vertex is adjacent to either three other vertices except for boundary vertices, that are
adjacent to only one other vertex.
Finally, the last step in the development of the model is to deﬁne the blood ﬂow in such simpliﬁed
networks and describe the procedure to determine it. All along this chapter, we consider the blood
ﬂow to be deﬁned by
• The pressure P (Pa) at every vertices.
• The blood ﬂow rate (total volumetric ﬂow rate) Q (m3 s−1) in every vessel.
• The discharge Hematocrit Hd in every vessel.
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Hence, in this context, the determination of the blood ﬂow is analogous to the resolution of equations
yielding P, Q and Hd throughout the network. In order to solve for these three quantities we then
have to write at least Nvertex + 2Nvessel relationships.
We start by writing the momentum balance between each vessel inlet and outlet (Nvessel relation-
ships). We previously assumed that red blood cells were at mechanical equilibrium upon entering a
vessel, which implies there are no inlet (or outlet) effects on the ﬂow. Therefore the pressure gradient
is constant along each vessel axis. This allows us to write for vessel b, following the conventions in
ﬁgure 3.1a,
Qb = Gb (P2 − P1) , (3.3)
where P1 and P2 are the pressures at vertex 1 and 2 respectively and Gb is the conductance associated
to the vessel, which reads
G =
πd4b
128µeff,bLb
, (3.4)
here, µeff,b is the blood effective viscosity in vessel b, Lb its geometric length (taking into account
tortuosity) and db its diameter. We point out that the conductance in the above equation has the same
formulation as the Poiseuille conductance. Yet, the underlying average blood velocity proﬁle is not
parabolic, but rather blunted at the center of the vessel [38, 69, 150] with a slip velocity at the vessel
wall [151, 68]. This difference is accounted for by µeff which depends on discharge hematocrit and
vessel diameter as shown by equation 3.2.
Next, we write the blood ﬂow rate balance and red blood cell ﬂow rate balance at each inner vertex,
i.e., at each vertex that is not a boundary vertex, assuming no ﬂuid accumulation or leakage (2Ninner
relationships). Using the conventions in ﬁgure 3.1a, this yields for vertex 1
Qa +Qb +Qc = 0, (3.5)
Hd,aQa + Hd,bQb + Hd,cQc = 0. (3.6)
However, writing only equation 3.6 is not sufﬁcient to fully describe the repartition of red blood
cells at a diverging bifurcation (inner vertex with 1 inlet, 2 outlets). Indeed, in chapter 2, we have
introduced the phase separation effect that governs the complex red blood cells repartion at diverging
bifurcation. Using the convention in ﬁgure 3.1a and assuming that vertex 1 is a divergent bifurcation
with vessel a being the inlet and vessels b and c the outlets leads to
Hd,bQb = FQE1,bHd,aQa, (3.7)
where FQE1,b encapsulates the phase separation effect and represents the fraction of red blood
cells passing through vertex 1 and going into vessel b. Pries et al. [43] have derived from in vivo
experiments the following explicit relationship for FQE
FQE1,b = H
(
Qb
Qa
− X0
)
H
(
1− X0 − Qb
Qa
)
e
A+Blogit
( Qb
Qa
−X0
1−2X0
)
1+ e
A+Blogit
( Qb
Qa
−X0
1−2X0
) +H
(
Qb
Qa
− 1+ X0
)
, (3.8)
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where logit(x) = ln
(
x
1−x
)
, H(x) the Heaviside function and
X0 =X0
(
1− Hd,a
da
)
, (3.9)
A =A0
(
db − dc
db + dc
)(
1− Hd,a
da
)
, (3.10)
B =1+ B0
(
1− Hd,a
da
)
, (3.11)
where X0, A0 and B0 are parameters which values depends on the blood of the specie considered (see
appendix A). X0 corresponds to the threshold below which no red blood cells enter the bifurcation
outlet with the smallest blood ﬂow rate. A is the parameter that models the effect of asymmetries
in the bifurcation geometry. Precisely, it models the inﬂuence of an asymmetry in the diameters
associated with the outlets of the divergent bifurcation. Finally, B controls the intensity of the non
linearity, so that a low B value implies a quasi-linear behaviour above the ﬂow rate threshold (X0).
Equations 3.7 and 3.8 are consistent with the red blood cell ﬂow rate conservation at a bifurcation
(equation 3.5) so that we can write
Hd,cQc = (1− FQE1,b)Hd,aQa = FQE1,cHd,aQa. (3.12)
Consequently, we are now able to describe the repartition of red blood cells at each divergent
bifurcation (Ndiv relationships)
So far, we have only written relationships regarding vessels (equation 3.3) and inner vertices
(equations 3.5 to 3.8), hence in order to ﬁnalize the derivation of the blood ﬂow model we now need
to prescribe boundary conditions. Speciﬁcally, a Dirichlet (pressure) or Neumann (blood ﬂow rate)
conditions are assigned to each boundary vertex (Nboundary relationships). We also prescribe the
discharge hematocrit of all inlet vessels (Ninlet relationships). Adding up all relationships we have
written so far leads to
Nrelationship = Nvessel + 2Ninner + Ndiv + Nboundary + Ninlet. (3.13)
The above equation can be simpliﬁed noticing that
Nvertex = Ninner + Nboundary, (3.14)
Ninner = Nconv + Ndiv, (3.15)
Nvessel = Ninlet + Nconv + 2Ndiv, (3.16)
with Nconv the number of convergent bifurcations (inner vertex with 2 inlets and 1 outlet). This leads
to
Nrelationship = 2Nvessel + Nvertex, (3.17)
meaning that the blood ﬂow problem is now ready to be solved in any network with a connectivity
of 3. As a side note, recombining equations 3.14 to 3.16 leads to
Ndiv = Nvessel − Nvertex + Noutlet, (3.18)
with Noutlet the number of network outlets. The above relationship implies that the number of
divergent bifurcations, for a given network of connectivity 3, is not controlled by the details of its
topology but only by its size and boundary conditions. Most of the non linearities in the blood ﬂow
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• Two-dimensional networks with honeycomb pattern (ﬁgure 3.1b). These networks are small
(~100 vessels) and have a very controlled geometry with only one inlet and one outlet. Conse-
quently, it is possible to replicate them on microﬂuidic chips. In collaboration with Merlo [153]
we used such networks to validate the blood ﬂow model by direct comparison with in vitro
measurements.
• Three-dimensional networks with periodic patterns (ﬁgure 3.1c). These networks have cus-
tomizable sizes ranging from 100 to more than 20, 000 vessels as they are generated numerically.
We consider such synthetic networks as an oversimpliﬁed version of cerebral capillary networks
because they are tri-dimensional and space ﬁlling [93]. Hence, The solutions obtained using
these networks are used as references and help to put into perspective results obtained on more
complex, anatomical networks.
• Three-dimensional anatomical networks (ﬁgure 3.1d). These networks are large (> 10.000
vessels) and have complex geometries. They have been obtained post mortem either from
mouse or human cortex using two photon microscopy [6, 152] or confocal microscopy [1, 154]
respectively. We use such networks to validate the blood ﬂow model in vivo and to quantify the
consequences of capillary occlusions on blood ﬂow in different species.
3 .3 resolution of the blood flow problem
The blood ﬂow model deﬁned in section 3.1 represents a coupled non-linear problem. Even though
the model formulation is simple, it involves considerable amount of computation when applied
to large networks. Therefore, we need to provide an iterative resolution procedure that can have a
parallel implementation. Drawing inspiration from Lorthois, Cassot, and Lauwers [26] we propose
the following algorithmic skeleton:
1. Initialization of Hd in every vessel.
2. Computation of µeff and G in every vessel.
3. Resolution of equations 3.3 and 3.5 with the associated boundary conditions yielding P and Q.
4. Resolution of equations 3.6 and 3.7 with the associated boundary conditions yielding Hd.
5. Repetition from step 2 until the problem residual (see equation 3.23) meet the convergence
criterion.
The computation of P and Q is separated from the computation of Hd for two reasons. First,
equations 3.3 and 3.5, for a given value of Hd, naturally form a linear problem that is straightforward
to solve. Second, this ensure that the blood ﬂow rate Q is conserved at every iteration. Now, regarding
the resolution of Hd, the difﬁculty comes from equation 3.7 which is non-linear and can be rewritten
Hd,bQb = FQE1,b(Hd,a,Qa,Qb)Hd,aQa. (3.19)
To solve equation 3.19, we then propose three different formulations
Hn+1d,b Q
n
b = FQE1,b(H
n
d,a,Q
n
a ,Q
n
b )H
n
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n
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where superscripts n and n+ 1 denote the current and next iterations and the red color highlights
the differences between formulations. In the following, we will refer to equation 3.20 as the explicit
method, equation 3.21 as the semi-implicit method and equation 3.22 as the implicit method. The
explicit method does not require a matrix inversion. The semi-implicit method requires the inversion
of a matrix once per iteration. The implicit method requires the inversion of a Jacobian matrix several
times per iteration. To evaluate the performance of each method we monitor the evolution of the
following residual
rn =
1
(HdQ)
n
i
Ninner
∑
k
|δ(HdQ)|nk +
||Pn − Pn−1||
Pni
+
||Qn −Qn−1||
Qni
+
||Hnd − Hn−1d ||
Hnd,i
, (3.23)
where |δ(HdQ)|k can be interpreted as the leakage of red blood cells at inner vertex k and ||X
n−Xn−1||
Xni
the relative variation of quantity X, i.e., P, Q or Hd. The subscript i denotes the network inlet. We
benchmark the three methods using the network presented in ﬁgure 3.2c. Such a network has been
obtained by Smith et al. [139] using a custom voronoi tesselation. It is made of 1500 vessels with
a diameter of 5 µm and contains initially no red blood cells. We further prescribe a unit pressure
difference of 1 Pa between the top left and bottom right, because, in this speciﬁc context (network with
one inlet and one outlet) the blood ﬂow problem does not depend on the pressure drop. Nonetheless,
we still impose an inlet discharge hematocrit of 0.45 similar to the systemic hematocrit in vivo [155]
as the phase separation effect at a bifurcation is highly sensitive to the inlet hematocrit.
Figure 3.2a displays the evolution of r on a logarithmic scale as a function of the number of
iterations for the three methods. We can clearly see that the explicit method (red curve) converges
three times slower than the semi-implicit (blue curve) and implicit (green curve) methods. This
can be explained since both the semi-implicit and implicit methods have a matrix formulation that
enforces red blood cells ﬂow conservation so that |δ(HdQ)| is small everywhere in the network even
during the ﬁrst steps. Figure 3.2b illustrates this by showing the evolution of the balance between the
ﬂow of red blood cells entering the network and the ﬂow of red blood cells exiting the network. We
clearly see that the explicit method does not conserve the red blood cell ﬂow rate during the ﬁrst
hundred steps, which corresponds to the “time” needed for the information to propagate from the
network inlet. On the other hand the semi implicit and implicit methods conserve the red blood cell
ﬂow rate right from the start.
All three methods can have parallel implementations, however, we choose to implement the
explicit and semi-implicit methods in our framework. We keep the explicit method despite its slow
convergence because it has the easiest implementation and is really ﬂexible as it does not require a
matrix inversion. We also keep the semi-implicit method for its good performance and conservative
formulation. Finally, we rule out the implicit method as it is bound to the expression of the phase
separation law and has the same performance as the semi implicit method.
Figure 3.2a shows the evolution of the residual for a convergence criterion of 10−13, which is very
small. For more practical applications, such as the resolution of the blood ﬂow problem in large
microvacular networks we will generally consider imposing a convergence criterion between 10−8
to 10−6 to be sufﬁcient. Similarly, to facilitate the convergence of the blood ﬂow problem resolution
in large microvascular networks, especially for the explicit method, we introduce the additional
relaxation relationship
Hn+1d = αHˆd + (1− α)Hnd , (3.24)
where 0 < α ≤ 1 denotes the relaxation parameter and Hˆd the solution of equations 3.20 and 3.21.
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Figure 3.2c illustrates the repartition of red blood cells throughout the network for the initial and
boundary value problem described in the previous paragraph. Figure 3.2d shows the associated
histogram of tube hematocrit. It is striking to see how heterogeneous the red blood cell distribution
is. This heterogeneity is driven by the phase separation of red blood cells at bifurcations, without
such an effect the red blood cell distribution would be homogeneous and appear as a single ray
focused on the black dashed line corresponding to the inlet hematocrit in the histogram. Hence, it is
particularly important to validate the blood ﬂow model in a controlled environment before applying
it to large anatomical networks like the one displayed in ﬁgure 3.1d to study the effect of occlusions.
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Figure 3.2: Resolution of the blood flow problem in a two-dimensional disordered network and benchmark
of the associated numerical methods. (a) Residual r deﬁned in equation 3.23 as a function of the
number of iterations for the explicit method (equation 3.20, red curve), the semi-implicit method
(equation 3.21, blue curve) and for the implicit method (equation 3.22, green curve). (b) Red blood
cell ﬂow rate balance between the network inlet and outlet as a function of the number of iterations
for the explicit method (equation 3.20, red curve), for the semi-implicit method (equation 3.21, blue
curve) and for the implicit method (equation 3.22, green curve). (c) Tube hematocrit repartition in
a two-dimensional synthetic network obtained by Smith et al. [139] using a customized Voronoï
tesselation. Such a network contains approximately 1, 000 vessels with a diameter of 10 µm. (d) Tube
hematocrit distribution associated with the network displayed in (c) for an inlet tube hematocrit 0.3
(black dashed line) and a unit pressure drop between the top left and bottom right.
3 .4 in vitro validation
In order to validate the blood ﬂow model deﬁned in section 3.1, I collaborated with Adlan Merlo
who performed in vitro measurements of tube hematocrits and red blood cell velocities using optical
microscopy in the two-dimensional honeycomb network presented in ﬁgure 3.1b. Figure 3.3a shows
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a time-averaged snapshot of red blood cells ﬂowing (top to bottom) in such a network for an inlet
tube hematocrit Ht = 0.03 and ﬁgure 3.3b shows the associated model prediction under the same
conditions. It is striking to see that the pattern predicted by the blood ﬂow model is considerably more
spread. We hypothesize that such a discrepancy could stem from either an issue in the resolution
procedure or a lack of physical understanding in the blood ﬂow model.
Let us start by assuming that the problem comes from the resolution procedure. The blood ﬂow
problem is non-linear, hence it likely has several solutions for a given set of initial and boundary
conditions. Consequently, the problem could be that our resolution procedure does not converge
towards the correct solution. To investigate this possibility, we have explored the set of solutions
by using a very simpliﬁed approach inspired by numerical continuation methods. Brieﬂy, the idea
was to increment slowly the inlet tube hematocrit, starting from zero, and to solve the blood ﬂow
problem for multiple values of the relaxation parameter α, and for different, randomized initial
hematocrit distributions. In doing so, we did ﬁnd several solutions, and that the number solutions
was increasing with the inlet tube hematocrit, however, similarly to what Karst, Geddes, and Carr
[156] have found, such solutions were all lying close to each other. Therefore, it is more likely that the
discrepancy between model predictions and in vitro measurements originates from a lack of physical
understanding in the blood ﬂow model.
Let us now assume that the problem comes from the formulation of the blood ﬂow model. As
mentioned in section 3.3, the heterogeneities in the red blood cells repartition are mainly due to the
phase separation effect. It is then likely that the problem stems from the way this effect is modelled.
One of the fundamental hypothesis behind the phase separation relationship we use (equation 3.8
to 3.11) is that all red blood cells entering the bifurcation must be at mechanical equilibrium with the
ﬂow, meaning that the red blood cells must be free from the inﬂuence of upstream bifurcations. In
this situation, we expect the associated hematocrit proﬁle to be symmetric across the vessel. Now,
looking at ﬁgure 3.3a, we can clearly see that all red blood cells entering the second most upstream
bifurcations are squeezed against one side of the inlet vessel, creating a strong asymmetry in the
hematocrit proﬁle. That is likely because the red blood cells are still under the inﬂuence of the
previous bifurcation. Due to this asymmetry, we can see that almost all red blood cells are redirected
towards a single outlet. Given this observation, it becomes necessary to evaluate the consequences of
a wrong prediction of the blood ﬂow model originating from this (or any) divergent bifurcation on
hematocrit everywhere in the network.
To do so, we compute the total Sobol indices [157] weighting the separate inﬂuence of each
divergent bifurcation on each vessel hematocrit. Practically, to compute such indices we rewrite
equation 3.7 considering, for each divergent bifurcation, FQE as an independent random variable fol-
lowing a uniform distribution between 0 and 1. We then sample the combined random distributions
more than a 1, 000, 000 times and solve the associated blood ﬂow problems. In order to have a smooth
work ﬂow we designed a python front-end using OpenTurns [158] that called the solver implemen-
tation in C++ whenever necessary. Similarly, we used the OpenTurns JansenSensitivityAlgorithm
routine to compute the Sobol indices.
Figure 3.3c displays the Sobol indices associated with the second most upstream bifurcation to the
left. It is striking to see that this bifurcation has a very strong inﬂuence on almost all downstream
vessels. Hence, the bad prediction of the red blood cell distribution at this bifurcation is more than
likely responsible for the large discrepancies observed between experiments and simulations. It is
then necessary to propose a correction for the phase separation law, at least for this bifurcation. To
do so, we use experimental measurements to compute a new value for parameter A (equation 3.10),
that is now taking into account asymmetry in the upstream hematocrit proﬁle on top of asymmetry
in the bifurcation geometry [153].
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Figure 3.3: Validation of the blood flow model against the in vitro experiments performed by Merlo [153] .
(a) Time average snapshot of red blood cells ﬂowing from top to bottom in the honeycomb network
presented in ﬁgure 3.1b for an inlet tube hematocrit Ht,i = 0.03. The darkest vessels have the
highest tube hematocrit (here Ht,max ≈ 0.75. (b) Tube hematocrit repartition in the honeycomb
network predicted by the blood ﬂow model for Ht,i = 0.03. (c) Total Sobol indices associated to
the sensitivy of each tube hematocrit to changes in the repartition of red bood cells at the second
most upstream bifurcation to the left. A high value indicates a high sensitivity. (d) Tube hematocrit
repartition in the honeycomb network predicted by the blood ﬂow model with a phase separation
relationship corrected. (e) Simulated tube hematocrit as a function of the measured tube hematocrit
in each vessel of the honeycomb network for various inlet tube hematocrit: Ht,i = 0.03 (red dots),
Ht,i = 0.08 (blue square) and Ht,i = 0.15 (green triangle). (f) Normalized red blood cell velocities
predicted by the blood ﬂow model as a function of measured red blood cells velocities in each vessel
of the honeycomb network except inlet and outlet vessels, for a inlet tube hematocrit Ht,i = 0.08.
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Figure 3.3d shows the model prediction with A adjusted only for the rogue bifurcation and we can
clearly see that the pattern is restored. Now looking into the details, ﬁgure 3.3e compares, vessel
per vessel, the tube hematocrit simulated to the tube hematocrit measured for different inlet tube
hematocrit. We can see that simulations and experiments are now in good agreement regardless of
the inlet hematocrit. Similarly, ﬁgure 3.3f shows an excellent agreement between experiments and
simulation for the red blood cell velocities. Finally, we experimentally observed that the asymmetry
in the hematocrit proﬁle strongly decreases with inlet hematocrit and diameter as reported in Merlo
[153]. Such a phenomenon should not be signiﬁcant in vivo as the systemic tube hematocrit in
microcirculation lies around 0.4, which is more than two folds the maximum inlet hematocrit studied
here experimentally. This achieves to validate the blood ﬂow model in vitro.
3 .5 in vivo validation
In the previous section, we have validated the blood ﬂow model deﬁned in section 3.1 using artiﬁcial
network geometries. Now, the ﬁnal step before investigating the role of capillary occlusions during
the onset of Alzheimer’s disease is to evaluate the accuracy of such a model in vivo. To do so, we
solve the blood ﬂow problem using the anatomical mouse network presented in ﬁgure 3.1d and
compare the results obtained to available in vivo measurements in mice and rats [38, 152, 159].
Such a network consists of approximately 15, 000 vessels, embedded in a cube, with each side
measuring 1mm. This cube has been obtained post mortem using two photon microscopy and
corresponds to the ﬁrst millimeter of the cerebral cortex starting for the brain surface (pial surface) [6,
152]. Contrary to the honeycomb network which has only one inlet and one outlet, this anatomical
network presents hundreds of dangling vessel ends lying on each face of the cube. It is then necessary
to prescribe physiologically relevant boundary conditions to such vessel ends before solving the
blood ﬂow problem.
Let us start by deﬁning the boundary conditions for vessel ends located on the top face. This face
corresponds to the pial surface, and vessel ends lying there correspond to the tips of penetrating
arterioles and ascending venules. Those tips have been labeled experimentally so that we can
discriminate which tips are arteriolar and which tips are venular. Consequently, we prescribe a
pressure drop of 60mmHg (8000 Pa) between all arteriolar tips and venular tips [72, 160]. Similarly
we impose an inlet discharge hematocrit of 0.4 corresponding to the systemic hematocrit [155]
Next, regarding all vessel ends lying at the bottom of the network, we enforce a no ﬂow boundary
condition. By doing so, we aim at modelling the frontier between the gray matter and the white
matter. Such a frontier is characterized by a sudden drop in vascular density and blood perfusion
and is located around 1mm deep in the mouse cortex. .
Finally, to model the inﬂuence of the network surroundings we developed a pseudo periodic
boundary condition as ﬁgure 3.4a illustrates. Practically, we create ﬁctitious vessels linking capillary
ends lying on opposite lateral faces (left/right and front/back) together following the two main
constraints:
• As the cerebral cortex is stratiﬁed [6], the ﬁctitious vessels have to be the most horizontal
possible. In so doing, we prevent connecting capillary vessels lying close to the pial surface
on one side to capillary vessels lying close to the bottom of the gray matter on the other side,
hence avoiding the creation of shunts in the network.
• The vessel ends lying on one face are at most connected to 2 different vessel ends lying on
the opposite face. This enables the creation of bifurcations and allows to periodize opposite
faces with different numbers of vessel ends, while still preventing the creation of connection
involving 4 or more vessels that are not physiological [1, 6].
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Besides these two fundamental rules, we consider that each ﬁctitious capillary has a diameter
corresponding to the average between the two capillary ends they are connecting. Regarding their
length, we enforce a value of 50 µm. This corresponds to the characteristic length of cortical capillaries
in mouse and human [93].
The boundary conditions are now set and the blood ﬂow problem is technically ready to be solved.
However, ﬁgure 3.4b, which displays the diameter distribution of small vessels (d ≤10 µm), shows
that the anatomical network (red curve) we want to use is made of vessels with signiﬁcantly smaller
diameters than what is observed in vivo (blue curve). This is because such a network has been
obtained post mortem. Consequently, all its microvessels have suffered from post mortem shrinkage
[152]. It is then necessary to counter such a shrinkage before solving the blood ﬂow problem, as the
conductance of a microvessel is extremely sensitive to changes in diameters (G ∝ d4). To do so, we
apply two successive custom corrections to the post mortem diameters. The ﬁrst correction is applied
to all vessels and writes
dcorrect = draw +
λ1((
draw
λ2
)2
+ 1
) 1
2
(3.25)
with dcorrect the corrected diameter, draw the post mortem diameter, λ1 > 0 and λ2 >
2
√
3
9 λ1 two
parameters to be determined. Such a function has two main properties. First, it increases with draw
and second it converges towards the identity in the limit of large diameters. The ﬁrst property is here
to preserve the hierarchy of the network and the second is here to assure that large vessels (d >10 µm)
do not reach unrealistic, large diameters. We then determine λ1 and λ2 so that the distribution of
corrected diameters matches the in vivo distribution displayed in ﬁgure 3.4b. Using the network
presented in ﬁgure 3.1d, we ﬁnd λ1 = 1.4µm and λ2 = 10.3µm. Figure 3.4b shows that the corrected
distribution (green curve) is in excellent agreement with the in vivo distribution (blue curve).
The second correction is applied only to arterioles and venules, i.e., the larger vessels. However,
before correcting the diameter of such vessels, we ﬁrst need to properly deﬁne what are arterioles
and venules in this speciﬁc context. When prescribing the boundary conditions, we mentioned that
the tip of each penetrating arteriole and ascending venule have been labeled experimentally. However,
the full extent of each arteriovenular tree below the pial surface is still undetermined. To overcome
this issue, we use a custom Dijkstra coloration algorithm [161]. Starting from an arteriovenular
tip, the algorithm explores the network, labeling each vessel visited as either an arteriole or a
venule, stopping when a complete vascular loop has been labeled or when the vessel has a diameter
smaller than 7.2 µm. We use such a criterion because cortical arterioles and venules have a tree-like
organisation presenting no loop [93]. Similarly, when two labels overlap the algorithm stops, leading
to the identiﬁcation of an anastomosis, a direct connection between an arteriole and a venule. Such
connections are naturally occurring in the cortical microvasculature. Corollary to this deﬁnition for
arterioles and venules, all remaining vessels are deﬁned as capillaries.
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Arterioles and venules are now clearly deﬁned, but we still need to correct their diameters. Contrary
to the small vessels, the exact in vivo diameter distribution of arterioles and venules is not available.
We only have access to the in vivo average diameter of the tips of penetrating arteriole and ascending
venules [159]. Therefore, we derived the simple following depth dependent correction
dart vencorrect = d
art ven
raw (Λ1z+ Λ2) (3.26)
with dart vencorrect the corrected arteriole (resp. venule) diameter, d
art ven
raw the post mortem arteriole (resp.
venule) diameter, Λ1 and Λ2 two parameters to be determined and z the distance from the pial surface
(depth). We determine Λ1 and Λ2 so that the average diameter of arteriolar (resp. venular) tips match
in vivo measurements in addition with not disturbing the average diameter of the smallest arterioles
(resp. venules) in contact with capillaries. We enforce this second condition in order to not deteriorate
the effect of the ﬁrst correction as the smallest arterioles (resp. venules) are likely to be smaller
than 10µm in diameter. Using the network presented in ﬁgure 3.1d we ﬁnd Λ1 = −1.4 · 10−3µm−1
Λ2 = 2.54 for arterioles and −9.36 · 10−4µm−1 and 2.02 for venules.
Now that boundary conditions have been prescribed and vessel diameters corrected, we can solve
the blood ﬂow problem and compare the solution to in vivo measurements in mouse. One thing to
notice here is that, in this context, our framework does not rely on any free, adjustable parameters
in the sense that every aspect of the problem has been set up based on physiological data from the
literature.
Figure 3.4c illustrates the blood ﬂow distribution in the mouse anatomical network presented
in ﬁgure 3.4a and ﬁgures 3.4d and 3.4e detail the associated red blood cells velocities in arterioles,
venules and capillaries. In particular, ﬁgure 3.4d compares the red blood cells velocities predicted by
our model for arterioles (red dots) and venules (blue dots) to in vivo measurements (gray symbols).
We can clearly see that simulations are in excellent agreement with experiments.
Regarding capillaries, ﬁgure 3.4e compares the red blood cells velocities obtained with two versions
of our framework (red and green curves) to in vivomeasurements (blue curve). In the ﬁrst version, the
network is not periodized and post mortem shrinkage is not corrected (red curve). In this case, we can
see that the model fails to reproduce in vivo measurements, predicting an average capillary velocity
one decade below what is observed experimentally. In the second version the network is periodized
and post mortem shrinkage is corrected (green curve). We can clearly see that, in this case, simulations
are in good agreement with experiments, especially for the high red blood cell velocities, and are
able to reproduce the average capillary velocity. Still, we observe slight discrepancies for the lowest
red blood cell velocities. We believe this may come from either the experimental difﬁculty to tag slow
ﬂowing capillaries, or inaccuracies in the boundary condition at the bottom of the network for which
we lack reliable in vivo information. That being said, we are still satisﬁed with the predictions made
by the blood ﬂow model and we can now move on and start quantifying the impact of capillary
occlusions on cerebral blood ﬂow.
3 .6 effect of multiple capillary occlusions on cerebral blood flow
The blood ﬂow model has been validated in vivo, so that it can be used to determine if 2%-4% of
capillary occlusions can lead to a 20%-30% cerebral blood ﬂow decrease in mouse. Further, we have
mentioned during the introduction that this cerebral blood ﬂow decrease has also been observed in
humans early in Alzheimer’s disease [39]. Consequently, in this section, we are going to quantify
the impact of capillary occlusions not only using a mouse network but also using a human network
and a synthetic network. The idea behind investigating the consequences of capillary occlusions in a
synthetic network such as the one displayed in ﬁgure 3.1c is that it can serve as a simpliﬁed version
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of the cortical microvasculature and can therefore help to compare the results obtained in mice and
humans.
The human cortical network we are using has been obtained post mortem by confocal microscopy [154].
It countains more than 25, 000 vessels including arterioles, venules and capillaries, and measure
around 2mm in depth (starting at the pial surface), 10mm in length in one direction, but only 300 µm
in the other. Hence, this network is in fact a 300 µm slice of human gray matter.
On the other hand, the synthetic network we are using is a cube generated numerically following
the pattern displayed in ﬁgure 3.1c with each side measuring 1mm and containing around 20, 000
vessels. Such a network represents an simpliﬁed version of a cortical vasculature. In this speciﬁc
context, it reproduces the mouse microvasculature, that is why all vessels have a length of 50 µm and
a diameter of 5 µm. The pattern displayed in ﬁgure 3.1c only contains capillaries and miss penetrating
arterioles and venules. To overcome this issue, we plug two additional vertical vessels diving into the
network from the top surface. Such vessels are then connected to the capillary bed at the same depth
arterioles (resp. venules) are connected to the capillary bed in mouse. Similarly, the distance between
the two vessels along with their respective diameters are set according to penetrating arterioles and
ascending venules tips in mouse.
Finally, we prescribe the same boundary conditions to the human and synthetic networks as to the
mouse network, namely a pressure drop between arterioles and venules, a no ﬂow condition at the
bottom and a periodic condition on lateral faces. We then numerically quantify the effect of capillary
occlusions using the following procedure:
1. Random selection of a fraction of capillaries using a seed. The capillaries are not discriminated
by their diameters or position relative to arterioles or venules as Pr. Schaffer and Nishimura
have found experimentally no evidence of preferred location for capillary occlusions (see
ﬁgure 1f and 1g in [11]).
2. Shrinkage of the diameters of these capillaries by a factor 100 to dramatically decrease their
conductance in order to mimic the effect of white blood cells stalling the ﬂow.
3. Resolution of the blood ﬂow problem.
4. Computation of the sum of all arteriolar ﬂow rates. This sum is referred to as the cerebral blood
ﬂow in the following paragraphs.
5. Restoration of all vessel diameters to their baseline values.
6. Repetition from step 1 with an increased fraction using the same seed.
We apply the above procedure to the mouse, human and synthetic networks several times using
different seeds (5 in total) and then average the results. The interest of using a seed is that it keeps
track of previously occluded vessels. Besides repeating the occlusion procedure several times for a
given fraction of capillaries, we investigate the impact of up to 20% of capillary occlusions, which is
far beyond the 2%-4% observed experimentally. Looking into such asymptotic, unrealistic regimes
helps us to theoretically investigate the core of the occlusion mechanism.
At each iteration during the procedure, in addition with the computation of the cerebral blood
ﬂow, we keep track of the relative variations of pressure, ﬂow rate, and hematocrit in each vessel
of the networks. For instance, ﬁgure 3.5a illustrates the relative ﬂow rate variations in a mouse
and a human networks where 4% of the capillaries have been occluded (purple spheres). We can
see that such occlusions generate a lot of heterogeneities in in their vicinities, strongly decreasing
the ﬂow of vessels downstream and often even diverting the ﬂow upstream, causing neighbouring
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vessels to undergo a signiﬁcant ﬂow rate increase. We also remark that, at least qualitatively, capillary
occlusions seem to have a similar impact in mouse and human networks.
To assess this intuition, ﬁgure 3.5b displays the cerebral blood ﬂow as a function of the fraction of
capillaries occluded in mouse (blue curve), human (red curve) and synthetic (green curve) networks.
We can clearly see that the cerebral blood ﬂow is linearly decreasing, with no threshold effects,
in all three networks. As consequence, we can deduce that even a small percentage of capillary
occlusions have a signiﬁcant impact on cerebral blood ﬂow. For instance, we can see that occluding
2% to 4% of the network capillaries leads to a 5% to 12% decrease in cerebral blood ﬂow in mouse.
We have already mentioned that the cerebral blood ﬂow decrease associated with the early onset
of Alzheimer’s disease in mouse was estimated to be between 20% and 30%. Hence, the 2%-4% of
capillary occlusions we observed experimentally cannot completely explain such a decrease but they
still remain an important underlying mechanism.
We have considered several potential explanations justifying this gap between experiments and
simulations. To begin with, we are studying the impact of capillary occlusions on cerebral blood
ﬂow using a healthy mouse network and not a diseased mouse network as a baseline. This could be
meaningful since Reeson, Choi, and Brown [162] have estimated that 30% of capillaries occluded
were eventually pruned off in healthy mice, and we know that AD mice have signiﬁcantly more
capillaries occluded (see ﬁgure 1c and 1d in [11]). Taking into account this pruning effect over time
implies that diseased mice networks should have a smaller capillary density. Consequently, 2% to
4% of capillary occlusions in a vessel depleted network should then have a greater impact on the
cerebral blood ﬂow. Another potential explanation justifying the difference between experiments and
simulations could be that the tissue inﬂammation responsible for the white blood cells adherence
also causes a shrinkage of the surrounding vessels. Finally, it is also plausible that the arteriovenular
pressure drop could decrease during the course of the disease due to an increase in intracranial
pressure [163].
Besides highlighting a linear behaviour, Figure 3.5b also shows that the cerebral blood ﬂow
decreases in a similar fashion in mouse and human. This, in addition with similarities in the relative
ﬂow rate variations in each vessel displayed in ﬁgure 3.5a, strongly suggest that capillary occlusions
have the same impact in both species. However, we know that the human network we use is only
300 µm thick. Therefore, we need to ﬁrst evaluate the inﬂuence of network thickness on the cerebral
blood ﬂow decrease before extrapolating results from mouse to human.
To do so, we have plotted in ﬁgure 3.5c the cerebral blood ﬂow as a function of the fraction of
capillaries occluded for full (circular marks) and extracted (triangular marks) and for periodized
(plain curves) and unperiodized (dashed curves) mouse networks. The full network corresponds to
the one we have been using so far and the extracted networks correspond to 300 µm thick slices cut
from the full mouse network. Figure 3.5c shows that the cerebral blood ﬂow still decreases linearly,
but slightly faster in extracted networks. That is because the extracted networks have fewer paths
allowing the blood to ﬂow from arteriolar inlets to venular outlets due to their narrow shape. In this
context, occluding vessels has a stronger impact on the cerebral blood ﬂow.
Going in the opposite direction, ﬁgure 3.5c also shows that periodization tends to mitigate the
impact of capillary occlusions, especially for extracted networks. This can be explained since the
periodization procedure creates new vessels and thus new paths connecting arterioles to venules.
Altogether, we can conclude that network thickness does not affect dramatically the cerebral blood
ﬂow decrease, especially for periodized networks. The implication is that the blood ﬂow decrease
observed in ﬁgure 3.5b for a 300 µm thick periodized human network can also be expected for a
thicker human network. This leads us to believe that capillary occlusions, if they were to be observed
in humans, could be in part responsible for the cerebral blood ﬂow decrease associated with the
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onset of Alzheimer’s disease. In this context, such occlusions could then become a new hallmark for
the diagnosis of the disease.
Finally, ﬁgure 3.5b notably points out that the cerebral blood ﬂow decrease in the synthetic network
is also similar to the cerebral blood ﬂow decrease in mouse and human. This is surprising since such
a network is drastically different from the two others in terms of geometry and diameter distribution.
This strongly suggests that the network connectivity mainly controls the cerebral blood ﬂow decrease
and that details of the network geometry have only a small inﬂuence on the results.
Overall, ﬁgure 3.5b and 3.5c have shown that the cerebral blood ﬂow always decreases linearly
with the fraction of capillaries occluded regardless of the species, boundary condition or network
geometry, suggesting that connectivity is mainly controlling the blood ﬂow at the scale of the network.
In contrast, we demonstrate in the next section that this assertion does not hold in the case of a
unique occlusion at the scale of a single bifurcation within the network.
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Figure 3.5: Effect of multiple capillary occlusions on cerebral blood flow. (a) Relative variations of blood ﬂow
rate associated with 4% of capillary occlusions in a mouse (left) and a human (right) anatomical
networks. Purple spheres represent the positions of capillary occlusions in both networks. (b)
fraction of baseline (no occlusions) cerebral blood ﬂow (averaged over 5 seeds) as a function of
the fraction of capillaries occluded in mouse (blue curve), human (red curve) and synthetic (green
curve) networks. (c) fraction of baseline cerebral blood ﬂow (averages over 5 seeds) as a function of
the fraction of capillaries occluded for different types of mouse network and boundary conditions.
The network types correspond to the full network (dots) and 3 slices of 300 µm extracted from this
full network (triangle). Both are enforced either with periodic boundary conditions on the lateral
faces (blue plain curves) or no ﬂow on the lateral face (red dashed curves). Errorbars show the
standard deviation over the 5 seeds for the full network and over 10 seeds 3 slices for the extracted
networks.
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3 .7 effect of a single occlusion on blood flow in capillary networks
In the previous section, we have highlighted that the cerebral blood ﬂow decrease induced by
multiple capillary occlusions was controlled by the network connectivity. However, the cerebral blood
ﬂow is an integral quantity (sum of all arteriolar blood ﬂow rate) yielding no information about the
consequences of occlusions at the scale of bifurcations. Therefore, in this section, we are focusing on
the impact of a single capillary on the blood ﬂow rate of downstream vessels.
To do so, we use cubic networks that are only composed of capillaries. Such networks have
been extracted from the mouse and human cortex (anatomical networks) or generated through
numerical procedures (synthetic networks). In this study, we use two types of synthetic networks.
The ﬁrst one corresponds to the network shown in ﬁgure 3.1c and consists in the repetition of an
elementary pattern and, as mentioned before, represents a naive vision of capillaries. The second
type of synthetic network is displayed in ﬁgure 3.6a and has been obtained by Smith et al. [139]
starting from a tri-dimensional voronoï tessellation. Such networks aim at accurately reproducing
mouse and human capillary networks. Both anatomical and synthetic cubic networks have a side
length measuring approximately 240 µm which corresponds to the largest volume containing only
capillaries that could be extracted from mouse and human anatomical networks.
The main advantage of using networks entirely made of capillaries is that it allows us to simplify
the blood ﬂow problem and isolate the inﬂuence of the network geometry when studying the effect
of occlusions. To simplify the blood ﬂow problem, we assume that all vessels have the same diameter
(5 µm) regardless of the network. Further, we neglect the phase separation effect (equations 3.8
to 3.11) so that the effective viscosity of the blood is the same in every vessel (equation 3.2). Finally,
to be consistent with previous simpliﬁcations, we modify the boundary conditions set in section 3.5.
Here, we prescribe a constant pressure drop between two opposite faces (i.e. front/back, top/bottom,
left/right) and no ﬂow on the other faces. Doing so gives us three conﬁgurations of boundary
conditions corresponding to the three direction of space. The idea behind such simpliﬁcations is that
it removes effects induced by nearby arterioles and venules (i.e. network hierarchy) allowing us to
study, to some extent, stereotypes of capillary networks.
As mentioned in section 3.1, when browsing through networks, we encounter two different
bifurcation types which are divergent and convergent respectively. Consequently, the effect of a
capillary occlusion is evaluated differently depending on the type of the associated bifurcation.
Figure 3.6b shows schematics of the two conﬁgurations and how a single occlusion affects them.
Convergent bifurcations have two vessels upstream (red arrows) and one downstream (green arrow).
Hence, we successively occlude each upstream vessel (red cross) and compute the associated post/pre
occlusion blood ﬂow rate ratio in the vessel downstream. On the contrary, divergent bifurcations
have one vessel upstream and two vessels downstream. Therefore we only need to occlude the vessel
upstream. Figure 3.6b illustrates that doing so can induce an inversion of the blood ﬂow in one of
the downstream vessel making it an upstream vessel. To overcome this issue we only compute the
post/pre occlusion blood ﬂow rate ratio in the vessel with the largest baseline ﬂow rate because this
vessel has to keep the same ﬂow direction to maintain mass conservation.
Figure 3.6b illustrates the occlusion procedure for a single isolated bifurcation. In capillary networks
such as the one displayed in ﬁgure 3.6a there are dozens of bifurcations of both types and the goal is
now to study them individually. To do so, we propose the following procedure:
1. Selection of a bifurcation that is not adjacent to a boundary vertex.
2. Shrinkage of the diameter of the vessel upstream by a factor 100 following the conventions in
ﬁgure 3.6b.
3. Resolution of the simpliﬁed blood ﬂow problem.
52 impact of capillary occlusions on blood flow in microvascular networks
4. Computation of the ratio post/pre occlusion in the vessel downstream following ﬁgure 3.6b
convention.
5. Restoration of the vessel diameter to its baseline value.
6. Repetition from step 1 with a different bifurcation if the selected bifurcation was divergent,
repetition from step 2 otherwise. By all means we keep track of previously selected bifurcations
and vessels in order to avoid redundancy. The algorithm stops when all bifurcations have been
selected once.
Such a procedure is relatively similar to the one presented in section 3.6 except it only affects one
bifurcation at a time and the blood ﬂow problem has been simpliﬁed. The above procedure is
repeated for each network type and for each conﬁguration of boundary conditions.
Let us now look at the proportion of divergent and convergent bifurcations in a capillary network.
In so doing, we make sure that the results obtained through the occlusion procedure for both
conﬁgurations are comparable. Given the boundary conditions and the isotropy of capillary networks
[6], we can deduce that we have approximately the same number of inlets and outlets in each
network. Consequently, we can also expect to have approximately the same number of divergent
and convergent bifurcations. Indeed, combining equations 3.14, 3.15 and 3.16 assuming Ninlets =
Noutlets =
1
2Nboundary, yields
Ndiv − Nconv = 2Nvessel − 3Nvertex + 2Nboundary. (3.27)
We can then show, using mathematical induction that
2Nvessel − 3Nvertex + 2Nboundary = 0, (3.28)
for any network with a connectivity of 3. To do so, we ﬁrst verify that equation 3.28 holds for the
smallest network with a connectivity of 3 we can build, which consists in a single vessel. For such
a network we have Nvessel = 1, Nvertex = 2 and Nboundary = 2 which indeed veriﬁes equation 3.28
(2x1 − 3x2 + 2x2 = 0). Now, let us assume that a network N with a connectivity of 3 veriﬁes
equation 3.28. The smallest increment we can add to expand such a network is to create one vessel,
and there are only two ways to do it while preserving the network connectivity
• Connect two vessels that already exist, but not by their endings (otherwise the network would
not have a connectivity of 3).
• Connect one vessel that already exists to a new boundary vertex, but not by its endings
(otherwise the network would not have a connectivity of 3).
In the ﬁrst situation, the addition of the new vessel splits each of the already existing vessels in two
by adding one inner vertex on both sides of the new connection. Therefore this elementary operation
creates a total of 3 vessels, 2 vertices and 0 boundary vertices. In the second situation, the addition of
the new vessel splits the already existing vessel in two by adding one inner vertex at the location
of the new connection. Therefore this elementary operation creates a total of 2 vessels, 2 vertices
and 1 boundary vertex. In both situations, N + 1, which denotes the incremented network, veriﬁes
equation 3.28. Thanks to these two elementary steps, we are able to construct any network with a
connectivity of 3, starting from a single vessel. Hence, equation 3.28 is veriﬁed by any network with
a connectivity of 3. We then deduce that, in this context,
Ninlet = Noutlet ⇒ Ndiv = Nconv. (3.29)
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Implication 3.29 can be interpreted through the prism of blood ﬂow rate conservation. Indeed,
it seems natural that blood ﬂow splits as much as it merges throughout the network in order to
maintain ﬂow rate balance between inlets and outlets. To conclude, implication 3.29 ensures that,
when studying the impact of single occlusion, we are going to encounter the same number of
divergent and convergent bifurcations.
Figure 3.6c shows the distribution (averaged over each bifurcation types) of downstream ﬂow
rate ratio corresponding to divergent (dots and diamond) and convergent (triangles and squares)
bifurcations in anatomical mouse networks (plain curves) and in regular (diamond and squares) and
mouse-like (dashed curves) synthetic networks. The ﬁrst thing we note is that the synthetic mouse
networks reproduce really well the response of the extracted mouse networks to a single occlusion,
regardless of the type of bifurcation. On the other hand, the synthetic networks with a regular pattern
respond completely differently to a single occlusion, yielding a very narrow distribution for divergent
bifurcation and even a unique ray for convergent bifurcations. This is caused by the periodic nature
of such networks which creates carbon copy of the same few bifurcations present in the elementary
pattern over and over again. This demonstrate that details in the network geometry have a signiﬁcant
impact on the blood ﬂow decrease at the scale of a bifurcation. The second thing we note is that
vessels downstream convergent bifurcations are less affected by capillary occlusions (25% of blood
ﬂow rate reduction on average) than vessels downstream divergent bifurcations (70% of blood ﬂow
rate reduction on average). Further, we remark that a substantial proportion of divergent bifurcations
(approximately 15%) have no blood ﬂowing in the vessel downstream after the occlusion. Such
results can be explained since convergent bifurcations have always two vessels upstream feeding the
vessel downstream. On the contrary, for a divergent bifurcation there is only one vessel upstream
and occluding it either deprive both vessels downstream or cause an inversion of the ﬂow in the
vessel with the smallest blood ﬂow rate pre occlusion.
Similarly, ﬁgure 3.6d shows the distribution of downstream ﬂow rate ratios for both types of
bifurcation in human and synthetic networks. Globally, ﬁgure 3.6d conﬁrms that synthetic periodic
networks are unable to reproduce the response of anatomical networks to a single capillary occlusion.
In addition, ﬁgure 3.6d points out that the synthetic human networks reproduce quite accurately
such a response, close to what we observe in ﬁgure 3.6c regarding mouse networks.
Altogether ﬁgures 3.6c and 3.6d show that the blood ﬂow decrease downstream a single occlusion,
contrarily to the cerebral blood ﬂow decrease, strongly depends on details in the network geometry
and not only on network connectivity. Hence, it is interesting to see the response to a single capillary
occlusion as a new metric that can be used to characterize a given network besides the classic
computation of, among others, vessel length distribution and vessel diameter distribution.
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our models. Consequently, we demonstrated that amending the phase separation relationship, only
at these upstream bifurcations, was sufﬁcient to reduce the differences between experiments and
simulations below experimental uncertainties.
We then went on and further validated our blood ﬂow model against in vivo measurements in
large anatomical networks. In doing so, our point of view was to set every aspect of the problem,
including boundary conditions, based on physiological data from the literature. For that purpose, we
developed a new pseudo-periodic boundary condition that was able to imitate characteristic features
of the microvasculature, such as bifurcations.
Finally, we investigated the effect of an increasing fraction of capillary occlusions on cerebral blood
ﬂow. In doing so, we showed that the cerebral blood ﬂow was decreasing linearly with the fraction
of capillaries occluded and that the small fraction (2% to 4%) of capillary occlusions observed by our
collaborators at Cornell University yielded a 5% to 12% cerebral blood ﬂow decrease. Further, using
our blood ﬂow model we were able to translate such a result from mice to humans, showing in the
process that the decay of the cerebral blood ﬂow was mainly controlled by the network connectivity.
Lastly, We ﬁnished by showing that the effect of each individual occlusions on their immediate
surroundings was not controlled by the network connectivty but rather by the network geometry, so
that the blood ﬂow response to a single occlusion could be used as a metric to characterize a network.

4
IMPACT OF RADIAL GRADIENT OF CONCENTRAT ION IN THE
REG IME OF WEAK COUPL INGS
Chapter synopsis:
Most network models that describe solute transport in the brain microcirculation use at
least partially the well-mixed hypothesis and assume that radial gradients inside the blood
vessels are negligible. Recent experimental data suggests that these gradients may in fact
be important, which may result from heterogeneities in the velocity ﬁeld or consumption
in the tissue. Here, we study the validity of the well-mixed hypothesis in pore-network
models of solute transport using theoretical and computational approaches. We focus on
regimes of weak coupling where the transport problem inside the vasculature is independent
from the concentration ﬁeld in the tissue and the boundary condition between the vessels
and the tissue can be modelled by a Robin boundary condition. In such cases, we derive a
1D cross-section average transport problem along each vessel with a dispersion coefﬁcient
that captures radial gradients. We then extend this model to a network of connected tubes
and solve the problem for a variety of test cases, including solute transport in a complex
anatomical network. By comparing with results based on the well-mixed hypothesis, we ﬁnd
that radial gradients are a fundamental component of transport for transient situations with
relatively rapid injections (frequencies above the hertz), such as is the case for tracers used in
imaging methods. For slowly varying signals and steady states, the impact of radial gradients
is less dramatic but dispersion effects still signiﬁcantly impacts the spatial distribution of
vascular/tissue exchange for molecules that easily cross the blood brain barrier. This suggests
that radial gradients cannot be systematically neglected and, more generally, that there is a
crucial need to determine the impact of spatio-temporal heterogeneities on transport in the
brain microcirculation.
This chapter is a reproduction of the following publication:
• Modelling solute transport in the brain microcirculation: is it really well-mixed inside the blood
vessels?
currently under revision by the Journal of Fluid Mechanics.
The human cerebral circulation can be decomposed into three main components: the large surface
vessels (pial arteries and veins, ﬁgure 4.1a) that connect the brain to the heart; smaller vessels
(arterioles and venules) that branch off from these large vessels and dive into the cortex (ﬁgure 4.1b);
and the capillary bed forming a complex interconnected network that perfuses throughout grey matter
(ﬁgure 4.1c). Together, the arterioles, venules and capillary bed represent the brain microcirculation.
They play a central role in cerebral homeostasis as they control exchanges between the vasculature
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([152]) with simulations of blood ﬂow ([11, 90]) to calculate the velocity ﬁeld throughout the network.
Figure 4.2b shows the corresponding distribution of Péclet numbers for a molecule with high
diffusivity (10−9m2.s−1), which provides a lower bound for the Péclet numbers. It shows that most
Péclet numbers are above 1 and suggests that, contrary to estimations made in Levitt [115] and
Lincoff, Borovetz, and Inskeep [117], Taylor’s dispersion may be important in a signiﬁcant proportion
of the smallest capillaries.
In this work, we use a theoretical approach to ask whether the well-mixed hypothesis is accurate
in describing molecular transport in the brain microcirculation. Our goal is to understand how radial
concentration gradients affect intravascular transport, mass ﬂuxes throughout the blood-brain barrier
and molecular uptake within the tissue. Our strategy is to focus on situations of weak coupling
couplings between the vessels and tissue, so that the vascular network can be treated independently
from the tissue (section 4.1). We ﬁrst use multiscale asymptotics to identify such situations. Then,
we derive a generic form of the transport model for cross-section averaged concentrations in tubes
(section 4.2.1) and networks (section 4.2.2). We ﬁnally study the impact of dimensionless parameters
and velocity proﬁle on effective coefﬁcients (section 4.3.1) and compare our model with the well-mixed
hypothesis at vessel (section 4.3.2) and network scale (section 4.3.3).
4 .1 transport phenomena at the scale of a microvessel
Here, we set up the modelling bases of the problem of solute transport. Our goal is to derive a
network model for complex microvascular architectures. To this end, we ﬁrst consider the case of a
rigid, straight, long and narrow cylinder embedded in an inﬁnite domain of tissue as illustrated in
Figure 4.3 on page 61. The solute can be metabolized within the tissue but behaves as a passive tracer
in vessels, e.g. a nutrient. Following Pries et al. [25] and Secomb [45], the blood is considered as a
continuous ﬂuid. The vessel walls are supposed to act as a membrane, semi-permeable to solute and
impermeable to ﬂuid ([3, 105]). We also assume that the tissue surrounding the vessel is a continuous
medium with uniform properties ([30, 42, 87, 115, 117, 120, 125, 132, 166, 167]) where transport is
mainly diffusive ([105, 113, 130]). Since the aspect ratio (radius over length) of the vessel is small, the
ﬂow is treated as invariant along the vessel length and the velocity proﬁle is independent from the
axial position along the vessel. Using these hypotheses, we ﬁrst write the mass balance equations
within the vessel and tissue (section 4.1.1 and section 4.1.2). Then we use multiscale asymptotics to
describe the different transport regimes and identify situations of weak coupling where the vessel
can be treated separately from the tissue (section 4.1.3).
4.1.1 Microscopic transport equations and boundary conditions
In order to derive the 3D local transport equations for the concentration within both vessels and
tissue, we consider a binary solvent/solute mixture in each domain. The diffusion ﬂux in vessels and
tissue is determined using Fick’s ﬁrst law. With these assumptions, the mass balance equation for
solute within vessels can be written as
∂t (ρVYV) = ∇ · (−ρVUYV + ρVDV∇YV) , (4.1)
where ρV is the local mass density in the vessel (kg.m
−3), YV the local solute mass fraction, U the
local velocity (m.s−1) and DV the molecular diffusion coefﬁcient (m2.s−1) of the solute in vessels.
Transport in the tissue is mainly diffusive so that we have
∂t (ρTYT) = ∇ · (ρTDT∇YT)−M, (4.2)
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Figure 4.3: Schematics of solute transport within a single capillary. CV is the local concentration of solute
within the vessel and CT the local concentration within the tissue. U(r) represents the velocity
proﬁle and DV the diffusion coefﬁcient of the solute within the vessel. Km is the membrane
permeability. DT denotes the diffusion coefﬁcient within the tissue and M(CT) the consumption
rate of solute within the tissue.
where ρT is the local density of the tissue (kg.m
−3), YT the local solute mass fraction, DT is the
molecular diffusion coefﬁcient (m2.s−1) of the solute within the tissue and M the local metabolic
reaction rate (kg.m−3.s−1). Here, DV 6= DT and both are assumed to be uniform and constant. We
consider that the solute is dilute and does not modify the densities. We can therefore write
CV = ρVYV , (4.3)
CT = ρTYT, (4.4)
where ρV and ρT are uniform and constant and CV and CT are the local mass concentration (kg.m
−3).
Hence, equations 4.1 and 4.2 now yield
∂tCV = ∇ · (−UCV + DV∇CV) , (4.5)
∂tCT = ∇ · (DT∇CT)−M, (4.6)
which are the local transport equation for the concentration of solute within the vessels and tissue.
The metabolic reaction rate M is modelled using a Michaelis-Menten kinetics, which is standard
for, e.g., oxygen ([30]) or glucose ([106]). Consequently, (4.6) becomes
∂tCT = ∇ · (DT∇CT)−MT CT
C0 + CT
, (4.7)
where MT is the maximal metabolic rate (kg.m
−3.s−1) and C0 the concentration (kg.m−3) at which
the metabolic reaction equals half its maximal value.
Finally, the vessels and tissue are coupled together through the blood-brain barrier. We treat
this barrier as a geometric manifold (inﬁnitely thin layer) with transmission boundary conditions
connecting the two domains. Assuming that there is no sorption of solute molecule onto the barrier,
mass conservation reads
−n · (DV∇CV) = −n · (DT∇CT) , (4.8)
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where n is the unit normal vector pointing outward the vessel. To represent the selective action of
the blood-brain barrier, we use a membrane condition in the form
−n · (DV∇CV) = Km (CV − λCT) , (4.9)
with Km the membrane permeability (m.s
−1). Here, Km is primarily introduced as a parameter
allowing us to model the ability of a given molecule to pass the barrier. The limit Km → 0 corresponds
to a molecule that cannot pass the barrier, resulting in a homogeneous Neumann boundary condition.
On the other hand, Km → ∞ leads to CV = λCT, which corresponds to thermodynamic equilibrium
and is obtained through equality of chemical potentials with λ the partition coefﬁcient ([106]). This
boundary condition, which is analogous to the thermal resistance in heat transfer, is widely used in
microcirculation ([42, 117, 125, 182]) and enables the description of the selectivity of blood/tissue
exchanges through the blood-brain barrier.
4.1.2 Nondimensionalization of transport equations
The local transport problem, equations 4.5 and 4.7 to 4.9, is nondimensionalized using the char-
acteristic vessel length, L, and the associated diffusive timescale, L
2
DV
. The concentration ﬁeld is
nondimensionalized using Cinlet in the vessel and C0 in the tissue. Cinlet corresponds to the concentra-
tion at the vessel inlet and C0 to the concentration at which the metabolic reaction equals half its
maximal value. The dimensionless initial-boundary value problem now reads
∂tCV = −Pe∇ · (U∗CV) +∇2CV , (4.10)
∂tCT = η∇2CT − ηDaT CT
1+ CT
, (4.11)
−n · ∇CV = −n · (ηγ∇CT) , (4.12)
−n · ∇CV = Dam (CV − λγCT) , (4.13)
where Pe = 〈U〉LDV is the longitudinal Péclet number based on the cross-section averaged velocity 〈U〉 =
1
πR2
∫∫
U · ndS and U∗ = U〈U〉 is the normalized velocity; DaT = MTL
2
C0DT
is the longitudinal Damköhler
number within the tissue; η = DTDV is the diffusivity ratio; Dam =
KmL
DV
is the longitudinal membrane
Damköhler number; and γ = C0Cinlet is the ratio of reference concentrations. The corresponding radial
Péclet and Damköhler numbers, based on the cylinder radius instead of its length, are
Peradial = ǫPe, DaT,radial = ǫ
2DaT, Dam,radial = ǫDam,
where
ǫ =
R
L
, (4.14)
is the aspect ratio of the tube.
4.1.3 Asymptotic transport regimes
Due to the strong couplings between the vessel and tissue, it is not possible to derive a general 1D
effective transport equation for the cross-section averaged concentration inside the vessel by simply
averaging equation 4.10. As mentioned in the Introduction, one way to obtain such an effective model
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is to consider a subset of possible geometries, e.g. the Krogh cylinder. The main drawback of this
approach is that it makes generalization to realistic microvascular architectures difﬁcult. Another
alternative is to identify regimes where couplings between the vessel and the tissue are relatively
weak, so that the transport within each vessel can be treated as independent from the transport
within the tissue. To this end, we use multiscale asymptotics ([28, 29]) to identify the speciﬁc scalings
of the control parameters, expressed as powers of ǫ (e.g. Pe = O(ǫi)), that yield weak couplings.
In the following, we will further assume that, for small molecules like water, oxygen or nutrients,
λ = O(1) and η = O(1). We also suppose that γ = O(1) so that concentration in the tissue is
comparable to the concentration in the vessel. Doing so is convenient for the asymptotic analysis as
it reduces the set of dimensionless numbers, for a given geometry, to Pe, DaT and Dam. However, this
hypothesis is not valid for all regimes and may yield contradictory results. We will therefore discuss
its validity and extensions a posteriori.
For the cylindrical geometry at hand (ﬁgure 4.3), the spatial differential operators have the following
expressions
∇• = er∂r •+ez∂z•, (4.15)
∇2• = 1
r
∂r (r∂r•) + ∂2z•, (4.16)
with er and ez the unit vectors in the radial and axial direction respectively. In such a conﬁguration,
there are primarily two scales of variations for the differential operators, the longitudinal scale z and
the transverse scale r. In order to highlight those scales in equations 4.15 and 4.16, we rescale the
radial coordinate and introduce the following change in variable
ǫρ =r. (4.17)
Equations 4.15 and 4.16 then become
∇• = ǫ−1er∂ρ •+ez∂z•, (4.18)
∇2• = ǫ−2 1
ρ
∂ρ
(
ρ∂ρ•
)
+ ∂2z•, (4.19)
For the rest of this section, we deﬁne the following notations
∇• = ∇z •+ǫ−1∇ρ•, (4.20)
and
∇2• = ∇2z •+ǫ−2∇2ρ • · (4.21)
The main idea is then to separate the lengthscales of variation of the concentration ﬁelds in both
vessel and tissue into different components and search for solutions in the form of series of powers
of ǫ
CX = ∑
i
ǫiCX,i(r, z, t) X = V, T. (4.22)
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Injecting the above derivative expressions and the series form of the solution into equations 4.10
to 4.13 yields
∑
i
ǫi∂tCV,i =−∑
i
ǫiPe∇z · (U∗CV,i) + ∑
i
ǫi
(∇2zCV,i + ǫ−2∇2rCV,i) , (4.23)
∑
i
ǫi∂tCT,i =∑
i
ǫi
(
∇2zCT,i + ǫ−2∇2rCT,i −DaT
CT,i
1+∑
k
ǫkCT,k
)
, (4.24)
−∑
i
ǫin · ∇ρCV,i =−∑
i
ǫin · ∇ρCT,i, (4.25)
−∑
i
ǫi
(
n · ∇ρCV,i
)
=∑
i
ǫi (ǫDam(CV,i − CT,i)) . (4.26)
For each set of scalings of the dimensionless parameters (Pe, DaT, Dam), we obtain a nested sequence
of subproblems corresponding to the different powers of ǫ, which allows us to identify the leading
order concentration ﬁelds (CV,0, CV,1, CT,0, CT,1). Effective transport equations for the cross-section
averaged concentration are then obtained by averaging the resulting equations in space via the
following operator
〈•〉 = 1
πǫ2
∫∫
•rdrdθ = 1
π
∫∫
•ρdρdθ, , (4.27)
so that in general
〈CV〉 = ∑
i
ǫi〈CV,i〉. (4.28)
For concision, this cross-section averaged concentration 〈CV〉 will be simply referred to as the average
concentration in the rest of this paper. Inspired by the work of Mei [183], Auriault and Adler [184],
and Allaire et al. [185], we will illustrate how this approach can be used to obtain the well-known
regime of Taylor’s dispersion. We show that, in this case, the boundary conditions (equations 4.12
and 4.13) degenerate into Neuman boundary conditions, consistent with the impermeable walls of
Taylor’s case (section 4.1.3.1). Then, we go on to generalize this study to a large range of parameter
scalings and identify the regimes in phase space that correspond to weak vessel-tissue couplings
(section 4.1.3.2). For all these scalings, we further show that the membrane boundary condition
(equation 4.13) degenerates into a Robin-type boundary condition at the vessel walls.
4.1.3.1 Recovering Taylor’s dispersion
Taylor’s dispersion is obtained when molecules primarily remain inside the vessels and the Péclet
number is large enough. The corresponding set of scalings reads
Pe = O(ǫ−1) Dam = O(ǫ2) DaT = O(ǫ−3). (4.29)
When the Péclet number is large, it is necessary to decompose the time derivative within the vessel
using two timescales to capture both the contribution of longitudinal convection and longitudinal
diffusion to the effective transport. This reads
∂t• =∂t∗ •+Pe∂τ•, (4.30)
with t∗ corresponding to the time variation of longitudinal diffusion and τ corresponding to the time
variation of longitudinal convection.
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In addition, DaT = O(ǫ
−3) implies that the tissue Damkhöler is very large. In such a regime we
expect the concentration in the tissue to be small so that the reaction rate can be approximated by a
linear ﬁrst order kinetics. Note that, taking into account the non-linearity in the reaction rate does
not change the results and only leads to tedious additional calculations that are not necessary for
understanding the procedure. For this set of parameters, in the limit ǫ→ 0, equations 4.23 and 4.24
lead to
DaTCT,0 = 0 O
(
ǫ−3
)
, (4.31)


∇2ρCV,0 = 0
O (ǫ−2) ,
ǫ−2∇2ρCT,0 − ǫDaTCT,1 = 0
(4.32)


Pe∂τCV,0 = −Pe∇z · (U∗CV,0) + ǫ−1∇2ρCV,1
O (ǫ−1) ,
ǫ−1∇2ρCT,1 − ǫ2DaTCT,2 = 0
(4.33)


∂tCV,0 + ǫPe∂τCV,1 = −ǫPe∇z · (U∗CV,1) +∇2zCV,0 +∇2ρCV,2
O (1) .
∂tCT,0 = ∇2zCT,0 +∇2ρCT,2 − ǫ3DaTCT,3
(4.34)
Equation 4.25 becomes
−n · ∇ρCT,i = −n · ∇ρCV,i ∀i ∈ N, (4.35)
and equation 4.26
−n · ∇ρCV,i = 0 i ≤ 2, (4.36)
−n · ∇ρCV,i = ǫ−2Dam(CV,i−3 − CT,i−3) i > 2. (4.37)
By mathematical induction, we obtain that CT,i = 0 ∀i ∈ N inside the tissue, so that the problem is
fully controlled by intravascular transport. Equation 4.36 further shows that, at leading order, there is
no diffusive ﬂux at the vessel/tissue interface so that the membrane boundary condition degenerates
into a homogeneous Neumann condition. Therefore, the model is equivalent to an impermeable wall,
which obviously removes all vessel/tissue couplings and corresponds to Taylor’s dispersion regime.
The effective transport equation is obtained by averaging equation 4.34 using the operator deﬁned in
equation 4.27. This leads to
∂t〈CV,0〉+ ǫPe∂τ〈CV,1〉 = −ǫPe∇z · 〈U∗CV,1〉+∇2z〈CV,0〉. (4.38)
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To obtain an explicit expression for 〈U∗CV,1〉, we consider equation 4.32 and use the divergence
theorem to obtain CV,0 = CV,0(z). Therefore, equation 4.33 can be written as
Pe∂τCV,0 = −PeU∗(ρ) · ∇zCV,0 + ǫ−1∇2ρCV,1. (4.39)
Averaging equation 4.33 leads to
Pe∂τ〈CV,0〉 = −Pe〈U∗〉 · ∇z〈CV,0〉. (4.40)
We have already shown that CV,0 = CV,0(z), which implies that 〈CV,0〉 = CV,0. Consequently, we can
subtract equation 4.40 from equation 4.39 to obtain
PeU˜(ρ) · ∇zCV,0 = ǫ−1∇2ρCV,1, (4.41)
We then have a solution in the form
CV,1 = ǫPeβ(ρ) · ∇zCV,0, (4.42)
where β solves
U˜ = ∇2ρβ, (4.43)
n · ∇ρβ = 0, (4.44)
with uniqueness obtained via the average constraint
〈β〉 = 0. (4.45)
In this regime, the deﬁnition of the average concentration implies that
〈CV〉 = 〈CV,0〉,
〈CV,1〉 = 0,
so that injecting equation 4.42 into equation 4.38 leads to
∂t∗〈CV〉 =
(
1− ǫ2Pe2〈U∗ · β〉)∇2z〈CV〉. (4.46)
Now substituting ∂t∗〈CV〉 using equation 4.30 yields
∂t〈CV〉 = Pe∂τ〈CV〉+
(
1− ǫ2Pe2〈U∗ · β〉)∇2z〈CV〉.
Finally, using equation 4.40 in the above expression leads to
∂t〈CV〉 = −Pe〈U∗〉 · ∇z〈CV〉+
(
1− ǫ2Pe2〈U∗ · β〉)∇2z〈CV〉, (4.47)
which is the effective transport equation for Taylor’s regime and a general expression of the velocity
ﬁeld U∗. In the remainder of this work, we will call this the generalized Taylor’s dispersion model. β
captures the radial gradients of concentration that stem from gradients in the velocity proﬁle. The
expression −ǫ2Pe2〈U∗ · β〉 in equation 4.47 characterizes hydrodynamical dispersion effects.
As expected, the dispersion coefﬁcient scales as the square of the Péclet number, potentially
leading to differences of several orders of magnitude in the spreading of average concentration when
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as discussed in Auriault and Adler [184]. Below, we thus focus on the homogenizable regions. These
have been highlighted in green in ﬁgure 4.4.
For small values of the membrane Damköhler number (Dam = O(ǫi), i ≥ 2), the membrane
boundary condition degenerates towards a Neumann condition at leading orders (j ≤ 2)
n · ∇rCV,j = 0 j ≤ i, (4.48)
n · ∇rCV,j = ǫDam(CV,j−(i+1) − CT,j−(i+1)) j > i. (4.49)
Hence, in these regimes, intravascular transport is fully decoupled from the tissue and solely depends
on the Péclet number. For a low Péclet number (Pe = O(ǫi), i ≥ 1), transport is purely driven by
molecular diffusion (domain I in ﬁgure 4.4a) and convection plays a negligible role. In this regime
the effective transport equation is
Domain I: ∂t〈CV〉 = ∇2z〈CV〉. (4.50)
When the Péclet number increases (Pe = O(1)), convection and molecular diffusion play a similar
role (domain I I I in ﬁgures 4.4a and 4.4b) so that the effective transport equation reads
Domain I I I: ∂t〈CV〉 = −Pe∇z〈CV〉+∇2z〈CV〉. (4.51)
For even larger values of the Péclet number (Pe = O(ǫ−1)), shear-enhanced diffusion dominates
(generalized Taylor’s regime, domain V in ﬁgure 4.4a) and the inﬂuence of radial gradients of
concentration cannot be neglected (see section 4.1.3.1). The effective transport equation is
Domain V: ∂t〈CV〉 = −Pe∇z〈CV〉+ Deff(Pe)∇2z〈CV〉, (4.52)
where the effective diffusion coefﬁcient Deff(Pe) is strictly larger than one. For Pe = O(ǫi), i < −1, it
is no longer possible to formally derive an effective transport equation for the average concentration
as discussed before for the case Pe = O(ǫ−2).
For larger membrane Damköhler numbers (Dam = O(ǫi), i < 2), transport in the vessel is strongly
coupled to the tissue and, in general, the problem cannot be restricted to intravascular transport only.
The only exception is when the Damköhler number in the tissue is large (DaT = O(ǫi), i ≤ −3). In
such regimes, all molecules passing through the vessel walls are instantaneously metabolized, which
always results in CT = 0 (similar to section 4.1.3.1). As a consequence, the membrane condition now
reads
n · ∇rCV,j = 0 j ≤ i, (4.53)
n · ∇rCV,j = ǫDamCV,j−(i+1) j > i, (4.54)
in the range Dam = O(ǫi), −1 ≤ i < 2 and
CV,j = 0 j ≤ −(i+ 2), (4.55)
n · ∇rCV,j+i+1 = ǫDamCV,j j > −(i+ 2). (4.56)
in the range Dam = O(ǫi), i < −1. Equations 4.53 and 4.54 show that, for small (Dam = O(ǫ))
to large (Dam = O(ǫ−1)) membrane Damköhler numbers, the membrane condition degenerates
towards Neumann and Robin conditions at leading orders (j ≤ 2). For a very large membrane
Damköhler number (Dam = O(ǫi), i < −1), equations 4.55 and 4.56 show that the membrane
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condition degenerates towards Dirichlet and Robin conditions. In both cases transport within the
vessel is independent from the transport inside the tissue.
In particular, from the diffusive regimes (Pe = O(ǫi), i ≥ 1, Domain I), increasing the membrane
Damköhler number (Dam = O(ǫi) − 1 < i < 2, domain I I in ﬁgure 4.4a) yields
Domain I I:
∂〈CV〉
∂t
= ∇2z〈CV〉 − Keff(Dam)〈CV〉, (4.57)
where Keff(Dam) > 0 is the effective reaction rate representing the exchanges with the tissues.
For the speciﬁc scaling Dam = O(1), it is necessary to introduce an additional time scale so that
∂t• = ∂t∗ •+ǫ−1Dam∂ν•, with ∂ν representing the time scale associated with radial diffusion through
the Blood-Brain Barrier.
Similarly, for a moderate Péclet number (Pe = O(1), domain I I I), increasing the membrane
Damköhler number (Dam = O(ǫi) − 1 < i < 2, domain IV in ﬁgures 4.4a and 4.4b) means that we
have
Domain IV: ∂t〈CV〉 = −Pe∇z〈CV〉+∇2z〈CV〉 − Keff(Dam)〈CV〉. (4.58)
For larger Péclet numbers (Pe = O(ǫ−1), domain V), increasing the membrane Damköhler number
(Dam = O(ǫ), domain VI in ﬁgure 4.4a) also results in the appearance of an effective reaction rate
Domain VI: ∂t〈CV〉 = −Pe∇z〈CV〉+ Deff(Pe)∇2z〈CV〉 − Keff(Dam)〈CV〉, (4.59)
and increasing further the membrane Damköhler number (Dam = O(1), domain VII in ﬁgure 4.4a)
introduces an additional effective convection term,
Domain VII: ∂t〈CV〉 = −Ueff(Pe,Dam)∇z〈CV〉+ Deff(Pe)∇2z〈CV〉 − Keff(Dam)〈CV〉, (4.60)
where Ueff(Pe,Dam) > 0 is the effective velocity. In order to obtain equation 4.60, it is necessary to
introduce two additional time scales so that ∂t• = ∂t∗ •+Pe∂τ •+ǫ−1Dam∂ν• to account for both
longitudinal convection and radial diffusion through the Blood-Brain Barrier.
For very large Péclet numbers (Pe = O(ǫi), i < −1), it is again not possible to derive an effective
transport equation for the average concentration. Similarily, it is not possible to derive such an
equation for a very large membrane Damköhler number (Dam = O(ǫi), i ≤ −1).
All the above results have been obtained by assuming that the reference concentrations in the
vessels and tissue are comparable so that γ = O(1). However, for many reactive molecules delivered
to the tissue (oxygen, glucose, tracers, drugs...), the concentration in the tissue is small and γ = O(1)
is not accurate. Considering, for instance, that γ = O(ǫ) , we ﬁnd similar results except that the
domain of validity of the Robin boundary condition is extended. In the (DaT,Dam) plane, domain IV
is valid for Dam = O(ǫ) regardless of the intensity of the reaction in the tissue. For γ = O(ǫ2), the
domain IV becomes also valid for Dam = O(1) regardless of the scaling of DaT. Smaller values of
γ (γ = O(ǫi) with i > 2 ) do not extend the domain IV anymore, but lead to the extension of the
domain of weak coupling (dotted area) in the (DaT,Dam) plane.
In summary, in all cases of weak couplings (ﬁgure 4.4, dotted areas), the membrane boundary
condition can be simpliﬁed into a Robin condition that captures the Neumann case for Dam =
O(ǫi), i ≥ 2 (equations 4.48 and 4.49), the Robin case for Dam = O(ǫi), −1 ≤ i < 2 (equations 4.53
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and 4.54) and the Dirichlet case forDam = O(ǫi), i < −1 (equations 4.55 and 4.56). The corresponding
local transport equations are therefore equivalent to
∂tCV = −Pe∇ · (UCV) +∇2CV , (4.61)
−n · ∇CV = DamCV . (4.62)
These equations can only be homogenized by multiscale asymptotics for the speciﬁc scalings
highlighted in green in ﬁgure 4.4, and correspond to different classes of effective transport equations
(Domains I to VII).
4 .2 effective transport model for weak couplings
While the existence of various classes of transport equations is not an issue for effective models at the
scale of a single vessel, it becomes problematic when studying transport in microvascular networks.
Indeed, a wide range of parameter scalings co-exist in networks, as illustrated in ﬁgure 4.2b for
Péclet numbers, and using the equations above would imply switching between the different classes
of equations for each vessel.
To overcome this difﬁculty, the main idea of this section is that the regimes of validity of the
homogenizable Robin boundary condition having been identiﬁed in ﬁgure 4.4 (green regions), we
now can use equations 4.61 and 4.62 as a starting point to derive a single effective transport equation
encompassing all the above classes (Domains I to VII). Getting inspiration from the more general
problem of solute transport in porous media with surface reaction, e.g. Shapiro and Brenner [187],
Golﬁer, Quintard, and Whitaker [188], and Duijn et al. [189], we adopt the method of volume
averaging with closure ([27, 28]) for a single vessel (section 4.2.1) and generalize it to microvascular
networks (section 4.2.2).
4.2.1 Unified transport equation for single vessels
4.2.1.1 Spatial averaging
From now on, we will use the radial coordinate r instead of ρ with r = ǫρ. ǫ is therefore the
dimensionless radius of the vessel so that r = ǫ corresponds to the vessel wall and CV(ǫ, z, t) is the
concentration on the wall. The differential operators ∇• and ∇2• are applied following the deﬁnition
given in equations 4.15 and 4.16. With these deﬁnitions, we can now proceed to the ﬁrst step, which
consists in averaging equation 4.61 using the operator deﬁned in equation 4.27. This leads to
∂t〈CV〉 = −Pe∇ · 〈U∗CV〉+∇2〈CV〉+ 1
πǫ
∫
(n · ∇CV) dθ, (4.63)
where 1πǫ
∫
(n · ∇CV) dθ is the cross-section averaged mass ﬂux across the blood brain barrier. The
above equation constitutes the basis for the uniﬁed effective transport equation with only 〈U∗CV〉
and 1πǫ
∫
(n · ∇CV) dθ left to be explicited as functions of 〈CV〉. To do so, we use a perturbation
decomposition for both the concentration and velocity ﬁelds
CV = 〈CV〉 (z) + C˜V (r, z) , (4.64)
U∗ = 〈U∗〉+ U˜ (r) , (4.65)
where the velocity ﬁeld perturbation U˜ is equivalent to the velocity ﬁeld introduced in equation 4.41.
By deﬁnition of the normalized velocity, we have 〈U∗〉 = ez so that 〈〈U∗〉〉 = 〈U∗〉. Further, 〈CV〉
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only depends on the position along the vessel axis so that we also have 〈〈CV〉〉 = 〈CV〉. These two
equations, combined with equation 4.64, yield
〈C˜V〉 = 0, (4.66)
〈U˜〉 = 0. (4.67)
Introducing the perturbation decomposition into equations 4.61 and 4.62 yields
∂t〈CV〉+ ∂tC˜V = −Pe∇ · (U∗〈CV〉)− Pe∇ ·
(
U∗C˜V
)
+∇2〈CV〉+∇2C˜V , (4.68)
−n · ∇〈CV〉 − n · ∇C˜V = Dam〈CV〉+DamC˜V . (4.69)
Subtracting equation 4.63 from equation 4.68 leads to
∂tC˜V = −Pe∇ ·
(
U˜〈CV〉+ U∗C˜V − 〈U˜C˜V〉
)
+∇2C˜V − 1
πǫ
∫
n · (∇〈CV〉+∇C˜V) dθ, (4.70)
−n · ∇〈CV〉 − n · ∇C˜V = Dam〈CV〉+DamC˜V . (4.71)
Assuming that the perturbation ﬁeld relaxes much faster than the average ﬁelds (quasi-stationarity,
see discussions in Davit et al. [28]), we can write
−Pe∇ · (U˜〈CV〉+ U∗C˜V − 〈U˜C˜V〉)+∇2C˜V + 1
πǫ
∫
Dam
(〈CV〉+ C˜V) dθ = 0. (4.72)
At this stage, to solve the solute transport problem within the vessel, one would have to solve both
the average transport problem (equation 4.63) and the perturbation problem formed by equations 4.71
and 4.72. To uncouple these equations, a closure must be introduced.
4.2.1.2 The closure problem
The following order one closure is used
C˜V = α(r)〈CV〉 (z) + βz(r)∂z〈CV〉 (z) , (4.73)
with α and βz two functions of the radial position (r). Since variables depending on r and z are now
separated, it is possible to write the perturbation problem in cylindrical coordinates. Substituting
the closure in equations 4.71 and 4.72 and further assuming that second order derivatives can be
neglected leads to(
−PeU˜ − PeU∗α+ 〈PeU˜α〉+ β′′z + 2ǫ−1Damβz(ǫ)
)
∂z〈CV〉 (4.74)
+
(
α′′ + 2ǫ−1Dam (1+ α(ǫ))
)
〈CV〉 = 0,
and
(
α′ +Dam(1+ α)
) 〈CV〉+ (β′z +Damβz) ∂z〈CV〉 = 0, (4.75)
with
•′ = d
dr
•, (4.76)
•′′ = 1
r
d
dr
(
r
d
dr
•
)
. (4.77)
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Equations 4.74 and 4.75 must remain valid for any value of 〈CV〉 or ∂z〈CV〉. The closure variables
must thus solve
α′′ + 2ǫ−1Dam (1+ α(ǫ)) = 0, (4.78)
−PeU˜ − PeU∗α+ 〈PeU˜α〉+ β′′z + 2ǫ−1Damβz(ǫ) = 0, (4.79)
and verify the following boundary condition at the vessel wall
α′ +Dam(1+ α) = 0, (4.80)
β′z +Damβz = 0. (4.81)
Finally, equation 4.66 is used to obtain
〈α〉 = 0 (4.82)
〈βz〉 = 0. (4.83)
The linear system formed by equations 4.78 to 4.83 deﬁnes the closure problem, which can be solved
analytically for speciﬁc velocity proﬁles (see section 4.3.1). The solution of this closure problem is
then injected into equation 4.63 in order to explicit 〈U∗CV〉 and 1πǫ
∫
(n · ∇CV) dθ.
4.2.1.3 The effective transport equation
Injecting the solution of the closure problem into the averaged transport equation 4.63 leads to
∂t〈CV〉 = −Ueff∂z〈CV〉+ Deff∂2z〈CV〉 − Keff〈CV〉, (4.84)
with the effective velocity
Ueff = Pe+ Pe〈αU∗〉+ 2ǫ−1Damβz(ǫ), (4.85)
the effective diffusion coefﬁcient
Deff = 1− 〈PeU∗βz〉, (4.86)
and the effective reaction rate
Keff = 2ǫ
−1Dam(1+ α(ǫ)). (4.87)
Equations 4.84 to 4.87 constitute the uniﬁed version of the effective transport equation for the average
concentration. In the following, these equations will be referred to as the weak coupling averaged
(WCA) model. The effective coefﬁcients in this model depend on the Péclet and the membrane
Damköhler numbers. They also depend on the shape of the velocity proﬁle, which controls the
interactions between the velocity and concentration gradients at microscopic scale.
For comparison, we now reconsider the case of the well-mixed regime (CV ≈ 〈CV〉), where radial
concentration gradients are neglected. In this case, equations 4.61 and 4.62 can be written
∂t〈CV〉 =− Pe∇ · (〈U∗〉〈CV〉) +∇2〈CV〉+ 1
πǫ
∫
(n · ∇CV) dθ, (4.88)
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and
−n · ∇CV = Dam〈CV〉. (4.89)
Given that 〈CV〉 only depends on (z), these two equations can be combined as
∂t〈CV〉 =− Pe∂z〈CV〉+ ∂2z〈CV〉 − 2ǫ−1Dam〈CV〉. (4.90)
This is the well-mixed version of the effective transport equation for the average concentration, for
which we have
UWM = Pe, (4.91)
DWM = 1, (4.92)
KWM = 2ǫ
−1Dam. (4.93)
Equations 4.88 to 4.93 will be referred to as the well-mixed (WM) model. These expressions are
consistent with previous developments as they can be directly obtained by solving the closure
problem deﬁned by equations 4.78 to 4.83 when Pe → 0 and Dam → 0. In these limits, we have
α′′ = 0 and β′′z = 0 within the vessel, α′ = 0 and β′z = 0 at the vessel wall, and therefore α = βz = 0
with the average condition. This leads to
Ueff −UWM = Pe〈αU∗〉+ 2ǫ−1Damβz(ǫ), (4.94)
Deff − DWM = −〈PeU∗βz〉, (4.95)
Keff − KWM = 2ǫ−1Damα(ǫ), (4.96)
which means that the well-mixed hypothesis not only leads to misestimating the dispersion coefﬁcient,
but also the other effective parameters.
4.2.2 Extension to microvascular networks
Here, we extend the WCA and WM models from a single tube to a network. In so doing, the primary
difﬁculty is to deal with bifurcations.
4.2.2.1 Blood flow
The vasculature is treated as a network of interconnected tubes, where the ﬂow rate distribution
is computed using a non-linear network approach described in Cruz-Hernández et al. [11], Pries
et al. [25], and Lorthois, Cassot, and Lauwers [26]. This approach, where blood is considered as a
homogeneous ﬂuid and red blood cells are treated as a volume fraction (hematocrit), accounts for the
complex rheological properties of blood ﬂow in microcirculation through two in vivo empirical laws.
The ﬁrst one, which accounts for the Fåhraeus-Lindquist effect, describes the average dissipation at
vessel scale through an apparent viscosity which depends on the tube diameter and hematocrit, so
that a linear relationship between the ﬂow rate and the pressure drop can be written in each tube
([89]). The distribution of hematocrit in the network and phase-separation effects are captured by the
second empirical law ([43]) that links hematocrit and ﬂow rate ratios at bifurcations. This problem is
non-linear and is solved iteratively (see e.g. [11, 26, 86]) for given boundary conditions (e.g. imposed
pressures at network inlets and outlets, imposed hematocrit at network inlets), yielding the pressure,
the ﬂow rate and the hematocrit within the network.
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4.2.2.2 Molecular transport
To extend the effective transport problems derived in section 4.2.1.3 to microvascular networks, the
relationships between the average concentration at both ends of connected tubes must be modelled.
In the brain, these networks are mainly composed of bifurcations connecting three vessels. Thus, we
only detail here the speciﬁc case of a single bifurcation with 3 vessels, schematized in ﬁgure 4.2a. We
start by writing the effective transport equation for the average concentration within each vessel of
the bifurcation(
∂〈CV〉
∂t
+Ueff∂z〈CV〉 − Deff∂2z〈CV〉+ Keff〈CV〉
)
i
= 0, (4.97)
where i ∈ {0, 1, 2} denotes the vessel index for the three vessels connected to a central bifurcation
vertex, B, which we consider to be a material point with no volume, consistent with the 1D form
of the WCA effective equation. At the bifurcation vertex the average concentration is assumed to
be continuous. Therefore, if we introduce 〈C〉B the average concentration at the bifurcation and
〈CV〉i(zB) the concentration in vessel i in the limit z → zB with zB the position of the bifurcation
vertex, we have
〈CV〉i(zB) = 〈C〉B i ∈ {0, 1, 2} , (4.98)
Further, mass conservation is also imposed as
∑
i
∫∫
ni ·
(
Uﬂowing〈CV〉 − Deff∂z〈CV〉
)
i
(zB) dSi = 0, i ∈ {0, 1, 2} . (4.99)
where
Uﬂowing = Ueff − 2ǫ−1Damβz(ǫ) (4.100)
is the apparent ﬂowing velocity, which is different from the effective velocity. Indeed the term
2ǫ−1Damβz(ǫ) in the effective velocity (equation 4.85) comes directly from the exchange term in
equation 4.63, hence it models molecule exiting the vessel through the Blood-Brain Barrier. However,
when considering the intravascular ﬂux, only the ﬂow velocity corresponding to convection must be
used. This can be easily proven by considering the physical expression of the ﬂow in terms of CV ,
not 〈CV〉, and using the closure relationships. Finally, to close the system formed by equations 4.97
to 4.99, we impose standard boundary conditions, such as a Dirichlet or Neumann conditions at the
inlet and outlets. This approach, illustrated for a simple bifurcation, can be extended to an entire
network in a straightforward manner.
4 .3 results
Before applying the above developments to single vessels (section 4.3.2) and complex networks of
the brain microcirculation (section 4.3.3), we focus in section 4.3.1 on the determination of effective
parameters that control the transport properties of the WCA model. As stated in section 4.2.1.3, these
coefﬁcients do not only depend on the Péclet and the membrane Damköhler numbers, but also on
the velocity proﬁle. In microvascular ﬂows, these proﬁles exhibit both bluntness and slip (see e.g. [69,
151, 190, 191]), which play an important role in controlling the effective parameters. Dimensionless
parameters also vary considerably from vessel to vessel . For example, in Figure 2b, the Péclet
number is typically between 10−3ǫ−1 and 102ǫ−1 for a small, highly diffusible vital molecule such as
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oxygen. These ﬁgures increase by an order of magnitude if a solute with tenfold lower diffusivity is
considered, as is the case for gadolinium (Benson et al. [96] and Wieseotte, Wagner, and Schreiber
[192]), a contrast agent used in clinical imaging. The Damkhöler number typically varies between 0
for intravascular tracers, such as gadolinium, to an upper bound value corresponding to small, vital
molecules, diffusing easily through the blood-brain barrier. For such molecules, an upper bound for
the membrane permeability can be roughly estimated as Km =
DV
e , where e is the thickness of the
endothelial layer (≃ 10−6m, [105]). This yields Dam = Re ǫ−1, i.e. larger than ǫ−1 in all vessels.
4.3.1 Impact of the dimensionless parameters and velocity profile on the effective coefficients
Here, we ﬁrst derive explicit expressions of Ueff, Deff and Keff for a generic polynomial expression
of the velocity proﬁle and further study their behaviour in detail as a function of Pe and Dam for a
two-parameter velocity proﬁle including both bluntness and slip velocity.
4.3.1.1 General polynomial shape
We consider the following polynomial approximation for the velocity proﬁle
U∗ =
i=N
∑
i=0
wi
( r
ǫ
)i
, (4.101)
with wi chosen so that 〈U∗〉 = 1. This expression allows us to solve the closure problems (equa-
tions 4.78 to 4.83) and obtain analytical expressions of α and βz. Using equations 4.85 to 4.87, we
then obtain analytical expressions of Ueff, Deff and Keff as functions of the aspect ratio and the Péclet
and membrane Damköhler numbers.
The effective velocity varies linearly with the Péclet number and can be written as
Ueff = Pe (1+U+) , (4.102)
where U+ is an apparent overspeed deﬁned by
U+ = − 4ǫDam
ǫDam + 4
∑
i
wi
i
(i+ 2)(i+ 4)
+
2ǫ2Da2m
(ǫDam + 4)
2 ∑
i
wi
i2 + 2i+ 8
(i+ 2)(i+ 4)(i+ 6)
. (4.103)
We will show later that U+ is positive for all velocity ﬁelds considered in section 4.3.1.2, a posteriori
justifying its denomination. This overspeed only depends on the membrane Damköhler number
and the aspect ratio (equation 4.103). Recalling that Dam,radial = ǫDam represents the magnitude
of vessel/tissue exchanges compared to diffusion at microscopic scale suggests that the apparent
overspeed is directly linked to radial gradients of concentration resulting from the vessel/tissue
exchanges. Consistent with this idea, we have ǫDam = 0 for an impermeable tube yielding U+ = 0
for any velocity proﬁle. As a result, the effective velocity is equal to the Péclet number, as expected
from the phase diagram in ﬁgure 4.4. Moreover, in the diffusion-limited regime, when ǫDam → ∞, U+
always remains bounded, which is critical for consistency at large membrane Damköhler numbers.
The effective diffusion coefﬁcient can be written as
Deff =1+
(ǫPe)2
Pe2c
= 1+
Pe2radial
Pe2c
, (4.104)
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where Pec is a critical Péclet number, strictly positive and bounded for all velocity ﬁelds considered
later, deﬁned by
Pe−2c =− 2∑
i
∑
j
wiwj
(i+ 2)(j+ 2)
(
j
(i+ 4)(i+ j+ 4)
− j
4(j+ 4)
)
− 2ǫDam
ǫDam + 4
∑
i
∑
j
wiwj
(i+ 2)(j+ 2)(j+ 4)
(
2(j+ 2)
(i+ j+ 6)
− j+ 4
(i+ j+ 4)
(4.105)
− 2j
(i+ 4)
+
(j+ 2)2
2(j+ 6)
)
+
2ǫ2Da2m
(ǫDam + 4)
2 ∑
i
∑
j
wiwj(j
2 + 2j+ 8)i
4(i+ 2)(i+ 4)(j+ 2)(j+ 4)(j+ 6)
.
Equation 4.104 is formally identical to the effective diffusion coefﬁcient in equation 4.47 (generalized
Taylor’s dispersion) and also depends on the square of the radial Péclet number (ǫPe). For a given
velocity proﬁle, the critical Péclet number only depends on the radial membrane Damköhler number.
As expected, in the case of Taylor’s dispersion (ǫDam = 0, w0 = 2, w1 = 0, w2 = −2, N = 2), the
critical Péclet number is equal to
√
48.
The critical Péclet number can be interpreted in two different ways. First, it represents a regime
threshold in terms of Peradial. When Peradial ≥ Pec, the contribution of radial gradients of concen-
tration to the axial effective diffusion becomes larger than the contribution of molecular diffusion.
Alternatively, it can be viewed as the sum of the contributions of different effects. Equation 4.105 can
indeed be rewritten as
Deff =1+ (ǫPe)
2
Λimpermeable + (ǫPe)
2
Λcouplings(ǫDam) (4.106)
where Λimpermeable is independent from the membrane Damköhler number and represents the
contribution of the radial gradients in the case of an impermeable membrane, while Λcouplings
captures the coupling between the velocity proﬁle and exchanges at the vessel walls.
Finally, the effective reaction rate is
Keff =
8ǫ−1Dam
ǫDam + 4
, (4.107)
which does not depend on the velocity proﬁle and monotonously increases with the membrane
Damköhler number. Once again, this effective reaction rate is bounded when Dam → ∞, which is
critical for consistency in the diffusion-limited regime.
4.3.1.2 Two-parameter velocity profile
We now consider the following two-parameter velocity proﬁle
U∗
( r
ǫ
)
=
(n+ 2)
k(n+ 2)− 2
(
k−
( r
ǫ
)n)
(4.108)
with k ≥ 1, n ≥ 2. The parameter k controls the slip velocity and the parameter n controls the
bluntness of the velocity proﬁle. This form of velocity proﬁle allows us to capture both the slip (red
blood cells can roll along the walls, see [68, 151]) and the perturbation of the velocity proﬁle induced
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Figure 4.5: Two-parameters velocity profile. Blood velocity proﬁle as a function of (a) the parameter n that
controls the proﬁle bluntness (for no slip velocity, k = 1) , and (b) the parameter k that controls the
slip velocity (for a parabolic proﬁle, n = 2).
by the presence of the red blood cells (ﬂatter proﬁles may result from the migration of red blood
cells towards the centre of the vessel, see e.g. [38, 69, 150], ).
Figure 4.5 shows the velocity as a function of the radial position for different values of (k, n). The
particular case k = 1, n = 2 corresponds to Poiseuille ﬂow. Increasing either the slip velocity or the
proﬁle bluntness results in ﬂattening the velocity proﬁle near the vessel centreline, making it more
uniform. Using such a parametrization allows us to investigate in more detail the physical behaviour
of the apparent overspeed and of the critical Péclet number.
Figure 4.6 displays U+ as a function of the radial membrane Damköhler number for different values
of (k, n). Increasing the membrane Damköhler number for a given (k, n) monotonously increases
the apparent overspeed, from zero (impermeable walls) to an upper-bound value which depends on
both k and n (diffusion-limited regime). Slower molecules close to the vessel walls indeed have a
higher chance of leaving the bloodstream and entering the surrounding tissue. On the contrary, for a
given Damköhler number, increasing the slip velocity or the velocity proﬁle bluntness results in the
velocity being more uniform across the vessel cross-section, which reduces the relative importance of
low speed areas close to the walls and decreases the apparent overspeed. Thus, the largest apparent
overspeed is obtained for Poiseuille ﬂow in the limit of large Dam. In this case, U+ → 1, meaning that
the contribution of radial concentration gradients to the effective velocity is of the same magnitude
as the average contribution of convection.
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Figure 4.7: Critical Péclet number as a function of radial membrane Damköhler number. (a) Different
velocity proﬁle bluntness and (b) slip velocities.
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Figure 4.6: Overspeed as a function of the radial membrane Damköhler number. (a) Different velocity
proﬁle bluntness and (b) different slip velocities.
Figure 4.7 shows the critical Péclet number Pec as a function of the radial Damköhler number
for different values of (k, n). Because the critical Péclet number captures an interplay between two
different contributions (see equation 4.106), its variations are non-monotonous with a minimum
that depends on the shape of the velocity proﬁle and two asymptotes in the limits ǫDam → 0 and
ǫDam → ∞. In the limit ǫDam → 0 (impermeable tube), Pec is constant and the effective diffusion is
driven by Taylor’s dispersion with Pec =
√
48 for Poiseuille ﬂow. In the diffusion-limited regime
corresponding to ǫDam → ∞, the concentration vanishes at the vessel wall (see section 4.3.2.1), so that
the low velocities close to the vessel walls do not contribute as much to shear-induced dispersion. In
other words, the molecules that remain in the tube effectively explore a less heterogeneous velocity
ﬁeld and the critical Péclet number is increased. For a given Damköhler number, increasing the slip
velocity or the velocity proﬁle bluntness increases the critical Péclet number.
Figures 4.6 and 4.7 show that the effective velocity and effective diffusion coefﬁcient are smaller
for (k > 1, n > 2) than for a Poiseuille proﬁle. However, equations 4.102 and 4.104 imply that they
are larger than the WM ones for any velocity proﬁle. In the same way, equation 4.107 implies that the
effective reaction rate is always smaller than the WM rate. Therefore, as soon as the radial membrane
Damköhler number reaches 1, radial gradients play a signiﬁcant role on transport at the scale of a
single vessel, even when the overspeed and effective axial diffusion are relatively small due to the
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shape of the velocity proﬁle. The impact on both transport and blood/tissue exchanges at the scale
of a single vessel will be studied in the next section.
4.3.2 Comparison of the WCA model with well-mixed models at vessel scale.
Here, we investigate how these differences in the effective coefﬁcients impact both transport and
blood/tissue exchanges at the scale of a single vessel. To this end, we compare the WM and WCA
models for the case of Poiseuille ﬂow in both steady and transient regimes. Corresponding solutions
for the two models are derived analytically as described in Appendix sec:App:Weak-Couplings. To
further validate the WCA model, 2D axisymmetric numerical solutions of the local transport problem
(equations 4.61 and 4.62) are obtained via ﬁnite volume (see Appendix chap:Numerical-methods-
weak-coupling for details).
4.3.2.1 Stationary regime
In this section, the inlet concentration is always set to one and the outlet effective diffusive ﬂux set to
zero. Figure 4.8 displays the average concentration along the vessel axis for different radial Péclet and
membrane Damköhler numbers, with insets showing the associated radial concentration proﬁle. The
ﬁrst important result is that the WCA model (green continuous line) is in excellent agreement with
the reference numerical solutions (blue dash-dotted line) for a wide range of Péclet and membrane
Damköhler numbers. We see that the WM model is also in excellent agreement with this reference
solution when the radial membrane Damköhler number is small (ﬁgures 4.8a and 4.8c).For Pe = 0
(ﬁgure 4.8a), this is straightforward since both shear-induced and exchange effects are negligible. For
high Péclet numbers (ﬁgure 4.8c), this is because the average concentration along the vessel axis is
almost constant as a result of our choice of inlet/outlet boundary conditions and the low exchanges
with the tissues. In this speciﬁc case, the radial gradients of concentration are not signiﬁcant.
The situation is fundamentally different for large Damköhler numbers. In this case, the well-mixed
model underestimates the average concentration and overestimates the decrease along the vessel
(ﬁgures 4.8b and 4.8d). Exchanges with the tissue are strong and radial concentration gradients are
important (see ﬁgures 4.8b and 4.8d insets). These gradients are not accounted for in the well-mixed
model, so that the ﬂux from the blood to the tissue is overestimated. Increasing the Péclet number
further ampliﬁes this issue because of additional shear-induced gradients (ﬁgure 4.8d).
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Figure 4.8: Average stationary axial concentration for different Péclet and membrane Damköhler numbers
for ǫ = 0.05. (a) ǫPe = 0 and ǫDam = 0.1. (b) ǫPe = 0 and ǫDam = 10. (c) ǫPe = 100 and ǫDam = 0.1.
(d) ǫPe = 100 and ǫDam = 10. Green lines are analytical solutions of the WCA model. Red dashed
line are analytical solutions of the WM model. Blue dash-dotted line are full 2D ﬁnite volume
solutions of the local transport problem. Insets show radial concentration proﬁles.
We now study how these differences impact blood/tissue exchanges. To quantify these, we calculate
the integral ﬂux through the vessel wall normalized by the inlet mass ﬂux
E =
∫∫∫
vessel Keff〈C〉dV∫∫
inlet(Uﬂowing〈C〉 − Deff∂z〈C〉)dS
, (4.109)
which deﬁnes a stationary extraction coefﬁcient. Figure 4.9 shows how this extraction coefﬁcient
varies as a function of the radial membrane Damköhler number for two different values of the Péclet
number. We ﬁnd that E increases with the membrane Damköhler number and decreases with the
Péclet number (recall that increasing the Péclet number increases the inlet ﬂux). Therefore, the case
where all molecules cross the blood-brain barrier (E = 1) is obtained for rather small values of
the radial membrane Damköhler number (∼ 10−1) (Figure 4.9a). This is because, despite the low
membrane permeability, all molecules have enough time to cross the blood-brain barrier before
being convected out of the vessel. Conversely, for large Péclet numbers, the WM model signiﬁcantly
overestimates the extraction coefﬁcient for moderate to large Damköhler numbers (Figure 4.9b). In
these regimes, convection is so strong that a signiﬁcant fraction of molecules reaches the vessel
outlet and exchanges become limited by radial diffusion. By contrast, the WM model assumes
that molecular diffusion in the cross-section is instantaneous, which overestimates the effective
reaction rate. The latter is even unbounded for large membrane Damköhler numbers, as shown by
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Figure 4.9: Extraction coefficient as a function of the radial membrane Damköhler number for ǫ = 0.05. (a)
ǫPe = 1. (b) ǫPe = 100. Green lines are analytical solutions of the WCA model. Red dashed line are
analytical solutions of the WM model. Blue dash-dotted line are full 2D ﬁnite volume solutions of
the local transport problem.
equation 4.93. As a consequence, for an arbitrarily large value of the inlet mass ﬂux, the WM model
always predicts a Damköhler number for which E = 1, which is physically inconsistent.
4.3.2.2 Transient transport of an initial square function
We now focus on an idealized transient regime where the tracer initially ﬁlls up 20% of the vessel
length (black dotted line in ﬁgure 4.10) to represent solute injection.
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Figure 4.10: Transport of an initial square function at different times for ǫ = 0.1. (a) ǫPe = 5 and ǫDam = 0.
(b) ǫPe = 5 and ǫDam = 0.5. Green lines are analytical solutions of the WCA model. Red dashed
line are analytical solutions of the WM model. Blue dash-dotted line are full 2D ﬁnite volume
solutions of the local transport problem.
The temporal evolution of this initial square function is also displayed in ﬁgure 4.10 for two values
of the Damköhler number. Consistent with the above stationary results, we ﬁnd that the WCA model
is always in excellent agreement with the reference numerical solution. For an impermeable tube
(ﬁgure 4.10a, ǫDam = 0), the differences between the WM and WCA predictions are only due to
Taylor’s dispersion. This explains the smaller spreading of the concentration pulse for the well-mixed
case, which only considers molecular diffusion. For a permeable tube (ﬁgure 4.10b, ǫDam = 0.5),
the WM model predicts a concentration maximum upstream the reference solution. This is a direct
consequence of the apparent overspeed, which is not captured by the WM model.
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4.3.3 Comparison of the WCA and well-mixed models in a large microvascular network
In this section, our goal is to investigate the cumulative effects of radial concentration gradients at
the scale of a large anatomical microvascular network previously obtained from a mouse brain by
Blinder et al. [6] and Tsai et al. [152]. To this end, we solve equations 4.97 to 4.99 in the network
shown in ﬁgure 4.2a, with effective coefﬁcients corresponding either to the WCA model (with
k = 1, n = 2) or the WM model, in transient and stationary regimes (section 4.3.3.1 and 4.3.3.2,
respectively). The ﬂow rate distribution in this network is computed using the approach described in
section 4.2.2.1, enabling us to determine the velocity distribution (ﬁgure 4.2b) needed to solve the
transport problem. This transport problem is further closed using the following boundary conditions:
transient or stationary Dirichlet conditions at all arteriolar inlets; natural Neumann conditions at
all venular outlets; pseudo-periodic boundary conditions on the lateral faces (see details in Cruz-
Hernández et al. [11]); natural Neumann conditions on capillary vessels crossing the bottom face.
Such conditions ensure that, for impermeable walls, all molecules entering through the arteriolar
inlets exit through the venular outlets. The whole transport problem is solved analytically (see
Appendix sec:App:Weak-Couplings) for steady regimes and numerically using ﬁnite volume (see
Appendix chap:Numerical-methods-weak-coupling) for transient regimes. In large networks, such
solutions are too complex to be interpeted by focusing on the behaviour of the average concentration
along the vessel axes, as illustrated by ﬁgure 4.11 in a transient regime. To overcome this issue, we
thus only consider integral quantities at the scale of the network. Results are presented below for
two classes of molecules: 1) small molecules with high diffusivity (DV = 10
−9m2.s−1), such as water,
free oxygen or glucose; and 2) larger molecules with lower diffusivity (DV = 10
−10m2.s−1), such as
gadolinium, which is frequently used in clinical applications.
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Figure 4.12: Integral output mass flux as a function of time. (a) 0.01 second input DV = 10
−10m2.s−1. (b)
0.01 second input DV = 10
−9m2.s−1. (c) 0.1 second input DV = 10−10m2.s−1.(d) 0.1 second input
DV = 10
−9m2.s−1. Green lines are analytical solutions of the WCA model. Red dashed lines are
analytical solutions of the WM model. Thick black lines represent the input duration.
outlets [26, 193]. Some of these pathways have short transit times (of order 0.1 s), either because they
are short and/or are associated with high velocities (preferential pathways), while others have much
longer transit times (of order 1s). When the duration of the injection is smaller than the transit time
difference between two pathways, these appear as two separate peaks, unless molecular diffusion is
sufﬁciently strong to merge the two peaks. Thus, either increasing the injection duration (ﬁgure 4.12c)
or increasing the diffusivity (ﬁgure 4.12b) results in decreasing the number of peaks. In the same way,
accounting for Taylor’s dispersion increases the effective diffusion coefﬁcient and always signiﬁcantly
smoothes out the signal (red dotted vs. plain green lines in all panels). However, when Taylor’s
dispersion is accounted for, increasing the diffusion coefﬁcient results in steeper variations, regardless
of the injection duration. This counter-intuitive result is due to Taylor’s dispersion depending on the
square of the Péclet number. By increasing the diffusion coefﬁcient, the Péclet number is decreased
and so is the effective diffusion coefﬁcient, therefore causing steeper variations in the integral output
ﬂux.
Finally, we observe that the long-term relaxation of the output ﬂux is not affected by Taylor’s
dispersion and that the tails of both the WM and WCA model are almost identical for times greater
than about 0.5 second. This is because the tail corresponds to pathways associated with smaller Péclet
numbers, where Taylor’s dispersion becomes negligible. In these pathways, the concentration signal
has more time to spread due to molecular diffusion, which explains the gentle tailing behaviour.
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Figure 4.13: Integral output mass flux for a 5 second input square function DV = 10
−9m2.s−1. Similar results
have been obtained for DV = 10
−10m2.s−1. The green line corresponds to the WCA model; the
red dashed line to the WM model. The thick black line represents the input duration.
Similarly, for very long injection durations (5 s), the two models yield almost identical results,
as shown in ﬁgure 4.13. To summarize, ﬁgure 4.12 shows that, for a purely intravascular tracer
(Dam = 0), the inﬂuence of Taylor’s dispersion is the strongest when molecular diffusion is small
and injection duration is short.
4.3.3.2 Stationary regimes
We now focus on blood/tissue exchanges in a stationary regime with permeable vessel walls, similar
to the regime studied for single vessels in section 4.3.2.1. To reduce the number of parameters, we
ﬁx the membrane permeability so that the radial Damköhler number is the same for all vessels, for
any value of the aspect ratio. This might slightly affect the details of the results, as aspects ratio are
known to depend on vessel type (e.g., venules slightly larger than arterioles, see [194]). However,
we have checked that this does not change the general conclusions presented below. The extraction
coefﬁcient is deﬁned for arterioles, venules and capillaries as
EI =
∑
I
∫∫∫
Keff〈C〉dV
∑
all inlets
∫∫
(Uﬂowing〈C〉 − Deff∇〈C〉) · ndS
I ∈ {Arterioles, Venules, Capillaries} (4.111)
This allows us to distinguish the respective contribution of arterioles, venules and capillary vessels to
blood/tissue exchange at network scale. The total network extraction is obtained by summing up
these separate contributions.
Figure 4.14 shows that the total extraction coefﬁcient increases with the radial membrane Damköh-
ler number (black lines). In the asymptotic regime of large Damköhler numbers, the total extraction
coefﬁcient reaches a plateau slightly smaller than one for low diffusivity molecules and equal to
one for highly diffusive molecules. In the latter case, all molecules cross the blood-brain barrier
before reaching any network outlet. For both classes of molecules, the stationary extraction coefﬁ-
cient associated with the arterioles (red lines) monotonously increases with the Damköhler number.
Arterioles are indeed the most upstream vessels of the network and are perfused with a constant
input of solute concentration. Thus, increasing the membrane Damköhler number always increases
the arterioles capacity to exchange molecules with the surrounding tissue. By contrast, capillary
extraction behaves non-monotonically with the Damköhler number. For small Damköhler numbers,
the capillary domain is the main contributor to the total extraction coefﬁcient. In this regime, vessel
walls are nearly impermeable and only a few molecules leave the vessels to enter the tissue (Etot ≪ 1).
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Figure 4.14: Stationary network extraction coefficient as a function of radial membrane Damköhler num-
ber. (a) WCA model and DV = 10
−10m2.s−1. (b) WCA model and DV = 10−9m2.s−1. (c) WM
model and DV = 10
−10m2.s−1. (d) WM model and DV = 10−9m2.s−1.
The whole network is perfused with a concentration that is almost constant and the total extraction
coefﬁcient is mainly controlled by the largest exchange surface, i.e. the capillary bed. For large
Damköhler numbers, however, upstream vessels (arterioles) exchange more with the tissue and
only transmit a fraction of the input mass to downstream vessels (capillaries and venules). As a
consequence, the capillary bed is not perfused as well as in the small Damköhler number regime
and the capillary extraction coefﬁcient is smaller. This transition between good and partial perfusion
explains the existence of a maximum for Ecap in all cases. A similar analysis holds for the venules,
the most downstream vessels, so that their associated extraction coefﬁcient increases only for small
Damköhler numbers where the network is well-perfused. For large Damköhler numbers, the venule
extraction coefﬁcient either reaches a small value plateau because venules are perfused with a
residual concentration, as shown by ﬁgure 4.14a, top left, or goes to zero because arterioles and
capillaries have already exchanged all molecules, as shown in ﬁgure 4.14b.
Consistent with results presented in section 4.3.2.1, this global blood/tissue exchange behaviour is
well-captured by the WMmodel for small radial Damköhler numbers, regardless of the vessel territory
or the molecular diffusion coefﬁcient (ﬁgure 4.14c and 4.14d). In this regime, the exchanges are
weak and the concentration is globally homogeneous throughout the network. For large Damköhler
numbers, however, the WM model overestimates the intensity of exchanges (with Etot = 1 regardless
of the molecular diffusion coefﬁcient). As a result, the contribution of upstream vessels is strongly
overestimated and arterioles are the sole contributor to the exchanges at the largest Damköhler
numbers. In this model, as previously discussed, radial diffusion is instantaneous and the exchanges
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are never limited by molecular diffusion, ultimately causing all molecules to cross the blood-brain
barrier before even exiting the arteriolar domain.
4 .4 discussion
Since the inﬂuential papers on solute dispersion in impermeable tubes by Taylor [100] and Aris
[173], the huge impact of vanishingly small radial concentration gradients generated by non-uniform
velocity ﬁelds, and the associated physics, is well understood. In these geometries, the resulting
shear-induced dispersion usually scales with the square of the Péclet number, so that the effective
diffusion term in the corresponding 1D averaged equation is, in principle, neither negligible at small
Péclet numbers (where molecular diffusion dominates) nor at large Péclet numbers (where dispersion
becomes large compared to advection). However, due to the mathematical and computational difﬁ-
culties in accounting for all transport phenomena at the scale of large microvascular networks, many
of the recent papers modelling oxygen supply to the brain assume purely axial convection within the
vessels ([42, 126, 195, 196]) and use a well-mixed hypothesis for radial diffusion. This hypothesis
neglects radial gradients of concentration altogether, whether they originate from heterogeneities in
the velocity ﬁelds or other mechanisms. This has broad implications, as it eliminates the impact of
gradients on all the effective parameters such as dispersion or vessel/tissue exchange coefﬁcients.
This idea of perfect mixing has been recently contradicted by experimental measurements that show
signiﬁcant radial oxygen gradients in the penetrating arterioles of living anesthetized mice ([7]).
This suggests the existence of couplings between the vessels and tissue, which are not captured in
Taylor’s problem due to the impermeable walls, but are likely to have a signiﬁcant impact on solute
transport within the brain vasculature. Such couplings are difﬁcult to study in the general case of
complex interconnected microvascular networks for which it is challenging to deﬁne a geometry
representative of the tissue and to derive effective equations describing transport in the tissue.
Here, our strategy was to take a step back in modelling this complex problem and to focus on
asymptotic regimes where vessels and tissue are only weakly coupled. Using multiscale asymptotics,
we demonstrated that these regimes of weak couplings, while involving various effective transport
equations, are all associated with situations where the solute concentration is negligible at all times
and at all locations within the tissue. This occurs either because the consumption rate is sufﬁciently
strong and/or the exchange rate is sufﬁciently small. In these cases, we demonstrated that the
boundary condition at the vessel walls degenerates into a classic Robin boundary condition. Of
course, this situation is encountered only for a very limited subset of solutes with direct interest
either in physiology or in medical imaging, including purely intravascular tracers (tracers that do not
cross the blood-brain barrier). This restricts the direct applicability of the present model to speciﬁc
problems encountered in real life. However, the mechanisms at play, in particular radial gradients
generated by the velocity ﬁeld and by outward ﬂuxes, are also present when stronger couplings are
at play. Thus, this model approach allows us to answer the fundamental question of whether radial
gradients can be generally ignored or should be treated carefully in transport models of the brain
microcirculation. To address this question and identify the corresponding regimes, we compared
the results of a new effective model, obtained using volume averaging, and the model based on the
well-mixed hypothesis. To further assess the accuracy of our model, we also systematically compared
these results against fully resolved numerical solutions of the microscopic transport problem. The
main results obtained by this strategy can be summarized and put in context as follows.
For transient regimes, we primarily focused on the case where the blood-brain barrier is imperme-
able to solutes and tracers are purely intravascular. We demonstrated that Taylor’s dispersion has a
strong impact on tracer dynamics at network scale for injections durations typically smaller than the
longer transit time of blood from arterioles to venules, about 1 second for the network considered in
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this study. This might be of importance in the context of perfusion imaging techniques, such as the
historic indicator dilution and the more recent Positron Emission Tomography (PET) or Arterial-Spin
Labelling Magnetic Resonance Angiography (ASL-MRI) techniques, which aim at quantifying blood
ﬂow (or perfusion) in various organs, including the brain. In all these methods, a tracer, whether
a radiolabelled inert gas, radiolabelled water or magnetized water, is injected into the system and
the dynamics of the transport is subsequently measured. Interpreting these results and solving the
inverse problem to deduce blood ﬂow should account for the impact of Taylor’s dispersion, especially
in ASL-MRI where the labelling duration used to magnetize water protons is typically of around 1.8
seconds ([197]). This is slightly larger than the 1s threshold evidenced when considering transient
regimes in the present work. Because the cerebral volume considered here (∼ 1 cubic millimetre)
is small in comparison with the total volume of the cortex (∼ 1000 cubic millimetres in rodents,
[198]), Taylor’s dispersion is likely to be signiﬁcant at the scale of the whole cerebral cortex, even for
longer durations of tracer injections. Moreover, as the blood-brain barrier is not impermeable to water
protons, the apparent overspeed evidenced in the present work will also likely impact the distribution
of transit times throughout the network. Further quantitative evaluation of this contribution will
necessitate considering the case of strong vessel/tissue couplings, especially for longer injection
durations, where vessel/tissue equilibrium is expected ([3]). It is obviously not possible to describe
this latter situation with a Robin boundary condition, which implies zero concentration in tissue.
For steady regimes, we considered a case with blood/tissue exchanges. This situation is important
to address fundamental questions related to oxygen delivery, structure/function interactions or
mechanisms of vascular development in health and disease, such as hypoxia-driven development of
vessels in tumours ([199]). At network scale, we showed that radial concentration gradients strongly
impact the magnitude of the exchanges when the microscopic Damköhler number is above one. This
regime is the only one where signiﬁcant concentration gradients are expected to build up within the
vessels. Therefore, the fact that radial oxygen gradients are measured experimentally suggests that
the Damköhler number of oxygen must be above one.
For both transient and steady regimes, we found that at the scale of single vessels, the well-mixed
hypothesis should not be used when both the Péclet and the Damköhler numbers are above one.
In cerebral microvascular networks, we already know that the Péclet numbers are above one for a
wide range of solutes in physiological conditions. Therefore, the well-mixed hypothesis is not valid
at network scale as soon as the microscopic Damköhler number is larger than one in a signiﬁcant
number of vessels.
Based on these results, we believe that it is important to explore in more detail the role of
spatio-temporal heterogenities on transport through vascular systems. Indeed, many other types
of heterogeneities have been neglected. For instance, the above results have been obtained for a
homogeneous ﬂuid but blood is not homogeneous. It is a dense suspension of red blood cells with a
complex microvascular ﬂow structuration (e.g. single line red blood cell ﬂow in capillary vessels, cell
free layer). One of the most widely characterized consequence of such a structuration is a deviation
from the Poiseuille ﬂow proﬁle in small micro-vessels with diameters below ∼ 100 µm. In this paper,
we described such effects using a time-averaged velocity proﬁle that includes bluntness and slip
([69, 151, 190, 191]). We demonstrated that both phenomena contribute to decreasing the impact of
radial concentration gradients on microvascular solute transport. However, we know very little about
the large-scale implications of temporal heterogeneities and of considering a time-average velocity
proﬁle. Further, the inﬂuence of other gradient-generating mechanisms should also be considered.
For example, restricted diffusion of speciﬁc tracers through red blood cell membranes could decrease
the effective radial diffusion coefﬁcient in blood and therefore increase the gradient magnitude. On
the other hand, shear-induced radial dispersion of red blood cells ([200, 201]) may have the opposite
effect. How, then, does that affect transport at the scale of the brain?
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4 .5 conclusions
In this work, we have presented a new effective model of solute transport in large microvascular
networks. The novelty of this model is that it does not neglect radial gradients of concentration, but
rather is valid for all regimes where the boundary condition at vessel walls can be assimilated to a
Robin condition (regimes of weak vessel/tissue couplings). Our simulations show that models based
upon the well-mixed hypothesis fail to accurately capture the spreading of solute concentration in
transient problems for processes faster than about 1 hertz. In stationary regimes, these models also
wrongly evaluate the amount and distribution of solute mass exchanged between vessels and tissue
for molecules that easily cross the blood-brain barrier. This demonstrates that radial gradients are
a fundamental component of transport in such systems and opens the way towards a more global
characterization of the impact of spatio-temporal heterogeneities on transport in the microcirculation.
This may ultimately lead the way towards a better understanding of transport in physiological and
pathological conditions, or even developing more accurate models for the interpretation of perfusion
imaging techniques.

5
IMPACT OF CAP ILLARY OCCLUS IONS ON MASS TRANSFERS IN
MICROVASCULAR NETWORKS
Chapter synopsis:
The early onset of Alzheimer’s disease is associated with a small fraction of capillaries (2% to
4%) being occluded by white blood cells. In chapter 3, we have shown numerically that such
occlusions were causing the cerebral blood ﬂow to decrease by 5% to 12%. Such a decrease
raises the question of the impact of capillary occlusions on the molecular exchanges at the
scale of anatomical networks. To answer this question, in this chapter, we extend the Weak
Coupling Average model developed in chapter 4 to the regime of strong couplings, describing
the transport of molecules within the tissue using Green’s functions. After validating such a
model against reference numerical solutions, we go on and use it to numerically investigate
the impact of capillary occlusions on integral quantities at the scale of mice anatomical
networks. In doing so, we ﬁnd that the total mass ﬂux of solute entering the network linearly
decreases with the fraction of capillaries occluded so that, similarly to the cerebral blood ﬂow,
2% to 4% of capillary occlusions lead approximately to a 5% to 12% decrease in such a ﬂux.
More surprisingly, we show that the fraction of solute leaving the network and entering the
tissue increases with the fraction of capillaries occluded, acting as a passive compensatory
mechanism protecting the tissue against the decrease in the solute perfusion. However, we
ﬁnd that, for 2% to 4% of capillary occlusions, such a fraction only increases between 1% and
3%, so that it is unable to fully compensate for this decrease. We conclude that even a small
fraction of occlusions can, in the absence of other compensatory mechanisms, signiﬁcantly
deprive the brain tissue at the scale of microvascular networks.
This chapter summarizes ongoing work associated to a new publication, currently in prepara-
tion.
In chapter 3, we have shown that 2% to 4% of capillary occlusions caused the cerebral blood ﬂow
to decrease by 5% to 12%, which will likely impact the transport and delivery of vital molecules
to brain cells as well as the clearance of metabolic wastes from the brain tissue. In this chapter, we
propose to numerically investigate this impact at the scale of anatomical networks. In order to achieve
this goal, we ﬁrst need to derive a model that can describe the transport of molecules at this scale.
In chapter 4 we have derived the Weak Coupling Average (WCA) model, which is already capable
of solving the transport of molecules in large anatomical networks. However, such a model is only
valid in the regime of weak couplings, i.e., when the concentration inside the domain of tissue is
much smaller than the concentration inside the vessel. The idea of this chapter is thus to extend the
WCA model to the regime of strong couplings and then use it to quantify the impact of capillary
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occlusions on integral quantities at the scale of microvascular networks such as the integral input
ﬂux or the extraction coefﬁcient.
The biggest challenge in extending the WCA model to the regime of strong couplings is to propose
a computationally efﬁcient description for the molecular transport inside the domain of tissue. As
mentioned in chapter 2, such a domain has a very complex geometry so that it is uneasy to use
classic direct resolution methods such a ﬁnite volume or ﬁnite elements. To overcome this issue, we
take inspiration from the work of Secomb et al. [30] and make use of Green’s functions to describe
the concentration inside the domain of tissue as a superposition of sources/wells distributed at the
interface between vessels and tissue.
In general, the molecular transport is instationary (e.g. drugs, tracers used in medical imaging).
However, most models in the literature, including models based on Green’s functions, only treat such
problems in stationary regimes [30, 125, 126, 127, 42]. The reason is twofold. First, these models focus
on the transport of oxygen, the concentration of which is assumed to vary slowly in time as the brain
is continuously perfused with fresh blood. The second is that solving the instationary transport of
molecules at the scale of a microvascular network is computationally very challenging. In particular,
for model based on Green’s functions, it involves additional convolutions over time [202] which are
very complex to treat for long durations and/or for large structures. Still, we note that Secomb [203]
has proposed an astucious method to avoid computing such convolutions over time, which, however
requires to mesh the domain of tissue. Consequently, in this chapter, we will also focus on solving
the transport of molecules in stationary regimes.
In section 5.1, we ﬁrst show that it is possible to derive an exact effective transport equation outside
the regime of weak couplings, provided that the concentration in the tissue at the vessel wall is
known. In doing so, we propose a new model that can be used as an ansatz for the description of
the transport inside the vessels in the regime of strong couplings in both transient and stationary
regimes. Then, in section 5.2, we make use of Green’s functions and derive an expression for the
concentration inside the domain of tissue which is only valid in steady state. We further show that
such an expression, for speciﬁc scalings of membrane and tissue Damköhler numbers, saves from
meshing the entire domain of tissue, thus cutting the computational costs. Next, in section 5.3, we
couple the intra- and extravascular descriptions to form a new model for the transport of molecules,
that can be used in the regime of strong couplings. We then go on and validate it against reference
solutions obtained using ﬁnite volume at the scale of a single vessel. Finally, in section 5.4 and 5.5, we
use the velocity ﬁelds computed thanks to the blood ﬂow model derived in chapter 3 and quantify
the impact of multiple capillary occlusions on integral quantities at the scale of the mouse anatomical
network presented in ﬁgure 3.1d.
5 .1 the effective transport equation beyond the regime of weak couplings
In section 4.1.2, we have derived the following set of dimensionless constitutive equations describing
the local transport of molecules in vessel and tissue
∂CV
∂t
= −Pe∇ · (U∗CV) +∇2CV , (5.1)
∂CT
∂t
= η∇2CT − ηDaT CT
1+ CT
, (5.2)
−n · ∇CV = −n · (ηγ∇CT) , (5.3)
−n · ∇CV = Dam (CV − λγCT) , (5.4)
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We recall that Pe is the longitudinal Péclet number, DaT is the longitudinal Damköhler number within
the tissue, η is the diffusivity ratio, Dam is the longitudinal membrane Damköhler number and γ is
the ratio of reference concentrations.
Starting from the above equations, we have shown it was possible to derive an exact effective
transport equation inside the vessel but only in the asymptotic regime of weak couplings where the
concentration in the tissue is much smaller than the concentration in the vessel (CT ≪ CV). In such
a regime, the exchanges are controlled by the vessels, and the membrane condition (equation 5.4),
representing the effect of the blood-brain barrier, becomes a Robin condition, so that the set of
transport equations reads
∂tCV = −Pe∇ · (UCV) +∇2CV , (5.5)
−n · ∇CV = DamCV . (5.6)
However, in most physiological cases, the concentration in the tissue is not negligible in comparison
to the concentration in the vessel. At the same time, computational costs prohibit the direct resolution
of equations 5.1 to 5.4 in large anatomical networks. This raises the question of how to efﬁciently
model the transport of molecules when no longer in the regime of weak couplings.
To overcome this difﬁculty, in this section, we propose to study a novel situation, which is
intermediate between weak and strong couplings. That is, we no longer assume that the concentration
in the tissue is small but still assume that the concentration in the tissue at the vessel wall, i.e.
CT(ǫ, z, t), is known. Doing so allows for the derivation of an effective transport equation inside the
vessel, even though it is clear that this conﬁguration is not equivalent to studying the fully coupled
problem.
The idea is then to determine the expression of the resulting effective transport coefﬁcients in order
to highlight possible differences with the regime of weak couplings and to identify discrepancies that
might arise in the regime of strong couplings. This results in a new effective transport model that
can be used as an ansatz for the description of molecular transport in the regime of strong couplings.
To achieve this goal, we apply the volume averaging procedure presented in section 4.2.1 to the
following set of equations
∂tCV = −Pe∇ · (UCV) +∇2CV , (5.7)
−n · ∇CV = Dam(CV − λγCT(ǫ, z, t)), (5.8)
which are the same as equations 5.5 and 5.6, except this time, CT is not small. For the sake of
simplicity, throughout this section, we deﬁne CT(z, t) = λγCT(ǫ, z, t).
5.1.1 Spatial averaging
Similarly to section 4.2.1.1, the ﬁrst step in the derivation of the new effective transport equation
consists in averaging equation 5.7 using the cross section averaging operator deﬁned in equation 4.27.
This yields
∂〈CV〉
∂t
= −Pe∇ · 〈U∗CV〉+∇2〈CV〉 − 1
πǫ
∫
Dam (CV − CT) dθ, (5.9)
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where, analogous to equation 4.63, 〈U∗CV〉 and − 1πǫ
∫
DamCVdθ have to be explicited. Starting from
this point, and following the volume averaging developments presented in section 4.2.1.1, leads to
the following transport equation for the perturbated concentration ﬁeld within the vessel
−Pe∇ · (U˜〈CV〉+ U∗C˜V − 〈U˜C˜V〉)+∇2C˜V + 1
πǫ
∫
Dam
(〈CV〉+ C˜V − CT) dθ = 0, (5.10)
and the associated boundary condition
−n · ∇〈CV〉 − n · ∇C˜V = Dam〈CV〉+DamC˜V −DamCT. (5.11)
These two equations are identical to equations 4.71 and 4.72, except for the addition of the term
−1
πǫ
∫
DamCT(z, t)dθ in equation 5.10 and −DamCT in equation 5.11, which both represent the contribu-
tion to the transport within the vessel of the concentration in the tissue at the vessel wall. Similarly to
section 4.2.1.1, to solve the solute transport problem within the vessel, one would have to solve both
the average transport problem (equation 5.9) and the perturbation problem formed by equations 5.10
and 5.11. To uncouple these equations, a new closure must be introduced.
5.1.2 Closure problem
The following closure is used
C˜V = α(r)〈CV〉+ βz(r)∂z〈CV〉+ a(r)CT(z, t) + bz(r)∂zCT(z, t) (5.12)
where α and βz are exactly the same two functions as in equation 4.73, and a and bz are two new
functions of the radial position (r) representing the inﬂuence of the concentration in the tissue at the
vessel wall. Injecting this closure form into equations 5.10 and 5.11 leads to the following closure
equations
α′′ + 2ǫ−1Dam (1+ α(ǫ)) = 0, (5.13)
−PeU˜ − PeU∗α+ 〈PeU˜α〉+ β′′z + 2ǫ−1Damβz(ǫ) = 0, (5.14)
a′′ + 2ǫ−1Dam (a(ǫ)− 1) = 0, (5.15)
−PeU∗a+ 〈PeU˜a〉+ b′′z + 2ǫ−1Dambz(ǫ) = 0, (5.16)
and to the associated boundary conditions
α′ +Dam(1+ α) = 0, (5.17)
β′z +Damβz = 0, (5.18)
a′ +Dam(a− 1) = 0, (5.19)
b′z +Dambz = 0. (5.20)
Similarly to what we have shown in section 4.2.1.2, averaging equation 5.12 leads to
〈α〉 = 〈βz〉 = 〈a〉 = 〈bz〉 = 0. (5.21)
The system of ordinary differential equations formed by equations 5.13 to 5.21 can be solved
analytically provided that the velocity proﬁle is known. However, it is interesting to note that
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equations 5.13, 5.14, 5.17, 5.18 and 5.21 are identical to equations 4.78 to 4.83. Consequently, they
yield the same solutions for α and βz. In addition, we can see that
a = −α, (5.22)
is a solution of equations 5.15 and 5.19. Now, rewriting equations 5.16 and 5.20 taking into account
that a = −α yields
PeU∗α− 〈PeU˜α〉+ b′′z + 2ǫ−1Dambz(ǫ) = 0, (5.23)
b′z +Dambz = 0. (5.24)
Comparing the above expressions with equations 5.14 and 5.18, we can see that introducing a novel
variable Bz such as
bz = −βz + PeBz (5.25)
allows for the simpliﬁcation of equation 5.23 so that Bz has to be solution of
U˜ + B ′′z + 2ǫ−1DamBz(ǫ) = 0, (5.26)
B′z +DamBz = 0. (5.27)
Similarly to α and βz, it is possible to derive an exact expression for Bz provided that the velocity
proﬁle in known. In conclusion, to solve the system formed by equations 5.13 to 5.20, it is only
necessary to solve for α, βz and Bz and deduce a and bz using equations 5.22 and 5.25.
5.1.3 The Extended WCA model (EWCA)
Injecting the closure form (equation 5.12 in equation 5.9, and recalling that a = −α and bz = −βz+Bz
leads to
∂t〈CV〉 =−
(
Pe+ Pe〈αU˜〉+ 2ǫ−1Damβz(ǫ)
)
∂z〈CV〉+
(
Pe〈αU˜〉+ 2ǫ−1Dam (βz(ǫ)− PeBz(ǫ))
)
∂zCT
+
(
1− 〈PeU˜βz〉
)
∂2z〈CV〉 − 〈PeU˜ (−βz + PeBz)〉∂2zCT
−
(
2ǫ−1Dam(1+ α(ǫ))
)
(〈CV〉 − CT) .
The above expression can be simpliﬁed using equations 4.85 to 4.87 and equations 4.102 and 4.104 so
that
∂t〈CV〉 =−Ueff∂z〈CV〉+Ueff,T∂zCT
+ Deff∂
2
z〈CV〉 − Deff,T∂2zCT (5.28)
− Keff (〈CV〉 − CT) ,
where
Ueff,T = PeU+ − 2ǫ−1PeDamBz(ǫ), (5.29)
Deff,T =
(ǫPe)2
Pe2c
+ Pe2〈U˜Bz〉, (5.30)
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are two new effective coefﬁcients (an effective velocity and an effective diffusion coefﬁcient) repre-
senting the inﬂuence of the concentration in the tissue at the vessel wall. We can see that, for CT → 0,
equation 5.28 converges towards equation 4.84, which represents the Weak Coupling Averaged
(WCA) model. In addition, we notice that the exchange coefﬁcient Keff is exactly the same as in the
asymptotic regime of weak couplings. This last result suggests that such effective coefﬁcient should
remains the same, even in the regime of strong couplings
This effective transport problem enables the description of situations where the concentration
within the tissue, while still being independent of the vessel concentration, is not negligible any-
more, thus generalizing the WCA model. For the remainder of this chapter, we will thus refer to
equation 5.28 as the Extended WCA (EWCA) model.
5.1.4 The Simplified Extended WCA model (SEWCA)
Although the EWCA model has a simple formulation, it is uneasy to use in network geometries in
the regime of strong couplings. Speciﬁcally, the terms Ueff,T∂zCT and Deff,T∂
2
zCT in equation 5.28 are
difﬁcult to estimate accurately at bifurcations. To overcome this difﬁculty, we propose the following
simpliﬁcation
∂t〈CV〉 = −Ueff∂z〈CV〉+ Deff∂2z〈CV〉 − Keff (〈CV〉 − CT) , (5.31)
which represents the Simpliﬁed version of the EWCA model, the SEWCA model. Such an alternative
formulation is better suited to network geometries and easier to couple with the molecular transport
in tissue. The idea is now to use such a model to describe the transport of molecules within the
vessels and the coupling between vessels and tissue in the regime of strong couplings. However,
before coupling such a model with a description of the concentration within the tissue, we ﬁrst need
to determine for which Péclet and membrane Damköhler number regimes the SEWCA model is
valid.
5.1.5 Comparison of the EWCA model with SEWCA model at vessel scale in stationary regime
Here, similarly to section 4.3.2.1, we compare, for the case of a Poiseuille velocity proﬁle, the EWCA
and SEWCA models deﬁned by equations 5.28 and 5.31 to two-dimensional numerical solutions
obtained using ﬁnite volumes. This allows us to estimate the effects of Ueff,T∂zCT and Deff,T∂
2
zCT on
the transport of molecules in order to determine the domain of validity of the SEWCA model.
To do so, we prescribe the following arbitrary concentration in the tissue at the vessel wall
CT(z, t) = 1− cos(wz), (5.32)
where w is a real coefﬁcient enabling us to control the intensity of the couplings between vessel
and tissue. For instance, setting w = 0 implies CT = 0, which corresponds to the regime of weak
couplings. In addition, similarly to section 4.3.2, the inlet concentration is set to one and the outlet
effective diffusive ﬂux is set to zero. In this context, equations 5.28 and 5.31 can also be solved
analytically (see appendix B.2).
Figure 5.1 displays the stationary average concentration along the vessel axis associated to a large
radial membrane Damköhler number (ǫDam = 10) for various radial Péclet nuber and w values. The
insets show the concentration in the tissue at the vessel wall as a function of the axial position (z).
The ﬁrst important result is that the EWCA model (green continuous line) is in good agreement
with the reference numerical solutions (blue dash-dotted line) for a wide range of radial Péclet and
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w values. We see that the SEWCA model is also in very good agreement with this reference solution
when either the radial Péclet number is not very large (ﬁgures 5.1a, 5.1c and 5.1e) or when w is small
enough (ﬁgures 5.1a and 5.1b).
For w = 0.1, this is straightforward since the inset in ﬁgure 5.1a shows that CT ≃ 0, which
corresponds to the deﬁnition of weak couplings. In this context, both the EWCA and SEWCA models
converge towards the WCA model, which has already been validated in is regime in section 4.3.2.
For w = 1 and w = 2, we can see that the SEWCA model underestimates the average concentration
for very large radial Péclet numbers (ǫPe = 100). This is mainly the result of a combination of two
different factors. First, Ueff,T, Deff,T are increasing functions of the Péclet number, and second, CT
exhibits signiﬁcant gradients as shown by the insets in ﬁgures 5.1c and 5.1e. Consequently, the
terms Ueff,T∂zCT and Deff,T∂
2
zCT are no longer small in such regimes, which explains the differences
between the two models.
Figure 5.1 only displays effective transport model predictions in the regime of large radial mem-
brane Damköhler numbers in order to highlight the limitations of the SEWCA model. Indeed,
decreasing the radial Damköhler number results in deacreasing the intensity of the couplings be-
tween the vessels and tissue, as shown by the phase diagrams of transport regime (ﬁgure 4.4), in
turn decreasing the magnitude of Ueff,T∂zCT, Deff,T∂
2
zCT so that the SEWCA model is again in very
good agreement with the reference solutions, even when CT exhibits signiﬁcant gradient or when the
Péclet number is large (not reported here).
In conclusion, as long as the radial membrane Damköhler number or the Péclet number are not
very large the SEWCA model can be used. Consequently, for the rest of this chapter we are going
to use such a model as an ansatz to represent the transport of molecules within the vessels and the
couplings between vessel and tissue in the regime of strong couplings.
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Figure 5.1: Average stationary axial concentration for different Péclet and w values for ǫDam = 10 and
ǫ = 0.05. Plain green curves represent the Extended Weak Coupling Average (EWCA) model,
dashed red curves represent the Simpliﬁed Extended Weak Coupling Average (SEWCA) model and
the dash-dotted blue curves represent the two-dimensional numerical solutions. Insets represent CT ,
i.e. the concentration in the tissue at the vessel wall. (a) ǫPe = 10, w = 0.1. (b) ǫPe = 100, w = 0.1.
(c) ǫPe = 10, w = 1. (d) ǫPe = 100, w = 1. (e) ǫPe = 10, w = 2. (f) ǫPe = 100, w = 2.
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5 .2 molecular transport inside the tissue domain
So far, we have focused on modelling the transport of molecules within the vessels, avoiding the
description of molecular transport within tissue. Here, we focus on deriving a description of the
solute concentration inside the domain of tissue that is adapted to the complexity of microvascular
networks. Throughout this section, and for the remainder of this chapter, we are going to assume
that the domain of tissue is inﬁnite and that the molecular transport is stationary.
To derive such a description, we start by re-writing the local transport equation in the tissue
(equation 5.2) in stationary regime so that
η∇2CT − ηDaT CT
1+ CT
= 0. (5.33)
As mentioned before, the direct resolution of the above equation by means of classical numerical
methods such as ﬁnite elements or ﬁnite volumes, at the scale of microvascular networks, makes
necessary to mesh the large and intricate domain of tissue, which is uneasy and computationally
demanding. To overcome this difﬁculty, taking inspiration from the transport model developed
initially by Hsu and Secomb [133] and later improved by Secomb et al. [30], we use Green’s functions
to describe the concentration of solute inside the domain of tissue as a superposition of sources and
dipoles distributed at the interface between vessel and tissue and inside the domain of tissue.
To do so, the most common Green’s function encountered in the literature is
G(x, xs) =
1
4πη‖x− xs‖ , (5.34)
where x and xs represent the position of two material points within the tissue domain. This Green’s
function is solution of the following equation
η∇2G(x, xs) = −δ(x− xs), (5.35)
which corresponds to the fundamental equation associated with the Laplace equation in inﬁnite
domain, where δ(x− xs) represents the three-dimensional Dirac distribution associated to a single
point source located at xs.
Next, multiplying equation 5.33 by G and equation 5.35 by CT yields
ηG(x, xs)∇2CT(xs)− ηDaTG(x, xs) CT
1+ CT
(xs) = 0, (5.36)
η∇2G(x, xs)CT(xs) = −δ(x− xs)CT(xs). (5.37)
Further subtracting equation 5.37 from equation 5.36 leads to
δ(x− xs)CT(xs) = ηG(x, xs)∇2CT(xs)− η∇2G(x, xs)CT(xs)− ηDaTG(x, xs) CT
1+ CT
(xs). (5.38)
Finally, integrating the above equation over the whole tissue domain allows to describe the concen-
tration anywhere inside the domain of tissue
CT(x) = (G ◦ η∂nCT) (x)− (η∂nG ◦ CT) (x)−
(
ηDaTG 
CT
1+ CT
)
(x) (5.39)
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where
∂n• = n · ∇•, (5.40)
is the normal derivative associated to the boundaries inside the domain of tissue, i.e., the vessel walls,
and where
( f ◦ g) (x) =
∫∫
S
f (x, xs)g(xs)dSs, (5.41)
( f  g) (x) =
∫∫∫
V
f (x, xs)g(xs)dVs, (5.42)
are two convolution operators. In equation 5.41, S represents the set of all boundaries inside the
tissue domain, and dS the associated inﬁnitesimal element of surface. Precisely, S corresponds, for a
single capillary, to the surface formed by the vessel walls, and for a microvascular network, to the
union of all surfaces formed by the vessel walls. In equation 5.42, V represents the tissue domain,
with dV being the associated inﬁnitesimal element of volume.
From a physical point of view, each term in the right hand side of equation 5.39 can be interpreted
as a separate contribution to the concentration within tissue.
• The term G ◦ η∂nCT corresponds to the contribution of a set of sources/wells distributed at the
interface between vessels and tissue. Further, the intensity of each of these source/well is equal
to the local inﬁnitesimal mass ﬂux, i.e. η∂nCT(xs)dSs.
• The term η∂nG ◦CT can be seen as the contribution of a set of dipoles distributed at the interface
between vessels and tissue with an intensity proportional to the concentration in the tissue at
the vessel walls.
• Finally, ηDaTG(x, xs)
CT
1+CT
represents the contribution of a set of wells distributed inside the
tissue domain. The intensity of each well is equal to the local inﬁnitesimal mass consumption
in the tissue, i.e. ηDaT
CT
1+CT
(xs)dVs.
At this point, we have described the concentration inside the domain of tissue as a superposition of
sources and dipoles. However, the formulation presented in equation 5.39 exhibits a major problem.
Indeed, it involves a convolution over the inﬁnite domain of tissue (ηDaTG(x, xs) 
CT
1+CT
) which
cannot be computed numerically.
The solution proposed by Secomb et al. [30] consists in restricting the reaction in the tissue to a
ﬁnite region embedding the vessel or the microvascular network. In this context, the convolution is
no longer performed over the whole tissue domain V but rather on a subset V∗ where the reaction is
non-zero.
In doing so, the advantage is that the convolution can be numerically computed. The downside,
however, is that there is now a net ﬂux of mass going out of the region where the reaction occurs
that is never consumed by tissues and diffuses indeﬁnitely. To counter this effect, Secomb et al. [30]
proposed the following constraint
∫∫
S
η∂nCT(xs)dSs +
∫∫∫
V∗
ηDaT
CT
1+ CT
(xs)dVs = 0, (5.43)
so that there is no net mass ﬂux going out of the region of the tissue where the reaction occurs.
Although ingenious, this approach heavily relies on the size of such a region and adds a supplemental
constraint to the problem. In addition, even with such a constraint, it is still necessary to evaluate a
convolution over the subset V∗ which can be computationally intensive depending on the size of V∗.
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5.2.1 Alternative formulation
To overcome this difﬁculty, we propose a new formulation that does not require the use of the
constraint deﬁned in equation 5.43 and allows us, when the concentration inside the domain of tissue
is small, to reduce the size of the subset V∗. The key idea is to remark that the Michaelis-Menten
kinetics is linear for small concentrations. This can be highlighted by re-writing equation 5.33 in the
following way
η∇2CT − ηDaTCT + ηDaT C
2
T
1+ CT
= 0, (5.44)
so that, for small concentration, the non-linear term ηDaT
C2T
1+CT
becomes negligible compared to the
linear term ηDaTCT. We then consider the following Green’s function
G(x, xs) = e
−
√
DaT‖x−xs‖
4πη‖x− xs‖ , (5.45)
which is solution of the fundamental equation
η∇2G(x, xs)− ηDaTG(x, xs) = −δ(x− xs), (5.46)
so that, when applying the procedure described in the previous subsection, the linear reaction
contribution in equation 5.44 vanishes, leaving only the non-linear contribution of the Michaelis-
Menten kinetics. Consequently, the concentration inside the domain of tissue now reads
CT(x) = (G ◦ η∂nCT) (x)− (η∂nG ◦ CT) (x) +
(
ηDaTG  C
2
T
1+ CT
)
(x), (5.47)
which is similar to equation 5.39, except for the term ηDaTG  C
2
T
1+CT
which now represents a distribu-
tion of sources (and no longer wells) in the tissue. Analogous to ηDaTG(x, xs) CT1+CT in equation 5.39,
this term cannot be estimated numerically for an inﬁnite domain of tissue.
However, conversely to the previous section, we do not need to restrict the entire reaction to a given
subset of the domain of tissue V∗, but only the non-linear contribution. This is due to the fact that the
linear contribution in the Michaelis-Menten kinetics is already accounted for by the Green’s function
G deﬁned in equation 5.45. This ensures that, even if there is a net ﬂux of mass going out of V∗, the
molecules are still going to be metabolized by the tissue. Consequently, the constraint imposed by
equation 5.43 is no longer necessary. In addition, as mentioned previously, when the concentration
inside the tissue domain is small, the Michaelis-Menten kinetics can be approximated by an order
one linear reaction enabling us to reduce the size of V∗. Although simplifying the computations, this
new approach still requires, when the concentration inside the tissue is high, a careful evaluation of
the convolution over V∗.
5.2.2 The ideal case of a sphere embedded in an infinite domain of tissue
To illustrate how this alternative formulation can help reduce the size of the subset V∗ in certain
regimes, in this subsection, we make a small detour and look at the molecular transport problem
for the very simple case of a sphere of radius R0 embedded in an inﬁnite domain of tissue. Besides
transforming the three-dimensional transport problem into a simpler, one dimensional problem
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thanks to spherical symmetries, using such an idealized and controlled conﬁguration enables us to
study the transport within brain tissue independently from the transport within vessels.
The idea is then to compare the concentration solutions of equations 5.39 and 5.47, without
enforcing the constraint deﬁned in equation 5.43, for different size of V∗, which forms, in this context,
a shell around the sphere, as shown by ﬁgure 5.2a. Here, we do not enforce such a constraint because
it would cause the concentration to systematically reach zero at the outer bound of the shell due to
the one dimensional nature of the problem at hand.
As usual, we also perform the direct numerical resolution of equation 5.33 using ﬁnite volume in
order to have a reference solution. Note that ﬁnite volumes cannot model exactly transport in inﬁnite
domains. However, we take advantage of the one-dimensional nature of the transport problem at
hand to mesh a domain of tissue way larger than V∗ so that it seems inﬁnite when standing close to
the sphere surface.
With regard to boundary conditions, we prescribe a unit concentration (Dirichlet condition) at the
surface of the sphere, which is sufﬁcient to solve equations 5.39 and 5.47 iteratively. As far as ﬁnite
volumes are concerned, we also prescribe a zero concentration (Dirichlet condition) on the outer
bound of the meshed tissue domain, so that it approximates a vanishing concentration at inﬁnity.
Figure 5.2b and 5.2c show the concentration in the tissue domain as a function of the distance to
the sphere surface for η = 1, DaT = 0.1 and R0 = 1, for two different shell thicknesses eV∗ = R0 and
eV∗ = 10R0 represented by the dashed black lines.
The ﬁrst result to notice is that the alternative formulation we propose (equation 5.47, green curve)
is in very good agreement with the reference solution (dash-dotted blue curve) for both values of eV∗ .
Similarly, the initial formulation (equation 5.39, dashed red curve) is in fairly good agreement with
the reference solution for the case eV∗ = 10R0. However, for a smaller subset V∗, we observe that
the initial formulation overestimates the concentration in tissue. This can be explain since, with the
latter, the Michaelis-Menten kinetics is only modelled for r < 2R0, while beyond this distance only
diffusion is modelled. In other words, this higher concentration is a consequence of the net mass ﬂux
going out of V∗ mentioned earlier.
Although not reported in ﬁgure 5.2, increasing DaT allows to reduce even more the size of V∗.
That is because the reaction grows stronger causing the concentration to decrease faster. Conversely,
increasing the concentration at the sphere surface results in increasing the size of V∗ as the term C2T1+CT ,
which represents the non-linear contribution in the Michaelis-Menten kinetics, is also increasing.
In conclusion, for relatively small tissue concentrations, ﬁgures 5.2b and 5.2c show that using the
alternative formulation allows avoiding to mesh most of the tissue space.
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We further showed that, using the above description when the concentration of solute in tissue was
small allowed for the simpliﬁcation of the convolution
(
ηDaTG  C
2
T
1+CT
)
over the domain of tissue.
Consequently, in the next subsections, we couple equations 5.48 and 5.49 together to obtain the
SEWCA-G model that is able to describe the transport of molecules in the regime of strong couplings,
in steady state, for relatively small membrane Damköhler numbers. We then go on and present the
numerical approach we have adopted to solve such a coupled problem in microvascular networks.
Finally, we compare our new model to the usual reference numerical solutions at the scale of a single
vessel.
5.3.1 The SEWCA-G model for the transport of molecules in the regime of strong coupling
Looking at equation 5.48, we can see that the SEWCA model has naturally an expression that
explicitly depends on 〈CV〉 and CT. However, the same is not true for equation 5.49, as η∂nCT, which
represents the ﬂux of molecules entering or leaving the domain of tissue through the blood-brain
barrier, has still to be explicited as a function of 〈CV〉 and CT.
To overcome this issue, we start by writing an integral mass ﬂux balance over an element of
inﬁnitesimal length dz along the vessel axis using the SEWCA model. Doing so allows us to estimate
the ﬂux of molecules crossing the blood-brain barrier, assuming that the concentration in the tissue
at the vessel wall is locally axisymetric,
j = −2ǫ−1Damβz(ǫ) [〈CV〉]z+dzz πǫ2+Keff (〈CV〉 − λγCT)πǫ2dz, (5.50)
where [〈CV〉]z+dzz = 〈CV〉(z+ dz)− 〈CV〉(z). The term −2ǫ−1Damβz(ǫ) [〈CV〉]z+dzz πǫ2 in the above
equation, corresponds to the contribution of the exchanges to the effective convection in the regime
of weak couplings (equation 4.85). Such a term is going to be complex to treat in the regime of strong
couplings. Besides, we have shown in section 4.3.1.2 that such a contribution was not signiﬁcant for
relatively small membrane Damköhler numbers. Consequently, we approximate the local mass ﬂux
the following way
j =Keff (〈CV〉 − λγCT)πǫ2dz.
Next, using the ﬂux continuity between vessel and tissue (equation 4.12), we can deduce
j = ηγ∂nCT2πǫdz. (5.51)
Then, injecting equation 5.50 into the above expression yields
η∂nCT2πǫdz = γ
−1Keff (〈CV〉 − λγCT)πǫ2dz. (5.52)
The above expression can then be further simpliﬁed, so that
η∂nCT =
1
2
ǫγ−1Keff (〈CV〉 − λγCT) . (5.53)
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Finally, injecting this expression in equation 5.49 leads to the following model describing the transport
of molecules in the regime of strong couplings in steady state
−Uﬂowing∂z〈CV〉+ Deff∂2z〈CV〉 − Keff (〈CV〉 − λγCT) = 0, (5.54)
CT(x) =
(
G ◦ 1
2
ǫγ−1Keff (〈CV〉 − λγCT)
)
(x)− (η∂nG ◦ CT) (x)+
(
ηDaTG  C
2
T
1+ CT
)
(x).
(5.55)
We note that in equation 5.54 Ueff has been simpliﬁed into Uﬂowing (deﬁned in equation 4.100), since
we have previously neglected the contribution of molecular exchanges to the effective convection.
This system of equation is non-linear and requires a careful attention to be solved at the scale of
microvascular networks. In particular, how to estimate the size of V∗, how to discretize it and how to
treat intersection between vessels and the discrete element of such a mesh are all very challenging
questions. Consequently, to keep things tractable, for the remainder of this chapter, we will only
consider transport regimes for which the Michaelis-Menten kinetics can be simpliﬁed into an order
one kinetics, i.e. when the concentration inside the domain of tissue is relatively small. In this case,
the model we are going to use to solve the molecular transport in the next sections reads
−Uﬂowing∂z〈CV〉+ Deff∂2z〈CV〉 − Keff (〈CV〉 − λγCT) = 0, (5.56)
CT(x) =
(
G ◦ 1
2
ǫγ−1Keff (〈CV〉 − λγCT)
)
(x)− (η∂nG ◦ CT) (x), (5.57)
and will be referred to as the SEWCA-G model.
5.3.2 Numerical approach
The problem formed by equations 5.56 and 5.57 is linear. In order to solve such a problem, similarly
to the molecular transport in the regime of weak couplings, we discretize each vessel of the network
into smaller cylinders so that the whole network becomes a collection of NC subcylinders. We then
assume 〈CV〉 and CT, now denoting the concentration in the tissue at the vessel wall, to be piecewise
constant for each of these small cylinder. In doing so, the molecular transport inside the vessels
(equation 5.56) can be treated using the numerical methods presented in appendix C for the regime
of weak couplings.
Conversely, the treatment of equation 5.57 is more challenging. Indeed, such an equation is non-
local, which means that the concentration ﬁelds associated to a given subcylinder depend explicitly
on the concentration ﬁelds of every other subcylinders. Taking into account the discretization of
vessels and assuming that x is located at the surface of subcylinder i, we can write
(ξCT)i =
(
G ◦ 1
2
ǫγ−1Keff (〈CV〉 − λγCT)
)
i
− (η∂nG ◦ CT)i . (5.58)
Here, ξ =
∫
S η∂nG(x, xs)dS is a coefﬁcient induced by the singularity of the dipole distribution. For
the particular case DaT = 0, we have ξ =
1
2 because G = G. We can clearly see that the difﬁculty in
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the treatment of the above equation lies in the estimation of the two convolutions on the right hand
side. To overcome this issue, we follow the work of Hsu and Secomb [133] and write
(
G ◦ 1
2
ǫγ−1Keff (〈CV〉 − λγCT)
)
i
≈
NC
∑
j
Gij
(
1
2
ǫKeff, (〈CV〉 − λγCT)
)
j
, (5.59)
(η∂nG ◦ CT)i ≈
NC
∑
j
ηGijCT,j (5.60)
where
Gij = 1
Si
∫
Si
(∫
Sj
G(xi, xj)dSj
)
dSi, (5.61)
∂nGij = 1
Si
∫
Si
(∫
Sj
∂nG(xi, xj)dSj
)
dSi, (5.62)
correspond to the matrices describing the cross-inﬂuence of the concentration ﬁelds associated to the
subcylinder j on the concentration ﬁelds associated to the subcylinder i. Further, Si and Sj denote the
lateral surface of subcylinder i and j, respectively. Note that the contributions of dipoles, i.e., ∂nGij
was neglected by Hsu and Secomb [133]. Here, we keep such a distribution, as it can help counter
border effects [30].
When i 6= j , we estimate Gij and ∂nGij, by discretizing the lateral surfaces of the subcylinders into
relatively coarse bent tiles and considering that G and ∂nG are piecewise constant in each tile. When
i = j, however, we use more rigorous integration methods such as the trapezoidal rule, as G and ∂nG
are both singular functions, but G has a convergent integral and ∂nG has a Cauchy principal value
type integral.
Altogether, thanks to the above numerical approaches, the matrix associated to the SEWCA-G
model (equations 5.56 and 5.57) can be decomposed into two parts. The ﬁrst NC lines are very sparse
and correspond to effective advection diffusion reaction inside the vessels, and the next NC lines are
very dense, as they contain the coefﬁcients associated to the description of the cross inﬂuences of
concentration ﬁelds, i.e. Gij and ∂nGij.
5.3.2.1 Treatment of bifurcations
Similarly to the regime of weak couplings, the description of molecular transport inside microvessels
at bifurcations is pretty straightforward. Indeed, we simply enforce the same constraints as in
section 4.2.2, i.e., the continuity of the average concentration and the conservation of total mass ﬂuxes
between the vessels involved in the bifurcation.
Conversely, the treatment of bifurcations is more complex from the tissue perspective. Indeed, the
terms Gij and ∂nGij in equation 5.61 and 5.62 are evaluated through the integration of G and ∂nG
over the lateral surface of subcylinders, and by extension, of vessels. In our framework, vessels are
considered as straight cylinders, so that their lateral surfaces overlap with one another at bifurcations
as illustrated by ﬁgure 5.3 . This is problematic, since it can lead to the creation of singular points
for which it would no longer be possible to estimate Gij and ∂nGij, as the surface associated to
the intersection of two cylinders is not smooth. To overcome this issue, we propose the following
procedure.
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In addition, we further assume that η = 1, λ = 1 and γ = 1 and focus on the effects of the radial
membrane Damköhler and tissue Damköhler numbers.
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Figure 5.4: Comparison between the SEWCA-G and reference finite volume solutions. Average concentra-
tion inside the vessel as a function of the axial position for ǫPe = 10. Insets display the concentra-
tion in tissue at the vessel wall as a function of the axial position. Green curves corresponds to
the SEWCA-G model and dashed-dotted blue curves corresponds to the reference solutions. (a)
ǫDam = 2.5 · 10−2 and DaT = 10−2. (b) ǫDam = 2.5 · 10−1 and DaT = 10−2. (c) ǫDam = 2.5 · 10−2
and DaT = 100. (d) ǫDam = 2.5 · 10−1 and DaT = 100.
Figure 5.4 shows the average concentration along the vessel axis, with insets representing the
concentration in the tissue at the vessel wall, for the SEWCA-G model (green curves) and the reference
solutions (blue dash-dotted curves), for ǫPe = 10 and for different radial membrane and tissue
Damköhler numbers. The ﬁrst important result to notice is that the SEWCA-G model is in really
good agreement with the reference solutions for almost all values of the radial membrane and tissue
Damköhler numbers. Such a result is expected for large values of the tissue Damköhler number
(DaT = 100) as it is associated to the regime of weak couplings for which the SEWCA model is exact.
Indeed, the insets of ﬁgure 5.4c and 5.4d shows that the concentration in the tissue at the interface is
almost zero, which corresponds to the deﬁnition of the regime of weak coupling (see chapter 4).
In the same manner, for small values of the radial membrane and tissue Damköhler number
(ǫDam = 2.5 · 10−2 and DaT = 10−2), the good performance of SEWCA-G model stems from the slow
variations of the concentration in the tissue at the vessel wall (inset of ﬁgure 5.4a). Indeed, we have
shown in section 5.1.5 that the SEWCA model was the most accurate, outside the regime of weak
couplings, when the concentration in the tissue at the vessel wall was exhibiting only small gradients.
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Finally, for larger radial membrane Damköhler numbers (ǫDam = 0.25) and small tissue Damköhler
numbers (DaT = 2.5 · 10−2), ﬁgure 5.4b shows that, even though the SEWCA-G model is in good
agreement, slight discrepancies are arising between the two solutions. Looking at the associated inset,
we can see that the concentration in the tissue at the vessel wall starts to exhibit signiﬁcant gradients.
In this context, we know that the SEWCA model starts to exhibit differences with reference solutions
(see section 5.1.5). For this reason, further increasing the radial membrane Damköhler number while
keeping the tissue Damköhler number small, results in exacerbating the difference between the two
solutions (not reported here).
Consequently, to avoid such discrepancies, for the remainder of this chapter, we will only consider
the case of small to moderate radial membrane Damköhler numbers (ǫDam = 10−3-10−1) when
solving the transport of molecules at the scale of microvascular networks. Besides, doing so is
consistent with our previous simpliﬁcation of the Michaelis-Menten kinetics
5 .4 molecular transport in microvascular networks
In the previous section, we solved the problem in the regime of strong couplings at the scale of a
single vessel. Here, we go on and assign relevant parameters and boundary conditions and solve the
transport of molecules at the scale of the mice anatomical network presented in ﬁgure 3.1d.
We start by discretizing the network in 400, 000 subcylinders, averaging around 25 subcylinders
per vessels. Such a number of elements can seem small when compared to classic ﬁnite volume or
ﬁnite element simulations, however the most interesting part of using Green’s functions is precisely
to be able to decrease the number of elements involved in the simulation. In addition, looking at the
recent work of Sweeney, Walker-Samuel, and Shipley [42] who used a similar approach, we see that
they also discretized a mouse cortical network, around 15 times smaller in volume than ours, into
around 27000 elements ([42], supplementary table 1), which approximately yields the same density
of elements. Still, discretizing the network in such a way already implies inverting very large and
dense matrices, which is computationally challenging. To overcome this issue, we take advantage of
being in the regime of relatively small radial membrane Damköhler numbers, so we can expect that
faraway sources and dipoles can be neglected.
Practically, for a given subcylinder, we consider that all other subcylinders lying at a distance
beyond 200µm are ignored. This distance corresponds to almost ten times the mean extravascular
distance in mice [139], so that it seems reasonable to consider that two vessels separated by such
a distance to be independent. Using this simpliﬁcation allows for sparsing the problem matrix,
ultimately accelerating the resolution of the problem. We emphasize that such a simpliﬁcation is
only possible because we are working in the regime of relatively small radial membrane Damköhler
numbers and that it should be carefully reevaluated in any other regime.
We then move on and prescribe the boundary conditions of the problem. Consistent with sec-
tions 3.5 and 4.3.3, we impose the new pseudo-periodic boundary condition on the lateral faces of
the network. We further consider that all ﬁctitious vessels are impermeable, so that they are not
coupled to the molecular transport inside the tissue. That is because, conversely to the resolution of
blood ﬂow or molecular transport in the regime of weak couplings, where the problem was only a
function of the topology of the network, in the regime of strong couplings, the network geometry
has to be taken into account. Next, similar to section 4.3.3, we prescribe a unit concentration at all
arteriolar inlets and a zero diffusive ﬂux at all venular outlets. We compute the velocity in each vessel
using the blood ﬂow model derived in chapter 3 in combination with the set of boundary conditions
deﬁned in section 3.5.
Consistent with the previous considerations we have made in chapter 4, we determine the mem-
brane permeability of each vessel so that the radial membrane Damköhler is small (ǫDam = 5 · 10−2).
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described in section 3.6 to compute the ﬂow rates in each vessel for an increasing fraction of occluded
capillaries. Then, we compute the stationary concentration ﬁeld using the set-up described in the
previous section. Finally, we evaluate the two following integral quantities at the scale of the network.
The ﬁrst one, the integral input ﬂux
I = ∑
all inlets
∫∫ (
Uﬂowing〈C〉 − Deff∇〈C〉
) · ndS, (5.63)
measures the amount of molecule perfusing through the network, and the second, the extraction
coefﬁcient
E =
∑
all vessels
∫∫∫
Keff (〈C〉 − CT) dV
∑
all inlets
∫∫ (
Uﬂowing〈C〉 − Deff∇〈C〉
) · ndS = I−1 ∑all vessels
∫∫∫
Keff (〈C〉 − CT) dV, (5.64)
evaluates the fraction of molecules that have left the network and have been metabolized by brain
tissue.
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Figure 5.6: Effect of multiple capillary occlusions on molecule transport . (a) Fraction of baseline (no occlu-
sions) Integral input ﬂux (averaged over 5 seeds) as a function of the fraction of capillaries occluded
in mouse for two radial membrane Damköhler numbers ǫDam = 5·10−3 and ǫDam = 2.5e−2 and
for two charactertistic tissue Damköhler DaT = 2.5·10−3 and DaT = 2.5. (b) Extraction coefﬁcient
E as a function of the fraction of capillaries occluded. (c) Relative extraction coefﬁcient EE0 , where
E0 corresponds to the baseline extraction coefﬁcient, as a function of the fraction of capillaries
occluded.
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The above quantities are computed for two different radial membrane Damköhler numbers
(ǫDam = 5 · 10−3 and 2.5 · 10−2) and tissue Damköhler number values (DaT = 2.5 · 10−3 and 2.5).
We prescribe these relatively small radial membrane Damköhler numbers be sure to remain in the
domain of validity of the SEWCA-G model.
Figure 5.6a displays the fraction of integral input ﬂux ( II0 , where I0 is the baseline integral input
ﬂux) as a function of the fraction of capillaries occluded. The ﬁrst important result to notice here is
that the integral input ﬂux decreases linearly, exhibiting no threshold effect, and lies in the same
range of values as the cerebral blood ﬂow decay displayed in ﬁgure 3.5b. This can be explained since
the ﬂux of mass entering the network is controlled by convection, which is entirely driven by blood
ﬂow. Therefore, similarly to blood ﬂow, we can conclude that a small fraction of capillary occlusions
yields a signiﬁcant decrease in the amount of molecules perfusing through the network.
In addition, such a decrease is completely independent from the radial membrane or tissue
Damköhler values. This is a direct consequence of the choice of boundary conditions we have made
for arteriolar inlets. Indeed, we impose a unit concentration at each arteriolar inlet, so that the inlet
convective ﬂux is constant. In addition, given the regimes of radial membrane Damköhler at hand,
the concentration ﬁeld inside the vessel close to these inlets does not exhibit strong gradients along
the vessel axes, so that the inlet diffusive ﬂux remains small, causing the total (convection+diffusion)
inlet ﬂux to be globally constant for a given fraction of capillaries occluded.
Figure 5.6b shows the extraction coefﬁcient as a function of the fraction of capillaries occluded.
We can see that the extraction coefﬁcient is slowly increasing as the capillaries are being occluded.
This can be explained since occluding vessels anywhere in the network results in increasing the
global resistance of the entire network to blood ﬂow, ultimately leading to the cerebral blood ﬂow
decrease displayed in ﬁgure 3.5b. A decrease in cerebral blood ﬂow implies a decrease in velocity
in most vessels. This leads, on average, to longer transit times for molecules perfusing through the
microvascular network, so that they have an increased probability of crossing the blood-brain barrier,
which in turn increases the extraction coefﬁcient.
Figure 5.6b also shows that the extraction coefﬁcient is increasing with the radial membrane and
tissue Damköhler numbers. Such a result is straightforward to interpret for the case of the radial
membrane Damköhler numbers, as the ﬂux of molecules entering the tissue is locally proportional
to the radial membrane Damköhler number. Hence, increasing the membrane Damköhler number
increases the extraction coefﬁcient. With regard to the tissue Damköhler number, increasing its
value results in increasing the reaction inside the brain tissue, thus decreasing the concentration
everywhere in the tissue, including at the interface between vessels and tissue. As a result, the ﬂux of
molecules entering the domain of tissue, which is locally proportional to 〈CV〉 − CT, increases and so
does the extraction coefﬁcient.
Looking at ﬁgure 5.6b, we also remark that increasing the tissue Damköhler number has a greater
impact on the extraction coefﬁcient when the radial membrane Damköhler number is high. This can
be explained since, for low values of the radial membrane Damköhler number, only few molecules
enters the tissue domain. In this context, increasing the tissue Damköhler number only leads to
decrease the already small concentration inside the tissue. Conversely, for larger radial membrane
Damköhler number, the ﬂux of molecules entering the tissue is more signiﬁcant, resulting in a higher
concentration in the tissue domain. In this situation, increasing the tissue Damköhler number yields
a more signiﬁcant increase in the extraction coefﬁcient.
Figure 5.6b also shows that the extraction coefﬁcient is more sensitive to variations of the radial
membrane Damköhler number than to variations of the tissue Damköhler number. This is because
we are working with small radial membrane Damköhler number (ǫDam < 1). In such a regime,
the transport of molecules across the blood-brain barrier is limited by the membrane permeability.
Consequently, increasing the radial membrane Damköhler number results in a strong increase in the
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extraction coefﬁcient as illustrated by ﬁgure 4.14b in the regime of weak couplings. Conversely, for
large radial membrane Damköhler number (ǫDam > 1), the transport is not limited by the membrane
permeability anymore so that further increasing the radial membrane Damköhler number does not
result in a signiﬁcant increase of the extraction coefﬁcient, as ﬁgure 4.14b illustrates in the regime of
weak couplings.
Finally, ﬁgure 5.6b suggests that the extraction coefﬁcient increases more rapidly, as a function of
the fraction of capillaries occluded, for smaller radial membrane and tissue Damköhler numbers. To
help clarify this observation, the relative extraction coefﬁcient, deﬁned as EE0 where E0 corresponds to
the baseline extraction coefﬁcient, is displayed in ﬁgure 5.6c as a function of the fraction of capillaries
occluded. Here, we can clearly see that the relative extraction coefﬁcient increases signiﬁcantly less
when the value of the radial membrane Damköhler number is large. This can be explained since
the baseline value of the extraction coefﬁcient, for ǫDam = 2.5 · 10−2, is already close to 60%, which
means that even without occlusions, more than a half of the mass entering the network is metabolized
by the tissue. Consequently, there are necessarily intravascular regions in the network that already
have a low concentration of solute in the baseline conﬁguration, thus adding occlusions in such
regions does not affect the exchanges in a signiﬁcant way. On the contrary, the baseline value of the
extraction coefﬁcient, for ǫDam = 5 · 10−3, is only 30% which means that the vessels are loaded with
more solute on average so that occluding them yields greater effects on the extraction coefﬁcient.
Similarly, ﬁgure 5.6c also shows that the relative extraction coefﬁcient tends to increase less when
the tissue Damköhler is large. This makes sense, since ﬁgure 5.6b has already highlighted that
increasing the tissue Damköhler number resulted in increasing the extraction coefﬁcient. Conse-
quently, the baseline conﬁguration associated with the large tissue Damköhler number has an even
smaller average intravascular concentration. In this context, capillary occlusions have an even smaller
inﬂuence on the extraction coefﬁcient.
To summarize, ﬁgure 5.6 reveals mainly two elements. The ﬁrst is that the integral input ﬂux
decreases linearly, with no threshold effect and with the same magnitude as the cerebral blood ﬂow,
regardless of the radial membrane or tissue Damköhler numbers. This implies that occluding 2% to
4% of the network capillaries would also lead to a 5% to 12% integral input ﬂux decrease. The second
is that the extraction coefﬁcient increases with the fraction of capillaries occluded. Such an increase
can be interpreted as a passive compensatory mechanism that could prevent the concentration
inside the domain of tissue to reach low values. Indeed, as there are fewer molecules perfusing the
network (I decreases), there are more molecules going into the tissue in proportion (E increases).
Unfortunately, ﬁgure 5.6c shows that occluding 2% to 4% of the network capillaries would only lead
to 1% to 3% increase, which is not enough to compensate the decrease of the integral input ﬂux.
Consequently, it is likely that, in more physiological conﬁgurations this decrease in the integral input
ﬂux will generate regions of low concentration in the tissue.
5 .6 conclusions
In this chapter, our primary objective was to quantify the effect of multiple capillary occlusions, at
the scale of large anatomical networks, on the molecular exchanges. For that purpose, we started by
extending the WCA model derived in chapter 4, to situations where the concentration in the tissue at
the vessel wall was no longer zero, and created the EWCA model. We then proceeded to simplify
such a model, which then became the SEWCA model, which was better suited to network geometries,
but was only valid in the regime of relatively small membrane Damköhler numbers. We then went
on and proposed a description of the concentration within the domain of tissue using a new Green’s
function which was taking into account the linear contribution in the Michaelis-Menten kinetics. We
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showed that using such description, for relatively small tissue concentrations, was allowing us to
avoid the complex task of meshing the domain of tissue.
Finally, we coupled the SEWCAmodel with the Green’s function approach and created the SEWCA-
G model. We further showed that such a model was able to describe the transport of molecules in the
regime of strong couplings in the limit of relatively small membrane Damköhler numbers.
We then went on and quantiﬁed the effects of capillaries occluded on two integral quantities in
mice anatomical networks, i.e., the integral input ﬂux and the extraction coefﬁcient. Doing so, we
showed that the total mass ﬂux of solute entering the network was linearly decreasing with the
fraction of capillaries occluded. We further estimated that 2% to 4% of capillary occlusions observed
were leading approximately to a 5% to 12% decrease in such a ﬂux. Finally, we showed that the
extraction coefﬁcient was increasing with the fraction of capillaries occluded. We deduced that such
an increase was like a passive compensatory mechanism protecting the tissue against the decay of the
solute perfusion. We found that this increase in the extraction coefﬁcient, however, was not sufﬁcient
to fully compensate for the decrease in molecular perfusion. We concluded that even a small fraction
of occlusions could then signiﬁcantly deprive the brain tissue at the scale of microvascular networks.
Although the results presented throughout this chapter are exciting, they are related to ongoing
work, so that there are still points in the methods or in the models that we should improved in the
near future.
First, in this chapter we were focusing on solving the molecular transport, at the scale of anatomical
networks, in the regime of small membrane Damköhler numbers. This has allowed us to neglect
several terms in the EWCA model that were becoming important for larger membrane Damköhler
numbers. Hence, we now need to work such terms into our model describing the molecular transport
in the regime of strong couplings, in order to be able to study molecules that can easily cross the
blood-brain barrier.
Going in the same direction, we have neglected the non-linear contribution in the Michaelis-Menten
kinetics. While accurate for small tissue concentration, this simpliﬁcation is seriously challenged for
molecules such as oxygen that exhibit high tissue concentrations [204]. Therefore, in the future, we
should develop a strategy to estimate the optimal size of V∗, along with a method to mesh such a
volume. There are procedures described in the literature to mesh the volume of tissue (e.g., see [30]).
They consist, most of the time, in dividing the tissue into cuboids regions where the concentration
ﬁeld is evaluated at the center of each cuboid. These cuboids, unlike the polyhedrons found at the
basis of meshes involved in ﬁnite volumes or ﬁnite elements, are not necessarily organized in a
contiguous manner. Hence, using such an approach to mesh the domain of tissue would allow us to
distribute these cuboids only in regions of interest, i.e. regions where the concentration of molecules
is high. However, using cuboids to describe the tissue space would raise other challenging questions
such as how to treat intersections between cuboids and vessels, or how many cuboids are necessary
to accurately describe the non-linear contribution in the Michaelis-Menten kinetics.
Going on with methodological considerations, we should also improve the way we treat the molec-
ular transport problem at bifurcations in the regime of strong couplings. Indeed, in section 5.3.2.1
we proposed a simple procedure that prevented the creation of additional singularities due to the
vessels intersecting with each other. However, such a procedure modiﬁed the local structure of the
transport problem. A way to improve such procedure could be to no longer consider the bifurcation
as a material point, but rather as an element coupled with the tissue, with its own volume and
associated lateral surface.
Finally, in section 5.4 we neglected sources and dipoles that were far from each other in order
to reduce computational costs. Such a simpliﬁcation was reasonable because we were solving the
molecular transport problem in the regime of small membrane Damköhler numbers for which the
sources and the dipoles are relatively weak. In order to still be able to reduce computational costs
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when the membrane Damköhler is no longer small, an idea could be to use the acclaimed Fast
Multipole Method [205], in which far away sources are lumped together, which allows to reduce
computational costs while still taking into account faraway interactions.

Part III
CONCLUS IONS AND PERSPECT IVES

6
GENERAL CONCLUS ION AND PERPECT IVES
The cerebral microvascular system is an extremely complex structure central to many brain functions.
Most notably, it regulates blood ﬂow as a function of neuronal activity and is responsible for the
delivery of vital molecules to brain cells as well as the clearance of toxic metabolic wastes from
the brain tissue. Being a key player in brain homeostasis, the cerebral microvascular system is also
involved in numerous pathologies, including Alzheimer’s disease. Despite the recent breakthtroughs
in imaging techniques, which have enabled the observation of this system with an unprecedented
spatial resolution and level of accuracy, we still know surprisingly little about the cerebral microvas-
cular system, partially due to the lack of theoretical and numerical tools available to interpret the
massive amount of data generated by these techniques.
Consequently, in this thesis, our primary objective was to model blood ﬂow and molecular transport
in the cerebral microvascular system, at the scale of large anatomical networks. In order to do so,
we combined a network approach with homogenisation methods and Green’s functions to derive
effective models that were describing, in a computationally efﬁcient manner, the microvascular blood
ﬂow and transport mechanisms. In doing so, we could solve the associated blood ﬂow and molecular
transport problems in large volumes while still capturing the complexity of the microvascular
architecture. The disadvantage, however, was that such descriptions of the microvascular transport
mechanisms heavily relied on the accuracy of these effective models.
Our point of view was to bluid such models starting from simple, elementary, mechanisms and
adding one layer of complexity at a time. In doing so, we were able to evaluate the implications of
each new increment and the associated underlying hypothesis. Further, for each new increment, we
systematically validated the effective transport models we were building either against experimental
measurements when available or against numerical reference solutions otherwise.
Thanks to this strategy, we were able to highlight unexpected behaviours at the scale of microvascu-
lar networks, such as the overbearing effect of upstream bifurcations on the distribution of red blood
cells (see chapter 3). Similarily, we showed that radial gradients of concentration inside microvessels
had a signiﬁcant impact on the effective transport of molecules, both at the scale of a single vessel
and at the scale of a microvascular network (see chapter 4).
Moreover, we used our models to evaluate the functional impact, at the scale of large anatomical
networks, of the capillary occlusions that happen during the onset of Alzheimer’s disease, as recently
discovered by our collaborators at Cornell University. In doing so, we showed that the small fraction
(2% to 4%) of capillary occlusions they observed yielded a 5% to 12% cerebral blood ﬂow decrease,
which was consistent with experimental observations. Thanks to our models, we were further able to
translate such a result from mice to humans, where similar experiments cannot be performed for
obvious ethical reasons, showing that capillary occlusions should also have a signiﬁcant impact in
humans. With regards to molecular exchanges, we showed that the same percentage of capillary
occlusions also yielded between 5% and 12% decrease in the total molecular mass ﬂux entering the
network. More surprisingly, we also showed that such occlusions were increasing the fraction of
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molecules entering the tissue by 1% to 3%. We interpreted such an increase as a passive compensatory
mechanism counteracting the concentration decrease inside the domain of tissue. Moreover, we
also showed that such a mechanism is not strong enough to outweight the decrease of molecular
perfusion so that capillary occlusions also have a signiﬁcant effect on molecular exchanges.
Perspectives
Throughout this thesis, we have quantiﬁed the impact of capillary occlusions on cerebral blood ﬂow
and molecular exchanges. However, we have almost exclusively worked on integral quantities com-
puted at the scale of microvascular networks, which does not provide insights on the heterogeneities
induced by capillary occlusions at a smaller scale. In particular, how such occlusions change the
repartition of red blood cells inside the network, what is the size or location of low concentration
regions induced by the decay in the integral input ﬂux are still open questions which could be
adressed using the models developed in this thesis.
We could also use such models in combination with experimental measurements in order to
improve the description of the underlying microvascular blood ﬂow and molecular transport mecha-
nisms. For instance, in chapter 3, we have shown that the semi-empirical relationships at the basis
of the blood ﬂow model were not always accurate and proposed a simple parameter correction.
However, this was done in one conﬁguration only, so that it would be interesting to repeat such a
procedure for various network geometries. Similarly, it would be greatly valuable to measure, even
in vitro, the concentration ﬁeld of a passive tracer ﬂowing in a single capillary loaded with red blood
cells, and to use such a concentration ﬁeld to infer accurate expressions for the effective transport
coefﬁcients, such as the effective diffusion coefﬁcient, and to evaluate the impact of red blood cells
on mixing phenomena such as Taylor’s dispersion.
Maintaining such a close relationship between our models an experiments would create, over time,
a virtuous circle whereby the models would become more accurate and more efﬁcient, while at the
same time strengthening our understanding of the underlying mechanisms associated to the brain
microvascular system. Ultimately, our effective models could even be used in health applications
where their explanatory power would be a key advantage over the purely induction-based statistical
approaches currently being used for such applications. Indeed, such approaches are by nature unable
to explore alternative scenarii, even slightly different from the ones they have been build for.
Central to the construction of the aforementioned virtuous circle is the ability, for the models, to
describe mechanisms with an increasing level of complexity. Throughout this thesis, we have focused
of deriving and validating, as far as possible, models that were accurately describing elementary
mechanisms, such as convection and diffusion processes. The next logical step would then be to
extend such models to other essential relevant mechanisms of the brain microvascular system.
For instance, with regard to the blood ﬂow model, it would be a valuable addition to take into
account the dynamics of individual white blood cells and their transient adhesion to the vessel walls.
This would make it possible to investigate in details the mechanisms responsible for the occlusions
of capillaries in Alzheimer’s disease. Practically, this would necessitate to model the individual
behaviour of white blood cells. For that purpose, it could be interesting to adapt the corpuscular
approach developed by Obrist et al. [82] and presented in chapter 2, in which each red blood cell
was considered as a symbolic particle with effective properties. Indeed, such an approach seems to
be an efﬁcient compromise between physical accuracy and computational costs.
Now, with regard to the transport of molecules, it is clear to us that, in the future, the model
developped in this thesis should be extended in order to be able to describe the transport of oxygen
in microvascular networks, mainly for three reasons. First, the transport of this vital molecule is at the
core of almost all brain functions. Consequently, it is more than likely that pathological perturbations,
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such as capillary occlusions, will impact the supply of oxygen to brain cells, and disrupt vital brain
functions. It is then essential to be able to evaluate the impact of such pathological perturbations on
the tissue oxygenation.
The second reason to investigate the particular case of oxygen is that there are signiﬁcantly more
experimental studies aiming at measuring, in vivo and at the microscale, the oxygen concentration
ﬁeld than there are studies focusing on measuring the concentration ﬁelds of any other solute. This
is mainly due to the fact that the technology behind oxygen probes is readily available, which is not
the case for other solutes. This would then enables us to use these in vivo measurements to further
validate our models.
Finally, from a modelling perspective, oxygen is a very unique molecule. Indeed, conversely
to other solutes, oxygen sustains an additional chemical reaction within the red blood cells. As
already mentioned, such a reaction is non-linear, so that formally evaluating its contribution in the
effective transport equation using homogenisation methods will represent an interesting challenge.
Going beyond such technical considerations, modelling the transport of oxygen would also offer
the opportunity to advance our fundamental understanging of the mechanisms at play in the
microcirculation. For instance, it could be interesting to investigate how heterogeneities in the
hematocrit distribution impact the transport of oxygen at the scale of microvascular networks,
knowing that almost all of the oxygen transported by blood is stored within red blood cells. In
particular, quantifying the effect of upstream bifurcations on the distribution of oxygen throughout a
microvascular network, like we did for the red blood cell distribution in chapter 3, would likely shed
a new light on the passive mechanisms regulating the supply of this molecule to brain cells.
Besides oxygen, extending our transport model to take into account the clearance of metabolic
wastes, such as carbon dioxide or amyloid beta, would also be of interest. Indeed, in this thesis,
we only focused on the delivery of a molecule to brain cells. To do so, the ﬁrst step would be to
change the reaction term in the tissue domain from a consumption to a production term. In doing
so, the alternative formulation based on the new Green’s function proposed in chapter 5 would not
be valid anymore, as there is no real bounded solution associated to a linear production term in an
inﬁnite domain. Thus, an alternative strategy is needed. However, adapting such transport models to
describe the clearance mechanisms is a real challenge, which goes far beyond a simple change of sign
in the reaction term in the transport equation associated to the tissue space. For instance, the amyloid
beta produced by brain cells is only partially evacuated by the cerebral microcirculation. Another
part is destroyed by specialized cells and the remaining is cleared by drainage of the interstitial ﬂuid
into the recently discovered glymphatic system. Such a system consists in para-arterial pathways
(see ﬁgure 2.12, blue enveloppe) that collect the interstitial ﬂuid loaded with wastes and drain it
out of the brain. The transport mechanisms associated with the glymphatic system are still widely
unknown and, overall, the role of the glymphatic system itself is still debated (e.g. see [206]). In this
context, developing models of molecular clearance would deﬁnitely help further our understanding
of this peculiar system. Lastly, such models could be used to investigate pathological mechanisms
such as the aggregation of amyloid beta into neurotoxic plaques during the onset of Alzheimer’s
disease.
Eventually, it could be interesting to extend the description of molecular transport inside the
domain of tissue, at the scale of microvascular networks, to instationary regimes. In doing so, our
model would enable transient dynamics to be captured, that are at the core of the delivery of
therapeutic drugs and of several medical imaging techniques [197]. In the latter case, due to limited
spatial resolution, information is only acquired at a scale larger than the scale of microvascular
networks, so that the underlying dynamics has to be infered through surrogate models. Consequently,
models capable of capturing such transient dynamics, while keeping at the same time the details of
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the network topology, would constitute powerful tools to help interpret the results of such imaging
techniques or help predict the efﬁcacy of the delivery of a drug to its target.
Finally, in the near future, we will have to improve the computational performances of our models,
especially the model describing the transport of molecules in the regime of strong couplings. Indeed,
in this thesis, we have mainly focused on the derivation of the expression of such models and
discussed at length their domains of validity. However, even though we have striven for the creation
of a clean, tested and parallel code, the numerical implementation of our models is not optimal yet.
It is then essential that such an issue can be adressed as quickly as possible. Indeed, during the past
few years, world-class research teams have been able to aquire the complete vasculature of a healthy
mice brain from the largest artery to the smallest capillary (e.g., see [207]). Consequently, we are now
at an exciting turning point where the ﬁrst simulations of blood ﬂow and molecular transport at the
scale of a whole brain will likely be possible within the next few years. We believe that the models
developed during this thesis will be useful in this context.
Part IV
APPENDIX

A
SEMI - EMP IR ICAL RELAT IONSHIPS FOR BLOOD FLOW
This appendix summarize the semi-empirical law we use to solve the blood ﬂow model in chapter 3.
The Fåhraeus effect
The Fåhraeus effect relationship proposed by Pries et al. [25], using the notation introduced in
chapter 3, has the following expression
Ht
Hd
= Hd + (1− Hd)
(
1+ 1.7e−k1d − 0.06e−k2d
)
, (A.1)
in vitro in rodent with k1 and k2 two parameters. Such a relationship has then to be adapted to
describe human blood by multiplying k1 and k2 by the ratio of the cubic roots of the volume of a
single red blood cell in each species (≈ 0.86). Table A.1 present the associated values of k1 and k2
k1(µm
−1) k2(µm−1)
Rodent [25] 0.415 0.011
Human 0.3569 0.00946
Table A.1: coefficients associated to the Fåhraeus effect
No such relashionship has been derived in vivo yet. However applying the in vitro relationship in
vivo yields satisfactory results.
The effective viscosity
The effective viscosity of the blood in vitro, using the notation introduced in chapter 3, has the
following expression [63]
µeff,in vitro = µp
(
1+ (µ0.45 − 1) (1− Hd)
C − 1
(1− 0.45)C − 1
)
(A.2)
where µp = 1.2 · 10−3Pa s represents the viscosity of plasma and µ0.45 represents the blood effective
viscosity for Hd = 0.45 and C the direct action of the cell-free layer. These coefﬁcient have values
depending on the blood of the specie considered and table A.2 summarizes the values for human
and rodent.
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µ0.45 C
Rodent 220e−1.5d + 3.2− 2.44e−0.07d0.645 0.1−(0.116d)
12(0.8+e−0.087d)
0.1+(0.116d)12
Human [63] 220e−1.3d + 3.2− 2.44e−0.06d0.645 0.1−(0.1d)
12(0.8+e−0.075d)
0.1+(0.1d)12
Table A.2: Effective viscosity of the blood in vitro
The effective viscosity of the blood in vivo, using the notation introduced in chapter 3, has the
following expression [208]
µeff,in vivo =µp
(
1+ (µ0.45 − 1)
(
(1− Hd)C − 1
(1− 0.45)C − 1
)
D2
)
D2 (A.3)
with D a new coefﬁcient. Similarly to the in vitro relationship table A.3 summarizes the values of
µ0.45, C and D for humans and rodents
µ0.45 C D
Rodent 6e−0.099d + 3.2− 2.44e−0.07d0.645 0.1−(0.116d)
12(0.8+e−0.087d)
0.1+(0.116d)12
d
d−0.95
Human [208] 6e−0.085d + 3.2− 2.44e−0.06d0645 0.1−(0.1d)
12(0.8+e−0.075d)
0.1+(0.1d)12
d
d−1.1
Table A.3: Effective viscosity of the blood in vivo
The phase separation law
The phase separation relationship proposed by Pries et al. [25], using the notation introduced in
chapter 3, has the following expression
FQE1,b = H
(
Qb
Qa
− X0
)
H
(
1− X0 − Qb
Qa
)
e
A+Blogit
( Qb
Qa
−X0
1−2X0
)
1+ e
A+Blogit
( Qb
Qa
−X0
1−2X0
) +H
(
Qb
Qa
− 1+ X0
)
, (A.4)
where logit(x) = ln
(
x
1−x
)
and H(x) is the Heaviside function and where X0, A and B have the
following expression
X0 =X0
(
1− Hd,a
da
)
, (A.5)
A =A0
(
db − dc
db + dc
)(
1− Hd,a
da
)
, (A.6)
B =1+ B0
(
1− Hd,a
da
)
. (A.7)
Here, X0, A0 and B0 have been determined only in vivo in rodent [43]. Such a relationship has then
to be adapted to describe human blood by dividing X0, A0 and B0 by the ratio of the cubic roots of
semi-empirical relationships for blood flow 127
the volume of a single red blood cell in each species (≈ 0.86) [69]. Table summarizes the different
values for X0, A0 and B0.
X0(µm) A0(µm) B0(µm)
Rodent[43] 0.964 -13.29 6.98
Human[26] 1.12 -15.47 8.13
Table A.4: coefficients associated to the phase separation relationship
No such relashionship have been derived in vitro yet. However applying the in vivo relationship in
vitro yields satisfactory results [69].

B
ANALYT ICAL SOLUT IONS TO THE EFFECT IVE TRANSPORT EQUAT IONS
weak couplings
Both stationary and transient analytical solutions of the effective transport equation in a single vessel
(equation 4.84) are ﬁrst given for classical inlet and outlet boundary conditions. Similarly, stationary
solutions of the associated system of equations at the scale of the network (equations 4.97 to 4.99) are
then derived.
Single vessel
Altogether, equations 4.84 and 4.90 are simple 1D time dependent equations, which can be solved
analytically in a single vessel, provided that the effective coefﬁcients are known and that the
vessel inlet/outlet boundary conditions are simple enough. Starting with the stationary regime and
assuming that Deff > 0 and Keff > 0 , the general solution of equation 4.84 can be written as
〈CV〉(z) = Aeω1z + Beω2z, (B.1)
with ω1 and ω2 deﬁned as follows
ω1 =
Ueff −
√
U2eff + 4DeffKeff
2Deff
ω2 =
Ueff +
√
U2eff + 4DeffKeff
2Deff
, (B.2)
and A and B coefﬁcients to be determined from inlet and outlet boundary conditions. For example,
for an inlet concentration equal to one (Dirichlet condition) and an effective diffusive ﬂux at the
outlet equal to zero (homogeneous Neumann condition)
〈CV〉stat(z) = ω1ω2e
ω1+ω2
ω2eω2 −ω1eω1
(
eω1(z−1)
ω1
− e
ω2(z−1)
ω2
)
. (B.3)
Similarily, for homogeneous inlet Dirichlet and outlet Neumann conditions it is possible to derive
variants of these classical analytical solutions in transient regimes which yield
〈CV〉(z, t) =
∞
∑
n=0
Ansin(bnz)e
Ueff
2Deff
z−
(
U2
eff
4Deff
+Keff+Deffb
2
n
)
t
, (B.4)
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with An given by the the initial axial concentration and bn solutions of the ancillary problem
Ueff
2Deff
+ bncot(bn) = 0. (B.5)
Microvascular network
The system deﬁned by equations 4.97 to 4.99 has to be solved numerically in transient regimes
but can be solved analytically in the stationary regime. Here, following section 4.2.2, we illustrate
the case of the single bifurcation represented in ﬁgure 3.4c. The approach can be straightforwardly
generalized to any network topology.
According to equation B.1, the average concentration along each vessel axis involved in the
bifurcation is
〈C〉i(z) = Aieω1,iz + Bieω2,iz i ∈ {0, 1, 2} (B.6)
where ω1 and ω2 are deﬁned in equation B.2 and the coefﬁcients Ai and Bi are to be determined
using the boundary conditions at the inlet and outlet of each vessel. To do so, the above expression is
substituted into equations 4.98 and 4.99, which gives
(Aeω1zB + Beω2zB)i = 〈C〉B i ∈ {0, 1, 2} ,
(B.7)
∑
i
(
UﬂowingS (Ae
ω1zB + Beω2zB)− DeffS (Aω1eω1zB + Bω2eω2zB)
)
i
· ni = 0, i ∈ {0, 1, 2} . (B.8)
This constitutes a new closed linear problem for Ai and Bi, provided that boundary conditions at the
inlets and outlet of the bifurcation are known. Once Ai and Bi are determined for each vessel, the
concentration throughout the bifurcation can be deduced using expression B.6.
extented weak coupling
The stationary solution of equation 5.28 in a single vessel is given for the following case
CT = 1− cos(wz), (B.9)
〈CV〉(0) = 1, (B.10)
∂z〈CV〉(1) = 0. (B.11)
Since equation 5.28 is linear, we can write
〈CV〉 = 〈CHV 〉+ 〈CPV〉, (B.12)
where 〈CHV 〉 represents the solution to the following homogeneous ordinary differential equation
Ueff∂z〈CHV 〉 − Deff∂2z〈CHV 〉+ Keff〈CHV 〉 = 0, (B.13)
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and 〈CPV〉 represents a particular solution to the following ordinary differential equation
Ueff∂z〈CPV〉 − Deff∂2z〈CPV〉+ Keff〈CPV〉 = −Ueff,Twsin(wz)− Deff,Tw2cos(wz) + Keff (1− cos(wz)) .
(B.14)
Consequently, to describe the average concentration throughout the vessel, it is necessary to determine
〈CHV 〉 and 〈CPV〉. To do so, we ﬁrst note that equation B.13 is identical to equation 4.84, therefore we
can write
〈CHV 〉 = Aeω1z + Beω2z (B.15)
where ω1 and ω2 are the same as in equation B.2, and A and B real coefﬁcients solutions of
A+ B = 1− 〈CPV〉(0) (B.16)
Aω1e
ω1 + Bω2e
ω2 = −∂z〈CPV〉(1). (B.17)
The above equations show that, in order to solve for A and B, it is necessary to determine 〈CPV〉.
Given the right hand side of equation B.14, we introduce the following form for 〈CPV〉
〈CPV〉 = 1+ Xcos(wz) + Ysin(wz) (B.18)
with X and Y solution of
(
Deffw
2 + Keff
)
X+UeffwY = −
(
Deff,Tw
2 + Keff
)
, (B.19)
−UeffwX+
(
Deffw
2 + Keff
)
Y = −Ueff,Tw. (B.20)
The above system is straightforward to solve, so that
X =
w2Ueff,TUeff −
(
Deff,Tw
2 + Keff
) (
Deffw
2 + Keff
)
(Deffw2 + Keff)
2 + (Ueffw)
2
, (B.21)
Y = −wUeff
(
Deff,Tw
2 + Keff
)
+ wUeff,T
(
Deffw
2 + Keff
)
(Deffw2 + Keff)
2 + (Ueffw)
2
. (B.22)
Using the above expressions we are able to solve equations B.16 and B.17 so that
A =
X (ω2eω2 + wsin(w))−Ywcos(w)
ω1eω1 −ω2eω2 , (B.23)
B = −X (ω1e
ω1 + wsin(w))−Ywcos(w)
ω1eω1 −ω2eω2 , (B.24)
Injecting equation B.15 and B.18 in equation B.12 ﬁnally yields the following analytical expression
〈CV〉 = 1+ Aeω1z + Beω2z + Xcos(wz) + Ysin(wz),
for the average concentration throughout the vessel.

C
NUMER ICAL METHODS FOR SOLV ING THE EFFECT IVE TRANSPORT
EQUAT ION
In transient regimes, equations 4.97 to 4.99 are solved numerically using ﬁnite volume. Brieﬂy, given
the simple expression of the effective transport equation and the range of dimensionless parameter
involved in microcirculation, a simple classic QUICK (order 3 upwind) scheme for the convective
ﬂux and a order 2 centered scheme for the diffusive ﬂux have been chosen. To validate this numerical
framework, the stationary analytical solution introduced in Appendix B.1 (equations B.6 to B.8)
is obtained in the network presented in ﬁgure 4.2a, for different molecule diffusivities DV and
membrane permeabilities Km. As an exemple, ﬁgure C.1 displays the errors between the ﬁnite volume
resolution and this analytical solution as a function of the spatial discretization (degrees of freedom),
for DV = 1e
−9m2.s−1 and Km determined in each vessel so that ǫDam = 0.1. Among the three error
estimators considered, the L2 error is the slowest to converge with roughly a slope of -1, since the
advection transport scheme (QUICK), initially of order 3, degenerates towards a classic order one
upwind scheme for degrees of freedom neighbouring bifurcation vertices. Such a result validates the
numerical framework described above.
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Figure C.1: Error estimators for the comparison between reference analytical and numerical solutions of
equations 4.97 to 4.99 in the large anatomical anatomic network displayed in ﬁgure 4.2a, as a
function of the number of degrees of freedom (DoF) for DV = 10
−9m2.s−1 and ǫDam = 0.1. Error
estimators: emean =
1
NDoF
∑ | CVF − Cref |, emax = max
DoF
| CVF − Cref |, eL2 = ‖CVF − Cref‖.
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A
lzheimer’s disease is the most common form of dementia 
in the elderly, worldwide. This disease is characterized by 
a rapid and progressive cognitive decline accompanied by 
several pathological features, such as the accumulation of amyloid-
beta (Aβ ) plaques in brain tissue and along blood vessels as cerebral 
amyloid angiopathy, the hyperphosphorylation of tau proteins and 
formation of neurofibrillary tangles in neurons, increased density 
and activation of inflammatory cells and, ultimately, the death of 
neurons and other brain cells1.
Vascular dysfunction is implicated in the pathogenesis of 
Alzheimer’s disease. Many of the primary risk factors are associated 
with compromised vascular structure and function, such as obe-
sity, diabetes, atherosclerosis and hypertension2. Brain blood flow 
is also severely compromised; cortical cerebral blood flow (cCBF) 
reductions of ~25% are evident early in disease development in 
both patients with Alzheimer’s disease3–5 and in mouse models6–8, 
which express mutated genes that encode for amyloid precursor 
protein (APP). Several mechanisms for this hypoperfusion have 
been proposed, including constriction of brain arterioles9, loss of 
vascular density10 and changes in neural activity patterns and/or in 
neurovascular coupling11,12, but a full understanding of the under-
lying mechanisms for CBF reduction in Alzheimer’s disease has 
not emerged.
These large decreases in blood flow may contribute to the cogni-
tive symptoms of Alzheimer’s disease and drive disease progression. 
Cognitive functions, such as attention, were immediately impaired 
by a reduction in CBF of ~20% in healthy humans13. When CBF was 
chronically reduced by ~35% in WT mice, spatial memory deficits 
were observed accompanied by pathological changes in the brain 
including increased inflammation14. In addition, impairing blood 
flow in Alzheimer’s disease mouse models led to an increase in 
Aβ deposition, suggesting that blood flow deficits can worsen Aβ 
pathology14,15. These data suggest that decreased CBF in Alzheimer’s 
disease probably contributes to both cognitive dysfunction and dis-
ease progression.
Because reductions in CBF are a recognized and important 
aspect of Alzheimer’s disease, yet have not been well explained, 
we sought to uncover the cellular basis for this phenomenon in 
APP/PS1 and 5xFAD mouse models of APP overexpression.
Results
To investigate cortical hypoperfusion in Alzheimer’s disease, we 
used in vivo two-photon excited fluorescence (2PEF) microscopy 
to image the cortical vasculature in APP/PS1 mice16 (Fig. 1a), look-
ing for occluded vessels (Fig. 1b). We observed no obstructions in 
arterioles or venules, but around 1.8% of capillaries in APP/PS1 
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Cerebral blood flow (CBF) reductions in Alzheimer’s disease patients and related mouse models have been recognized for 
decades, but the underlying mechanisms and resulting consequences for Alzheimer’s disease pathogenesis remain poorly 
understood. In APP/PS1 and 5xFAD mice we found that an increased number of cortical capillaries had stalled blood flow as 
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Brain Capillary Networks Across
Species: A few Simple Organizational
Requirements Are Sufficient to
Reproduce Both Structure and
Function
Amy F. Smith 1, Vincent Doyeux 1, Maxime Berg 1, Myriam Peyrounette 1,
Mohammad Haft-Javaherian 2, Anne-Edith Larue 1, John H. Slater 3, Frédéric Lauwers 4,5,
Pablo Blinder 6, Philbert Tsai 7, David Kleinfeld 7, Chris B. Schaffer 2, Nozomi Nishimura 2,
Yohan Davit 1 and Sylvie Lorthois 1,2*
1 Institut de Mécanique des Fluides de Toulouse (IMFT), Université de Toulouse, CNRS, Toulouse, France, 2Nancy E. and
Peter C. Meinig School of Biomedical Engineering, Cornell University, Ithaca, NY, United States, 3Department of Biomedical
Engineering, University of Delaware, Newark, DE, United States, 4 Toulouse NeuroImaging Center (TONIC), Université de
Toulouse, INSERM, Toulouse, France, 5Department of Anatomy, LSR44, Faculty of Medicine Toulouse-Purpan, Toulouse,
France, 6Department of Neurobiology, George S. Wise Faculty of Life Sciences, Tel-Aviv University, Tel Aviv, Israel,
7Department of Physics, University of California, San Diego, La Jolla, CA, United States
Despite the key role of the capillaries in neurovascular function, a thorough
characterization of cerebral capillary network properties is currently lacking. Here, we
define a range of metrics (geometrical, topological, flow, mass transfer, and robustness)
for quantification of structural differences between brain areas, organs, species, or patient
populations and, in parallel, digitally generate synthetic networks that replicate the key
organizational features of anatomical networks (isotropy, connectedness, space-filling
nature, convexity of tissue domains, characteristic size). To reach these objectives,
we first construct a database of the defined metrics for healthy capillary networks
obtained from imaging of mouse and human brains. Results show that anatomical
networks are topologically equivalent between the two species and that geometrical
metrics only differ in scaling. Based on these results, we then devise a method
which employs constrained Voronoi diagrams to generate 3D model synthetic cerebral
capillary networks that are locally randomized but homogeneous at the network-scale.
With appropriate choice of scaling, these networks have equivalent properties to the
anatomical data, demonstrated by comparison of the defined metrics. The ability to
synthetically replicate cerebral capillary networks opens a broad range of applications,
ranging from systematic computational studies of structure-function relationships in
healthy capillary networks to detailed analysis of pathological structural degeneration, or
even to the development of templates for fabrication of 3D biomimetic vascular networks
embedded in tissue-engineered constructs.
Keywords: cerebral cortex, capillary network, capillary loop, capillary network model, biomimetic network
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