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Functional difFerentiation of systematic expansions for the entropy, in the grand ensemble [B. B.
Laird and A. D. J. Haymet, Phys. Rev. A 45, 5680 (1992)], leads directly to consistent integral
equations for classical systems interacting via two-body, three-body, and even higher-order forces.
This method is both a concise method for organizing existing published results and for deriving
previously unpublished higher-order integral equations. The equations are automatically consistent
in the sense that all thermodynamic quantities may be derived from a minimum on an approximate
free-energy surface, without the need to introduce weighting functions or numerically determined
crossover functions. A number of existing approximate theories are recovered by making additional
approximations to the equations. For example, the Kirkwood superposition approximation is shown
to arise from a particular approximation to the entropy. The lowest-order theory is then used
to obtain integral-equation predictions for the well-known Stillinger-Weber model for silicon, with
encouraging results. Further connections are made with increasingly popular density-functional
methods in classical statistical mechanics.
PACS number(s): 61.20.Gy, 65.50.+m, 05.70.Ce, 61.25.—f
I. INTRODUCTION
Integral-equation theories continue to play an impor-
tant role in theories of liquids [1], but have been for
the most part restricted to systems with pairwise addi-
tive two-body interactions. Therefore, information about
model systems with three-body or higher interactions has
not been obtainable from such theories, except when the
deviations from two-body interactions are small and can
be treated perturbatively [2, 3]. This restriction has tra-
ditionally excluded from such study many interesting and
important materials, such as silicon, for which nonpair-
wise interactions play a large, if not dominant, role. Here
we present integral-equation results for the popular and
successful classical model of silicon due to Stillinger and
Weber [4]. These results are obtained from a set of three
coupled equations described below, which are generalized
readily to higher order.
Recently, the systematic expansion of the entropy in
terms of correlation functions has been revisited by us
[5—7] and Baranyai and Evans [8, 9], and others [10—12].
These expansions lead to numerically useful approxima-
tions for both single-component liquids [5] and mixtures
[6]. Hence it is not surprising that these expansions lead
to an attractive integral-equation formalism [13].
The origin of this approach is stated easily. Consider a
classical system with at most n-body contributions to the
total potential energy, at fixed temperature T, volume
V, and chemical potential p, . Since the energy functional
may be expressed exactly in terms of a Rnite number of
correlation functions gl l (rn & n), only a consideration
of the entropy is required to specify the grand potential
0 = A(T, V, /i). Thus, any given level of approximation
to the entropy functional leads to an approximate grand
free-energy functional, as shown schematically in Fig. 1.
If the exact functional were known, the true equilibrium
state of the system may be found by minimizing the exact
functional. Consequently, an approximation to the equi-
librium state of the system may be found by minimizing
an approximate free-energy functional with respect to the
various multiparticle correlation functions. This proce-
dure yields both a series of coupled integral equations for
the correlation functions themselves, and a self-consistent
set of equations for all thermodynamic quantities (pres-
sure, chemical potential, etc. ) necessary to describe the
equilibrium state of the system.
The advantage of integral-equation theories that are
derivable as the minimum of some approximate free-
energy functional lies in the existence of an internally self-
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FIG. 1. Illustrative free-energy surfaces for the exact
(dashed line) and HNC functionals. The multidimensional
(g("~) function space has been represented for simplicity by a
one-dimensional axis. The hypothetical positions of the HNC,
PY, and exact theories are indicated along the ordinate axis.
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consistent set of relations for the thermodynamic vari-
ables. If the multiparticle distribution functions are as-
sumed to be known, it is well known [1] that there is often
more than one way to calculate a given thermodynamic
quantity. For example, the pressure can be calculated
either from the virial equation or by integrating the com-
pressibility calculated from the zero-wave-vector limit of
the structure factor. If the exact correlation functions
are used, all such methods are guaranteed to yield the
same result; however, the same is not true of approx-
imate solutions. Therefore, without an underlying free-
energy functional to provide a consistent thermodynamic
framework, there is no unique way, using an approximate
integral-equation theory, to specify the thermodynamic
state of the system under study. The need for consistent
thermodynamics is especially acute in studies of phase
transitions [14].
The role of free-energy functionals can be illustrated
by comparing two popular integral-equation theories,
namely, the hypernetted chain (HNC) and Percus-Yevick
(PY) [15] approximations. As discussed below, the HNC
theory may be derived as the minimum of a well-defined
approximation to the exact grand potential functional,
and therefore a natural, self-consistent thermodynamics
can be defined. The PY theory, on the other hand, can-
not be derived from any physically reasonable approxi-
mate free-energy functional, and no such unique thermo-
dynarnic framework can be naturally defined [16]. How-
ever, this lack of an underlying functional does not pre-
clude the PY approximation from yielding results that
are closer to the exact results than the results of the
HNC approximation, since the functional that generates
HNC is itself approximate. As illustrated in Fig. 1, it is
entirely possible that PY is a better approximation to the
minimum of the exact functional than is the HNC the-
ory. This is indeed the case with the hard-sphere system.
Hence, as is well documented, the PY approximation is
a valuable tool for studying liquid systems.
In Sec. II we examine two ways to generate integral-
equation theories from free-energy functionals. The first
method, which we call the g representation, considers
the free energy to be a functional of the set of n-body
multiparticle correlation functions g" (rq, . . . , r„), n =
l, . . . , oo. This is the grand-ensemble version of the
canonical ensemble treatment presented by Schlijper and
Kikuchi [17], which has also been pursued by Schlijper,
Telo de Gamma, and Ferreira [18]. To a first approxi-
mation, this formalism is shown to yield a simple gener-
alization of the HNC equation to systems with three-
body interactions, which is denoted the HNC+3 the-
ory. Secondly, we review for comparison the traditional
density-functional (DF) technique for generating theories
of the homogeneous Quid, which expand the free-energy
functional in terms of the multiparticle direct correlation
functions c&"l (rq, . . . , r ).
In Sec. III, we solve the HNC+3 system of equations
for the Stillinger-Weber (SW) model potential for sili-
con. Silicon is a natural choice for benchmark calcula-
tions of such theories, because the three-body interac-
tions are large and cannot be studied using perturbation
methods. Connection is made with earlier work by con-
sidering a linearized version of the HNC+3 theory in Sec.
IV, which includes a further application to the SW silicon
model. Our conclusions are summarized in Sec. V. The
Appendix collects the formulas for the generalization of
this approach to mixtures. The generalization to inho-
mogeneous systems, which yields a rich array of results,
will be presented elsewhere.
II. FREE-ENERGY FUNCTIONALS
AND INTEGRAL EC}UATIONS
A. g representation
The thermodynamic variables for a system with a
known potential energy u((r, }) may be expressed as
functionals of the multiparticle correlation functions
g~"l(rq, . . . , r„), n = 1, . . . , oo, in the grand ensemble.
For some quantities, such as the pressure P and aver-
age total energy U, the functional dependence is quite
simple. For example, for a system with at most three-
body interactions, P and U may be evaluated exactly
from knowledge of the two- and three-particle correla-
tions alone. However, the corresponding functionals for
important quantities such as the entropy (and therefore,
the free energy) contain contributions from correlation
functions of all orders, independent of the nature of the
interaction potential.
Until recently, such functionals (or approximations
thereto) have been used primarily to calculate therrnody-
namic data from known correlation functions. In princi-
ple, however, the extremum properties of thermodynamic
potentials can be used to invert this procedure and de-
velop integral-equation theories for the correlations func-
tions themselves. The grand potential 0 is the most nat-
ural functional to minimize because it avoids the diffi-
culties associated with particle-number constraints that
have plagued earlier attempts using the canonical ensem-
ble [12, 17] .
We emphasize that the equations as printed below
are not necessarily new. It is the systematic method
of derivation which we put forward as being helpful in
designing new approximations. We also find that this
formalism leads to higher-order theories and theories for
inhomogeneous systems, which are not yet published in
the literature.
Recent research on functionals for the entropy in the
grand ensemble [6] leads naturally to the following anal-
ysis. The total grand potential 0 = PV can be con-
structed from the total energy, entropy, and chemical
potential
n[g&'& g&'& g&'& ...] =n[(g~"&}]
=E[(g )] —TS[(g "l}]+pN. (1)
For a homogeneous Huid interacting via a total poten-
tial energy u which is the sum of two- and three-body
potential energies,
-((.,&) =) -,',"( „)+)
~)2 .,2k '
the average total energy E is given exactly by the func-
tional
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pE[(g" )] = 2p+ 2p d 12 pu (r12)g (r12)
p3
+ dry dr2 dr3 pu (T12, T23) T31)g (Ti 2) T23) T31),
where P 1 = kT.
The functional expansion for the entropy is much more complicated. Using an expansion due to Kirkwood [19],
H. S. Green [20] developed an expansion for the entropy in terms of canonical ensemble correlation functions (i.e. ,
for a system with a fixed number of particles). Later, Nettleton and M.S. Green [21] and Raveche [22] derived the
corresponding expression for an open system (grand canonical ensemble):
g(n) = —p —pin(pA ) ——p dr [g (r) lng (r) —g )(r) + 1]
p3
g (r1 r2 r3) + Sg (T12)g (T23) 3g (T12) + 1
+) S(i)[(g(-));m & i]. (4)
i=4
Through an elegant rearrangement of terms, Baranyai and Evans [8] showed that the grand canonical expression is, in
fact, an ensemble invariant one, namely that it yields the same result whether canonical or grand canonical correlation
functions are used.
The functionals S(i) in Eq. (5) contain all terms that are ith order in the density and include contributions for
all multiparticle correlation functions up to order i Hem. ando [ll] has shown that the leading term in each S(i)
can be represented, in the language of graph theory, by an ith-order ring diagram with h bonds and black p circles.
The remaining terms either vanish under the generalized superposition approximation (GSA) [23], or correspond to
highly connected diagrams. The subset of ring diagrams can be summed explicitly [12] to infinite order to yield the
expansion for the entropy,
= 2p —pin(pA ) —2p dr [g( (r) lng( )(r) —g( )(r) +1]
p3
6V
(rl~ r2~ r3) + g (T12)g (T23)g (T13)
1'
2p(2vr) 3
dk{ph(k) —2 p h (k) —ln [1 + ph(k)]) + ) S'(i) [(g( ) ); m & i],
i=4
(6)
where the S'(i) are identical to the terms S(i) in Eq. 5
without the ring-diagram contributions.
The lowest-order, nontrivial theory can be obtained by
setting the S'(i) to zero for i ) 4. (This and related ap-
proximations for the entropy have been evaluated for a
variety of systems by Laird and Haymet [5, 6].) Mini-
mization of the resulting grand potential functional PA
at constant temperature and chemical potential, with re-
spect to g( )(ri, r2, rs), g( )(r), and p yields the set of
equations,
g (ri r2 r3) = g"'(T12)g (T13)g (T23)
~ ~—Pu (rl, r2, r3)
Pp = ln(pA ) —-'[h(0) —c(0)]
+p dr ( z h (r) —c(r) —g( ) (r)Pu(3) (r)), (8)
where
dr3 g( )(r13)g (r23)
x [e Ptc (I'y, 1'2,1'3) 1] (9)
is the averaged three-body potential. The direct corre-
lation function c(r) is defined by the Ornstein-Zernicke
(OZ) equation
h(T12) = c(r12) + p dr3 c(r13)h(T23)
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This set of three equations is the principal formal result
of this paper [24].
Finally, substituting the above three minimum condi-
tions into the original functional for PA yields a consis-
tent equation for the equilibrium pressure,
Ppl p = 1+ -'p' d (h'(~) —c(~) ——.'g"'( )PG"'(~))
lier examples in the literature of the use of an efFective
pair potential (in varying forms and levels of approxima-
tion) to represent the effect of three-body interactions in
integral-equations [26—32]. In the absence of the three-
body interactions, the equations for the HNC thermody-
namic functions (presented above) have been known for
a long time, but their self-consistent nature has not been
emphasized until recently [6, 14, 33].
+ dk (in(1+ ph(k)) —ph(k)) . (11)
Note that the first term in the integrand is indeed the
square of the total correlation function h(r). All addi-
tional thermodynamic functions (such as the Helmholtz
free energy) may be derived readily from Eqs. (6) and
(ll). Therefore, the set of equations (6)—(11) forms a
thermodynamically complete and self-consistent approx-
imate theory for liquids with three-body interactions.
For completeness, the generalization of this derivation
to multicomponent systems is included in the Appendix.
This set of equations will be solved numerically below.
First we note a number of important features of these
equations. First, the simplicity of the derivation should
be compared with the approach in the canonical ensem-
ble [17]. Second, the equation for the triplet correlation
function [Eq. (6)] is the usual Kirkwood superposition ap-
proximation generalized to take into account three-body
interactions. Although it is quite common to make this
approximation as an ansatz, the above g-representation
procedure is unique in obtaining the superposition ap-
proximation as a consequence of an approximation to the
entropy.
Finally, the form of the equation for the pair correla-
tion function g~~l (r) [Eqs. (7) and (8)] is familiar. With-
out the three-body interactions, this is exactly the HNC
equation. The efFect of the three-body potential is to in-
troduce a correction to the usual pair interaction in the
HNC equation, namely an average over the three-body
potential. Therefore, the theory defined by Eqs. (6)—(11)
may be viewed as a three-body generalization of the HNC
theory, and it will be denoted HNC+3.
These equations have occurred several times in the lit-
erature. Schlijper, Telo de Gamma, and Ferrerira [18)
have pursued this approach. Earlier, Attard [25] pre-
sented the equations using a less self-contained approach.
For example, the superposition approximation was as-
sumed a priori. In addition, there are also many ear-
B. The c representation
p() p g"'(), (12)
where p~ is the bulk liquid density.
In the notation of density-functional theory, the differ-
ence in the grand potential PA for the system with the
artificial external particle, compared to the grand po-
tential of the homogeneous system, may be written as a
functional of the single-particle density p(r),
A second way to generate thermodynamically self-
consistent integral equation theories is the expansion
of the free energy in multiparticle direct correlation
functions c~"l(rq, ..., r&). This is the standard density-
functional theory approach, which was developed pri-
marily for the study of inhomogeneous ffuids, as sum-
marized, for example, by Evans [34], but it can be ap-
plied to the homogeneous case using a method due to
Percus [35]. This development shows clearly that every
density-functional approximation (whether for inhomo-
geneous liquids or freezing) corresponds to an approxi-
mate integral-equation theory for bulk liquids, albeit of-
ten an unusual theory.
Consider a homogeneous liquid with bulk density p~,
interacting via a pairwise additive interparticle potential
u~2l (r). In the Percus procedure (often called the "boot-
strap" method), one particle of the system is considered
to be "outside" the system and placed at the origin. This
particle generates an external potential ul &(r) through
which the other particles move. The effect of this ex-
ternal potential is to induce an inhomogeneous single-
particle density field p(r) around the "external" particle.
Since this external particle is in reality no different to
the other particles, consistency requires that the single-
particle density induced around it be related directly to
the pair-correlation function gl & (r) of the original homo-
geneous system, that is,
ApA[P(r)] = drp(r)pu~ l(r) + dr(p(r) ln [p(r)/p ] —[P(r) —P ])
"» c (»»'p )[p(») —p )[p(») —p ]
—) — dry dr c " (rq, . . . , r„;p ) [p(rq) —p ] . [p(r„) —p ],
n=3
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where the direct correlation functions may be defined for-
mally as functional derivatives of the excess Helmholtz
free energy T,„,
into the system, and is therefore equal to the (dimension-
less) excess chemical potential Pp, . Substitution of the
minimum condition [Eq. (19)] into the original functional
yields, after some manipulation,
ln [p(r)/p ] = dry c( ) (I r —ri I; p ) [p(ri) —p ]
p (2)(„)»[P]
~p(r) (16)
Using the Percus relation between the single-particle den-
sity and the pair-correlation function g( ) (r) of the ho-
mogeneous system [Eq. (12)] we obtain
ln [g (r)] —p drl c (I r ri I)h(rl)
-l -("( )+B( ),
where we define
B( ) X[P]~p(r) (18)
Using the OZ definition for c(r) [Eq. (10)] to evaluate the
integral in Eq. (17), we obtain the final equation for the
pair-correlation function
ln [g( )(r)] = h(r) —c(r) —Pu( )(r) + B(r), (19)
where the total correlation function h(r)—:g( )(r) —1.
Setting B(r) = 0 in the above equation, we recover the
usual HNC equation. This identiFies B(r) as the bridge
function.
At its minimum value, SPA here represents the
amount of work required to insert the external particle
I
The equilibrium single-particle density for this inhomo-
geneous system (and therefore the pair-correlation func-
tion for the homogeneous system) may be calculated by
minimizing this free-energy functional, that is, from the
condition that
b"PA [p]
bp(ri)
We define the last term of Eq. (13) to be the functional
y[p]. The minimum condition [Eq. (15)] yields
d &-'h'() — ()+&(')()B()&
—-'[ ( ) — (o)]
dA dr B(r; [Ah(r)])h(r) . (20)
For the HNC approximation, here the bridge function
B(r) is assumed to be zero, this chemical potential is
identical to that given within the g representation [Eq.
(8)] provided there is no three-body interaction. A sys-
tematic derivation of other thermodynamic variables,
such as the Helmholtz free energy and the pressure, re-
sults in expressions that are identical to those of the
g-representation theory (with no three-body potential)
[25].
As will be shown below, the calculation of the three-
body correlation function g~ & is neither straightforward
nor well defined. This is not a problem in the g repre-
sentation, since an approximation for g~ ~ is a natural
product of the derivation. To date we have not been able
to choose a three-body correlation function which is con-
sistent with all the assumptions of the density-functional
derivation.
One way to calculate the three-body correlation func-
tions from the density-functional expansion [Eq. (13)] is
to consider two external particles at positions r1 and r2.
Minimizing the grand potential functional with an exter-
nal potential generated by these two particles yields the
conditional particle density p( )(r3
I
ri, r2), which is the
(unnormalized) probability that a particle will be found
at r3 given that there are particles at ri and r2. The
connection of this quantity to g~ ~ is given by
p g (r& r2 r3) p (r3 I rl r2)a'"(I » —» I) .
(21)
If we use the same approximation for the grand potential
functional that leads to the HNC equation (that is, y [p] =
0), we obtain the following equation for g(3):
(3) r r r
exp g~ ~ @13 + g~ ~ @23 p
g(') (ri, r2, r4)
dr4c(r34)
( )
—1
T12)
(22)
c(")(r„... , r„) = 0, n & 3 . (23)
This is precisely the HNC2 equation derived in another
way by Verlet [36].
Another way to derive an expression for the HNC
triplet correlation function is by considering the nature
of the approximation to the functional that generates the
HNC, namely that y[p] = 0 [and thus the bridge function
B(r) = 0]. By construction, this is true if and only if
c (rl~ "~ ~ rn)=0. (24)
for Eq. (23) to be satisfied. This assumption is known as
the convolution approximation (which is equivalent to a
"superposition" approximation for the k-space structure
factors) for the triplet direct correlation functions. Using
From the definition of c(") [Eq. (14)], it can be easily seen
that it is sufBcient that
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the triplet analog of the OZ equation, it can be shown
[37] that the convolution approximation for c(3) is equiv-
alent to the following expression for the three-body total
correlation function:
h (r&, r2, r3) —h(T]Q)h(T23) + h(T23)h(T]3)
+h(r») h(r»)
+p dr4h(r&4)h(r34) h(r34), (25)
where
h (rq, rz, rs)—:g (rz, rz, rs) —g( ) (rq3)
-g"'(T13) —g'"(T23) + 1. (26)
Each of these derived expressions for the HNC g(3)
[Eqs. (22) and (26)] are incompatible with the other and
with the superposition approximation. The deeper mean-
ing of this inconsistency is not yet clear.
The above discussion of c-representation derivations
of integral equations is valid for systems with two-body
potentials only. This is because the standard density-
functional approach only considers one-body external po-
tentials (which correspond to interparticle pair potentials
in the Percus method). Treatment of three-body poten-
tials requires the reformulation of density-functional the-
ory to include two-body external potentials. The free
energies will then become functionals of both the single
and two-particle density fields. Such a program has been
attempted by Iyetomi and Vashishta [38]. Because of
the difficulties caused by introducing the two-body ex-
ternal potentials, they were only able to minimize the
resulting functional using a perturbative approach where
the three-body interaction is assumed to be weak. In-
terestingly, the integral equation they derived is equiva-
lent to an approximate version of the HNC+3 theory, in
which the equation for the averaged three-body potential
[Eq. (9)) is linearized with respect to Pu(3), (2)( )
A[Br —1], exp „', r ( a
0, r&a
(29)
results show that the HNC+3 theory is accurate at low
densities, but less than adequate in the liquid region. The
problem at higher densities arises not necessarily from
fundamental problems with the treatment of the three-
body potential (which are basically just a perturbation),
but from the inability of the HNC equation to describe
the dominant short-ranged two-body interactions.
In this section we apply the HNC+3 theory to liq-
uid silicon. The interactions between silicon atoms can-
not be well approximated by a simple, classical, two-
body potential. A correct description of the tendency
to bond tetrahedrally requires, at the very least, inclu-
sion of three-body forces. These three-body forces are
of the same magnitude as the two-body ones, and there-
fore they are not amenable to perturbation techniques,
in contrast to the Axilrod-Teller potentials studied by
Attard. Consequently, without advances in nonpertur-
bative integral-equation theories for systems with three-
body potentials, the only current way to obtain struc-
tural and thermodynamic information on this system is
through time-consuming computer simulations.
A popular and useful classical potential for silicon is
due to Stillinger and Weber (SW) [4]. The parameters
of this model were chosen to provide a reasonable fit to
the experimentally observed thermodynamic and struc-
tural properties of crystalline and liquid silicon. The to-
tal potential energy is written as the sum of a two-body
potential and a three-body potential
usw = ) u( )(r,j) + ) u( )(r, , rj, rk) . (28)
('&i) (i&g&k)
Using cr = 2.0951 A and e = 50 kcal/mole as the units
of distance and energy, the SW two-body potential is
relatively short-ranged and is assigned the form
p-( )(„) 8 dr g (r]3)g (TQ3)
x Pu(3) (rg, rz, r3) . (27)
where A = 7.049556277, B = 0.6022245584, and a =
1.8. The three-body potential is also short ranged, and
is given by
In Sec. IV we will solve numerically this linearized
HNC+3 theory for a model of silicon.
III. SILICON: HNC+3 THEORY'
We have generated above a set of thermodynamically
self-consistent integral equations for liquids with multi-
body interactions. At the simplest level of approxima-
tion, the set consists of (i) the superposition approxima-
tion [Eq. (6)] for the triplet correlation function, (ii) an
integral equation for g(2) (r) that has the form of the hy-
pernetted chain (HNC) equation with an efFective pair
potential containing information about the three-body
interactions, and (ii) a self-consistent formula for the
chemical potential. This level of theory will be denoted
HNC+3.
In fact these equations have been solved by Attard
[25, 39] for a a Lennard-Jones fiuid with the Axilrod-
Teller [40] (triple dipole) three-body potential. These
(ri & rj & rk)—:V(Tij, Tik, ~j ik) + 'U(Tij, rj k & eij k)(3)
+V(Tik & Tj k& eikj ) & (30)
where e~,g is the angle formed by the vectors r,~ and r, j,
and
( 1 1
v(r...r,k, 8,kj) = Aexp p ~ +ir~ —a rk —aP
x(cosOj,k+ 3) H(a —T,j)
x H(a —r,k),
where p = 1.20, A = 21.0, and H(x) is the usual Heav-
iside step function. The [cos (9) + 3] term in the three-
body interaction ensures that tetrahedral geometries will
be favored.
When simulated via molecular-dynamics or Monte
Carlo techniques, the SW potential is successful at re-
producing many of the principal features of the silicon
liquid structure. For example, it obtains the unusual
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FIG. 4. The functions g (r) and S(k) predicted by the
HNC+3 approximation for the SW model at the temperature
12000 K and density p = 0.0525 A
150
o HNC
Eq. (5) are being investigated.
In Fig. 5 we show the pressure calculated from the
HNC+3 results as a function of temperature, at Axed
number density (0.05525 A. ). The pressure has been
calculated using both the self-consistent HNC+3 pressure
relation [Eq. (11)],and the virial equation generalized for
three-body potentials,
O[P11"'(T12 T13 T23)]
(33)X
BT12
These two methods of calculating the pressure do not
yield identical results because the HNC+3 theory is not
exact. The HNC+3 pressure equation is the preferred
method because the pressure generated is guaranteed to
be consistent with the other thermodynamics results pro-
duced within the HNC+3 formalism.
For an additional comparison, we have also applied the
HNC+3 theory to another empirical potential for silicon
due to Biswas and Hamann (BH) [41]. This potential
has two- and three-body interactions which are softer,
but. of longer range, than the model of Stillinger and We-
ber. Although the BH potential was not specifically op-
timized for the liquid state, it is of interest to study the
effect of changes in the interactions on the HNC+3 pre-
dictions. Within the HNC+3 formalism, the softness of
the BH three-body interaction yields an effective, aver-
aged potential which is less repulsive than the SW po-
tential, and it is less efFective at reducing the efFect of
the two-body, deep minimum. Consequently, physical re-
sults from the HNC+3 approximation may be obtained
for the BH model only above a higher temperature (about
39000 K) than for the SW model. [Below this temper-
ature the HNC+3 solutions begin to develop the same
anomalous. peak in S(k) that appear in the SW solutions
below 12 000 K.] Note that this is not a criticism of the
BH model, merely an observation on the behavior of the
HNC+3 theory for softer potentials. A comparison of the
HNC+3 results for g~ & (T) and the total effective pair po-
tential [Eq. (32)] for the Biswas-Hamann and Stillinger-
Weber models is shown in Fig. 6.
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FIG. 5. The predicted pressure for the SW model of sil-
icon at p = 0.0525 A as a function of temperature, calcu-
lated from the HNC+3 approximation, using both the self-
consistent pressure equation (ll) (squares) and the virial
equation (33) (circles). Note that the pressures are large
at elevated temperatures because the density is fixed at the
triple-point density.
4 (g) 6
FIG. 6. HNC+3 predictions for silicon at T = 39000 K
and p = 0.0525 A for the Stillinger-Weber (solid line) and
Biswas-Hamann (dashed line) models: (a) effective pair po-
tential and (b) pair-correlation function g(r)
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IV. SILICON: RESULTS FOR A LINEARIZED
HNC+3 THEORY
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V. SUMMARY
nt advances in entropy pex ansions [5, 6,g
8 11], the grand potential may e wri en
2500 BRIAN B. LAIRD, JUN WANG, AND A. D. J. HAYMET 47
functional of multiparticle correlation functions. Mini-
mization of this g representation for the grand potential
functional at various levels of approximation provides a
systematic way to develop integral-equation theories for
the correlation functions themselves. This procedure has
two principal advantages. First, because the solutions
represent a minimum of a free-energy hypersurface, the
system thermodynamics may be obtained in a completely
self-consistent manner. Second, the method permits the
inclusion of multiparticle interactions in a natural way.
For systems with at most three-body interactions, the
first level of approximation leads to the HNC+3 theory,
which is a generalization of the well-known HNC integral
equation to systems with three-body interactions. At this
level of approximation, the triplet correlation functions
are shown to be given by a generalized Kirkwood su-
perposition approximation, which includes explicitly the
three-body interactions.
To illustrate the usefulness of this method, we have
applied the HNC+3 equation (and a linearized variant)
to the Stillinger-Weber [4] model of silicon. Aside from
the obvious technological importance of silicon, this sys-
tem is an important benchmark for the present study
because the three-body interactions are very large and
cannot be treated merely as a perturbation on the two-
body interaction. These calculations are apparently the
first application of an integral-equation theory to such
a system. The results represent an important first step
in the development of nonperturbative integral-equation
theories for systems with Inultibody interactions. We ex-
pect that further eKort in this direction will result in the
extension of the classical theory of liquids to systems in
which directional bonding plays a dominant role, such as
semiconductors.
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APPENDIX: EQUATIONS FOR MIXTURES
In this appendix the g-representation energy, entropy,
and subsequent integral-equations are generalized for
mixtures. Consider a homogeneous fluid mixture with
v components, volume V, and temperature T, interact-
ing via the two- and three-body potentials u &(r p), and
u
& (r, rp, r~), where o., P, and p index component(3)
types. The average total energy for this system is given
exactly by the functional
&&Ng' l)1 s e + I )"-)-
o,=1 P=l
+ ) - ) .) .p~ppp~
a=1 P=l g=l
dr p u p(r p)g p(r p)
(2) (2)
(3) (3)d dry dr u & (r p, r, rp )g & (r p, r, rp ), (Al)
where p is the partial number density of component n, and p~ = P" ~ p is the total number density.
The entropy functional for this mixture may be derived by generalizing Hernando's result for the ring entropy
contribution [12]. After some matrix algebra, one obtains
V V V
= 2p —) p ln(p A ) —) ) dr @[9~&(r p) lng~&1(r p) —g~&~(r (3) + 1]
A=1 a=1 P=1
) - ) .)- p~pppg
o,=l P=l p=l
dr dry dr~ g & (r, rp, r~) ln(3)
(3)
g p (r, rp, r~)
9 p(r p)gp (rp )9 (r )
(2) (2) (2)
1+
2P~(2~)s
—g.~,("- '~ ~.)+g.~(~-~)g~, (~~ ) (~-.)g)(3) (2) (2) (2)
dk[ln( I+H(k) (+ 2 TrH (k) —TrH(k)]+) 8';„(i)[(g~pI };m &i],
i=4
(A2)
where I is the v x v identity matrix,
H(k) p
—= p'~2h p(k)pp~
is the total correlation function, and S;„(i)is the multicomponent analog of the remainder term S'(i) in Eq. (6).
Using the multicomponent version of Eq. (1), the grand potential functional may be constructed from the above
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energy and entropy functionals and the chemical potentials of the v components. Setting the S,.„(i) equal to zero
for i 4, and minimizing the resulting PA with respect to gl p (r, rp, r~), g p(r p), and the component densities
yields (1) the superposition approximation
g p (r, rp, r~) = g p(r p)gp (rp~)g (r ~)e(3) (2} (2) (2) —pu p (r~, rp, r~}
(2) the HNC+3 equation for mixtures
lng p(r p) = h p(r p) —c p(r p) —Pu p(r p) —Pu p(r p),(2) (2) -(3)
where c p is defined via the OZ equation for mixtures
(A3)
h p(" p) = c p(" p) + ) .&~ "r~" ~(r ~)cp~(rp~)
9=1
(3) and the chemical potentials
&i - =1 (p-A'. ) —2[h-(o) —c-(o)] —) pp dr-p( .'l'. p(r--p) c-p(r-p)——.'g-p(r-—p)&u.'p(r-p)k
p
(A6)
where
Pu p(r p)—:) p~-(3) —p&&" (r r r }dr. g ~(r-.)gp~(rp~)[e (A7)
Finally, substituting the above three minimum conditions into the original functional for PA yields the consistent
equation for the equilibrium pressure,
2 1 -(3)
g
—1+ rt 7 p pp dr p/4 p(r p) —c p(r p) —sg p(r p)Pu p(r p))
j.
2p~ (2vr) s
dk[ln] I+ H(k) [ —TrH(k)] . (A8)
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