The problem of reconstruction of an unknown control through inaccurate measurement of current phase state for a system with time delay is considered. A procedure for solving the problem is suggested. This procedure is stable with respect to informational and computational errors and is based on the well-known in the theory of positional control method of extremal shift.
Introduction. Statement of the problem
For a linear controlled system with delay, the problem of a posteriori reconstruction of an extremal input under arbitrary observation matrix is considered. This problem consists in finding an input minimizing a given convex integral functional over the set of all inputs compatible with the signal trajectory. A stable approximation of the desired input is constructed under conditions of perturbed information on system's parameters.
Let us consider a differential equation with time delay of the following forṁ x(t) = A 0 x(t)+A 1 x(t−τ )+ 0 −τ A 2 (s)x(t+s) ds+B(t)u(t) for a. a. t ∈ T, (1) with initial conditions
.
is a phase trajectory of the system; the initial state (x 0 , x 1 (·)) is an element of the space
is a constant time delay; A 0 , A 1 are constant n × n-matrices; elements of matrix functions s → A 2 (s) are square integrable; elements of n × N -matrix function B(·) are Lebesque measurable such that :
(throughout the paper we denote by · the norm of a matrix (a vector) corresponding to Euclidean norm).
The problem under consideration consists in the following. There is a system (1) under the action of an unknown control u(·) belonging to some functional set U ⊂ L 2 (T ; R N ) which is convex, closed and bounded:
The result of measurement of current phase state of the system (1) at every moment t ∈ T is a vector (the system's output)
Here C is a known n×r-dimensional matrix. Matrices A 0 , A 1 , A 2 (s), B(t), and the initial state (x 0 , x 1 (s)) are known approximately; i.e., we know matrices
, which satisfy the following conditions:
Besides, we know the vector x 0 δ ∈ R n and the function x
N → R be a convex, continuous function, U y be the set of all admissible inputs which generate the output y(t):
It is required to indicate a stable iterative procedure of approximate calculation of the extremal value of the following functional
and of the extremal input u y (·), u y (·) ∈ U y min = arg min{I(u(·)) : u(·) ∈ U y }, and the solution x y (·) = x(·; x 0 , x 1 (s), u y (·)) of the equation (1) corresponding to u y (·).
In the present work, for solving the problem described above we will implement the approach of the works [1] [2] [3] [4] [5] [6] .
Below we assume that the following condition is fulfilled. Before the description of the algorithm, we note that the Cauchy solution of the equation (1) may be represented (according to [7] , [8] ) in the form
where W (t) is the fundamental matrix of the system (1), i. e. the matrix function satisfying the following equatioṅ
with the property:
W (0) = I n (I n is the n × n-identity matrix),
Let us introduce the operators F and F δ : L 2 (T ; R N ) → L 2 (T ; R r ) and the elements b(·) and b δ (·) ∈ L 2 (T ; R r ) by the rule
where the function y(·) is defined according to (2) , W δ (t) is the fundamental matrix of the system:
It is easily seen that the following lemma is true.
Lemma 1.2 The following inequalities hold:
|F δ u(·) − F u(·)| L 2 (T ;R r ) ≤ δ F ≤ d 1 , |b δ (·) − b(·)| L 2 (T ;R r ) ≤ δ b ≤ d 2 ∀u(·) ∈ U, where δ F = δ F (δ A 0 , δ A 1 , δ A 2 , δ B , δ x , δ x 1 ) → 0, δ b = δ b (δ A 0 , δ A 1 , δ A 2 , δ B , δ x , δ x 1 ) → 0 as δ A 0 , δ A 1 , δ A 2 , δ B , δ x , δ x 1 → 0.
The solving algorithm
Let us describe the algorithm for solving the problem mentioned above. Introduce a family of functions {(
where ∆ = ϑ/M , M is a natural number;γ i (·) is the solution of Cauchy problem on the interval Ṫ
with the initial condition γ(s) = 0, −τ ≤ s ≤ 0;
w i (·) -β-solution of the extremal problem
It means that This statement is proved by means of constructions of [2] , [4] , [9] .
