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Introdution
En matière de oneption des systèmes omplexes, la tendane est d'utiliser des
réseaux de omposants interreliés aussi appelés systèmes omposites. On peut trouver
de nombreux exemples, depuis les réseaux de téléommuniation ou informatiques jus-
qu'aux systèmes életroniques qui se développent de plus en plus pour les automobiles,
en passant par les haînes de montages dans les usines ou les systèmes robotiques spa-
tiaux. Cette méthode de développement se rapprohe de la oneption orientée objet
utilisée en informatique ave laquelle il existe de nombreux points ommuns.
Ce shéma de oneption, s'il est bien respeté, ore en eet de nombreux avantages.
Tout d'abord, la modularité permet de simplier le système. Ainsi, la omplexité du
système est divisée en une omplexité raisonnable pour haque omposant. Par ailleurs,
une onstrution orientée omposant ore l'avantage de la réutilisabilité, que e soit
sur le même système (plusieurs omposants identiques) ou sur diérents systèmes (par
exemple pour un nouveau modèle de véhiule, il n'est pas néessaire de reonevoir à
nouveau entièrement les omposants mais simplement d'apporter quelques modiations
à partir de eux de la gamme). Enn, et 'est un des points entraux de ette thèse, la
oneption modulaire doit permettre une évolution du système par reonguration.
Une reonguration d'un système omposite est une modiation du système par
ajout, suppression ou remplaement de omposants, ou par modiation de la topo-
logie (onnexions entre omposants). Une reonguration est utile dans de nombreux
ontextes. Elle permet tout d'abord une mise-à-jour du système par remplaement de
omposants (obsolètes, dangereux, défetueux, oûteux, et.) ou par ajout de nouvelles
fontionnalités. En as de défaillane d'une partie d'un système, il est parfois néessaire
d'isoler ette partie pour éviter une propagation de e omportement défetueux au sein
du système. Dans les réseaux fournissant des ressoures, omme par exemple les réseaux
de distribution d'életriité, les besoins évoluent de manière régulière. La topologie doit
alors s'adapter pour fournir le meilleur servie possible.
Ces systèmes, qu'il s'agisse de haînes de montage, de réseaux de téléommuniation,
de systèmes embarqués, sont sujets aux pannes et néessitent d'être diagnostiqués pour
omprendre leurs dysfontionnements et pour réagir à es mauvais omportements. La
surveillane humaine n'est pas toujours possible : risques d'erreurs trop élevés, absene
d'humain ompétent sur plae (par exemple dans le as des robots spatiaux, ou du suivi
d'automobiles), omplexité roissante du alul ou oût trop élevé.
Le diagnosti est la partie de l'intelligene artiielle visant à déteter, isoler et
1
2 Introdution
identier les dysfontionnements d'un système. Le diagnosti s'appuye sur des obser-
vations (symptmes) fournies par le système. Ces observations sont parfois impréises,
inertaines, voire partiellement fausses. L'objetif du diagnosti onsiste alors à inférer
les pannes possibles ou probables sur le système étant données es observations.
De nombreuses approhes ont été développées pour le diagnosti, dépendantes du
ontexte et des hypothèses sur le système à diagnostiquer. Les méthodes de diagnos-
ti reposant sur un modèle de fontionnement du système ont longtemps onsidéré un
modèle global du système. La taille du modèle et la omplexité du raisonnement né-
essaire devenant de plus en plus diiles à gérer lorsqu'on onsidère des systèmes de
grande taille, de nouvelles tehniques, dites de diagnosti déentralisé, sont apparues.
Nous nous basons sur es travaux pour permettre un diagnosti que e soit hors-ligne ou
en-ligne. Nous nous proposons dans ette thèse d'étendre es travaux pour prendre en
ompte de manière plus générale que dans les approhes atuelles les inertitudes sur les
observations. Nous proposons également de diagnostiquer les systèmes reongurables.
Pour ela, nous proposons de représenter les observations sous la forme d'un auto-
mate dont haque trajetoire est une séquene possible d'observations. Nous dénissons
une struture appelée haîne d'automates permettant de représenter et automate par
moreaux et d'eetuer un raisonnement inrémental sur les diérents moreaux, que
e soit dans un ontexte en-ligne ou hors-ligne. Nous introduisons une seonde stru-
ture appelée haîne d'automates hétérogènes permettant de représenter l'évolution du
modèle du système lors de l'ourrene de reongurations.
Ce travail a été motivé par de nombreux projets auxquels l'équipe Dream s'est as-
soiée, à savoir le diagnosti de réseaux de téléommuniation (projets Gaspar, Magda,
Magda2), les réseaux életriques, ou des projets annexes pour lesquels l'équipe montre
ou a montré un ertain intérêt : environnement, web-servies, systèmes embarqués, ro-
botique spatiale.
Cette thèse est divisée en sept hapitres. Le premier hapitre dérit la problématique
en montrant les solutions proposées par la littérature. Ce hapitre est l'oasion de pré-
senter les notions de système à événements disrets, diagnosti, observations inertaines,
alul inrémental, alul en-ligne, diagnosti déentralisé et système reongurable. Le
deuxième hapitre montre notre approhe pour le diagnosti hors-ligne ave observa-
tions inertaines qui s'appuye sur un modèle et une représentation des observations sous
forme d'automates. Le troisième hapitre introduit la notion de haîne d'automates et
montre son utilisation dans le adre du alul inrémental du diagnosti. L'automate des
observations présenté au hapitre préédent est déoupé en une haîne d'automates des
observations, et il est possible d'eetuer un raisonnement sur haun des moreaux de
la haîne pour produire une haîne de diagnostis. Nous proposons plusieurs possibilités
pour aluler la haîne de diagnostis en donnant les intérêts de haune d'entre elles.
Le quatrième hapitre étend les résultats du préédent hapitre au alul en-ligne du
diagnosti. Nous montrons les diultés qui apparaissent lorsqu'on herhe à onstruire
la haîne d'automates des observations alors que l'automate des observations n'existe
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pas. Le inquième hapitre s'intéresse au alul déentralisé et au alul du diagnosti
déentralisé lors du alul du diagnosti par haînes d'automates. Les haînes d'au-
tomates permettent en eet de réduire la omplexité du alul, mais les algorithmes
doivent être adaptés. Le sixième hapitre étend la dénition des haînes d'automates
pour les haînes d'automates hétérogènes, et montre omment e formalisme permet
de diagnostiquer des systèmes reongurables. Le septième et dernier hapitre montre




Dénition du sujet et approhes
existantes
Dans e hapitre, nous présentons les objetifs de ette thèse en dénissant les mots-
lé de son intitulé. Nous présentons également les méthodes qui nous ont inspirés ou
que nous onsidérons omme importantes pour es diérents mots-lé.
Nous donnons dans un premier temps une présentation informelle de l'objetif de la
thèse, puis les mots-lé sont dénis de manière plus formelle dans les diérentes setions.
En setion 1.2, nous présentons le diagnosti de systèmes à événements disrets. Nous
dénissons ainsi e que sont les systèmes à événements disrets et en quoi onsiste le
diagnosti de es systèmes. Nous disutons du problème des observations inertaines,
point qui est disuté au l des exemples du hapitre entier. La problématique du diag-
nosti en-ligne est montrée en setion 1.3. Dans la setion 1.4, nous présentons les
méthodes déentralisées et distribuées. Finalement, la setion 1.5 onsidère les systèmes
à événements disrets reongurables et les approhes développées jusqu'à présent.
La setion 1.6 donne un résumé des aratéristiques des algorithmes présentés et
explique l'approhe que nous avons développée dans ette thèse.
1.1 Objetifs
Cette thèse s'intéresse aux systèmes onstitués d'un nombre important de ompo-
sants interreliés. Nous nous limitons aux systèmes dits à événements disrets, 'est-à-dire
évoluant de manière disrète à l'ourrene d'événements externes. Sans se restreindre
à auun exemple en partiulier, on peut ependant s'appuyer sur l'exemple des réseaux
de téléommuniation.
Cette thèse se plae dans le adre du diagnosti automatique des systèmes, 'est-à-
dire la détetion à partir d'observations de tout dysfontionnement (ou panne) dans le
omportement du système, et l'identiation et la loalisation ette panne. Le diagnosti
s'appuye sur un modèle omportemental (model-based diagnosis).
L'objetif de ette thèse est de permettre un diagnosti dans un ontexte d'observa-
bilité inertaine. Dans e ontexte, on dispose de toutes les observations sur le système,
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mais es observations ne sont pas sûres. Le raisonnement est don plus omplexe.
L'approhe que nous voulons développer doit pouvoir s'appliquer à la fois à un
diagnosti hors-ligne et à un diagnosti en-ligne, 'est-à-dire s'eetuer a posteriori de
l'exéution du système ou pendant que elui-i fontionne.
D'autre part, il est diile de modéliser les systèmes de grande taille, et enore plus
de raisonner sur e modèle. Aussi, des tehniques déentralisées et distribuées ont été
développées, onsistant à eetuer un raisonnement de manière loale aux omposants
avant si néessaire de passer à un raisonnement global sur le système. Dans le adre de
ette thèse, nous onsidérons que le diagnosti est eetué par un superviseur unique
entralisé, et nous ne souhaitons don pas eetuer un diagnosti distribué. En revanhe,
notre approhe doit pouvoir s'exéuter de manière déentralisée.
Notons enn que les systèmes que nous onsidérons peuvent évoluer au ours du
temps. Ainsi on peut leur adjoindre de nouveaux omposants, modier les onnexions
entre les omposants, et. Remarquons d'ailleurs qu'une modélisation déentralisée doit
permettre une représentation aisée des reongurations et de leurs eets. On les qua-
lie alors de systèmes reongurables. Le seond objetif de ette thèse est de pouvoir
diagnostiquer es systèmes.
Ces points sont détaillés dans les quatre setions qui suivent.
Pour ette thèse, nous nous sommes appuyé sur les travaux de l'équipe Dream et
en partiulier les travaux de Y. Penolé et M.-O. Cordier [PC05℄. Cependant, dans e
hapitre, nous présentons de nombreux autres travaux qui nous ont inspiré.
1.2 Diagnosti de systèmes à événements disrets
Dans ette setion, nous présentons deux points importants. Tout d'abord, nous
dénissons les systèmes à événements disrets et nous présentons les diérentes manières
de modéliser es systèmes. Ensuite, nous expliquons e en quoi onsiste le diagnosti des
systèmes à événements disrets et nous présentons les algorithmes que nous onsidérons
omme représentatifs dans le adre de ette thèse.
1.2.1 Les systèmes à événements disrets
Cette thèse onsidère le diagnosti de systèmes à événements disrets. Le TLFi [TLFi℄
dénit un système omme un ensemble fontionnel dont les parties sont interonnetées
et éhangent (...) de la matière, de l'énergie ou de l'information (dénition C.1).
Cassandras et Lafortune (dans [Cas93℄ puis [CL99℄) donnent la dénition suivante
pour un système à événements disrets : un système à états disrets et à dynamique
événementielle, 'est-à-dire dont l'évolution de l'état dépend entièrement de l'ourrene
d'événements disrets et asynhrones au ours du temps. La dynamique événementielle
s'oppose à la dynamique temporelle, où l'état du système évolue spontanément au terme
d'un délai. La dynamique temporelle peut ependant être vue de manière événementielle
si on représente le terme du délai omme l'ourrene d'un top d'horloge provenant de
l'environnement.
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Nous hoisissons une dénition semblable à elle de Cassandras et Lafortune :
Dénition 1.1 (Système à événements disrets).
Un système à événements disrets est un système dynamique pouvant être modélisé par
des variables prenant des valeurs dans un domaine disret et évoluant par l'ourrene
d'événements disrets et instantanés.
L'extérieur du système (le reste du monde) est appelé l'environnement du système.
Un exemple de système à événements disrets est un réseau de téléommuniation
qui évolue par l'ourrene d'événements extérieurs et par l'envoi de messages d'un
omposant à un autre. De nombreux systèmes ne sont pas disrets par nature mais
peuvent être disrétisés. Cette opération onsiste à remplaer un domaine de variables
ontinu par un domaine disret. La gure 1.1 donne un exemple de disrétisation d'une
fontion. Cette gure montre l'évolution d'une valeur ave le temps dans un domaine







Fig. 1.1  Exemple de disrétisation
La notion d'événement est très intuitive et diile à dénir. Un événement est une
manifestation de l'évolution de l'état du système. Remarquons ependant que l'our-
rene d'un événement peut laisser le système inhangé. Un événement est instantané ;
un événement n'a pas de durée. Généralement, un événement a une origine (l'entité qui
produit l'événement) et une ible (l'entité qui subit l'événement). Par exemple, si un
opérateur appuye sur un bouton d'un omposant, alors l'événement est le fait d'appuyer
sur le bouton, l'origine est l'opérateur et la ible est le omposant.
Lorsque l'événement provient de l'extérieur du système (omme 'est le as pour
l'exemple de l'opérateur), on dit qu'il provient de l'environnement et on le qualie
d'exogène. Au ontraire, si l'origine est une entité du système, alors on dit qu'il s'agit
d'un événement endogène.
L'ourrene d'un événement peut auser par propagation l'ourrene d'autres évé-
nements. Par exemple, si un opérateur appuie sur un interrupteur ommandant une am-
poule (premier événement), l'ampoule va (normalement) s'allumer (seond événement).
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Dans les systèmes que nous onsidérons, un événement endogène est toujours une
onséquene d'un événement exogène diretement ou indiretement par une séquene
d'autres événements endogènes.
Les systèmes les plus étudiés sont les systèmes réatifs. Dans es systèmes, deux
événements exogènes ne peuvent avoir lieu en même temps. En eet, le temps est ontinu
et il existe toujours un délai même très faible entre es deux événements. En revanhe,
les événements endogènes sont des eets synhrones des événements exogènes, et se
produisent don en même temps que eux-i.
Les travaux de G. Lamperti et M. Zanella (dérits en [LZ03b℄) onsidèrent des sys-
tèmes atifs, 'est-à-dire onstitués de omposants interreliés qui ommuniquent entre
eux par messages. Dans es systèmes, ertains événements exogènes iblant un om-
posant onduisent à l'émission synhrone de messages par e omposant vers d'autres
omposants. L'émission du message a lieu en même temps que l'événement exogène,
mais la réeption est asynhrone. La réeption d'un tel message est ainsi un eet asyn-
hrone de l'événement exogène. L'événement que représente la réeption du message
peut à nouveau onduire à l'émission de messages vers d'autres omposants. Dans les
systèmes atifs omme dans les systèmes réatifs, un seul événement délenheur (évé-
nement exogène ou réeption asynhrone de message) a lieu à un instant donné.
1.2.2 Diérentes modélisations des systèmes à événements disrets
Le TLFi [TLFi℄ dénit le modèle omme un système physique, mathématique ou
logique représentant les strutures essentielles d'une réalité et apable à son niveau
d'en expliquer ou d'en reproduire dynamiquement le fontionnement (dénition C.1).
Nous nous inspirons de ette dénition pour donner notre propre dénition dans notre
ontexte :
Dénition 1.2 (Modèle).
Le modèle est une représentation mathématique permettant de simuler le omportement
d'un système.
Le modèle d'un système est par dénition une abstration du omportement réel
du système. Cette abstration peut se faire à diérents niveaux. Par exemple, pour un
iruit életrique, on peut hoisir de modéliser le omportement de haque életron, ou
abstraire e omportement et ne garder que les relations entre la tension, l'intensité et
la résistane. L'abstration d'un modèle permet un alul plus rapide (ar un modèle
abstrait est un modèle simplié) et un résultat généralement plus faile à omprendre
pour un opérateur humain (voir [TT03b℄). Le modèle peut aussi ne apturer qu'une
partie des omportements, onsidérant que ertains omportements sont mal onnus
ou ne néessitent pas d'être modélisés. C'est ainsi qu'on peut avoir le modèle de bon
omportement ('est-à-dire le modèle dérivant le fontionnement orret du système)
et ne pas avoir le modèle de mauvais omportement.
La modélisation est hoisie en fontion du système et de la tâhe que l'on souhaite
eetuer à l'aide de e modèle. Ainsi, les modèles pour le diagnosti ne sont pas né-
essairement les mêmes que les modèles utilisés pour la planiation. Nous donnons ii
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quelques modélisations utilisées dans le adre du diagnosti général. Notons qu'il est
possible de ompiler le modèle [HD05℄ pour obtenir un modèle adapté à la tâhe pour
laquelle il est réé.
1.2.2.1 Algèbres de proessus
Les algèbres de proessus s'appuyent sur la théorie des langages pour représenter le
omportement des systèmes. Dans e formalisme, un mot du langage est une séquene
possible d'événements dans le système.
On peut notamment iter Pepa [HG℄, [Hil94℄, [GH94℄. Pepa est une algèbre de pro-
essus stohastique permettant de modéliser des omportements. Pepa permet d'étudier
les propriétés omportementales ou de performane du système. Pepa est utilisé pour
de nombreuses appliations (diagnosti par systèmes experts, protooles pour systèmes
tolérants aux fautes, réseaux de téléphones ellulaires. . .).
Dans Pepa, un événement est appelé ativité et noté a = (α, r). L'étiquette ou type
d'ation α ∈ A identie l'ation, et le taux d'ativité r est le paramètre exprimant sa
durée. Le paramètre r n'est pas utilisé dans le adre du diagnosti, et nous le laissons
don de té. Pepa utilise un petit groupe d'opérateurs pour spéier le langage.
S ::= A | α.S1 | S1 + S2 (omportement du omposant)
P ::= S | P1 
L
P2 | P1/H (struture du système)
Constante : L'équation S
def
= A donne à S le omportement du omposant A. Par e
biais, il est possible de dénir des omportements réursifs.
Préxe : C'est le méanisme de base de omportement d'un omposant. α.S1 eetue
l'ation α avant de se omporter omme S1.
Choix : L'opérateur de hoix indique la possibilité pour le omposant de se omporter
de diérentes manières. Ainsi, dans la formule, S ::= S1 + S2, le omportement
sera elui de S1 ou elui de S2.
Coopération : La oopération permet d'eetuer le produit de plusieurs modules
omme nous le voyons par la suite pour la modélisation déentralisée ; la oopé-
ration est également utilisée dans le adre du diagnosti. P ::= P1 
L
P2 signie
que les mots de P1 et P2 sont synhronisés sur les lettres de L.
Masquage : L'opération P1/H permet de masquer les ations de H qui sont ainsi
onsidérées omme internes.
On peut reprendre l'exemple du modèle de la pompe fourni dans [CPR00℄. Dans et
exemple, une pompe fournit de l'eau. Elle peut être en bon état, en fuite ou en panne.
P
def
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Dans et exemple, la pompe peut fontionner de trois manières : Pok1, Plk1 ou Pbl1
(End représente la n de la période onsidérée). Lorsque la pompe est en mode Pok1,
l'ourrene de nrm0 (entrée d'eau normale) onduit à l'ourrene de nrmP (sortie
d'eau normale). Après quoi, le terminal P indique que le système peut à nouveau hanger
de mode de omportement.
On trouve d'autres formalismes se basant sur la théorie des langages omme dans
[Sen98℄, [SW04℄.
1.2.2.2 Réseaux de Petri
Les réseaux de Petri [Mur89℄ sont un outil partiulièrement adapté à la représenta-
tion des ressoures dans un système.
Formellement, un réseau de Petri est un 5-tuple PN = (P, T, F,W,M0) où :
 P est un ensemble de plaes,
 T est un ensemble de transitions ave P ∩ T = ∅ et P ∪ T 6= ∅,
 F ⊆ (P × T ) ∪ (T × P ) est l'ensemble des ars,
 W : F ×N+ est une fontion de poids et
 M0 : P → N est le marquage initial,
Généralement, une plae représente une ressoure, et une transition représente une
ation ou un événement. Les ars de F indiquent les ressoures onsommées ou produites
par un événement, tandis que W indique la quantité de es ressoues.
Le marquage d'un réseau de Petri est une fontionM : P → N. Le marquage indique
le nombre d'instanes (appelées jetons) de haque ressoure de P . En partiulier, M0
indique le nombre de ressoures dont dispose le système au début de l'exéution. La
dynamique des réseaux de Petri est régie par les transitions. Une transition t est tirable
si haque plae p reliée à la transition par un ar (p, t) ∈ F dispose d'un nombre de
jetons supérieur ou égal au poids de et arW (p, t). Dans le as positif, et si la transition
est tirée, haque plae p reliée par un ar (p, t) ∈ F à la transition dépense un nombre
de jetons égal au poids de et ar W (p, t), et haque plae p reliée à la transition t par
un ar (t, p) ∈ F reçoit un nombre de jetons égal au poids de et ar W (t, p). Dans le
as ontraire, la transition n'est pas tirable.
Fig. 1.2  Illustration du franhissement d'une transition
La gure 1.2 donne un exemple de franhissement de transition. Les plaes sont
représentées par des erles et les transitions par des retangles. Les ars sont représentés
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par des èhes reliant le premier argument au seond. Le poids est indiqué à té de la
transition si elui-i est supérieur ou égal à deux. Il vaut 1 dans le as ontraire. Avant le
tir, la plae de gauhe dispose d'un jeton (représenté par le disque noir). La transition est
don tirable. Le franhissement de la transition onsomme le jeton de gauhe et produit
un jeton dans haune des deux plaes à droite de la transition. On voit qu'il est faile
de représenter de ette manière des proessus utilisant des ressoures. Ainsi, eetuer
l'ation de la gure 1.2 oûte une ressoure du type de la plae de gauhe et produit
deux ressoures, une pour haque type des plaes de droite. Notons qu'une transition
peut ne pas omporter de èhe entrante (événement spontané qui ne onsomme pas de
ressoure), ou au ontraire ne omporter auune èhe sortante (événement onsommant
une ressoure sans en produire).
On peut noter que dans ertaines notations, le nombre de jetons assoié à une plae
donnée prend des valeurs dans un espae borné {0, . . . , n} voire binaire {0, 1} (réseaux de
Petri sûrs, safe Petri nets). Pour es modélisations, il est ainsi néessaire de s'assurer
que le nombre de jetons de haque plae restera borné quelle que soit l'évolution du
système. La gure 1.3 donne un exemple de réseau de Petri omplet. Dans et exemple,
le marquage initial omprend trois jetons, dont deux pour la plae P0 et un pour la
plae P8. Les diérentes ouleurs des transitions ont une sémantique pour le diagnosti,


























Fig. 1.3  Exemple de réseau de Petri
Plusieurs approhes ont été développées pour introduire un aspet probabiliste dans
les réseaux de Petri : réseaux de Petri stohastiques [DA94℄, réseaux de Petri stohas-
tiques généralisés [MBC
+
95℄, réseaux de Petri partiellement stohastiques [AFB
+
98℄.
12 Dénition du sujet et approhes existantes
L'intérêt des réseaux de Petri utilisant des probabilités est de ne onserver que les
omportements les plus probables.
1.2.2.3 Automates
Un automate est un ensemble d'états et de transitions menant d'un état à un autre
état. Les transitions sont étiquetées par les événements menant d'un état à un autre
état.
Il existe de nombreuses dénitions équivalentes d'automates. Nous avons hoisi la
dénition A = (Q,E, T, I, F ) présentée en annexe A. Dans ette dénition, Q est l'en-
semble des états possibles du système et E est l'ensemble des événements qui peuvent
avoir lieu sur le système. T est l'ensemble des transitions t = (q, l, q′) où q ∈ Q, q′ ∈ Q et
l ⊆ E. La transition t indique que l'ourrene simultanée des événements de l lorsque
le système est dans l'état q le onduit à l'état q′. L'ensemble des états initiaux I est
l'ensemble des états possibles au début de la période que l'on étudie. L'ensemble des
états naux F est l'ensemble des états possibles à l'issue de la période que l'on étudie.
Remarquons qu'il existe quelques diérenes d'une notation à une autre. Ainsi, er-
taines notations ignorent l'ensemble des états naux F (tous les états sont naux). Si on
onsidère le as déterministe, alors I ne omprend qu'un seul état et T est une fontion
partielle déterministe qui à un état q et un ensemble d'événements l assoie un unique
état q′ (T : (Q×2E)→ Q). Enn, ertaines notations onsidèrent qu'un seul événement















Fig. 1.4  Exemple d'automate modélisant un omportement
Un problème assoié aux automates est la représentation des omportements onur-
rents. Deux ensembles d'événements l1 et l2 sont onurrents lorsqu'ils interviennent
sur deux parties disjointes du système. Dès lors, lorsque les deux omportements sont
possibles, il peuvent avoir lieu dans n'importe quel ordre. La gure 1.5 montre e qui
se passe ave les deux ensembles l1 et l2.






Fig. 1.5  Exemple du problème de onurrene dans un automate
Lorsqu'on onsidère de gros systèmes, de très nombreux omportements sont onur-
rents. Le nombre d'états néessaires pour réprésenter n ensembles d'événements onur-
rents et le nombre des transitions sont exponentiels. Il est ependant possible de ontour-
ner e problème par l'utilisation de tehniques de rédution d'ordre partiel [Pel93℄ uti-
lisant les traes de Mazurkiewiz [Maz88℄. Une trae de Mazurkiewiz est une séquene
d'événements qui représente l'ensemble des séquenes d'événements qui peuvent être
obtenues en intervertissant deux événements suessifs onurrents. Ainsi, on peut re-
présenter un automate de manière réduite. Ces tehniques sont ependant diiles à
mettre en plae et un automate réduit est diile à aluler et manipuler.
Remarquons que le problème de onurrene n'apparait pas dans les réseaux de
Petri. Ainsi, dans l'exemple de la gure 1.3, on voit que les transitions t2 et t12 sont
indépendantes. D'autre part, es tehniques ne parviennent que partiellement à réduire
la taille des automates.
Il existe également des modélisations inluant des notions de temps. Il est alors pos-
sible de modéliser la distribution de probabilité du délai d'ourrene entre ertains
événements. On peut ainsi iter les automates temporisés [Alu99℄.
Un automate temporisé est un tuple A = (S,X ,L, E ,I) où S est un ensemble ni
de loations, X est un ensemble ni d'horloges et L est un ensemble ni d'étiquettes.
Un état du système est modélisé par un ouple (s, v) omprenant une loation et une
valuation de haque horloge (dans R
+
). I donne une ontrainte entre la loation et
la valuation des horloges. Une transition e = (s, l, φ, δ, s′) onnete la loation s à la
loation s′ et est étiquetée par l ∈ L. La transition est possible si la valuation des
horloges respete la formule φ (onjontion de omparaisons entre la valuation d'une
horloge et une onstante) et entraîne une remise à zéro des horloges de δ ⊆ X . La
formule φ est appelée la garde de la transition.
La sémantique des automates temporisés est dénie par le système de transitions
suivant : (Q,→, (s0, v0)) où Q est l'ensemble (inni) des états,→ est l'ensemble (inni)
des transitions et (s0, v0) est l'état initial (s0 ∈ S et ∀x ∈ X , v0(x) = 0). Il existe deux
types de transitions.
 Transitions disrètes orrespondant à l'ourrene d'un événement. Soit e =
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(s, l, φ, δ, s′) ∈ E . Alors, il existe une transition étiquetée par l entre (s, v) et
(s′, v′) si v satisfait φ et v′ est la valuation v où toutes les horloges de δ ont été
remises à zéro.
 Transitions temporisées orrespondant à l'éoulement du temps. Soit t ∈ R+.
Alors, il existe une transition entre (s, v) et (s, vt) ave vt la valuation obtenue en
ajoutant t à la valuation de haque horloge si pour tout t′ < t, vt′ satisfait I(s).
Deux transitions disrètes ne peuvent avoir lieu suessivement ; une transition tempo-
risée doit s'insérer entre es deux transitions.
On peut iter les outils Kronos [Yov97℄ et Uppaal [BY04, Dav℄ qui peuvent être
utilisés pour vérier des propriétés sur des systèmes modélisés par automates temporisés.
Notons qu'Uppaal repose sur le formalisme des automates temporisés mais omprend
également des transitions qualiées d'urgentes qui doivent être franhies immédiatement
lorsqu'elles deviennent franhissables.
Comme nous l'avons vu, le nombre d'état d'un automate temporisé est inni. Le
raisonnement sur de tels automates est don omplexe [BBF
+
01a℄. Il est ependant
possible de réduire en partie ette omplexité par des strutures de données appelées
dierene-bound matries.
Des modélisations existent également pour prendre en ompte la probabilité d'our-
rene d'un événement plutt qu'un autre. Le modèle attahe alors à haque transition
une probabilité. La probabilité d'un hemin est alors le produit des probabilités de
haque transition empruntée. Ces probabilités permettent d'estimer la plus grande pro-
babilité d'évolution en as d'inertitude sur l'évolution possible (voir le hapitre 6 de
[Lar00℄ et [TT03a℄).
La taille des modèles sous forme d'automates dans de nombreux as réels est très
importante. Il est don néessaire d'utiliser diérentes tehniques pour résoudre e pro-
blème. C'est le as des approhes déentralisées présentées par la suite en setion 1.4.
Une autre tehnique est de représenter l'automate de manière symbolique par exemple
par p−dd ou Bdd (voir par exemple [SM96, MR02, SPT04℄). Les p−dd sont une gé-
néralisation des Bdd. Dans un Bdd ((ordered) Binary Deision Diagram), haque état
du système est représenté par une onjontion de propriétés. Les propriétés permettent
de représenter omplètement l'état pour le niveau d'abstration hoisi ; deux états ne
sont don pas modélisés par la même onjontion de propriétés. Un ensemble d'états
est alors représenté par une disjontion de formules, où haque formule est la repré-
sentation d'un des états de l'ensemble. L'ensemble d'états est don représenté par une
disjontion de onjontions. Par fatorisation, il est parfois possible de représenter un
ensemble de manière ompate. Une transition dans un automate est représentée omme
la onjontion des représentations de l'état soure, de l'ensemble des événements et de
l'état ible. À nouveau, l'ensemble des transitions est représenté par la disjontion des
formules représentant les transitions.
Les Bdd ont de nombreux intérêts :
 la représentation est souvent ompate (notamment si on hoisit un bon ordon-
nanement pour les variables [TT04℄),
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 la représentation est anonique pour un ordonnanement des variables donné,
 les opérations sont simples à implémenter et eaes (omplexités onstante, li-
néaire ou quadratique).
Dans le adre du diagnosti par automates, H. Marhand et L. Rozé [MR02℄ pro-
posent une rédution symbolique du modèle. Intuitivement, deux états x1 et x2 sont dits
équivalents, noté x1 ∼ x2, si l'ourrene d'un événement y depuis x1 mène à un état x
′
1
équivalent (ou égal) à x′2 atteint par l'ourrene de y en x2, et vie versa. Deux états
équivalents x1 ∼ x2 sont impossibles à diérenier grâe aux observations. Il est alors
possible de onstruire un modèle quotient dont les états sont remplaés par des lasses
d'états équivalents. L'automate produit est généralement beauoup plus petit, et plus
faile à manipuler.
1.2.2.4 Choix de la modélisation
Les orrespondanes entre les diérents types de modélisations sont très fortes. Ainsi,
il est possible de générer un automate à partir d'un réseau de Petri : 'est e qu'on appelle
le graphe de as (ase graph). Remarquons ependant que si le nombre de jetons dans
une plae n'est pas borné, alors l'automate n'est pas de taille nie. Par ailleurs, une
modélisation d'automates par Bdd est très semblable à une modélisation par réseau
de Petri sûrs. Dans e as, haque variable d'état du Bdd orrespond à une plae du
réseau de Petri.
D'autre part, les dénitions utilisées dans le adre du diagnosti par automate
raisonnent généralement sur les langages reonnus par l'automate (voir par exemple
[KGM91℄). La relation ave les algèbres de proessus est don immédiate.
Nous avons repris pour ette thèse le formalisme utilisé au sein de l'équipe lors des
préédents travaux. En partiulier, nous utilisons une modélisation basée sur l'utilisation
d'automates. Nous avons vu que la prinipale diulté est la taille du modèle. Ce point
est résolu par l'utilisation d'une modélisation déentralisée présentée dans la setion 1.4.
Nous onsidérons que les problématiques assoiées à l'utilisation d'un automate sous
forme de Bdd sont relativement indépendantes du problème qui nous intéresse dans
ette thèse. D'autre part, l'intérêt des Bdd dans un ontexte déentralisé n'est pas
important, puisque le nombre d'états est faible. Aussi, nous n'avons pas utilisé une
modélisation par Bdd mais par énumération des états.
1.2.3 Le diagnosti de systèmes à événements disrets
Le diagnosti est un domaine de l'intelligene artiielle onsistant à déteter, loa-
liser et si possible identier préisément tout dysfontionnement au sein d'un système.
Dans ette sous-setion, nous dénissons le diagnosti dans le adre de systèmes à évé-
nements disrets. Pour ela, nous dénissons les dysfontionnements, appelés pannes.
Nous dénissons ensuite les informations onnues sur le omportement du système, ap-
pelées observations et expliquons le rle du superviseur en harge du diagnosti. Puis,
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nous dénissons le diagnosti. Enn, nous disutons d'une problématique prohe appelée
diagnostiabilité.
1.2.3.1 Pannes
Il existe diérentes dénitions de panne. [TLFi℄ donne la dénition suivante : arrêt
momentané aidentel et subit du fontionnement d'un méanisme, d'un moteur, d'un
appareil ; impossibilité de fontionner (dénition 3 B). On peut don onsidérer que la
panne est le fait pour le système d'être en fontionnement anormal.
Dénition 1.3 (Panne).
Une panne est un ensemble d'états du système orrespondant à un dysfontionnement.
Dans le adre du diagnosti, on peut également être intéressé par la ause de la
panne, 'est-à-dire l'événement qui a ausé la panne.
Dénition 1.4 (Événement de panne).
Un événement de panne est l'événement onduisant le système dans un état de panne.
Un événement de panne est aussi appelé une faute. Dans ertains ontextes, les
pannes sont intermittentes. Dans e as, il existe des événements permettant au système
de reouvrir un état de omportement normal. Dans le as ontraire, la panne est
qualiée de permanente.
Si on onsidère un système omme un ensemble de omposants, le fait qu'un om-
posant tombe en panne peut onduire d'autres omposants à tomber en panne. Ainsi, si
un omposant életrique provoque un ourt-iruit, non seulement il tombe en panne,
mais il risque d'endommager tous les autres omposants életriques. Ce phénomène est
désigné par le terme de propagation des pannes. Selon le ontexte, une information per-
tinente pour le diagnosti est l'ensemble des pannes sur le système ou l'événement de
panne original.
1.2.3.2 Observations
Le système omporte un ensemble d'événements observables noté EObs . L'ourrene
d'un événement observable sur le système génère une observation émise. Une dénition
générale d'observation émise est diile à donner pour rester susament général. Nous
donnons ette dénition :
Dénition 1.5 (Observation émise).
Une observation émise est une information sur le omportement interne du système
résultant de l'ourrene d'un événement observable.
Physiquement, ertaines observations sont en réalité générées par des apteurs ex-
térieurs au système. Par abus de langage, nous disons que les observations sont émises
par le système. Selon le type de apteurs ou de systèmes, une observation peut onte-
nir diérentes informations. Généralement, une observation ontient l'information de
l'événement observable ayant généré l'observation. Dans ertains as, le apteur peut
étiqueter l'observation ave la date d'émission de l'observation ou donner un numéro à
l'observation.
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De manière générale, on ne dispose pas des observations émises par le système. Les
observations émises ne sont pas fournies diretement mais sont transmises via des sys-
tèmes életroniques (dont les apteurs) que nous appelons anaux de ommuniation.
On suppose qu'on dispose de l'ensemble des observations reçues.
Dénition 1.6 (Observation reçue).
Une observation reçue est une information dont on dispose sur une observation émise
par le système.
Remarquons qu'une observation reçue peut être extrêmement diérente d'une ob-
servation émise. La tâhe de reonstrution des observations émises à partir des obser-
vations reçues n'est pas néessairement évidente. Il est don néessaire de onnaître le
omportement des anaux de ommuniation pour retrouver les observations émises.
On parle de omplétude lorsque l'ensemble des observations reçues est le même que
l'ensemble des observations émises.
Le as le plus simple, et elui qui est onsidéré le plus souvent, est le as où la
séquene des observations émises est identique à la séquene des observations reçues.
Prenons maintenant le as où toutes les observations émises sont reçues ave un
délai, et toute observation reçue orrespond à une observation émise. Dans e as, le
problème est de retrouver l'ordre des observations. Comme nous l'avons indiqué, les
observations émises (et don les observations reçues) peuvent être étiquetées par la date
d'émission. Cependant, si les apteurs ne sont pas synhronisés, alors les dates d'émission
provenant de diérents apteurs ne sont pas omparables. Si le délai de transmission
d'une observation est borné, il est possible de donner l'ordre d'émission de ertaines
observations grâe à la date de réeption. On dispose don d'un ensemble partiellement
ordonné d'observations émises.
Dans ertains ontextes, les anaux de ommuniation peuvent fournir des obser-
vations inertaines ou erronées. Lors de la transmission des observations, elles-i sont
transformées. Il est même possible qu'une observation reçue par le superviseur n'ait pas
été émise par le système ; il s'agit d'un bruit sur les anaux de ommuniation.
Enn, on peut trouver des as où les observations émises ne sont jamais reçues. Il
arrive ainsi qu'une observation soit perdue pendant la transmission sur les anaux de
ommuniation. Il arrive également que les observations soient en partie transmises par
le système, notamment dans le as des réseaux de téléommuniation. Dans e as, si
un des omposants tombe en panne, il ne peut plus transmettre les observations. C'est
e que l'on désigne sous le terme de masquage des observations.
On appelle fenêtre d'observations un déoupage des observations émises par le sys-
tème, orrespondant à un sous-ensemble des observations émises. Si e déoupage est
fait entre deux dates, on parle de fenêtre temporelle.
Cette setion onsidère le diagnosti hors-ligne. Dans e ontexte, toutes les ob-
servations devant être reçues le sont eetivement. Le fait d'attendre plus longtemps
ne permet pas d'obtenir d'observations supplémentaires. On dispose don de la fenêtre
omplète des observations. Les seules observations qui n'ont pas été reçues sont elles
qui ont été perdues.
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1.2.3.3 Diagnosti hors-ligne
La dénition générale du diagnosti est la suivante :
Dénition 1.7 (Diagnosti).
Le diagnosti onsiste à déteter toute panne sur un système, l'identier et la loaliser.
Par défaut et sauf mention ontraire, nous onsidérons le diagnosti hors-ligne. Le
as en-ligne est présenté en setion 1.3. La tâhe du diagnosti s'appuie sur le modèle
du système et les observations pour trouver les pannes sur le système.
Le diagnosti est don un ensemble de pannes (appelé andidate diagnosis, voir par
exemple [CPR00℄, [LZ03b℄). Il n'est généralement pas possible de trouver un unique
diagnosti andidat ; aussi le diagnosti est plus généralement un ensemble d'ensemble
de pannes.
Dans le ontexte des systèmes à événements disrets, on onsidère que la tâhe
de diagnosti revient à retrouver la ou les séquenes d'événements qui a eu lieu sur
le système, et les états par lesquels elui-i est passé. Cette séquene peut être appe-
lée senario [CT94℄, history [BLPZ99℄, narrative [BMS00℄, onsistent path [CPR00℄ ou
trajetoire [CGLP03a℄. Nous hoisissons e dernier terme par la suite. À partir d'une
trajetoire, il est faile de retrouver quelles pannes ont eu lieu (voir par exemple les algo-
rithmes développés dans [LZ03b℄). Nous ne onsidérons pas ette partie du diagnosti
dans ette thèse. Il n'est généralement pas possible de trouver la séquene d'événe-
ments sur le système. Le diagnosti onsiste alors à herher l'ensemble des trajetoires
possibles.
Dénition 1.8 (Diagnosti de système à événements disrets).
Le diagnosti de système à événements disrets onsiste à aluler l'ensemble des tra-
jetoires sur le modèle du système qui peuvent génèrer les observations reçues.
Dans [PC05℄, les observations reçues sont partiellement ordonnées. Cela signie que
les observations émises par le système ne sont pas reçues dans l'ordre de leur émission.
Le omportement observé est alors déni omme l'ensemble partiellement ordonné des
observations émises. L'artile dénit également un omportement observable d'une tra-
jetoire. Le omportement observable d'une trajetoire est l'ensemble des observations
émises au ours de ette trajetoire, 'est-à-dire la projetion de la trajetoire sur l'en-
semble des événements observables. Le diagnosti peut alors se dénir omme l'ensemble
des trajetoires sur le modèle telles que le omportement observable de es trajetoires
est un des ordonnanements du omportement observé.
1.2.3.4 Diagnostiabilité
Une notion supplémentaire a été dénie appelée diagnostiabilité (diagnosability en
anglais, parfois simplié en diagnosabilité en français). Un système est dit diagnosti-
able s'il est toujours possible de déterminer quelle atégorie de panne a eu lieu sur le
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(∀i ∈ Πf )(∃ni ∈ N)[∀s ∈ Ψ(Σfi)](∀t ∈ L/s)[‖t‖≥ ni ⇒ (ω ∈ P
−1
L [P (st)]⇒ Σfi ∈ ω)]
Cette formule omplexe indique la notion suivante : pour tout type d'événement
de panne fi, il existe un nombre ni tel que si on onsidère une séquene d'événements
s omprenant l'événement fi, alors au terme de n événements t onséutifs à s (ave
n ≥ ni), il sera possible de diagnostiquer ave ertitude que l'événement fi a eu lieu. Cela
signie qu'il sut d'attendre un nombre d'événements borné pour s'assurer du bon ou du
mauvais omportement d'un système. On onsidère de plus généralement que le système
ne peut pas tomber dans un état où il ne génère plus d'observations. Notamment, on
onsidère qu'il n'y a pas d'impasse (deadlok), 'est-à-dire que le système ne peut pas
être bloqué dans un état et qu'il n'y a pas de boule sans observations (ou alors, une
politique dite d'impartialité (fairness) indique que le système ne boule pas indéniment
sans générer d'observation, même lorsque le modèle le permet).
On peut trouver diérentes formulations pour ette notion, notamment dans le adre
déentralisé ou distribué (voir 1.4) ou onsidérant un temps minimum à attendre ti
plutt qu'un nombre d'observations pour déteter un événement de panne.
La diagnostiabilité permet de s'assurer que le système est susamment observable
pour disriminer les diérents types de omportement. Si e n'est pas le as, il onvient
d'ajouter des apteurs au système. La problématique de diagnostiabilité est prohe du
problème de diagnosti. Nous voyons par la suite une utilité supplémentaire dans le
adre du diagnosti déentralisé (voir sous-setion 1.4.3.1, page 36). Notons ependant
que ette thèse ne s'intéresse pas à la aratérisation de la diagnostiabilité des systèmes.
1.2.4 Les algorithmes de diagnosti
Nous présentons maintenant les tehniques de diagnosti développées dans la litté-
rature pour le diagnosti entralisé hors-ligne des systèmes à événements disrets.
1.2.4.1 Algèbres de proessus
Nous reprenons le as de Pepa que nous avons présenté dans 1.2.2.1. Dans e adre,
le modèle est noté SD (pour system desription).
Observations : L'artile [CPR00℄ ne donne pas de préision sur la forme des ob-
servations reçues, mais onsidère que les observations émises peuvent être représentées
omme un langage dérit par le formalisme de Pepa. Ce formalisme ore une grande
expressivité pour représenter des observations inertaines, partiellement ordonnées ou
des observations perdues. Par exemple, Obs
def
= nrmp.end.End+ lowp.end.End indique
que l'on a reçu une seule observation nrmp ou lowp (le terminal end et le non terminal
End indiquent la n des observations).
Le diagnosti est déni omme l'ensemble des diagnostis andidats, où un diagnosti
andidat est un ensemble d'événements de panne. Ce résultat peut être obtenu grâe à
la formule suivante :






S ontient l'ensemble des événements observables du système. La oopération entre
Obs et SD sur l'ensemble S ∪ {end} fournit l'ensemble des mots de SD dont les obser-
vations forment un mot de Obs. Dans le ontexte, un mot de SD est un omportement
du système et un mot de Obs est une séquene possible d'observations émises. Cela
signie qu'on ne onserve que les omportements de SD tels que la projetion sur l'en-
semble des observations (le omportement observable que nous avons présenté avant)
se synhronise ave les observations émises (omportement observé).
Dans la formule du diagnosti, H est l'ensemble des événements qui ne nous in-
téressent pas dans le adre du diagnosti. Par exemple, H omprend les événements
internes. Le masquage de es événements permet de ne onserver du omportement que
les événements de panne. Ainsi, Diag omprend uniquement les événements de panne
qui ont pu se produire dans le système.
1.2.4.2 Réseaux de Petri
Dans le ontexte du diagnosti de système modélisé par un réseau de Petri, les tran-
sitions sont partionnées en trois atégories : événements non observables, événements
observables et événements de panne. Sur la gure 1.3, es trois types d'événements sont
représentés respetivement par des transitions de ouleur noire, blanhes et grises.
Observations : Le diagnosti par réseaux de Petri onsidère que les observations sont
omplètement onnues, mais autorise un ordre partiel sur les observations omme nous
le voyons par la suite.
Le diagnosti par réseaux de Petri (voir par exemple [BFHJ03℄) se base sur l'opéra-
tion de dépliage [NPW81℄. Cette opération permet d'obtenir le marquage d'un réseau
à la suite d'une séquene d'événements. La gure 1.6 montre un exemple de dépliage
du réseau de Petri de la gure 1.3. Le dépliage d'un réseau de Petri est un homomor-
phisme du réseau. Pour simplier, dans un dépliage, plusieurs plaes peuvent avoir le
même nom. Les plaes qui n'ont pas de prédéesseurs (ii deux plaes P0 et une plae
P8) orrespondent au marquage initial. Les transitions ont les mêmes prédéesseurs que
dans le réseau. Enn, haque plae n'a qu'un seul prédéesseur et il n'y a pas de boule.
Un dépliage est une onguration lorsqu'auune plae n'a plusieurs suesseurs, e qui
est le as sur la gure 1.6. Les plaes d'une onguration qui n'ont pas de suesseurs
représentent le marquage nal (ii, P0, P2 et P6). Le dépliage montre l'évolution du
système lors de l'ourrene des événements représentés par les transitions, ii t0, t12, t3
et t6. Ces événements ont un ordre partiel, puisque t3 a eu lieu après t12 (la transition
t3 suède à t12), mais en revanhe l'ordre entre t0 et t12 est inonnu. Le dépliage des
réseaux de Petri permet don de représenter de manière eae des omportements
onurrents où l'ordre des événements onurrents n'est pas important. Notamment,
ette représentation est intéressante en as d'ordre partiel sur les observations.
L'évolution présentée sur la gure 1.6 est l'une des expliations de l'observation
t6. Il est possible d'en trouver d'autres. La tehnique utilisée est le branhing proess
qui onsiste à représenter de manière ompate un ensemble de dépliages. Dans un











Fig. 1.6  Dépliage du réseau de Petri de la gure 1.3
branhing proess, les plaes peuvent avoir plusieurs transitions suesseurs. Une seule
de es transitions a été empruntée dans la réalité. Ainsi, emprunter une transition peut
impliquer qu'une ou plusieurs autres transitions ne peuvent plus être empruntées. On
dit qu'elles sont en onit.
Une autre méthode proposée utilise un alul par retour arrière [JB05℄. Dans ette
méthode, un raisonnement abdutif, 'est-à-dire se basant sur les observations, est uti-
lisé pour trouver les auses de es observations (en partiulier, les pannes). L'algorithme
utilise un alul en arrière et obtient pour haque séquene (partiellement ordonnée) le
marquage minimum néessaire pour que ette séquene ait pu s'exéuter. L'hypothèse
d'un réseau de Petri sûr étant posée, il est possible de supprimer les séquenes impos-
sibles et de ne onserver que les séquenes possibles.
1.2.4.3 Automates
Une évolution sur le système peut être représentée par une trajetoire chem =
((q0, . . . , qm), (l1, . . . , lm)) (présentée en annexe A) sur le modèle.
Si les états du système ne nous intéressent pas, on peut ne onsidérer que la trae
d'une trajetoire, 'est-à-dire la séquene des événements.
Observations : L'hypothèse la plus simple onernant les observations est de onsi-
dérer que les observations émises sont toutes reçues dans l'ordre de leur émission (hy-
pothèse de omplétude).
Le diagnosti d'un système modélisé par un automate revient à herher sur le sys-
tème toutes les trajetoires du modèle dont les événements observables orrespondent
aux événements observés (voir [SSL
+
95℄). Le diagnosti de systèmes à événements dis-
rets peut alors se voir omme une reherhe de hemins dans un automate ontrainte
par les observations émises : ∆ = Mod ⊗Obs où Mod est le modèle du système et Obs
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la séquene des observations. L'ensemble des trajetoires peut être représenté par un
automate.
Exemple : Reprenons l'exemple de l'automate présenté à la gure 1.4. Considérons
que les événements observables sont b et p. Si le superviseur a reçu la seule observation
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Fig. 1.7  Exemple d'automate diagnosti
La reherhe du diagnosti peut alors s'érire omme présenté dans l'algorithme 1.
Cet algorithme est utilisé par exemple dans [Pen02℄ pour le diagnosti loal. La
fontion développe_invisibles onstruit tous les hemins ne générant auune obser-
vation et partant de l'ensemble d'états initiaux en paramètre, et renvoie la liste des
états atteints. Cette fontion orrespond à une ε-fermeture (ε-losure). La fontion
développe_observation(es, o) onstruit toutes les transitions partant d'un état de es et
générant l'observation o, et renvoie la liste des états atteints. L'automate est onstruit
petit à petit pendant le développement des hemins.
Algorithme 1 Algorithme lassique de reherhe de trajetoires dans un modèle par
automate
Reherhe des trajetoires sur le modèle Mod onsistantes ave l'ensemble
des observations Obs
états_ourants = développe_invisibles(I)
Tant que il reste une observation o à la liste Obs faire
états_ourants = développe_observation(états_ourants, o)
états_ourants = développe_invisibles(états_ourants)
Fin tant que
F∆ = états_ourants ∩ F
return ∆
Diagnostiqueur Observations : L'approhe diagnostiqueur onsidère les mêmes hy-
pothèses que onsidérées préédemment, 'est-à-dire la omplétude des observations.





nostiqueur est un automate déterministe dont les transitions ne sont étiquetées que par
des observations du système. À haque état du diagnostiqueur est assoié un ensemble
de ouples état-panne. La sémantique du diagnostiqueur est la suivante : onsidérons
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une séquene d'observations émise par le système, alors l'état du diagnostiqueur est
l'ensemble des états possibles dans le système à l'issue de l'émission de ette séquene
d'observations
1
et l'ensemble des pannes ayant eu lieu si on atteint et état.
Prenons ainsi le modèle de la gure 1.8. Sur ette gure, auun état n'est nal.
Cette notion n'a pas de sens dans un ontexte en-ligne, puisqu'on fait le diagnosti
alors que le système n'a pas ni de fontionner. Aussi, lorsqu'on utilise des formalismes
néessitant de dénir les états naux, on onsidère que tous les états sont naux. Sur
e modèle, les événements observables sont a, b, c et d, les événements de panne F1
et F2, et l'unique événement non observable est z. Le diagnostiqueur de e modèle est
présenté à la gure 1.9. Considérons le deuxième blo de la gure étiqueté 2 N 5 P1. Ce
blo signie qu'après les observations reçues pour parvenir à et état du diagnostiqueur,
l'état ourant du système est soit 2 (auquel as auun événement de panne n'a eu lieu,
N signiant normal) soit 5 (auquel as l'événement P1 a eu lieu).
Une fois le diagnostiqueur alulé, la tâhe de diagnosti est très simple. Il sut de
suivre le hemin sur le diagnostiqueur à l'aide des observations reçues (en onsidérant
qu'elles parviennent sans perte et de manière ordonnée), et l'état du diagnostiqueur
indique les états possibles du système ainsi que les événements de panne ayant pu
se produire. Ainsi, une fois l'état 6 P1 du diagnostiqueur atteint, il est possible de
diagnostiquer que l'événement de panne P1 a eu lieu.
[MR02℄ donne une méthode de onstrution de diagnostiqueur pour un système
modélisé par Bdd.
Approhes à la Lamperti, Zanella et oll. L'approhe proposée par Lamperti,
Zanella et oll. présentée en [LZ03b℄ étend les hypothèses sur les observations.
Observations : Dans ette approhe, on onsidère qu'il y a des inertitudes et un
ordre partiel sur les observations émises.
Notons tout d'abord que ette approhe onsidère un formalisme partiulier pour
la représentation des événements observables et des événements de panne. En plus du
modèle, le superviseur dispose de deux tables appelées viewer et ruler qui indiquent
respetivement quelles transitions sont observables et quelles transitions sont fautives.
Ces tables sont externes au modèle, ontrairement aux préédentes modélisations. Cela
permet de modier failement les événements observables.
Les observations sont représentées sous la forme d'un graphe diret aylique appelé
graphe d'observations omme présenté sur la partie gauhe de la gure 1.10. Un n÷ud
de e graphe représente une observation. ε indique qu'auune observation n'a été émise.
Remarquons que ette observation peut être inertaine, 'est-à-dire que l'on peut ne pas
onnaître l'observation de manière préise (voir par exemple c1, r qui indique qu'une
observation c1 ou une observation r a été reçue) voire ne pas être ertain qu'il y a
eu une observation émise (voir par exemple l, ε). Lorsqu'un hemin existe entre deux
n÷uds, ela signie que l'observation du premier n÷ud a été émise avant l'observation
du seond. Par exemple, sur la gure 1.10, l'observation sh a été émise avant toutes les
autres observations. En revanhe, on ne sait pas si l'observation o1 a été émise avant l,
1
C'est-à-dire avant qu'auun événement non observable n'ait eu lieu.




































2 N 5 P1
3 N 6 P1
4 P1 8 P2
5 P1 6 P2
4 P2
5 P26 P2
6 P1 4 P1
5 P1
Fig. 1.9  Diagnostiqueur du modèle de la gure 1.8
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Fig. 1.10  Graphe d'observations et espae d'index
À partir de e graphe, est onstruit l'espae d'index. Il s'agit d'un automate déter-
ministe et aylique qui représente l'ensemble des séquenes d'observations qui ont pu
être émises. Chaque état (appelé index ) de l'automate orrespond à une ou plusieurs
séquenes d'observations étiquetant les diérents hemins menant à et état. L'espae
d'état du graphe d'observations de la gure 1.10 est présenté à droite de la gure.
Ainsi, l'index I3 orrespond à l'émission de la séquene d'observations sh,l. L'index I4
orrespond aux séquenes sh,o1,l et sh,l,o1.
L'opération de base du diagnosti dans [LZ03b℄ est la fermeture silenieuse (silent
losure) équivalente à la fontion développe_invisibles à la diérene qu'elle part d'un
unique état q. Partant d'un état du système, on onstruit l'automate qui représente
l'ensemble des omportements possibles partant de et état et ne générant auune ob-
servation. Une fermeture silenieuse est don une partie du modèle dont l'état initial
est q et tous les états sont naux. Chaque fermeture silenieuse est assoiée à un index
de l'espae d'index.
La sémantique est la suivante : soit une fermeture silenieuse onstruite à partir d'un
état q assoiée à l'index I. Alors, il existe une séquene d'observations seq qui étiquette
un hemin menant à I telle qu'un hemin sur Mod mène de q0 à q, émet la séquene
des observations seq et se termine par l'émission de la dernière observation de seq.
Plutt que de donner l'algorithme utilisé dans [LZ03b℄, nous présentons un exemple.
La gure 1.11 donne un exemple partiel pour l'espae d'index de la gure 1.10. Depuis
l'état initial, on onstruit une fermeture silenieuse (représentée par une boite) assoiée
à I0. Depuis les états de ette fermeture, il existe deux transitions étiquetées par sh
(observation de la seule transition sortant de l'index I0 sur l'espae d'index) menant à
q1 et q2. Deux nouvelles fermetures silenieuses sont ainsi alulées assoiées à I1.
Il est à présent néessaire de onsidérer les transitions sur le modèle étiquetées par
o1 ou l issue d'un état de es fermetures silenieuses. Il existe quatre transitions pour o1
menant à deux états q3 et q4. On onstruit don deux fermetures silenieuses F1 et F2.
Sur l'espae d'index, l'index atteint depuis I1 par une transition étiquetée par o1 est

















Fig. 1.11  Exemple de diagnosti
I2. Ces deux fermetures F1 et F2 sont don assoiées à I2. Depuis les deux fermetures
assoiées à I0, il y a deux transitions pour l menant à à l'état q3. La fermeture F3 est
générée à partir de du même état que F1 mais est assoiée à I3. Les deux fenêtres sont
bien diérentes. Notons ependant qu'il est possible d'un point de vue algorithmique de
ne pas aluler une deuxième fois ette fermeture.
1.2.4.4 Synthèse
Les algorithmes que nous avons présentés onsidèrent généralement que les obser-
vations reçues sont omplètes, 'est-à-dire que toute observation émise est reçue par le
superviseur. De plus, on onsidère généralement que les observations sont sûres.
Dans les appliations réelles, es hypothèses ne sont souvent pas respetées. Une
solution est de onsidérer que le omportement des anaux de ommuniation est in-
tégré dans le modèle du système. Ainsi, les observations reçues par le superviseur sont
identiques aux observations émises par le système. Cependant, intégrer les anaux de
Diagnosti en-ligne 27
ommuniation au système introduit une ombinatoire très importante qui n'est pas
gérable dans les as réels.
Notre but dans ette thèse est d'autoriser des hypothèses plus générales que elles
généralement onsidérées. En partiulier, nous souhaitons pouvoir onsidérer un ordre
partiel des observations, des inertitudes sur les observations et des pertes d'observation.
Nous avons vu que les travaux de G. Lamperti et M. Zanella [LZ03b℄ permettaient
de traiter des observations partiellement ordonnées et inertaines en utilisant un espae
d'index onstruit à partir d'un graphe d'observations. L'approhe que nous développons
dans ette thèse est très semblable à elle-i. Nous nous appuyons aussi sur les travaux
de L. Console, Cl. Piardi et M. Ribaudo [CPR00℄ dans lesquels les auteurs représentent
les observations sous la forme d'un langage, mais sans préiser toutes les possibilités de
e langage.
Les approhes que nous avons présentées onernaient le diagnosti hors-ligne. Le
diagnosti en-ligne implique des problèmes supplémentaires que nous développons dans
la setion suivante.
Nous avons préisé que notre approhe s'appuyait sur un formalisme à base d'au-
tomates. Une des diultés de e formalisme pour les systèmes réels est que la taille
du modèle est exponentielle par rapport au nombre de omposants que omporte le
système. Aussi, la modélisation de systèmes d'une taille susamment importante est
impossible. L'approhe déentralisée a été développée dans e sens et nous la présentons
en setion 1.4.
Enn, la problématique assoiée à la reonguration des systèmes n'a pas été beau-
oup étudiée dans la littérature. Nous la présentons en setion 1.5.
1.3 Diagnosti en-ligne
Jusqu'ii, nous avons onsidéré le diagnosti hors-ligne de systèmes à événements
disrets. Dans e ontexte, toutes les observations devant être reçues ont été eetive-
ment reçues, et on eetue un diagnosti a posteriori du système. Le diagnosti en-ligne,
'est-à-dire pendant que le système fontionne, est plus diile pour plusieurs raisons
que nous donnons.
Nous présentons d'abord le diagnosti en-ligne, et en partiulier les diultés liées
à ette tâhe, puis nous montrons les algorithmes développés dans e adre.
1.3.1 Dénition du diagnosti en-ligne
Nous présentons d'abord le diagnosti en-ligne, et nous mettons en valeur la notion
de alul inrémental du diagnosti que nous préisons par la suite.
1.3.1.1 Diagnosti en-ligne
Étant donné un ux d'observations sur le système, nous herhons à eetuer un
diagnosti du système. On qualie e diagnosti d'en-ligne.
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Dénition 1.9 (Diagnosti en-ligne).
Le diagnosti en-ligne onsiste à diagnostiquer à diérentes dates onséutives un sys-
tème pendant que elui-i émet un ux d'observations.
Le diagnosti en-ligne onsiste à aluler le diagnosti du système pendant que elui-
i fontionne et émet des observations. Le système est ensé pouvoir fontionner pendant
un temps non borné. Le but est de donner un état du fontionnement atuel du système.
Il n'est don pas aeptable d'avoir un retard trop important. Pour ette raison, le
diagnosti peut avoir du retard (notamment en as de grande omplexité du alul)
mais e retard ne doit pas roître indéniment.
Le diagnosti en-ligne onduit à deux diultés. La première diulté est la om-
plexité du alul. Comme nous l'avons dit, le but est de fournir un diagnosti pendant
que le système fontionne, et don le plus rapidement possible. De plus, le diagnosti en-
ligne se fait généralement à plusieurs reprises. Si l'outil hargé du diagnosti ne parvient
pas à gérer le ux d'observations et inférer le diagnosti susamment rapidement, alors
le diagnosti en-ligne est impossible. Le alul du diagnosti doit don être susamment
eae. D'autre part, puisque le nombre d'observations augmente régulièrement, il est
néessaire de disposer d'un diagnosti inrémental, 'est-à-dire utilisant le diagnosti de
la date ti−1 lors du alul du diagnosti de la date ti. Du point de vue inrémental, la
omplexité du traitement des nouvelles observations ne doit pas dépendre du nombre
d'observations reçues avant ti−1 (puisque e nombre augmente de manière non bornée).
La seonde diulté porte sur le raisonnement lui-même. En eet, le diagnosti
s'eetue sur un système qui génère des observations, et ertaines de es observations
peuvent ne pas être enore parvenues au superviseur (non omplétude des observations).
Le ontexte en-ligne ajoute don des inertitudes sur les observations.
Remarquons que dans le adre du diagnosti en-ligne, [Gue03℄ note l'eaité du
diagnosti selon les trois as suivants :
 Dans le meilleur des as, le diagnosti prédit que le système va tomber en panne.
 Sinon, le diagnosti peut indiquer que le système est atuellement en panne.
 Enn, lorsque es deux as ne sont pas possibles, le diagnosti peut indiquer
que le système a été en panne. Cei permet de donner un diagnosti partiel de
l'état atuel (quand les pannes sont permanentes, notamment) ou d'avoir une
expliation a posteriori d'un omportement observé.
1.3.1.2 Diagnosti inrémental
Lorsqu'on souhaite eetuer un diagnosti sur des fenêtres d'observations de plus en
plus grandes, il est possible de réutiliser les premiers aluls pour eetuer les aluls
suivants. Le alul inrémental du diagnosti onsiste à réutiliser le résultat du alul
pour des fenêtres de plus en plus grandes.
Dénition 1.10 (Calul inrémental du diagnosti).
Soit W et W ′ deux fenêtres telles que W est un préxe de W ′. Alors, le alul inré-
mental du diagnosti ∆′ de W ′ est le alul utilisant le diagnosti ∆ de W et (W ′−W).
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Le alul inrémental du diagnosti a pour but d'aélérer le alul de ∆′ en utilisant
le alul W déjà eetué. La fenêtre W est un préxe deW ′ et il est généralement su-
sant de aluler le diagnosti de W ′−W puis de onaténer e diagnosti au diagnosti
de W pour obtenir le diagnosti de W ′. Une diulté est alors de déouper les fenêtres
des observations.
1.3.2 Algorithmes pour le diagnosti en-ligne
Lorsque les hypothèses sur les observations sont simples (omplétude des observa-
tions), le diagnosti en-ligne onsiste à onstruire le diagnosti par les méthodes présen-
tées hors-ligne en utilisant les observations émises, et enrihir le diagnosti à haque fois
qu'on onnaît de nouvelles observations émises. Par exemple, il est possible de ontinuer
le dépliage du réseau de Petri ou ontinuer à utiliser le diagnostiqueur à partir de l'état
préédent atteint dans le diagnostiqueur. Nous donnons ii deux as supplémentaires.
Diagnosti en-ligne de systèmes atifs Les travaux de Lamperti, Zanella et oll.
ont étendu le problème du diagnosti pour le as en-ligne (appelé ontinuous). Dans
[LZ03a℄, les auteurs onsidèrent le as simple où les observations parviennent dans
l'ordre de leur émission. Dans e adre, le diagnosti peut être obtenu de la manière
suivante : tout d'abord, le diagnosti est la fermeture silenieuse de l'état initial. Lors de
la réeption d'une observation, on alule toutes les transitions sortant de la fermeture
et étiquetée par l'observation. Pour haque état atteint par une de es transitions, on
alule la fermeture silenieuse et ainsi de suite, omme présenté en introdution de
ette sous-setion.
Les auteurs ont montré dans [LZ04℄ omment généraliser e résultat au as des
observations inertaines et partiellement ordonnées. Sans rentrer dans les détails, la
méthode est prohe de elle utilisée dans le adre hors-ligne. Le graphe des observations
est onstruit ainsi que l'espae d'index et le diagnosti selon et espae. À la réeption
d'une nouvelle observation, le graphe et l'espae d'index sont mis à jour (ajout d'un
n÷ud au graphe et d'un nombre petit
2
d'index). On peut don onsidérer que la fenêtre
d'observation est réduite à une seule observation si on onsidère le graphe des observa-
tions, ou au moreau d'automate ajouté à l'espae d'index. Le diagnosti est également
mis à jour pour tenir ompte des ajouts dans l'espae d'index.
Le diagnosti est eetué en onsidérant que toutes les observations néessaires au
diagnosti ont été reçues. Cependant, il est possible qu'une observation o émise avant la
dernière observation o′ reçue n'ait pas enore été reçue. L'algorithme permet de prendre
en ompte ette possibilité, mais le diagnosti en-ligne eetué après la réeption de o′
ne prenait pas en ompte l'émission de o, et n'est don pas orret. On peut qualier e
diagnosti de pessimiste dans le sens où il onsidère qu'auune autre observation, émise
avant la dernière observation reçue, ne peut être reçue.
2
La valeur de e nombre dépend du type de système et de anaux de ommuniation, mais on peut
généralement onsidérer qu'elle est bornée et petite.
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Diagnosti en-ligne par fenêtres temporelles sûres L'approhe développée par
Y. Penolé, M.-O. Cordier et oll. [PCR01℄, [Pen02℄, [PC05℄
3
onsidère généralement
que la période d'observation peut être déoupée en fenêtres temporelles sûres. Une
fenêtre temporelle est dénie omme sûre si elle est délimitée par deux points d'arrêts
sains, 'est-à-dire pour lesquels on dispose de la liste des observations émises à ette
date. Un tel point est obtenu quand auune observation n'est reçue après un délai qui
orrespond au temps maximum que néessite une observation émise pour être reçue.
Ainsi, le superviseur onnait préisément les observations émises pendant haque fenêtre
et il est possible d'eetuer le alul omme dans un ontexte hors-ligne.
Il n'est pas toujours possible de onstruire des fenêtres sûres, et les auteurs ont
proposé un diagnosti étendu permettant de onsidérer jusqu'à k observations émises
pour haque omposant du système et non reçues.
1.3.3 Synthèse
Le diagnosti en-ligne pose des diultés supplémentaires par rapport au diagnosti
hors-ligne. La première diulté est que le alul doit être eetué de manière eae,
et don de manière inrémentale. La seonde diulté est de onsidérer des hypothèses
supplémentaires sur les observations émises, à savoir que ertaines observations émises
peuvent ne pas avoir été reçues, et ne sont don pas onnues.
1.4 Modélisation et diagnosti déentralisés et distribués
Les approhes déentralisée et distribuée voient le système omme un ensemble de
parties (qu'on appelle par la suite omposants) interonnetés. Le raisonnement est
eetué de manière loale avant de fusionner es raisonnements. On onsidère géné-
ralement dans la littérature que les approhes déentralisées fournissent un diagnosti
global pour un unique superviseur. En revanhe, dans le ontexte distribué, il existe
plusieurs superviseurs haun en harge d'une partie du système. Dans e seond as,
le diagnosti est don loal à haque partie du système (voir par exemple [WYL04℄).
Nous donnons d'abord les raisons pour lesquelles les approhes distribuée et déen-
tralisée ont été développées. Nous présentons ensuite les modélisations assoiées et les
algorithmes mis en plae pour bénéier de la modélisation distribuée.
1.4.1 Justiations des approhes distribuée et déentralisée
La plupart des systèmes réels que l'on herhe à diagnostiquer sont déentralisés par
nature. En eet, ils sont onstitués de omposants ou pièes interreliés. On peut ainsi
onsidérer les exemples de réseaux, de véhiules automobiles, de haînes de prodution
en usine ou de web-servies. La oneption et la onstrution d'un système par ompo-
sants ore de nombreux avantages : les pièes sont normalisées et utilisables dans divers
ontextes ; elles peuvent être produites en série. Les systèmes peuvent également évoluer
3
Cette approhe est faite dans un ontexte de diagnosti déentralisé expliqué en sous-setion 1.4.3.2.
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par la modiation des omposants (voir la reonguration en setion 1.5). Une modi-
ation du système est aisée et moins oûteuse. Puisque les systèmes sont déentralisés
par nature, il paraît logique de les représenter et les diagnostiquer de la même manière.
Pour les gros systèmes, la onstrution du modèle du système est une tâhe diile.
En revanhe, la modélisation de haque omposant est simple (lorsqu'on onsidère des
omposants susamment petits). Ainsi, modéliser le système par ses omposants plutt
que globalement est beauoup plus rapide et soure de moins d'erreurs. Dans ertains
as, notamment lors d'une modélisation par automate, la taille du modèle global peut
être exponentielle par rapport au nombre de omposants. Ainsi, il est impossible de mo-
déliser un système omprenant ne sera-e qu'une trentaine de omposants. En revanhe,
la taille du modèle déentralisé est linéaire par rapport au nombre de omposants.
À partir d'un modèle déentralisé, il est néessaire d'adapter les algorithmes de
diagnosti pour ette représentation. Certaines approhes que nous présentons par la
suite gardent une modélisation globale du système, mais eetuent néanmoins un alul
déentralisé dans le but de diminuer la omplexité de e alul. Le alul est eetué de
manière loale aux omposants, avant qu'une fusion de diagnostis soit néessaire pour
un diagnosti global.
Dans l'approhe distribuée, il n'y a pas un unique superviseur, mais un ensemble de
superviseurs, haun en harge d'une partie du système. La tâhe du diagnosti est don
eetuée de manière loale, et les superviseurs doivent ensuite eetuer un reoupement
de leurs hypothèses ave leurs superviseurs voisins.
Notons que le hoix d'une approhe déentralisée ou distribuée est omplètement
dépendant des ontraintes arhiteturales ou de l'utilisation qu'on souhaite faire du
diagnosti. Par exemple, pour un système dont on souhaite ontrler le omportement
de manière globale, on hoisit un diagnosti déentralisé. En revanhe, pour un ontrle
loal par agents, il faut une approhe distribuée.
Nous présentons par la suite omment onstruire le modèle déentralisé du système.
Puis nous présentons les algorithmes déentralisés et, dans un moindre mesure, distri-
bués de la littérature.
1.4.2 Modélisations déentralisées
Nous onsidérons tout d'abord les diérentes manières de modéliser un système de
manière déentralisée. Les modélisations déentralisées onsidèrent le système omme
un ensemble de omposants interommuniants. Ces ommuniations peuvent être syn-
hrones ou asynhrones. Nous étudions ii les modélisations à base d'algèbres de pro-
essus, de réseaux de Petri et d'automates.
1.4.2.1 Algèbres de proessus
Les algèbres de proessus permettent de modéliser le omportement du système de
manière déentralisée.
Dans Pepa, il faut utiliser l'opération de oopération

L
. Le omportement du




S2 où S1 est le modèle d'un sous-système, S2
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est le modèle du reste du système et L synhronise les omportements de S1 et S2.
Cette notation permet de représenter un système de manière hiérarhique ou omme
un ensemble de omposants. Les ommuniations entre les omposants sont synhrones.
1.4.2.2 Réseaux de Petri
Dans les réseaux de Petri, la modélisation est déjà très prohe d'une modélisation
déentralisée. En eet, on peut onsidérer qu'un omposant est modélisé par un ensemble
de plaes ainsi que les transitions menant d'un ensemble à un autre. La gure 1.12 donne
un exemple de modélisation déentralisée pour le système. On voit que les plaes P5 et P9
appartiennent aux deux modèles. On appelle es plaes des plaes d'entrée ou de sortie.
Ces plaes permettent de représenter les ommuniations entre les omposants. Ainsi,
l'émission d'un message du omposant inférieur sur la gure 1.12 vers le omposant
supérieur se fait soit par la transition t5 soit par la transition t7 qui onduisent toutes
les deux à la prodution d'un jeton dans la plae P5. La réeption du message est
eetuée par la onsommation du jeton de ette plae (ii par la transition t9). On voit
que l'émission et la réeption de la ommuniation entre les deux omposants ne sont
pas simultanées. En partiulier, d'autres transitions peuvent être tirées entre es deux
transitions. Il s'agit don d'une ommuniation asynhrone.
1.4.2.3 Automates ommuniants
Les automates ommuniants sont également appelés transduteurs ([AU72℄). Ces
automates dérivent le omportement de haque omposant lors de la réeption d'un
message venant de l'environnement ou d'un autre omposant, et dérivent omment es
omposants émettent à leur tour des messages. Nous présentons ii le formalisme utilisé
dans [Roz97℄ et utilisé elui dans [Pen02℄ qui sont à la base du formalisme utilisé dans
ette thèse (présenté en setion 7.2).
Dans [Roz97℄, un omposant est modélisé par un tuple (Q, q0, E , δ,V,A) où :
 Q est l'ensemble des états et q0 ∈ Q est l'état initial,
 E est un ensemble d'événements qui se partitionne en Er (événements reçus), Ee
(événements émis) et E
int
(événements internes),
 δ est un ensemble de transitions,
 V est un ensemble de variables et A(V) un ensemble d'ations possibles sur V.
Un événement e ∈ E est un ouple (m,p) où m est un message et p un port. Un
port est une interfae ave l'extérieur. On distingue l'ensemble des ports d'entrée Pr (r
pour réeption) et l'ensemble des ports de sortie Pe (e pour émission). Une transition
δ = (qd, er, c, qa, {em}, a) fait passer de l'état qd à l'état qa si la ondition c est vraie et
si l'automate lit le symbole d'entrée er. Dans e as, l'automate émet les messages de
la liste {em} et eetue l'ation a.
Un exemple de transition est donné sur la gure 1.13. La transition orrespon-
dante est t =(es,(arret(tp),reset),,hs,{(reinit,servie)},tpan:=t). Le omposant étant
dans l'état es, si la ondition  est vériée, et si le omposant reçoit le message arret(tp)




























Fig. 1.12  Modèle déentralisé du système modélisé à la gure 1.3
sur le port reset, alors le omposant passe dans l'état hs et émet l'unique message reinit
sur le port servie tandis que la variable tpan prend la valeur de t. Sur la représentation







Fig. 1.13  Exemple de transition
Le modèle du système omprend également un ensemble de onnexions. Une
onnexion relie le port de sortie d'un omposant et le port d'entrée d'un autre ompo-
sant. Lorsqu'une onnexion existe entre deux omposants, alors l'émission d'un message
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par le premier omposant sur son port de sortie onduit à la réeption synhrone du
message par le deuxième omposant sur son port d'entrée.
À l'aide de e modèle déentralisé du système, il est possible de reonstruire le modèle
du système. Considérons (Q1, q01, E1, δ1,V1,A1) et (Q2, q02, E2, δ2,V2,A2) les modèles de
deux omposants. Alors, l'automate A du sous-système onstitué des deux omposants
est (Q, q0, E , δ,V,A) déni ainsi :
 Q = Q1 ×Q2,
 q0 = (q01, q02),
 E = E1 ∪ E2,
 V = V1 ∪ V2,
 A = A1 ∪ A2.
L'ensemble des transitions est alulé de la manière suivante :
Pour les transitions (qi, e, c, q
′
i, l, a) qui ne onernent que le omposant i, 'est-à-dire
telles qu'auun message n'est émis sur un port onneté à un port du omposant j 6= i,
alors il existe une transition ((qi, qj), e, c, (q
′
i, qj), l, a) dans δ pour tous les états qj du
omposant j.
Pour les transitions (qi, ei, ci, q
′
i, li, ai) et (qj , ej , cj , q
′
j , lj , aj) onernant les deux om-
posants, 'est-à-dire telles qu'il existe un message m émis par le omposant i sur un port





est ajouté à δ si ej orrespond à la réeption du message m sur le port onneté. L'éti-
quette l orrespond à l'union l1 ∪ l2 où on remplae les événements d'émission et de
réeption de m par un événement interne. Cette opération est appelée synhronisation
des deux transitions.
Cette modélisation permet d'obtenir le modèle global du système à partir d'une
modélisation déentralisée.
La modélisation proposée dans [Pen02, PC05℄ reprend les mêmes onepts que la






, Qi, Ei) où :
 Σi
de
est l'ensemble des événements délenheurs (événements dont la ible est Γi),
 Σi
émis
est l'ensemble des événements émis par le omposant (événements dont






 Qi est l'ensemble des états du omposant,





émis ×Qi) est l'ensemble des transitions.
Une transition (q, de, E , q′) représente le omportement du omposant à la réeption
du message de : il passe de l'état q à l'état q′ en émettant les messages E . Notons que
les variables sont abstraites. En outre, les ports sont également abstraits. En eet,
l'événement émis e par le omposant Γi est reçu (sauf en as d'observation) par un




Le modèle déentralisé du système se dénit alors omme l'ensemble des modèles de
haque omposant : Γ = {Γ1, . . . ,Γn}. Les onnexions entre omposants sont impliites.
Le omportement global du système ‖ Γ ‖ peut être alulé par synhronisation de
manière omparable à [Roz97℄, mais n'est pas fait ontrairement à [Roz97℄ pour éviter
l'explosion ombinatoire.
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[MR02℄ indique que dans la modélisation par Bdd ou par p−dd, on peut onsidérer
haque variable omme le modèle d'un omposant virtuel. En eet, le modèle global
s'obtient alors par synhronisation des modèles loaux représentés par la projetion du
modèle global sur haque variable. Une modélisation par Bdd peut don, de e point
de vue, être onsidérée omme une modélisation déentralisée.
1.4.2.4 Modélisation à la Lamperti-Zanella
Les systèmes atifs [LZ03b℄ onsidérés par G. Lamperti et M. Zanella sont des sys-
tèmes hiérarhiques onstitués de omposants interreliés par des onnexions asynhrones
ou synhrones appelées links.
Chaque omposant dispose d'un ensemble de terminaux, qui sont les points de
onnexion entre le omposant et son environnement. Par es terminaux entrent (dans le
as des terminaux d'entrée) ou sortent (dans le as des terminaux de sortie) des événe-
ments. On distingue l'entrée standard In (pour les événements provenant de l'extérieur
du système), la sortie standard Out (pour les événements émis vers l'extérieur du sys-
tème) et la sortie d'erreur Flt modélisant les omportements fautifs. Formellement, le
omportement d'un omposant est un automate (S,Ein, I, Eout, O, T ) où S est un en-
semble d'états, Ein (resp. Eout) l'ensemble des événements reçus (resp. émis), I (resp. O)
l'ensemble des terminaux d'entrée (resp. de sortie) et T : S×Ein×I×2
Eout×O 7→ 2S l'en-
semble des transitions. Une transition est empruntée lors de la réeption d'un événement
d'entrée reçu sur un terminal d'entrée (événement noté α), et produit un ensemble d'évé-
nements émis haun sur un terminal de sortie diérent (événements β). Par ailleurs,
l'état du omposant évolue pendant le franhissement de la transition. Remarquons que
la transition n'est pas néessairement déterministe.
Le modèle d'un omposant est présenté à la gure 1.14. Dans et exemple, le ompo-
sant omporte deux terminaux d'entrée, Il et Ir représentés par les triangles, et quatre
terminaux de sortie, Ol, Or, O1 et O2 représentés par les erles. Ces terminaux sont en
plus des terminaux standard. Prenons l'exemple de la transition T3. Cette transition
peut s'expliquer de la manière suivante. Le omposant étant dans l'état Normal, la
réeption de l'événement z2 provenant du terminal Il onduit à l'émission du message
z2 sur le terminal O2. Par ailleurs, le omposant passe dans l'état Shl.
Le système est onstitué d'un ensemble de omposants interreliés au travers
de onnexions appelées links. Un lien est un 5-tuple (Y, I,O, χ, P ) où Y ∈
{SYNC,ASYNC} indique si la onnexion est synhrone, I (resp. O) orrespond au
terminal d'entrée (resp. de sortie) de la onnexion, χ est la apaité d'événements pou-
vant rester en attente dans la onnexion et P indique la politique de saturation. Par
exemple, si un événement est transmis dans une onnexion ayant atteint sa limite de
apaité χ, alors e dernier événement peut être perdu, ou il peut remplaer le dernier
message. Les onnexions de type asynhrone sont onsidérées omme des les FIFO
(rst in, rst out).
Le système omporte alors deux types de omportements distints. D'une part, le
système peut évoluer par l'ourrene d'un événement extérieur ('est-à-dire via le ter-
minal In d'un omposant). D'autre part, si au moins un lien dispose d'un événement






T1: (Sh,In) | (z1,O1),(z1,O2),
(z2,Ol),(z2,Or),
(shorted,Out)
T2: (uh,In) | (ok,O1),(ok,O2),
(ok,Ol),(ok,Or)
T3: (z2,Il) | (z2,O2)
T4: (ok,Il) | (ok,O2)
T5: (z2,Ir) | (z2,Ol)







Fig. 1.14  Exemple d'un modèle de omposant
non transmis, 'est-à-dire toujours dans la le d'attente des messages, alors le système
est en mode réatif (reating mode) et l'événement peut être transmis onduisant à
l'évolution du omposant réepteur. Si les liens ont transmis la totalité des événements,
alors le système passe dans le mode passif (quiesent mode). À haque fois, les ompo-
sants voisins peuvent évoluer de manière synhrone en as d'émission d'événement vers
un lien synhrone.
1.4.3 Algorithmes déentralisés
Les algorithmes de diagnosti déentralisés raisonnent de manière loale sur les om-
posants et fusionnent les résultats de es raisonnements pour obtenir un diagnosti
global.
1.4.3.1 Diagnosti déentralisé par protoole
Il existe des approhes par protoole pour le diagnosti déentralisé [DLT98, WYL04,
SW00℄. Ces approhes s'appuient sur le modèle global du système. Dans es approhes,
on onsidère qu'il existe plusieurs sites. Chaun de es sites reçoit ertaines observations
(par exemple, le site 1 reçoit les observations émises par les apteurs A et B). Plusieurs
sites peuvent reevoir les mêmes observations.
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Loalement à haque site, est eetué un raisonnement à partir des observations
reçues. Ce raisonnement est généralement eetué par un diagnostiqueur onstruit lo-
alement au site. Ainsi, la omplexité du modèle global n'est pas un problème pour
le raisonnement lors du diagnosti. En revanhe, elle l'est lors du alul des diagnosti-
queurs loaux. De manière loale, les diagnostiqueurs obtiennent un ensemble de pannes
qu'ils fournissent à un oordinateur qui a la harge de onstruire le diagnosti global.
Le oordinateur s'appuie sur des notions de diagnostiabilité loale pour détermi-
ner le diagnosti global. Ainsi, les auteurs dénissent la F-odiagnostiabilité, la NF-
odiagnostiabilité et la diagnostiabilité indépendante (voir [Sen98℄).
Il est alors possible d'utiliser es propriétés et d'utiliser un protoole pour déter-
miner l'ourrene d'événements de panne. Chaque site peut émettre un message au
oordinateur du type : faute, pas de faute, faute si auun site ne dit  pas de faute ,
pas de faute si auun site ne dit  faute , rien. [WYL04℄ donne la table utilisée par le
oordinateur ave notamment les onits de diagnosti possibles.
1.4.3.2 Diagnosti déentralisé à la PenoléCordier
L'approhe proposée par Y. Penolé et M.-O. Cordier et résumée dans [PC05℄ utilise
la modélisation déentralisée du système pour onstruire le diagnosti. Le prinipe est de
onsidérer que le modèle du système est de taille très importante, tandis que le diagnosti
en lui-même est relativement petit. La raison de ette propriété est que les observations
sur le système ontraignent fortement les omportements possibles du système.
Aussi, l'approhe déentralisée propose de onstruire un diagnosti loal à haque
omposant puis de fusionner les diagnostis selon une ertaine stratégie pour produire








Γ = {Γ1, . . . ,Γn}
{||γ1||, . . . , ||γm||}
{∆γ1(Oγ1), . . . ,∆γm(Oγm)}
||Γ||
∆(O)
Fig. 1.15  Approhe entralisée / approhe déentralisée
Le diagnosti loal ∆γ à un omposant γ est un alul du diagnosti (représenté
sous forme d'automate) prenant en ompte le modèle du omposant et les observations
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eetuées sur e omposant. Auune restrition n'est eetuée dans les ommuniations
entre le omposant et le reste du système. Ainsi, ertaines trajetoires du diagnosti
sont possibles sous réserve que les ommuniations ave le reste du système qu'elles
omportent soient possibles. C'est e qui est désigné sous le terme d'hypothèse de om-
muniation.
Une fois les diagnostis loaux alulés, il faut fusionner les diagnostis. Ainsi, soit
γ un sous-système onstitué des sous-systèmes γ1 et γ2. Alors, à partir des omporte-
ments de γ1 et γ2, on alule les omportements possibles de γ. Ces omportements sont
beauoup plus failes à aluler à partir des diagnostis ∆γi puisque le nombre de om-
portements possibles est restreint. La fusion de deux diagnostis permet de vérier les
hypothèses qui étaient eetuées sur les ommuniations entre les deux sous-systèmes ;
en eet, il faut vérier que tout message envoyé par un omposant du premier sous-
système à un omposant du seond sous-système a bien été reçu, et réiproquement. En
revanhe, les hypothèses de ommuniation entre γ et le reste du système ne sont pas
vériées à e niveau du alul.
La fusion des diagnostis est eetuée deux à deux pour restreindre autant que pos-
sible le nombre de omportements à étudier. On appelle stratégie l'ordre dans lequel la
fusion des diagnostis s'eetue. Il apparaît que ertaines stratégies sont plus intéres-
santes que d'autres. En partiulier, il est préférable de fusionner en priorité les diag-
nostis de sous-systèmes dont les omportements sont dépendants, pour restreindre les
omportements (et vérier la non validité de ertaines hypothèses) et réduire la taille du
diagnosti. Il est possible de se baser sur le modèle pour savoir quels sous-systèmes om-
muniquent le plus entre eux, et d'avoir ainsi une stratégie de fusion statique. Cependant,
d'une exéution à une autre, e ne sont pas les même sous-systèmes qui ommuniquent
entre eux. Les auteurs ont don proposé une stratégie dynamique où l'ordre de fusion
est hoisi de manière dynamique en se basant sur les diagnostis et non sur le modèle
déentralisé. Dans ertains as, la fusion des diagnostis de deux sous-systèmes ne four-
nit auune information supplémentaire. L'utilisation d'une stratégie dynamique permet
de proter de e phénomène en onservant les diagnostis loaux aux sous-systèmes ne
ommuniquant pas deux à deux.
Une diulté qui apparaît lorsque l'on fusionne les diagnostis est le problème de
onurrene. La onurrene est le phénomène représenté par l'ourrene d'événements
sur des sous-systèmes disjoints. Le problème de e genre de omportement est que
le nombre de séquenes représentant des omportements onurrents est fatoriel, et
le nombre d'états néessaires pour leur représentation est exponentiel par rapport au
nombre d'événements onurrents.
Les travaux développés par Y. Penolé et M.-O. Cordier utilisent une notion prohe
de la onurrene : l'indépendane. Dans l'indépendane, l'ordre d'ourrene de er-
taines paires d'événements ne hange pas le omportement global du système. Formel-
lement, soit a et b deux étiquettes de transitions. Alors, si pour tout état q :
 si a peut avoir lieu en q et q′ est l'état du système après l'ourrene de a, alors
b peut avoir lieu en q si et seulement si b peut avoir lieu en q′,
 réiproquement pour b et a,
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 si a et b peuvent avoir lieu en q, alors l'état atteint depuis q après les ourrenes
de a puis b est le même que elui atteint après les ourrenes de b puis a.
Il est alors possible de représenter des omportements indépendants par des traes
de Mazurkiewiz [Maz88℄. Considérons par exemple les événements a, b et c tels que a
et b sont indépendants ainsi que b et c (mais pas a et c). Alors, la trae de Mazurkiewiz
a, b, c représente non seulement la séquene a, b, c mais également les séquenes b, a, c
et a, c, b, 'est-à-dire toute séquene qui peut être obtenue par permutations suessives
de deux événements indépendants se suivant dans la séquene d'événements.
Y. Penolé et M.-O. Cordier utilisent les tehniques de rédution d'ordre partiel
[Pel93℄ utilisant les traes de Mazurkiewiz pour réduire la taille des diagnostis de
(sous-)systèmes.
Nous avons présenté dans [CGLP03a℄ et [CGLP03b℄ une propriété prohe de l'in-
dépendane appelée l'interversibilité. Cette propriété indique que deux événements
peuvent être éhangés dans une séquene lorsqu'ils sont séparés par ertaines séquenes
d'événements. L'adaptation de la tehnique de rédution d'ordre partiel à l'interversi-
bilité permet de réduire la taille de l'arbre de reherhe dans le adre du diagnosti ou
de la planiation.
1.4.3.3 Diagnosti déentralisé à la LampertiZanella
Le diagnosti de systèmes atifs permet également un diagnosti déentralisé (ap-
pelé en l'ourrene diagnosti modulaire). Cette approhe est très semblable à elle
développée par Penolé et al.
Le système est divisé de manière hiérarhique en lusters. Un luster ξ est modélisé
par Mξ = (Cξ,Lξ,Dξ), 'est-à-dire un ensemble de omposants Cξ appelés n÷uds, l'en-
semble de liens Lξ entre les omposants et l'ensemble de liens onnetés ave l'extérieur
Dξ.
La déomposition d'un (sous-)système ξ est un ensemble de lusters disjoints : Ξ(ξ) =
{ξ1, . . . , ξn}. L'interfae Interf (Ξ(ξ)) de la déomposition Ξ(ξ) est l'ensemble des liens
entre deux lusters.
À nouveau, un luster peut être déomposé en lusters de taille plus petite. Un
graphe dit de reonstrution représente la déomposition hiérarhique du système.
Sans entrer dans les détails, le diagnosti est eetué de manière loale, et éven-
tuellement parallèlement, pour haque luster. Ensuite, il est possible de reonstruire
le diagnosti d'un luster de plus haut niveau à partir des diagnostis de haun des
lusters de la déomposition du luster. Remarquons ependant que le hoix de fusion
des diagnostis au sein d'un luster ne se fait pas de manière dynamique, mais est régi
par la struture hiérarhique modélisant le système.
1.4.4 Algorithmes distribués
Nous avons vu que le diagnosti distribué onsiste à aluler les diagnostis loaux
de sous-systèmes. Le diagnosti global du système n'est pas alulé, et il n'y a pas de
superviseur global du système.
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Notre thèse ne se situe pas dans e ontexte. Aussi, nous présentons les approhes
distribués de manière rapide.
1.4.4.1 Diagnosti distribué par réseau de Petri
Le diagnosti distribué par réseau de Petri [BHFJ04℄ herhe à aluler un dépliage
pour haque omposant, par exemple les deux omposants de la gure 1.12. Dans le
réseau du premier omposant, le marquage initial n'inlut pas de jeton pour la plae P5
et auune transition ne fournit de jeton à la plae P5. Cependant, il s'agit d'une plae
d'entrée et les jetons de ette plae orrespondent à des messages envoyés par le seond
omposant. Aussi, d'un point de vue loal, le dépliage du réseau du premier omposant
peut omporter autant de plaes étiquetées par P5 que l'on veut.
Une plae d'entrée dans un dépliage de diagnosti loal doit orrespondre à une
plae de sortie dans le dépliage d'un autre diagnosti loal. Pour ela, les diagnostis
sont fusionnés deux à deux, jusqu'à obtenir une stabilisation des diagnostis. On peut
se référer à [BHFJ04℄ pour plus de préisions.
1.4.4.2 Diagnosti de réseau de Petri par retour arrière
Dans [JB05℄, les auteurs ont onsidéré l'extension de l'approhe par retour arrière
que nous avons présentée en n de sous-setion 1.2.4.2, page 21 pour permettre un diag-
nosti distribué. Dans ette approhe, le diagnosti onsiste à vérier par retour arrière
le marquage minimum néessaire pour expliquer les observations reçues. Lorsque le mar-
quage minimum indique des jetons sur des plaes d'entrée, l'outil de diagnosti loal
transmet ette information à l'outil hargé du diagnosti du omposant transmettant
des messages via ette plae. Alors, le superviseur loal herhe à expliquer l'émission de
es messages (en demandant éventuellement de manière réursive que soient expliquées
des réeptions de messages par son propre omposant) et indique si le omposant a pu
transmettre les messages. Un iruit entre une plae d'entrée et une plae de sortie doit
omporter au moins une observation pour éviter les boules innies dans le proessus.
1.4.4.3 Diagnosti distribué par langage
Dans [Sen98℄, l'auteur onsidère que le omportement du système peut être modélisé
par un langage L sur l'ensemble de mots Σ. Le diagnosti est don un langage. L'hy-
pothèse onsidérée dans et artile est que le omportement est modélisé de manière
globale.
R. Su et W. Wonham [SW04℄ reprennent un formalisme omparable. Le diagnosti
loal est représenté par le langage Li projetion de L sur l'ensemble Σi. Un lien virtuel
synhrone existe entre deux sites i et j si es sites partagent ertains événements Σi ∩
Σj 6= ∅. Les liens sont arbitrairement orientés, donnant une relation de parenté et de
liation entre les sites (si possible pour produire un arbre).
Une fois le diagnosti loal alulé, l'algorithme CPLC de diagnosti onsiste à
synhroniser un diagnosti loal d'un site ave les diagnostis d'une partie de ses voisins
puis à reprojeter le omportement sur l'ensemble des événements Σi du site. Cette
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synhronisation se passe en deux boules, tout d'abord des sites ls aux sites parents
(des feuilles à la raine) et ensuite dans l'autre sens. Pour des langages nis, l'algorithme
termine. De plus, pour un graphe sous forme d'arbre, l'algorithme néessite au plus deux
boules.
Les auteurs proposent également un seond algorithme nommé CPGC. Cet algo-
rithme est hiérarhique et onsiste à partitionner l'ensemble des sites en sous-systèmes
4
.
Le langage de haque sous-système est alulé (synhronisation des langages de haque
site) et éventuellement abstrait. Sur e seond niveau, l'algorithme CPLC est alors ap-
pliqué. Le diagnosti de haque sous-système est ensuite projeté sur haque site, e qui
permet une onvergene plus rapide avant l'appliation de CPLC sur l'ensemble des
sites.
1.4.5 Synthèse
Les approhes déentralisées sont indispensables pour pouvoir onsidérer des sys-
tèmes onstitués d'un grand nombre de omposants. La littérature omprend plusieurs
raisons pour privilégier un alul déentralisé à un alul global du diagnosti, en par-
tiulier de performanes meilleures dans la mesure où un raisonnement loal préalable
(et éventuellement en parallèle pour haque omposant) permet de réduire fortement
l'espae de reherhe pour le diagnosti. Cependant, nous onsidérons que la prinipale
raison pour laquelle l'approhe déentralisée est indispensable est que le modèle global
(au moins dans une approhe par automate) est impossible à onstruire pour un système
d'une taille susamment importante.
Comme nous l'avons indiqué, nous onsidérons dans ette thèse qu'il existe un unique
superviseur en harge du système, et il est don néessaire de onstruire le diagnosti
global du système. L'approhe développée dans ette thèse étend les travaux eetués
dans l'équipe Dream et présentés dans [PC05℄.
1.5 Diagnosti de systèmes reongurables
Nous avons présenté jusqu'ii le diagnosti de systèmes à topologie statique. La
plupart des systèmes ont ependant une topologie dynamique, mais e point n'a pas
beauoup été traité dans la littérature.
Nous présentons d'abord les systèmes reongurables et insistons sur l'importane
de la reonguration dans le diagnosti. Ensuite, nous présentons les quelques modéli-
sations proposées sur le sujet.
1.5.1 Dénition des systèmes reongurables
Un système reongurable [CTJK97℄ est un système dont le modèle peut hanger au
ours du temps. Cette modiation est appelée reonguration.
4
Les auteurs ne fournissant pas de terme, nous hoisissons elui-i.
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Dénition 1.11 (Reonguration).
Étant donné un modèle du système, une reonguration du système est une opération
eetuée sur le système rendant son modèle obsolète.
Une reonguration est une opération qui modie le système d'une manière qu'on
n'imaginait pas avant de le modéliser, ou qu'on n'a pas onsidérée pare que la taille
du modèle du système aurait été trop importante. À l'issue de la reonguration, le
modèle du système est modié. Dans ette thèse, nous onsidérons en partiulier qu'une
reonguration est l'ajout ou la suppression de omposants ou de onnexions entre les
omposants.
Considérons le as d'un réseau de téléommuniation. On dispose d'un modèle dé-
rivant les ommuniations entre les omposants de e réseau, les pannes qui peuvent
survenir et omment elles-i se transmettent d'un omposant à un autre. Le respon-
sable du réseau déide, pour améliorer les performanes de son réseau, d'ajouter un
omposant supplémentaire et de modier la topologie du réseau pour proter pleine-
ment de e omposant. Le nombre de manières diérentes d'appliquer ette reongu-
ration est quasiment illimité (surtout si on onsidère que le gestionnaire peut ajouter
ou supprimer plusieurs omposants). D'autre part, il est possible que le fontionnement
du nouveau omposant ne soit pas onnu au moment de la modélisation du système
d'origine (notamment dans le adre du diagnosti en-ligne, lorsqu'un nouveau type de
omposant est ajouté au système). Ainsi, le modèle du système ne peut pas prendre en
ompte toutes les possibilités d'évolution possibles du réseau. Il faut don utiliser des
tehniques permettant de hanger le modèle du système en ours de diagnosti.
1.5.2 Importane du diagnosti de systèmes reongurables
Les systèmes reongurables sont très nombreux et ouvrent presque tous les
exemples de systèmes déentralisés par nature. On peut de nouveau iter les réseaux
(réseaux de téléommuniation, réseaux életriques, réseaux des eaux, et.), les véhiules
automobiles, les haînes de prodution en usine, les web-servies, et.
On peut iter de nombreux as justiant une reonguration :
 Une proédure (automatique ou dirigée par un opérateur humain) peut isoler une
partie défetueuse du système pour protéger le reste du système.
 Certains ontextes néessitent de s'adapter à une requête sur le système. Par
exemple, les besoins en életriité d'entreprises ou de villes varient de manière
régulière dans une journée, une semaine ou une année. Le réseau doit s'adapter
pour fournir une qualité de servie aeptable.
 Dans ertains ontextes, les onnexions entre omposants évoluent extrêmement
vite. Dans le as des web-servies par exemple, haque servie peut faire appel à
un ertain nombre d'autres servies et réer une onnexion entre eux deux.
 Enn, dans le adre du diagnosti, il est parfois néessaire de modier le système
pour disriminer les diérents diagnostis possibles. Ainsi, en as de défaillane
d'une lampe, son utilisateur hange généralement les piles et teste la lampe pour
vérier qu'elle fontionne toujours.
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Dans ertains as, on ajoute ou supprime des omposants au système. Ainsi, l'opéra-
teur peut déider d'ajouter de nouveaux omposants plus puissants, de supprimer des
omposants obsolètes (ineaes, dangereux, oûteux à maintenir) ou de remplaer les
omposants aniens pour maintenir ou améliorer les performanes de son système.
Dans tous es as, il apparaît que le diagnosti ne doit pas s'arrêter à ause d'une
reonguration. Commener un nouveau diagnosti à la suite d'une reonguration est
peu pratique dans le meilleur des as (on perd le ontexte du diagnosti) et impossible
dans ertains autres (dans le as où les onnexions évoluent très vite ou si on reongure
pour raner un diagnosti).
Un système réel devant être diagnostiqué en-ligne subit forément des reongu-
rations à un moment ou un autre. Aussi, le diagnosti doit prendre en ompte les
reongurations.
1.5.3 Modélisations proposées
On peut iter deux modélisations permettant de manipuler des systèmes reongu-
rables. Ces deux modélisations se basent sur les réseaux de Petri.
1.5.3.1 Reonguration par grammaires de graphes
L'utilisation des grammaires de graphes pour le diagnosti de systèmes reongu-
rables a été introduite dans [BHFJ05℄. Cet artile onsidère les transformations de








Fig. 1.16  Les éléments d'une règle de transformation de graphe
La gure s'explique de la manière suivante : onsidérons un ensemble de n÷uds (K).
Formellement, il existe un morphisme injetif entre K et L, et un morphisme injetif
entre K et R. Ensuite, on détete une ourrene de L sur G ('est-à-dire qu'il existe un
morphisme injetif entre L et G). L'appliation de la transformation remplae la partie
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du graphe L de G par R, produisant le graphe H. Il est ainsi possible de modier les
onnexions entre omposants et d'ajouter ou de supprimer des omposants.
Dans [BHFJ05℄, les auteurs présentent une dénition étendue des réseau de Petri. Sur
es réseaux de Petri, le franhissement de ertaines transitions onduit à l'appliation
d'une règle de transformation du graphe. Il existe don un ertain nombre de règles
prédénies qui régissent les modiations qui peuvent être appliquées à la topologie du
système.
1.5.3.2 Reonguration par hyper réseaux de Petri
Les hyper réseaux de Petri (Petri Hypernets) ont été introduits dans [BBPP04℄. Dans
un hyper réseau de Petri, ertains jetons du réseau sont des réseaux de Petri. À leur
tour, es réseaux de Petri peuvent avoir pour jeton des réseaux de Petri. Considérons
l'exemple de la gure 1.17. Les deux réseaux de Petri en haut de la gure orrespondent
au omportement d'un aéroport. Chaque réseau est un module manipulant un ertain
type de jetons. Le premier réseau est ainsi appelé un τ -module pare qu'il manipule
des jetons de type passager. Au ontraire, le deuxième réseau est un pi-module, e qui
signie qu'il manipule des jetons avions. Le omportement est le suivant : tout d'abord,
un avion atterrit (on onsidère qu'il existe un niveau supérieur qui gère le déplaement
des avions d'un aéroport à un autre). Les voyageurs débarquent. Puis l'avion fait le plein
de arburant et se rend à la porte d'embarquement suivante. Les voyageurs embarquent
et l'avion peut déoller.
Chaque jeton de type avion est représenté par un réseau de Petri (le réseau en
bas de la gure). Chaque jeton de l'avion représente un voyageur ; le réseau de l'avion
est don d'un τ -module. Lorsqu'un jeton avion passe par la transition embarquement
sur le réseau de l'aéroport, alors, un jeton voyageur emprunte de manière synhrone la
transition embarquement sur le réseau de l'aéroport et e jeton réapparaît dans le réseau
de l'avion (e phénomène est représenté par la èhe en pointillé). Ainsi, pendant que
le jeton de type avion franhit la transition embarquement, il apture le jeton voyageur
du premier réseau de l'aéroport.
Cette modélisation permet une représentation hiérarhique du système et une syn-
hronisation des omportements d'un système. Les relations entre les diérents réseaux
de Petri sont représentées par le fait que ertains réseaux de Petri sont des jetons dans
d'autres réseaux. Puisqu'il est possible aux réseaux de Petri de passer d'un réseau à un
autre, on peut assimiler e omportement à un hangement de topologie, et don une
reonguration.
1.5.4 Synthèse
Peu de travaux ont été eetués sur le diagnosti de systèmes reongurables. En














Fig. 1.17  Exemple de synhronisation de transition : avion et aéroport
1.6 Résumé
Nous donnons ii un bref résumé des approhes de la littérature que nous avons
présentées dans e hapitre. Les propriétés des diérentes approhes présentées sont
résumées dans la table 1.1. Les notations utilisées dans le tableau sont les suivantes :
 MG : onstrution du modèle global néessaire. Nous avons vu que le modèle
global ne peut pas être onstruit pour les systèmes de taille réaliste.
 DDé : diagnosti déentralisé.
 DDis. : diagnosti distribué.
 Con. : approhe représentant de manière eae la onurrene. Ces tehniques
sont les tehniques d'ordre partiel et l'utilisation de réseaux de Petri.
 CE : alul en-ligne du diagnosti.
 OP : approhe permettant de onsidérer un ordre partiel sur les observations.
 In. : approhe permettant de onsidérer des inertitudes sur les observations.
Cette thèse se plae dans la ontinuité des travaux eetués au sein de l'équipe
Dream, à savoir [TCJK96℄, [RC02℄ et surtout [PC05℄. Notre approhe s'appuie don sur
une modélisation sous forme d'automates. Puisqu'une modélisation globale du système
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[WYL04℄ Oui Oui Oui
[RC02℄ Oui Oui
[PC05℄ Oui Oui Oui Oui
[LZ03b, LZ05℄ Oui Oui Oui Oui
[SW04℄ Oui Oui Oui
[CPR00℄ Oui Oui
[BFHJ03℄ Oui Oui Oui Oui
[JB05℄ Oui Oui Oui
Tab. 1.1  Résumé des artiles présentés
est impossible, nous utilisons une modélisation déentralisée. Notre approhe doit per-
mettre de relâher un ertain nombre de ontraintes sur les observations, en partiulier
permettre des inertitudes ou des pertes d'observations. Pour ela, nous utilisons une
approhe inspirée des tehniques utilisées en [CPR00℄ et [LZ03b℄. De plus, nous devons
pouvoir diagnostiquer des systèmes reongurables.
Chapitre 2
Diagnosti de systèmes à
événements disrets ave
observations inertaines
Dans e hapitre, nous onsidérons le diagnosti de systèmes à événements disrets.
Nous dénissons la notion de diagnosti tel que nous l'utilisons dans notre approhe.
Cette notion se fonde sur le modèle omportemental du système d'une part, et les
observations émises par le système d'autre part, tous deux représentés par un automate.
Ce hapitre onsidère uniquement le diagnosti hors-ligne et global de systèmes non
reongurables. Le diagnosti se dénit alors omme la synhronisation de l'automate
du modèle et de l'automate des observations.
Dans une seonde partie, nous présentons les hypothèses onsidérées et relatives au
transfert des observations du système vers le superviseur, ainsi que la méthode dénie
pour onstruire l'automate des observations dans e ontexte.
2.1 Dénition des systèmes à événements disrets et mo-
délisation
Nous onsidérons la dénition de système à événements disrets telle que présentée
à la dénition 1.1 (page 7), à savoir un système dynamique pouvant être modélisé par
des variables prenant des valeurs dans un domaine disret et évoluant par l'ourrene
d'événements disrets et instantanés. Nous onsidérons des systèmes réatifs qui évo-
luent uniquement sur ourrene d'événements extérieurs, lesquels hangent de manière
synhrone l'état du système. Nous ne onsidérons pas l'aspet reongurable du système
avant le hapitre 6.
Dans e hapitre, nous ne onsidérons pas de modélisation déentralisée. Nous mo-
délisons le système par un automate noté Mod .
Dénition 2.1 (Modèle du système).
Le modèle du système est un automate Mod = (Q,E, T, I, F ).
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Nous reprenons la dénition A.1 page 163, annexe A. Un automate est un tuple
Mod = (Q,E, T, I, F ). Dans notre ontexte, Q est l'ensemble ni d'états ; E l'ensemble
ni d'événements qui peuvent avoir lieu sur le système ; T l'ensemble de transitions
dérivant l'évolution du système lors de l'ourrene d'un ou plusieurs événements si-
multanés ; I est l'ensemble des états initiaux (au début de la période à diagnostiquer) ;
et F est l'ensemble des états naux ('est-à-dire l'ensemble des états à l'issue du diag-
nosti).
Le modèle du système représente les omportements possibles du système sous forme
de trajetoires dénition A.3, page 164.
Dénition 2.2 (Comportement).
Un omportement du système est représenté par une trajetoire sur le modèle Mod du
système.
Lorsqu'on déide de diagnostiquer un système, elui-i peut se omporter a priori
de toutes les manières possibles permises par le modèle. En partiulier, l'état nal peut
être n'importe quel état. On onsidère don que l'ensemble des états naux pour un
modèle est l'ensemble des états de l'automate : F = Q.
On distingue l'ensemble des événements observables noté EObs ⊆ E.
2.2 Dénition des observations et modélisation
Dans ette thèse, nous onsidérons qu'il existe un opérateur unique appelé supervi-
seur hargé de surveiller le omportement du système et devant intervenir sur elui-i en
as de omportement anormal. Le superviseur reçoit des messages appelés observations
reçues que nous dérivons par la suite.
Notre approhe onsidère la représentation des observations sous la forme d'un au-
tomate. Nous présentons d'abord ette modélisation et nous illustrons ensuite l'intérêt
d'une telle représentation.
2.2.1 Modélisation des observations
Nous reprenons les dénitions que nous avons données dans la sous-setion 1.2.3.2.
Dans e ontexte, l'ensemble des événements pouvant se produire sur le système om-
prend un ertain nombre d'événements observables. L'ourrene d'un événement ob-
servable génère une observation émise par le système. Cette observation peut être phy-
siquement émise par un apteur, mais on onsidère que les observations sont émises par
le système. L'observation émise peut être étiquetée par sa date d'émission par le apteur
ou par le système, 'est-à-dire étiquetée par la date à laquelle l'événement observable a
eu lieu. Il faut ependant garder à l'esprit que les apteurs ou les diérents omposants
du système qui étiquettent es messages ne disposent pas néessairement de la même
horloge, et les dates d'émission ne permettent généralement pas de retrouver l'ordre
d'émission.
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Les observations émises sont transmises au superviseur au moyen de anaux de
ommuniation. On onsidère que les événtuels apteurs font partie des anaux de om-
muniation. Les anaux de ommuniation induisent un délai non négligeable et ont une
abilité imparfaite qui peuvent induire une diérene importante entre les observations
émises et les observations reçues par le superviseur. Dans ette thèse, nous onsidérons
les phénomènes suivants :
 Les anaux de ommuniation peuvent fournir les observations reçues dans un
ordre diérent de leur émission. Cei est dû aux délais qui peuvent varier d'un
anal à un autre. Nous avons vu que dater l'émission des observations n'était pas
susant pour retrouver l'ordre d'émission observations, à ause des diérentes
horloges des apteurs. Aussi, on dispose dans e as d'un ordre partiel d'observa-
tions.
 Dans ertains as, les observations reçues peuvent être inertaines. Dans e as,
l'information ontenue dans l'observation reçue indique qu'un événement obser-
vable parmi un ensemble donné s'est produit, sans qu'on sahe lequel préisément.
Parfois, on n'est même pas ertain que l'événement ait réellement eu lieu.
 Il arrive que les anaux de ommuniation perdent des observations. Dans e as
de gure, on onsidère qu'on peut borner le nombre d'observations qui peuvent
être perdues pendant un temps donné.
 Enn, on onsidère la possibilité qu'un apteur tombe en panne et ne fournisse
plus d'observation. On onsidère ependant qu'on sait lorsqu'un apteur tombe
en panne.
Étant donnée une séquene d'observations reçues O, il est possible de trouver un
ensemble de séquenes possibles d'observations émises. En eet, diérentes séquenes
d'observations émises peuvent expliquer les observations reçues. Nous déidons de re-
présenter es observations sous la forme d'un automate.
Dénition 2.3 (Automate des observations).
L'automate des observations est un automate Obs = (Qo, Eo, To, Io, Fo) tel que EObs =
Eo ∩ Em où Em est l'ensemble des événements du modèle du système.
Nous donnons à et automate le nom d'automate des observations, mais on de-
vrait sans doute l'appeler en réalité l'automate des événements observables. En eet, les
transitions de et automate sont étiquetées non pas par des observations mais par des
événements observables, et l'automate des observations représente don les événements
observables qui ont eu lieu sur le système. Par abus de langage, nous disons par la suite
que et automate représente les observations émises par le système.
L'automate des observations est onstruit à partir des observations reçues. On peut
onstruire de diérentes manières l'automate des observations. Il onvient de donner
une dénition formelle pour représenter e qu'est un automate des observations orret.
Dénition 2.4 (Automate des observations orret).
Un automate des observations Obs est orret si l'ensemble des séquenes d'événements
étiquetant les trajetoires de et automate est l'ensemble des séquenes possibles d'évé-
nements observables ompatibles ave le omportement des anaux de ommuniation et
les observations reçues.
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Cette dénition indique qu'un automate des observations est onsidéré omme étant
orret si haune de ses trajetoires est étiquetée par des événements observables dont
l'ourrene explique les observations reçues.
Les approhes développées au sein de l'équipe Dream onsidéraient jusqu'ii une
séquene d'observations émises [Roz97℄, ou un ensemble partiellement ordonné [PC05℄.
L'utilisation d'un automate pour représenter les observations est très omparable à
l'utilisation d'index spae ([LZ04℄, présenté en 1.2.4.3, page 23) ou à l'approhe utilisée
pour représenter les observations dans [CPR00℄ (présenté en 1.2.4.1, page 19).
2.2.2 Illustration
Nous montrons dans ette sous-setion l'intérêt d'utiliser un automate pour repré-
senter les observations émises par le système. Comme nous l'avons vu, les observations
reçues par le superviseur peuvent être très diérentes des observations réellement émises.
À partir d'une séquene d'observations reçues, il existe plusieurs séquenes d'observa-
tions émises expliquant es observations. Dans ertains as, le nombre de séquenes
est même inni (si on onsidère que des anaux de ommuniation ont pu perdre des
observations). Un automate permet de représenter de manière ompate es diérentes
séquenes possibles.
Nous donnons maintenant des exemples dans les diérents as que l'on onsidère au
ours de ette thèse. Chaque exemple est très simple, mais il est possible de les ombiner
entre eux.
Observations omplètement ordonnées Nous onsidérons que toutes les observa-
tions émises sont reçues, et toute observation reçue a été émise par le système. D'autre
part, nous onsidérons que l'ordre d'émission des observations est onnu. On a don une
seule séquene possible d'observations émises. Cette séquene peut être représentée par
un automate dont les états sont en asade.
Ainsi, prenons l'exemple de trois observations reçues orrespondant aux événements




Fig. 2.1  Automate des observations pour un ordre omplet des observations
Ordre partiel des observations Nous onsidérons à présent que toutes les obser-
vations émises sont reçues, et toute observation reçue a été émise par le système. Ce-
pendant, il existe un ordre partiel entre les observations, 'est-à-dire que pour ertains
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ouples d'observations, on ne sait pas quelle observation a été émise avant l'autre. Ce
phénomène peut se représenter par diérentes trajetoires sur l'automate.
Reprenons l'exemple préédent où l'on sait que l'observation orrespondant à l'événe-
ment b a été émise avant elle orrespondant à c, mais l'ordre entre les autres événements









Fig. 2.2  Automate des observations pour un ordre partiel des observations
Observations inertaines Nous onsidérons dans et exemple que ertaines obser-
vations sont inertaines, 'est-à-dire que plusieurs événements observables peuvent ex-
pliquer une observation. C'est par exemple le as lorsqu'on dispose d'un apteur peu
préis. Il est possible de représenter e omportement par plusieurs transitions partant
toutes du même état et menant toutes au même état, mais étiquetées par des événe-
ments observables diérents. Si on onsidère que l'observation reçue a pu ne pas être
émise, on peut étiqueter l'une des transitions par ∅ et déterminiser l'automate.
Considérons ainsi que l'on reçoive les observations des événements a, b et c, émises
dans et ordre. Considérons que l'événement b fait en réalité référene à l'événement
observable b1 ou l'événement observable b2. La gure 2.3 donne l'automate des obser-






Fig. 2.3  Automate des observations pour des observations inertaines
Perte d'observation À présent, nous onsidérons le as où une ou plusieurs obser-
vations ont pu être perdues. Dans e as, on peut onstruire l'automate, puis le loner.
Chaque état du lone est relié à l'état de l'automate par des transitions étiquetées par
les événements observables dont l'observation peut avoir été perdue. Chaque état du
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lone représente en plus de la sémantique de l'état d'origine, le fait qu'une observation
a été perdue.
Nous reprenons l'exemple que nous avons pris pour les observations omplètement
ordonnées. Nous onsidérons qu'au plus une observation a pu être perdue. Considérons
que dans et exemple, les seuls événements observables du système sont a, b et c. La











Fig. 2.4  Automate des observations autorisant une observation perdue
Panne d'un apteur Nous onsidérons qu'un apteur peut tomber en panne, et
qu'on est apable de déterminer que le apteur est tombé en panne. Dans e as, il est
possible de représenter la panne du apteur par une boule sur les états de l'automate,
la boule étant étiquetée par les événements observés par le apteurs.
Nous prenons un exemple où le superviseur a déterminé que le système a émis
deux observations orrespondant aux événements observables a et c dans et ordre,
et a déterminé qu'entre l'émission de es deux observations, le apteur observant les






Fig. 2.5  Automate des observations représentant un apteur en panne
Utiliser un automate des observations permet don de relâher un erain nombre
d'hypothèses eetuées généralement sur les anaux de ommuniation.
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2.3 Diagnosti
Dans ette setion, nous donnons une dénition formelle du diagnosti, que nous
illustrons sur un exemple.
Le diagnosti onsiste à déteter, loaliser et identier tout dysfontionnement dans
le système. Pour ela, le diagnosti doit repérer l'ourrene de ertains événements
appelés événements de panne. Nous avons vu dans le premier hapitre que le diagnosti
de systèmes à événements disrets onsistait à trouver la liste des omportements du
système qui expliquent les observations (voir setion 1.2.3, page 15). M. Sampath et
oll. [SSL
+
95℄ dénissent le diagnosti omme l'ensemble des trajetoires du modèle qui
expliquent la séquene d'observations émises. Puisque la séquene d'observations émises
est représentée par un automate, il est possible de représenter es omportements par
un automate et de aluler le diagnosti par la formule suivante :
Résultat 2.1.
Le diagnosti ∆ hors-ligne et entralisé d'un système à événements disrets modélisé
par Mod et ayant émis les observations représentées par Obs est alulé par :
∆ = Mod ⊗Obs.
Exemple : Prenons l'exemple d'un système dont le omportement peut être modélisé
par la gure 2.6. Nous avons représenté les états par des erles simples, mais il faut
garder à l'esprit que tous les états sont naux. Les événements a, b et c sont observables
et les événements w, x, y et z sont non observables.
Les observations sont représentées par l'automate de la gure 2.7.
Le diagnosti étant déni omme la synhronisation du modèle et de l'automate des
observations, on obtient le résultat de la gure 2.8. L'automate n'a pas été omplètement
simplié pour montrer qu'on n'atteint pas d'état nal en suivant la transition étiquetée
par {y, a}. Le diagnosti nous permet de onnaître le omportement du système : {z}
suivi de {x, a, b} et {w, c}, et éventuellement {z}. L'état nal du système est soit 1
soit 2.
Remarquons que l'approhe que nous avons proposée est très similaire à elle qui est
utilisée dans le adre de la vériation (model-heking) pour s'assurer des propriétés
de sureté. On peut ainsi se référer à [Var95℄. Nous donnons ii un résumé des résultats
présenté dans [BBF
+
01b℄ (page 43 et suivantes) ou en français [BBF
+
01a℄ (pages 42 et
suivantes).
On dispose d'un modèle du système sous la forme d'un automate A. On souhaite
s'assurer que le système respete toujours une propriété notée φ exprimée en logique
temporelle PLTL : A |= φ ? Il est possible de onstruire un automate noté B¬φ reon-
naissant exatement toutes les exéutions qui ne satisfont pas φ. Alors, le problème de
vériation se ramène au problème suivant :  Le langage reonnu par A ⊗ B¬φ est-il
vide ?  Si e langage n'est pas vide, alors il existe au moins une exéution de A qui ne
respete pas φ, et la propriété n'est pas vériée.




























{x, a, b} {w, c} {z}
{y, a}
{y} {z}
Fig. 2.8  Diagnosti du modèle de la gure 2.6 ave les observations de la gure 2.7
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Dans le adre du diagnosti, on synhronise l'automate du modèle ave un automate
des observations. Pour la vériation, on synhronise l'automate du modèle ave un
automate représentant le omportement qu'on souhaite ne pas aepter. On voit que la
orrespondane est immédiate.
2.4 Constrution de l'automate des observations
Nous donnons des exemples montrant omment onstruire automatiquement l'au-
tomate des observations. Ces exemples se basent sur ertaines hypothèses eetuées
sur le omportement des anaux de ommuniation entre le système et le superviseur.
Il est également possible de onstruire un automate pour d'autres hypothèses. Nous
donnons tout d'abord es hypothèses et présentons ensuite deux manières de onstruire
l'automate des observations.
2.4.1 Hypothèses
Les hypothèses que nous onsidérons dans ette thèse reprennent les hypothèses uti-
lisées dans [Pen02℄. Dans e ontexte, les observations émises orrespondent à l'émission
d'un message (appelé aussi alerte) de la part du système au superviseur. Puisque nous
représentons diretement les événements observables grâe à l'automate des observa-
tions, nous n'avons pas besoin de représenter les observations émises.
Les anaux de ommuniation ne perdent auune observation et ne génèrent auune
observation. Les observations sont préises, mais il n'est pas possible de onnaître l'ordre
exat d'émission des observations, omme indiqué dans l'hypothèse suivante :
Hypothèse 2.1.
Les observations reçues sont sûres, sans perte et partiellement ordonnées.
Les observations reçues sont représentées par un ouple omprenant le message émis
et un identiant unique.
Dénition 2.5 (Modélisation d'une observation reçue).
Une observation reçue est modélisée par un ouple (e, id) où e est l'événement observable
ayant eu lieu et id un identiant unique.
Les observations ne sont pas néessairement reçues dans l'ordre de leur émission.
Cependant, pour ertains ouples observations (o1, o2), on est ertain que l'observation
o1 a été émise avant l'observation o2. On note o1 ≺ o2. On onsidère aussi l'hypothèse
suivante :
Hypothèse 2.2.
Deux observations du même événement observable sont ordonnées.
Soit deux observations o = (e, id1) et o
′ = (e′, id2) ave e = e
′
. Alors, on a (o ≺
o′) ∨ (o′ ≺ o). Cette hypothèse permet de simplier fortement les dénitions.
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2.4.2 Premier automate
Nous donnons à présent une première manière de onstruire l'automate des observa-
tions. Dans ette version, haque état de l'automate indique une séquene d'ensembles
d'observations émises par le système.
Dénition 2.6 (Séquene possible).
Soit O l'ensemble des observations reçues et ≺ la relation d'ordre partiel d'émission des
observations. On dit que la séquene d'ensembles d'observations (s1, . . . , sm) est possible
si : ∀i, ∀o ∈ si, ∀o
′ ∈ O, o′ ≺ o⇒ ((∃j < i, o′ ∈ sj) ∧ (∄j, i 6= j ∧ o ∈ sj)).
Nous donnons un exemple pour illustrer ette dénition.
Exemple : Nous onsidérons l'exemple où nous avons reçu quatre observations A =
(a, 1), B = (b, 2), C = (c, 3) et D = (a, 4). Nous onsidérons qu'étant données les
hypothèses sur les anaux de ommuniation, nous savons que A ≺ C et A ≺ D. Cela
signie que nous savons que le message a de A a été émis avant le message c et avant
le seond message a. Dans e ontexte, ({A,B}, {D}) est une séquene possible. Cela
signie qu'il est possible que A et B aient été émis en même temps, puis D (C ayant
été émis par la suite). En revanhe, ({D}) n'est pas une séquene possible puisque A
aurait dû être émis auparavant.
Résultat 2.2 (Premier automate des observations).
Soit O l'ensemble des observations reçues et ≺ la relation d'ordre partiel d'émission des
observations. L'automate des observations Obs = (Q,E, T, I, F ) déni par :
 Q = {q | q est une séquene possible},
 E = EObs ,
 T = {(q, l, q′) | ∃s, q = (s1, . . . , sm) ∧ q
′ = (s1, . . . , sm, s) ∧ l est l'ensemble des
événements observables de s},
 I = {()} et
 F est l'ensemble des séquenes omplètes et possibles,
est un automate orret.
Démonstration. Montrons que pour toute séquene d'observations seq omplète et pos-
sible, il existe une trajetoire représentant ette séquene. Puisque ette séquene existe
et puisqu'elle ontient toutes les observations, seq ∈ F .
Montrons par réurrene que pour tout q ∈ Q, il existe un hemin depuis l'état
initial vers q étiqueté par les observations de la séquene q. Soit q = (), alors e hemin
(vide) existe (q ∈ I). Soit i tel que la propriété est vraie pour toute séquene de taille
i. Soit qi+1 = (e1, . . . , ei, ei+1) une séquene de longueur i + 1. Alors, la propriété est
vraie pour qi = (e1, . . . , ei) et il existe une transition entre qi et qi+1 étiquetée par les
événements observables de ei+1. Don, la propriété est vraie pour qi+1, et don pour
tout q ∈ Q.
Puisqu'il existe un hemin de q0 ∈ I à seq ∈ F étiqueté par les événements obser-
vables, alors il existe une trajetoire.
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En outre, tout état q ∈ F est assoié à une trajetoire, et il n'existe qu'une transition
entrante par état. Ainsi, la seule trajetoire menant à q ∈ F est la trajetoire orrespon-
dant à l'émission des observations de q. Don, il n'y a pas de trajetoire supplémentaire.
Cet automate des observations est don orret.
Exemple : La gure 2.9 donne l'automate des observations onstruit pour l'exemple
présenté préédemment ave la méthode du résultat 2.2. Les séquenes assoiées à
haque état ne sont pas représentées. Sur et exemple, on voit que le nombre d'états est
très important alors que l'exemple ne omprend que 4 observations. La taille de l'auto-
mate augmente de manière exponentielle ave le nombre des observations. On remarque
notamment qu'il serait possible de fusionner tous les états tels que les observations
dans la séquene sont identiques. Ainsi, dans la gure 2.9, tous les états grisés orres-
pondent à l'émission des trois observations A, B et C : respetivement ({A}, {B}, {C}),
({A}, {B,C}), ({A}, {C}, {B}), ({A,B}, {C}) et ({B}, {A}, {C}). Tous es états n'ont
qu'une seule transition sortante étiquetée par a (l'événement D) menant à un état nal.
Ces états sont don équivalents. C'est pourquoi nous proposons une autre manière de
onstruire l'automate.
2.4.3 Automate par ensembles d'observations
On remplae à présent les séquenes possibles par des ensembles possibles.
Dénition 2.7 (Ensemble possible).
Soit O l'ensemble des observations reçues et ≺ la relation d'ordre partiel d'émission des
observations. On dit que l'ensemble O ⊆ O est un ensemble possible, noté ⊳ (O), si
∀o ∈ O,∀o′ ∈ O, o′ ≺ o⇒ o′ ∈ O.
Cette dénition indique qu'un ensemble O est possible s'il ontient toutes les obser-
vations qui préèdent une des observations de O. Remarquons que si seq = (s1, . . . , si)
est une séquene possible, alors s1∪· · ·∪si est un ensemble possible. Et réiproquement,
si O est un ensemble possible, il existe une partition de O qui est permet de former une
séquene possible.
Par la suite, le terme possible fait référene à un ensemble possible.
Exemple : Nous reprenons l'exemple préédent. La liste des possibles est : ∅, {A},
{B}, {A,B}, {A,C}, {A,D}, {A,B,D}, {A,B,C}, {A,C,D} et O. Considérons par
exemple O = {A,B,D}. Cet ensemble d'observations est un possible ; ela signie qu'il
est possible que, à une date donnée t, O ait été l'ensemble des observations émises. En
revanhe, {D} seul n'est pas un possible, puisque l'observation A est préalable à D.
L'automate des observations peut être déni en utilisant les ensembles possibles. Dans
l'automate que nous onstruisons, un état représente l'ensemble des observations émises
à une date donnée. Les états de l'automate sont don des ensembles d'observations
(q ⊆ O). Un état q doit être un ensemble possible pour être atteignable.









































Fig. 2.9  Exemple d'automate des observations onstruit à l'aide du résultat 2.2
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Résultat 2.3 (Automate des observations).
Soit O l'ensemble des observations reçues et ≺ la relation d'ordre partiel d'émission des
observations. L'automate des observations Obs = (Q,E, T, I, F ) déni par :
 Q = {q ⊆ O |⊳ (q)},
 E = EObs ,
 T = {t = (q, l, q′) | ∃q′′ ⊆ O, q′ = q ⊎ q′′ ∧ (∄o, o′ ∈ q′′, o ≺ o′) ∧ l est l'ensemble
des messages de q′′},
 I = {∅}, et
 F = {O},
est un automate orret.
Démonstration. Nous montrons que le résultat 2.3 est bien un automate des observations
orret. Pour ela, nous montrons la ondition de la dénition 2.4.
Soit une séquene (s1, . . . , sm) d'observations reçues. Alors, on a s1 ∪ · · · ∪ sm = O
(puisque toutes les observations émises ont été reçues et puisqu'il n'y a pas de perte). Soit
qi = s1∪· · ·∪si et ei = {e | ∃id, o, o ∈ si∧o = (e, id)}. Alors, ((q0, . . . , qm), (e1, . . . , em))
est une trajetoire de Obs.
Soit une trajetoire ((q0, . . . , qm), (e1, . . . , em)) de Obs. Alors, la séquene (q1, q2 \
q1, . . . , qm \ qm−1) orrespond à ette trajetoire. Or, ette séquene est une séquene
possible des observations émises.
Les états sont des ensembles possibles d'observations. L'unique état initial orres-
pond à l'ensemble vide (auune observation n'a enore été émise) et l'unique état nal
orrespond à l'ensemble des observations émises O. Une transition de q à q′ dérit
l'émission des observations q′′. Deux observations o et o′ ne peuvent être émises en
même temps si o ≺ o′. L'étiquette de la transition est l'ensemble des événements e
orrespondant aux observations q′′.
Exemple : L'automate des observations est présenté à la gure 2.10. On voit par
exemple que l'état AC représente le fait que le système ait envoyé les observations A et
C. À partir de et état, la transition étiquetée par a, b représente l'émission simultanée
des observations B et D. À l'issue de ette émission, l'état du système est ABCD,
'est-à-dire que l'ensemble des observations O a été émis. L'état grisé de ette gure
orrespond aux inq états grisés de la gure 2.9.
2.5 Conlusion
Dans e hapitre, nous avons proposé de représenter les observations émises par le
système sous forme d'un automate appelé automate des observations. Les hypothèses
sur les anaux de ommuniation permettent de onstruire l'automate des observations
à partir de la séquene d'observations reçues.
Le diagnosti de systèmes à événements disrets peut se traduire par la synhroni-
sation de deux automates : l'automate Mod représentant le omportement du système
et l'automate Obs représentant les observations émises par le système.



































Fig. 2.10  Exemple d'automate des observations onstruit à l'aide du résultat 2.3
Ce résultat permet d'avoir une dénition formelle du diagnosti. Il est à présent
possible de développer des outils mathématiques pour améliorer les performanes des
algorithmes de diagnosti et permettre le diagnosti inrémental et en-ligne.
Nous avons également montré deux méthodes pour onstruire l'automate des ob-
servations dans le adre des systèmes que nous onsidérons généralement. La seonde
méthode est plus éonome en terme d'états de l'automate, mais nous avons gardé la
première pare qu'elle nous est utile par la suite.
Chapitre 3
Calul inrémental du diagnosti
hors-ligne par haînes d'automates
Nous souhaitons maintenant nous intéresser au diagnosti en-ligne. Nous avons vu en
setion 1.3 que pour être apable d'eetuer un diagnosti en-ligne, il était néessaire
de savoir faire un alul inrémental du diagnosti. La méthode que nous proposons
dans e hapitre onsiste à onstruire un diagnosti pour une fenêtre d'observations et
d'utiliser e diagnosti eaement pour le alul d'une fenêtre plus grande. Ce alul
est onsidéré hors-ligne et l'extension au alul en-ligne est étudiée dans le hapitre
suivant.
Pour ela, nous dénissons une struture appelée haîne d'automates qui permet de
manipuler des automates déoupés par moreaux. Le diagnosti est alulé à partir d'un
déoupage par moreaux de l'automate des observations, et il est possible de reons-
truire le diagnosti de la fenêtre globale. Dans e adre du diagnosti inrémental, on
onsidère qu'on ajoute un moreau à l'automate des observations. Alors, il est susant
d'eetuer un diagnosti pour e moreau et d'ajouter le moreau de diagnosti obtenu
au diagnosti préédemment onstruit.
Ce hapitre se divise de la manière suivante : dans un premier temps, nous donnons
une dénition formelle du alul inrémental du diagnosti. Puis, nous présentons les
haînes d'automate et montrons omment il est possible, en se basant sur un déoupage
de l'automate des observations, de aluler (inrémentalement ou non) le diagnosti.
Une opération appelée diagnosti inrémental partiulièrement adaptée au alul inré-
mental du diagnosti est expliquée en setion 3.3. L'opération de déoupage de l'auto-
mate des observations, néessaire à un alul inrémental du diagnosti, est expliitée
en setion 3.4.
3.1 Dénition du alul inrémental
Nous reprenons ii les dénitions que nous avons fournies au paragraphe 1.3.1.2,
page 28. Dans e adre, une fenêtre W est une partie des observations émises par le
système. Cette fenêtre est la plupart du temps temporelle, 'est-à-dire qu'elle onsidère
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une période donnée, mais e n'est pas le as de manière générale. On peut eetuer
un diagnosti ∆W sur la fenêtre W. Ce diagnosti explique alors les observations de la
fenêtre.
Nous reprenons la dénition de alul inrémental du diagnosti que nous avons
donnée à la dénition 1.10, page 28 : étant donnée une fenêtre W et un diagnosti ∆W ,
étant donnée une fenêtre W ′ dont W est un préxe, le alul inrémental du diagnosti
de la fenêtre W ′ est le alul du diagnosti de la fenêtre W ′ utilisant ∆W et la fenêtre
W ′ −W.
Dans le adre du diagnosti tel que nous l'avons présenté au hapitre 2, on peut dénir
le alul inrémental du diagnosti de manière plus préise.
Une fenêtre est un automate des observations qui représente une partie des obser-
vations émises par le système. Nous devons d'abord dénir formellement dans notre
ontexte le terme de préxe que nous utilisons dans la formule de alul inrémental.
On dit qu'un automate Obs est préxe de Obs ′ si pour toute trajetoire chem de Obs ′,
il existe un préxe de chem dans l'automate Obs.
Dénition 3.1 (Automate préxe).
Un automate A est dit préxe d'un autre automate A′ si, pour toute trajetoire chem′ =
((q0, . . . , qn), (l1, . . . , ln)) de A
′
, il existe i ∈ {0, . . . , n} tel que ((q0, . . . , qi), (l1, . . . , li))
est une trajetoire de A.
On remarque que l'on onsidère qu'on ajoute des observations à la n de l'automate.
On ne onsidère pas la possibilité d'ajouter des observations au début de l'automate, ni
d'insérer des observations au milieu des autres observations (omme ela peut être le as
pour [LZ04℄). Nous eetuons en eet l'hypothèse que tout automate des observations
est orret pour une fenêtre des observations donnée, e qui exlut qu'il soit possible
d'insérer une observation au milieu d'une séquene d'observations préalablement utilisée.
Le alul inrémental du diagnosti par automate peut don se dénir de la manière
suivante :
Dénition 3.2 (Calul inrémental du diagnosti par automate).
Soit Obs un automate des observations et ∆Obs = Mod ⊗ Obs le diagnosti utilisant
et automate des observations. Soit Obs ′ un automate des observations tel que Obs est
un préxe de Obs ′. Alors, le alul inrémental du diagnosti par automate onsiste à
utiliser ∆Obs et l'extrait Obs
′ −Obs pour aluler ∆Obs′ = Mod ⊗Obs
′
.
L'extrait Obs ′ − Obs évoqué dans la dénition 3.2 est un moreau d'automate. Il
est expliité dans la setion suivante. Dans le ontexte inrémental, la omplexité du
diagnosti de Obs ′ doit dépendre uniquement de la taille de l'extrait Obs ′ −Obs, mais
pas de la taille de Obs ′ ni Obs.
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3.2 Chaînes d'automates et appliation au alul inrémen-
tal du diagnosti
Le formalisme de haîne d'automates a été développé pour permettre le alul in-
rémental du diagnosti.
Nous donnons tout d'abord les dénitions de haînes d'automates ainsi que les liens
entre une haîne d'automates et un automate. Ensuite, nous redénissons les opérateurs
utilisés pour le diagnosti dans le adre des haînes d'automates. Puis, nous présentons
une première appliation au diagnosti.
3.2.1 Chaînes d'automates et déoupage orret
Dans un automate lassique, on se déplae d'un état à un autre via les transitions.
Les haînes d'automates proposent de déouper l'automate en moreaux d'automates
plus petits pour permettre un raisonnement sur haun des automates séparément.
Dénition 3.3 (Chaîne d'automates).
Une séquene d'automates (A1, . . . , An) ave Ai = (Qi, Ei, T i, Ii, F i) est appelée haîne
d'automates et notée EA si :
 ∀i, j, Ei = Ej ,
 ∀i, j, j > i,∀q, q ∈ Qi ∩Qj ⇒ q ∈ F i ∧ q ∈ Ii+1, et
 ∀i, j,∀q, q′, si {q, q′} ⊆ Qi ∩ Qj alors ∀p, hemin de Ai entre q et q′, p est aussi
un hemin de Aj.
Par la suite, le numéro i plaé en exposant fait référene à l'automate numéro i de
la haîne d'automates. De plus, le terme de moreau fait référene à un automate d'une
haîne.
Dans [GCL05b℄, nous avons donné une première dénition de haînes d'auto-
mates dans laquelle seule la première ondition était néessaire. Par la suite, dans
[GCL05, GCL05a℄, nous avons donné une dénition plus ontrainte permettant d'obte-
nir des propriétés supplémentaires. Les trois onditions de la dénition de haîne d'au-
tomates sont justiées plus loin (pages 68 et 70). Remarquons ependant les propriétés
de la deuxième ondition. Soit une haîne d'automates omprenant 10 automates, et
onsidérons que les automates 3 et 7 omportent le même état q. Alors, q est un état
nal du troisième automate de la haîne et un état initial du quatrième. Puisqu'il s'agit
d'un état des automates 4 et 7, on peut réursivement utiliser la deuxième ondition
pour onlure que les automates 5 et 6 omportent et état. Ainsi, tous les automates
entre 3 et 7 omportent l'état q et et état est nal pour tous les automates (sauf
éventuellement le dernier) et initial pour tous les automates (sauf éventuellement le
premier).
Un exemple de haîne d'automates omposée de trois automates est présenté sur la
gure 3.1. Notons que si le deuxième A2 de la haîne ne omporte pas de transition
étiquetée par c, et événement fait ependant parti de l'ensemble des événements E2
de A2. Notons que les états ommuns (états 3, 4, 5 et 9) à deux automates sont naux
dans le premier et initiaux dans le seond. On remarque aussi que les hemins entre 4
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et 5 présents dans l'automate A2 sont présents dans l'automate A3, et réiproquement






















Fig. 3.1  Exemple de haîne d'automates
Un automate représente un ensemble de trajetoires. Une haîne d'automates repré-
sente également un ensemble de trajetoires.
Dénition 3.4 (Chemin de haîne).
Soit EA = (A
1, . . . , An) une haîne d'automates. Soient i ∈ {1, . . . , n} et j ∈ {i, . . . , n},
et soient (j − i+ 1) hemins chemi, . . . , chemj tels que ∀k ∈ {i, . . . , j} :
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k
mk)) est un hemin sur A
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,
 k 6= i⇒ qk0 ∈ I
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,
 k 6= j ⇒ qkmk ∈ F
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,
 k 6= j ⇒ qk+10 = q
k
mk.












1 , . . . , l
j
mj)) est un hemin sur
EA.
Un hemin sur une haîne d'automates est une suession de transitions partant
d'un état q de l'automate Ai jusqu'à un état qimi de F
i
suivi d'une suession de tran-
sitions depuis qi+10 = q
i
mi sur l'automate A
i+1
, et ainsi de suite jusqu'à un état de Aj .
Ainsi, chem1 = ((2, 3, 4), (c, a)) est un hemin de la haîne d'automates présentée sur
la gure 3.1. De même, chem2 = ((8, 9, 6), (a, c)). Le passage d'un automate A
i
de la
haîne au suivant Ai+1 se fait grâe à un état q ∈ F i ∩ Ii+1 (par exemple, l'état 3 pour
la passage de l'automate A1 à A2 sur la haîne de la gure 3.1). Ces états sont appelés
états frontière.
Dénition 3.5 (Trajetoire de haîne).
Soit EA = (A
1, . . . , An) une haîne d'automates. Un hemin de EA chem =
((q0, . . . , qm), (l1, . . . , lm)) est une trajetoire de EA si q0 ∈ I
1
et qm ∈ F
n
.
Sur l'exemple de la gure 3.1, chem = ((1, 3, 4, 5), (c, a, b)) est une trajetoire de la
haîne d'automates. On dit que chem est la reonstrution des 3 trajetoires chem1 =
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((1, 3), (c)), chem2 = ((3, 4, 5), (a, b)) et chem3 = ((5), ()). Remarquons qu'il est possible
de trouver d'autres trajetoires telles que leur reonstrution donne chem. En revanhe,
il est impossible de trouver une trajetoire passant par les états 7, 8 ou 9. Ces états
sont don inutiles et nous voyons en setion 3.3 une manière de les ter. Une haîne
d'automates permet don de représenter des trajetoires.
Théorème 3.1.
Soit EA = (A
1, . . . , An) une haîne d'automates. Soit k ∈ {1, . . . , n} et soit la sé-
quene d'automates E ′A = (A
′1, . . . , A′n) telle que A′k est la simpliation de Ak et
∀j 6= k, A′j = Aj . Alors E ′A est une haîne d'automates. De plus, les ensembles des
trajetoires de EA et de E
′
A sont identiques.
Nous rappelons que la simpliation est l'opération dénie en n de setion A.1 qui
onsiste à supprimer les transitions et états dans un automate qui n'apparaissent dans
auune trajetoire.
Démonstration. On onsidère la notation utilisée dans le théorème. Il nous faut tout
d'abord prouver les trois onditions de la dénition de haîne d'automates :
 ∀i, j, E′i = E′j . Cette ondition est vériée.
 ∀i, j, j > i,∀q, q ∈ Q′i ∩ Q′j ⇒ q ∈ F ′i ∧ q ∈ I ′i+1. Si i 6= k et j 6= k,
alors la propriété est vériée puisqu'elle l'était pour la haîne d'automate EA. Si
i = k, alors F ′i = F i ∩ Q′i. Don, si q ∈ Q′i ∩ Q′j, alors q ∈ Qi ∩ Qj et don
q ∈ F i∩ Ii+1 (puisque EA est une haîne d'automates). Ainsi, q ∈ (F
i∩Q′i) = F ′i
et q ∈ Ii+1 = I ′i+1. On peut eetuer un raisonnement équivalent pour j = k.
Don, la ondition est vériée pour A′i et A′j .
 ∀i, j,∀q, q′, si {q, q′} ⊆ Q′i ∩ Q′j alors ∀chem, hemin de A′i entre q et q′, chem
est aussi un hemin sur A′j . Cette ondition est vériée pour i 6= k ∧ j 6= k. Pour
i = k, le hemin chem est un hemin de A′i, don de Ai. Ainsi, 'est un hemin de
Aj et don de A′j = Aj . Enn, pour j = k, si les états q et q′ appartiennent à I ′j,
alors la simpliation n'a pas supprimé les transitions du hemin chem. Don, la
ondition est respetée.
E ′A est don une haîne d'automates.
Toute trajetoire de E ′A est bien sûr une trajetoire de EA. Toute trajetoire de EA est
la reonstrution de la séquene de trajetoires (chem1, . . . , chemn). Chaque trajetoire
chemj est une trajetoire de Aj et don de A′j . Ainsi, chem est une trajetoire de E ′A.
Grâe à e théorème, il est possible de simplier les automates de la haîne sans
perdre de trajetoire.
Le but d'un automate est de représenter des trajetoires, et nous avons vu que les
haînes d'automates ont également des trajetoires. Le but est maintenant d'utiliser
des haînes d'automates à la plae de ertains automates. Nous dénissons don une
orrespondane entre automates et haînes d'automates.
Dénition 3.6 (Déoupage orret).
On dit qu'une haîne d'automates EA est un déoupage orret de l'automate A ssi
l'ensemble des événements E de A est le même que l'ensemble des événements de la
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haîne (E1 = · · · = En = E) et l'ensemble des trajetoires de EA est identique à
l'ensemble des trajetoires de A.
Dénition 3.7 (Reonstrution).
On appelle reonstrution de la haîne d'automates EA = (A
1, . . . , An) où ∀i, Ai =
(Qi, Ei, T i, Ii, F i) l'automate A = (Q,E, T, I, F ) déni omme suit :
 Q = Q1 ∪ · · · ∪Qn,
 E = E1 = · · · = En,
 T = T 1 ∪ · · · ∪ T n,
 I = I1 et




















Fig. 3.2  Reonstrution (non simpliée) de la haîne d'automates de la gure 3.1
Reonstruire la haîne d'automates est une opération onsistant à regrouper les n
automates de la haîne en un seul automate où les états initiaux sont les états initiaux
du premier automate, et les états naux eux du dernier automate. La reonstrution
(non simpliée) de la haîne présentée sur la gure 3.1 est donnée sur la gure 3.2.
On voit que la haîne d'automates de la gure 3.1 est un déoupage orret de
l'automate de la gure 3.2. Nous démontrons e résultat.
Théorème 3.2.
Soit EA une haîne d'automates et A un automate. Si EA est un déoupage orret de
A, alors A peut être obtenu par reonstrution de EA.
Démonstration. Soit A = (Q,E, T, I, F ) un automate et EA = (A
1, . . . , An) une haîne
d'automates ave Ai = (Qi, Ei, T i, Ii, F i) tel que EA est un déoupage orret de A.
Soit AR = (QR, ER, TR, IR, FR) une reonstrution de la haîne EA. Il nous faut prouver
que l'ensemble des trajetoires de A (qui est le même que elui-i de EA) est le même
que AR.
Notons EA1,2 = (A
1, A2). EA1,2 est une haîne d'automates. Soit A1,2 la reonstru-
tion de EA1,2 . Nous donnons d'abord deux remarques sur ette haîne.
Soit t = (q, l, q′), une transition de A1,2.
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1. {q, q′} ⊆ Q1 ou {q, q′} ⊆ Q2 (puisque (q, l, q′) ∈ T1,2 = T
1 ∪ T 2). Par onséquent,
si l'état q′ n'appartient pas à Q1 (resp. Q2), il appartient à Q2 (resp. Q1) ainsi
que son prédéesseur. De plus, si un hemin sur A1,2 part d'un état de Q
1
pour
rejoindre un état de Q2, alors il passe forément par un état qui appartient à
Q1 ∩Q2.
2. ∀j ∈ {1, 2}, {q, q′} ⊆ Qj ⇒ (q, l, q′) ∈ T j (d'après la troisième propriété de la
dénition des haînes d'automates).
Soit une trajetoire chem = ((q0, . . . , qm), (l1, . . . , lm)) de EA1,2 . Alors, chem est une
trajetoire de la reonstrution non simpliée Ans1,2 de EA1,2 puisque :
 par dénition toutes les transitions de la haine sont des transitions de la reons-
trution non simpliée,
 l'état q0 de la trajetoire appartient à I
1 = Ins1,2,
 l'état qm de la trajetoire appartient à F
2 = Fns1,2.
Or, puisque chem est une trajetoire de Ans1,2, les états et transitions de chem sont
également présents dans A1,2 et chem est une trajetoire de A1,2.
À présent, soit une trajetoire chem = ((q0, . . . , qm), (l1, . . . , lm)) de A1,2. Soit k la
plus petite valeur de {0, . . . ,m} telle que qk ∈ Q
1 ∩Q2 (k existe d'après la remarque 1
i-avant). ∀i ≤ k, qi ∈ Q
1
et ∀i ≤ k, (qi−1, li, qi) ∈ T
1
d'après la remarque 2. chem1
est don un hemin sur A1. De plus, q0 ∈ I
1
et qk ∈ F
1
(d'après la deuxième ondition
de la dénition des haînes d'automates
1
). Don, chem1 = ((q0, . . . , qk), (l1, . . . , lk)) est
une trajetoire de A1.
Nous démontrons maintenant par l'absurde que ∀i > k, qi ∈ Q
2
. Supposons qu'il
existe j, la plus petite valeur telle que j > k et qj /∈ Q
2
. Alors qj ∈ Q
1
et, d'après
la remarque 1, qj−1 ∈ Q
1 ∩ Q2. On dénit l la plus petite valeur de {j + 1, . . . ,m}
telle que ql ∈ Q
1 ∩ Q2 (l existe pour la même raison que k). Le hemin chem′ =
((qj−1, . . . , ql), (lj , . . . , ll)) est don un hemin A
1
. Or, qj−1 et ql appartiennant àQ
1∩Q2,
et d'après la troisième propriété de la dénition de haîne d'automates, on onlue que
chem′ est un hemin de A2 et que qj est un état de A
2
. Cei est en ontradition ave
l'existene de qj. On voit don que ∀i > k, qi ∈ Q
2
. Et de manière parallèle à chem1,
on voit que chem2 = ((qk, . . . , qm), (lk+1, . . . , lm)) est une trajetoire de A
2
.
chem est obtenu par reonstrution de chem1 et chem2. C'est don une trajetoire
de EA1,2 .
Nous avons prouvé que (A1, A2) est un déoupage orret de A1,2. Nous dénissons
A1,i réursivement par :
 A1,1 = A1 et
 ∀i ≥ 2, A1,i est la reonstrution de EA1,i où EA1,i = (A1,i−1, A
i).
Nous démontrons maintenant par réurrene que les trajetoires de A1,i sont identiques
aux trajetoires de (A1, . . . , Ai).
 Prenons i ≥ 2. Considérons que les trajetoires de A1,i−1 sont identiques aux
trajetoires de (A1, . . . , Ai−1). Alors, les trajetoires de (A1, . . . , Ai−1, Ai) sont
identiques aux trajetoires de EA1,i = (A1,i−1, A
i). Or, A1,i est la reonstrution
1
Ce point justie la deuxième ondition de la dénition
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de EA1,i et nous avons prouvé i-dessus que leurs ensembles de trajetoires sont
identiques. Ainsi, les trajetoires de A1,i et (A
1, . . . , Ai) sont identiques.
 Pour i = 1, le résultat est trivialement vrai.
Nous avons montré par réurrene que le résultat est vrai pour tout i ≥ 1. D'autre part,
par dénition de reonstrution AR = A1,n. L'ensemble des trajetoires de AR est don
identique à l'ensemble des trajetoires de (A1, . . . , An).
Don, puisque EA est un déoupage orret de A, A = AR.
Outre qu'elle prouve le théorème, ette preuve est intéressante puisqu'elle montre que
la haîne (A1,i, A
i+1, . . . , An) est un déoupage orret de A, A1,i étant un déoupage
orret de (A1, . . . , Ai). Ce résultat peut être généralisé et il est possible de rempla-
er les (j − i + 1) automates Ai, . . . , Aj d'une haîne d'automates (A1, . . . , An) par la
reonstrution de la haîne d'automates (Ai, . . . , Aj). On peut ainsi imaginer une re-
onstrution de EA en plusieurs étapes. On peut également imaginer une généralisation
des haînes d'automates onstituées d'automates et de haînes d'automates. Ce point
n'est ependant pas développé.
Puisque l'opération de reonstrution d'une haîne d'automates peut se voir omme
l'opération inverse du déoupage, on déide de noter la reonstrution de la haîne
EA de la manière suivante : Sli
−1(EA). Remarquons que ette notation suggère que le
déoupage orret est une fontion bijetive, e qui n'est pas le as. Il existe plusieurs
déoupages orrets d'un automate. En revanhe, il n'existe qu'une seule reonstrution
d'une haîne d'automates. La reonstrution est don eetivement une fontion.
Il est à présent possible de revenir sur la dénition de haîne d'automates. La deuxième
ondition indique que les états présents sur deux automates Ai et Aj de la haîne doivent
être des états frontière ; 'est-à-dire qu'ils doivent être présents sur tous les automates
entre Ai et Aj et que es états doivent être naux quand ils sont présents dans un
automate suivant et initiaux quand ils sont présents dans un automate préédent. Cette
ondition est néessaire pour s'assurer qu'une trajetoire de A est la reonstrution de
n trajetoires (voir la preuve préédente).
Par ailleurs, la troisième ondition est également importante. Elle permet de s'assu-
rer qu'une trajetoire sur l'automate reonstruit est présente sur la haîne d'automates.
Prenons l'exemple de la gure 3.3. Dans et exemple, seul l'état q ommun à deux
moreaux est présenté (les transitions entre et état et les autres sont en pointillés).
On note t1 = (q, l1, q) la transition boulant sur q et étiquetée par l1, et t2 = (q, l2, q)
ave l1 6= l2. On a : t1 ∈ T
i \ T i+1 et t2 ∈ T
i+1 \ T i. La troisième ondition n'est don
ii pas respetée. Alors, les trajetoires sur la séquene d'automates indiquent que l1 a
eu lieu un nombre quelonque de fois puis l2 a lieu un nombre quelonque de fois. En
revanhe, la reonstrution indique qu'il est possible que l1 ait eu lieu après l2. Ainsi,
si la troisième ondition n'est pas respetée, la reonstrution n'est pas une opération
qui permette d'obtenir de manière sûre un automate omportant le même ensemble de
trajetoires que la séquene d'automates.
Dans la dénition de haîne d'automates donnée dans [GCL05b℄, les onditions ne
sont pas énonées mais on onsidère qu'une haîne d'automates n'est un déoupage





Fig. 3.3  Démonstration de l'importane de la troisième ondition de la dénition de
haîne d'automates
orret que si la reonstrution donne un automate disposant des mêmes trajetoires
que la haîne. La dénition qui nous avons donnée plus haut est plus restritive mais
permet d'être ertain de l'existene des propriétés assoiées à la reonstrution.
3.2.2 Synhronisation de haîne
Nous avons vu qu'il était possible de onsidérer un automate par moreaux grâe
au formalisme des haînes d'automates. Il est alors néessaire de redénir les opérations
utilisées par les automates dans le adre du diagnosti pour les haînes d'automates. La
prinipale opération est la synhronisation d'automates. Nous présentons ii un premier
résultat qui est rané dans 3.3.2. Pour ela, il est tout d'abord néessaire de rappeler
les fermetures préxe et suxe.
Dénition 3.8 (Fermeture préxe).
Soit A = (Q,E, T, I, F ) un automate. La fermeture préxe de A est l'automate noté
A+ tel que tous les états sont naux (F+ = Q+ = Q).
Dénition 3.9 (Fermeture suxe).
Soit A = (Q,E, T, I, F ) un automate. La fermeture suxe de A est l'automate noté A−
tel que tous les états sont initiaux (I− = Q− = Q).






Soit M un automate. Une trajetoire sur l'automate orrespond à un omportement
pendant la fenêtre globale. Considérons une fenêtre W qui ne ommene pas forément
à t0. Alors, l'état a pu évoluer entre t0 et le début de la fenêtreW. Ainsi, les trajetoires
ne ommenent pas néessairement par un état initial de M , et il faut don onsidérer
l'automate M−.
Lorsqu'on herhe à synhroniser le omportement de M et EA, on synhronise
haque moreau Ai ave M . Cependant, le moreau Ai (ave i > 1) orrespond à
une fenêtre qui ne ommene pas néessairement à t0. Ainsi, la synhronisation doit
s'eetuer entre Ai et M−.
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Pour une raison symétrique, il faut parfois onsidérer la fermeture préxe de l'auto-
mate lors de la synhronisation de M et EA.
Dénition 3.10 (Synhronisation d'un automate et d'une haîne d'automates).
Soit EA = (A
1, . . . , An) une haîne d'automates et M un automate. La synhronisation
de M et EA notée M ⊗ EA est une séquene d'automates (A
1
⊗, . . . , A
n
⊗) dénie par :
 A1⊗ =M
+ ⊗A1,




Remarquons que si n = 1, alors M ⊗ EA =M ⊗ (A
1) =M ⊗ (A) = (M ⊗A).
La synhronisation de A et M se fait en utilisant l'ensemble des événements de
synhronisation E = EA ∩ EM . Aussi, il est néessaire que le même ensemble de syn-
hronisation soit utilisé pour tous les moreaux de la haîne d'automates lors de la
synhronisation de EA et M : ∀i, ∀M , EAi ∩EM = E. Cei est la raison de la première





















Fig. 3.4  Automate M et la synhronisation de M ave l'automate de la gure 3.2
Considérons à présent l'automate M présenté sur la gauhe de la gure 3.4. La
partie droite de la gure présente par ailleurs la synhronisation M ⊗ A de M ave la
reonstrution A (gure 3.2) de la haîne d'automates EA (gure 3.1). La synhronisation
M ⊗ EA de M et EA est présentée gure 3.5. On voit que la haîne produite omporte
de nombreux états inutiles (D7, A8, et.) qui sont représentés sur la gure de manière
grisée. Ces états sont en partie dûs aux états inutiles de la haîne d'automates EA (voir
par exemple l'état D7), mais pas seulement (voir par exemple l'état D3). Par la suite (en
partie 3.3), nous voyons omment réduire ou supprimer omplètement es états inutiles.
Nous pouvons remarquer que la haîne onstruite M ⊗ EA est un déoupage orret de
M ⊗A. Par la suite, nous démontrons que e résultat est toujours vrai.
Théorème 3.3.
Soit EA une haîne d'automates et M un automate. Alors, M ⊗ EA est une haîne
d'automates.

































Fig. 3.5  Synhronisation de l'automate de la gure 3.4 et de la haîne d'automates
de la gure 3.1
Démonstration. Pour ette preuve, nous prenons la notation suivante :
 M = (QM , EM , TM , IM , FM ),
 EA = (A
1, . . . , An) ave Ai = (Qi, Ei, T i, Ii, F i) et Ei = E,
 EA ⊗M = (A
1

















Considérons les trois onditions de la dénition de haîne d'automates :
 ∀i, j, Ei⊗ = E
j
⊗ = EM ∪E. Cette ondition est vériée.




⊗ ⇒ q⊗ ∈ F
i
⊗ ∧ q⊗ ∈ I
i+1
⊗ . Si q⊗ = (qM , q) ∈ Q
i
⊗,
alors qM ∈ QM et q ∈ Q
i
. De même, q ∈ Qj. Ainsi, q ∈ F i et q ∈ Ii+1 (puisque EA
est une haîne d'automates). De plus, qM ∈ F
+
et qM ∈ F
#
. Or i 6= 1 implique
Ai⊗ =M
+⊗Ai ou Ai⊗ =M
#⊗Ai. Don, qi ∈ F i. Parallèlement, qi ∈ Ii+1. Cette
ondition est don vériée.
 ∀i, j,∀q⊗, q
′






⊗ alors ∀chem⊗, hemin de A
i
⊗
entre q⊗ et q
′
⊗, chem⊗ est aussi un hemin sur A
j
⊗. Soit un hemin
chem⊗ = (((q0, qM0), . . . , (qm, qMm))(l1, . . . , lm)) sur A
i⊗. Alors, chem =
((q0, . . . , qm), (l1, . . . , lm)) est un hemin sur A
i
(par dénition de la synhro-
nisation), q0 ∈ Q
j
et qm ∈ Q
j
. Don, chem est un hemin de Aj. De plus,
chemM = ((qM0, . . . , qMm), (lM1, . . . , lMm)) est un hemin sur M . Don, chem⊗
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est un hemin sur Aj⊗. Cette ondition est don vériée.
Théorème 3.4.
Soit EA une haîne d'automates. Soit M un automate. Alors, M ⊗EA est un déoupage
orret de M ⊗ Sli−1(EA).
Démonstration. Nous reprenons la notation préédente. Soit chem′ =




1, . . . , l
′
m)) une trajetoire de M ⊗ Sli
−1(EA) telle que ∀i, q
′
i = (qi, q
M
i )
et l′i = Θ.(li, l
M
i ,) Alors, chem = ((q0, . . . , qm), (l1, . . . , lm)) est une tra-
jetoire de Sli−1(EA). Don, chem est la reonstrution de n trajetoires
chemi = ((qf(i), . . . , qf(i+1)), (lf(i)+1, . . . , lf(i+1))) trajetoire de A
i
. De même




1 , . . . , l
M








f(i)+1, . . . , l
M
f(i+1))) est une trajetoire de M
#
(de M+ pour
i = 1, M− pour i = n). Ainsi, chem′i = ((q′







trajetoire de Ai⊗. Don, chem
′
, la reonstrution des n trajetoires chem′i est une
trajetoire de M ⊗ EA.
De la même manière, toute trajetoire de M ⊗ EA est une trajetoire de M ⊗
Sli−1(EA).
Ce résultat est très important. En eet, onsidérons un automate A que, pour des
raisons de ommodité (dont ertaines sont présentées par la suite), on désire représenter
sous la forme d'une haîne d'automates EA. Si EA est un déoupage orret de A, alors
il est possible de aluler une haîne d'automates qui est le déoupage orret de M ⊗A
sans reonstruire l'automate A.
L'appliation de e résultat au diagnosti est maintenant présentée.
3.2.3 Appliation au diagnosti
Les résultats présentés i-dessus peuvent être appliqués au diagnosti. En partiulier,
on peut onsidérer non pas un automate des observations mais une haîne d'automates
des observations et eetuer un alul à l'aide de ette haîne.
Nous utilisons tout d'abord les haînes d'automates pour le diagnosti dans un
ontexte non inrémental, puis dans un ontexte inrémental.
3.2.3.1 Calul non inrémental du diagnosti
Les résultats présentés i-dessus permettent une dénition de diagnosti par mor-
eaux.
Dénition 3.11 (Diagnosti par moreaux).
Soit Mod l'automate représentant le modèle du système. Soit Obs l'automate des obser-
vations et EObs un déoupage orret de Obs. Le diagnosti par moreaux de Obs est
déni omme suit : E∆ = Mod ⊗ EObs .
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Le diagnosti par moreaux est don une haîne d'automates ∆ = (∆1, . . . ,∆n) où
∆i est appelé le moreau numéro i de diagnosti.
Résultat 3.1.
Le diagnosti par moreaux E∆ est un déoupage orret du diagnosti ∆.
Ce résultat est intéressant pour deux raisons.
1. Tout d'abord, dans ertains as, il est plus faile d'exprimer l'automate des obser-
vations sous forme de haînes d'automates notamment pour le diagnosti inré-
mental, et enore plus dans le as du diagnosti en-ligne omme nous le voyons par
la suite. Remarquons de plus que les moreaux de l'automate étant petits, ils sont
plus failes à manipuler que l'automate des observations. Aussi, ette méthode
permet de aluler le diagnosti sans passer par la onstrution de l'automate
global des observations du système. De plus, si on onsidère que, pour les mêmes
raisons, il est plus pratique de représenter le diagnosti sous forme de haîne, alors
ette méthode le permet.
2. Ensuite, grâe à e résultat, il est possible de aluler les moreaux de diagnosti
haun séparément et en parallèle.
Il est possible d'appliquer e résultat pour aluler le diagnosti de manière inré-
mentale.
3.2.3.2 Calul inrémental du diagnosti
Soit i + 1 automates Obs1, . . . ,Obs i+1 tels que ∀k ∈ {1, . . . , i}, Obsk est un pré-
xe de Obsk+1. Considérons qu'il existe Obs
1, . . . ,Obsi+1 tel que ∀k ∈ {1, . . . , i + 1},
(Obs1, . . . ,Obsk) est un déoupage orret de Obsk.
On note E∆i = (∆
1, . . . ,∆i) le diagnosti par moreaux de Obsi. E∆i est un déou-
page orret de ∆i = Mod⊗Obsi. On note E∆i+1 le diagnosti par moreaux de Obsi+1.
Alors, on a le résultat suivant :
Résultat 3.2.
E∆i+1 = (∆
1, . . . ,∆i,∆i+1) où ∆i+1 = Mod# ⊗Obsi+1.
Démonstration. On a : E∆i+1 = Mod ⊗ (Obs
1, . . . ,Obs i+1) = (Mod+ ⊗ Obs1,Mod# ⊗
Obs2, . . . ,Mod# ⊗Obsi,Mod− ⊗Obsi+1).
Or E∆i = Mod⊗(Obs
1, . . . ,Obs i) = (Mod+⊗Obs1,Mod#⊗Obs2, . . . ,Mod−⊗Obsi).
De plus, Mod− = Mod# puisque FMod = QMod .
Don, E∆i+1 = (∆
1, . . . ,∆i,Mod# ⊗Obsi+1).
Ce résultat indique qu'il sut uniquement de aluler le dernier moreau de diag-
nosti pour obtenir le diagnosti de ∆i+1 à partir de ∆i.
Cependant, omme présenté par la gure 3.5, les moreaux issus d'une synhro-
nisation omportent de nombreux états inutiles. Ainsi, dans la gure 3.5, il n'est pas
évident de déterminer quels événements ont eetivement eu lieu. Par exemple, il n'est
pas faile de déterminer si le système est passé ou non par l'état D. Aussi, l'opération
de reonstrution est néessaire pour supprimer es états inutiles. La setion suivante
propose une extension permettant de supprimer es états inutiles.
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3.3 Extension : le diagnosti inrémental
Nous avons vu qu'une haîne d'automates peut disposer d'un ertain nombre d'états
qui pourraient être tés sans dommage. Ces états sont qualiés d'inutiles
Dénition 3.12 (État inutile).
Un état q d'une haîne d'automates EA est dit inutile si auune trajetoire de EA ne
passe par et état.
La suppression des états inutiles des haînes d'automates est un point indispensable
pour l'utilisation des haînes d'automates dans le adre du diagnosti. Cette opération
est appelée ranement. L'opération de ranement a été introduite dans [LC00℄. Raf-
ner onsiste à supprimer des états d'un automate grâe à une information obtenue
dans la fenêtre préédente ou dans la fenêtre suivante. Cette notion ne doit pas être
onfondue ave la notion de ranement dénie omme l'opération inverse de l'abstra-
tion. Grâe au ranement, il est possible de modier la dénition de synhronisation
d'une haîne et d'un automate et réduire le nombre d'états produits. Nous présentons
alors une nouvelle opération de synhronisation, la synhronisation inrémentale. Cette
synhronisation est ensuite appliquée au diagnosti. Ensuite, nous disutons de l'intérêt
d'une synhronisation enore plus restritive appelée synhronisation ranée.
3.3.1 Ranement de haîne
Nous présentons à présent une tehnique permettant de mettre en évidene les états
inutiles d'une haîne d'automates et permettant de s'en débarrasser. Ces propriétés sont
utilisées par la suite notamment dans le adre de la synhronisation inrémentale.
On voit sur l'exemple de la haîne d'automates de la gure 3.1 que l'état 7 ne peut
être sur auune trajetoire de la haîne d'automates pare qu'il s'agit d'un état nal du
premier automate de la haîne et que et état n'apparaît pas dans le deuxième automate.
L'état 8 est inutile pour une raison symétrique. L'état 9 est justié par l'existene de
l'état 8.
Ces onstats permettent de donner les dénitions suivantes :
Dénition 3.13 (Chaîne I-ranée).
Une haîne d'automates EA = (A
1, . . . , An) est dite I-ranée si elle vérie la propriété
suivante : ∀i ∈ {1, . . . , n − 1}, Ii+1 ⊆ F i.
On voit que la haîne d'automates de la gure 3.1 n'est pas I-ranée puisque l'état
8 ∈ I2 et 8 /∈ F 1.
Nous prenons l'hypothèse que tous les automates de la haîne EA = (A
1, . . . , An)
I-ranée sont simpliés. Alors, pour tout état q de l'automate Ai, il existe un hemin
menant d'un état q0 ∈ I
i
à l'état q. Grâe à la propriété de I-ranement, on peut
failement démontrer réursivement qu'il existe un hemin entre q0 ∈ I
1
et q sur la
haîne d'automate. Soit q un état de An. Alors, il existe un hemin menant de q0 ∈ I
1
à q grâe à l'hypothèse de I-ranement et un hemin menant de q à qm ∈ F
n
grâe à
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l'hypothèse d'automates simpliés. Ainsi, pour tout état q de An, il existe une trajetoire
passant par q. Don, auun état de An est inutile.
Dans ertains ontextes, seul le dernier automate de la haîne est intéressant. En
eet, lorsqu'on veut onnaître l'état nal du système à l'aide d'un diagnosti par mor-
eaux, ou si l'on herhe à onnaître les derniers omportements qui ont eu lieu sur
le système, seul le dernier automate nous intéresse. Les autres automates permettent
d'indiquer quels sont les états inutiles du dernier automate. Dans le as d'une haîne
d'automates I-ranée, on voit que les préédents automates ne sont pas utiles puisque
le dernier automate ne omporte auun état inutile.
Rappelons ainsi que la dénition de reonstrution indique que l'automate reons-
truit A est tel que l'ensemble des états naux F est l'ensemble des états naux Fn du
dernier automate de la haîne. Cependant, dans le as général, la simpliation de la
haîne reonstruite supprime ertains états naux. Ainsi, on a F ⊆ Fn. Dans le as
d'une haîne I-ranée, l'ensemble des états naux de la reonstrution de la haîne est
exatement l'ensemble des états naux du dernier automate : F = Fn.
Dénition 3.14 (Chaîne F-ranée).
Une haîne d'automates EA = (A
1, . . . , An) est dite F-ranée si elle vérie la propriété
suivante : ∀i ∈ {1, . . . , n− 1}, F i ⊆ Ii+1.
On voit que la haîne d'automates de la gure 3.1 n'est pas F-ranée puisque l'état
7 ∈ F 1 et 7 /∈ I2.
Une haîne F-ranée est intéressante puisque si on se déplae sur la haîne en
partant de n'importe quel état, on est assuré de trouver un hemin qui mène à un état
nal du dernier automate. Par exemple, dans la haîne d'automates non F-ranée de
la gure 3.1, si on atteint l'état 7 du premier automate, il ne nous est plus possible
d'atteindre un état nal. Ce as de gure ne pourrait pas arriver dans une haîne F-
ranée.
Dénition 3.15 (Chaîne ranée).
Une haîne d'automates est ranée si elle est à la fois I-ranée et F-ranée.
L'intérêt d'une haîne ranée est qu'auun état de la haîne n'est inutile.
Nous présentons à présent les opérations permettant de supprimer les états inutiles.
Dénition 3.16 (I-ranement).
Le I-ranement d'une haîne EA = (A
1, . . . , An), déni si EA n'est pas I-ranée, est
une séquene d'automates E ′A = (A
′1, . . . , A′n) telle que ∃i ∈ {2, . . . , n} et ∃q ∈ Ii \F i−1
et :
 ∀j 6= i, A′j = Aj et
 A′i est l'automate simplié de (Qi, Ei, T i, Ii \ {q}, F i).
Le I-ranement est une opération onsistant à supprimer de l'ensemble des états
initiaux d'un automate Ai l'état q qui n'est pas nal dans le préédent automate Ai−1.
Par exemple, un I-ranement de la haîne d'automates de la gure 3.1 permet de
76 Diagnosti inrémental
retirer l'état 8 de l'ensemble des états initiaux du deuxième automate de la haîne. Par
simpliation de l'automate A′2, les états 8 et 9 sont alors retirés du deuxième automate.
Un seond I-ranement permet d'ter l'état 9 du troisième automate de la haîne. La

















Fig. 3.6  Chaîne d'automates I-ranée obtenue par I-ranements suessifs de la
haîne de la gure 3.1
Dénition 3.17 (F-ranement).
Le F-ranement d'une haîne EA = (A
1, . . . , An), déni si EA n'est pas F-ranée, est
une séquene d'automates E ′A = (A
′1, . . . , A′n) telle que ∃i ∈ {1, . . . , n − 1} et ∃q ∈
F i \ Ii+1 et :
 ∀j 6= i, A′j = Aj et
 A′i est l'automate simplié de (Qi, Ei, T i, Ii, F i \ {q}).
Le F-ranement est l'opération symétrique au I-ranement. L'opération de F-
ranement de la haîne d'automates de la gure 3.1 permet ainsi de supprimer l'état
inutile 7 de la haîne d'automates.
On utilise le terme générique de ranement pour désigner un I-ranement ou un
F-ranement. Le ranement est une opération qui ne supprime pas de trajetoires.
Théorème 3.5.
Soit EA une haîne d'automates. La séquene d'automates E
′
A obtenue par ranement
de EA est une haîne d'automates. De plus, l'ensemble des trajetoires de E
′
A est égal à
l'ensemble des trajetoires de EA.




A étant la haîne d'auto-
mates non simpliés), la démonstration pour le F-ranement est symétrique. Soit q
l'état té de Ii. Considérons les trois onditions de la dénition de haîne d'automates :
 ∀i, j, E′i = E′j . Cette ondition est vériée.
 ∀i, j, j > i,∀q, q ∈ Q′i ∩ Q′j ⇒ q ∈ F ′i ∧ q ∈ I ′i+1. L'état q n'appartient pas
à F i−1. Puisque q ∈ Ii, l'état q n'appartient pas à Qi−1. Don, i /∈ Q′i−1. La
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propriété est don vériée pour q. Auun autre état n'est retiré des ensemble Ij
ou F j ni ajouté à Qj. La ondition est don vériée.
 ∀i, j,∀q, q′, si {q, q′} ⊆ Q′i ∩Q′j alors ∀p, hemin de A′i entre q et q′, p est aussi
un hemin sur A′j . ∀j, Qj = Q′j et T j = T ′j . Ainsi, si la ondition est vériée
pour EA, ette ondition est également vériée pour E
′
A.




Considérons à présent l'ensemble de trajetoires EA et E
′
A. Il est immédiat que toute
trajetoire de E ′A est une trajetoire de EA.
Soit chem une trajetoire de EA. Alors, chem est la reonstrution des n trajetoires




1, . . . , l
j
mj)). Pour j 6= i, chem
j




m (i− 1) ∈
F i−1). Ainsi chemi est également une trajetoire de A′i. Don, chem est une trajetoire
E ′A. Les ensembles des trajetoire de EA et E
′
A sont don identiques.
3.3.2 Synhronisation inrémentale
La synhronisation inrémentale utilise les résultats préédents pour fournir une
haîne d'automates I-ranée.
Dénition 3.18 (I-restrition).
Soit A = (Q,E, T, I, F ) un automate. La I-restrition de A sur I ′ notée A[I ′] est l'au-
tomate simplié de (Q,E, T, I ∩ I ′, F ).
La I-restrition onsiste à réduire le nombre d'états initiaux. Par la suite, par abus
de langage, nous désignons la I-restrition sous le nom de restrition.
Nous donnons une dénition de synhronisation inrémentale où nous restreignons
l'ensemble des états initiaux de haque moreau de la haîne onstruite sur l'ensemble
des états naux du préédent moreau.
Dénition 3.19 (Synhronisation inrémentale).
La synhronisation inrémentale de l'automate M et de la haîne EA, notée M ⊙EA est
la séquene d'automates (A1⊙, . . . , A
n
⊙) dénie par :
 A1⊙ =M
+ ⊗A1 si n 6= 1, A1⊙ =M ⊗A
1
sinon,
 ∀i ∈ {2, . . . , n−1}, Ai⊙ = (M
#⊗Ai)[F i−1⊙ ] où F
i−1
⊙ est l'ensemble des états naux
de Ai−1⊙ ,
 si n 6= 1, An⊙ = (M
− ⊗An)[Fn−1⊙ ].
Remarquons que l'automate (M# ⊗Ai)[F i−1⊙ ] n'est pas néessairement alulé par
la synhronisation de M# et Ai suivie d'une I-restrition, mais que les deux opérations
peuvent être eetuées en même temps de manière eae (voir setion 7.5).
Cette opération est appelée inrémentale puisque le alul est eetué de manière
inrémentale, 'est-à-dire que l'automate Ai⊙ est alulé en utilisant A
i−1
⊙ . La gure 3.7
présente la synhronisation inrémentale de l'automateM de la gure 3.4 et de la haîne
d'automates EA de la gure 3.1. On voit qu'on obtient une haîne d'automates qui est
un déoupage de la synhronisation de M et de la reonstrution de EA. C'est e que
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nous prouvons par la suite. La haîne d'automates est par ailleurs beauoup plus petite
que elle de la gure 3.5, et omporte beauoup moins d'états inutiles. Il est diile de
quantier e gain qui dépend de la forme des automates du modèle et des observations.
On peut ependant remarquer que si le nombre d'état du modèle est important et si la
longueur des trajetoires les plus petites sur la haîne d'automates est faible, alors e



















Fig. 3.7  Synhronisation inrémentale de l'automate de la gure 3.4 et de la haîne
d'automates de la gure 3.1
Théorème 3.6.
Soit M un automate et EA une haîne d'automates. Alors, M ⊙ EA est la haîne d'au-
tomates I-ranée obtenue par I-ranements suessifs de M ⊗ EA.
Démonstration. Un I-ranement supprime un état de la liste des états initiaux d'un
moreau d'automate lorsque et état n'appartient pas à l'ensemble des états naux du
moreau d'automate préédent. Ainsi, restreindre un moreau d'automate sur l'ensemble
des états naux du préédent moreau est équivalent à l'appliation suessive de I-
ranements. Ainsi, M ⊙ EA peut être obtenu par I-ranements suessifs de M ⊗ EA.
Par ailleurs, d'après le théorème 3.5, M ⊙ EA est une haîne d'automates.
Puisque le moreau numéro i de la haîne M ⊙ EA est restreint par l'ensemble des
états naux du (i− 1)ème moreau, la haîne M ⊙ EA est I-ranée.
Corollaire 3.1.
Soit M un automate et EA une haîne d'automates. Alors M ⊙ EA est un déoupage
orret de M ⊗ Sli−1(EA).
Démonstration. Ce orollaire est le résultat du théorème 3.5 et du théorème 3.6.
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Ce résultat indique que la synhronisation inrémentale peut être utilisée pour al-
uler la synhronisation d'un automate et d'une haîne d'automates à la plae de la
synhronisation présentée dans la setion 3.2.
3.3.3 Appliation au diagnosti
Il est possible d'appliquer e résultat diretement au diagnosti.
3.3.3.1 Dénition du diagnosti inrémental
Le diagnosti inrémental utilise la synhronisation inrémentale.
Dénition 3.20 (Diagnosti inrémental).
Soit Mod l'automate représentant le modèle du système. Soit Obs l'automate des obser-
vations et EObs un déoupage orret de Obs. Le diagnosti inrémental du système est
déni omme suit : E∆ = Mod ⊙ EObs .
Résultat 3.3.
Le diagnosti inrémental E∆ est un déoupage orret du diagnosti ∆.
La haîne de diagnostis obtenue par ette méthode est I-ranée. L'avantage par
rapport au résultat 3.1 est que l'ensemble des états naux du dernier automate de la
haîne est l'ensemble des états naux de la reonstrution de la haîne. Ainsi, si le but
du diagnosti est de onnaître préisément l'ensemble des états du système à l'issue
du diagnosti, e alul est susant. En revanhe, l'utilisation de la synhronisation
inrémentale ne permet plus un alul en parallèle puisque l'ensemble des états naux
d'un moreau de diagnosti est néessaire au alul du moreau suivant.
Nous présentons à présent un alul de manière inrémentale du diagnosti.
3.3.3.2 Calul inrémental du diagnosti
Nous faisons une distintion entre le alul inrémental du diagnosti et le diag-
nosti inrémental. Le diagnosti inrémental est une représentation du diagnosti sous
forme de haîne d'automates, tandis que le alul inrémental du diagnosti onsiste à
utiliser un alul préédemment eetué pour aélérer le alul du diagnosti. Remar-
quons que le diagnosti inrémental est partiulièrement adapté au alul inrémental
du diagnosti.
Soit Obs1, . . . ,Obs i+1, i + 1 automates tels que ∀k ∈ {1, . . . , i}, Obsk est un pré-
xe de Obsk+1. Considérons qu'il existe Obs
1, . . . ,Obsi+1 tel que ∀k ∈ {1, . . . , i + 1},
(Obs1, . . . ,Obsk) est un déoupage orret de Obsk.
On note E∆i = (∆
1, . . . ,∆i) le diagnosti inrémental de Obsi. E∆i est un déoupage
orret de ∆i = Mod ⊗Obsi. On note E∆i+1 le diagnosti inrémental de Obsi+1. Alors,
on a le résultat suivant :
Résultat 3.4.
E∆i+1 = (∆
1, . . . ,∆i,∆i+1) où ∆i+1 = (Mod# ⊗ Obsi+1)[F i∆] ave F
i
∆ l'ensemble des
états naux de ∆i.
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Démonstration.
On a par dénition :
E∆i = Mod ⊙ EObsi = ((Mod
+ ⊗ Obs1), (Mod# ⊗ Obs2)[F 1∆], . . . , (Mod
# ⊗
Obsi−1)[F i−2∆ ], (Mod
− ⊗Obsi)[F i−1∆ ]).
Par ailleurs, on a :
E∆i+1 = Mod ⊙ EObsi+1 = ((Mod
+ ⊗ Obs1), (Mod# ⊗ Obs2)[F 1∆], . . . , (Mod
# ⊗
Obsi−1)[F i−2∆ ], (Mod
# ⊗ Obsi)[F i−1∆ ], (Mod
− ⊗ Obsi+1)[F ′i∆]) où F
′i
∆ est l'ensemble des
états naux de (Mod# ⊗Obs i)[F i−1∆ ].
On a don E∆i+1 = (∆
1, . . . ,∆i−1, (Mod#⊗Obsi)[F i−1∆ ], (Mod
−⊗Obsi+1)[F ′i∆]). Or,
Mod− = Mod# puisque tous les états de Mod sont naux, omme nous l'avons indiqué
en setion 2.1, page 48. Ainsi, (Mod# ⊗ Obsi)[F i−1∆ ] = (Mod
− ⊗ Obsi)[F i−1∆ ] = ∆i et
F ′i∆ = F
i
∆. Don, E∆i+1 = (∆
1, . . . ,∆i,∆i+1).
Ce résultat permet de aluler le diagnosti de manière inrémentale omme présenté
dans la dénition 3.2. Étant donné E∆i , le alul de E∆i+1 ne néessite que le alul de
∆i+1. Ainsi, si on onsidère que haque automate Obsk a une taille omparable, alors le
alul de haque E∆i+1 à partir de E∆i néessite une puissane de alul identique pour
tout i, et peut don être envisagé en-ligne. Remarquons que l'hypothèse que haque
Obsi ait une taille équivalente est une hypothèse importante.
Le diagnosti du système a deux buts : le premier est de trouver le omportement
passé du système, le seond est de trouver l'état atuel du système. Le résultat suivant
est intéressant onernant le seond point.
Résultat 3.5.
Dans le diagnosti inrémental E∆i = (∆
1, . . . ,∆i), l'ensemble des états naux de ∆i
est l'ensemble des états naux de ∆i = Sli−1(E∆i).
Démonstration. Le diagnosti inrémental E∆i = (∆
1, . . . ,∆i) est obtenu par synhro-
nisation inrémentale. Or, la synhronisation inrémentale produit une haîne d'auto-
mates I-ranée (théorème 3.6). Ainsi, pour tout état q de la haîne d'automate, il
existe un hemin partant d'un état initial de ∆1 et menant à et état q. Par ailleurs, les
états naux q de ∆i sont également naux dans la reonstrution non simplié de E∆i .
Ainsi, il existe au moins une trajetoire passant par q et q n'est don pas supprimé par
simpliation. Don, q est un état nal de ∆i.
Ce résultat montre qu'étant données les informations à la date ti, il n'est pas nées-
saire de reonstruire le diagnosti pour onnaître les états possibles du système.
3.3.4 Ranements supplémentaires
Le diagnosti inrémental permet d'obtenir une haîne de diagnostis I-ranée. On
peut se demander s'il est intéressant de aluler la haîne de diagnostis ranée.
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3.3.4.1 Synhronisation ranée
Dénition 3.21 (F-restrition).
Soit A = (Q,E, T, I, F ) un automate. La F-restrition de A sur F ′ notée A(F ′) est
l'automate simplié de (Q,E, T, I, F ∩ F ′).
La F-restrition est l'opération symétrique de la I-restrition.
Dénition 3.22 (Synhronisation ranée).
Soit M un automate et EA une haîne d'automates. Soit (A
1
⊙, . . . , A
n
⊙) la synhronisa-













ranée de M et de EA, notée M ⊚EA est la séquene d'automates (A
1




 An⊚ = A
n
⊙,




⊚ ) où I
i+1
⊚ est l'ensemble
des états initiaux de Ai+1⊚ .
Cette synhronisation onsiste à restreindre l'ensemble des états naux de Ai⊚ sur
l'ensemble des états initiaux de Ai+1⊚ . Il y a don deux aluls inrémentaux : le premier
de l'automate A1 à An pour aluler la synhronisation inrémentale, et le seond de
An à A1 pour aluler la synhronisation ranée. Ces deux aluls orrespondent aux
deux boules prévision-postdition de [Lar00℄.
Théorème 3.7.
Soit M un automate et EA une haîne d'automates. Alors, M ⊚ EA est la haîne d'au-
tomates ranée obtenue par F-ranements suessifs de M ⊙ EA.
Démonstration. Un F-ranement supprime un état de la liste des états naux d'un
moreau d'automate lorsque et état n'appartient pas à l'ensemble des états initiaux du
moreau d'automate suivant. Ainsi, l'opération onsistant à remplaer F i par Ii+1 ⊆ F i
est équivalent à l'appliation suessive de F-ranement. Ainsi,M⊚EA peut être obtenu
par F-ranements suessifs de M ⊙ EA.
Nous prouvons maintenant que la haîne d'automates M ⊚ EA est ranée. Soit
EA une haîne I-ranée et EA′ la haîne obtenue après un F-ranement de EA qui a
onduit à la suppression de l'état q de l'ensemble des états naux de l'automate Ai.
Alors, pour tout j tel que j 6= i et j 6= i + 1, I ′j+1 = Ij+1 ⊆ F j = F ′j . De plus,
I ′i ⊆ Ii ⊆ F i−1 = F ′i−1. Enn, I ′i+1 = Ii+1 ⊆ F i ; or on a supprimé de F i un élément
qui n'appartient pas à Ii+1 ; don I ′i+1 ⊆ F ′i. Don, EA′ est une haîne I-ranée. Don,
M ⊚ EA est une haîne I-ranée.











F i⊚ ⊆ I
i+1
⊚ . Don, M ⊚ EA est une haîne F-ranée. Et don, M ⊚ EA est une haîne
ranée.
3.3.4.2 Calul non inrémental du diagnosti
Dénition 3.23 (Diagnosti rané).
Soit Mod l'automate représentant le modèle du système. Soit Obs l'automate des obser-
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vations et EObs un déoupage orret de Obs. Le diagnosti rané du système est déni
omme suit : E∆ = Mod ⊚ EObs .
Résultat 3.6.
Le diagnosti rané E∆ est un déoupage orret du diagnosti ∆.
Démonstration. Ce résultat est une onséquene logique du théorème 3.7, du résultat 3.3
et du théorème 3.5.
Le diagnosti rané produit une haîne d'automates ranée, 'est-à-dire ne om-
portant auun état inutile. Ce résultat est très intéressant puisqu'il signie que la haîne
de diagnostis est pratiquement identique au diagnosti reonstruit.
3.3.4.3 Calul inrémental du diagnosti
Soit Obs1, . . . ,Obs i+1, i + 1 automates tels que ∀k ∈ {1, . . . , i}, Obsk est un pré-
xe de Obsk+1. Considérons qu'il existe Obs
1, . . . ,Obs i+1 tel que ∀k ∈ {1, . . . , i + 1},
(Obs1, . . . ,Obsk) est un déoupage orret de Obsk.
On note E∆i = (∆
1, . . . ,∆i) le diagnosti par moreaux de Obsi. E∆i est un déou-
page orret de ∆i = Mod⊗Obsi. On note E∆i+1 le diagnosti par moreaux de Obsi+1.
Alors, on a le résultat suivant :
Résultat 3.7.
E∆i+1 = (∆
′1, . . . ,∆′i,∆i+1) où ∆i+1 = (Mod#⊗Obsi+1)[F i∆] et ∀k ∈ {1, . . . , i}, ∆
′k =
∆k(Ik+1∆′ ) ave I
k+1
∆′ est l'ensemble d'états naux de ∆
′k+1
.
On voit que le alul inrémental par diagnosti rané néessite de realuler par
F-ranements les automates ∆k. Nous avons vu que la omplexité d'un diagnosti
inrémental ne devait dépendre que de la taille de Obsi+1. Ii, puisqu'il est néessaire
de F-raner les préédents automates, la omplexité dépend également de la taille de
Obs. Ce n'est don pas une solution aeptable pour le alul inrémental du diagnosti.
Aussi, par la suite nous ne onsidérons pas le diagnosti rané du diagnosti. On
pourrait ependant s'intéresser à un diagnosti partiellement rané, 'est-à-dire qui
onsiste à eetuer les F-ranements uniquement pour les k derniers moreaux d'auto-
mates (k petit, synhronisation k-ranée).
3.4 Déoupage des observations
Nous avons jusqu'ii onsidéré que la haîne des automates des observations était
déjà alulée et nous avons présenté l'opération (reonstrution) permettant de retrou-
ver l'automate des observations. Nous présentons à présent le déoupage de l'automate
des observations. Nous donnons tout d'abord dans ette setion une dénition de dé-
oupage plus strite appelée déoupage temporel. Nous présentons ensuite une tehnique
permettant de déouper de manière générale un automate pour obtenir une haîne d'au-
tomates, et nous appliquons e résultat dans le adre hors-ligne à la onstrution de la
haîne d'automates des observations.
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3.4.1 Déoupage temporel
Le déoupage temporel onsiste à onsidérer les moreaux d'automates omme les
omportements possibles ayant eu lieu pendant une période donnée. Ces périodes sont
appelées fenêtres temporelles. À haque automate orrespond alors une fenêtre tempo-
relle.
Dénition 3.24 (Séquene orrete de fenêtres temporelles).
Soit t0, . . . , tn des instants et [t0, tn] la fenêtre temporelle globale du diagnosti. Une
séquene de fenêtres temporelles est orrete respetivement à [t0, tn] s'il s'agit d'une
séquene W = (W1, . . . ,Wi, . . . ,Wn) telle que W1 = [t0, t1], Wn = [tn−1, tn], et Wi =
[ti−1, ti].
La fenêtre temporelle globale [t0, tn] est déoupée en une séquene W de fenêtres
temporelles plus ourtes. Il faut à présent dénir le déoupage temporel.
Dénition 3.25 (Déoupage temporellement orret).
Soit Obsn l'automate des observations sur la fenêtre temporelle [t0, tn]. La haîne
d'automate EObsn = (Obs
W1 , . . . ,ObsWn) est temporellement orrete par rapport à
W = (W1, . . . ,Wi, . . . ,Wn) si :
 le déoupage est orret,
 W est une séquene orrete de fenêtres temporelles respetivement à [t0, tn], et
 ∀chem trajetoire de ObsWi , les transitions ont eu lieu durant [ti−1, ti] ('est-à-dire
que les observations ont été émises par le système durant la période Wi).
Le déoupage temporellement orret onsiste don à réer une haîne d'automates
dont haque moreau orresponde à l'ativité durant une période donnée. Considérons
la reonstrution Obsn de EObsn . Alors, F
i
, l'ensemble des états naux de ObsW1 est
l'ensemble des états sur lesquels on peut se situer à la date ti.
Que se passe-t-il lorsqu'on ne sait pas si une observation a été émise avant ou après
une date ti ? Prenons le as de l'observation a et onsidérons pour simplier qu'auune
autre observation n'a été envoyée pendant l'intervalle de temps. Le déoupage temporel-
lement orret est donné sur la gure 3.8. La transition étiquetée par a dans le premier
automate représente le fait que l'observation a été émise avant ti, alors que elle du
seond automate représente l'émission après ti. Cependant, une seule transition peut
être franhie. Don, e déoupage représente le fait que l'observation a pu être émise




Fig. 3.8  Exemple de déoupage temporellement orret
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Les résultats de la setion 3.3 peuvent être utilisés dans le adre d'un déoupage
temporellement orret. Notons ∀i, EObsWi = (Obs
W1 , . . . ,ObsWi). Soit i < n, et E∆Wi =
EObsWi ⊙ Mod = (∆




W1 , . . . ,∆Wi ,∆Wi+1) ave ∆Wi+1 = (Obsi+1 ⊗ Mod#)[FWi∆ ] où F
Wi
∆ est
l'ensemble des états naux de ∆Wi .
Le déoupage temporel pour le diagnosti a de nombreux intérêts. Tout d'abord, le
diagnosti fournit l'ensemble des états possibles du système à la date ti. De plus, il est
possible de s'intéresser de manière préise à une période donnée, alors que le déoupage
était onsidéré omme quelonque jusque là. Un autre point intéressant onerne le
déoupage en-ligne. En eet, il apparait plus faile de onsidérer une date donnée pour
déouper l'automate, plutt que d'eetuer un déoupage quelonque.
3.4.2 Déoupage d'un automate
Dans le adre hors-ligne, le déoupage se fait simplement en déterminant l'ensemble
des états frontière appelé ensemble de déoupage.
Dénition 3.26 (Ensemble orret de déoupage).
Soit A = (Q,E, T, I, F ) un automate et Q′ un ensemble d'états. Q′ est appelé un en-
semble orret de déoupage si :
 toute trajetoire chem de A passe par un état q ∈ Q′,
 ∀chem = ((q0, . . . , qm), (l1, . . . , lm)) trajetoire de A, ∀i, k, j tels que i < k < j,
alors qi ∈ Q
′ ∧ qj ∈ Q
′ ⇒ qk ∈ Q
′
.
Un ensemble orret de déoupage se dénit omme un sous-ensemble de Q qui per-
met de partitionner les états Q \Q′ en un ensemble d'états qui sont atteints avant les
états de Q′ et un ensemble d'états qui sont atteints après les états de Q′ sur les traje-
toires. La gure 3.9 donne une représentation symbolique de ette dénition. Considé-
rons que le retangle représente l'ensemble des trajetoires possibles (représentées par
les èhes) sur un automate. Alors, Q1 n'est pas un ensemble orret de déoupage de
l'automate puisque ertaines trajetoires ne passent pas par un état de Q1. D'autre part,
Q2 n'est pas un ensemble orret de déoupage puisqu'il existe un ensemble d'états (au
entre de Q2) qui ne se situent ni avant ni après Q2 (Q2 ne respete don pas la seonde
ondition de la dénition). En revanhe, Q3 est un ensemble orret de déoupage.
Dénition 3.27 (Déoupage d'un automate).
Soit A = (Q,E, T, I, F ) un automate et Q′ un ensemble d'états. Le déoupage de A par
Q′ est la séquene d'automates (A1, A2) dénie par :
 A1 est l'automate simplié de (Q,E, T, I,Q′) et
 A2 est l'automate simplié de (Q,E, T,Q′, F ).
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Q1 Q2 Q3
Fig. 3.9  Exemple d'ensembles de déoupage
Théorème 3.8.
Soit A = (Q,E, T, I, F ) un automate et Q′ un ensemble orret de déoupage. Soit
EA = (A
1, A2) le déoupage de A par Q′. Alors, EA est une haîne d'automates et EA
est un déoupage orret de A.
Démonstration. On note Ai = (Qi, Ei, T i, Ii, F i).
Tout d'abord, montrons que la séquene d'automates est une haîne.
 E1 = E2,
 Soit q ∈ Q1 ∩ Q2. Alors, il existe une trajetoire de q10 ∈ I
1
à q1f ∈ F
1
passant
par q sur A1, et une trajetoire de q20 ∈ I
2
à q2f ∈ F
2
passant par q sur A2.
Ainsi, il existe un hemin entre q1f et q
2
0 passant par q sur A. Or q
1
f ∈ F
1 ⊆ Q′ et
q20 ∈ I
2 ⊆ Q′. Don, d'après la seonde ondition de la dénition d'un ensemble
orret de déoupage, q ∈ Q′, et don q ∈ F 1 ∩ I2.
 ∀q, q′, si {q, q′} ⊆ Q1 ∩ Q2 alors ∀p, hemin de A1 entre q et q′, p est aussi
un hemin sur A2 (et réiproquement) ? Cette relation est respetée puisque les
transitions de A1 et A2 sont les transitions de A entre les états de A1 et A2.
La haîne EA est-elle un déoupage orret de A ? Soit chem une trajetoire sur EA.
Alors, puisque les transitions de EA proviennent de A, chem est également une trajetoire
de A. Soit chem = ((q0, . . . , qm), (l1, . . . , lm)) une trajetoire de A. Alors, il existe i tel
que qi ∈ Q
′
(première ondition de la dénition d'ensemble orret de déoupage).
Don, ((q0, . . . , qi), (l1, . . . , li)) est une trajetoire de A
1
et ((qi, . . . , qm), (li+1, . . . , lm))
est une trajetoire de A2. Don, chem est une trajetoire de EA. Ainsi, les ensembles de
trajetoires de A et EA sont identiques.
Nous avons don montré qu'il était possible de déouper un automate de manière
générale. Nous montrons omment utiliser es résultats pour le as partiulier du dé-
oupage de l'automate des observations.
3.4.3 Appliation aux observations
Nous reprenons ii les hypothèses formulées en setion 2.4. Nous appliquons les
résultats présentés préédemment pour déouper l'automate des observations hors-ligne,
'est-à-dire une fois obtenu l'ensemble des observations reçues par le superviseur. Nous
présentons d'abord un déoupage non temporel, puis nous étendons le résultat à un
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déoupage temporel. Nous onsidérons ii que les automates des observations ont été
onstruits par ensembles possibles (voir le résultat 2.3 page 59).
3.4.3.1 Déoupage orret non temporel
Nous herhons à présent un ensemble orret de déoupage. Nous proposons ii une
solution possible.
Dénition 3.28 (Fermeture possible).
Soit O l'ensemble des observations émises et ≺ la relation d'ordre partiel d'émission
des observations. Soit O et O′ deux ensembles d'observations. On dit que O′ est une
fermeture possible de O, noté ◭ (O), si :
 ⊳ (O′),
 O′ ⊇ O, et
 ∃o ∈ O, ∄o′ ∈ O′, o ≺ o′.
Une fermeture possible d'un ensemble O d'observations est un sur-ensemble possible
O′ de O tel qu'une observation o de O peut être la dernière observation de O′ à avoir
été émise.
Exemple : Reprenons l'exemple de la gure 2.10, page 60. Considérons l'ensemble
O = {A}. Il existe deux fermetures possibles de O. La première fermeture possible est
{A} et la seonde est {A,B}. En revanhe, {A,B,C} n'est pas une fermeture possible
de O ar l'observation C est postérieure à toute observation de O.
Théorème 3.9.
Soit O l'ensemble des observations émises et ≺ la relation d'ordre partiel d'émission
des observations. Soit Obs l'automate des observations obtenu par le résultat 2.3. Soit
O ⊆ O un ensemble d'observations et Q′ l'ensemble des fermetures possibles de O.
Alors, Q′ est un ensemble orret de déoupage de Obs.
Démonstration. Nous démontrons les deux onditions de la dénition d'ensemble orret
de déoupage.
 Toute trajetoire chem de Obs passe par un état de Q′. Soit chem =
((q0, . . . , qm), (l0, . . . , lm)). Puisque q0 = ∅ et qm = O, il existe i tel que O * qi−1
et O ⊆ qi. Nous savons que ⊳ (qi). On note q tel que qi = qi−1 ⊎ q. Il existe o ∈ O
tel que o ∈ q (par dénition de i et de q). Ainsi, d'après la dénition de l'automate
(résultat résultat 2.3), ∄o′ ∈ q, o ≺ o′. De plus, ∄o′ ∈ qi−1, o ≺ o′ (ar ⊳ (qi−1)
et o /∈ qi−1). Don, ∄o′ ∈ qi = qi−1 ⊎ q, o ≺ o′. Nous avons prouvé que qi est une
fermeture possible de O. Don, chem passe bien par Q′.




Nous allons prouver que qk ∈ Q
′
. Il faut don prouver les trois onditions de la
dénition 3.26. Remarquons que qk ∈ Q, et don d'après le résultat 2.3, ⊳ (qk) (1).



































































Fig. 3.10  Automate des observations de la gure 2.10 déoupé par l'ensemble des
fermetures possibles de {A}
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L'automate déni dans le résultat 2.3 indique qu'il n'existe une transition entre q
et q′ que si q ⊆ q′ (en onsidérant les transitions impliites, on peut avoir q = q′).
Don, on a O ⊆ qi ⊆ qk ⊆ qj (2). Enn, puisque ∃o ∈ O, ∄o′ ∈ qj, o ≺ o′, et
puisque O ⊆ qk ⊆ qj, alors ette ondition est également vériée pour qk (3).
Don, Q′ est bien un ensemble de déoupage.
Exemple : Nous déoupons l'automate de la gure 2.10 ave l'ensemble des fermetures
possibles de O = {A}. Le résultat est donné sur la gure 3.10, page 87.
3.4.3.2 Déoupage temporel
Considérons à présent le déoupage temporel. Soit o une observation émise à la
date ti et O = {o}. Alors, le déoupage (Obs
W1 ,ObsW2) de l'automate des observations
par l'ensemble des fermetures possibles de O est temporellement orret pour W =
{W1,W2} ave W1 = [t0, ti] et W2 = [ti, tn]. En eet, l'ensemble Q
′
des fermetures
possibles pour O est l'ensemble des ensembles d'observations ayant pu être émis avant
ti. Ainsi, les transitions représentant l'émission d'une observation o
′ ≺ o sont présentes
dans l'automate ObsW1 (puisque ∀q ∈ Q′, o′ ∈ q et don ∀q ∈ QW1 , o′ ∈ q). De même,
les observations o′ émises après o (o ≺ o′) sont présentes dans l'automate ObsW2 . En
revanhe, les observations o′ telles que o′ ⊀ o et o ⊀ o′ sont présentes sur les deux
automates ObsW1 et ObsW2 .
Considérons à présent qu'on souhaite déouper l'automate à la date ti et qu'il n'y
a auune observation émise à ette date. Alors, on peut onsidérer qu'il existe une
observation tive oti à la date ti et étendre la dénition de fermeture possible à une
date. On onsidère que la relation d'ordre partiel ≺ peut être étendue à une relation ≺′
telle que :
 o ≺′ o′ si o ≺ o′,
 o ≺′ ti si l'observation o a été émise avant ti,
 ti ≺
′ o si l'observation o a été émise après ti.
Dénition 3.29 (Fermeture possible à une date).
Soit O un ensemble d'observations reçues et ≺ une relation d'ordre partiel d'émission
des observations. Soit ti une date et ≺
′
l'extension partielle de ≺ pour ti. Soit O ⊆ O
un ensemble d'observations. On dit que O est une fermeture possible de ti, noté ◭ (ti),
si :
 ⊳ (O),
 ∀o ∈ O, o ≺′ ti ⇒ o ∈ O, et
 ∀o ∈ O, ti ≺
′ o⇒ o /∈ O.
L'automate des observations peut alors être temporellement orretement déoupé
par l'ensemble des fermetures possibles de ti.
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3.5 Conlusion
Dans ette partie, nous avons déni le alul inrémental du diagnosti. Nous avons
introduit le formalisme de haîne d'automates pour le diagnosti inrémental. Une
haîne d'automates est une représentation par moreaux d'un automate. L'automate
des observations est ainsi déoupé en une haîne d'automates. Le diagnosti est eetué
sur une première partie de la haîne, puis inrémentalement en ajoutant un moreau
d'automate à la haîne. Il est possible d'obtenir l'automate d'origine par l'opération de
reonstrution.
Puisque le diagnosti est déni omme la synhronisation de l'automate du modèle
et de l'automate des observations, et puisque l'automate des observations est déoupé
en une haîne d'automates, nous avons déni plusieurs synhronisations possibles d'un
automate et d'une haîne d'automates (synhronisation par moreau, synhronisation
inrémentale, synhronisation ranée, synhronisation k-ranée). Nous avons disuté
des avantages et inonvénients de es diérentes synhronisations dans un ontexte de
diagnosti inrémental.
Enn, nous avons présenté omment déouper orretement un automate et quelles
sont les propriétés à vérier. Nous avons ensuite appliqué es résultats dans le ontexte
des hypothèses eetuées sur les observations au hapitre préédent.
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Chapitre 4
Calul en-ligne du diagnosti par
haînes d'automates
Le hapitre préédent a présenté une tehnique pour aluler inrémentalement le
diagnosti. Nous étendons es résultats pour permettre le alul en-ligne du diagnosti.
Le diagnosti en-ligne onsiste à aluler un diagnosti du système pendant que
elui-i est en fontionnement. Lorsque le diagnosti est eetué à plusieurs dates, il
doit être eetué de manière inrémentale pour bénéier des aluls préédents. Dans
le as ontraire, la omplexité augmenterait à haque nouveau alul puisque le nombre
d'observations augmente.
Dans notre ontexte de alul inrémental du diagnosti par haînes d'automates, la
diulté est de onstruire la haîne des observations (déoupage orret de l'automate
des observations) alors que l'automate des observations n'est pas omplètement onnu.
Le hapitre est divisé omme suit. Dans un premier temps, le diagnosti en-ligne
est formellement déni. Ensuite, nous montrons omment résoudre e problème par
haîne d'automates, et nous dénissons notamment le déoupage en-ligne. Enn, nous
montrons une tehnique pour déouper les observations selon ertaines hypothèses que
nous posons.
4.1 Dénition du diagnosti en-ligne
Le terme orret qu'il onviendrait d'employer est le alul en-ligne du diagnosti,
mais pour simplier, nous employons le terme de diagnosti en-ligne.
Le diagnosti en-ligne est le problème suivant : étant donné un ux d'observations
sur le système, il s'agit d'eetuer à diérentes dates un diagnosti du système (voir
dénition 1.9, page 27). Notons que si un diagnosti est eetué à une date t, il ne herhe
pas forément à expliquer le omportement jusqu'à la date t mais peut vouloir expliquer
le omportement jusqu'à une date t′ (généralement t′ < t). Le but du diagnosti en-
ligne est de surveiller le omportement du système pour pouvoir intervenir en as de
dysfontionnement. Le diagnosti doit trouver les omportements qui ont eu lieu dans le
système alors que toutes les observations émises ne sont pas parvenues au superviseur.
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Nous onsidérons qu'il existe une date tn telle qu'auune observation ne peut être
reçue après ette date. On note O∗ l'ensemble des observations reçues à la date tn des
anaux de ommuniation entre le système et le superviseur. On note Obs∗ l'automate
des observations onstruit à partir de et ensemble.
Dénition 4.1 (Diagnosti en-ligne par automate).
Soit Obsi un automate préxe de Obs
∗
. Le diagnosti en-ligne ∆i du système à la date
ti est l'automate : ∆i = Mod ⊗Obsi.
Le diagnosti en-ligne onsiste don à eetuer un diagnosti ave un préxe de
l'automate des observations Obs∗.
Remarquons que le nombre d'observations reçues par le système est roissant. Ainsi,
l'automate Obsi est de plus en plus prohe de Obs
∗
à mesure qu'on reçoit de nouvelles
observations : ∀i, Obsi est préxe de Obsi+1.
Le diagnosti en-ligne onsiste à eetuer à une date t < tn le diagnosti du système
et suivre le omportement du système. Rappelons que, omme nous l'avons vu en 1.3.1.1,
le diagnosti en-ligne à la date t ne alule pas forément les omportements du système
jusqu'à la date t. Ainsi, dans ertains as, on n'a pas reçu susamment d'observations
(pare que les observations émises n'ont pas été enore transmises) sur le omportement
atuel. Dans es as, il est impossible de savoir e qui s'est passé sur le système. Dans
le pire des as, n'importe quelle panne peut avoir eu lieu. Aussi, le alul du diagnosti
à la date atuelle n'est pas pertinent, et on se ontente de aluler les omportements
jusqu'à une date t′ < t.
Nous avons noté deux diultés prinipales du diagnosti en-ligne :
D'une part, puisque le superviseur doit fournir régulièrement des diagnostis, il faut
que le alul soit eae et rapide pour que le alul soit terminé avant qu'un nouveau
diagnosti soit demandé. Or, par dénition, le nombre d'observations reçues par le
superviseur roît linéairement. Ainsi, la omplexité augmente régulièrement. Aussi, il
est néessaire d'adopter une approhe inrémentale et d'utiliser les résultats du hapitre
préédent. La diulté est alors d'être apable de déouper l'automate des observations
alors qu'il n'est pas omplet.
D'autre part, puisque le système est en fontionnement, il génère régulièrement des
observations qui sont transmises par les anaux de ommuniation. Cependant, dans la
plupart des as réels, es anaux induisent des délais de transmission. Ainsi, par rapport
à un diagnosti hors-ligne, on a des inertitudes supplémentaires sur les observations
émises par le système.
4.2 Calul du diagnosti en-ligne
Nous présentons maintenant omment nous dénissons le diagnosti en-ligne pour
le diagnosti déni omme la synhronisation entre l'automate modélisant le omporte-
ment du système et l'automate des observations. Nous nous appuyons notamment sur
le formalisme des haînes d'automates et les résultats présentés au hapitre préédent.
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Pour eetuer le diagnosti en-ligne, il nous faut dénir le déoupage en-ligne. Nous
appliquons ensuite e résultat au diagnosti en-ligne. Enn, nous montrons omment
onsidérer un déoupage temporel pour le adre en-ligne.
4.2.1 Déoupage en-ligne des observations
Pour permettre un alul inrémental, on eetue un diagnosti sur une haîne d'au-
tomates partiellement déoupée, 'est-à-dire une haîne ne omprenant que les premiers
automates du déoupage orret.
Les dénitions données dans e paragraphe sont générales et ne s'appliquent pas
néessairement au ontexte de diagnosti.
Dénition 4.2 (Déoupage partiel d'un automate).
Soit Obs un automate. On dit que EObs = (Obs
1, . . . ,Obsi) est un déoupage partiel de
Obs si il existe Obs ′ tel que (Obs1, . . . ,Obsi,Obs ′) est un déoupage orret de Obs.
Considérons (Obs1, . . . ,Obsn) un déoupage orret de Obs∗. Le diagnosti en-ligne
va onsister à eetuer un diagnosti sur un déoupage partiel (Obs1, . . . ,Obsi) (i <
n). Ainsi, e alul pourra être réutilisé pour un alul inrémental du diagnosti. La
diulté repose sur le fait que l'on ne onnaît pas Obs∗ à la date t.
On onsidère qu'on se situe à la date t. On dispose de ertaines informations sur
les observations émises par le système. Ces informations nous permettent de dénir
l'ensemble OBS des automates des observations émises qui pourront être onstruits à
la date tn. Remarquons que Obs
∗ ∈ OBS . D'autre part, l'ensemble OBS onstruit à
une date t′ > t est inlus dans OBS . En fait le nombre d'automates des observations de
OBS diminue régulièrement jusqu'à e qu'il ne omporte plus que le seul élément Obs∗
à la date tn.
Nous donnons don une dénition de déoupage en-ligne, qui est une opération
onsistant à déouper partiellement un ensemble d'automates.
Dénition 4.3 (Déoupage orret en-ligne).
Soit OBS un ensemble d'automates. La haîne d'automates EOBS = (Obs
1, . . . ,Obs i)
est un déoupage orret en-ligne de OBS si ∀Obs ∈ OBS , EOBS est un déoupage
partiel de Obs.
Cette dénition indique que quelles que soient les observations reçues par la suite
(∀Obs ∈ OBS ), il sera possible d'ajouter un automate Obs ′ au déoupage orret en-
ligne pour que la nouvelle haîne ainsi formée soit un déoupage orret de Obs. Ainsi,
il est possible de raisonner sur le début de la haîne et de ommener le diagnosti à
l'aide du déoupage en-ligne.
La gure 4.1 donne un exemple de déoupage orret en-ligne. Les trois automates en
haut de la gure sont les automates de OBS . Généralement, l'ensemble des automates
est inni puisque le système peut a priori émettre autant d'observations qu'il le veut.
La haîne d'automates en bas de la gure est le déoupage en-ligne. On voit ainsi que
si l'automate nal Obs∗ est le troisième automate de l'ensemble, alors il sera possible
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d'ajouter à la haîne d'automates un automate omportant les états 3 (initial), 5 et 6
(nal) ainsi que les transitions entre es états.
Il existe plusieurs manières de déouper en-ligne un ensemble d'automates. Ainsi,
l'ensemble OBS présenté à la gure 4.1 peut être déoupé en-ligne par la haîne d'auto-
mates ne omportant que le premier automate de la haîne présentée sur la même gure.
On voit ependant qu'il est plus intéressant d'avoir le déoupage présenté sur la gure,
puisqu'il est possible de raisonner sur un moreau plus important de l'automate nal.
Il est ainsi possible de dénir une relation d'ordre partiel sur les déoupages en-ligne.
Dénition 4.4 (Préision d'un déoupage en-ligne).
Soit OBS un ensemble d'automates. Soit EOBS et E
′
OBS
deux déoupages orrets en-











Un déoupage en-ligne plus préis omporte des trajetoires plus avanées. Notons










Le but du déoupage en-ligne est de ommener à onstruire la haîne d'automates
à une date t < tn pour ommener le alul du diagnosti immédiatement. Dans le
adre d'un alul en-ligne du diagnosti, le déoupage en-ligne est eetué à diérentes
dates t1, . . . , ti, . . . On va alors herher généralement à ajouter un automate à la
haîne d'automates déjà onstruite à la date ti−1 pour le déoupage à la date ti. Le
déoupage en-ligne à la date ti−1 a été eetué à partir d'un ensemble d'automates
OBS i−1. L'ensemble OBS i d'automates à ti est tel que OBS i ⊆ OBS i−1.
Dénition 4.5 (Déoupage inrémental orret en-ligne).
Soit OBS i et OBS i−1 deux ensembles d'automates tels que OBS i ⊆ OBS i−1. Soit
EOBS i−1 = (Obs
1, . . . ,Obs i−1), un déoupage en-ligne de OBS i−1. La haîne d'auto-
mates EOBS i est un déoupage inrémental orret en-ligne de OBS i si EOBS i est un dé-
oupage orret en-ligne de OBS i et si ∃Obs
i
tel que EOBS i = (Obs
1, . . . ,Obsi−1,Obs i).
4.2.2 Appliation au diagnosti en-ligne
Nous onsidérons d'abord le diagnosti en-ligne utilisant les haînes d'automates et
nous onsidérons ensuite le alul inrémental du diagnosti en-ligne.
4.2.2.1 Diagnosti en-ligne par haîne d'automates
Soit O l'ensemble des observations reçues à la date t. Soit OBS i l'ensemble des
automates des observations émises à la date tn étant donné O. Soit EOBS i un déoupage
inrémental orret en-ligne de OBS i.
Résultat 4.1.
∆i = Mod ⊗ Sli
−1(EOBS i) est un diagnosti en-ligne du système.







































Fig. 4.1  Exemple de déoupage en-ligne
96 Diagnosti en-ligne
Grâe à e résultat, il est possible d'utiliser le déoupage en-ligne pour aluler le
diagnosti en-ligne.
Dans le as général, notamment dans le adre du diagnosti en-ligne, nous ne al-
ulons pas le diagnosti global ∆i. En eet, le système étant ensé fontionner pendant
une longue période sans arrêt, la taille du diagnosti augmente régulièrement jusqu'à
saturer la mémoire. D'autre part, on peut onsidérer que dans le adre du diagnosti
en-ligne, seuls les derniers omportements du système (et don les derniers moreaux de
l'automate ∆i) sont intéressants. Pour es deux raisons, on onsidère don un déoupage
du diagnosti ∆i. Le diagnosti est alors alulé par :
Mod op EOBS i
où op est un des opérateurs de synhronisation présentés dans le hapitre 3 (⊗, ⊙, ⊚
ou l'opération de synhronisation k-ranée). Notons que l'opérateur ⊗ doit être rejeté
puisque les derniers moreaux de la haîne de diagnosti omportent de nombreux états
inutiles.
4.2.2.2 Calul inrémental du diagnosti en-ligne par haîne d'automates
Nous avons don montré omment aluler le diagnosti en-ligne en utilisant les
haînes d'automates. Pour être eae, e alul doit être eetué de manière inré-
mentale.
Soit EObsi−1 = (Obs
1, . . . ,Obsi−1) un déoupage orret en-ligne des observations à
la date ti−1 et EObsi = (Obs
1, . . . ,Obs i) un déoupage inrémental orret en-ligne à la
date ti. Soit E∆i−1 = (∆
1, . . . ,∆i−1) un déoupage du diagnosti en-ligne à la date ti−1
ave ∀j ∈ {1, . . . , i− 1}, ∆j = (Qj, Ej , T j, Ij , F j).
Résultat 4.2.
Un déoupage E∆i du diagnosti en-ligne est (∆
1, . . . ,∆i−1,∆i) où ∆i = (Mod− ⊗
Obsi)[F i−1].
On voit ave e résultat qu'il sut de aluler ∆i = (Mod− ⊗ Obsi)[F i−1] pour
obtenir le diagnosti en-ligne du système. Rappelons la propriété suivante : dans la
haîne E∆i , le moreau ∆
i
ne omporte pas d'état inutile.
Nous nous intéressons maintenant au déoupage temporel des observations.
4.2.3 Déoupage temporel en-ligne des observations
Nous ne onsidérons pas ii le aratère inrémental du alul, et nous onsidérons
don que le diagnosti en-ligne se fait à une date t.
Nous avons vu qu'il était possible de onsidérer diérents automates des observa-
tions Obs i, la seule ontrainte étant que Obsi−1 soit préxe de Obs i. Nous proposons à
présent de faire e déoupage de manière temporelle. Ainsi, il est possible de raisonner
sur des périodes de temps et de onsidérer le omportement du système pendant une
période donnée. Par ailleurs, se forer à eetuer un déoupage temporel permet de
s'assurer de donner régulièrement plus de préision à la haîne d'automates. En eet,
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une haîne d'automates ne omportant qu'un automate onstitué d'un seul état à la
fois initial et nal, est un déoupage orret d'un automate ayant un seul état initial.
Cependant, e déoupage est totalement impréis. Ii, nous nous forçons à onstruire le
moreau d'automate des observations durant une période donnée, et don à ajouter de
la préision.
Dénition 4.6 (Déoupage temporellement orret en-ligne).
Soit OBS un ensemble d'automates. Soit W = (W1, . . . ,Wi,Wi+1) une séquene
orrete de fenêtres temporelles. La haîne d'automates (Obs1, . . . ,Obs i) est un dé-
oupage temporellement orret en-ligne de OBS si ∀Obs ∈ OBS , ∃Obs ′ tel que
(Obs1, . . . ,Obsi,Obs ′) est un déoupage temporellement orret de Obs par rapport à
W.
Le déoupage temporellement orret en-ligne onsiste à déouper en-ligne l'au-
tomate pour produire une haîne d'automates temporellement orrete. Notons ∀j,
Wj = [tj−1, tj ] (Wi+1 = [ti, tn]). Remarquons que nous n'avons pas néessairement
ti = t, où t est la date à laquelle on eetue le déoupage en-ligne. Si on a ti = t,
alors on reherhe les omportements qui ont eu lieu jusqu'à la date atuelle. Si ti < t,
alors on eetue le diagnosti du passé. Enn, si ti > t, alors on eetue une prédi-
tion de l'évolution du système. Le problème d'eetuer un diagnosti jusqu'à une date
prohe voire de faire une prédition, 'est qu'il est possible de onsidérer que le système
produise un nombre non borné d'observations.
4.3 Déoupage des observations en-ligne
Nous montrons omment déouper l'automate des observations pour les hypothèses
que nous avons posées sur les anaux de ommuniation. Nous onsidérons par la suite
trois as : le as des fenêtres sûres, le as des fenêtres non sûres, et le as où l'on onsidère
que des observations peuvent être en tampon.
4.3.1 Déoupage par fenêtres sûres
Le onept de fenêtres sûres a été déni dans [PCR01℄. Une date t (appelée point
d'arrêt) est qualiée de saine si toute observation émise avant t a été reçue avant t. Il est
possible de repérer es dates dans ertains as. En eet, on a généralement la propriété
qu'une observation met un temps dt borné pour atteindre le superviseur. Ainsi, si auune
observation n'est reçue pendant une période suivant t d'une durée supérieure à dt, on est
ertain que l'ensemble des observations émises avant t est l'ensemble des observations
reçues avant t.
Les fenêtres sont qualiées de sûres si elles sont délimitées par des points d'arrêts
sains.
Soit O l'ensemble des observations reçues à la date t et t1, . . . , ti une séquene de
point d'arrêts sains telle que ti < t. On onsidère que toute observation a été émise avant
ti. On note Wj = [tj−1, tj ]. Puisque les fenêtres temporelles sont sûres, il est possible
de partitionner les observations en ensembles assoiés haun à la fenêtre temporelle
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pendant laquelle les observations ont été envoyées. On note Oj l'ensemble d'observations
assoiées à la fenêtre temporelle Wj. On note O
j = O1 ∪ · · · ∪Oj .
Résultat 4.3 (Déoupage en-ligne).
Soit OBS l'ensemble des automates qui peut être onstruit à partir de O. Le déoupage
temporellement orret en-ligne de OBS est la haîne d'automates (Obs1, . . . ,Obs i) dé-
nie omme suit.
∀j, Obsj = (Qj , Ej , T j , Ij , F j) ave :
 Qj = {q | Oj−1 ⊆ q ⊆ Oj∧ ⊳ (q)},
 Ej = EObs ,
 T j est l'ensemble des transitions entre les états de Qj déni omme dans la
onstrution de l'automate des observations (résultat 2.3),
 Ij = {Oj−1}, et
 F j = {Oj}.
Exemple : Considérons que nous avons trois observations A = (a, 1), B = (b, 2) et
C = (c, 3) et deux points d'arrêts sains t1 et t2 tels que A ≺
′ t1, t1 ≺
′ B ≺′ t2 et
t1 ≺
′ C ≺′ t2. On a O
0 = ∅, O1 = {A}, O
1 = {A}, O2 = {B,C} et O
2 = {A,B,C}.












Fig. 4.2  Déoupage en-ligne pour les fenêtres sûres
4.3.2 Déoupage sans fenêtre sûre
La diulté de l'hypothèse des fenêtres sûres est double. D'une part, il faut être
apable de déterminer es fenêtres sûres. Dans le as de systèmes de taille importante,
il est réaliste de onsidérer qu'un ux onstant d'observations parvient au superviseur,
et qu'il n'est pas possible de trouver de points d'arrêt sains. Le seond problème est que
le superviseur ne hoisit pas ses points d'arrêt, e qui est partiulièrement problématique
dans le as du diagnosti de systèmes reongurables (voir le hapitre 6). Nous proposons
don d'eetuer un déoupage sans l'hypothèse de fenêtre sûre.
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Soit O l'ensemble des observations reçues à la date t. Soit t1, . . . , ti une séquene
de dates telle que toute observation émise avant ti ait été reçue (ti < t). On note
Wj = [tj−1, tj]. On note Oj l'ensemble des observations qui ont pu être émises pendant
la périodeWj . On note O
j = O1∪· · ·∪Oj . L'ensemble O
j
est l'ensemble des observations
qui ont pu être émises avant tj . De la même manière P
j = O\(Oj+1∪· · ·∪Oi) représente
l'ensemble des observations ertainement émises avant tj. Remarquons que dans le as
des fenêtres sûres, on a Oj = P j.
Résultat 4.4 (Déoupage en-ligne).
Soit OBS l'ensemble des automates qui peuvent être onstruits à partir de O. Le déou-
page temporellement orret en-ligne de OBS est la haîne d'automates (Obs1, . . . ,Obs i)
dénie omme suit.
∀j, Obsj = (Qj , Ej , T j , Ij , F j) ave :
 Qj = {q | P j−1 ⊆ q ⊆ Oj∧ ⊳ (q)},
 Ej = EObs ,
 T j est l'ensemble des transitions entre les états de Qj déni omme dans la
onstrution de l'automate des observations (résultat 2.3),
 Ij = {q | P j−1 ⊆ q ⊆ Oj−1∧ ⊳ (q)}, et
 F j = {q | P j ⊆ q ⊆ Oj∧ ⊳ (q)}.
Exemple : Reprenons notre exemple préédent en onsidérant que t1 ⊀′ B. Cela si-
gnie qu'on ne sait pas si l'observation B a été émise après t1, mais ela ne signie pas
forément que l'observation a été émise avant t1. Alors, l'ensemble O
1 = {A,B} (resp.
O2 = {A,B,C}) orrespond à l'ensemble maximum d'observations émises à la date t1
(resp. t2). L'ensemble P1 = {A} (resp. P2 = {A,B,C}) est l'ensemble minimum d'ob-















Fig. 4.3  Déoupage en-ligne pour les fenêtres non sûres
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4.3.3 Déoupage ave hypothèses sur les observations en tampon
Lors du préédent point, nous avons onsidéré que toutes les observations émises
avant ti avaient été reçues avant t. Cela signie que le déoupage en-ligne permet d'ob-
tenir une haîne d'automates qui dérit les observations émises jusqu'à la date ti. Ainsi,
le diagnosti peut expliquer le omportement du système jusqu'à la date ti. Une exten-
sion serait de supprimer l'hypothèse sur ti pour obtenir, par exemple, ti = t (diagnosti
du système jusqu'à la date t) ou ti > t (prédition de l'évolution future du système).
Le problème est alors le suivant : la séquene d'observations émises pendant la
période [ti−1, ti] était jusqu'alors bornée par l'ensemble des observations reçues ; e n'est
plus le as si ti > t− dt. Ainsi, le système peut avoir émis une séquene d'observations
de taille non bornée pendant la période [ti−1, ti] sans que es observations aient été
reçues. Alors, le nombre d'états du moreau d'automate Obs i n'est pas borné.
Il est don néessaire d'eetuer l'hypothèse suivante :
Hypothèse 4.1.
Le nombre maximal d'observations émises pendant la période [t0, ti] est maxi.
Nous nous plaçons maintenant dans un as partiulier. Nous onsidérons que ti−1 <
t − dt. La raison de ette hypothèse est qu'il n'est pas intéressant de raisonner sur
une période [ti−1, ti] si on ne sait déjà pas quelles observations ont été émises avant
ti−1. Nous nous plaçons également dans le as où ti ≥ t. Grâe à ette hypothèse, on
peut onsidérer que toutes les observations reçues à t ont été émises à ti. Dans le as
ontraire, il ne faudrait pas onsidérer que l'ensemble q des observations reçues à la date
t est l'ensemble minimum mais un sous-ensemble q′ ⊆ q.
Soit q l'ensemble des observations reçues à la date t. Remarquons que le nombre
d'observations émises non enore reçues à la date t est au maximum ni = maxi− | q |.
L'ensemble des observations émises à la date ti est un sur-ensemble de q puisque
ti ≥ t. q est le plus petit ensemble des observations ayant pu être émis à la date t. Don,
q ∈ F i l'ensemble des états naux de Obsi.
La notation des états était jusqu'alors un ensemble d'observations (par le résul-
tat 2.3). Cependant, ette notation est plus diile à utiliser. D'une part, nous ne
onnaissons pas à l'avane les id des observations. Mais e point peut être ontourné en
onsidérant que les id ne sont pas enore instaniés. D'autre part, un problème est elui
montré à la gure 4.4. Dans et exemple, on n'a reçu auune observation mais on onsi-
dère que deux observations peuvent avoir été émises. Le premier automate présente (en
partie) ette possibilité en onsidérant que les observations A et B ont pu être émises.
Par la suite, on apprend qu'eetivement A et B ont été émises et de plus qu'elles ont
été émises avant t. On sait que A ≺ B. Alors, on obtient le seond automate de la
haîne. Le problème qui apparait ii est que ette haîne inlut la possibilité que B ait
été émis avant A.
Aussi, nous onstruisons le moreau d'automate Obs i en utilisant une tehnique à
la frontière des deux tehniques proposées dans le résultat 2.2 et dans le résultat 2.3.
Nous représentons les états par un ensemble e d'observations et une séquene seq
d'événements observables. L'ensemble e est tel que toute observation de e préède toute











Fig. 4.4  Déoupage en-ligne ave hypothèses sur les observations manquantes
observation de seq dans les trajetoires menant à et état, et e ne ontient auune
observation qui n'a pas été reçue à la date ti. Par exemple, l'état q = {o, o
′}, ({a}, {a, b})
indique que o et o′ ont été reçus et que a puis a et b simultanément ont été émis par
la suite. Puisque a ne fait pas partie de l'ensemble des observations, ela signie que a
n'a pas enore été reçu. Cet état fait l'hypothèse que a puis a et b ont été émis. Notons
que l'événement observable b peut avoir été reçu mais il n'est pas ajouté à l'ensemble
ar b a été émis après le premier a qui est dans la séquene.
Les transitions sont dénies omme dans les résultats 2.2 et 2.3. Remarquons qu'une
fois que la séquene seq est non vide, auune transition ne peut mener à un état onte-
nant un ensemble d'observations plus grand.
Puisqu'on a nommé un ertain nombre d'états naux de manière partiulière, il est
néessaire de tenir ompte du nom donné à es états dans la fenêtre suivante. Ainsi,
ertains états de Obsi+1 doivent être renommés pour qu'il portent le même nom que
dans Obsi.
Exemple : Considérons un système pouvant émettre les événements observables a,
b, c et d. Pour et exemple, nous ne onsidérons pas le as de l'émission simultanée de
plusieurs observations pour simplier la gure. Considérons que B = (b, 1) a été reçu
mais qu'une observation supplémentaire a pu être émise. Le déoupage est présenté
sur le premier automate de la gure 4.5. Dans ette gure, les états sont notés de
manière simpliée. Ainsi, l'état Ba représente en réalité l'état {B}, ({a}), et l'état ab
représente {}, ({a}, {b}). Sur et automate, on voit qu'une transition étiquetée par b
part du premier état qui orrespond à la possibilité que B ait été émis avant toute
autre observation. Puisque B a été eetivement reçu, on ajoute B à l'ensemble des
observations. À partir de l'état {B}, (), on peut tirer la transition étiquetée par a.
Puisque ette observation n'a pas été reçue, on ajoute {a} à la séquene pour obtenir
l'état ible.
Retournons à l'état initial et tirons à présent la transition étiquetée par c. Cette






























Fig. 4.5  Automate ave hypothèses sur les observations non reçues
puisque l'observation B n'y est pas expliquée. La seule transition partant de et état est
étiquetée par b (puisqu'il ne peut y avoir qu'une seule observation non reçue). Puisque
la séquene n'est pas vide, on n'atteint pas {B}, ({c}) mais {}, ({c}, {b}) (l'observation
est ajoutée à la séquene).
Dans la fenêtre suivante, on reçoit l'observation A = (a, 2) ave B ≺ A mais ti ⊀′ A.
Ainsi, soit B, soit B puis A ont été émis durant la première fenêtre temporelle. Il y don
deux états initiaux : {B}, () et {B}, ({a}). En outre, le superviseur reçoit l'observation
C = (c, 3). On onsidère qu'auune autre observation n'a pu être émise. Alors, les
observations A, B et C ont toutes été reçues avant le diagnosti, et don l'état nal est
q = {A,B,C} (et non pas {B}, ({a}, {c}).
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Remarquons que ette méthode produit un nombre d'états exponentiel par rapport
au nombre ni d'observations non reçues. Aussi, ette méthode est diile à utiliser si
e nombre est grand.
4.4 Conlusion
Dans e hapitre, nous avons onsidéré le diagnosti en-ligne de systèmes à événe-
ments disrets. Eetuer un diagnosti en-ligne onsiste à aluler le diagnosti pendant
que le système émet les observations. Ainsi, il faut résoudre deux diultés : omment
aluler le diagnosti de manière inrémentale pour éviter un temps de alul trop im-
portant et omment raisonner à partir d'observations inomplètes ?
Nous avons résolu la première diulté au hapitre 3 grâe au diagnosti par haînes
d'automates. Pour ela, nous onsidérons l'ensemble des automates des observations
possibles à l'issue du diagnosti étant données les observations atuelles. Nous avons
déni un déoupage en-ligne qui onsiste à aluler une haîne d'automates qui soit
partielle pour haque automate des observations. Ainsi, quelque soit l'automate des
observations que nous onstruirons par la suite, le déoupage de et automate est déjà
partiellement onnu. Aussi, il est possible de raisonner sur ette haîne partielle et
de réutiliser (grâe aux résultats du hapitre 3) le raisonnement déjà eetué lors du
diagnosti nal.
D'autre part, le déoupage en-ligne eetué à une date ultérieure est la même haîne
à laquelle on a ajouté un automate. Ainsi, lors du raisonnement sur ette seonde
haîne, il est possible de réutiliser (enore une fois grâe aux résultats du hapitre 3) le
raisonnement eetué sur la première haîne.
La seonde diulté est résolue en prenant en onsidération toutes les observations
qui ont pu être émises et non reçues. Nous avons montré omment résoudre e problème
dans notre ontexte, mais dans le as d'hypothèses diérentes sur les observations, les
méthodes proposées doivent être adaptées ou hangées.
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Chapitre 5
Diagnosti déentralisé par haînes
d'automates
Ce hapitre onsidère deux notions qui sont très prohes : le alul déentralisé et
le diagnosti déentralisé, et e dans le ontexte de diagnosti par haîne d'automates
que nous avons introduit au ours du hapitre 3. Ces deux notions s'appuient généra-
lement (bien que pas néessairement, voir par exemple [WYL04℄) sur une modélisation
déentralisée.
Le alul déentralisé du diagnosti est une tehnique onsistant à eetuer des
aluls de diagnosti loaux à des sous-systèmes avant de fusionner es diagnostis pour
obtenir le diagnosti global du système. Cette tehnique permet de restreindre l'espae
de reherhe du diagnosti global. Le diagnosti déentralisé onsiste à onserver ertains
diagnostis loaux pour éviter l'explosion ombinatoire lors de la fusion des diagnostis
loaux.
Ce hapitre est divisé omme suit. Tout d'abord, nous montrons omment aluler
de manière déentralisée le diagnosti global ou déentralisé du système par automates.
Enn, nous voyons le alul déentralisé du diagnosti, puis le alul du diagnosti
déentralisé dans le ontexte de diagnosti par haîne d'automates.
5.1 Calul et diagnosti déentralisés par automates
Dans ette setion, nous expliquons le alul déentralisé et le diagnosti déentralisé
pour les dénitions de diagnosti que nous avons données dans le hapitre 2. Pour ela,
nous présentons d'abord la modélisation déentralisée. Ensuite, nous montrons omment
appliquer le alul déentralisé du diagnosti et présentons le diagnosti déentralisé.
5.1.1 Modélisation déentralisée
Les approhes déentralisées sont généralement utilisées dans le ontexte de sys-
tèmes déentralisés par nature, 'est-à-dire de systèmes onstitués de omposants ou de
fontions interagissant. Le omportement du système est alors omplètement déni par
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le modèle de haun de ses omposants, et la desription des liens entre les omposants
si eux-i ne sont pas impliites dans les modèles des omposants.
Dénition 5.1 (Modèle déentralisé).
Le modèle déentralisé d'un système est un ensemble de modèles loaux
{Mod1, . . . ,Modm} où ∀i, Mod i est le modèle du omposant ci.
Le modèle de haque omposant est un automate Mod i = (Qi, Ei, Ti, Ii, Fi). Dans e
hapitre, l'indie i fait référene au omposant i, ontrairement aux hapitres préédents.
Il est possible d'appliquer les tehniques que nous présentons pour des systèmes non
déentralisés, mais il est dans e as néessaire de dénir des omposants abstraits.
Ce modèle du système est qualié d'impliite. Le modèle expliite est déni omme
suit :
Dénition 5.2 (Modèle expliite).
Le modèle expliite du modèle déentralisé {Mod1, . . . ,Modm} est déni par : Mod =
Mod1 ⊗ · · · ⊗Modm.
Le modèle expliite est de taille exponentielle par rapport au nombre m de ompo-
sants du système. Aussi, nous manipulons généralement le modèle déentralisé.
5.1.2 Calul déentralisé par automate
Le alul déentralisé du diagnosti onsiste à eetuer un diagnosti de manière
loale à haque omposant, puis à fusionner les diagnostis entre eux de manière à
obtenir le diagnosti global du système. Le prinipal intérêt de ette approhe est qu'il
n'est pas néessaire de aluler le modèle global du système, qui n'est pas alulable
pour des systèmes qui nous intéressent.
Nous expliitons ii le alul déentralisé dans le as où l'automate des observations
peut se dénir omme une synhronisation d'automates loaux, puis nous donnons un
bref aperçu d'une généralisation possible.
5.1.2.1 Cas simple
Nous onsidérons dans e as que l'automate des observations Obs peut se dénir
omme une synhronisation de m automates Obsi : Obs = Obs1 ⊗ · · · ⊗ Obsm. Géné-
ralement, on onsidère que Obsi ontient les observations du omposant ci et d'auun
autre omposant, quand 'est possible. Dans le as ontraire, on risque de ne pas avoir
un résultat performant.
Grâe aux résultats donnés à la setion A.4, nous aboutissons à e résultat :
∆ = Mod ⊗Obs
= (Mod1 ⊗ · · · ⊗Modm)⊗ (Obs1 ⊗ · · · ⊗Obsm)
= (Mod1 ⊗Obs1)⊗ · · · ⊗ (Modm ⊗Obsm)
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On note ∆i = Mod i ⊗ Obsi. ∆i est appelé le diagnosti loal au omposant ci. Il
s'agit du diagnosti du omposant lorsqu'on ne onsidère pas ses interations possibles
ave les autres omposants.
Le alul du diagnosti global est présenté omme la synhronisation de tous les
diagnostis loaux, mais il est possible d'eetuer ette synhronisation deux à deux.
Par exemple, ∆ = (∆1 ⊗∆2) ⊗ · · · ⊗∆m. On dit que ∆1 ⊗∆2 est la fusion des deux
diagnostis (voir [PC05℄).
Le but du alul déentralisé est de restreindre fortement (à l'aide des observations)
les omportements loaux (grâe au alul de ∆i) avant de fusionner les omportements.
De ette manière, on évite l'explosion ombinatoire qu'on obtient lors du alul du
modèle expliite.
5.1.2.2 Généralisation
Considérons un système onstitué de omposants. Considérons qu'il y a un apteur
par omposant, que es apteurs ne sont pas synhronisés et qu'on ne onnait pas
les délais d'émission d'une observation vers le superviseur. Alors, il n'est pas possible
de donner l'ordre d'émission entre une observation provenant d'un omposant et une
observation provenant d'un autre omposant. Aussi, la propriété ∃Obs1, . . . ,Obsm tel
que Obs = Obs1 ⊗ · · · ⊗Obsm est évidente.
Si on onsidère qu'on dispose d'une borne supérieure du délai de transmission d'une
observation, alors on peut ordonner ertaines observations provenant de apteurs dié-
rents. La propriété onsidérée jusque là n'est pas forément vraie. On peut onsidérer
diérentes manières de onserver une approhe déentralisée dans e ontexte.
La première méthode est d'eetuer le diagnosti ave Obs ′ = Obs1⊗ · · · ⊗Obsm 6=
Obs. Dans e as, nous onsidérons ii plus de omportements que e qu'il faudrait
onsidérer. Cependant, il est réaliste de penser que les omportements supplémentaires
ne sont que des omportements équivalents à un ordonnanement des événements près.
Si ela est vrai, le diagnosti, déni omme l'ensemble des événements de panne ayant
eu lieu sur le système, est identique. Notons que dans les approhes distribuées, on ne
prend souvent pas en ompte le fait que les observations provenant de diérents apteurs
sont ordonnables (voir par exemple [SW04℄).
Une deuxième méthode est de onsidérer que les automates des observations loaux
disposent d'événements leur permettant de se synhroniser entre eux. Ainsi, l'exemple
de la gure 5.1 montre deux automates représentant l'émission des observations a et
b sur deux omposants diérents. La synhronisation des deux automates indique que
a a eu lieu avant b. Ii, z n'est pas un événement observable. Cette méthode semble
ependant très diile à mettre en plae pour un nombre important d'automates.
On peut également onsidérer qu'on a la propriété suivante : Obs = Obs1 ⊗ · · · ⊗
Obsm ⊗Obsss1 ⊗ · · · ⊗Obsssk où Obsssi représente les observations émises par le sous-
système ssi. Ainsi, le diagnosti loal ∆i est toujours déni par Mod i ⊗ Obsi, mais le
diagnosti du sous-système ssi onstitué des omposants j1 à jp est alors déni ainsi :
∆j1 ⊗ · · · ⊗∆jp ⊗Obsssi ⊗Obssss1 ⊗ · · · ⊗Obssssk où Obssss1 ⊗Obssssk représente les







Fig. 5.1  Synhronisation d'observations sur deux automates loaux
Enn, on peut onsidérer que Obs est un sous-automate de Obs1 ⊗ · · · ⊗ Obsm,
'est-à-dire l'automate Obs1 ⊗ · · · ⊗ Obsm auquel on a supprimé ertaines transitions
orrespondant à des ordres d'émission impossibles.
Considérons l'exemple de deux omposants et soit Obs un sous-automate de Obs1⊗
Obs2. On note ∆1 = Mod1⊗Obs1 et ∆2 = Mod2⊗Obs2. De plus, on note ∆ = (Mod1⊗
Mod2) ⊗ Obs. Alors, ∆ est un sous-automate de ∆1 ⊗∆2. De plus, ∆ est l'automate
















dans Obs1 ⊗ Obs2 mais pas dans Obs. Il s'agit don de retirer ertaines transitions au
moment de la fusion des diagnostis loaux.
Des quatre propositions que nous venons d'énumérer, la dernière nous semble la plus
intéressante pare qu'elle ne perd pas d'information ontrairement à la première pro-
position, elle ne néessite pas une onstrution omplexe ontrairement à la deuxième
proposition et qu'elle ne néessite pas beauoup plus de alul ontrairement à la troi-
sième proposition.
Cependant, par la suite, nous laissons e point de té et onsidérons pour simplier
la propriété Obs = Obs1 ⊗ · · · ⊗Obsm.
5.1.3 Diagnosti déentralisé par automate
Le diagnosti déentralisé a été déni dans [PC05℄. Nous présentons tout d'abord
suintement la façon dont nous le dénissons. Nous montrons ensuite un algorithme
permettant de aluler le diagnosti déentralisé. Nous montrons alors omment il est
possible de mettre en évidene les omportements indépendants des sous-systèmes. En-
n, la dernière partie est onsarée à la prinipale limite de ette méthode.
5.1.3.1 Prinipe
Le but du diagnosti déentralisé est de onsidérer que ertains sous-systèmes
agissent de manière indépendante, 'est-à-dire qu'ils n'interagissent pas les uns ave
les autres. Dès lors, fusionner leurs diagnostis n'apporte auune information supplé-
mentaire. Cette déision est dynamique. On peut ainsi onsidérer haque sous-système
omme un système.
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Dénition 5.3 (Indépendane de omportement).
Soit deux sous-systèmes ss1 et ss2 disjoints. Soit ∆ss1 et ∆ss2 les diagnostis des deux
sous-systèmes. On dit que ∆ss1 et ∆ss2 sont indépendants si les étiquettes de transition
de ∆ss1 et ∆ss2 ne omportent pas d'événements de synhronisation des deux sous-
systèmes.
Par abus de langage, on dit que les sous-systèmes sont indépendants si leurs diagnos-
tis sont indépendants. ss1 et ss2 sont indépendants si leurs omportements ne peuvent
pas se synhroniser diretement. Notons que ette dénition est diérente de la dé-
nition d'indépendane de diagnosti présentée dans [PC05℄. Ii, dans la dénition que
nous avons donnée, deux sous-systèmes peuvent se synhroniser via un sous-système
intermédiaire.
Dénition 5.4 (Diagnosti déentralisé).
Soit Γ un système modélisé par Mod et Obs l'automate des observations sur le système.
Soit ∆ = Mod ⊗ Obs le diagnosti du système. Le diagnosti déentralisé du système
est une double séquene ((ss1, . . . , ssk), (∆ss1, . . . ,∆ssk)) telle que
 (ss1, . . . , ssk) est un partitionnement du système en sous-systèmes,
 ∀i, ∆ssi est le diagnosti du sous-système ssi,
 les sous-systèmes ssi sont indépendants deux à deux,
 ∆ = ∆ss1 ⊗ · · · ⊗∆ssk.
Le diagnosti déentralisé ((ss1, . . . , ssk), (∆ss1 , . . . ,∆ssk)) peut être noté
(∆ss1, . . . ,∆ssk), les sous-systèmes étant sous-entendus. On oppose le diagnosti dé-
entralisé au diagnosti dit global.
L'avantage d'un diagnosti déentralisé par rapport à un diagnosti global est très
important lorsqu'on parvient à trouver des sous-systèmes indépendants. Considérons
que le nombre d'états des diagnostis ∆i est ni. Alors, le nombre d'états du diagnosti
global ∆ vaut n1× · · · ×nk. La taille du diagnosti déentralisé est don très fortement
inférieure à la taille du diagnosti global. Par ailleurs, la ompréhension du diagnosti
par un opérateur humain est simpliée puisque le omportement du système est divisé
en omportements plus simples.
5.1.3.2 Calul du diagnosti déentralisé
Pour aluler un diagnosti déentralisé, il onvient de remarquer quels sous-
systèmes ont un omportement indépendant. Cette tâhe n'est pas forément évidente
et nous proposons plusieurs méthodes.
Utiliser le diagnosti global. Une première méthode est de onstruire le diagnosti
global ∆ pour isoler les sous-systèmes indépendants. L'algorithme 2 présente omment
il est possible de onstruire un sous-système indépendant à partir du diagnosti d'un
sous-système. Étant donné un omposant c, et algorithme alule l'ensemble des om-
posants qui interagissent ave e omposant ou indiretement par un ou plusieurs autres
omposants.
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Algorithme 2 Isoler un sous-système indépendant
Entrée : Diagnosti ∆ du (sous-)système ss, omposant c
Sous-système ss′ := {c}
Tant que il existe une transition de ∆ étiquetée par un événement e du sous-système
ss′ et de (ss− ss′) faire
ss′ = ss′∪ l'ensemble des omposants qui se synhronisent sur e
Fin tant que
rendre ss′
Une fois qu'on onnait un sous-système ss′ indépendant, il est possible de projeter
le diagnosti ∆ sur ss′. Remarquons que (ss − ss′) est également un sous-système in-
dépendant et il est possible de onstruire le diagnosti de e sous-système également.
On obtient alors le diagnosti déentralisé (∆ss′ ,∆ss−ss′). Il est alors possible de reom-
mener ette opération sur le sous-système ss− ss′.
Remarquons que ette méthode permet de onstruire le diagnosti déentralisé le
meilleur qui soit ('est-à-dire ave une partition maximale du système). Cependant, elle
ne permet d'atteindre que partiellement les objetifs du diagnosti déentralisé. En eet,
pour obtenir le diagnosti déentralisé, il est néessaire d'avoir au préalable alulé le
diagnosti global, e que nous souhaitons éviter.
Calul et diagnosti déentralisés Il paraît logique de aluler le diagnosti dé-
entralisé de manière déentralisée. Le prinipe est d'interdire la fusion des diagnostis
de sous-systèmes indépendants. Remarquons ependant que si deux sous-systèmes ss1
et ss2 sont indépendants, ils peuvent être tous les deux dépendants d'un troisième sous-
système ss3. Dans e as, le diagnosti de ss1 est fusionné ave le diagnosti de ss3, et le
résultat est ensuite fusionné ave ss2. Lorsqu'auune paire de sous-systèmes dépendants
ne peut plus être alulée, alors le diagnosti déentralisé est l'ensemble des diagnostis
loaux aux sous-systèmes obtenus.
Le problème qui se pose alors est de déouvrir avant la fusion que les sous-systèmes
sont indépendants. Il est également possible d'eetuer la fusion puis de vérier l'indé-
pendane, mais il est plus eae d'éviter la fusion si possible. Le point 5.1.3.3 s'intéresse
au problème de trouver des sous-systèmes indépendants.
L'algorithme de fusion de diagnosti reprend alors l'algorithme lassique ave la
diérene suivante. Après la fusion de deux diagnostis, il faut vérier s'il existe deux
sous-systèmes indépendants au sein du sous-système grâe à l'algorithme 2. Si on obtient
un ou plusieurs sous-systèmes, il onvient de projeter le diagnosti global du sous-
système pour obtenir plusieurs diagnostis loaux indépendants.
5.1.3.3 Trouver des sous-systèmes indépendants
Il n'est parfois pas évident de trouver des omportements indépendants. Ainsi, onsi-
dérons la gure 5.2. Dans et exemple, les trois automates en haut de la gure repré-
sentent les diagnostis loaux de trois omposants. Les étiquettes a1 à a3 représentent
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des événements exogènes tandis que les événements cij orrespondent à des événements
de synhronisation entre le omposant i et le omposant j. Si on onsidère les diagnos-
tis deux à deux, on pense qu'il y a une dépendane de omportement. Cependant, si
on fusionne les deux premiers diagnostis (automate au entre de la gure) et si on le
fusionne ave le troisième diagnosti, on voit que les omposants n'ont pas ommuni-
qué pendant la période onsidérée. Ainsi, dans l'exemple, les diagnostis obtenus par
abstration du diagnosti global ne omportent haun qu'un seul état (A, B ou C).
Il est intéressant d'être apable de déterminer que deux sous-systèmes sont indé-
pendants avant de fusionner leurs diagnostis. Cei permet d'éviter la fusion de deux
diagnostis indépendants, et de réduire la taille des diagnostis produits. Cependant, il
n'est pas forément évident de déterminer ette propriété de manière immédiate, et il
est parfois néessaire d'eetuer la fusion (ou un raisonnement omparable à la fusion)
pour déterminer que deux sous-systèmes sont indépendants.
Nous proposons ependant quelques points pour déterminer que deux sous-systèmes
sont indépendants. Deux sous-systèmes sont indépendants s'ils n'ont pas éhangé de
messages, 'est-à-dire s'il n'existe auun événement permettant de synhroniser les diag-
nostis ∆ss1 et ∆ss2 des deux sous-systèmes ss1 et ss2. Cela peut se traduire de diverses
manières :
 Les ensembles d'événements des automates de diagnosti Ess1 et Ess2 sont dis-
joints. Dans e as, les omposants ne ommuniquent jamais entre eux. Ils sont
évidemment indépendants.
 Les ensembles d'événements des automates de diagnosti Ess1 et Ess2 ont une in-
tersetion E non vide, mais auun de es événements n'étiquette une transition de
∆ss1 ni ∆ss2 . On sait qu'auun message n'a transité entre les deux sous-systèmes.
 Les ensembles d'événements des automates de diagnosti Ess1 et Ess2 ont une
intersetion E non vide et ertains de es événements étiquettent des transitions
de ∆ss1 et de ∆ss2, mais les événements étiquetant les transitions des diagnostis
∆ss1 et ∆ss2 sont disjoints. Cela signie qu'au moins un des diagnostis émet
une hypothèse de ommuniation via un événement de synhronisation c, mais
que ette hypothèse n'est pas onrmée par le seond diagnosti. Il est alors
possible, de supprimer toute transition de ∆ss1 et ∆ss2 qui ontient un événement
de synhronisation de E. Remarquons qu'à l'issue de ette suppression, on peut
vérier si haque sous-système ne peut être à nouveau subdivisé en sous-systèmes
indépendants. Par ailleurs, il est théoriquement néessaire de mettre à jour les
informations onernant les diagnostis ainsi modiés puisqu'on peut déouvrir
à l'issue de ette modiation que le sous-système est indépendant d'un autre
sous-système.
Nous n'avons pas herhé d'autres méthodes permettant de trouver des omporte-
ments indépendants, mais il s'agit d'un point de reherhe intéressant.
5.1.3.4 Limites de ette méthode
L'utilisation du diagnosti déentralisé n'est pas toujours susante pour empêher




























Fig. 5.2  Exemple de sous-systèmes dépendants
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remarque que plus la période à diagnostiquer est longue, plus il est diile de diviser
le système en sous-systèmes indépendants. En onséquene, sur une période longue, le
diagnosti déentralisé revient à un diagnosti global. Ce point est également problé-
matique dans le adre du diagnosti en-ligne, puisque la durée du diagnosti augmente
régulièrement, obligeant à fusionner les diagnostis de sous-systèmes de plus en plus
gros. Aussi, nous proposons d'utiliser les haînes d'automates pour déouper la période
de diagnosti en petites périodes permettant de mettre en lumière des omportements
indépendants.
5.2 Calul déentralisé du diagnosti par haînes d'auto-
mates
5.2.1 Diagnosti par moreaux déentralisé
Le alul déentralisé du diagnosti par moreaux est extrêmement simple. Soit
{Mod1, . . . ,Modm} le modèle déentralisé du système et soit Obs l'automate des ob-
servations. Soit (Obs1, . . . ,Obsn) un déoupage orret de Obs. Soit ∀i ∈ {1, . . . , n},
∀j, Obsij l'automate des observations du omposant cj pendant la fenêtre Wi : Obs
i =
Obsi1⊗ · · · ⊗Obs
i
m. Alors, le diagnosti par moreaux du système peut se aluler de la
manière suivante :
Résultat 5.1. ∆ = Sli−1(E∆) ave E∆ = (∆
1, . . . ,∆n) où ∀i ∈ {1, . . . , n}, ∆i =
(Mod−1 ⊗Obs
i









j le diagnosti du omposant cj durant la fenêtre Wi.
On a alors : ∆i = ∆i1 ⊗ · · · ⊗∆
i
m.
5.2.2 Diagnosti inrémental déentralisé
Nous avons vu que le diagnosti par moreaux avait l'inonvénient de générer un
grand nombre d'états et de transitions inutiles. Aussi, nous adaptons la méthode au
diagnosti inrémental.
Il est possible d'utiliser trivialement la formule de diagnosti inrémental suivante :
E∆ = (∆
1, . . . ,∆n) où ∀i > 1, ∆i⊙ = (Mod











∆ ]. Ce résultat sous-entend ependant que




j) est eetuée avant la
restrition (et non pas en même temps). De ette manière, on obtient un automate très
grand que l'on restreint ensuite. Nous donnons une autre manière de proéder.
Pour ela, il est néessaire de dénir un opérateur permettant de transformer l'es-
pae des états. La projetion permet de onsidérer l'état d'un sous-système ou d'un
omposant.
Dénition 5.5 (Projetion).
Soit Q, un ensemble d'états q d'un système (q = (q1, . . . , qm) tel que qi est un état de
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l'automate Ai). On note Q ↓ {Aj1, . . . , Ajp}, appelé projetion de l'ensemble d'états Q
sur {Aj1, . . . , Ajp}, l'ensemble des états (qj1, . . . , qjp) ave ∀k, qjk est un état de Ajk,
tel qu'il existe q ∈ Q ave q = (q1, . . . , qj1, . . . , qjp, . . . , qm).
Soit q = (q1, . . . , qn) l'état du système et soit le sous-système ss onstitué des ompo-
sants cj1, . . . , cjp. Alors, la projetion q ↓ {Mod j1, . . . ,Mod jp} est l'état du sous-système
ss.
De même, soit ∆1 et ∆2 les diagnostis de deux sous-systèmes ss1 et ss2 tels
que ss1 est onstitué des omposants cj1, . . . , cjp. Soit q1 un état de ∆1 et q2 un
état de ∆2, et soit q = (q1, q2) l'état de ∆ = ∆1 ⊗ ∆2. Alors, on a q1 = q ↓
{Mod j1, . . . ,Mod jp,Obsj1, . . . ,Obsjp}. On peut également noter q1 = q ↓ {∆1} puisque
q1 ∈ Q1 où Q1 est l'ensemble des états de ∆1. La projetion permet ainsi de onnaître
l'état d'un sous-système du omposant ou de projeter un état de diagnosti sur un
sous-système.
Théorème 5.1.
Soit A1 et A2 deux automates. Soit I un ensemble d'états. Soit A = (A1⊗A2)[I]. Alors
A = (A1[I ↓ {A1}]⊗A2[I ↓ {A2}]) [I].
Démonstration. On note A′ = (A1[I ↓ {A1}]⊗A2[I ↓ {A2}]) [I].
Considérons une trajetoire chem = q0
l1−→ · · ·
lk−→ qk de A telle que ∀i ∈ {1, . . . , k},
qi = (qi1, qi2). Alors, puisque A est restreint sur I, q0 ∈ I.
On a don deux trajetoires chemj = q0j
l1j
−→ · · ·
lkj
−→ qkj (pour j = {1, 2}) telles
que chemj est une trajetoire de Aj. Or, q0j ∈ (I ↓ Aj) puisque (q01, q02) ∈ I. Don,
chemj est une trajetoire de Aj [I ↓ Aj ].
Ainsi, chem est une trajetoire de (A1[I ↓ A1]⊗A2[I ↓ A2]). Et don, chem est une
trajetoire de A′.
De même, toute trajetoire de A′ est une trajetoire de A puisque la onstrution de
A′ omporte plus de restritions que elle de A. Don, A = A′.
Ce théorème indique que si on fait un alul intermédiaire lors du alul de A =
(Aj1 ⊗ · · · ⊗ Ajp ⊗ Aj′1 ⊗ · · · ⊗ Aj′p′
)[I], alors il est possible d'appliquer une restrition
sur es aluls intermédiaires et réduire ainsi la taille des automates.
Nous proposons d'utiliser e théorème dans le adre du alul déentralisé du diag-
nosti inrémental.
Dénition 5.6 (Diagnosti inrémental de sous-système).
Soit F i−1 l'ensemble des états naux de ∆i−1 Soit ss un sous-système et ∆
i
ss le moreau
de diagnosti alulé grâe au diagnosti par moreau du sous-système ss. Le diagnosti





Le diagnosti inrémental de sous-système onsiste à utiliser l'ensemble des états
naux de la préédente fenêtre projeté sur le sous-système qui nous intéresse pour
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restreindre le diagnosti du sous-système. Notons que la dénition onerne également
les sous-systèmes onstitués d'un seul omposant. Enn, remarquons que si ss est le





Soit F i−1 l'ensemble des états naux de la fenêtre préédente. Soit ss un sous-système
et ∆iss le moreau de diagnosti alulé grâe au diagnosti par moreau du sous-système
ss. Soit ss1, . . . , ssj une partition du sous-système ss.
Alors, on a : ∆i[ss] = (∆
i
[ss1]
⊗ · · · ⊗∆i[ssj])[F
i−1 ↓ {∆iss}].
Démonstration. Cei est une appliation immédiate du Théorème 5.1.
Ce résultat est très intéressant puisqu'il indique qu'il est possible de raner loale-
ment le diagnosti des sous-systèmes avant de fusionner les diagnostis et d'appliquer
le ranement.
La gure 5.3 montre e résultat sur un exemple de système omprenant quatre
omposants. Dans et exemple, on onstruit le diagnosti loal pour haque omposant
puis on eetue un ranement
1
. La synhronisation du diagnosti du premier omposant
ave le diagnosti du deuxième omposant donne un diagnosti rané sur l'ensemble
IA = I1 × I2 où I1 et I2 sont les ensembles d'états sur lesquels les diagnostis des deux
premiers omposants ont été restreints. Ensuite, il est possible de raner à nouveau le
diagnosti sur un ensemble I1,2 ⊆ I1× I2. Il est possible de ontinuer jusqu'à obtenir le
diagnosti du système.
5.3 Diagnosti déentralisé par haînes d'automates
Le diagnosti déentralisé par haîne d'automates onsiste à eetuer des diagnostis
déentralisés sur de petites périodes et d'utiliser le fait que les périodes soient petites
pour bénéier du diagnosti déentralisé. Nous ommençons par deux exemples. Le
premier permet de omprendre le prinipe de la méthode, le seond permet de mettre en
valeur les diultés de la tâhe. Nous montrons ensuite omment résoudre e problème
et nous donnons quelques expérimentations montrant les avantages de ette méthode.
5.3.1 Prinipe
Considérons par exemple la gure 5.4. Cet exemple montre deux diagnostis loaux
pour deux omposants. L'unique événement de synhronisation des deux diagnostis est
l'événement c. La synhronisation des deux diagnostis produit l'automate présenté à la
gure 5.5. On voit que l'automate produit omporte beauoup plus d'états et de transi-
tions que l'automate d'origine. La synhronisation apporte ependant une information
puisqu'elle permet de supprimer l'hypothèse de l'ourrene des événements b6 et b7.
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Fig. 5.3  Prinipe du ranement loal
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Remarquons que de manière générale, il n'est pas évident de raisonner sur des sous-
systèmes aux omportements inter-dépendants à l'aide d'automates non synhronisés.
Notre but est d'obtenir un diagnosti de la forme présenté à la gure 5.6. Ii, le
diagnosti est déoupé en trois moreaux. Le premier moreau omprend les événements
a1, a2, a3, b1, b2 et b3. Puisque les deux sous-systèmes ont un omportement indépendant
pendant la période onsidérée, il est inutile d'eetuer la fusion des diagnostis. La
deuxième période ne omprend que l'événement de synhronisation c. La synhronisation
est alors eetuée. Enn, la dernière période omprend les observations a5, b5, b6 et b7.
Puisque l'état nal du système de la préédente fenêtre était elui après l'ourrene
de c, les événements b6 et b7 disparaissent. Il est par ailleurs inutile de synhroniser les
deux diagnostis loaux. On voit que onsidérer des périodes plus petites permet de
déouvrir des périodes d'indépendane entre sous-systèmes et de proter du diagnosti
déentralisé.
5.3.2 Diultés
La synhronisation inrémentale néessite pour le ranement le alul pour haque
moreau de diagnosti de l'ensemble des états naux. Ce alul et son utilisation ne sont
pas triviaux dans le as déentralisé à ause de l'hétérogénéité des sous-systèmes d'un
moreau de diagnosti au moreau suivant. Considérons l'exemple de la gure 5.7 (les
étiquettes de transition ont été omises dans et exemple). Dans et exemple, les états
du diagnosti sont étiquetés par l'état de deux omposants. O représente l'état ok et P
l'état en panne. L'état du seond omposant est primé. À l'issue du premier moreau,
on est sûr qu'un des omposants est en panne (sans savoir lequel : états OP' et PO').
Considérons que dans une fenêtre temporelle suivante, les deux omposants évoluent
indépendamment sans hanger d'état. Dans le diagnosti loal, l'état des omposants
est ok ou en panne. On voit qu'il n'est pas néessaire de fusionner les diagnostis puisque
ela n'apporte auune information. Au début de la troisième fenêtre, il est néessaire
de retourner à la première fenêtre pour savoir que les deux omposants du système
ne sont pas dans l'état ok. Formellement, nous avons F 21 = {O,P} (l'ensemble des
états naux du premier omposant à l'issue du deuxième moreau), F 22 = {O
′, P ′}
(l'ensemble des états naux du seond omposant à l'issue du deuxième moreau) et
F 2 = {(O,P ′), (O′, P )} (l'ensemble des états naux du système à l'issue du deuxième
moreau) ave F 2 6= F 21 × F
2
2 .
Le alul devient partiulièrement ardu lorsque les sous-systèmes indépendants va-
rient d'un moreau de diagnosti à l'autre. Il nous semble don néessaire de aluler
expliitement l'ensemble des états naux du système. Nous proposons don de aluler
pour haque moreau de diagnosti la liste des états naux.
5.3.3 Résolution
La diulté du diagnosti déentralisé par alul inrémental est de travailler ave
l'ensemble des états naux lorsque elui-i n'est pas expliitement alulé. Nous propo-
sons don de le aluler expliitement.
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Fig. 5.5  Synhronisation des diagnostis de la gure 5.4
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Fig. 5.6  Prinipe du diagnosti déentralisé ave le diagnosti inrémental (pour
l'exemple de la gure 5.4)










Fig. 5.7  Quels sont les états naux du deuxième moreau ?
On note q ;A q
′
la propriété indiquant qu'il existe une trajetoire de q à q′ sur
l'automate A.
Résultat 5.3.
Soit F i−1 l'ensemble des états naux du moreau i − 1. Soit ss1, . . . , ssk une partition
du système et ∆iss1, . . . ,∆
i
ssk
les diagnostis de haun de es sous-systèmes pour le
moreau i tels que es diagnostis sont deux à deux indépendants. Soit F l'ensemble des
états déni par :
{q′ | ∃q ∈ F i−1, ∀j ∈ {1, . . . , k}, (q ↓ {∆issj});∆issj
(q′ ↓ {∆issj})}.
Alors F est l'ensemble des états naux du moreau ∆i.
Nous avons don montré omment aluler l'ensemble des états naux de la fenêtre.
5.3.4 Expérimentation
Nous présentons dans ette partie une expérimentation du diagnosti inrémental
déentralisé.
5.3.4.1 Système étudié
Le système onsidéré est un réseau de omposants interonnetés omme présenté
dans la gure 5.8. Deux omposants sont dits voisins s'il existe une onnexion entre
eux-i.
Chaun des omposants a le même fontionnement. Lorsqu'une panne (f, pour faute)
a lieu sur un omposant, elui-i demande à tous ses voisins de redémarrer (r!, pour
redémarre ! ) et essaie de redémarrer. Lorsqu'un omposant vient de subir une panne et
reçoit un message de redémarrage (r? ), il ignore le message. En revanhe, s'il est en
train de redémarrer, il redémarre à nouveau. Les événements de redémarrage sont fdf























Fig. 5.8  Topologie du système
observables (JR et JSDR pour Je redémarre et Je suis de retour). La gure 5.9 présente
le modèle de manière simpliée d'un omposant.
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Fig. 5.9  Modèle générique d'un omposant
Les états O, F et R orrespondent respetivement à OK, Fautif et en Redémarrage.
Sur l'étiquette de transition, l'événement avant la èhe est l'événement délenheur
et les événements après sont les observations et les messages envoyés aux autres om-
posants. L'événement r? (resp. r! ) indique la réeption (resp. l'émission) du message
redémarre depuis (resp. vers) un omposant onnexe. Cela signie que r! doit être
remplaé par r_i_j où i est le omposant modélisé et j tout omposant onnexe. De
plus haque transition omprenant r? doit être remplaée par k transitions où r? est
remplaé par r_j_i (k est le nombre de omposants onnexes cj du omposant ci).
L'unique événement de faute est f (remplaé par f_i). Les observables sont JR (JR_i)
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et JSDR (JSDR_i). Les événements de n de redémarrage doivent également omporter
un indie diérent pour haque omposant.
La diulté du diagnosti réside dans le fait que lorsqu'un omposant tombe en
panne, ou lorsqu'un de ses voisins tombe en panne, le omposant émet les mêmes ob-
servations (JR suivi de JSDR). Aussi, il est néessaire de raisonner de manière globale
pour déterminer quel omposant a subi la panne.
Si on herhe à onstruire le modèle du système, on obtient | {O,F,R}20 − 1 |
≈ 3, 4.109 états2. Le modèle déentralisé ne omporte quant à lui que 3 × 20 = 60
états. Il est don néessaire d'utiliser le modèle déentralisé et un alul déentralisé du
diagnosti.
5.3.4.2 Mode opératoire
Les observations loales à haque omposant sont ordonnées et on y insère les tis
d'horloge Υi (voir [GCL05b℄) orrespondant au passage d'une fenêtre temporelle à la
fenêtre suivante. L'automate des observations loales est présenté gure 5.10.
PSfrag repla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Fig. 5.10  Automate des observations loales pour le omposant numéro 14
Les tis d'horloge se passent simultanément sur tous les omposants. Il onvient don
de les synhroniser lors de la fusion des diagnostis. Cependant, s'il n'y a pas d'autres
événements de synhronisation, leur synhronisation lors de la fusion des diagnostis
apporte omme seule information l'ordre des pannes (et ne disrimine pas la loalisa-
tion des pannes). Aussi, pour déterminer si deux sous-systèmes ont un omportement
indépendant, on ne onsidère pas les événements Υi.
Les moreaux d'automates de la haîne d'observations pour haque omposant sont
déoupés grâe à Υi. Ainsi, l'automate Obs
1
14 omporte trois états, reliés par deux
transitions étiquetées par JR_14 et JSDR_14.
5.3.4.3 Expérimentation
La période à diagnotiquer omprend deux fenêtres temporelles. Durant la première
fenêtre, les omposants 3 et 11 tombent en panne forçant leurs voisins à redémarrer
(19, 20, 2, 3 4 d'une part, 9, 10, 13, 14 d'autre part) puis reviennent en mode de
fontionnement normal, ainsi que leurs voisins. Durant la seonde période, le omposant
6 tombe en panne et lui et ses voisins (3, 4, 5, 7, 9 et 10) redémarrent ave suès.
Ave la méthode de diagnosti déentralisé lassique, on voit qu'on ne peut pas
diviser le sous-système onstitué des 14 omposants ité i-dessus en sous-systèmes
2
L'état (R,R,. . .,R) n'est pas aessible.
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indépendants. Leurs diagnostis loaux doivent don être fusionnés. On obtient ainsi
7 diagnostis de sous-systèmes, dont 6 diagnostis loaux à un omposant. Le dernier
diagnosti est un automate omprenant 2 275 états et 179 012 transitions.
La méthode utilisant les haînes d'automates ave le diagnosti déentralisé produit
25 automates. Ces automates totalisent 274 états et 2, 963 transitions. Le nombre d'états
a a don été divisé par 8 et le nombre de transitions par 60.
5.4 Conlusion
Dans ette setion, nous avons présenté les approhes déentralisées, à savoir le
alul déentralisé du diagnosti et le diagnosti déentralisé.
Nous avons montré omment adapter les tehniques de diagnosti par haînes d'au-
tomates au alul déentralisé du diagnosti pour proter à la fois des avantages du
diagnosti par haînes d'automates (inrémentalité, alul en-ligne) et des avantages du
alul déentralisé (eaité du alul pour les systèmes de grande taille).
D'autre part, nous avons montré qu'il était possible d'eetuer un diagnosti dé-
entralisé par moreaux. Le diagnosti déentralisé permet de représenter de manière
eae le omportement d'un système par sous-systèmes indépendants. Nous avons
montré que le déoupage de la période de diagnosti en moreaux permet de déouvrir






Fig. 5.11  Imbriation du déoupage et du déentralisé
Une extension possible de es résultats serait de permettre une imbriation du déou-
page et de la déentralisation omme représenté de manière abstraite sur la gure 5.11.
Dans et exemple, le retangle englobant représente le diagnosti global. Les traits ver-
tiaux orrespondent au déoupage du diagnosti et les traits horizontaux au diagnosti
déentralisé. Ainsi, le diagnosti est déoupé en trois fenêtres qui permettent parfois de
produire des diagnostis de sous-système. Le diagnosti du premier sous-système lors
de la première fenêtre temporelle peut à nouveau être déoupé en sous-fenêtres et faire
apparaître de nouveaux omportements indépendants pendant es sous-fenêtres.
Chapitre 6
Calul du diagnosti de systèmes
reongurables par haînes
hétérogènes
Dans e hapitre, nous onsidérons le diagnosti de systèmes reongurables. Nous
laissons de té les problématiques de alul inrémental ou déentralisé, ainsi que de
diagnosti déentralisé.
La reonguration est une opération modiant le omportement du système, et don
son modèle. Nous proposons d'utiliser les haînes d'automates pour le diagnosti. Dans
e ontexte, le passage d'un moreau d'automate à un autre orrespond à l'appliation
d'une reonguration. Cependant, les espaes d'états sont diérents avant et après l'ap-
pliation de la reonguration. Aussi, une extension des haînes d'automates, appelée
haîne hétérogène est proposée.
Dans e hapitre, nous donnons d'abord la dénition de la reonguration, et om-
ment elle-i est modélisée. Puis, nous étendons la dénition de haînes d'automates et
nous appliquons es résultats pour le alul du diagnosti.
6.1 Dénition et modélisation de la reonguration
Nous avons donné en 1.5 la dénition de reonguration suivante : étant donné un
modèle du système, une reonguration du système est une opération eetuée sur le
système rendant son modèle obsolète. Nous reprenons ii ette dénition. Une reon-
guration est noté R.
Soit Mod le modèle du système. La reonguration rend e modèle obsolète ; on note
R(Mod) le modèle du système après la reonguration.
Nous onsidérons tout d'abord l'hypothèse suivante :
Hypothèse 6.1.
Une reonguration est instantanée.
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Si on onsidère une reonguration étalée sur le temps, alors nous onsidérons que
ette reonguration se fait en plusieurs étapes séparées. Par exemple, si on onsi-
dère le remplaement d'un omposant du système, il faut généralement supprimer les
onnexions entre le omposant et le reste du système, retirer le omposant puis mettre
le nouveau omposant à sa plae avant de nalement rétablir les onnexions entre le
reste du système et le nouveau omposant. Cette proédure peut même être plus longue.
Il y a deux manières de modéliser ette reonguration : soit on onsidère qu'elle a été
instantanée, soit on onsidère qu'il y a eu plusieurs reongurations, la première ayant
été la déonnexion, la deuxième le retrait du omposant, et.
Nous onsidérons que la reonguration est ommandée par un opérateur extérieur et
qu'auune ation n'est eetuée en même temps. D'autre part, nous onsidérons qu'une
reonguration ne génère auun événement de manière synhrone. Ainsi, puisqu'une
reonguration est instantanée, il est impossible qu'un événement extérieur ait lieu en
même temps que la reonguration.
Hypothèse 6.2.
Auun événement n'a lieu en même temps qu'une reonguration.
Prenons l'exemple d'un ordinateur auquel on onnete une lef usb. Cette ation
peut être onsidérée omme une reonguration. La plupart des systèmes d'exploitation
sont apables de déteter immédiatement la onnexion et de réagir en onséquene.
Cependant, il existe un délai entre la reonguration et l'événement de détetion du
nouveau périphérique. Ainsi, les deux événements ne sont pas simultanés.
Considérons à nouveau l'hypothèse 6.1 et l'exemple du remplaement du omposant.
On imagine failement que, selon le ontexte, il peut se passer de nombreux événements
dans le système pendant le remplaement du omposant. Dans e as, on voit qu'il n'est
pas possible de onsidérer que le remplaement soit onsidéré omme une seule reon-
guration. En réalité, il y a une première reonguration, puis le système évolue selon son
modèle, et une deuxième reonguration a lieu, et. En revanhe, si on onsidère qu'on
peut négliger les omportements du système pendant le remplaement du omposant,
alors on pourra onsidérer le remplaement omme une seule reonguration.
Les ensembles d'états du système avant et après la reonguration ne sont généra-
lement pas les mêmes. C'est notamment le as si on onsidère qu'on peut ajouter ou
supprimer des omposants. Formellement, on a Mod1 = (Q1, E1, T 1, I1, F 1) le modèle
avant la reonguration et R(Mod1) = Mod2 = (Q2, E2, T 2, I2, F 2) le modèle après la
reonguration. Alors Q1 ∩Q2 peut être vide.
Nous notons
R
7→⊆ Q1 ×Q2 la relation indiquant l'état possible du système après la
reonguration. Ainsi, soit q1 ∈ Q1 et Q = {q2 | q1
R
7→ q2}. Alors, si le système était
dans l'état q1 avant la reonguration, il se trouve dans un état q2 ∈ Q à l'issue de la
reonguration. Si Q = ∅, alors la reonguration est impossible (soit pare qu'elle est
physiquement impossible, soit pare qu'un opérateur n'eetuera pas la reonguration
R lorsque le système est dans l'état q1). Remarquons que normalement, l'ensemble
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d'états initiaux I2 de Mod2 est l'ensemble des états qui peuvent être atteints à l'issue
de la reonguration {q′ | ∃q, q
R
7→ q′}.
6.2 Dénition des haînes hétérogènes
Le diagnosti que nous alulons pour les systèmes reongurables se déompose
en fenêtres temporelles omme pour le diagnosti dans le adre non reongurable. Les
reongurations ont lieu pendant le passage d'une fenêtre à une autre. Cependant, l'en-
semble d'états n'est pas homogène d'une fenêtre à une autre. Ainsi, dans le as non
reongurable, l'état du système est le même après un hangement de fenêtre (voir la
troisième ondition de la dénition 3.4 de hemin sur une haîne d'automates). Cepen-
dant, nous avons vu que l'état du système pouvait hanger pendant une reonguration.
Aussi, nous dénissons une autre struture, prohe des haînes d'automates, appelée
haîne d'automates hétérogène.
Dénition 6.1 (Chaîne d'automates hétérogène).
Une haîne d'automates hétérogène, notée ξA, est une double séquene d'automates
(A1, . . . , An) où Ai = (Qi, Ei, T i, Ii, F i) et de fontions partielles (




Ri7→ assoie à ertains états de F i un ensemble d'états de Ii+1.
Une haîne d'automates hétérogènes est don une double séquene ((A1, . . . , An),
(
R17→, . . . ,
Rn−1
7→ )). La séquene de fontions partielles
Ri7→ est parfois sous-entendue. La
fontion
Ri7→ est appelée fontion de orrespondane. Un exemple de haîne d'automates
hétérogène est présenté à la gure 6.1. Les fontions
Ri7→ sont représentées par les èhes
en pointillé. Ainsi,




























Fig. 6.1  Exemple de haîne d'automates hétérogène
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On peut don voir une haîne d'automates omme une haîne d'automates hétéro-
gène telle que
Ri7→ est la fontion identité. Remarquons ependant que, ontrairement
aux haînes d'automates, les haînes hétérogènes ne peuvent pas être reonstruites.
Il est néessaire de redénir les trajetoires pour les haînes d'automates hétérogènes.
Dénition 6.2 (Chemin d'une haîne d'automates hétérogène).
Soit ξA = ((A
1, . . . , An), (
R17→, . . . ,
Rn−1
7→ )) une haîne d'automates hétérogène ave ∀i,
Ai = (Qi, Ei, T i, Ii, F i). Soient i ∈ {1, . . . , n} et j ∈ {i, . . . , n}, et soient (j − i + 1)
hemins chemi, . . . , chemj tels que ∀k ∈ {i, . . . , j} :




1 , . . . , l
k
mk)) est un hemin sur A
k
,
 k 6= i⇒ qk0 ∈ I
k
,
 k 6= j ⇒ qkmk ∈ F
k
,
 k 6= j ⇒ qkmk
Rk7→ qk+10 .












1 , . . . , l
j
mj)) est un hemin
sur la haîne hétérogène ξA.
La diérene entre un hemin d'une haîne d'automates et un hemin d'une haîne
d'automates hétérogène est que le premier ne répète pas l'état qi+10 = q
i
mi. Dans le
seond as, puisque les états peuvent être diérents, il est néessaire de répéter l'état
et de donner expliitement l'étiquette de transition Ri. Sur l'exemple de la gure 3.1,
chem = ((3, 4, 8, 7), (e,R1 , g)) est un hemin.
Dénition 6.3 (Trajetoire d'une haîne d'automates hétérogène).
Soit ξA = ((A
1, . . . , An), (
R17→, . . . ,
Rn−1
7→ )) une haîne d'automates hétérogène ave ∀i,
Ai = (Qi, Ei, T i, Ii, F i). Un hemin de ξA chem = ((q0, . . . , qm), (l1, . . . , lm)) est une
trajetoire de ξA si q0 ∈ I
1
et qm ∈ I
n
et ∀i ∈ {1, . . . , n− 1}, ∃lk = Ri.
Dans l'exemple de la gure 6.1, une trajetoire est
((1, 4, 8, 7, 9, 10, 4, 11), (c,R1 , g, i, k,R2 , l)). Remarquons l'importane de la seonde
ondition de la dénition néessaire pour qu'un hemin soit une trajetoire. Sans ette
ondition, le hemin ((1, 12), (a)) serait onsidéré omme une trajetoire.
Auune trajetoire de la gure 6.1 ne passe par l'état 5. Ainsi, il est néessaire de
redénir l'opération de ranement. Nous ne onsidérons ii que les I-ranements, mais
les F-ranements peuvent être dénis omme dans 3.3.1.
Dénition 6.4 (I-ranement).
Soit ξA = ((A
1, . . . , An), (
R17→, . . . ,
Rn−1
7→ )) une haîne d'automates hétérogène ave ∀i,
Ai = (Qi, Ei, T i, Ii, F i). Le I-ranement de ξA est une haîne d'automates hétérogène
ξ′A = ((A
′1, . . . , A′n), (
R17→, . . . ,
Rn−1
7→ )) telle que ∃i ∈ {2, . . . , n} et ∃q ∈ Ii tel que :
 ∄q′ ∈ F i−1 ave q′
Ri−1
7→ q,
 ∀j 6= i, A′j = Aj et
 A′i = (Qi, Ei, T i, Ii \ {q}, F i).
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La haîne d'automates hétérogène est destinée à remplaer l'automate du modèle
dans le diagnosti. Aussi, il est néessaire de redénir l'opération de synhronisation
entre un automate et une haîne d'automate.
Il est possible de dénir diérentes synhronisations entre une haîne d'automates et
une haîne d'automates hétérogène. Nous présentons ii la synhronisation simple puis
nous étendons ette dénition à la synhronisation inrémentale. Ces deux synhronisa-
tions sont à omparer aux synhronisations simple et inrémentale entre un automate
et une haîne d'automates.
La synhronisation entre une haîne hétérogène ξM = ((M
1, . . . ,Mn), (
R17→, . . . ,
Rn−1
7→ )) et une haîne d'automates EA = (A
1, . . . , An) produit une haîne hétérogène
(puisqu'à l'issue de ette synhronisation, on obtient une séquene d'automates dans
des espaes d'états hétérogènes). L'automate i de la haîne hétérogène est synhronisé
ave l'automate i de la haîne d'automates. Cela signie que le passage de l'automate
Ai à l'automate Ai+1 se fait au moment du passage de M i à M i+1 (pendant la reon-
guration Ri). La relation de orrespondane est mise à jour en disant qu'un état (q
i, q)
orrespond à un état (qi+1, q) si qi orrespond à qi+1 et si q apparait à la fois dans Ai
et dans Ai+1. Formellement :
Dénition 6.5 (Synhronisation d'une haîne hétérogène et une haîne d'automates).
Soit ξM = ((M
1, . . . ,Mn), (
R17→, . . . ,
Rn−1
7→ )) une haîne d'automates hétérogène ave ∀i,








M ). Soit EA = (A
1, . . . , An) ave ∀i, Ai = (Qi, Ei, T i, Ii, F i).
La synhronisation de la haîne d'automates hétérogène ξM ave la haîne d'automates
EA, notée ξM ⊗ EA, est la haîne hétérogène ξD⊗ = ((D
1
⊗, . . . ,D
n
⊗), (






i, q), (qi+1, q)) | qi ∈ QiM ∧ q




 ∀i, Di⊗ =M
i ⊗Ai.
Il est possible d'étendre ette dénition omme nous l'avons fait pour la synhroni-
sation inrémentale. La diérene ave la synhronisation simple est que le résultat de
Di⊙ est restreint sur l'ensemble des états q
′
qui ont un orrespondant q dans Di−1⊙ .
Dénition 6.6 (Synhronisation inrémentale d'une haîne hétérogène et une haîne
d'automates).
Soit ξM = ((M
1, . . . ,Mn), (
R17→, . . . ,
Rn−1
7→ )) une haîne d'automates hétérogène ave ∀i,








M ). Soit EA = (A
1, . . . , An) ave ∀i, Ai = (Qi, Ei, T i, Ii, F i).
La synhronisation inrémentale de la haîne hétérogène ξM ave la haîne d'automates
EA, notée ξM ⊙ EA, est la haîne hétérogène ξD⊙ = ((D1⊙, . . . ,D
n
⊙), (






i, q), (qi+1, q)) | qi ∈ QiM ∧ q





 ∀i 6= 1, Di⊙ = (M
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6.3 Appliation au diagnosti de systèmes reongurables
Nous appliquons es résultats pour le diagnosti de systèmes reongurables. Nous
utilisons les déoupages pour modier le modèle du système. Nous montrons omment
appliquer e prinipe et donnons un exemple. Enn, nous expliquons omment il est
possible d'utiliser les haînes d'automates hétérogènes quand il n'y a pas de reongu-
ration.
6.3.1 Calul du diagnosti
Le résultat peut s'appliquer diretement au diagnosti. Nous onsidérons que toutes
les reongurations sont onnues.
Hypothèse 6.3.
On onnait toutes les reongurations qui ont eu lieu sur le système.
Soit Mod le modèle initial du système et R1, . . . ,Rn−1 la séquene de reongura-
tions appliquées au système. Chaque reonguration Ri a eu lieu à la date ti. Alors,
on peut onstruire la haîne hétérogène des modèles ξMod = ((Mod
1, . . . ,Modn), (
R17→
, . . . ,
Rn−1
7→ )).
Soit Obs l'automate des observations sur le système entre t0 et tn. Soit ∀i,
Wi = [ti−1, ti]. Soit EObs un déoupage temporellement orret de Obs par rapport
àW1, . . . ,Wn. Le déoupage doit être fait aux dates de reonguration, puisque omme
nous l'avons vu, le passage d'un moreau d'observation à un autre est utilisé pour la
reonguration.
Résultat 6.1.
Le diagnosti du système reongurable est ξ∆ = ξMod ⊙ EObs .
6.3.2 Exemple
Nous donnons ii un exemple. Le système est modélisé par la haîne d'automates de
la gure 6.2.
Nous onsidérons l'exemple d'un système vide tout d'abord. Ce système est don
modélisé par un état unique sans transition.
Puis, nous ajoutons deux omposants c1 et c2 que nous onnetons. Ces omposants
ont haun un mode normal et un mode fautif qui peut être atteint par l'événement de
panne f1 ou f2. La panne est permanente. Le modèle omporte don 2×2 états. Lorsque
l'événement extérieur tik a lieu, le omposant c1 émet le message aok (non observable)
relayé par le omposant c2 qui émet alors bok qui est un événement observable. Si le
seond omposant est en panne, il émet bf (message observable) ; et si le premier est
en panne, il émet af (non observable) et le seond omposant émet bf. Le modèle du
système est le deuxième automate de la haîne hétérogène de la gure 6.2. Le superviseur
reçoit l'observation bf.
L'opérateur eetue la reonguration suivante : il remplae le deuxième omposant
par un autre omposant c3, mais le deuxième omposant est gardé déonneté dans le
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système. Le modèle du sous-système onstitué de c1 et c3 est identique au modèle du
système onstitué de c1 et c2 à un renommage près. Le modèle est donné sur le troisième
































Fig. 6.2  Chaîne hétérogène des modèles
La gure 6.2 donne la haîne d'automates hétérogène modélisant le omportement
du système. La haîne des observations est présentée à la gure 6.3.
Le diagnosti est fourni à la gure 6.4. Remarquons que les états après C9 n'ont
pas été représentés pour ne pas surharger la gure, mais que l'automate n'a pas été
simplié pour montrer e qui se passe. Les états qui doivent disparaitre par simpliation
sur le troisième automate sont représentés en grisé. Les états en grisé sur le deuxième
automate ne sont pas supprimés par simpliation mais par F-ranement (si elui-i est
eetué). On peut interpréter l'automate de la manière suivante. Durant la deuxième
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ements
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Fig. 6.3  Chaîne des observations
fenêtre, l'observation bf ne permet pas de déterminer laquelle des deux pannes f1 et f2
a eu lieu. L'observation ok permet de déterminer que la panne f1 n'a pas eu lieu. En
eet, auun des états 6 et 10 n'est suivi de l'observation ok. La seule trae possible sur































Fig. 6.4  Le diagnosti du système
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6.3.3 Déoupages supplémentaires
Nous avons vu que le déoupage des observations était intéressant pour le alul
du diagnosti de systèmes reongurables. Cependant, nous avons vu dans les préé-
dents hapitres que le déoupage pouvait être utile pour d'autres raisons (par exemple,
pour permettre le diagnosti en-ligne, voir le hapitre 4). Dans notre présentation, une
reonguration doit ependant être assoiée à haque hangement de fenêtre.
Nous proposons don d'assoier une reonguration vide pour haque passage de
fenêtre qui n'est pas assoié à une reonguration. Le modèle n'est pas modié par ette
reonguration (à part que tous les états sont initiaux) ainsi que l'état du système.
Dénition 6.7 (Reonguration vide).
Une reonguration vide RV est la reonguration telle que RV (Mod) = Mod
−
et
RV7→= Id où Id est la fontion identité.
On peut utiliser ette reonguration pour représenter le passage d'une fenêtre à
une autre ne orrespondant pas à une reonguration lors du diagnosti de système
reongurable.
6.4 Conlusion
Dans e hapitre, nous avons montré omment il était possible de diagnostiquer un
système reongurable. Nous avons onsidéré que nous disposions du modèle du système
avant et après la reonguration, et d'une desription du hangement d'état pendant la
reonguration. Nous présentons au hapitre suivant une modélisation possible.
Le diagnosti de systèmes reongurables utilise une extension des haînes d'au-
tomates appelée haîne hétérogène qui permet la manipulation de haîne d'automates
dont les états ne sont pas dans le même espae.
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Chapitre 7
Mise en ÷uvre
Dans les préédents hapitres, nous avons montré omment aluler le diagnosti du
système de manière théorique. Durant ette thèse, nous avons développé un outil de
diagnosti déentralisé de systèmes reongurables du nom de RAGe. Dans e hapitre,
nous présentons et outil.
Cette présentation nous permet de présenter une modélisation diérente des sys-
tèmes. La modélisation que nous avons onsidérée dans les préédents hapitres était
simpliée de manière à simplier les notations dans les dénitions, théorèmes, résultats
et autres preuves. Cependant, la notation proposée n'est pas très pratique, que e soit
d'un point de vue réutilisabilité ou dans le ontexte de la reonguration. Ainsi, la re-
lation
R
7→ présentée dans le préédent hapitre est supposée onnue mais auun moyen
de la aluler n'est donné. D'autre part, nous donnons ii les algorithmes utilisés dans
RAGe.
Le hapitre se déoupe de la manière suivante. Dans une première setion, nous
donnons un exemple qui sert à illustrer les dénitions suivantes. Puis, la modélisation
hoisie dans RAGe est présentée et nous montrons la orrespondane de e modèle ave
elui utilisé dans les préédents hapitres. La setion 7.3 montre l'extension de e modèle
pour autoriser les reongurations. Dans la setion 7.4, nous donnons les formats des
hiers représentant les reongurations et les observations. Enn, les algorithmes sont
présentés en setion 7.5.
7.1 Exemple
Nous reprenons l'exemple de la pompe et des tuyaux, présenté et utilisé dans divers
artiles [CPR00, CL01, GCL04℄. Le système est omposé d'une pompe et de tuyaux.
Dans et exemple, le système omporte une pompe et deux tuyaux, mais puisqu'on
s'intéresse à des systèmes reongurables, il faut garder à l'esprit qu'on peut vouloir
ajouter ou retirer des omposants.
Le système est présenté sur la gure 7.1. Il y a trois omposants (une pompe et deux
tuyaux). Remarquons que les tuyaux sont identiques. La gure présente en plus trois
ongurations possibles pour le système.
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Fig. 7.1  Le système pompe/tuyau
Le fontionnement du système est le suivant : la pompe délivre un ux en sortie. Ce
ux est élevé. En as de panne, e ux devient faible voire nul pour une panne grave.
Une pompe ne peut pas être réparée.
En bon état, le tuyau renvoie en sortie un ux égal au ux d'entrée. En revanhe,
s'il est peré, le ux de sortie est inférieur au ux d'entrée. Un tuyau ne peut également
pas être réparé.
Dans le adre de la reonguration, on onsidère qu'une pompe ou un tuyau ne
peuvent être déonnetés si un liquide s'éoule par le point à déonneter ou à onneter.
Dans un premier temps, nous onsidérons que le système omprend une pompe
onnetée à un tuyau.
7.2 Modélisation
Cette setion présente la modélisation déentralisée de système utilisée dans RAGe.
L'aspet reonguration est développé dans la setion 7.3. Cette modélisation s'ap-
puie fortement sur [PC05, LZ03b, RC02℄. L'approhe est une modélisation déentralisée
omme [PC05℄, onsidérant une représentation expliite des ports omme pour [RC02℄.
Par rapport à [LZ03b℄, notre approhe onsidère que les onnexions sont synhrones.
7.2.1 Prinipe
Modéliser les systèmes de manière déentralisée revient à onsidérer un système
omme présenté sur la gure 7.2. Le système est un ensemble de omposants interon-
netés. Pour modéliser le système, il sut don de donner le modèle de haque type
de omposant, indiquer quelles sont les instanes de haque type de omposant et enn
donner la liste des onnexions entre les omposants (topologie). Il peut y avoir plusieurs
instanes du même type de omposant ; par exemple sur la gure 7.2, les omposants 1
et 2 disposent du même modèle.
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Fig. 7.2  Prinipe du système déentralisé
7.2.2 Modèle d'un omposant
Un omposant est un élément (physique ou abstrait). Chaque omposant dispose de
points de onnexion (parfois simplement appelés points ou ports). Un point permet de
lier au travers d'une onnexion le omposant à un autre omposant ('est alors un point
interne) ou à l'environnement ('est-à-dire tout sauf le système, 'est alors un point
externe ou d'observations).
Les ommuniations (ots, messages, et.) entre omposants sont don eetuées
au travers des onnexions. Par abus de langage, nous appelons message le ontenu
d'une ommuniation. Si un message est envoyé depuis un omposant vers un autre
omposant, le message est dit interne. Un message provenant de l'environnement est
appelé message exogène. Enn, les messages d'un omposant vers l'environnement sont
les messages observables. Il est généralement admis qu'un seul message peut être reçu
par un omposant à un instant donné. En onséquene, nous pouvons faire l'hypothèse
suivante :
Hypothèse 7.1.
Chaque omposant n'a qu'un seul point de onnexion onneté ave l'environnement
pouvant reevoir des messages. Ce point externe unique est noté pext.
Les observations sont émises sur un anal partiulier appelé point d'observations
pobs.
Hypothèse 7.2.
Chaque omposant dispose d'un point d'observations pobs.
Un omposant est onsidéré omme un système réatif. L'état du système n'évo-
lue don que sur réeption d'un message. Comme généralement, on fait l'hypothèse
suivante :
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Hypothèse 7.3.
Un omposant ne peut reevoir qu'un seul message (qu'il soit interne ou exogène) à un
moment donné.
Le omportement d'un omposant est dérit par un automate ommuniant.
Dénition 7.1 (Modèle d'un omposant).
Le modèle d'un omposant est dérit par un automate ommuniant Σ = 〈Q,E,P, T,Qo〉
où :
 Q est l'ensemble des états du omposant,
 E est l'ensemble des messages qui peuvent être reçus ou émis par le omposant,
 P est l'ensemble des points de onnexion du omposant, pext est le point externe,
 T ⊂ (Q× (P ×E)× (P × E)∗ ×Q) est l'ensemble des transitions,
 Qo est l'ensemble des états initiaux.
Une transition t = (q, (p, e), {(p1, e1), . . . , (pk, ek)}, q
′) peut être omprise de la ma-
nière suivante : le omposant est dans l'état q et reçoit le message e sur son point
p. Alors le omposant renvoie immédiatement les messages ei (i ∈ {1, . . . , k}) sur ses
points pi et passe dans l'état q
′
. Remarquons que les transitions ne sont pas forément
déterministes ('est-à-dire qu'il peut y avoir t1 = (q, (p, e), {(p11 , e
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et t2 = (q, (p, e), {(p21, e
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)}, q′) ave t1 6= t2). Auun message ne peut être
émis sur le point externe pext, et auun message ne peut être reçu du point d'observa-
tions.
Il est possible, sans perdre d'expressivité, de onsidérer que haque point de
onnexion permet seulement la réeption ou l'émission de message (il s'agit alors d'un
point d'entrée ou de sortie). Pour ne pas alourdir la notation, nous avons laissé ette
possibilité entre parenthèses.
Pour permettre la réutilisation des modèles, plusieurs omposants peuvent avoir le
même modèle. À haque omposant c, on assoie son modèle par la fontion LMod , où
LMod(c) est une instane du modèle. La prinipale diérene entre deux instanes du
même modèle est que les états et les points de onnexion sont indiés par les omposants.
Pour illustrer ette dénition, les modèles de la pompe et du tuyau sont présentés sur
les gures 7.3 et 7.4 (les transitions du modèle du tuyau sont présentée sur la table 7.1).
Les points d'observations ont été mis entre parenthèses pour et exemple.
Nous avons déidé de disrétiser les ux de liquide entre les omposants. Pour ela,
nous donnons trois valeurs possibles au ux : élevé (h pour high), faible (l pour low) et
nul (z pour zero). La sémantique des états du modèle du tuyau est la suivante :
 1 : tuyau non peré, ot d'entrée nul,
 2 : tuyau non peré, ot d'entrée faible,
 3 : tuyau non peré, ot d'entrée élevé,
 4 : tuyau peré, ot d'entrée nul, sortie nulle,
 5 : tuyau peré, ot d'entrée faible onduisant à une sortie nulle,









































t13 in:l|{out:l} et in:h|{out:l}
t14 in:z|{}
t15 in:l|{out:l} et in:h|{out:l}
t16 in:z|{}
t17 in:l|{}
t18 in:l|{out:l} et in:h|{out:l}
t19 in:l|{}
Tab. 7.1  Table des étiquettes de transition de la gure 7.3
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Notons que la disrétisation induit un non déterminisme sur le tuyau. Ainsi, lorsqu'un
tuyau est peré et reçoit un ux d'entrée faible, il peut fournir en sortie soit un ux nul,
soit un ux faible (voir par exemple les transitions t9 et t10). D'autre part, lorsque le
ot d'entrée est élevé puis hange, il passe néessairement à faible ou nul. En revanhe,
un ot d'entrée faible peut hanger mais rester à faible. On peut onsidérer l'exemple
suivant orrespondant à la transition t19 : le tuyau est peré et le ot d'entrée du tuyau
est faible mais susant pour fournir un ot de sortie non nul ; puis, le ot d'entrée
diminue (mais reste faible) et le ot de sortie passe à zéro.
La sémantique des états de la pompe est la suivante :
 1 : la pompe fontionne orretement mais est éteinte,
 2 : la pompe fontionne orretement et est allumée,
 3 : la pompe soure d'une panne légère et est allumée,
 4 : la panne soure d'une panne grave et est allumée,
 5 : la panne soure d'une panne légère et est éteinte,
 6 : la panne soure d'une panne grave et est éteinte.
Dans le modèle de la pompe, nous avons déidé de onsidérer qu'il existait deux types
de panne : f1 orrespondant à une panne légère et f2 orrespondant à une panne grave.
Nous avons onsidéré que les pannes ne peuvent avoir lieu que si la pompe est en marhe.
De plus, une fois que la panne f2 a eu lieu, auune panne ne peut plus avoir lieu puisque














Fig. 7.4  Modèle d'une pompe
7.2.3 Modèle de la topologie
Comme nous l'avons présenté, les omposants sont modélisés par des systèmes à
événements disrets. Ainsi, l'état du omposant est modié par la réeption d'un mes-
sage qui délenhe l'envoi de messages vers les autres omposants. Il est don lair
que le omportement de haque omposant est ontraint par leur manière de ommu-
niquer. Cette ontrainte est appelée synhronisation et est dérite par un ensemble de
synhronisation.
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Dénition 7.2 (Ensemble de synhronisation).
Un ensemble de synhronisation, noté |, entre les modèles de deux omposants Σ1 =
〈Q1, E1, P1, T1, Q
o
1〉 et Σ2 = 〈Q2, E2, P2, T2, Q
o
2〉 est un sous-ensemble des paires de mes-
sages provenant des deux automates ommuniants : | ⊆ E1 × E2.
Un ensemble de synhronisation indique quel message est reçu lorsque tel message
est envoyé. Il y a de nombreux intérêts à ette méthode. Tout d'abord, elle permet
d'utiliser diérents ensembles de messages pour les diérents automates (et permettre
ainsi une évolution dans la modélisation des omposants). De plus, ette modélisa-
tion permet de représenter le fait que ertains messages peuvent être interprétés de
plusieurs manières par un omposant. Par exemple, de nouveaux omposants peuvent
disposer d'un nouveau protoole. Ainsi, lors de l'envoi d'un nouveau type de message
à un omposant obsolète, e omposant pourra interpréter le message omme un autre
type de message. Dans e as, on aura un ensemble de synhronisation de ette forme :
{(anien_message,anien_message), (nouveau_message,anien_message)}.
Dans l'exemple de la pompe et du tuyau, ainsi que dans la plupart des as, on aura
un ensemble de synhronisation égal à la fontion identité : | = {(h, h), (l, l), (z, z)}.
Cet ensemble de synhronisation indique que le ot qui entre dans un omposant est
exatement elui qui sort du omposant qui est onneté à elui-i.
Une onnexion peut maintenant se dénir omme étant les deux points de onnexion
onnetés, ainsi que l'ensemble de synhronisation assoié.
Dénition 7.3 (Connexion).
Une onnexion co est dénie omme un tuple ((c1, p1), (c2, p2), |) tel que :
 c1 6= c2,
 ∀k ∈ {1, 2},Σk = 〈Qk, Ek, Pk, Tk, Q
o
k〉 = LMod(ck), pk ∈ Pk ∧ pk 6= p
ext
k ∧ pk 6=
pobsk ,
 | est un ensemble de synhronisation entre E1 et E2.
Il est impossible de onneter entre eux deux points de onnexion du même ompo-
sant. La onnexion se fait entre deux points de onnexion de deux omposants ave un
ensemble de synhronisation qui explique omment les messages sont transmis. Notons
que le point externe et le point d'observations ne peuvent être onnetés à un autre
point de onnexion.
Dans l'exemple de la pompe et du tuyau, la onnexion se note co =
((P, out), (T1, in), Id ). Le point de onnexion out de la pompe P est onneté au point
in du tuyau T1. La fontion de synhronisation est la fontion identité.
L'ensemble des onnexions est appelé la topologie (ou la onguration).
Dénition 7.4 (Modèle de la topologie).
Le modèle de la topologie du système Top est un ensemble des onnexions entre les
omposants du système tel qu'auun point de onnexion n'est onneté plus d'une fois :
∀co, co′ ∈ Top, co = ((c1, p1), (c2, p2), |), co







′) tel que co 6= co′,
∀i ∈ {1, 2},∀j ∈ {1, 2}, ci = c
′
j ⇒ pi 6= p
′
j.
140 Mise en ÷uvre
La topologie représente don les onnexions entre les omposants du système. Notons
que les onnexions entre les omposants et l'environnement ne sont pas expliitement
indiquées (elles sont impliites).
On peut remarquer que e modèle de la topologie est une forme simpliée des mo-
dèles de liens proposés par Lamperti et Zanella [LZ03b℄.
7.2.4 Modèle déentralisé du système
Le modèle du système dépend du modèle de haun des omposants et de la façon
qu'ont les omposants d'interagir. Il onvient ependant de faire ertaines hypothèses
sur le omportement du système. Il onvient de remarquer que es hypothèses sont
des extensions diretes de elles présentées dans [PC05℄. La prinipale diérene est
l'addition d'une topologie expliite du système qui n'était présentée que de manière
impliite dans [PC05℄. Donner la topologie de manière expliite est indispensable quand
on s'intéresse à des systèmes reongurables, puisque la topologie peut hanger à tout
moment.
7.2.4.1 Hypothèses simpliatries
Le système est modélisé omme un système réatif, e qui signie qu'il évolue par
l'ourrene de messages exogènes. Nous faisons don l'hypothèse lassique suivante :
Hypothèse 7.4.
Le système ne reçoit qu'un message externe à un moment donné.
La prohaine hypothèse indique qu'on s'intéresse à des systèmes synhrones. No-
tons qu'il est possible de représenter des omportements asynhrones en modélisant les
onnexions omme des omposants omme montré dans la gure 7.5. La onnexion est
alors un omposant qui a le omportement d'un tampon. Les messages émis par le om-
posant 1 sont reçus par la onnexion qui hange d'état. Tant qu'elle a des messages non
retransmis, la onnexion peut envoyer un message au omposant 2. De ette manière, il
est possible de modéliser des omportements omplexes (tampon de messages de taille
nie, perte de messages).
Hypothèse 7.5.
Les ommuniations entre les omposants sont instantanées.
Comme nous l'avons indiqué, un omposant est modélisé omme un système réatif,
'est-à-dire qu'il ne peut reevoir qu'un message à un instant donné. Les ommuniations
entre omposants sont instantanées, et lorsqu'un omposant reçoit un message, il peut
à nouveau envoyer des messages à d'autres omposants. Il onvient don de onsidérer
l'hypothèse suivante :
Hypothèse 7.6.
Dans l'arbre des omposants impliqués par la propagation des messages, un omposant
n'est présent qu'une seule fois.
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Comp. 1 Comp. 2
Connexion
Comp. 1 Comp. 2Connexion
Fig. 7.5  Modélisation asynhrone
Cela signie qu'il n'y a pas de boule de propagation, mais pas seulement. Par
exemple, il ne peut pas y avoir le omportement suivant : le omposant A envoie un
message à haun des deux omposants B et C, qui à leur tour envoient un message au
omposant D, le tout de manière synhrone. En eet, dans et exemple, le omposant
D est présent deux fois dans l'arbre de propagation.
7.2.4.2 Modèle déentralisé du système
Il est à présent possible de donner le modèle déentralisé du système.
Dénition 7.5 (Modèle déentralisé du système).
Le modèle déentralisé d'un système est un n-uplet (Comp,LMod ,Top) où :
 Comp est l'ensemble de omposants du système,
 LMod est une fontion qui donne le modèle de haque omposant,
 Top est la topologie du système.
Le système est onstitué d'un ensemble de omposants. À haun de es omposants,
est assoié un modèle loal. Les onnexions entre les omposants sont expliitées dans
la topologie.
Dénition 7.6 (État du système).
L'état q du système (Comp,LMod ,Top) est une fontion qui assoie à haun de ses
omposants c ∈ Comp un état du modèle LMod(c) de e omposant.
Par exemple, l'état du système onstitué d'une pompe (éteinte et en parfait état)
et d'un tuyau (non peré et ne reevant pas d'eau) est noté de la manière suivante :
q = (P → 1, T1→ 1). Lorsque les modèles sont diérents (et les états des modèles sont
disjoints) ou lorsque l'ordre des omposants est impliitement onnu, on peut noter
q = (q1, . . . , qn) où qi est l'état du i
e
omposant (ii, q = (1, 1)). Soit q, l'état du
système, on note q(c), l'état du omposant c.
Remarquons que l'état du système ne omprend pas la topologie qui fait partie du
modèle du système.
À la réeption d'un message m sur le point externe pext du omposant c, e om-
posant emprunte une transition t = (q, (p, e), {(p1, e1), . . . , (pk, ek)}, q
′) où q est l'état
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ourant du omposant, p = pext et e = m. Les messages ei (∀i ∈ {1, . . . , k}) sont alors
envoyés sur les points de onnexion pi. Si auune onnexion n'est assoié au point de
onnexion, alors le message est perdu. En revanhe, si une onnexion ((c, pi), (c
′, p′i), |)
est assoiée à pi, alors un message m
′
i est reçu par le omposant c
′
sur son point de
onnexion p′i ave (mi,m
′
i) ∈ |. S'il y a plus d'un message m
′
i, alors un seul message est
reçu par c′. S'il n'existe pas de message m′i tel que (mi,m
′
i) ∈ |, alors la transition t n'a
pas pu être franhie.
Le omposant c′ ayant reçu un message, il évolue également immédiatement. Bien
évidement, le omposant c a pu envoyer plusieurs messages en même temps, et ainsi,
plusieurs omposants évoluent de manière synhrone. Chaque omposant reevant un
message peut à son tour envoyer un ou plusieurs autres messages à d'autres omposants.
La ontrainte est qu'auun omposant ne peut reevoir plusieurs messages à un instant
donné. On note alors la transition eetuée sur le système de la façon suivante :
Dénition 7.7 (Transition sur le système).
Une transition t sur le système (Comp,LMod ,Top) est une fontion partielle qui as-
soie à ertains omposants c une transition tc = (qc, (pc, ec), {(pck, eck)}, q
′
c) du modèle
LMod(c) de e omposant tel que :
 ∃!c, pc = p
ext
,
 ∀c′, pc′ 6= p
ext
, ∃c,∃k tel que ∃ | ave (eck, e
′) ∈| et co = ((c, pck), (c
′, pc′), |) ∈ Top,
 ∀c,∀k tel que ∃c′,∃p′,∃ |,∃co = ((c, pck), (c




La transition eetuée sur le système orrespond don à l'ensemble des transitions
eetuées sur les omposants qui ont évolué. Dans ette dénition, nous vérions que :
 il n'y a qu'un seul message provenant de l'extérieur,
 tous les messages reçus ont été envoyés sur le point de onnexion onneté au
point sur lequel le message a été reçu, et que e message est bien un message de |,
 tous les messages envoyés sur des points de onnexion onnetés ont été reçus par
les omposants sur les points onnetés aux premiers, et que les messages reçus
sont bien des messages de |.
7.2.4.3 Comportement expliite du système
Le modèle déentralisé du système dénit omplètement le omportement du sys-
tème. Ce omportement est impliite, mais il est possible de aluler le omportement
expliite du modèle.
Tout d'abord, il est néessaire d'introduire la notion d'ε-transition. Une ε-transition
orrespond au fait qu'un omposant ne reçoit pas de message (et don n'envoie auun
message ni ne hange d'état).
Dénition 7.8 (Produit libre).
Soit Σi = 〈Qi, Ei, Pi, Ti, Q
o
i 〉 les n omposants ci. Le produit libre des n automates
ommuniants Σi est un automate Σ = 〈Q,E,P, T,Q
o〉 où :
 Q = Q1 × · · · ×Qn,
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 E = E1 ∪ · · · ∪ En,
 P = P1 ∪ · · · ∪ Pn,
 T = (T1∪{ε})×· · ·×(Tn∪{ε}) est l'ensemble des transitions (q1, . . . , qn)
(m1,...,mn)
−→
(q′1, . . . , q
′
n) = (q1
m1−→ q′1, . . . qn
mn−→ q′n), où qi
mi−→ q′i est une transition de Ti ou
une ε-transition,
 Qo = Qo1 × · · · ×Q
o
n.
Le produit libre orrespond au omportement du système sans ontrainte de syn-
hronisation sur les onnexions.
Soit t une transition (t1, . . . , tn), ave ti =(qi,(pi, ei),{((pi,1, ei,1), . . . , (pi,k, ei,k))}, q
′
i)
ou ti = ε. On note t = (q, eed, eeg, q
′) ave q = (q1, . . . , qn), q
′ = (q′1, . . . , q
′
n), eed est
l'ensemble des messages reçus par les omposants et eeg est l'ensemble des messages
envoyés par les omposants. On peut aluler es ensembles via es formules : eed =⋃
i{(ci, pi, ei)} et eeg =
⋃
i,j{(ci, pi,j, ei,j)} (∀i tel que ti n'est pas une ε-transition).
Dénition 7.9 (Synhronisation sur une onnexion).
Une transition t = (q, eed, eeg, q′) est synhronisée sur une onnexion co =
((cj , pj), (ck, pk), |) si :
 (∃ej , (cj , pj , ej) ∈ eeg)⇒ (∃ek, (ck, pk, ek) ∈ eed ∧ (ej , ek) ∈ |),
 (∃ek, (ck, pk, ek) ∈ eed)⇒ (∃ej , (cj , pj , ej) ∈ eeg ∧ (ej , ek) ∈ |).
La synhronisation sur une onnexion vérie qu'un message envoyé sur l'un des
points de la onnexion a bien été reçu sur l'autre point de la onnexion, et réiproque-
ment.
Dénition 7.10 (Synhronisation sur une topologie).
Une transition t = (q, eed, eeg, q′) est synhronisée sur une topologie Top si :
 elle est synhronisée sur haque onnexion de la topologie,
 ∀(c, p, e), (c, p, e) ∈ eed ⇒ (∃c1, p1, c2, |, ((c1, p1), (c2, p), |) ∈ Top) ∨p = p
ext
i ,
 ∃!c, ∃e, (c, pext, e) ∈ eed.
La première proposition de la dénition 7.10 s'assure que les messages sont synhro-
nisés sur les onnexions. La deuxième proposition vérie que les messages reçues l'ont
été via une onnexion (ou un point externe). Remarquons qu'un message ne peut être
reçu sur un point de onnexion qui n'est pas onneté, tandis qu'un message peut être
envoyé sur un point de onnexion qui n'est pas onneté (dans e as, le message est
perdu). Remarquons aussi qu'un message ne peut être envoyé sur un point de onnexion
onneté si le omposant devant reevoir e message n'a pas de transition étiquetée par
la réeption de e message. Enn, la dernière proposition indique qu'il est néessaire
qu'il y ait un événement externe (et un seul).
Il est à présent possible de donner le modèle expliite du système.
Dénition 7.11 (Comportement expliite du système).
Le omportement expliite du système (Comp,LMod ,Top) est l'automate Σ′ =
〈Q,E,P, T ′, Qo〉 du produit libre Σ = 〈Q,E,P, T,Qo〉 tel que T ′ ⊆ T est l'ensemble
des transitions synhronisées sur la topologie Top.
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Exemple Considérons le as, dans notre exemple, où notre système omprend
une pompe et un tuyau onnetés. Le modèle du système est alors le suivant :
(Comp,LMod ,Top) ave :
 Comp = {P, T1},
 LMod assoie à P le modèle présenté à la gure 7.4 et à T1 le modèle présenté à
la gure 7.3,



























Fig. 7.6  Modèle expliite du système
Le modèle du système peut être alulé de manière expliite. Le modèle obtenu
est présenté à la gure 7.6 (les transitions sont détaillées dans la table 7.2). La taille
du modèle est exponentielle ave le nombre de omposants. Il est don évident que le
modèle expliite ne doit être en pratique jamais alulé.
7.2.5 Équivalene entre les deux modélisations
On peut transformer le modèle du omposant LMod(c) par un automate Mod i =


































Tab. 7.2  Table des étiquettes de transition de la gure 7.6
ments est déni omme suit :
 pour tout port p du modèle LMod(c) non onneté, pour tout événement e ∈ E,
on a (c, p, e) ∈ E,
 pour tout port p du modèle onneté au omposant c′ par le port p′ ave l'ensemble
de synhronisation | (((c, p), (c′, p′), |) ∈ Top), pour tout événement e ∈ E, pour
tout événement e′ de LMod(c′), on a {(c, p, e), (c′ , p′, e′)} ∈ E.
Un événement est don déni omme un événement sur un omposant ou un ensemble
de deux événements sur deux omposants. Par ailleurs, nous notons F = Q, et I est
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l'ensemble des états atteignables par la reonguration. T = {(q, l, q′)} est tel qu'il
existe une transition (q, (p, e), {(pk , ek)}, q
′) et l est l'ensemble d'événements omprenant
(c, p, e) et pour haque k un événement produit à l'aide de pk et ek et synhronisé vis à
vis de |. Remarquons qu'il se peut qu'auun événement ne puisse être produit à l'aide
de pk et ek. Le modèle global Mod du système peut être alors obtenu en synhronisant
les modèles loaux Mod i en s'assurant que haque transition de l'automate obtenu ne
omporte qu'un seul événement sur un port externe (puisqu'un seul événement exogène
peut avoir lieu à un moment donné).
Considérons l'exemple du tuyau présenté à la gure 7.3 et à la table 7.1). L'en-
semble d'événements E du modèle simplié est : {(T1,ext,h),(T1,ext,l),(T1,ext,z),
{(P,out,h),(T1,in,h)}, {(P,out,l),(T1,in,l)}, {(P,out,z),(T1,in,z)}, (T1,out,h),
(T1,out,l), (T1,out,z)}. Considérons maintenant la transition t1 = (3,in:z|{out:z}, 1)
du modèle du tuyau. Le message out:z émis n'est reçu par auun omposant. Ainsi,
l'émission du message est représenté par l'événement e1 = (T1,out,z) ∈ E. Le message
in:z a été émis par le omposant P sur le point de onnexion out. Compte-tenu que
l'ensemble de synhronisation sur la onnexion est l'identité, le message émis par P
ayant généré la réeption de z est forément z. Ainsi, un seul événement représente la
réeption du message par le tuyau T1 : e2 = {(P,out,z),(T1,in,z)}. La transition t1 est
don représentée par la transition (3, l, 1) où l = {e1, e2}.
La table 7.3 donne les transitions du modèle du tuyau dans la modélisation simpliée.
Ainsi, l'étiquette de la transition t1 ({{(P,out,z),(T1,in,z)},(T1,out,z)}) peut se lire de
la manière suivante : l'émission du message z sur le port out de P orrespond à la
réeption instantanée du message z sur le port in de T1 et provoque l'envoi du message
z sur le port in de T1.
7.3 Extension de la modélisation pour la reonguration
La modélisation présentée en setion 7.2 permet de onsidérer la reonguration d'un
système mais n'est pas laire sur les onséquenes de ette reonguration. Comme nous
l'avons dit lors du hapitre 6 onsaré à la reonguration, une reonguration hange
l'état du système et ne peut être eetuée que dans ertaines onditions.
Nous donnons ii d'abord la dénition d'une reonguration pour les systèmes mo-
délisés omme dans 7.2. Puis nous donnons nos hypothèses sur les reongurations.
Dans notre ontexte, les modiations atomiques qui peuvent avoir lieu sur le système
sont les suivantes :
 ajout d'un omposant (non onneté),
 suppression d'un omposant (non onneté),
 ajout d'une onnexion,
 suppression d'une onnexion.
Les autres modiations du système peuvent se dérire par es modiations atomiques.
Par exemple, le remplaement d'un omposant obsolète par un nouveau omposant peut
se dérire de la manière suivante : suppression des onnexions menant au omposant ob-














t13 {{(P,out,l),(T1,in,l)},(T1,out,l)} et {{(P,out,h),(T1,in,h)},(T1,out,l)}
t14 {{(P,out,z),(T1,in,z)}}
t15 {{(P,out,l),(T1,in,l)},(T1,out,l)} et {{(P,out,h),(T1,in,h)},(T1,out,l)}
t16 {{(P,out,z),(T1,in,z)}}
t17 {{(P,out,f),(T1,in,z)}}
t18 {{(P,out,l),(T1,in,l)},(T1,out,l)} et {{(P,out,h),(T1,in,h)},(T1,out,l)}
t19 {{(P,out,f),(T1,in,z)}}
Tab. 7.3  Table des étiquettes de transition pour la modélisation simpliée de la
gure 7.3
solète, suppresion du omposant obsolète, ajout du nouveau omposant, rétablissement
des onnexions vers le nouveau omposant.
On onsidère que lorsqu'un nouveau type de omposant est réé, son modèle existe et
il n'est pas néessaire d'indiquer qu'un nouveau modèle est réé dans la reonguration.
Dénition 7.12 (Reonguration).
Soit (Comp,LMod ,Top), le modèle d'un système S. Une reonguration R du système
S est un n-uplet (AS,AA,AD,AC) où :
 AS et AA sont des ensembles de paires (omposant,modèle), la liste des ompo-
sants étant obtenue par C(AS) et C(AA) (C(AS) ∩ C(AA) = ∅), et
 AD et AC sont des ensembles de onnexions (AD ⊆ Top),
et tel que (Comp ′,LMod ′,Top ′) ave :
 Comp ′ = Comp \ C(AS) ∪ C(AA),
 LMod ′ = LMod \ AS ∪AA,
 Top ′ = Top \ AD ∪AC,
est un modèle de système.
AS est l'ensemble des omposants à supprimer (ations de suppression) ; AA est l'en-
semble des omposants à ajouter (ations d'ajout) ; AD est l'ensemble des onnexions
à supprimer (ations de déonnexion) ; et AC est l'ensemble des onnexions à ajouter
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(ations de onnexion). On note R((Comp,LMod ,Top)) = (Comp ′,LMod ′,Top ′) ave
les valeurs données dans la dénition 7.12.
Soit R, une reonguration, on note ASR l'ensemble des omposants à supprimer
de la reonguration R, et.
Nous avons déni le modèle du système à l'issue de la reonguration, mais il est
néessaire de déterminer le nouvel état du système.
Nous onsidérons qu'une reonguration ne peut pas être exéutée quand le système
est dans un état quelonque. Par exemple, il n'est lairement pas sain de déonneter
un tuyau qui est en train de délivrer un ux de liquide. Il est raisonnable de penser
qu'un système de protetion (ou le omportement de l'opérateur) empêhe une telle
ation. Plus préisément, le fait qu'une reonguration soit saine dépend de ses points
de onnexion, et de l'état des omposants à qui appartiennent es points de onnexion.
C'est pourquoi, avant de dénir ette notion, nous étendons le modèle omporte-
mental en assoiant à haque point de onnexion un ensemble d'états dans lesquels une
onnexion ou déonnexion du point de onnexion est autorisée.
Le modèle du omposant est étendu par l'addition de G dans la dénition qui suit :
Dénition 7.13 (Modèle étendu d'un omposant).
Le modèle d'un omposant est dérit par un automate ommuniant Σ =
〈Q,E,P, T,G, qo〉 où :
 Q est l'ensemble des états du omposant,
 E est l'ensemble des messages qui peuvent être reçus ou émis par le omposant,
 P est l'ensemble des points de onnexion du omposant, pext est le point externe,
 T ⊂ (Q× (P ×E)× (P × E)∗ ×Q est l'ensemble des transitions,
 G ∈ P \ {pext} → 2Q est une fontion qui assoie à haque point de onnexion un
ensemble d'états qui autorisent une onnexion ou une déonnexion sur e point,
 qo est l'état initial.
Dans notre exemple, l'ensemble des états dans lesquels les onnexions de la pompe
peuvent être reongurées sont données par GP (out) = {1, 4, 5, 6} (out est l'unique
point de onnexion interne du modèle de la pompe). Les états 1, 4 et 6 de la pompe
indiquent que la pompe est éteinte, tandis que l'état 5 est un état où la pompe est
en panne (et ne délivre ainsi auun ot). On pourrait également onsidérer que l'état
5 n'est pas sain pour le point de onnexion out. Le tuyau dispose de deux points de
onnexion interne : in et out. On a : GT (in) = {1, 4} et GT = {1, 4, 5}, les états 1 et 4
orrespondant à des états où auun ot n'entre dans le tuyau, et l'état 5 l'état où auun
ot ne sort du tuyau alors qu'un faible ot entre.
Une reonguration saine est dénie omme suit :
Dénition 7.14 (Reonguration saine).
Une reonguration R est saine dans l'état q si ∀((c1, p1), (c2, p2), |) ∈ ADR ∪ ACR,
∀i ∈ {1, 2}, l'état du omposant ci est ompris dans Gci(pi) : q(ci) ∈ Gci(pi).
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La sanité d'une reonguration indique que si on eetue une onnexion ou une
déonnexion sur un point de onnexion, alors l'état du système doit être dans un état
sain pour e point de onnexion.
La dénition de sanité est susante pour onsidérer que l'état d'un omposant n'est
pas modié par une reonguration saine.
Lemme 7.1.
L'état d'un omposant n'est pas modié par une reonguration saine.
Dans notre exemple, nous voyons que les omposants sont onnetés lorsqu'il ne
transmettent ni ne reçoivent auun ux d'entrée. On voit don que leur état n'a pas de
raison d'être modié par une onnexion ou un déonnexion. Remarquons aussi qu'une
reonguration ne peut pas provoquer un endommagement de la pompe ou du tuyau.
Le nouvel état du système n'est en revanhe pas déni pour des reongurations
non saines.
Il est possible de modier le modèle du système pour onsidérer que seules des re-
ongurations saines ont lieu. Par exemple, si une reonguration dans un état q est
ensée générer un omportement c juste après la reonguration (par exemple, la re-
onnaissane d'un nouveau périphérique par un ordinateur) on pourra représenter le
omportement du omposant omme présenté à la gure 7.7. Avant la reonguration,
on atteint l'état q2 par l'ourrene d'un événement tif (on peut interpréter et événe-
ment omme une annone de la reonguration). Seul l'état q2 autorise la reonguration
q2 ∈ G(p)). Puis, on quitte l'état q2 par une transition (ou une séquene de transitions)
étiquetée(s) par le omportement c. On voit ainsi que pour faire évoluer le système après
avoir une reonguration, il est néessaire d'eetuer c. On peut également ajouter des
observations tives sur les transitions supplémentaires (et rajouter es observations
tives à l'ensemble des observations quand on sait qu'une reonguration a été ee-
tuée) pour s'assurer qu'on n'emprunte pas l'état q2 en dehors des reongurations et





Fig. 7.7  Modélisation saine d'une reonguration non saine
Puisqu'il est possible de modéliser des omportements non sains de manière saine,
on onsidère que le système est modélisé de manière à permettre l'hypothèse suivante :
Hypothèse 7.7.
Toutes les reongurations sont saines.
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Cette hypothèse permet de onnaître l'ensemble des états q′ du système à l'is-
sue d'une reonguration R à partir de l'état q du système avant la reongu-
ration. Soit (Comp,LMod ,Top) le modèle du système avant la reonguration et
(Comp ′,LMod ′,Top ′) le modèle après la reonguration. Soit q un état du système
avant la reonguration. On note q
R
7→ q′ ave :
 ∀(c,m) ∈ AS, q′(c) n'est pas déni,
 ∀(c,m) ∈ AA, q′(c) = q0 où q0 est un état initial de m, et
 ∀c ∈ Comp ∩ Comp ′, q′(c) = q(c).
7.4 Représentation des observations et des reongurations
Dans RAGe, nous avons onsidéré les hypothèses présentées dans 2.2 que nous avons
augmentées. Nous n'utilisons pas de manière expliite un automate.
Une observation émise par le système est toujours reçue et ertaine. De plus, lorsque
le diagnosti est fait à une date ti, on dispose d'un sur-ensemble O(ti) des observations
émises avant ti : 'est-à-dire que pour ertaines observations, on ne sait pas si l'ob-
servation a été émise avant ti, mais on sait que toute observation émise avant ti est
présente dans O(ti) (o ≺ ti ⇒ o ∈ O(ti)). On dispose également de P (ti) l'ensemble des
observations qui ont été émises sûrement avant ti (o ∈ P (ti)⇒ o ≺ ti).
Les observations sont ordonnées par omposant. Lorsqu'on reçoit une observation o1
puis une observation o2 émises par un même omposant, alors on sait que les observa-
tions ont été émises dans e même ordre. En revanhe, on ne dispose pas d'informations
sur l'ordre d'observations o1 et o2 de deux omposants diérents (exepté si ∃ti, o1 ≺ ti
et t1 ≺ o2).
Les observations sont fournies dans des hiers omme elui présenté sur la gure 7.8.
Dans e hier, la première ligne indique qu'il s'agit d'une fenêtre d'observations. Les
lignes suivantes donnent les observations reçues pour haque omposant. Ainsi, le super-
viseur a-t-il observé le message a puis le message a1 sur le omposant 1, et l'observation
b sur le omposant 2. Le message a a été émis avant a1, mais l'ordre entre a ou a1 et
b est inonnu.
Après le premier END, sont indiqués le nombre d'observations qui ont ertainement
été émises avant la n de ette fenêtre, ii un pour 1 et zéro pour 2. Ce nombre
d'observations se umule ave le nombre obtenu à la préédente fenêtre. Considérons
par exemple qu'à l'issue de la préédente fenêtre, 17 observations aient été reçues du
omposant 1 et que les 15 premières ont été ertainement émises avant la fenêtre
ourante. Alors, à l'issue de la fenêtre ourante, 19 observations ont été reçues (puisqu'on
ajoute les événements a et a1 ) et 16 ont été ertainement émises.
Les reongurations sont présentées dans un hier dont un exemple est donné à la
gure 7.9. Dans e hier, la première ligne indique que le hier dérit une reongura-
tion. Les premières lignes sont utilisées pour ajouter deux nouveaux modèles à la base
de modèles. Les deux lignes suivantes instanient deux nouveaux omposants : le om-
posant 1 modélisé par m1 et le omposant 2 modélisé par m2. La ligne suivante rée










Fig. 7.8  Exemple de hier d'observations
onnexion in du omposant 2. Remarquons que ette onnexion est onsidérée omme
synhronisée sur l'ensemble identité. Une extension de la notation du format des hiers
est prévue pour permettre de manipuler des synhronisations plus omplexes. La ligne











Fig. 7.9  Exemple de hier de reonguration
7.5 Algorithmes
Nous voyons à présent les algorithmes utilisés dans RAGe. Nous présentons tout
d'abord l'algorithme de alul du diagnosti loal et ensuite l'algorithme de fusion des
diagnostis. Ensuite, nous voyons omment est alulé le diagnosti d'une reongura-
tion.
Un diagnosti de sous-système (qu'il s'agisse d'un omposant, d'un sous-système
ou du système) est un automate ∆ = (Q,T, I, F ) où Q est l'ensemble des états, T
l'ensemble des transitions, I l'ensemble des états initiaux et F l'ensemble des états
naux. Une transition se note t = (q, ex, eer, eei, eee, eo, q′) où :
 ex est l'événement exogène délenhant la transition s'il fait partie du sous-
système, ex vaut null sinon ;
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 eer est l'ensemble des événements reçus sur des ports par des onnexions internes
au système mais externes au sous-système ;
 eei est l'ensemble des événements internes au sous-système (haque événement
omporte alors un événement d'émission et un événement de réeption) ;
 eee est l'ensemble des événements émis par le sous-système sur des ports qui ne
sont pas onnetés de manière interne au sous-système ;
 eo est l'ensemble des observations émises par la transition.
Les ports et l'ensemble des événements sont sous-entendus dans la suite.
7.5.1 Diagnosti loal
La prinipale diérene par rapport aux algorithmes proposés dans [Pen02℄ est don
la prise en ompte de fenêtres non sûres. Nous onsidérons que l'on onnaît un sur-
ensemble des observations émises pendant la fenêtre temporelle, les observations sup-
plémentaires provenant soit de la fenêtre préédente, soit de la fenêtre suivante.
Dans un diagnosti loal, l'état de l'automate des observations est l'ensemble des
observations expliquées. On note ∀k, P (tk) l'ensemble des observations sûrement émises
avant tk, et ∀k, O(tk) l'ensemble des observations qui ont pu être émises avant tk. Ces
ensembles étant ordonnés, on peut également les onsidérer omme des séquenes. Rap-
pelons que ∀k, P (tk) ⊆ O(tk), P (tk−1) ⊆ P (tk) et O(tk−1) ⊆ O(tk). Ces ensembles
peuvent être onsidérées omme des séquenes puisque les observations sont omplète-
ment ordonnées pour un omposant donné.
Algorithme 3 Diagnosti loal




O = P (ti−1)
ec = ec ∪ {q | q ∈ F i−1 ∧ (∃q′, q = (q′, O))}
ec = développe_invisibles(ec)
Tant que O 6= O(ti) faire
o = observation suivante dans la séquene O dans O(ti)
ec = développe_observation(ec, o)
O = O ∪ {o}
ec = ec ∪ {q | q ∈ F i−1 ∧ (∃q′, q = (q′, O))}
ec = développe_invisibles(ec)
Fin tant que
Ii = F i−1
F i = {q | q ∈ Qi ∧ (∃q′, O, q = (q′, O) ∧ P (ti) ⊆ O ⊆ O(ti))}
simplie(∆)
return ∆
Le alul du diagnosti loal ∆ji = (Mod i ⊗ Obs
j)[F i−1] où F i−1 est la proje-
tion de l'ensemble des états naux de la préédente fenêtre sur ∆j−1i est présenté à
l'algorithme 3. L'algorithme fontionne ainsi. On part de l'ensemble O = P (ti−1) qui
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est l'ensemble minimal d'observations reçues avant la fenêtre. Ainsi, il est impossible
de trouver un état omportant un ensemble plus faible. L'ensemble des états ourants
(noté ec) du diagnosti est l'ensemble F i−1 des états naux de la préédente fenêtre
qui ont un ensemble égal à P (ti−1). On alule les états aessibles par des transitions
invisibles suivies d'une transition omportant l'observation suivante. Au tour de boule
suivant, et tant que l'ensemble des observations O est inlus dans O(ti−1), on ajoute à
l'ensemble ec d'états ourants les états de F i−1 omportant la séquene O. Remarquons
que dans notre adre, e n'est pas indispensable. En eet, s'il existe un état de F i−1
qui orrespond à l'ensemble des observations O ⊃ P (ti−1), alors et état était aessible
depuis au moins un état orrespondant à l'ensemble des observations de P (ti−1) dans le
diagnosti loal de la préédente fenêtre. Or, puisque le modèle du omposant n'a pas
hangé, et état est également aessible dans le diagnosti loal. Ainsi, à haque tour
de boule, l'opération ec = ec ∪ {q | q ∈ F i−1 ∧ (∃q′, q = (q′, O))} ne modie pas la
valeur de ec.
On peut remarquer que la synhronisation des observations et du modèle est faite
en même temps que la restrition de l'ensemble des états initiaux. Cette restrition est
faite en ne onsidérant pour états initiaux que les états de F i−1.




Tant que (ouvert 6= ∅) faire
(q,O) = retirer_élement(ouvert)
fermé = fermé ∪ {(q,O)}
Pour haque t = (q, ed, eeg, q′) ∈ TModi tel que eeg ne omporte pas d'événement
sur le port pobs faire
T = T ∪ {onstruit_transition_loale(t,O,O)}
Si (q′, O) /∈ {ouvert ∪ fermé} alors
Q = Q ∪ {(q′, O)}





La fontion développant les transitions invisibles est présentée dans l'algorithme 4.
Il s'agit d'un simple algorithme de reherhe ouvert-fermé. Le développement de l'ob-
servation o est présenté algorithme 5. Les deux algorithmes font référene à la fontion
onstruit_transition_loale(t,O,O′). Cette fontion génère la transition entre l'état
(q,O) et (q′, O′) de l'automate de diagnosti en alulant les valeurs de ex, eer, eei, eee
et eo.
La simpliation se fait simplement en vériant par un algorithme arrière quels états
permettent d'atteindre un état nal.
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Algorithme 5 Développement des transitions représentant l'observation o
Fontion développe_observation(ec, o)
result = ∅
Pour haque (q,O) ∈ ec faire
Pour haque t = (q, l, q′) ∈ TModi tel que l génère l'observation o faire
T = T ∪ {onstruit_transition_loale(t,O,O ∪ {o})}
Q = Q ∪ {(q′, O ∪ {o})}




7.5.2 Fusion des diagnostis
Soit ∆1 le diagnosti d'un sous-système et ∆2 le diagnosti d'un autre sous-système
tel que Top est l'ensemble des onnexions entre les deux sous-systèmes. L'algorithme
de synhronisation des diagnostis se base sur l'opération de synhronisation de deux
transitions présenté à l'algorithme 6 (page 155). Tout d'abord, la synhronisation n'est
possible que si un seul ou auun événement exogène n'apparait sur les deux transitions.
On vérie que tous les messages reçus sur les onnexions Top ont bien été émis, et on
onstruit les événements internes asoiés (en supprimant les deux événements reçu et
émis). Par la suite, s'il y a des événements émis sur une onnexion de Top mais non
reçus, alors la synhronisation est impossible.
La synhronisation des diagnostis de deux sous-systèmes est l'algorithme 7. L'en-
semble des ouverts est initialisé à (I1 × I2) ∩ F
i−1
e qui permet d'eetuer la restri-
tion. L'algorithme suit une exploration ouvert-fermé lassique en utilisant pour haque
transition une transition de T1 et une transition de T2. Rappelons qu'il est possible
qu'une seule transition soit empruntée, e qui explique l'introdution des transitions
vides (q,null, ∅, ∅, ∅, ∅, q).
7.5.3 Reonguration
L'algorithme de reonguration est extrêmement simple. En plus de mise à jour
du modèle, on vérie pour haque état nal du diagnosti de la préédente fenêtre
que la reonguration est possible. Pour haque état, on alule l'état atteint après
la reonguration, et et état est ajouté à l'ensemble des états initiaux de la fenêtre
suivante.
7.6 Conlusion
Dans e hapitre, nous avons présenté l'outil de diagnosti RAGe que nous avons
développé utilisant les résultats de ette thèse. Nous avons donné un formalisme plus
omplexe pour la modélisation des automates et montré la orrespondane entre e
formalisme et le préédent. Nous avons montré omment il était possible de onsidérer
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Algorithme 6 Synhronisation de deux transitions
Fontion synhronise(t1, t2,Top)
t1 = (q1, ex1, eer1, eei1, eee1, eo1, q
′
1)
t2 = (q2, ex2, eer2, eei2, eee2, eo2, q
′
2)
Si (ex1 6= null) ∧ (ex2 6= null) alors
Synhronisation impossible





eer = eer1 ∪ eer2
eei = eei1 ∪ eei2
eee = eee1 ∪ eee2
eo = eo1 ∪ eo2
Pour haque e ∈ eer tel qu'il existe une onnexion co ∈ Top qui orrespond au port
de e faire
Si ∃e′ ∈ eei qui se synhronise sur co ave e alors
eei = eei ∪ {(e, e′)}
eer = eer − e









Si ex ∪ eer = ∅ alors
Synhronisation impossible
Fin si
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Algorithme 7 Synhronisation de deux diagnostis de sous-systèmes
Fontion synhronise(∆1,∆2, F
i−1,Top)
∆1 = (Q1, T1, I1, F1)
∆2 = (Q2, T2, I2, F2)
ouvert = (I1 × I2) ∩ F
i−1
fermé = ∅
Q = ouvert, T = ∅, I = Q; F = ∅
Tant que ouvert 6= ∅ faire
(q1, q2) = retirer_élement(ouvert)
Pour haque t1 ∈ T ∪ {(q,null, ∅, ∅, ∅, ∅, q)} faire
Pour haque t1 ∈ T ∪ {(q,null, ∅, ∅, ∅, ∅, q)} faire
Si t = synhronise(t1, t2) existe et mène à un état q
′ = (q′1, q
′
2) alors
T = T ∪ t
Si q′ /∈ ouvert ∪ fermé alors
ouvert = ouvert ∪ {q′}
Si q′1 ∈ F1 ∧ q
′
2 ∈ F2 alors











la reonguration dans e formalisme. Enn, nous avons montré la mise en ÷uvre dans
le diagnosti. Le format de hier utilisé pour le modèle des omposants peut être trouvé
en annexe B.
Par rapport à l'outil de diagnosti D-Dyp [Pen02℄ préexistant, notre appliation
permet de prendre en ompte des fenêtres non sûres (dans la mesure où toutes les
observations émises avant la date ti du diagnosti ont été reçues avant la date t où
est eetué le diagnosti). L'appliation permet également de prendre en ompte les
reongurations sur le système.
L'appliation présentée a été expérimentée, mais le manque d'exemple réel ne nous
a pas permis de valider omplètement les résultats obtenus. Une interfae graphique a
été développée par F.-X. Payet au ours d'un stage d'été en 2005.
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L'objetif de ette thèse était de proposer une méthode permettant de diagnostiquer
en-ligne et de manière déentralisée des systèmes à événements disrets reongurables
ave observabilité inertaine. Nous avons montré de nombreuses approhes qui ont été
développées dans la littérature pour le diagnosti de systèmes à événements disrets,
'est-à-dire des systèmes qui peuvent être modélisés par des ensembles d'états et d'évé-
nements disrets. Le diagnosti doit fournir le omportement du système global pour un
superviseur unique du système. Dans ette thèse, nous onsidérons le système modélisé
par un automate noté Mod .
L'une des diultés du diagnosti vient du fait que les observations onnues par le
superviseur ne sont pas les mêmes que les observations émises par le système. Cei est
dû aux anaux de ommuniation qui transmettent les observations de manière impar-
faite et aux apteurs qui peuvent générer des erreurs. Ainsi, étant donnée une séquene
d'observations reçues, il n'existe pas une seule séquene possible d'observations émises.
L'originalité de notre approhe est de représenter les observations émises par un auto-
mate noté Obs . Toute trajetoire sur l'automate des observations est une des séquenes
possibles d'observations émises. Nous avons montré pour diérentes hypothèses om-
ment onstruire l'automate des observations. Le diagnosti se dénit alors omme la
synhronisation de l'automate modélisant le omportement du système et de l'auto-
mate des observations : ∆ = Mod ⊗Obs.
Nous souhaitions pouvoir aluler le diagnosti en-ligne, 'est-à-dire pendant que le
système fontionne. Nous avons montré que pour ela il était néessaire d'être apable
d'eetuer un alul inrémental du diagnosti (qui peut être également utilisé dans un
adre hors-ligne). Pour permettre e alul inrémental, nous avons développé la notion
de haîne d'automates. Une haîne d'automates est une représentation par moreaux
d'un automate. On peut déouper un automate en une haîne et reonstruire l'automate
à partir de la haîne.
Nous avons utilisé e formalisme et déoupé l'automate des observations en une
haîne dont haque automate orrespond au omportement observé pendant une fenêtre
temporelle. Un raisonnement (synhronisation) peut être eetué pour haque fenêtre.
Il est alors possible d'ajouter de plus en plus de moreaux à la haîne et d'eetuer
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ainsi un alul inrémental, notamment dans le adre en-ligne. Nous avons proposé
plusieurs types de synhronisations : par moreaux, inrémentale, ranée, k-ranée,
et présenté les avantages et inonvénients de elles-i : raisonnement parallèle ou au
ontraire inrémental, néessitant plus ou moins de aluls inutiles et générant une
solution plus ou moins ompate. Nous avons montré l'appliation de es résultats pour
le diagnosti en-ligne.
En dehors de l'inrémentalité, l'utilisation d'une haîne d'automates des observations
ore une exibilité plus importante du alul.
L'approhe déentralisée du diagnosti vise à onstruire un diagnosti de manière lo-
ale aux omposants du système avant de aluler si néessaire le diagnosti global du
système. Cette approhe est beauoup plus eae qu'une approhe entralisée. Nous
avons adapté l'approhe déentralisée au diagnosti par haîne d'automates et mon-
tré que l'utilisation des haînes d'automates pour le diagnosti déentralisé permettait
d'augmenter l'eaité de elui-i.
Le seond objetif important de ette thèse était le diagnosti de systèmes reon-
gurables. Nous avons déni le onept de reonguration d'un système à diagnostiquer
omme la modiation de son modèle. Nous avons donné les hypothèses néessaires au
diagnosti de systèmes reongurables. Nous avons déidé d'utiliser la exibilité des
haînes d'automates, où le passage d'une fenêtre à une autre représente l'appliation
d'une reonguration. Les espaes d'états du modèle étant diérents avant ou après la
reonguration, le onept de haîne d'automates a été étendu en haîne d'automates
hétérogène.
Enn, es résultats ont été validés par l'implémentation d'une plateforme appelée
RAGe qui fournit un diagnosti déentralisé de systèmes reongurables par alul dé-
entralisé.
Perspetives
Les premiers travaux à eetuer onernent la plateforme RAGe.
Tout d'abord, il onviendra d'utiliser un automate des observations à la plae de
l'atuelle modélisation. Les ensembles d'observations utilisés dans l'implémentation a-
tuelle doivent don être remplaés par les états de l'automate des observations. La
onstrution de l'automate devra être eetuée par un module séparé qui génèrera un
automate équivalent à la méthode utilisée atuellement. Ce module pourra être étendu
pour onsidérer tous les as présentés dans le hapitre 2. Pour e faire, on peut voir
la onstrution de l'automate des observations omme une tâhe de diagnosti : il ne
s'agit pas de retrouver à partir des observations reçues, les événements de panne mais
les observations émises.
Nous avons vu que le diagnosti déentralisé par haîne d'automates néessite le
alul de l'ensemble des états naux de haque fenêtre. Ce alul peut être très oûteux.
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Cependant, on peut trouver des sous-systèmes dont les états sont indépendants, et avoir
une représentation omme suit : F = Fss1 × · · · × Fssm . Ainsi, un alul intelligent de
l'ensemble des états naux doit permettre de onstruire et représenter F de manière
déentralisée et eae.
À l'issue de e travail, il faudra valider omplètement la plateforme RAGe. Pour ela,
il faudra onsidérer une appliation réelle. En plus de vérier la justesse des algorithmes
proposés, ette expérimentation permettra de vérier si les algorithmes mis en plae sont
susamment eaes. En partiulier, il onviendra de vérier si la plateforme permet
de diagnostiquer en-ligne, ave un délai raisonnable pour des systèmes d'une ertaine
taille.
Les résultats présentés en setion 5.3 sur l'utilisation onjointe du diagnosti déentra-
lisé et des haînes d'automates montrent qu'un déoupage intelligent permet d'obtenir
une représentation très ompate des diagnostis. Remarquons que dans l'exemple uti-
lisé, le déoupage était déjà eetué. Dans l'approhe que nous avons developpée dans
ette thèse, le déoupage est eetué à ertaines dates mais le hoix de es dates n'est pas
préisé, exepté pendant les reongurations. Un axe de reherhe serait de déterminer
omment il est possible de trouver les déoupages les plus utiles, a priori pour aélé-
rer les aluls, ou a posteriori pour avoir une représentation ompate. D'autre part, il
serait possible d'eetuer un déoupage a posteriori du diagnosti d'un sous-système et
non du système entier, onduisant à des déoupages diérents d'un sous-système à un
autre, omme évoqué dans la onlusion du hapitre 5.
Jusqu'ii, nous onsidérons que les automates des observations loaux sont tous
déoupés à la même date. Cependant, tous les apteurs n'ont pas la même dynamique,
et ertains apteurs peuvent fournir des observations ave un délai très important. Il
est très diile de onstruire un diagnosti en onsidérant que ertaines observations
émises n'ont pas été reçues, puisque la ombinatoire est très importante. Aussi, les délais
importants sur ertains apteurs obligent à raisonner sur tout le système ave e délai.
Une perspetive est don de onsidérer des dates diérentes pour haque omposant.
Les fenêtres temporelles sont alors diérentes pour haque omposant. La diulté qui
apparaît est de parvenir à fusionner les diagnostis pour es fenêtres diérentes.
Dans ette thèse, nous avons onsidéré que les reongurations sont onnues exate-
ment. Notamment, l'ordre de leur exéution est onnu parfaitement. Cependant, nous
onsidérons que la reonguration est ommandé par le superviseur ou par un opérateur
entralisé. Dans les systèmes réels, les reongurations peuvent être déidées de manière
loale, éventuellement sans qu'auun opérateur n'intervienne. Ainsi, la reonguration
n'est pas toujours onnue du superviseur, ou l'ordre de leurs exéutions n'est pas onnu
omplètement. Il faut alors adapter les algorithmes que nous avons proposés dans ette
thèse pour prendre en ompte la onnaissane partielle de la topologie du système.
La reonguration peut être assimilée à un hangement de mode de fontionnement.
Lorsque les reongurations ne sont pas onnues du superviseur, il peut être intéressant
de onnaître la topologie pour omprendre le fontionnement interne du système. Par
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exemple, dans un réseau de fourniture d'életriité, un omposant peut se déonneter
automatiquement lorsqu'il perçoit un dysfontionnement d'un de ses voisins. Diagnos-




Cette annexe a pour but de donner les dénitions formelles onernant les automates.
A.1 Automate
Il existe de nombreuses notations diérentes pour les automates, mais notre hoix
s'est arrêté sur elle-i.
Dénition A.1 (Automate).
Un automate est un tuple (Q,E, T, I, F ) où :
 Q est un ensemble ni d'états,
 E est un ensemble ni d'événements,
 T ⊆ Q× 2E ×Q est un ensemble de transitions,
 I ⊆ Q est l'ensemble des états initiaux,
 F ⊆ Q est l'ensemble des états naux.
Une transition se note t = (q, l, q′) ave q ∈ Q, q′ ∈ Q et ∅ ⊂ l ⊆ E. On appelle
étiquette de l'automate l'ensemble l d'événements. On remarque que et ensemble est
non vide. On onsidère ependant qu'il existe pour tout q ∈ Q une transition impliite
(q, ∅, q) ∈ T . Cette propriété est vraie pour tous les automates que nous onstruirons
même si elle n'est pas indiquée expliitement.
Graphiquement, les états sont représentés par des erles et les transitions par des
èhes. Les états initiaux sont représentés par les èhes ne provenant pas d'un autre
état et les états naux par des doubles erles. Dans e rapport, nous représentons
généralement les états par un entier ou une lettre en majusule et les événements par
des lettres en minusule. Cette thèse donne de nombreux exemples d'automates.
A.2 Trajetoire
Les automates permettent de représenter des omportements grâe à des hemins
et des trajetoires.




Un hemin sur l'automate A = (Q,E, T, I, F ) est une double séquene
((q0, . . . , qm), (l1, . . . , lm)) telle que :
 ∀i, qi ∈ Q et
 ∀i, (qi−1, li, qi) ∈ T .
Une trajetoire dérit une évolution depuis un état initial vers un état nal.
Dénition A.3 (Trajetoire).
Une trajetoire sur l'automate A = (Q,E, T, I, F ) est un hemin
((q0, . . . , qm), (l1, . . . , lm)) de A tel que q0 ∈ I et qm ∈ F .
Le but d'un automate est de représenter des omportements sous forme de traje-
toires. On onsidère que deux automates sont identiques s'ils ont les mêmes trajetoires.
On appelle automate simplié de A, l'automate A dont on a supprimé tous les états
et toutes les transitions qui n'apparaissent dans auune trajetoire. Par la suite, nous
onsidérons que tous les automates alulés (en partiulier par synhronisation) sont
des automates simpliés. En eet, les automates simpliés sont plus petits (puisqu'ils
omportent moins d'états et de transitions) et sont don généralement plus failes à
aluler. Notamment, les algorithmes de synhronisation (voir par la suite) partent gé-
néralement de l'ensemble des états initiaux et ne développent que les états aessibles
depuis les états initiaux. Cependant, pour des raisons d'implémentation, on pourra éven-
tuellement ne pas aluler un automate simplié, mais un sur-automate. Les propriétés
des automates onstruits énonées dans e rapport sont généralement onservées pour
des sur-automates, mais pas toujours (en partiulier pour les haînes d'automates).
A.3 Synhronisation
La synhronisation d'automates est une opération qui se fait par un ensemble de
synhronisation. Cet ensemble indique quels événements doivent apparaitre simultané-
ment sur deux automates à synhroniser. Ii, nous onsidérons que es événements sont
les événements ommuns aux deux automates.
Dénition A.4 (Synhronisation d'étiquettes).
Soit l1 et l2 deux étiquettes de transition. La synhronisation de l1 et l2 sur l'ensemble
de synhronisation E, notée ΘE(l1, l2) et dénie si l1 ∩ E = l2 ∩ E, vaut l1 ∪ l2.
Deux étiquettes de transition sont synhrones si elles omportent le même sous-
ensemble d'événements de E.
Dénition A.5 (Synhronisation d'automates).
Soit A1 = (Q1, E1, T1, I1, F1) et A2 = (Q2, E2, T2, I2, F2) deux automates. On appelle
synhronisation de A1 et A2, noté A1 ⊗A2 l'automate A = (Q,E, T, I, F ) déni par :
 Q = Q1 ×Q2,
 E = E1 ∪ E2,
États 165




2)) | ∃l1, l2, (q1, l1, q
′
1) ∈ T1 ∧ (q2, l2, q
′
2) ∈ T2 ∧ l =
ΘE1∩E2(l1, l2)},
 I = I1 × I2 et
 F = F1 × F2.
La synhronisation de deux automates A1 et A2 onsiste à onsidérer l'évolution sur
les deux automates en n'empruntant que des transitions synhrones. Remarquons qu'on
onsidère également les transitions impliites ti = (qi, ∅, qi) pour e alul.
A.4 États
Historiquement, on onsidère les états omme un ensemble Q = {q1, q2, . . .}. On
peut ependant (à un renommage des états près) onsidérer qu'il existe un ensemble
de variables booléennes (appelées propriétés) noté P tel que Q ⊆ 2P . C'est no-
tamment le as lorsque le modèle est représenté par des outils symboliques (voir
[MR02℄). Considérons deux automates A1 et A2 tels que leurs ensembles de proprié-
tés sont disjoints : P1 ∩ P2 = ∅. L'ensemble d'états de la synhonisation A1 ⊗ A2
est Q = Q1 × Q2 ⊆ 2
P1 × 2P2 = 2P1∪P2 . Un état q ∈ Q est don un ensemble
de propriétés q ⊆ P1 ∪ P2. L'ordre de la synhronisation n'a don pas d'impor-
tane. Dès lors, on onsidère que A1 ⊗ A2 = A2 ⊗ A1. De même, on onsidère :
A1 ⊗ · · · ⊗An = (A1 ⊗ . . . )⊗An = A1 ⊗ (· · · ⊗An).




Format des hiers de modélisation
Cette annexe donne le format des hiers modélisant le omportement d'un ompo-
sant. Le format est basé sur la norme XML. Nous donnons ii l'exemple de la pompe
(étendu pour présenter tous les aspets).
Le hier se trouve sous la balise module qui ontient un hamp version (atuel-
lement 0.1) et un hamp name qui orrespond au nom du type de omposant. Voir
exemple B.1
<!DOCTYPE RageML>
<module version="0.1" name="pompe" >
Exemple B.1: En-tête
Le hier se divise en trois parties : ip, states, transitions.
ip dérit les points de onnexion du omposant. On trouve quatre types de point :
ext, observations, output et input (les deux derniers se trouvent sous les balises
outputs et inputs). Chaque point dispose d'un hamp name et de plusieurs balises
label omportant le hamp name. Sur l'exemple B.2, il y a quatre points de onnexion.
Le point de onnexion ext est le point extérieur et peut reevoir les messages fuite ou
panne modélisant l'apparition d'une fuite ou d'une panne.
La balise states dérit les états. Un état est représenté par son label et le hamp
initial est à 1 s'il est initial. Les autres hamps sont des informations internes utilisées
par RAGeCreator, le logiiel permettant de onstruire le modèle à l'aide d'une interfae.
Un état peut également avoir des points de onnexion sains représentés par la balise
safe et le hamp name. On peut se référer à l'exemple B.3.
Les transitions sont haune représentées par une trans. Une transition est gé-
nérée par la réeption d'un message (hamp label) sur un point de onnexion (hamp
input). Elle peut générer des messages (balise outputs). Chaque message (hamp label
de la balise output) est généré sur un point (hamp name). La transition peut également
générer une observation (hamp label de la balise observation). Les autres informa-
tions servent la représentation interne de RAGeCreator. Voir l'exemple B.4 qui fournit
également le pied de page.
167

























Exemple B.2: Informations sur les points de onnexion
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<states>
<state width="50" sid="1" loX="451" loY="261" initial="0"
label="ok,allume" />
<state width="50" sid="3" loX="317" loY="472" initial="0"
label="fuite,allume" />


















Exemple B.3: Informations sur les états
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<transitions>
<trans input="interrupteur" sid="0" tid="1" id="1" label="on" >
<trans input="interrupteur" sid="1" tid="0" id="2" label="off" >
<points>
<point0 x="470" y="246" />
<point1 x="526" y="200" />
<point2 x="473" y="151" />
</points>
<outputs>







Exemple B.4: Informations sur les transitions
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Résumé
Le adre de ette thèse est la surveillane et le diagnosti de systèmes dynamiques
reongurables modélisés omme des systèmes à événements disrets. Ces systèmes sont
onstitués d'un ensemble de omposants interagissants. Une reonguration orrespond
à une modiation (ajout, suppresion, remplaement) des omposants du système et
des onnexions entre les omposants.
Le système fournit des observations diretement ou par l'intermédiaire de apteurs
qui le surveillent. Il est possible d'interpréter es observations pour inférer l'état du sys-
tème et les dysfontionnements de ses omposants. Nous utilisons une approhe basée
sur le modèle du système. Le modèle est un automate dont haque trajetoire repré-
sente un omportement possible du système. La tâhe du diagnosti se dénit alors
omme trouver l'ensemble des trajetoires du système qui expliquent les observations.
Les observations reçues étant diérentes des observations émises, nous représentons les
observations émises par un automate dont toute trajetoire orrespond à une séquene
possible d'émission étant données les observations reçues. Le diagnosti se dénit alors
omme la synhronisation entre le modèle et l'automate des observations.
Pour permettre un diagnosti par périodes, nous avons déni une struture de don-
nées appelée haîne d'automates qui permet de représenter un automate par moreaux,
en partiulier l'automate des observations. Il est possible d'eetuer un raisonnement
sur haque moreau de l'automate et de reonstruire ensuite le diagnosti de la pé-
riode omplète. Cette vision modulaire permet un diagnosti inrémental et en-ligne,
onsistant à onstruire le diagnosti pendant que le système délivre ses observations.
Nous avons utilisé es résultats pour permettre le diagnosti de systèmes reongu-
rables. Nous avons d'abord déni la reonguration et ses onséquenes sur le système.
Ensuite, nous avons utilisé les haînes d'automates et déoupe les observations pour
obtenir des moreaux orrespondant à haque onguration.
Nous avons validé es résultats par une plateforme de diagnosti déentralisé.
Mots-lé
Diagnosti à base de modèles, systèmes à événements disrets, intelligene artiielle,
systèmes reongurables, diagnosti en-ligne
