Abstract. Let E0, . . . , En be a partition of the set of prime numbers, and define Ej(x) := p∈E j p≤x
Introduction
The prime number theorem, which provides asymptotic information on the distribution of all primes up to a specific bound, is a central result in number theory. A natural generalization of the notion of a prime number is that of an almost prime number, in which the number of its prime factors is constrained, and the question of determining the distribution of almost primes up to a specific bound is also natural. Let π k (x) := | {n ≤ x : ω(n) = k} |, where ω(n) is the number of distinct prime factors of an integer n, and k ∈ N. As a corollary of the prime number theorem, Landau [4] proved that, asymptotically, π k (x) = (1 + o(1))
x log x (log 2 x) k−1 (k−1)! , where log 2 x := log(log x) for x > 1, though the error term in this formula is only effective uniformly for small values of the parameter k. A number of papers appeared subsequently in which upper and lower estimates for these quantities, uniform over larger intervals, were established, notably by Hardy and Ramanujan [3] , who showed that there exist fixed constants C 1 , C 2 > 0 such that for every k we have (1) π k (x) ≤ C 1 x log x (log 2 x + C 2 ) k−1 (k − 1)! , the latter result established by elementary means. Subsequently, Sathe was able to find a uniform asymptotic, akin to Landau's result, over a substantially larger range for the parameter k, which was improved and simplified shortly thereafter using analytic methods by Selberg. He showed that when y := k log 2 x ≪ 1,
in other words, the range of uniformity of these results in k is 1 ≤ k ≤ C log 2 x, where C > 0 is any constant. It is well-known that the number of prime factors of an integer n ≤ x cannot exceed (1 + o(1)) log x log 2 x (see I.5 in [12] ); hence, it is of interest to determine an asymptotic formula uniform for all 1 ≤ k ≪ log x log 2 x . The intent to increase the above range of uniformity for the parameter k was initiated by Hensley [5] and Pomerance [10] , and the widest range of parameters determined to date (and the sharpest results as well) are essentially due to Hildebrand and Tenenbaum [6] , who utilized an analytic argument based on the saddle-point method (which we describe in what follows) to establish, essentially, the existence of constants ρ and σ such that for 1 ≤ k ≪ log x log π k (x) = ρ −k x σ F (ρ; σ) (log x)kw(k)w(ρ) 1 + O 1 log(log x/(k log(k + 1))) ,
where, given z, s ∈ C, F (z; s) := p 1 + z p s −1 and w(t) := Γ(t)t −t e t ∼ (2πt) 1 2 , by Stirling's approximation. Using mostly the same argument, Kerner was able to extend their result to the entire range 1 1 ≤ k ≪ (1 − ǫ) log x log 2 x for any fixed ǫ > 0 in his thesis [7] . The above results depend crucially on the existence of the asymptotically smooth distribution function for the primes given by the prime number theorem. For instance, to prove (2), Selberg employed the function F (z; s)ζ(s) −z , which is holomorphic in any zero-free region to the left of the vertical line s = 1, except for an (essential) singularity at s = 1. In particular, the fact that G(z; s) := F (z; s)(s − 1) z is holomorphic at s = 1 is crucial (see [11] ), and it is due to the prime number theorem that there is a direct connection between ζ(s) having residue 1 at s = 1 and, for instance, the asymptotics of sums such as p≤x log p p . It will be evident from what follows that specifically the estimate p≤x 1 p = log 2 x + O(1) is of essence in these problems (and the smooth function log 2 x is a consequence of π(x) being asymptotically smooth). It is natural, then, to consider whether these results have analogues in cases of the following type. Let E ⊂ P and let ω E (n) denote the number of distinct prime factors of n that belong to the set E. Of course, when the function π E (x) := | {p ≤ x : p ∈ E} | is similarly smooth like π(x) (for instance, when the set E has Dirichlet density, in which case p≤x p∈E 1 p = (1 + o(1))λ p≤x 1 p , where λ ≥ 0 is a constant), these problems are more tractable. Delange considered some such applications of (a generalized form of) Selberg's method in [1] . On the other hand, if we do not assume any hypotheses regarding the regularity of distribution of E, the arguments of the papers thus far mentioned are not applicable. The most important results in this direction to date are due to Halász [2] (strictly, speaking, Halász' theorem follows from an analysis of completely additive functions, a set to which ω E (n) does not belong; simple modifications to his arguments were made in a paper by Norton [9] in order to apply it to additive functions in general). Let E(x) := p∈E p≤x 1 p and set π(x; E; k) := | {n ≤ x : ω E (n) = k} |. Halász proved that when δ > 0 is fixed and δE(x) ≤ k ≤ (2 − δ)E(x), and provided that E(x) → ∞ as x → ∞, (4) π(x; E, k)
moreover, in the case that k = (1 + o(1))E(x), he proved, in fact, the asymptotic formula .
In analogy to (2) , and a fortiori given the lack of asymptotic estimates in general for 1 ≤ k ≤ CE(x) for C ≥ 2, it is of interest to consider asymptotic formulae for π(x; E, k) that are effective in a larger range for the parameter k. A further problem presents itself once one restricts to an investigation of the prime factors of an integer from a proper subset of the primes: we may consider the problem of determining how many integers possess a fixed number of prime factors in multiple different sets, again hopefully with minimal restrictions on the subsets. To this end, if n ∈ N, E 1 , . . . , E n ⊂ P are disjoint and k 1 , . . . , k n ≥ 0, we may define π(x; E, k) := | m ≤ x : ω E j (m) = k j ∀ 1 ≤ j ≤ n |.
Delange was the first to consider such functions, establishing results for π(x; E, k) when each set E j has Dirichlet density [1] ; however, as he implements Selberg's method, his results are only valid for k j ≪ E j (x) for j = 1, 2. Otherwise, to the author's knowledge, the only other investigation of this type is due to Tudesq [13] who showed that the formula (6) π(x; E, k) ≪ xe
(E j (x) + µ) k j k j ! , the analogue of (1) in this context, holds uniformly for all tuples (k 1 , . . . , k n ) and (E 1 , . . . , E n ) ⊂ P n , for µ > 0 some constant. Furthermore, no general, lower bounds analogous to (6) exist in any case. The main objective of the present paper is to find precise results in this vein. The probabilistic lens, when applied in number theoretic problems, has proven fruitful in producing arithmetic models that provide useful heuristics. Of particular note is the analogy of ω E (n) to a sum of independent random variables {X p } p∈E defined on the set N ∩ [1, x] , taking values 1 or 0 according to whether or not n is divisible by a prime p ∈ E (with probability encapsulates the probability (depending on x) that for a given integer n ≤ x, n belongs to the intersection of k events within which, for each p|n and p ∈ E, the random variables X p = 1. Such probabilities are described by a Poisson process, wherein there exists a parameter λ > 0 such that the probability that a non-negative integer-valued random variable take the value k is λ k k! e −λ for each k ∈ N 0 . The form of Halász' results indicates that for x sufficiently large, g x (k) := x −1 π(x; E, k) is a probability mass function for a Poisson process with parameter E(x). We note, moreover, that one expects that any two disjoint sets of primes will have, associated to them, independent Poisson processes, and so naturally, the probabilities that an integer m have k j prime factors in E j should also be independent. This provides the heuristic that
which is in line with the upper bound (6) . On the other hand, the shortcoming of this reasoning stems from the fact that divisibility by primes is not entirely independent, as is seen, for example, by noting that for an integer n being divisible by two distinct primes p, q > √ n has probability zero. Some correction factor in (7) may be necessary in order to account for effects of this latter type.
We will prove precise results that contradict (7) when k j ≫ E j (x) 2 in a variety of cases in which the collection {E 1 , . . . , E m } forms a partition of the set of all primes, and each sum p∈E j 1 p diverges, as in Halász' theorem. These results, moreover, yield various interesting arithmetic applications. Here are examples of applications of our Theorems 2.1 and 2.2, respectively (which are stated in forms far weaker than what can actually be determined from our Theorems 2.1 or 2.2). Theorem 1.1. a) Let E 1 be the set of primes p ≡ 3 (mod 10); E 2 the set of all primes not in E 1 with l ≥ e e 100 digits for which the first log 3 l log 10 of its digits are fixed; and let E 0 denote the complement of all of these sets. Suppose E j (x) 2 ≪ k j ≪ log 1 2 x for each j. Then there is some σ > 1 depending on x such that if z := e 1 σ−1 ,
where
b) Let q be prime, and let E 1 be the set of primes satisfying p ≡ a (mod q), where a is a quadratic residue, and let E 2 be the analogous set but for a a quadratic non-residue modulo q. Suppose log
In part a), we note that since log 3 l log 10 ≥ 2, the units digit (i.e., residue class modulo 10) is independent of the fixed digits, so E 2 is well-defined. We can apply Theorem 2.1 in this case once it is shown that p≤t p∈E 2 1 p ≍ log 2 t log 3 t . We prove this in Appendix 1. The main feature of this example is that E 2 does not have Dirichlet density. Part b) is a direct consequence of Theorem 2.2, as precisely half of the non-zero residue classes modulo q are quadratic residues, the other half being quadratic non-residues (and only one prime which congruent to zero modulo q, obviously). Hence, we use
The forms of G 1 (k, x) and g(k; x) can be determined explicitly, but they are too complicated to state here.
Results and Strategy of Proof
To determine an asymptotic formula, we complete the collection of sets of primes under consideration to form a partition of P. Precisely, let E 1 , . . . , E n ⊆ P be disjoint, non-empty subsets of primes, and let E 0 := P\ 1≤i≤n E i (if E 0 is empty and the sets already form a partition then we relabel E j as
Therefore, having asymptotic formulae for π(x; E, k) with k 0 not too small or not too large (in a precise sense) will suffice to provide asymptotic formulae for π(x; E ′ , k ′ ). In this paper, we shall only consider determining π(x; E, k) in a range of the parameters k. Therefore, for the remainder of this paper we deal solely with a vector of disjoint, non-empty sets E whose union is all of P. Let z := (z 0 , . . . , z n ) ∈ C n+1 . We define the Euler product
and we observe that Perron's formula (see II.2 in [12] ) yields the multivariable generating function
where σ > 1 is fixed, and (σ) denotes the path integral along the vertical line {s ∈ C : Re(s) = σ}. By applying an (n + 1)-dimensional version of Cauchy's theorem, we have
where, for each 0 ≤ j ≤ n, ρ j is a parameter at our disposal (since (8) is a polynomial for any fixed x ≥ 2, it follows that the only possible pole in each variable is z j = 0 and we may select ρ j as we please), and ρe it := (ρ 0 e it 0 , . . . , ρ n e itn ). This integral may, in principle, be computed via the Saddle Point method, which we now describe. Assuming that we have F (z; s) = 0 on some open, simply connected subset of C n+2 , then by the inverse function theorem we can find a holomorphic branch of logarithm for F , i.e., we can find a holomorphic function f (z; s) such that F = e f on this set. If we can find a unique solution vector (ρ, σ), with real entries, to the simultaneous equations
and ∂f ∂s (ρ, σ) = − log x then a rapidly oscillating contribution to the imaginary part in the Taylor expansion of f with respect to z and s near (ρ, σ) (see (12) ) is annihilated near this point. One therefore expects that the entire integral is approximated by the integrand in a small neighbourhood of this solution, as, outside this interval, the oscillating argument is responsible for significant cancellations and therefore lower-order contributions. The existence and uniqueness of (ρ, σ) is guaranteed as a consequence of estimates related to the prime number theorem (see Lemma 4.1). Let us assume one of the following hypotheses, for σ > 1 fixed: (H 1 (σ)): There exists an index j 1 such that E j 1 e 1 σ−1 ≫ n log 1 σ−1 and
(H 3 (σ)): Let j ′′ be as in hypothesis H 2 (σ). Let
By the pigeonhole principle, there is an index i 1 such that E i 1 (x) ≫ n log 2 x, as the functions E j (x) sum to a function asymptotic to log 2 x (as in (10) below). Similarly, there is an index i 2 such that p∈E i 2 p≤x ≫ n log x.
In natural cases, such as that of arithmetic progressions in Theorem 2 below, we can find a common index so that both lower bounds hold for a given set. However, the assertion that we can choose i 1 = i 2 is false in general. In Appendix 2, we construct an example of a partition of P for which H 1 (σ) does not hold for infinitely many choices of x, and thus of σ.
We will furthermore show in Lemma 3.4 below that H 3 (σ) implies H 2 (σ), though the latter is sufficient for us. We give an example in Remark 3.5 that H 2 (σ) fails in general, but this example is not actually applicable to our problem. The need for all of these hypotheses is in order to sort out an error term in Lemma 5.7 below. It is not clear that any of these hypotheses is necessary to prove Theorem 2.1. Given t ≥ 2, let E j (t) := p∈E j p≤t 1 p . Furthermore, write M > 0 to be the constant such that (10)
by Mertens' theorem (see I.1 of [12] ). Also, for each j, let k max j denote the maximal values of ω E j (n) with n ≤ x. We shall prove the following theorem, which contradicts the heuristic (7) for many choices of the vector k. Theorem 2.1. Let x ≥ 3 be sufficiently large, and suppose E is a vector of n+1 sets of primes partitioning P, such that E j (x) → ∞ as x → ∞ for each j. Let µ, ǫ > 0 be fixed but arbitrary, and let A ≥ 
Then there exists a vector of parameters (ρ, σ) ∈ (0, ∞) n+2 satisfying
such that if we assume one of hypotheses H 1 (σ), H 2 (σ) or H 3 (σ) is true then the following holds. Set
for each j, and let
where, for R implicitly defined by e R := F (ρ; σ)e − 0≤j≤n k j (1+log(1+η j )) ,
Moreover, there exists a constant φ > 1 4 such that R ≥ 0≤j≤n k j (φ − log (1 + η j )). When H 1 (σ) holds then we can take m j = 2 when j = j ′ , and m j ′ = 4. When either of the other two hypotheses hold then we can take m j = 2 for each j.
Note that by the estimate on ρ j above, η j = o(1), so R provides exponential growth to the factor F(k, σ). We remark that while the error term is not satisfactory in the sense that we cannot get a power of E j (x) explicitly, in many cases the distinction between E j (y(x)) and E j (x) is negligible (for instance, if E j (t) ≍ log C k t, where log k is the kth iterated logarithm with k ≥ 2, and C > 0, uniformly over a sufficiently large interval, then the ratio
Determining precise estimates for the parameter vector (ρ, σ) is somewhat complicated in general. In certain cases of interest, however, their form is much simpler, specifically, when the ratios α j can be explicitly calculated. In particular, suppose each E j is a union of m j arithmetic progressions modulo q j , for 1 ≤ j ≤ n. Let q := lcm {q 1 , . . . , q m }, and define E 0 := P\ 1≤j≤n E j , as before, so that each set E j is a union of arithmetic progressions modulo q. It follows from [14] that, for a given arithmetic progression S modulo q there exists some well-determined constant c such that
log t , where c j is the sum of all the constants coming from the m j arithmetic progressions in E j . Determining the parameters (ρ, σ) as in Lemma 4.4, we deduce immediately the following theorem from the previous one, which is an extension of a result of Delange (a corollary of a special case of Theorem C in section 6.4 of [1] ), who proved a similar result for a set of parameters
Theorem 2.2. Let x ≥ 3 be sufficiently large, and let A ≥ . Let E 0 , . . . , E n be unions of arithmetic progressions modulo q, as described above, consisting of m j residue classes for each j. −µ x for each j then there exist constants σ and ρ such that
such that the following holds. Set M (ρ) := 1 2π 0≤j≤n
and let η j be defined as in Theorem 2.1. Then
where, for e R := F (ρ; σ)e − 0≤j≤n k j (1+log(1+η j )) ,
Moreover, there exists φ > 1 4 such that R ≥ 0≤j≤n k j (φ − log (1 + η j )). Because for each j = 1, 2, 3, H j (σ) trivially holds for collections of arithmetic progressions, there is no need to mention them in Theorem 2.2. The factor F(ρ, σ) skews π(x; E, k) from Poisson-like behaviour in the range E j (x) m j ≪ k j ≪ log 2 3 −µ x. In a forthcoming paper [8] , however, we will show that the form of this factor is rather different for
To ensure that there exists a domain where we can write F = e f , we must check that, given ρ j and σ, we have p s − 1 + z j = 0 for each prime p. Let us show that there exists a symmetric box in R n+2 of the shape
, for parameters T, θ 0 , . . . , θ n > 0. For each j and p ∈ E j , either ρ 1 σ j is smaller than the smallest prime in E j , or we may choose p j ∈ E j minimally such that p σ j−1 < ρ j < p σ j − 1 (we can assume a strict inequality on either side by skewing the value of ρ j slightly; moreover, it is easy to see that |p σ j − p σ j−1 | > 2 for any σ > 1, so the interval here is non-trivial). It will be clear from Lemma 4.2, in any case, that if 0 < p σ − ρ j < 1 for some prime p we can replace ρ j by ρ j − 1 in case k j ≫ E j (x) 2 , so that our choice of p j is well-defined. Suppose that T < π 6| log ρ j | . Then if p ≥ p j , we have
and, as such,
log 2 x , the last estimate uniform in 0 ≤ j ≤ n, so that |τ | ≪ 1 log 2 x will be sufficient. We shall, in fact, consider T ≪ σ − 1 which, by Lemma 4.2, ensures that the above condition is satisfied, since (σ − 1) ≪ log
In what follows, for a function g in several variables, among which u, write g u to denote the partial derivative of g with respect to u. Suppose that the identity F (z; s) = e f (z;s) is well-defined for |arg(z j )| ≤ θ j and |s − σ| ≤ T , where (ρ; σ) is a point where f s (ρ; σ) = − log x and f z j (ρ; σ) = k j ρ j . In this region, we can determine a Taylor series expansion for f locally around our chosen point. In particular, upon expanding first in τ and then in t j ,
(we have slightly abused notation and written f z j as a function of z j , rather than the entire vector z, but this is legitimate given that, from (15), f z j has no dependence on z j ′ for any j = j ′ ). For θ j sufficiently small and
Suppose further that we can truncate the integrals in (9) to the box B :
, for parameters T, θ 0 , . . . , θ n > 0, with error term R = R(T, θ 0 , . . . , θ n ) associated with this truncation. Then, incorporating the defining conditions for ρ and σ and the above-mentioned Taylor expansion into (9), we
The truncated integral here is simplified once H(z; s) is computed effectively. This is done in Lemma 5.6. In Lemma 5.7, the main term of the integral is computed in a straightforward manner, and specific values of θ 0 , . . . , θ n and T are chosen based on suitable estimates for the partial derivatives of f with respect to s and each of the z j . Given these choices, it is shown in Lemma 5.8 that R(T, θ 0 , . . . , θ n ) is small. The major remaining ingredient, otherwise, is to show that such a truncation can be made. This is dealt with at the beginning of Section 5. Finally, we should remark that we have not made any attempt to determine asymptotic formulae that are also uniform in the number n + 1 of sets E 0 , . . . , E n . In particular, throughout this paper, all estimates may depend on n.
Preparatory Lemmata
By definition, f (z; s) = 0≤j≤n p∈E j log 1 + z j p s −1 . As mentioned in the previous section, for each tuple (z 0 , . . . , z n ) ∈ C n+1 and s ∈ C with Re(s) > 1 such that 1 +
is holomorphic, hence C-differentiable with respect to each of its variables. Moreover, the series defining f (z; s) is absolutely and uniformly convergent on compact subsets of its domain (since, for σ > 1 the sum
Specific estimates for some of these functions will be determined in what follows (for instance, in Lemma 5.6). Because the sets E j partition P, it follows immediately from the pigeonhole principle that for each y there are indices j 0 , j 1 , j 2 such that
for each l ∈ {0, 1, 2}. We will use this fact repeatedly throughout this paper, by virtue of the following lemma connecting g j (σ) to E j (t) for certain choices of t.
Lemma 3.1. Let z ≥ 3 and suppose σ = 1 + η log z , where η > 0. Then for any P ′ ⊆ P, we have
, with equality in the upper bound holding when P ′ = P. Moreover,
, the constant being uniform in the choice of set P ′ .
Proof. From the Taylor expansion e c − 1 = l≥1
Clearly, R(η) > 0. By partial summation with the Prime Number Theorem, we have
Inserting (21) into (20) proves the first statement. For the second assertion, we clearly have, again by partial summation with the prime number theorem
We shall frequently need the following standard facts, which we prove for completeness.
for h 2 a continuously differentiable function in σ at σ = 1. Differentiating with respect to σ, we see that
and since h ′ 2 is bounded near σ = 1 and
, the first conclusion follows. The second one follows from the first by differentiation with respect to σ. ii) By orthogonality of Dirichlet characters mod q,
the last estimate following in a manner similar to i), with L(s, χ) := n≥1 χ(n)n −s for Re(s) > 1. It is well-known (see II.8 of [12] ) that the Dirichlet series for L(s, χ) is well-defined and holomorphic for Re(s) > 0 whenever χ is not the trivial character χ 0 . Hence,
for χ = χ 0 , and thus,
Since χ(p) = 0 if p|q and is equal to 1 otherwise,
Since φ(q) ≫ q 1−ǫ for any ǫ > 0 (see I.5 in [12]), we have by i),
The second estimate follows similarly, using
in place of
We shall also require the following standard technical results first, whose proofs are also included for completeness.
Lemma 3.3. Let z > 1 and σ > 1. Then the following estimates hold:
Proof. All of these statements follow by partial summation from the Prime Number Theorem. Indeed,
Given that Γ(l) = (l − 1)! for l ∈ N, the first result follows immediately. For the second,
by repeated use of integration by parts. For the third,
Finally, again by partial summation and integration by parts,
arguing as in the proof of (23), and noting that 2σ − 1 > 1.
In Section 5 in particular we will make use of the ratios
defined for each 0 ≤ j ≤ n and Y ≥ 2. We will also write α j,σ , β j,σ or γ j,σ to denote the dependence on σ.
Clearly, α j = lim Y →∞ α j (Y ), the same being true of β j and γ j as limits of β j (Y ) and γ j (Y ), respectively. Since the sets E j partition P, the sum over all j of the α j , or the β j or of the γ j are all asymptotically 1 by Lemma 3.2. We will require the following relationships between these ratios.
Lemma 3.4. Let σ > 1 and define
Remark 3.5. We remark that the first and last sets of estimates are best possible. Indeed, if we let A > 1 and set E j := {p ∈ P : p > e A σ−1 } then it follows from Lemma 3.3 that β j ∼ (1 + A)e −A while α j ∼ e −A , for any fixed σ > 1. The first chain of estimates is thus best possible (since the first estimate is morally the same as the second one). Also, if E j := {p ∈ P : p ≤ log
σ−1 , so the last assertion is also best possible in this sense.
Proof. We first prove β j ≪ α j log
By Lemma 3.3,
requires the last estimate, so we shall prove this first.
this last estimate following by Mertens' (first) theorem, which is uniform in Y (see I.2 in [12] ). On the other hand, we have
, implying the second estimate. From this last estimate with Y → ∞ we see that
Lastly, as te
t is decreasing for t > 2, it follows that
, the second claim follows as well.
Assuming hypothesis H 3 (σ), we have
p σ , with the notation there. Since
as well, which shows that γ j ′′ ,σ ≪ β j ′′ ,σ . This is precisely H 2 (σ), by the definitions of β j and γ j .
Furthermore, we will need to the following estimate related to the angular distribution of primes, i.e., the distribution of the values { t log p 2π } in [0, 1], where t ∈ R is a parameter. Lemma 3.6. Let y ≥ 2. Let t ∈ R be such that |t| log y > 1. Let 0 ≤ α < β ≤ 1, and define
, for each prime p. Then uniformly in y,
Remark 3.7. We remark that, according to the proof to follow, the implicit constant in front of the term 1 log(|t| log y) is at most 7. This will be important in the context of Lemma 5.5.
Proof. Let χ I denote the characteristic function of the interval I. By partial summation,
Define M := t log y 2π
. We make the change of variables u → tu 2π and restrict the integral to [1, M ] , which introduces an error of size at most 1 |t| log y . Decomposing this integral as a sum of integrals of unit length gives
It is well-known (see, for instance, I.2 in [12] ) that
, where γ is the EulerMascheroni constant. As
As β + α ≤ 2, and | log M − log(|t| log y)| ≤ 2 log(2π), the claim follows with an error at most ≤ γ + 2 + 2 log(2π) ≤ 7 in front of
Lastly, we will need, in a couple of places in Lemma 5.8, the following simple integral estimate.
Lemma 3.8. Let γ ≥ 2 and suppose u > 0. Then
Existence and Uniqueness of a Saddle Point
Our first important objective, as outlined in Section 2, is to prove the existence and uniqueness of the parameter vector (ρ, σ). Proof 
= log x, and, simultaneously, for each 0 ≤ j ≤ n − 1,
That a unique value of ρ j (σ) exists for each σ follows because the left hand side of (29) is monotone in ρ j , by straightforward differentiation. The choices of ρ j (σ) depend continuously on σ in each of the equations parametrized by 0 ≤ j ≤ n − 1, and ρ n (σ) may be deduced from the remaining ones as a continuous function as well. We note that (28) can be rewritten as
since, by the assumption that E j (t) → ∞ as t → ∞, (29) implies that ρ j ≪ k j ≪ log x log 2 x when σ is sufficiently small. We wish to check that for some choice of σ, the additional constraint k n = ρ n (σ) p∈En
also holds, and to this end it suffices to show that for σ = σ 2 the sum in question is rather small, while for σ = σ 1 , it exceeds k n . By continuity, some solution σ ∈ (σ 2 , σ 1 ] must exist. To see that it is small, assume that σ 2 := 1 + 1 log z . According to our choice of labelling,
Note that ρ(σ 2 ) = o(log z) because ρ n (σ 2 ) ≤ log x and log x = o(log z) by assumption. Thus, we have
the second last estimate following from
for σ > 1, by Mertens' first theorem ( [12] ). It follows that ρ n (σ 2 ) ≤ 8(n+1) log x log z . In particular, when x is sufficiently large in terms of n, we have
Therefore, certainly,
for sufficiently large x, the last inequality being true by assumption. Assume now that for each σ ≥ σ 2 we have p∈En
.
Since ρ j ≪ k j , as mentioned above, we have
where the second last expression comes from Lemma 3.3. Suppose y > max 0≤j≤n ρ j ≥ max 0≤j≤n ρ 1 σ j for σ > 1. Since k is a vector such that there exist an integer m ≤ x such that k 0 + . . .
a contradiction for sufficiently large x. Thus, we must indeed have
Since ρ n is continuous, it follows that for some σ ∈ (σ 2 , σ 1 ], all of the equations are solvable, as claimed.
To show that σ is unique (whence ρ 0 , . . . , ρ n are uniquely determined) we consider the map
and claim that g(ρ, σ) is invertible whenever (ρ 0 , . . . , ρ n ) ∈ R n+1 + and σ ∈ (1, ∞). This shows that there is at most one solution in positive real parameters to g(ρ; σ) = (k 0 , . . . , k n , − log x) which, coupled with the conclusion of the previous paragraphs, implies the uniqueness of our solution. Let us remark, moreover, that since σ 1 → 1 + as x → ∞ and 1 < σ ≤ σ 1 , so does σ. The Jacobian matrix of g is
where we recall that for each 0 ≤ j ≤ n,
By the inverse function theorem, g(ρ, σ) is invertible locally at (ρ, σ) if, and only if, det(J g (ρ, σ)) = 0. For simplicity, we write J g (ρ, σ) = (a ij ) 0≤i,j≤n+1 , where a ij = 0 whenever 0 ≤ i ≤ n and j = i, n + 1. Letting S n+1 denote the permutation group on n + 1 elements, and denoting by (a b) the permutation swapping a and b while leaving all other elements fixed, we have
Now, by definition, we have
Consider ρ 0 , . . . , ρ n ∈ (0, ∞) and σ ∈ (1, ∞). It suffices to show that for each 0 ≤ j ≤ n,
This is clearly true for each j, as a n+1,j a j,n+1 ≍ p∈E j log p p σ −1+ρ j 2 → ∞ as x → ∞ (since, as we showed above, σ → 1 + in this case), while a n+1,n+1 and a jj are both bounded for all choices of σ, ρ j . Thus, the expression (31) is negative for x sufficiently large. Since each a jj = f ρ j + ρ j f z j z j > 0 for this range of parameters, det(J g (ρ, σ)) < 0, which completes the proof.
We henceforth write ρ j (σ) as ρ j for convenience; as σ is fixed and ρ is completely determined by it, this is justified. As an artifact of the proof of Lemma 4.1, we see that the unique solution (ρ, σ) occurs when
log 2 x . In fact, much stronger upper and lower bounds are available. We may also find, as a result, effective estimates for ρ j (note that whenever k j ≥ 1, ρ j > 0 by (29)). 
and in particular,
In particular, if E j (x) → ∞ as x → ∞ and 0≤j≤n ρ j ≪ (log x) 1−ǫ for ǫ > 0 fixed then
Remark 4.3. According to the second conclusion of the lemma, we have (
Note that when ρ j ≍ ρ j ′ for each j, j ′ , this gives (σ − 1) log x ≍ n ρ . Thus, (35) and ( is indeed fulfilled, as discussed at the end of Section 2.
Proof. For the first claim, we simply observe that (cf. (30))
the second estimate coming from Lemma 3.3. Hence, since ρ j ≪ k j E j e 1 σ−1 from the second last claim of the lemma (which is proved independently of this one), and k j ≪ log 1−ǫ x, the above sums contribute
and log
This establishes the first claim. For the second, note that the upper bound comes from Cauchy-Schwarz via
. For the lower bound, Cauchy-Schwarz also gives
The first claim about ρ j follows from (15), and f z j (ρ; σ) = k j ρ j . Now, assume that E j (x) → ∞ as x → ∞. To derive an estimate for ρ j , we note that
Hence,
and since k j ≪ (log x) 1−ǫ , also σ − 1 ≪ (log x) ǫ , which proves the claim.
The following result gives precise asymptotic expressions for σ and ρ in the important and natural cases described by Theorem 2.2.
Lemma 4.4. Suppose that q ≥ 2 and each E j is a union of m j arithmetic progressions modulo q. Assume, moreover, that 1 ≤ k j ≪ log 1−ǫ x. Then if K := 0≤j≤n k j ,
Proof. It follows from the proof of Lemma 3.2 and from the previous lemma that
On the other hand, Lemma 3.2 also states that
which, combined with 1 + O 1 log 2 x log x = 0≤j≤n ρ j p∈E j log p p σ from (30) leads to
the last estimate following because log 1 σ−1 ≥ ǫ log 2 x.
Truncating the Integral in (9)
Having established precise estimates for the parameters (ρ, σ) that enter into (9), we next set out to identify to what extent the remainder of the integral outside of a neighbourhood of (ρ, σ) contributes to π(x; E, k).
The following estimate is a step towards establishing estimates for the ratio
F (ρ;σ) when (z, s) lies outside of some small neighbourhood of (ρ, σ). This result is essentially contained in [6] , but we repeat the argument, suitably adapted to our circumstances, since it is short. Lemma 5.1. For any z = (z 0 , . . . , z n ) and s = σ + iτ then
Proof. Fix z ∈ C n+1 , with z j = ρ j e it j and t j ∈ [−π, π]. Also, define ξ j (p) := t j −τ log p. For each 0 ≤ j ≤ n and p ∈ E j , we have
By the above computation, it follows that
Restricting the ranges of summation to p ∈ E j and p > ρ
, and, moreover, from the elementary inequality (1 − x) 1 2 ≤ e −x/2 for x ∈ (0, 1), for each j and p ∈ E j , 1 +
which yields the claim.
In relation to Lemma 5.1, we define M j (τ, t j ) := 
the second equation holding in the case when 1 πm 1≤j≤m a j / ∈ Z. Hence, for τ, t, τ 1 , τ 2 , t 1 , t 2 ∈ R,
Remark 5.3. Remark that the condition on (38) implies that, for each integer l, the vector (a 1 , . . . , a m ) lies on a subspace of R m with positive codimension; it is thus a null set with respect to Lebesgue measure on R m for each l, and hence the countable union of each of these subspaces is also null. We will therefore not concern ourselves with whether or not this condition is satisfied in any of our forthcoming applications of (38).
Proof. For the first property, let A m := 1≤j≤m a j and A m−1 := A m − a m . Then
the second last inequality following by induction from the previous line. For the second one, we simply note that
, whenever t / ∈ Zπ, which implies concavity on the domain of log(sin 2 t), as claimed. The last statement applies each of the first and second claim in sequence with m = 2, using the elementary identity 1 − cos u = 2 sin 2 (u/2), and | sin u| ≥ sin 2 u for any u ∈ R.
We seek to find a lower bound for M j (τ, t j ) in order to get a bound on
F (ρ;σ) that is suitable to truncate (9) with a sufficiently small error term (which we accomplish in Lemma 5.8). To this end, we give estimates depending on the value of the arguments of t j and τ . First, as a corollary of Lemma 3.6, we may derive the following estimate, which will factor especially in the proof of Lemma 5.8. . Then for each j we have
, where c ≥ 2 is a sufficiently large constant (whose value will be chosen momentarily), and set I := (−µ, µ). By Lemma 3.6 (applied in the interval [− 
According to the remark following the statement of Lemma 3.6, we can take c ≤
and, as such, since 1 − cos(τ log p)
The statement now follows by definition.
We apply the previous lemma to determine the truncation error associated with non-zero t j and for a larger range of values of τ .
Lemma 5.5. Let z j = ρ j e it j , with t j ∈ [−π, π], and s = σ + iτ with τ ∈ R fixed. Suppose further that x is sufficiently large so that E j e 
Now we note that, given a quadratic polynomial of the form Au 2 − 2Buv + Cv 2 , where A, C > 0, we have
and, switching the roles of u and v in the above, we also have
and C := k j , u = τ and v = t j for each j, we split our sum into two pieces and bound from below using each of the bounds above. By Lemma 3.4 there exists some η > 0 such that α j (Z) 2 ≤ ηβ j (Z). Hence, we have
which is half as large as the lower bounds in each of τ 2 and t 2 j that we have just proven. Applying these lower bounds for each j and assuming that x is sufficiently large, we thus have
which proves the estimate for the range |τ | < 2(σ − 1). Consider now the case where |τ | σ−1 ≥ 2. We remark first that by Cauchy-Schwarz,
In other words,
Suppose momentarily that t j = 0, and et Y be a parameter such that max j ρ 
In the main term, noting symmetry between τ and −τ ,
We
Therefore,
We now consider the case when the t j are not necessarily zero. By (38), we have M j (τ, t j ) ≥ sin 2 t j M j (2τ, 0), and by (37),
192e so that ν j := C if |t j | > C and π −|t j | > C, and ν j = 1 otherwise. By the mean value theorem,
when |t j | ≤ C. Therefore, in this case, we have
for any τ . Therefore, combining (40) with (41), we find that when |τ | ≫ (σ − 1),
If we defineM
thus, by the same argument as above with E j e
. In the particular case that 2 < |τ | σ−1 ≪ 1, combining (41) with the conclusion of Lemma 5.4 and the definition of ν j gives
By Lemmas 3.1 and 4.2, ρ j E j e 1 σ−1 ≥ 1 2 k j , so the proof is complete upon identifying this last term as R (t, τ )), and using 2 0≤j≤n ρ j M j (τ, t j ) ≥ G(t, τ ) + R(t, τ ).
As described earlier, we shall proceed with estimating (9) by approximating it by an integral on an (n + 2)-dimensional box of the form [−T, T ] × 0≤j≤n [−θ j , θ j ], where T, θ 0 , . . . , θ n > 0 are parameters that we shall choose (see Lemma 5.7). To determine how suitable of an approximation this will be, we shall first calculate the integral contributed by this box, after which we will have a frame of reference for determining which error terms are acceptable. It will be necessary first to determine the approximate dimensions of the box in question. The following lemma provides us with a hint at choosing these data.
Lemma 5.6. Let T, θ 0 , θ 1 , . . . , θ n > 0. Let h(z; s) be defined as in (13) . Let z j = ρ j e it j for each 0 ≤ j ≤ n and s = σ + iτ , where |t j | ≤ θ j , and |τ | ≤ T . Set δ := T σ−1 , and assume that δ < 1. Then
Proof. Recall that h is defined as
Finally, we estimate III j . First, as
differentiating with respect to s again yields
the last estimate following from (46) and (47) (with log p replaced by log 2 p). Returning to III j , for each prime p, applying integration by parts as before,
Hence, summing over all primes and applying Fubini's theorem,
It follows that
Combining (48), (49) and (50), we have
To treat the term in z j − ρ j above, we observe that by the mean value theorem,
Since |z j − ρ j | ≤ ρ j θ j in our range of arguments t j , we are left with
Hence, expanding in powers of τ log p the expression 1 − iτ log p − e −iτ log p in this last equation, via (22), the remainder term (or order 3) in Taylor's theorem becomes
In order for
kt 2 j in (14) to be computable with good error, it seems suitable to select θ j such that θ 2 j k j → ∞ as x → ∞ (in the regime where k j is an increasing function of x), in order to replace the short interval integral with the full Gaussian integral
On the other hand, we must also ensure that
j is small, so that the error term in Lemma 5.6 is small as well. Our assumption that E j (x) → ∞ as x → ∞ for each j will be necessary here in order for these two conditions to be possible. Moreover, we will also need δ = |τ | σ−1 to be small in order for δ 0≤j≤n ρ j α j θ j and δ 0≤j≤n ρ j γ j to be small; it cannot be too small, however, as δ 0≤j≤n ρ j β j must be large, in order for T −T e h(z;s) x s s ds to be extended to an infinite integral. This motivates the choices that we shall make in Lemma 5.7.
−µ x} for each 0 ≤ j ≤ n, where µ > 0 is arbitrary but fixed. For each j let
. Denote by j 0 the index of the set E j such that ρ 2 j β j θ 2 j is maximal for j = j 0 . Let
, and set T := δ(σ − 1). Finally, define
where each R j satisfies the estimate
Proof. We first remark that δ < 1, as needed in Lemma 5.6. Indeed, since 0≤j≤n β j ∼ 1 as x → ∞, there must exist some j 1 such that β j 1 ≫ n 1. By choice of j 0 ,
As we are assuming that ǫ + η < 1 2 , we clearly see that δ = o(1), and the claim above trivially follows for sufficiently large x. According to the above remark we may apply Lemma 5.6, which gives
where R ′ j is defined such that R j =:
. In estimating I we proceed first with the integrals over t j for each j. Letting ǫ > 0 be a parameter to be specified, we have
The optimal value for ǫ is Consider now the integral in τ . First, note that
The integral in τ can thus be simplified as
By our choice of δ,
for each j. As such, we can replace the integral over the segment [−T D 
, in analogy to the derivation of (54), for x sufficiently large in terms of ǫ as well. As 1+O E j 0 e
, it follows that
It remains to prove (51). To start, we see by definition of θ j that
, for each j. Next, let j ′′ be the index that maximizes r j := ρ j γ j among all j (as in H 2 (σ)). Note that
, so we immediately find, by our choice of j ′′ , that
Assume H 1 (σ) first. Then we can furthermore assume that j 1 , chosen above, satisfies β j ′ ≫ n 1 as well, because α j ′ ≫ n 1, and β j ′ ≫ α 2 j ′ by Lemma 3.4. Hence, ρ j ′ β j ′ ≫ n log
which suffices.
Next, assume H 2 (σ). Then γ j ′′ /β j ′′ ≪ n 1, and by (52), δ ≪ E j 0 e 1 σ−1
, which also suffices. Finally, by Lemma 3.4, H 3 (σ) implies H 2 (σ), so the same conclusion as the one just proved still follows.
Recall again that α 2 j ≪ β j for each j by Lemma 3.4. Thus, by our choice of j 0 ,
Since η + ǫ < 
+(η+ǫ)
. Lastly, we note that
−µ x. Indeed, by Lemma 4.2, we see that
Since, now, (σ − 1) ≪ E j e We now consider the truncation error associated with restricting our initial Perron integral (9) to the (n + 2)-dimensional box [−T, T ] × 0≤j≤n [−θ j , θ j ], using the choices of parameters in Lemma 5.7. The first part of the proof is inspired directly from [6] ; we give a detailed proof of the modification of it that is necessary to us.
A x, and let T , δ, and θ 0 , . . . , θ n be fixed as in Lemma 5.7.
where, as before, ρe it := (ρ 0 e it 0 , . . . , ρ n e itn ), B := A − Proof. Restricting to |z j | = ρ j for each 0 ≤ j ≤ n, the Dirichlet series m≥1 
where g x,L (m) := min 1, 1 L| log(x/m)| . Let κ > 0 be a parameter to be fixed momentarily, and let χ(t) := max(1 − |t|, 0). Then whenever | log(x/m)| ≤ κ we have χ log(x/m) 2κ
the last line following by the Fourier inversion theorem, since χ ∈ L 2 (R). Sincê
and by Taylor's theorem,
2 uniformly in |u| < 1; the bound χ(u) ≪ 1 1+u 2 is trivially satisfied for |u| ≥ 1. Thus,χ ∈ L 1 (R), in fact, and we may apply Fubini's theorem in (60), whence m≥1 a(m) m σ min 1,
Lκ .
In preparation to apply Lemma 5. 
It follows that m≥1 a(m) m σ min 1,
Let η be defined implicitly via L −η = κ, with 0 < r < 1. As T < σ − 1 and κ ≪ 0≤j≤n 1 ρ j , the third term and first are weakest. To make them equal, we choose r = 3 7A , so that
where B = A − . Next, we investigate the difference between the truncated multiple integral above and the integral around the critical point (ρ; σ). This difference in integrals is
where we have defined
Here, the factor of 2 in the second line follows because when both |τ | ≥ T and |t j | > θ j for some j then we get a smaller integral than either of J 1 and J 2 (as the decay in |τ | and |t j | is compounded in this case). We first evaluate J 1 . Fix τ for the moment with |τ | ≤ T . From the remarks following (54), we get
(see (54), where it is shown that this bound is optimal for the tail integral above); when j is not such that |t j | > θ j , we have
It follows from Lemma 5.7 that
and, as such, since |τ |≤T |F (ρ; σ + iτ )| ≤ T F (ρ; σ),
Now, consider J 2 . We split this integral as
We first evaluate ι 1 . By Lemma 5.5 in the range δ(σ − 1) < |τ | ≤ (σ − 1), we have and u :
It remains to estimate ι 2 . We observe, by Lemma 5.4 that R(t, τ ) ≥ log R(t,τ ) ≪ (σ − 1) 3 . Now, the integral over t is at most Collecting all the integral estimates, we note that J 1 ≪ J 2 , so J 1 + J 2 ≪ I 0≤j≤n S j . The claim now follows from the trivial observation that
(1 + O(S j )) . = (2π)
exp (−k j (log(1 + η j ) + 1 − log E j (Y )) − log(k j !))
Since the sets E j form a partition, replacing ǫ + η with a different parameter which we shall also denote by ǫ (and which we allow to be arbitrarily small), we derive that when S j := E j (Y ) We now estimate F(k; σ). Define R implicitly via e R = F (ρ; σ)e − 0≤j≤n k j (1+log(1+η j )) . Thus, We can express the set E 2 mentioned in Theorem 1.1 as follows. For each k > e e 100 , let r(k) := log 3 k log 10 , and let a 0 (k), . . . , a r(k) (k) ∈ {0, . . . , 9} be such that a 0 (k) = 0 for each k. Write A k := 0≤j≤r(k) a j (k)10 k−j , and S k := [A k , A k + 10 k−r(k) ). Let Q denote the set of primes not congruent to 3 modulo 10. Then E 2 := Q ∩ k≥1 S k . Note that there are only 4 coprime residue classes modulo 10, and Q contains 3 of them. We thus have e 100 dt t log 2 t ∼ log 2 x 100 du log u ∼ log 2 x log 3 x .
Hence, E 2 (x) ≍ log 2 x log 3 x for x sufficiently large, as claimed.
Appendix 2: A Partition such that H 1 (σ) Fails
In this section, we will show that there are infinitely many choices of σ such that no subset of a partition {E 1 , . . . , E m } simultaneously satisfies E j e . For each 0 ≤ l ≤ L, define y l := 2 2 l , and for 0 ≤ k ≤ 2 l−1 − 1, let x l,k := 2 2 l−1 +k . Thus, y l−1 ≤ x l,k < y l for each 0 ≤ k ≤ 2 l−1 − 1. Set I l := [y l−1 , y l ) for each 1 ≤ l ≤ L, and J l,k := [x l,k , x l,k+1 ). Given 0 ≤ j ≤ n, define S j := {1 ≤ l ≤ L : E j (y l ) − E j (y l−1 ) ≫ n 1}, and if l ∈ S j define S j,l := {0 ≤ k ≤ 2 l−1 − 1 : E j (x l,k+1 ) − E j (x l,k ) ≫ n 2 −(l−1) }. Note that E j e 1 σ−1 ≫ n log 1 σ−1 if, and only if, |S j | ≫ n L by necessity (since E j (y l ) − E j (y l−1 ) ≤ log 2 anyway). Moreover, since, for l fixed, the intervals J l,k partition I l , |S j,l | ≫ n 2 l−1 , whenever these sets are defined. When l ≤ L, p σ ≤ ep whenever p ∈ I l . Thus, in what follows, it will suffice to consider sums in terms of log p p . Note that whenever k ∈ S j,l , p∈E j ∩J l,k log p p ≥ 2 l−1 + k log 2 (E j (x l,k+1 ) − E j (x l,k )) ≫ n 1.
Hence, 
Since M is an arbitrary, large integer, this provides a counterexample for infinitely many choices of σ (and hence x).
