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SOLVABILITY OF THE INITIAL-BOUNDARY VALUE PROBLEM OF THE
NAVIER-STOKES EQUATIONS WITH ROUGH DATA
TONGKEUN CHANG AND BUM JA JIN
Abstract. In this paper, we study the initial and boundary value problem of the Navier-Stokes
equations in the half space. We prove the unique existence of weak solution u ∈ Lq(Rn+ × (0, T ))
with ∇u ∈ L
q
2
loc
(Rn+ × (0, T )) for a short time interval when the initial data h ∈ B
−
2
q
q (Rn+) and
the boundary data g ∈ Lq(0, T ;B
−
1
q
q (Rn−1)) + Lq(Rn−1;B
−
1
2q
q (0, T )) with normal component
gn ∈ L
q(0, T ; B˙
−
1
q
q (Rn−1)), n+ 2 < q <∞ are given.
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1. Introduction
Let Rn+ = {x ∈ R
n |xn > 0}, n ≥ 2 and 0 < T < ∞. Let us consider the nonstationary
Navier-Stokes equations
ut −∆u+∇p = f − div(u⊗ u), div u = 0, in Rn+ × (0, T ),
u|t=0 = h, u|xn=0 = g.
(1.1)
There are abundant literatures for the study of the Navier-Stokes equations with homogeneous
boundary data. See [3, 7, 28, 34] and references therein for the half space problem. See also
[3, 9, 14, 15, 17, 21, 22, 23, 24, 29, 31] and the references therein for the problems in other domains
such as whole space, a bounded domain, or exterior domain.
Over the past decade, the Navier-Stokes equations with the nonhomogeneous boundary data have
been studied actively. See [1, 4, 5, 32, 40] and references therein for the half space problem. See
also [4, 5, 10, 11, 12, 13, 18, 19, 20, 29] and the references therein for the problems in other domains
such as whole space, a bounded domain, or exterior domain.
In [18, 19, 20, 34], the solvabilities of bounded or exterior domain problem have been studied
for a boundary data in anisotropic space B
α− 1
q
,α2−
1
2q
q0 (∂Ω × (0, T )), α >
1
q
(with q > n+2
α+1 ), where
g ∈ B
s, s2
q0 (S × (0, T )) means the zero extension of g to S × (−∞, T ) is in B
s, s2
q (S × (−∞, T )). On
the other hand, in [1, 4, 5, 10, 11, 12, 13, 32, 40] a rough boundary data have been considered.
H. Amann[4] showed unique maximal solution u ∈ Lrloc(0, T
∗, H
1
r
q (Ω)), 3 < q < r < ∞,
1
r
+ 3
r
≤ 1
for some maximal time T ∗ in any domain in R3 with nonempty compact smooth boundary when a
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nonzero initial data in B
− 1
r
q (Ω) ∩ Lqσ(Ω) and nonzero boundary data in L
r
loc(R+;W
− 1
q
+ 1
r
q (∂Ω)) are
given. J.E.Lewis[32] showed a global in time existence of solution in Lp(R+;Lq(Rn+)) for small data
h ∈ Lr1(Rn+)∩L
r2(Rn+) and g ∈ L
d(R+;Lr(Rn+)) with r1, r2, p, q, r, d <∞, r1 < n < r2,
n−1
r
+ 2
d
= 1,
and 2
q
+ 2
p
= 1. K.A.Voss[40] showed the existence of a global in time self-similar solution for
small data h ∈ B˙
− 12
6,∞(R
3
+) ∩ B˙
− 14
4,∞(R
3
+) and t
1
3 g(t) ∈ L∞(R+;L3(R2)) with gn = 0. M.Fernandes de
Almeida and L.C.F. Ferreira[1] showed the existence of global in time solution in the framework of
Morrey space for a small data h ∈ Mp,n−p(Rn+), t
1
2−
p−1
2r g ∈ BC(R+,Mr,n−p(Rn−1)) and t
1
2−
p
2q gn ∈
BC(R+,M (p−1)q
p
,n−p
(Rn−1)), 2 < p, q <∞, 1 < r <∞.
In particular, R. Farwig, H. Kozono and H. Sohr[12] showed the local in time existence of a very
weak solution u ∈ Ls(0, T ;Lq(Ω)) in an exterior domain when nonzero initial in B
− 2
s
q,s and nonzero
boundary data in Ls(0, T ;W
− 1
q
q (∂Ω)) for
2
s
+ 3
q
= 1, 2 < s < ∞, 3 < q < ∞ are given (Precisely
speaking, in [12] a nonzero divergence is considered).
In this paper, we show the unique existence of u ∈ Lq(Rn+ × (0, T )) with ∇u ∈ L
q
2 (Rn+ ×
(0, T )) for the Navier-Stokes equations (1.1) for a small time interval (0, T ) with the initial h ∈
B
− 2
q
q (Rn+) and the boundary data g ∈ L
q(0, T ;B
− 1
q
q (Rn−1)) + Lq(Rn−1;B
− 12q
q (0, T )) with gn ∈
Lq(Rn−1;B
− 12q
q (0, T )), q > n + 2. Our result could be compared with the one in [12]. The case
q = r = 5 in [12] coincides with the case q = 5 in our result, except the fact that our result cover
larger class for g′ (the tangential component of the boundary data) since Lq(0, T ;B
− 1
q
q (Rn−1)) +
Lq(Rn−1;B
− 12q
q (0, T )) % Lq(Rn−1;B
− 12q
q (0, T )).
The following is the main result of this paper.
Theorem 1.1. Let∞ > q > n+2. Assume that h ∈ B
− 2
q
q (Rn+) with div h = 0, g ∈ L
q(0, T ;B
− 1
q
q (Rn−1))+
Lq(Rn−1;B
− 12q
q (R+)) with gn ∈ Lq(R+; B˙
− 1
q
q (Rn−1)). Then there is T ∗(0 < T ∗ < ∞) so that
the Navier-Stokes equations (1.1) has a unique weak solution u ∈ Lq(Rn+ × (0, T
∗)) with ∇u ∈
L
q
2
loc(R
n
+ × (0, T
∗)).
The space Lq(0, T ;B
− 1
q
q (Rn−1)) + Lq(Rn−1;B
− 12q
q (0, T )) coincides with anisotropic Besov space
B
− 1
q
,− 12q
q (Rn−1×R+) (see section 2). Our result is optimal in the sense that the spaces for the initial
and the boundary data cannot be enlarged for our solution class. Our arguments in this paper are
based on the elementary estimates of the heat operator and the Laplace operator. The solution
representation in section 5.1 could be useful to study asymptotic behavior of the solution.
Before proving Theorem 1.1, we have studied the initial and boundary value problem of the Stokes
equations in Rn+ × (0, T ) as follows:
ut −∆u+∇p = f, div u = 0, in Rn+ × (0, T ),
u|t=0 = h, u|xn=0 = g.
(1.2)
3There are various literatures for the solvability of the Stokes equations (1.2) with homogeneous
or nonhomogeneous boundary data. See [7, 16, 17, 24, 25, 27, 28, 34, 36], and references therein
for the Stokes problem with homogeneous boundary data. See [18, 19, 20, 26, 27, 33, 34, 35], and
references therein for the Stokes problem with nonhomogeneous boundary data.
In [18, 19, 20, 26, 27, 34, 35], a boundary data in anisotropic space B
α− 1
q
,α2−
1
2q
q0 (∂Ω × R+),
α > 1
q
has been considered. J.P. Raymond[33] showed the unique existence of weak solution u ∈
B
s, s2
2 (Ω × (0, T )), 0 ≤ s ≤ 2 in a bounded domain when a nonzero initial data in L
2(Ω) and
nonzero boundary data in H1(0, T ;H−12 (S)) are given. In [12], R. Farwig, H. Kozono and H. Sohr
also showed the existence of a very weak solution u ∈ Ls(0, T ;Lq(Ω)) (of Stokes equations) in an
exterior domain when nonzero initial in B
− 2
s
q,s and nonzero boundary data in Ls(0, T ;W
−1
q
q (∂Ω)) for
1 < s <∞, 3 < q <∞ are given.
The following states our result on the unique solvability of the Stokes equations (1.2).
Theorem 1.2. Let 1 < q <∞ Assume that h ∈ B
− 2
q
q (Rn+) with divh = 0, and g ∈ B
− 1
q
,− 12q
q (Rn−1×
R+). In addition, if 1 < q ≤ 3, then we assume that g − Γ ∗x h˜ ∈ B
− 1
q
q0 (R
n−1 × R+) for some
h˜ ∈ B
− 2
q
q (Rn) which is an solenoidal extension of h to Rn. Let f = div F , F ∈ Lp(Rn × R+) for
some p with α1 = 1− (n+2)(
1
p
− 1
q
) > 0. Then there is a unique weak solution u ∈ Lq(Rn+× (0, T ))
with ∇u ∈ Lploc(R
n
+ × (0, T )) satisfying the following inequality
‖u‖Lq(Rn+×(0,T )) ≤ cmax{1, T
1
q }‖h‖
B
−2
q
q (Rn+)
+max{1, T
1
2q }‖g‖
B
−1
q
,− 1
2q
q (Rn−1×(0,T ))
+ ‖gn‖
Lq(0,T ;B˙
− 1
q
q (Rn−1))
+ cT
α1
2 ‖F‖Lp(Rn×(0,T )), q > 3,
and
‖u‖Lq(Rn+×(0,T )) ≤ cmax{1, T
1
q }‖h‖
B
− 2
q
q (Rn+)
+max{1, T
1
2q }‖g − Γ ∗x h˜‖
B
− 1
q
,− 1
2q
q0 (R
n−1×(0,T ))
+ ‖gn‖
Lq(0,T ;B˙
− 1
q
q (Rn−1))
+ cT
α1
2 ‖F‖Lp(Rn×(0,T )), 1 < q ≤ 3.
We organize this paper as follows. In section 2, we introduce the notations and the function
spaces. In section 3 the preliminary estimates in anisotropic spaces for the heat operator, Riesz
operator, and Poisson operator are given. In section 4, we consider Stokes equations (1.2) with the
zero force and the zero initial velocity, and give the proof of Theorem 4.1. In section 5, we complete
the proof of Theorem 1.2 with the help of Theorem 4.1 and the preliminary estimates in section
3. In section 6, we give the proof of Theorem 1.1 applying the estimate of Theorem 1.2 to the
approximate solutions.
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2. Notations and Definitions
We denote by x′ and x = (x′, xn) the points of spaces Rn−1 and Rn, respectively. The multiple
derivatives are denoted by DkxD
m
t =
∂|k|
∂xk
∂m
∂t
for multi index k and nonnegative integer m. For vector
field f = (f1, · · · , fn) on Rn, we write f ′ = (f1, · · · , fn−1) and f = (f ′, fn). Throughout this paper
we denote by c various generic constants. Let Rn+ = {x = (x′, xn) : xn > 0}, Rn+ = {x = (x′, xn) :
xn ≥ 0}, R+ = (0,∞).
For the Banach spaceX and interval I, we denote byX ′ the dual space of X , and by Lp(I;X), 1 ≤
p ≤ ∞ the usual Bochner space. For 0 < θ < 1 and 1 < p < ∞, denote by (X,Y )θ,p the real
interpolation of the Banach space X and Y . For 1 ≤ p ≤ ∞, we write p′ = p
p−1 .
Let Ω be am-dimensional Lipschitz domain, m ≥ 1. Denote by C∞0 (Ω) stands for the collection of
all complex-valued infinitely differentiable functions in Rm compactly supported in Ω. Let 1 ≤ p ≤ ∞
and k be a nonnegative integer. The norms of usual Lebesque space Lp(Ω), the usual Soboelv space
W kp (Ω) (Slobodetskii space W
s
p (Ω) for noninteger s > 0) and the usual homogeneous Sobolev spaces
W˙ kp (Ω) are written by ‖ · ‖Lp(Ω), ‖ · ‖W˙kp (Ω)
, ‖ · ‖Wkp (Ω), respectively. Note that W
0
p (Ω) = W˙
0
p (Ω) =
Lp(Ω). For s ∈ R and 1 ≤ p, q ≤ ∞, denote by Bsp,q(Ω) and B˙
s
p,q(Ω), 1 ≤ p, q ≤ ∞ the usual Besov
spaces and the homogeneous Besov spaces, respectively. For the simplicity, set Bsp(Ω) = B
s
p,p(Ω)
and B˙sp(Ω) = B˙
s
p,p(Ω).
Denote by B˚
s
p(Ω) the set of distributions f ∈ B
s
p(R
m) which is supported in Ω with norm
‖f‖
B˚
s
p(Ω)
= ‖f‖Bsp(Rm) < ∞. It is known that B
s
p(Ω¯) = B
s
p(Ω¯) = B˚
s
p(Ω) if 0 ≤ s <
1
p
, B˚
s
p(Ω) =
(B−sp (Ω))
′ if s < 0(when Ω is Lipschitz domain).
It is also known that Bsp(Ω) = L
p(Ω)∩B˙sp(Ω) for s > 0; B
s
p(Ω) = L
p(Ω)+B˙sp(Ω) for s < 0; B
s
p(Ω) =
(Lp(Ω),W s1p (Ω)) ss1 ,p
for 0 < s < s1; B
s
p(R
m) = (Bs1p (R
m), Bs2p (R
m))θ,p for s = (1 − θ)s1 + θs2 for
0 < θ < 1. See [6, 37, 42, 38, 39] for more properties of the Besov spaces.
Let I be an interval of R. For k ∈ N ∪ {0}, denote by W 2k,kq (Ω× I) and W˙
2k,k
q (Ω× I) the usual
anisotropic Sobolev space (Slobodetskii space W
s, s2
q (Ω × I) for noninteger s > 0) and the usual
homogeneous anisotropic Sobolev space, respectively. Note that W 0,0p (Ω × I) = W˙
0,0
p (Ω × I) =
Lp(Ω× I).
Now, we introduce anisotropic Besov space and its properties (see chapter 4 of [38], chapter 5
of [39], and chapter 3 of [2] for the definition of anisotropic spaces and their properties although
different notations were used in each books).
Define anisotropic Besov space B
s, s2
p (Rm × R) by
B
s, s2
p (Rm × R) =

Lp(R;Bsp(R
m) ∩ Lp(Rm;B
s
2
p (R) if s > 0,
Lp(R;Bsp(R
m) + Lp(Rm;B
s
2
p (R) if s < 0,
(B
−1,− 12
q (Rm × R), B
1, 12
q (Rm × R))1,q if s = 0.
5The homogeneous anisotropic Besov space B˙
s, s2
p (Rm×R) is defined analogously. The above definition
is equivalent to the definitions in [2, 38].
Let Ω be a Lipshcitz domain of Rn and I be an interval in R. Let D′ be the distributions on
Ω× I. For s ∈ R, an anisotropic Besov space B
s, s2
q (Ω× I) is defined by
B
s, 12 s
q (Ω× I) := {f ∈ D
′ | f = F |Ω×I for some F ∈ B
s, 12 s
q (Rn × R)}
with norm ‖f‖
B
s,1
2
s
q (Ω×I)
= inf{‖F‖
B
α, 1
2
α
q (Rn×R)
: F ∈ B
s, 12 s
q (Rn × R) with F |Ω×I = f}. The homo-
geneous anisotropic spaces B˙
s, s2
q (Ω× I) is defined analogously.
Denote by B
s, s2
p0 (Ω × (0, T )) the set of distributions f ∈ B
s, s2
p (Ω × (−∞, T )) which is supported
in Ω× (0, T ) with ‖f‖
B
s, s
2
p0 (Ω×(0,T ))
= ‖f‖
B
s, s
2
p (Ω×(−∞,T ))
<∞. It is known that B
s, s2
p (Ω× [0, T ]) =
B
s, s2
p (Ω × [0, T ]) = B
s, s2
p (Ω × [0, T )) = B
s, s2
p0 (Ω × (0, T )) if 0 ≤ s <
2
p
and B
s, s2
p0 (Ω × (0, T )) =
(B
−s,− s2
p′ (Ω× (0, T )))
′ if s < 0.
The properties of the anisotropic Besov spaces are comparable with the properties of Besov
spaces: B˙
s, s2
p (Ω × I) = Lp(I; B˙sp(Ω)) ∩ L
p(Ω; B˙
s
2
p (I)) and B
s, s2
p (Ω × I) = Lp(Ω × I) ∩ B˙
s, s2
p (Ω × I)
for s > 0; B˙
s, s2
p (Ω× I) = Lp(I; B˙sp(Ω)) + L
p(Ω; B˙
s
2
p (I)) and B
s, s2
p (Ω× I) = Lp(Ω× I) + B˙
s, s2
p (Ω× I)
for s < 0; B
s, s2
p (Ω × I) = (Lp(Ω × I),W 2k,kp (Ω × I)) s2k ,p for 0 < s < 2k; B
α,α2
p (Rm × R) =
(B
α1,
α1
2
p (Rm × R), B
α2,
α2
2
p (Rm × R))θ,p, 0 < θ < 1, α = (1 − θ)α1 + θα2 for any real number
α1 < α2. See [2, 38, 39] for more properties of the anisotropic Besov spaces.
Definition 2.1 (Weak solution to the Stokes equations). Let 1 < q < ∞. Let h, g, f = divF
satisfy the same hypothesis as in Theorem 1.2. Then a vector field u ∈ Lq(Rn+ × (0, T )) with
∇u ∈ Lploc(R
n
+×(0, T )) is called a weak solution of the Stokes system (1.2) if the following conditions
are satisfied:
•(In case ∞ > q > 3)
−
∫ T
0
∫
R
n
+
u ·∆Φdxdt =
∫ T
0
∫
R
n
+
u · Φt −F : ∇Φdxdt+ < h,Φ(·, 0) >Rn+ − < g,
∂Φ
∂xn
>Rn−1×R+
for each Φ ∈ C∞0 (Rn+ × [0, T )) with divxΦ = 0, Φ|xn=0 = 0, where < ·, · >Rn+ denotes the duality
paring between between B
− 2
q
q (Rn+) and B
2
q
q′ (R
n
+) and < ·, · >Rn−1×R+ denotes the duality paring
between between B
− 1
q
,− 12q
q (Rn−1 × (0, T )) and B
1
q
, 12q
q′ (R
n−1 × (0, T )).
•(In case 1 < q ≤ 3)
−
∫ T
0
∫
R
n
+
(u− v) ·∆Φdxdt =
∫ T
0
∫
R
n
+
(u− v) · Φt −F : ∇Φdxdt− < g − v|xn=0,
∂Φ
∂xn
>Rn−1×R+)
for each Φ ∈ C∞0 (Rn+ × [0, T )) with divxΦ = 0, Φ|xn=0 = 0, where v = Γt ∗x h˜ and < ·, · >Rn−1×R+
denotes the duality paring between between B
− 1
q
,− 12q
q0 (R
n−1 × (0, T )) and B
1
q
, 12q
q′ (R
n−1 × (0, T )).
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Definition 2.2 (Weak solution to the Navier-Stokes equations). Let ∞ > q > n + 2. Let h, g
satisfy the same hypothesis as in Theorem 1.1. Then a vector field u ∈ Lq(Rn+ × (0, T )) with
∇u ∈ Lploc(R
n
+ × (0, T )) for some 1 < p ≤ q is called a weak solution of the Navier-Stokes system
(1.1) if the following conditions are satisfied:
−
∫ T
0
∫
R
n
+
u ·∆Φdxdt =
∫ T
0
∫
R
n
+
u · (Φt + (u⊗ u) : ∇Φ)dxdt+ < h,Φ(·, 0) >Rn+ − < g,
∂Φ
∂xn
>Rn−1×R+
for each Φ ∈ C∞0 (Rn+ × [0, T )) with divxΦ = 0, Φ|xn=0 = 0.
3. Preliminaries.
3.1. Basic Theories. According to the usual trace theorem, if u ∈ Bsp(R
n
+) (u ∈ W
s
p (R
n
+)), then
u|xn=0 ∈ B
s− 1
p
p (Rn−1) for s > 1p (see [6]), and if u ∈ B
s, s2
p (Rn+×(0, T )) (u ∈W
s, s2
p (Rn+×(0, T ))), then
u|xn=0 ∈ B
s− 1
p
, s2−
1
2p
p (Rn−1× (0, T )) for s > 1p and u|t=0 ∈ B
s− 2
p
p (Rn+) for s >
2
p
(see [2, 38, 39]). On
the other hand, for a solenoidal vector field u ∈ Lp(Rn+), 1 < p <∞ it holds that un ∈ B˙
− 1
p
p (Rn−1)
with
‖un‖
B˙
− 1
p
p (Rn−1)
≤ c‖u‖Lp(Rn+). (3.1)
Let R = (R1, · · · , Rn) be the Riesz operator on Rn. It is the well known fact that Ri is bounded
operator from Bsp(R
n) to Bsp(R
n) (fromW kp (R
n) toW kp (R
n), k = 0,±1, · · · ) for s ∈ R and 1 < p <∞
(see [37] for the reference). Using the fact that B
s, s2
q (Ω× (0, T )) = Lp(0, T ;Bs(Ω))∩Lp(Ω;B
s
2
p (0, T ))
for s > 0 and Ri is self-adjoint operator, the following boundedness property holds for anisotropic
Besov spaces as follows:
‖Rf‖
B
s, s
2
q (Rn×(0,T ))
≤ c‖f‖
B
s, s
2
q (Rn×(0,T ))
, s ∈ R, 1 < q <∞, (3.2)
(‖Rf‖
W
k, k
2
q (Rn×(0,T ))
≤ c‖f‖
W
k, k
2
q (Rn×(0,T ))
, k = 0, 1, 2, · · · ). (3.3)
3.2. Estimate of the heat operator. Define three types of heat operator T1, T2, T
∗
1 , T
∗
2 by
T1f =
∫ t
−∞
∫
Rn
Γ(x− y, t− s)f(y, s)dyds,
T2g =
∫ t
−∞
∫
Rn−1
Γ(x′ − y′, xn, t− s)g(y
′, s)dy′ds,
T ∗1 f(y, s) =
∫ ∞
s
∫
Rn
Γ(x− y, t− s)f(x, t)dxdt,
T ∗2 g(y, t) =
∫ ∞
s
∫
Rn−1
Γ(x′ − y′, yn, t− τ)g(x
′, τ)dx′dt.
Observing that T ∗1 is the adjoint operator of T1, we can derive the following estimate for T1 and
T ∗1 .
7Lemma 3.1. Let 1 < p <∞ and 0 ≤ α ≤ 2.
‖T1f‖W˙ 2k,kp (Rn×R) + ‖T
∗
1 f‖W˙ 2k,kp (Rn×R) ≤ c‖f‖B˙2k−2,k−1p (Rn×R), k = 0, 1,
‖T1f‖
B˙
α,α
2
p (Rn×R)
+ ‖T ∗1 f‖
B˙
α,α
2
p (Rn×R)
≤ c‖f‖
B˙
α−2, α
2
−1
p (Rn×R)
, 0 < α < 2.
Using the result of Lemma 3.1, the following estimate for T2 and T
∗
2 can be derived.
Lemma 3.2. Let 1 < p <∞ and 0 ≤ α ≤ 2. Then
‖T2g‖W˙ 2k,kp (Rn+×R)
+ ‖T ∗2 g‖W˙ 2k,kp (Rn+×R)
≤ c‖g‖
B˙
2k−1− 1
q
,k− 1
2q
q (Rn−1×R)
, k = 0, 1,
‖T2g‖
B˙
α,α
2
q (Rn+×R)
+ ‖T ∗2 g‖
B˙
α,α
2
q (Rn+×R)
≤ c‖g‖
B˙
α−1− 1
q
, α
2
− 1
2q
q (Rn−1×R)
, 0 < α < 2.
The above lemma will be useful for the proof of Theorem 4.1 and also for the estimate of Γt∗h|xn=0.
Lemma 3.3. Let 1 < q <∞. Define the heat operator T0 by T0h =
∫
Rn
Γ(x− y, t)h(y)dy. Then,
‖T0h‖Lq(Rn×(0,T )) ≤ cmax{1, T
1
q }‖h‖
B
−2
q
q (Rn)
, (3.4)
‖T0h|xn=0‖
B
− 1
q
,− 1
2q
q (Rn−1×(0,T ))
≤ cmax{1, T
1
2q }‖h‖
B
− 2
q
q (Rn)
. (3.5)
Lemma 3.4. Let 1 < p, q < ∞ with 1 − (n+ 2)( 1
p
− 1
q
) > 0. For f ∈ Lp(Rn × (0, T )), define u by
u(x, t) =
∫ t
0
∫
Rn
DxΓ(x−y, t−s)f(y, s)dyds. Let α1 = 1−(n+2)(
1
p
− 1
q
). Then u ∈W
1, 12
p0 (R
n×(0, T ))
with
‖u‖
W
1, 1
2
p0 (R
n×(0,T ))
≤ cmax{1, T
α1
2 }‖f‖Lp(Rn×(0,T )),
‖u‖Lq(Rn×(0,T ) ≤ cT
α1
2 ‖f‖Lp(Rn×(0,T )).
Moreover, u|xn=0 ∈ B
− 1
q
,− 12q
q0 (R
n−1 × (0, T )) with
‖u|xn=0‖
B
− 1
q
,− 1
2q
q0 (R
n−1×(0,T ))
≤ cT
α1
2 ‖f‖Lp(Rn×(0,T )).
4. Stokes equations (1.2) with f = 0 and h = 0
Let (w, r) be the solution of the equations
wt −∆w +∇r = 0, div w = 0, in Rn+ × (0, T ),
w|t=0 = 0, w|xn=0 = G.
(4.1)
Let
Kij(x, t) = −2δijDxnΓ(x, t) + 4Dxj
∫ xn
0
∫
Rn−1
DznΓ(z, t)DxiN(x− z)dz,
where Γ and N are the fundamental solutions of the heat equation and the Laplace equation in Rn,
respectively, that is,
Γ(x, t) =

c
(2pit)
n
2
e−
|x|2
4t if t > 0,
0 if t ≤ 0,
and N(x) =
{ 1
ωn(2−n)|x|n−2
if n ≥ 3,
1
2pi ln |x| if n = 2.
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In [34], an explicit formula for w of the Stokes equations (4.1) with boundary data G = (G′, 0) is
obtained by
wi(x, t) =
n−1∑
j=1
< Kij(x
′ − ·, xn, t− ·), Gj >Rn−1×R+ . (4.2)
Here < ·, · > is a duality paring between B
−α+ 1
q
,−α2+
1
2q
q (Rn−1 × (0, T )) and B
α− 1
q
,α2−
1
2q
q0 (R
n−1 ×
R+) (if G is a function, then < Kij(x′ − ·, xn, t − ·), Gj >Rn−1×R+=
∫ t
0
∫
Rn−1
Kij(x
′ − y′, xn, t −
s)Gj(y
′, s)dy′ds).
Theorem 4.1. Let 1 < q < ∞ and 0 < T < ∞. Let G ∈ B
− 1
q
,− 12q
q0 (R
n−1 × R+) with Gn = 0. Let
w be the vector field defined by (4.2). Then w ∈ Lq(Rn+ × (0, T )) with
‖w‖Lq(Rn+×(0,T )) ≤ cmax{1, T
1
2q }‖G‖
B
− 1
q
,− 1
2q
q0 (R
n−1×(0,T ))
.
Proof. By the definition of the spaceB
− 1
q
, 12q
q0 (R
n−1×(0, T )), the zero extension ofG is in B
− 1
q
, 12q
q (Rn−1×
(−∞, T )). Again, by the definition of the spaceB
− 1
q
, 12q
q0 (R
n−1×(−∞, T )), there is G˜ ∈ B
− 1
q
, 12q
q (Rn−1×
R) with G˜|Rn−1×(0,T ) = G, suppG˜ ⊂ Rn−1×(0,∞) and ‖G˜‖
B
− 1
q
, 1
2q
q (Rn−1×R)
≤ c‖G‖
B
− 1
q
, 1
2q
q0 (R
n−1×(0,T ))
.
Hence, without loss of generality, we assume that G ∈ B
− 1
q
,− 12q
q (Rn−1 × R), supp G ⊂ Rn−1 × R+
with ‖G‖
B
− 1
q
, 1
2q
q (Rn−1×R)
≤ c‖G‖
B
− 1
q
, 1
2q
q0 (R
n−1×(0,T ))
(By density argument, we may assume that
G ∈ C∞0 (R
n−1 × R)).
According to [8], w can be rewritten by the following form
wi(x, t) = −T Gi(x, t)− 4δinI
( n−1∑
j=1
∂
∂xj
T Gj
)
(x, t) + 4
∂
∂xi
S
( n−1∑
j=1
∂
∂xj
T Gj
)
(x, t), i = 1, · · · , n,
(4.3)
where T , S and I are defined by
T Gi(x, t) =
∫ t
−∞
∫
Rn−1
DxnΓ(x
′ − y′, xn, t− τ)Gi(y
′, τ)dy′dτ, (4.4)
If(x, t) =
∫
Rn−1
N(x′ − y′, 0)f(y′, xn, t)dy
′, (4.5)
Sf(x, t) =
∫ xn
0
∫
Rn−1
N(x− y)f(y, t)dy. (4.6)
Observe that T = DxnT2, where T2 is the heat operator defined in section 3. From Lemma 3.2,
we have
‖T G‖Lq(Rn+×R) ≤ c‖G‖
B˙
− 1
q
,− 1
2q
q (Rn−1×R)
. (4.7)
Direct computation shows that for 1 ≤ j ≤ n− 1
I
( n−1∑
j=1
∂
∂xj
T Gj
)
=
n−1∑
j=1
R
′
jT Gj , (4.8)
9where R′ = (R′1, · · · , R
′
n−1) is n − 1 dimensional Riesz operator. By the well known property of
Riesz operator we have
‖I
( ∂
∂xj
T Gj
)
‖Lq(Rn+×R)dt ≤ c
n−1∑
j=1
‖T Gj‖Lq(Rn−1×R) ≤ c‖G‖
B˙
− 1
q
,− 1
2q
q (Rn−1×R)
. (4.9)
Let f(x, t) =
∑n−1
j=1
∂
∂xj
T Gj(x, t). Direct computation also shows that Sf solves
∆Sf(x, t) = divF in Rn+ for each t > 0, Sf |xn=0 = 0, (4.10)
where
Fj := −
1
2
T Gj , j = 1 · · · , n− 1, Fn := I
n−1∑
j=1
∂
∂xj
T Gj(x, t). (4.11)
By the solution representation of Laplace equation (4.10), Sf can be rewritten by the formula
Sf(x, t) = −
∫
R
n
+
(N(x− y)− E(x− y∗))div F (y, t)dy
=
∫
R
n
+
∇x(N(x− y)− E(x − y
∗)) · F (y, t)dy.
Using Calderon Zygmund inequality, we have
‖DxSf‖Lq(Rn+×R) ≤ c‖F‖Lq(Rn+×R) ≤ c‖G‖
B˙
− 1
q
,− 1
2q
q (Rn−1×R)
. (4.12)
Combining (4.7), (4.9) and (4.12), we have
‖w‖Lq(Rn+×R) ≤ c‖G‖
B˙
− 1
q
,− 1
2q
q (Rn−1×R)
. (4.13)
On the other hand, by Young’s theorem and Minkovski’s theorem, we have
‖w‖Lq(Rn+×(0,T )) ≤ cT
1
2q ‖G‖Lq(Rn−1×(0,T )). (4.14)
Recall that B
s, s2
q0 (Ω× (0, T )) = B˙
s, s2
q0 (Ω× (0, T )) + L
q(Ω× (0, T )) for s < 0. Combining from (4.13)
and (4.14), we have
‖w‖Lq(Rn+×(0,T )) ≤ cmax{1, T
1
2q }‖G‖
B
− 1
q
,− 1
2q
q0 (R
n−1×(0,T ))
. (4.15)

Remark 4.2. Let G∗ij(x, y, t) = Dxj
∫ xn
0
∫
Rn−1
Γ(z − y∗, t)DxiN(x − z)dz, y
∗ = (y′,−yn). It is
known that
|DstD
k
xD
m
y G
∗
ij(x, y, t)| ≤
c
ts+
mn
2 (|x− y∗|2 + t)
n+k′+m′
2 (x2n + t)
kn
2
e−
cy2n
t , (4.16)
where 1 ≤ i ≤ n and 1 ≤ j ≤ n− 1 (see Proposition 2.5 of [36]). Using the properties of heat kernel
Γt and the estimates of G
∗
ij , we have
|DstD
k
xDxjKij(x
′ − y′, xn, t)| ≤
c
ts+
1
2 (|x′ − y′|2 + x2n + t)
n+k′
2 (x2n + t)
kn
2
.
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Using this estimate of Kij, direct computation shows that
‖Dxw(·, xn, t)‖Lq(Rn−1) ≤ ct
1
2 x−2n ‖G‖Lq(Rn−1×(0,T )).
and
‖Dxw(·, xn, t)‖Lq(Rn−1×(0,T )) ≤ ct
1
2x
−2− 1
q
n ‖G‖
B˙
− 1
q
,− 1
2q
q0 (R
n−1×(0,T ))
.
5. Proof of Theorem 1.2
Let us consider the Stokes equations (1.2) with general nonhomogeneous data h, f, g with f =
divF . Below, we give a solution formula of the Stokes equations (1.2) decomposed by four vector
field, v, V,∇φ and w which will be defined in section 5.1.
5.1. Solution formula. Let F˜ be an extension of F to Rn × R+, and let f˜ = divF˜ . Define the
projection operator P by
[Pf˜ ]j(x, t) = δij f˜i +DxiDxj
∫
Rn
N(x− y)f˜i(y, t)dy = δij f˜i +RiRj f˜i,
and define Q by
Qf˜ = −Dxi
∫
Rn
N(x− y)f˜i(y, t)dy.
Then
div Pf˜ = 0 in Rn × (0, T ) and f˜ = Pf˜ +∇Qf˜ .
Define V by
V (x, t) =
∫ t
0
∫
Rn
Γ(x− y, t− s)Pf˜(y, s)dyds. (5.1)
Observe that V satisfies the equations
Vt −∆V = Pf˜ , div V = 0 in Rn × (0, T ), V |t=0 = 0 on Rn. (5.2)
Observe that (Pf˜)j = Dxk
(
δijF˜ki +RiRjF˜ki
)
for f˜ = div F˜ . Hence V can be rewritten by
Vj(x, t) = −
∫ t
0
∫
Rn
DykΓ(x− y, t− s)
(
δij F˜ki +RiRjF˜ki
)
(y, s)dyds. (5.3)
Let h˜ be an extension of h satisfying that
div h˜ = 0 in Rn.
Define v by
v(x, t) =
∫
Rn
Γ(x− y, t)h˜(y)dy. (5.4)
Observe that v satisfies the equations
vt −∆v = 0, divv = 0 in Rn × (0, T ), v|t=0 = h˜ on Rn. (5.5)
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Define φ by
φ(x, t) = 2
∫
Rn−1
N(x′ − y′, xn)
(
gn(y
′, t)− vn(x
′, 0, t)− Vn(x
′, 0, t)
)
dy′. (5.6)
Observe that
∆φ = 0,∇φ|xn=0 =
(
R′(gn − vn|xn=0 − Vn|xn=0), gn − vn|xn=0 − Vn|xn=0
)
. (5.7)
Note that ∇φ|t=0 = 0 if gn|t=0 = hn|xn=0.
Let G = (G′, 0), where
G′ = (G1, · · · , Gn−1) = g
′ − v′|xn=0 − V
′|xn=0 −R
′(gn − vn|xn=0 − Vn|xn=0). (5.8)
Note that G′|t=0 = 0 if g|t=0 = h|xn=0. Let w be the vector field defined by the formula (4.2) with
boundary data G = (G′, 0) for G′ as defined in (5.8). Then,
u = w +∇φ+ v + V and p = r − φt +Qf˜ (5.9)
satisfies formally the nonstationary following Stokes equations (1.2).
5.2. Estimates of u = v + V + ∇φ + w. Choose h˜ ∈ B
− 2
q
q (Rn) so that h˜|Rn+ = h and div h˜ = 0.
Choose F˜ ∈ Lp(Rn × R+) so that F˜ |Rn+×R+ = F . Let f˜ = div F˜ .
Let V , v and φ be the corresponding vector fields defined by (5.3), (5.4), and (5.6), respectively,
and let w be defined by (4.2) with G as defined by (5.8).
1) From Lemma 3.3, we have with
‖v‖Lq(Rn+×(0,T )) ≤ cmax{1, T
1
q }‖h‖
B
−2
q
q (Rn+)
.
2) By the Lp boundedness of the Riesz operator (see (3.2)) we have ‖RiRjF˜kl‖Lp(Rn×R+) ≤
c‖F‖Lp(Rn+×R+). Hence, from Lemma 3.4 we have
‖V ‖Lq(Rn×(0,T )) ≤ cT
α1
2 ‖F‖Lp(Rn×(0,T )).
3) Since div V = 0, div v = 0 in Rn+ × (0, T ), vn and Vn have trace (see (3.1)) with
‖Vn(t)|xn=0‖
B˙
− 1
q
q (Rn−1)
≤ c‖V (t)‖Lq(Rn+), ‖vn(t)|xn=0‖
B˙
− 1
q
q (Rn−1)
≤ c‖v(t)‖Lq(Rn+). (5.10)
This leads to the estimate
‖vn|xn=0‖
Lq(0,T ;B˙
− 1
q
q (Rn−1))
≤ ‖v‖Lq(0,T ;Lq(Rn+)) = ‖v‖Lq(Rn+×(0,T )), (5.11)
‖Vn|xn=0‖
Lq(0,T ;B˙
− 1
q
q (Rn−1))
≤ ‖V ‖Lq(0,T ;Lq(Rn+)) = ‖V ‖Lq(Rn+×(0,T )). (5.12)
4) Let Pxn be the Poisson operator defined by
Pxnf(x) = cn
∫
Rn−1
xn
(|x′ − y′|2 + x2n)
n
2
f(y′)dy′,
which satisfies the Laplace equation
−∆Pxnf = 0 in R
n
+, Pxnf |xn=0 = f.
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Observe that
Dxnφ(x, t) = 2
∫
Rn−1
DxnN(x
′ − y′, xn)(gn(y
′, t)− vn(y
′, 0, t)− Vn(y
′, 0, t))dy′
= Pxn(gn − vn|yn=0 − Vn|yn=0),
Dx′φ(x, t) = 2
∫
Rn−1
DxnN(x
′ − y′, xn)R
′(gn − vn|yn=0 − Vn|yn=0)(y
′, t)dy′
= PxnR
′(gn − vn|yn=0 − Vn|yn=0).
Since Poisson operator Pxn is bounded from B˙
− 1
q
q to Lq (see [37] for the reference) and Riesz operator
R′i is L
q bounded, we have that
‖∇φ‖Lq(Rn+×(0,T )) ≤ c‖gn − vn|xn=0 − Vn|xn=0‖
Lq(0,T ;B˙
− 1
q
q (Rn−1))
+ c‖R′
(
gn − vn|xn=0 − Vn|xn=0
)
‖
Lq(0,T ;B˙
− 1
q
q (Rn−1))
≤ c‖gn − vn|xn=0 − Vn|xn=0‖
Lq(0,T ;B˙
− 1
q
q (Rn−1))
≤ c
(
‖gn‖
Lq(0,T ;B˙
− 1
q
q (Rn−1))
+ ‖v‖Lq(Rn+×(0,T )) + ‖V ‖Lq(Rn+×(0,T ))
)
.
5) Applying the last estimates of Lemma 3.3, v|xn=0 ∈ B
− 1
q
,− 12q
q (Rn−1 × (0, T )) with
‖v|xn=0‖
B
− 1
q
,− 1
2q
q (Rn−1×(0,T ))
≤ cmax{1, T
1
2q }‖h‖
B
−2
q
q (Rn+)
.
Applying the last estimates of Lemma 3.4, V |xn=0 ∈ B
− 1
q
,− 12q
q0 (R
n−1 × (0, T )) with
‖V |xn=0‖
B
− 1
q
,− 1
2q
q0 (R
n−1×(0,T ))
≤ T
α1
2 ‖F‖Lp(Rn+×R+).
Since Ri is L
q bounded (see (3.2)),R′(gn − vn|xn=0 − Vn|xn=0) ∈ B
− 1
q
,− 12q
q (Rn−1 × (0, T )) with
‖R′(gn − vn|xn=0 − Vn|xn=0)‖
B
− 1
q
,− 1
2q
q (Rn−1×(0,T ))
≤ ‖(gn − vn|xn=0 − Vn|xn=0)‖
B
− 1
q
,− 1
2q
q (Rn−1×(0,T ))
.
In the end, we conclude thatG′ = g′−v′|xn=0−V
′|xn=0−R
′(gn−vn|xn=0−Vn|xn=0) ∈ B
1
q
,− 12q
q (Rn−1×
(0, T )) with
‖G′‖
B
− 1
q
,− 1
2q
q (Rn−1×(0,T ))
≤ c
(
‖g‖
B
− 1
q
,− 1
2q
q (Rn−1×(0,T ))
+max{1, T
1
2q }‖h‖
B
− 2
q
q (R
n
+)
+ T
α1
2 ‖F‖Lp(Rn+×R+)
)
.
Recall that if q > 3, then B
− 1
q
,− 12q
q (Rn−1×(0, T ))) = B
− 1
q
,− 12q
q0 (R
n−1×(0, T ))). Hence we conclude
that G ∈ B
− 1
q
,− 12q
q0 (R
n−1 × (0, T )).
If 1 < q ≤ 3, then from the fact that V |xn=0 ∈ B
− 1
q
,− 12q
q0 (R
n−1 × (0, T )) and from the hypothesis
g−v|xn=0 = g−Γt∗x h˜|xn=0 ∈ B
− 1
q
,− 12q
q0 (R
n−1× (0, T )), we still conclude that G ∈ B
− 1
q
,− 12q
q0 (R
n−1×
(0, T )) with some modification that
‖G′‖
B
− 1
q
,− 1
2q
q0 (R
n−1×(0,T ))
≤ c
(
‖g − Γt ∗x h˜|xn=0‖
B
− 1
q
,− 1
2q
q0 (R
n−1×(0,T ))
+ T
α1
2 ‖F‖Lp(Rn+×R+)
)
.
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6) Finally, applying Theorem 4.1 to the fact that G = (G′, 0) ∈ B
− 1
q
,− 12q
q0 (R
n−1 × (0, T )), we
conclude that w ∈ Lq(Rn+ × (0, T )) with
‖w‖Lq(Rn+×(0,T )) ≤ cmax{1, T
1
2q }‖G‖
B
− 1
q
,− 1
2q
q0 (R
n−1×(0,T ))
.
This completes the proof of the estimate of the solution in Theorem 1.2.
5.3. Regularity. Using the estimate of the heat kernel Γt, direct computation of v = Γt ∗ h˜ leads
to the estimate that
‖∇v‖Lq(Rn) ≤ ct
− 12 ‖h‖Lq(Rn+)
and
‖∇v‖Lq(Rn) ≤ ct
− 12−
1
q ‖h‖
B˙
− 2
q
q (Rn+)
,
According to Lemma 3.4, Vj(x, t) = −
∫ t
0
∫
Rn
DykΓ(x − y, t − s)
(
δijF˜ki + RiRjF˜ki
)
(y, s)dyds ∈
W
1, 12
p (Rn × (0, T )). Using the estimate of the Poisson kernel DxnN(x
′ − y′, xn), direct computation
of φ =
∫
Rn−1
N(x′ − y′, xn)
(
gn(y
′, t)− vn(y
′, 0, t)− Vn(y
′, 0, t)
)
dy′ leads to the estimate that
‖∇2φ‖Lq(Rn−1×(0,T )) ≤ cx
−1
n ‖gn − vn|xn=0 − Vn|xn=0‖Lq(Rn−1×(0,T ))
and
‖∇2φ‖Lq(Rn−1×(0,T )) ≤ cx
−1− 1
q
n ‖gn − vn|xn=0 − Vn|xn=0‖
Lq(0,T ;B˙
− 1
q (Rn−1))
.
Finally, recall Remark 4.2 that
‖Dxw(·, xn, t)‖Lq(Rn−1) ≤ ct
1
2 x−2n ‖G‖Lq(Rn−1×(0,T )).
and
‖Dxw(·, xn, t)‖Lq(Rn−1) ≤ ct
1
2 x
−2− 1
q
n ‖G‖
B˙
− 1
q
,− 1
2q
q0 (R
n−1×(0,T ))
,
where G = (G′, 0), G′ = g′−v′|xn=0−V
′|xn=0−R
′(gn−vn|xn=0−Vn|xn=0). Therefore, we conclude
that ∇u = ∇(v + V +∇φ+ w) ∈ Lploc(R
n
+ × (0, T )).
5.4. Uniqueness. Suppose that (u1, p1) and (u2, p2) are very weak solutions of the Stokes equations
(1.2) in the class Lq(Rn+ × (0, T )), then u1 − u2 satisfies the variational formulation∫ T
0
∫
R
n
+
(u1 − u2) · (−φt −∆φ +∇pi)dxdt = 0
for any φ ∈ C∞0,σ(R
n
+ × [0, T )) = {φ ∈ C
∞
0 (R
n
+ × (0, T )) | div φ(·, t) = 0 for all t ∈ (0, T )}. Since
{−φt−∆φ+∇pi : φ ∈ C
∞
0,σ(R
n
+× [0, T ))} is dense in L
q
q−1 (Rn+× [0, T )), we conclude that u1−u2 = 0
a.e. in Rn+× (0, T ). Therefore, the uniqueness of the solution of the Stokes system (1.2) holds in the
class Lq(Rn+ × (0, T )).
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6. Nonlinear problem
In this section we would like to give a proof of Theorem 1.1. For the purpose of it, we construct
approximate solutions and then derive uniform convergence in Lq(Rn+ × (0, T )). For the uniform
estimates, bilinear estimates should be preceded.
Choose p = q2 . Then α1 = 1− (n+ 2)(
1
p
− 1
q
) > 0 for any q > n+ 2 and
‖(u⊗ v)‖Lp(Rn×(0,T )) ≤ c‖u‖Lq(Rn×(0,T ))‖v‖Lq(Rn×(0,T )) (6.1)
for any u, v ∈ Lq(Rn × (0, T )).
6.1. Proof of Theorem 1.1. In this section we would like to construct a solution of the Navier-
Stokes equations (1.1).
6.1.1. Approximating solution. Let (u1, p1) be the solution of the equations
u1t −∆u
1 +∇p1 = 0, div u1 = 0, in Rn+ × (0, T ),
u1|t=0 = h, u
1|xn=0 = g.
(6.2)
Let m ≥ 1. After obtaining (u1, p1), · · · , (um, pm) construct (um+1, pm+1) which satisfies the equa-
tions
um+1t −∆u
m+1 +∇pm+1 = fm, div um+1 = 0, in Rn+ × (0, T ),
um+1|t=0 = h, u
m+1|xn=0 = g,
(6.3)
where fm = −div(um ⊗ um).
6.1.2. Uniform boundedness. Let q > n+ 2. By the result of Theorem 1.2, we have
‖u1‖Lq(Rn+×(0,T )) ≤ c1
(
max{1, T
1
q }‖h‖
B
− 2
q
q (Rn+)
+max{1, T
1
2q }‖g‖
B
− 1
q
,− 1
2q
q (Rn−1×(0,T ))
+ ‖gn‖
Lq(0,T ;B˙
− 1
q
q (Rn−1))
)
, (6.4)
According to bilinear estimate 6.1, choosing p = q2 , we have
‖(um ⊗ um)‖Lp(Rn×(0,T )) ≤ c‖u
m‖2Lq(Rn×(0,T )).
Hence, we have
‖um+1‖Lq(Rn+×(0,T )) ≤ c1
(
max{1, T
1
q }‖h‖
B
− 2
q
q (Rn+)
+max{1, T
1
2q }‖g‖
B
− 1
q
,− 1
2q
q (Rn−1×(0,T ))
+ ‖gn‖
Lq(0,T ;B˙
− 1
q
q (Rn−1))
+ T
1
2−
n+2
2q ‖um‖2Lq(Rn+×(0,T ))
)
. (6.5)
Set
M0 = ‖h‖
B
− 2
q
q (Rn+)
+ ‖g‖
B
− 1
q
,− 1
2q
q (Rn−1×(0,T ))
+ ‖gn‖
Lq(0,T ;B˙
− 1
q
q (Rn−1))
.
Choose M > 2c1M0. Then (6.4) leads to the estimate
‖u1‖Lq(Rn+×(0,T )) ≤ c1M0 < M for T ≤ 1.
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Under the condition that ‖um‖Lq(Rn+×(0,T )) ≤M , (6.5) leads to the estimate
‖um+1‖Lq(Rn+×(0,T )) ≤ c1M0 + c1T
1
2M2 for T ≤ 1.
Choose 0 < T ≤ 1(2c1M)2 , together with the condition T ≤ 1. Then by the mathematical induction
argument we can conclude that
‖um‖Lq(Rn+×(0,T )) ≤M for all m = 1, 2 · · · .
6.1.3. Uniform convergence. Let Um = um+1 − um and Pm = pm+1 − pm. Then Um satisfies the
equations
Umt −∆U
m +∇Pm = −div(um ⊗ Um−1 + Um−1 ⊗ um−1), div Um = 0, in Rn+ × (0, T ),
Um|t=0 = 0, U
m|xn=0 = 0,
By the result of Theorem 1.2, we have
‖Um‖Lq(Rn+×(0,T )) ≤ c2T
1
2−
n+2
2q ‖(um ⊗ Um−1 + Um−1 ⊗ um−1)‖Lp(Rn+×(0,T ))
≤ c2T
1
2−
n+2
2q (‖um‖Lq(Rn+×(0,T )) + ‖u
m−1‖Lq(Rn+×(0,T )))‖U
m−1‖Lq(Rn+×(0,T )).
Choose 0 < T ≤ 12c2M together with the condition T ≤
1
(2c1M)2
and T ≤ 1. Then, the above
estimate leads to the
‖Um‖Lq(Rn+×(0,T )) ≤
1
2
‖Um−1‖Lq(Rn+×(0,T )). (6.6)
(6.6) implies that the infinite series
∑∞
k=1 U
k converges in Lq(Rn+ × (0, T )). Again it means that
um = u1 +
∑m
k=1 U
k converges to u1 +
∑∞
k=1 U
k in Lq(Rn+ × (0, T )). Set u := u
1 +
∑∞
k=1 U
k.
6.2. Existence and regularity. Let u be the same one constructed by the previous section. In
this section, we will show that u satisfies weak formulation of Navier-Stokes equations, that is, u is
a weak solution of Navier-Stokes equations with appropriate distribution p.
Let Φ ∈ C∞0 (Rn+ × (0, T )) with div Φ = 0 and Φ|xn=0 = 0. Observe that
−
∫ T
0
∫
R
n
+
um+1·∆Φdxdt =
∫ T
0
∫
R
n
+
um+1·Φt+(u
m⊗um) : ∇Φdxdt+ < h,Φ(·, 0) >Rn+ − < g,
∂Φ
∂xn
>Rn−1×R+ .
Now send m to the infinity, then, since um → u in Lq(Rn+ × (0, T )), we have
−
∫ T
0
∫
R
n
+
u ·∆Φdxdt =
∫ T
0
∫
R
n
+
u ·Φt+(u⊗u) : ∇Φdxdt+ < h,Φ(·, 0) >Rn+ − < g,
∂Φ
∂xn
>Rn−1×R+ .
(6.7)
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Since u satisfies the Stokes equations (1.2) with f = −divF = −div(u⊗u), u can be decomposed
by u = v + V +∇φ+ w, where
v(x, t) =
∫
Rn
Γ(x− y, t)h˜(y)dy,
Vj(x, t) =
∫ t
0
∫
Rn
DxkΓ(x− y, t− s)[δij u˜ku˜i +RiRj u˜ku˜i](y, s)dyds,
φ(x, t) = 2
∫
Rn−1
N(x′ − y′, xn)
(
gn(y
′, t)− vn(y
′, 0, t)− Vn(y
′, 0, t)
)
dy′
wi =
n−1∑
j=1
∫ t
0
∫
Rn−1
Kij(x
′ − y′, xn, t− s)Gj(y
′, s)dy′ds,
for G = (g′−V ′|xn=0− v
′|xn=0−R
′(gn− vn|xn=0−Vn|xn=0, 0). Observe that δij u˜ku˜i+RiRj u˜ku˜i ∈
L
q
2 (Rn+ × (0, T )). According to Lemma 3.4, Vj(x, t) ∈ W
1, 12
q
2
(Rn × (0, T )). On the other hand, by
the same argument in section 5.3, we have
‖∇v‖Lq(Rn) ≤ ct
− 12 ‖h‖Lq(Rn+)
‖∇v‖Lq(Rn) ≤ ct
− 12−
1
q ‖h‖
B˙
− 2
q
q (R
n
+)
,
‖∇2φ‖Lq(Rn−1×(0,T )) ≤ cx
−1
n ‖gn − vn|xn=0 − Vn|xn=0‖Lq(Rn−1×(0,T ))
‖∇2φ‖Lq(Rn−1×(0,T )) ≤ cx
−1− 1
q
n ‖gn − vn|xn=0 − Vn|xn=0‖
Lq(0,T ;B˙
− 1
q (Rn−1))
,
‖Dxw(·, xn, t)‖Lq(Rn−1) ≤ ct
1
2 x−2n ‖G‖Lq(Rn−1×(0,T )),
‖Dxw(·, xn, t)‖Lq(Rn−1) ≤ ct
1
2 x
−2− 1
q
n ‖G‖
B˙
− 1
q
,− 1
2q
q (Rn−1×(0,T ))
.
and
‖Dxw(·, xn, t)‖Lq(Rn−1) ≤ ct
1
2 x−2n ‖G‖Lq(Rn−1×(0,T )).
Therefore, we conclude that ∇u = ∇(v + V + ∇φ + w) ∈ L
q
2
loc(R
n
+ × (0, T )). This leads to the
conclusion that u is a weak solution of the Navier-Stokes equations (1.1).
6.3. Uniqueness. Let v ∈ Lq(Rn+ × (0, T )) be another solution of Naiver-Stokes equations (1.1)
with pressure q. Then u− v satisfies the equations
(u− v)t −∆(u − v) +∇(p− q) = −div(u⊗ (u− v) + (u − v)⊗ v) in Rn+ × (0, T ),
div (u− v) = 0, in Rn+ × (0, T ),
(u− v)|t=0 = 0, (u− v)|xn=0 = 0.
Applying Theorem 1.2 to the above Stokes equations for u− v, then we have
‖u− v‖Lq(Rn+×(0,T1)) ≤ cT
1
2−
n+2
2q
1 ‖u⊗ (u − v) + (u− v)⊗ v‖Lp(Rn+×(0,T1))
≤ c3T
1
2−
n+2
2q
1 (‖u‖Lq(Rn+×(0,T1)) + ‖v‖Lq(Rn+×(0,T1)))‖u− v‖Lq(Rn+×(0,T1)), T1 ≤ T.
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If we take T1 ≤
1
4c23(‖u‖Lq(Rn+×(0,T ))
+‖v‖Lq(Rn
+
×(0,T ))+1)2
together with T1 ≤ 1, then the above inequality
leads to the conclusion that
‖u− v‖Lq(Rn+×(0,T1)) = 0 that is, u ≡ v in R
n
+ × (0, T1).
By the same argument, we can show that
‖u− v‖Lq(Rn+×(T1,2T1)) = 0 that is, u ≡ v in R
n
+ × (T1, 2T1).
After iterating this procedure finitely many times, we obtain the conclusion that u = v in Rn+×(0, T ).
Appendix A. Proof of Lemma 3.1
The following is well known estimates(see section 4.3 in [30] for the reference):
‖T1f‖W˙ 2,1q (Rn×R) ≤ c‖f‖Lq(Rn×R). (A.1)
Observe that T ∗1 is adjoint operator of T1, since∫
R
∫
Rn
T1ψ(x, t)dxdt =
∫
R
∫
Rn
T ∗1 φ(y, s)ψ(y, s)dyds.
Observe that D2yT
∗
1 f, DsT
∗
1 f have L
p Fourier multipliers since the Fourier transform of T ∗1 f is
T̂ ∗1 f =
1
|ξ|2−iη fˆ(ξ, η). By the well known theory for the multiplier (see [37]) we have
‖T ∗1 f‖W˙ 2,1p (Rn×R) ≤ c‖f‖Lp(Rn×R), 1 < p <∞. (A.2)
Since T ∗ is the adjoint operator of T , (A.2) implies that
‖T1f‖Lp(Rn×R) ≤ c‖f‖W˙−2,−1p (Rn×R), (A.3)
and (A.1) implies that
‖T ∗1 f‖Lp(Rn×R) ≤ c‖f‖W˙−2,−1p (Rn×R). (A.4)
Applying real interpolation theory to (A.3) and (A.1), we complete the proof of the estimate T1f in
Lemma 3.1 for 2 > α > 0. Also, applying real interpolation theory to (A.4) and (A.2), we complete
the proof of the estimate T ∗1 f in Lemma 3.1 for 2 > α > 0.
Appendix B. Proof of Lemma 3.2
The following is well known estimates(see section 4.3 in [30] for the reference):
‖T2g‖W˙ 2,1q (Rn+×R)
≤ c‖g‖
B˙
1− 1
q
, 1
2
− 1
2q
q (Rn−1×R)
. (B.1)
Firstly, let us derive the estimate of T2g. Observe the identity∫ ∞
−∞
∫
R
n
+
T2g(x, t)φ(x, t)dxdt =< g, T
∗
1 φ|yn=0 > (B.2)
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holds for φ ∈ C∞0 (R
n
+ × R), where T
∗
1 φ(y, s) =
∫∞
s
∫
Rn
Γ(x − y, t− s)φ(x, t)dxdt and < ·, · > is the
duality pairing between B˙
−1− 1
q
,− 12−
1
2q
q (Rn−1 × R) and B˙
1+ 1
q
, 12+
1
2q
q′ (R
n−1 × R). From the result of
Lemma 3.1 we have
‖T ∗1 φ‖W˙ 2,1
q′
(Rn×R) ≤ c‖φ‖Lq′(Rn×R) = ‖φ‖Lq′ (Rn+×R)
. (B.3)
By trace theorem, we have
‖T ∗1 φ|yn=0‖
B˙
1+ 1
q
, 1
2
+ 1
2q
q′
(Rn−1×R)
≤ c‖T ∗1 φ‖W˙ 2,1
q′
(Rn×R) ≤ c‖φ‖Lq′ (Rn+×R)
. (B.4)
Apply the estimate (B.4) to (B.2), we have
‖T2g‖Lq(Rn+×R) ≤ c‖g‖
B˙
−1− 1
q
,− 1
2
− 1
2q
q (Rn−1×R)
. (B.5)
Applying real interpolation theory to (B.5) and (B.1), we complete the proof of the estimate of T2g
in Lemma 3.2.
Analogously, we can derive the estimate of T ∗2 g, observing the identity∫ ∞
−∞
∫
R
n
+
T ∗2 g(y, s)φ(y, s)dyds =< g, T1φ|xn=0 > (B.6)
holds for φ ∈ C∞0 (R
n
+ × R), where T1φ(x, t) =
∫ t
−∞
∫
Rn
Γ(x− y, t− s)φ(y, s)dyds and < ·, · > is the
duality pairing between B˙
−1− 1
q
,− 12−
1
2q
q (Rn−1×R) and B˙
1+ 1
q
, 12+
1
2q
q′ (R
n−1×R). By the same procedure
as for the estimate of T2f(We omit the details), we can obtain the estimate of T
∗
2 g that
‖T ∗2 g‖Lq(Rn+×R) ≤ c‖g‖
B˙
−1− 1
q
,− 1
2
− 1
2q
q (Rn−1×R)
. (B.7)
Since DykDylT
∗
2 g = T
∗
2 (DykDylg) for k, l 6= n, and DsT
∗
2 g = T
∗
2 (Dsg) we have∑
k 6=n
‖D2xkT
∗
2 g‖Lq(Rn+×R) + ‖DsT
∗
2 g‖Lq(Rn+×R) ≤ c‖g‖
B˙
1− 1
q
, 1
2
− 1
2q
q (Rn−1×R)
. (B.8)
Since D2xnT
∗
2 g = −DsT
∗
2 g −
∑
neqnD
2
xk
T ∗2 g, we again have
‖∆yT
∗
2 g‖Lq(Rn+×R) + ‖DsT
∗
2 g‖Lq(Rn+×R) ≤ c‖g‖
B˙
1− 1
q
, 1
2
− 1
2q
q (Rn−1×R)
. (B.9)
By the well known elliptic theory T ∗2 g|yn=0 = 0 implies that
‖D2yT
∗
2 g‖Lq(Rn+×R) ≤ c‖∆yT
∗
2 g‖Lq(Rn+×R).
Combining all the above estiamtes we conclude that
‖T ∗2 g‖W 2,1q (Rn+×R)
≤ c‖g‖
B˙
1− 1
q
, 1
2
− 1
2q
q (Rn−1×R)
. (B.10)
Applying real interpolation theory to (B.7) and (B.10), we complete the proof of the estimate of
T ∗2 g in 3.2 for 0 < α < 2.
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Appendix C. Proof of Lemma 3.3
• First we would like to derive the estimate of T0h = Γt ∗ h.
Let us consider the case h ∈ B˙
− 2
q
q (Rn). Observe the identity
∫∞
0
∫
Rn
T0h(x, t)φ(x, t)dxdt =<
h, T ∗1 φ|s=0 > holds for φ ∈ C
∞
0 (R
n × R),where T ∗1 φ(y, s) =
∫∞
s
∫
Rn
Γ(x − y, t − s)φ(x, t)dxdt, and
< ·, · > is the duality pairing between B˙
− 2
q
q (Rn) and B˙
2
q
q′(R
n). From the result of Lemma 3.1, we
have
‖T ∗1 φ‖W˙ 2,1
q′
(Rn×R) ≤ c‖φ‖Lq′(Rn×R).
By trace theorem this implies that
‖T ∗1 φ|s=0‖
B˙
2− 2
q′
q′
(Rn)
≤ c‖T ∗1 φ‖W˙ 2,1
q′
(Rn×R) ≤ c‖φ‖Lq′(Rn×(0,∞)).
Hence, we have
< h, T ∗1 φ|s=0 >≤ c‖h‖
B˙
− 2
q
q (Rn)
‖T ∗1 φ‖
B˙
2− 2
q′ (Rn)
≤ c‖h‖
B˙
− 2
q
q (Rn)
‖φ‖Lq′(Rn×R).
Again this leads to the conclusion that
‖T0h‖Lq(Rn×R) ≤ c‖h‖
B˙
− 2
q
q (Rn)
. (C.1)
On the other hand, by Young’s theorem we have
‖T0h‖Lq(Rn×(0,T )) ≤ cT
1
q ‖h‖Lq(Rn). (C.2)
From the fact that Bsq(R
n) = B˙sq(R
n) + Lq(Rn) for s < 0, (C.1) and (C.2) imply that
‖T0h‖Lq(Rn×(0,T )) ≤ cmax{1, T
1
q }‖h‖
B
−2
q
q (Rn)
. (C.3)
• Now, we will derive the estimate of T0h|xn=0 = Γt ∗ f |xn=0.
Let h ∈ B˙
− 2
q
q (Rn). Observe the identity
< T0h, φ >=< h, T
∗
2 φ|s=0 >, (C.4)
holds for any φ ∈ C∞0 (R
n−1 × R), where T ∗2 φ(y, s) =
∫∞
s
∫
Rn−1
Γ(x′ − y′, yn, t− s)φ(x
′, t)dx′dt and
< ·, · > is the duality pairing between B˙
− 2
q
q (Rn) and B˙
2
q
q′(R
n) . From the result of Lemma 3.2,
T ∗2 φ ∈ W˙
2,1
q′ (R
n
+ × R) with
‖T ∗2 φ‖W˙ 2,1
q′
(Rn+×R)
≤ c‖φ‖
B˙
1
q
, 1
2q
q′
(Rn−1×R)
.
By Trace theorem, this implies that T ∗2 φ
∣∣∣
s=0
∈ B˙
2
q
q′(R
n
+) with
‖T ∗2 φ
∣∣∣
s=0
‖
B˙
2
q
q′
(Rn+)
≤ c‖φ‖
B˙
1
q
, 1
2q
q′
(Rn−1×R)
.
Hence
< h, T ∗2 φ
∣∣∣
s=0
>≤ c‖h‖
B˙
− 2
q
q (Rn)
‖φ‖
B˙
1
q
, 1
2q
q′
(Rn−1×R)
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Applying the above estimate to (C.4), we conclude that T0h|xn=0 ∈ B˙
1
q
,− 12q
q (Rn−1 × R) with
‖T0h|xn=0‖
B˙
− 1
q
,− 1
2q
q (Rn−1×R)
≤ c‖h‖
B˙
− 2
q
q (Rn)
. (C.5)
On the other hand, by Young’s inequality we have
‖T0h|xn=0‖Lq(Rn−1×(0,T )) ≤ cT
1
2q ‖h‖Lq(Rn). (C.6)
Recall the fact that B
s, s2
q (Ω× (0, T )) = B˙
s, s2
q (Ω× (0, T ))+Lq(Ω× (0, T )) for s < 0. Combining (C.5)
and (C.6), we have
‖T0h|xn=0‖
B
− 1
q
,− 1
2q
q (Rn−1×(0,T ))
≤ cmax{1, T
1
2q }‖h‖
B
− 2
q
q (Rn)
. (C.7)
Appendix D. Proof of Lemma 3.4
Note that u = DxT1f˜ . By Lemma 3.1, the following estimate holds
‖u‖
W˙
1, 1
2
p (Rn×R)
≤ ‖T1f˜‖W˙ 2,1p (Rn×R) ≤ c‖f˜‖Lp(Rn×R)).
On the other hand, by Young’s inequality we have
‖u‖Lq(Rn×(0,T )) ≤ cT
α1
2 ‖f‖Lp(Rn×(0,T )), (D.1)
where α1 = 1− (n+ 2)(
1
p
− 1
q1
) > 0.
Now we will derive the estimate of u|xn=0 in B
− 1
q
,− 12q
q0 (R
n−1 × (0, T )). Choose q1 =
(n+1)q
n+2 so
that q1 < q and (β1 :=)1− (n+ 2)(
1
p
− 1
q1
) > 1
q1
. By Young’s inequality
‖u|xn=0‖Lq1(Rn−1×(0,T )) ≤ cT
β1
2 −
1
2q1 ‖f‖Lp(Rn×(0,T )). (D.2)
Observe that Lq1(Rn−1 × (0, T )) ⊂ B
− 1
q
,− 12q
q0 (R
n−1 × (0, T )) for −n+1
q1
= − 1
q
− n+1
q
. Note that
β1
2
−
1
2q1
=
1
2
(1− (n+ 2)(
1
p
−
1
q1
))−
1
2q1
=
1
2
(1− (n+ 2)(
1
p
−
1
q
)) =
α1
2
.
This completes the proof of Lemma 3.4.
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