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Abstract People have come to refer to reviews for valuable information on prod-
ucts before making a purchase. Digesting relevant opinions regarding a product by
reading all the reviews is challenging. An automated methodology which aggregates
opinions across all the reviews for a single product to help differentiate any two prod-
ucts having the same overall rating is defined. In order to facilitate this process, rating
values, which capture the overall satisfaction, and written reviews, which contain the
sentiment of the experience with a product, are fused together. In this manner, each
reviewer’s opinion is expressed as an interval rating by means of hesitant fuzzy lin-
guistic term sets. These new expressions of opinion are then aggregated and expressed
in terms of a central opinion and degree of consensus representing the agreement
among the sentiment of the reviewers for an individual product. A real case exam-
ple based on 2,506 TripAdvisor reviews of hotels in Rome during 2017 is provided.
The efficiency of the proposed methodology when discriminating between two ho-
tels is compared with the TripAdvisor rating and median of reviews. The proposed
methodology obtains significant differentiation between product rankings.
Keywords hesitant fuzzy linguistic term sets · linguistic decision making ·
consensus models · tourism · reviews
1 Introduction
Marketing research has found that consumers influence each other in their decision
making process [4]. On internet platforms, this influence is derived from ratings and
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reviews [2]. These reviews facilitate the decision-making process between people
using the same platform; particularly, in the case of experiential good. Consumer re-
views are important for products such as destinations, hotels, and restaurants because
it is difficult for people to assess their quality before consuming them [14]. Hence,
online ratings and reviews serve as a word-of-mouth providing indirect experiences
to interested consumers [36]. According to Nielsen1, 70% of social media users go
online to read about other people’s experiences with an item at least once a month.
Several online communities such as Tripadvisor 2, Yelp3, and Booking4 have be-
come a preferred source of information in tourism and hospitality. However, while
these communities facilitate consumers’ search for information, it is difficult for them
to process and judge it [14]. When online consumers view a product’s website, they
do not necessarily know the true quality of the product because they cannot touch
it. Therefore, the consumer may not be able to judge a product’s quality precisely
[7], so he relies on the reviews and ratings posted to these online communities for
information.
One study by Gavilan et al. [8], found that users trust low ratings more than high
ratings. In addition, they identified a moderating effect between the relationship of
the number of ratings and their trustworthiness. The trustworthiness of low ratings
was not impacted by the number of ratings. In contrast, high ratings were found to be
trustworthy only when expressed by a high number of reviews.
Several studies have shown that people are more comfortable expressing their
preferences in an abstract manner based on linguistic models rather than purely in a
quantitative manner [1, 9, 31]. Decision-support systems that consider linguistic val-
ues to describe alternatives have been developed to facilitate Group Decision-Making
(GDM). These linguistic descriptors enable systems to handle the imprecision in-
volved in decision processes as intervals or fuzzy values [1, 16]. Rodrı́guez et al.
[25] introduced Hesitant Fuzzy Linguistic Term Sets (HFLTSs) over a well-ordered
set of linguistic labels to reflect the hesitancy inherent in human reasoning. Several
decision making approaches and applications based on HFLTSs have been developed
[6, 10, 18, 26, 27, 28]. In addition, some contributions have analyzed the quantifica-
tion of the level of agreement or consensus among reviewers by means of HFLTSs
[5, 24, 34, 33].
The recommendation task has two distinct components. The first part considers
the preferences of the user while the second part ranks the alternatives in order of
relevance for the user and recommends an item [29]. In spite of a recommender sys-
tem’s ability to narrow information specific to a user’s interest, users are still left
with the task of differentiating between the suggested items. Therefore, the focus of
this work is on the second part of the recommendation task. Our objective is to ease
this differentiating process by introducing a measure of consensus representing the
agreement among reviewers of an individual item. As previously mentioned, users
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low ratings regardless the number of reviews [8]. Therefore, a measure of consensus
which takes into account the number of reviews, and the agreement and disagreement
among the opinions can expedite the decision making process.
This paper moves in two directions: first, building hesitant terms from reviewer
ratings and written reviews and second, to measure the consensus of these reviews
for a single item to discriminate between items in the same rating category. In this
paper we consider HFLTSs to jointly represent the ratings and the text for each re-
view. This new rating is obtained by incorporating the values obtained from sentiment
analysis of the written reviews with the reviewer’s rating. Then, a measure of consen-
sus, defined by Montserrat et al. [19], that takes into account both the agreement and
disagreement among reviewers, is taken. In this way, the methodology allows us to
distinguish differences among ratings that were initially equally informed.
The main contributions of this paper are threefold. First, hesitancy is introduced
into each review by combining a reviewer’s product rating with sentiment from his
written opinion. It provides a compact yet expressive product assessment. A classic
approach to sentiment analysis has been chosen in this methodology in order to fo-
cus the attention on the development of hesitancy in the reviews. More sophisticated
methods such as machine learning and deep learning [3] may have been implemented
in this methodology. However, the objective of the paper is to showcase the benefits
of expressing reviews as HFLTS. Second, reviews for a single product are repre-
sented by their centroid enabling users to grasp the range of opinions without having
to read further as it fuses information from text written opinions and ratings. Third,
the centroid is accompanied by a corresponding consensus measure which quantifies
the level of agreement of the reviews. The proposed methodology is implemented on
a real case example. The results show that a list of products having the same initial
rating can now be distinguishable from one another by using the proposed methodol-
ogy. It provides an order to sort the products in a way that can be easily understood
by the user.
The rest of this paper is structured as follows: firstly, Section 2 introduces a
method to define HFLTS from text reviews and ratings, and summarizes the basic
concepts already presented in a previous study [19]. Section 3 introduces our pro-
posed methodology and a real case application of it. Finally, Section 4 contains the
main conclusions and lines of future research.
2 Preliminaries
This section briefly explains the concepts of the methodology. Specifically, the exten-
sion of sentiment analysis to HFLTSs and the measurement of their consensus.
2.1 Defining HFLTSs from text reviews and ratings
Affective computing and sentiment analysis have the potential to enhance the capabil-
ities of recommender systems by excluding items which received negative feedback
from a set of recommendations [3]. While affective computing is focused on detect-
ing emotions [22], sentiment analysis classifies text according to polarity (eg. positive
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and negative sentiment) [21]. Cambria [3] identified a list of common tasks between
the two new interdisciplinary fields including identifying pro and con expressions
in reviews which may influence the reviewer’s overall judgement, agreement detec-
tion, subjectivity detection, and multimodal fusion. The article concludes with a call
for next-generation sentiment-mining systems to better understand natural language
opinions.
Recommender systems rely on a set of ratings for any particular item in order to
provide users with a ranked list of items. Reviewers may provide ratings in different
formats such as numerical ratings, number of stars, or written reviews. Linguistic
ratings may be associated with the number of stars. For example, on TripAdvisor, an
“average” rating is equivalent to three stars on a scale from one to five. We propose
that written reviews along with ratings can be used to determine more representative
linguistic expressions of human assessments of an item.
Words mean different things for different people and different contexts [15]. This
has been an important issue in linguistic decision making in recent times. To tackle
this concern, previous studies proposed personalized individual semantics with re-
spect to HFLTS in large-scale groups of decision makers [12, 13]. In this paper, we
address this difference in the interpretation of words by applying some sentiment
analysis to the written reviews to capture the entire essence of a review.
In order to define this representative linguistic expression, the sentiment of each
review needs to be determined. Some sentiment analysis methods consider degrees
of positivity [3], while others focus on binary classification of positive and negative
sentiment [32]. Since neutral sentiment is between positive and negative sentiment,
it may be viewed as potential noise [32, 30]. Therefore, Valdivia et al. [32] proposed
to detect and filter out neutral opinions to improve sentiment classification. Although
the technique improves classification performance, our methodology does not require
precise classification but rather the essence of positive and/or negative sentiment in-
herent in the text reviews to be reflected in the linguistic expression. Furthermore,
they apply consensus voting between multiple sentiment analysis methods to com-
pensate for their lack of agreement in neutrality detection [32]. Although this tech-
nique could potentially be applied to the context of the presented methodology, we
have chosen to develop it with a classic approach and highlight the potential use of
hesitancy in reviews.
Sentiment analysis with the AFINN lexicon [20] is proposed to evaluate the opin-
ions in the text. AFINN is a list of 2477 English words and phrases rated for va-
lence with an integer between minus five and plus five. Here minus is an indicator
of badness and plus of goodness of a review. In a study of twenty-four off-the-shelf
methods of sentiment analysis performed on eighteen labeled datasets, Ribeiro et al.
[23] found that no single method achieved the best prediction performance across
all the datasets tested. The methods were tested on tweet, comment, and review text.
AFINN was second in mean rank for three-class classification (positive, negative, and
neutral) across the comments datasets behind the VADER method [11]. VADER is a
lexicon and rule-based sentiment analysis tool trained on sentiments in social media
that is based on a gold standard. However, AFINN was eighth for two-class classifi-
cation (positive and negative) for the reviews datasets ahead of VADER. There was
no three-class classification for reviews as the datasets did not contain a considerable
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number of neutral messages. As our method is interested in modeling all three types
of sentiment, we selected AFINN.
Words for each review r are matched to the words in the AFINN dictionary. The
output is a set of matching words {wr1, . . . , wrp}. For each review, r, each wordwrj ,
j ∈ {1, . . . , p} is associated with a valence v(wrj) ∈ {−5, . . . , 5} and a frequency
of occurrence f(wrj) ∈ {1, . . . , qr} in the review.
Example 1 Let us consider a hotel with five reviews with each review consisting of
text and a numerical rating. The results of the sentiment analysis output after applying
AFINN is given in Table 1. A set of words identified from the AFINN dictionary
along with their associated valence for the five reviews are shown.







































Table 1: Output of sentiment analysis for hotel reviews
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Definition 1 Based on the valence v(wrj) and frequency f(wrj) of each word in
a review, a HFLTS is assigned to each rating. The positive and negative sentiment
contributions, S+r and S
−














| v(wrj) | ·f(wrj)
p∑
j=1
| v(wrj) | ·f(wrj)
(2)
Example 2 Continuing with Example 1, the positive and negative sentiment contri-
butions are computed according to Equations 1 and 2, respectively. The results are







Table 2: Review sentiment contributions for a
hotel
Definition 2 Once the positive and the negative sentiment contributions have been
calculated for each review r, we can define a HFLTS [aH−r , aH+r ] following Equation
3. We consider a reviewer’s hesitancy to be inclusive of the numerical rating R given
for the same review r.
H+r = min(5, bR+R · S+r c)
H−r = max(1, bR−R · S−r c)
(3)
Example 3 For each of the reviews r in Example 2, a reviewer has assigned a nu-
merical rating R. The HFLTS computed from Equation 3 for each review is shown in
Table 3.
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Review R S+r S−r H
#1 5 1.000 0.000 {a5}
#2 5 1.000 0.000 {a5}
#3 1 0.692 0.308 {a1}
#4 4 0.870 0.130 [a3, a5]
#5 4 0.833 0.167 [a3, a5]
Table 3: HFLTS from rating and text review
2.2 Measuring consensus among HFLTSs
This section presents a summary of basic concepts of HFLTSs, including the distance
between HFLTSs and the measure of consensus that will be used in the proposed
methodology.
From here on, let S denote a finite totally ordered set of linguistic terms, S =
{a1, . . . , an} with a1 < · · · < an. For the rest of this article, a HFLTS is defined
as a set {x ∈ S|ai ≤ x ≤ aj} that is denoted as [ai, aj ] if i < j or {ai} if j = i.
According to [17], HS is defined as the set of all possible HFLTS over S including
the empty HFLTS, {0}, beingH∗S = HS − {0}.
The setHS is extended toHS , to include the concepts of positive HFLTSs, nega-
tive HFLTSs and zero HFLTSs. The positive HFLTSs are the result of an intersection
of two HFLTSs with some linguistic terms in common, the zero HFLTSs are the re-
sult of an intersection of two consecutive HFLTSs, while the negative HFLTSs are
the result of an intersection of two HFLTSs with no common or consecutive linguis-
tic terms. Hence, negative HFLTs are used to capture how big the gap is between
non-overlapping assessments.
In addition, in the frame of HS , an extended inclusion relation is presented in
[17], and, in this context, the extended connected union and extended intersection
operators are considered.
1. The extended intersection of H1 and H2, H1 uH2, is the largest element in HS
that is contained in H1 and H2.
2. The extended connected union of H1 and H2, H1 t H2, is the smallest element
inHS that contains H1 and H2.
Finally, we consider the distance between two HFLTSs as defined in [17]. Given
H1 and H2 ∈ HS , the width of H , W(H), is defined as the number of linguistic
terms contained in H , or cardinality, card(H), if H ∈ HS or −card(−H) if H is
a negative HFLTS. Then the distance between HFLTSs in HS is computed between
H1 and H2, as:
D(H1, H2) :=W(H1 tH2)−W(H1 uH2). (4)
The following example illustrates the previous concepts:
Example 4 Given a set of possible traveler ratings in linguistic terms: S = {a1, a2,
a3, a4, a5}, being a1 = terrible, a2 = poor, a3 = average, a4 = good and a5 =
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excellent, three travelers provided the following linguistic assessments of a hotel:
A = “below average”, B = “excellent” and C = “not excellent but not terrible”,
whose corresponding HFLTSs by means of S are HA = [a1, a2], HB = {a5} and
HC = [a2, a4] respectively. Figure 1 shows the extended connected union and ex-
tended intersection of HA and HB as well as HA and HC .
{a1} {a2} {a3} {a4}
HB = {a5}
HA = [a1, a2]
HA ⊔HB = [a1, a5]
HA ⊓HB = −[a3, a4]
W(HA ⊓HB) = −2
W(HA ⊔HB) = 5
(a) HA and HB .
{a1} {a5}{a3} {a4}
HA = [a1, a2]
HA ⊔HC = [a1, a4]
HA ⊓HC = {a2}
W(HA ⊓HC) = 1
W(HA ⊔HC) = 4
HC = [a2, a4]
(b) HA and HC .
Fig. 1: Representation of extended connected union and extended intersection of two
HFLTSs.
If we focus on assessmentsA andB, given that “below average” and “excellent”
are non-overlapping assessments, the extended intersection between them is a nega-
tive HFLTS containing the linguistic terms missing betweenHA andHB . Since there
are two terms missing, its width is −2. In addition, the extended connected union be-
tween them give us all terms from S, that is why its width is 5. If we have a look at
assessments A and C, we can see that they share one linguistic term in common, so
the width of the extended intersection is 1, while the width of the extended connected
union is 4.
According to these results, now we can calculate the distances between HA and
HB and between HA and HC using Equation 4 as follows: D(HA, HB) = 5 −
(−2) = 7, D(HA, HC) = 4− 1 = 3.
The distance D is used to obtain a central opinion (or centroid) of a group of
reviewers about an item λ as follows:
Definition 3 ([17]) Let λ be an item, G a group of k reviewers and H1, . . . ,Hk the
HFLTS of λ provided by the reviewers in G. Then, the centroid of the group is:
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The centroid is similar to the median of a group. It is a central measure for ordinal
scales with hesitancy. In order to ease the calculation of the centroid, [17] proved that,
for each specific alternative λ, if F pH(λ) = [aip , ajp ] is the HFLTS used by Decision
Maker (DM) p to assess λ, then the set of all the HFLTSs associated with the centroid
of the group for λ is:
{[ai, aj ] ∈ H∗S | i ∈M(i1, . . . , ik), j ∈M(j1, . . . , jk)}, (6)
where M(x1, . . . , xk) is the set that contains just the median of the values if k
is odd or any integer number between the two central values sorted from smallest to
largest if k is even.
Hence, in order to find the centroid of a group of assessments, it is enough to find
the median of the worst linguistic term of each assessment and the same for the best
ones. These two terms will be worst and best linguistic terms, respectively, of the
centroid.
Example 5 Let G be a group of 5 reviewers who are assessing a hotel λ by means of
HFLTSs over the set S from Example 4, and let H1, H2, H3, H4, H5 be the HFLTSs
describing their corresponding assessments shown in Table 4. Then, the centroid of
the group, Co, can be calculated through the medians by Equation 6. Since the worst
linguistic term from each assessment are a2, a2, a4, a1, and a1, we need to find the
median of 2, 2, 4, 1, and 1, which is 2. Therefore, the worst term of the centroid is a2.
Doing the same with the best linguistic terms, we find that the centroid is [a2, a3].
Figure 2 shows a representation of the centroid, Co with respect to the HFLTSs.
H1 H2 H3 H4 H5 Co
λ [a2, a3] {a2} [a4, a5] [a1, a2] [a1, a4] [a2, a3]
Table 4: Centroid of the group G for λ.
Fig. 2: H1, H2, H3, H4, H5 and Co from Example 5.
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Next, in this section we present the consensus degree introduced in [19] that seeks
to quantify the agreement between a group of reviewers when rating an item.
Definition 4 ([19]) Let G be a group of k reviewers of an item λ, and H1, . . . ,Hk
be their respective ratings by means of HFLTSs. Let Co be the centroid review of the





k · (n− 1)
. (7)
Note that 0 ≤ δλ(G) ≤ 1 due to k · (n− 1) is an upper bound of the addition of
distances between the centroid and the HFLTSs reviewers [19].
Example 6 Following Example 5, G is a group of 5 reviewers who are assessing a
hotel λ by means of HFLTSs over the set S. In Table 5, Di are the distances from
each assessment to the central opinion and δλ(G) the degree of consensus of G.




λ 0 1 4 2 2 9 0.45
Table 5: Consensus on the evaluation of a hotel
3 Fusing reviews: A real case example
3.1 Methodology
The concepts introduced in the preliminaries are used to define a methodology which
fuse each reviewer’s rating and text review for an individual item into a single repre-
sentation of his opinion. Each reviewer’s opinion is expressed in terms of its hesitancy
as a HFLTS. The opinions for each item are then aggregated according to this new
rating based on the degree of disagreement and agreement among all the reviewers
of an item. This process computes a new rating for the item in terms of the centroid
of the opinions and the consensus among them and facilitates the ranking between
similar items.
The new methodology follows the steps of Figure 3. It begins with several inputs,
an item, such as a hotel, a set of reviewer ratings with which it is associated, and the
corresponding text reviews.
– Step 1: Perform Sentiment Analysis on Reviews
This step applies the AFINN lexicon explained in Section 2.1 to each review to
identify words, their frequency of occurrence, and respective valence as shown in
Example 1.
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– Step 2: Express ratings and review sentiment in hesitant terms
Once the valence has been obtained for words in each review text, the positive
and negative contributions are determined taking into consideration the word sen-
timent and frequency per review. The sentiment contributions are computed fol-
lowing Equations 1 and 2. This part is demonstrated in Example 2. Next, a HFLTS
is assigned to each rating incorporating the sentiment contributions according to
Equation 3. This part is shown in Example 3.
– Step 3: Find the centroid
Next, the centroid of the group of reviews which assessed the item is computed
with Equation 5. The centroid provides the central opinion of all of the reviews for
the item. An example of this calculation is given in Example 5. Once the centroid
has been identified, the consensus among the reviewers of the item can be found.
– Step 4: Measure the consensus The distance D between each of the HFLTS and
the centroid is calculated for the item from Equation 4. These distances enable
us to measure the degree of consensus for a hotel according to Equation 7. This
step is demonstrated in Example 6. The centroid and consensus represent the new
rating for the item.
The process is applied to each item to fuse all of the individual ratings and reviews
for each item into an aggregated rating represented by the centroid and consensus of
the collective reviews and ratings. Given this new rating, we are able to “totally”
order the hotel reviews for each category of rating. In the following subsections,
the methodology is applied and evaluated on a real case example using TripAdvisor
reviews of hotels in Rome.
Fig. 3: Methodology to combine ratings and reviews into HFLTS and express their consensus.
3.2 Data Set
In this subsection, we present the data set from the TripAdvisor platform that is used
in the experiments conducted to test the viability of our methodology. Xiang et al. [35]
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found TripAdvisor reviews to have higher overall quality when compared to other
online sites. In addition, the authors concluded that the connections between ratings,
helpfulness, and review topics are stronger in TripAdvisor reviews in comparison to
other sites suggesting some consistency between written reviews and ratings.
We used a data set of TripAdvisor bed and breakfast reviews in Italy during 2017
provided on Kaggle5. The initial set of data contained 31,622 reviews for 2,716 hotels.
For each review the title, date, rating, text, language, reviewer id, and property id
were provided. In addition, each review contained a rating value, R, associated with
a linguistic term aR, from an ordinal scale {a1, . . . , a5}. For each hotel the hotel
id, name, total number of reviews, average displayed on TripAdvisor, address, and
coordinates were provided. We began by narrowing down our data set. Duplicate
rows were removed and complete cases were selected resulting in a data set of 30,748
reviews for 2,715 hotels. Table 6 is a summary of the data set. We processed the data
and reviewed descriptive statistics including average text length, number of reviews
per hotel, and percentage of English reviews following [35]. All non-English reviews
were eliminated. The data set could have been filtered for other languages as the
AFINN dictionary can accommodate them, as well. Thirty-six percent of the reviews
were written in English. As the methodology considers the consensus of a set of
reviews for each hotel, we chose hotels that had at least thirty reviews. The final data
set consisted of 2,506 reviews for 52 hotels. Figure 4 shows the distribution of the
lengths of the reviews across the data set.
No. of Hotels No. of Reviews Avg. No. Reviews / Hotel
2017 2715 30748 5.98
English only 1846 11047 5.98
Min Rev=30 52 2506 48.19
Table 6: Summary of data set
5 https://www.kaggle.com/nicodds/rome-wasn-t-built-in-a-day-spotting-fake-reviews
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Fig. 4: Distribution of review length in data set
3.3 Experimental Approach
All reviews in English were pre-processed in preparation for semantic analysis. Trans-
formations were applied to convert all reviews to lower case letters, remove numbers
and non-alphabetical characters, and shrink white space. Then, stop words that did
not contribute to the review meanings were removed. The stop words table included
in the R tidytext package was applied and customized to include the term “Rome”.
The subsequent data set is described in Table 7 and the distribution of the ratings is
provided in Table 8.
Avg. age of reviews in days Avg. length of reviews (N tokens) Avg. rating
703.73 29.39 4.73
Table 7: Summary of reviews after text pre-processing
1 2 3 4 5
Rating 21 23 80 373 2009
Table 8: Distribution of review ratings
After performing sentiment analysis on the data set, only 2,439 valid reviews re-
mained in the data set. The difference in the number of reviews can be due to the
AFINN dictionary not having a valence associated with the words contained within
the “Express ratings and review sentiment in hesitant terms” step. Based on the va-
lence v(wrj) and frequency f(wrj) of each word in the associated review, positive
and negative sentiment contribution, S+r and S
−
r , are computed according to Equa-
tions 1 and 2, respectively. A HFLTS [aH−r , aH+r ] is defined for each review following
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Equation 3. In order to determine the centroid Co of the k reviews for a hotel λ, we
apply Definition 3 with Hr being the HFLTSs of the reviews determined according
to Equation 3. Then the distance D between each of the HFLTSs and the centroid
of the reviews for each hotel is computed from Equation 4. The degree of consensus
for each hotel is measured via the distance between the reviews and the centroid as
defined in Equation 7. In the next section, we present and comment the results that
we have obtained.
3.4 Results and Discussion
To analyze the results obtained with the proposed methodology and evaluate its po-
tential applicability, we summarized the top and bottom five ranked hotels in Rome.
Using our methodology based on the reviews and ratings, the hotels have been or-
dered first by their centroid, then by their degree of consensus. The top five ranked
hotels are listed in Table 9 and the bottom five ranked hotels are listed in Table 10.
With our methodology we can observe that the ranking of hotels is more precise and
informative than the TripAdvisor ratings allowing the methodology to rank all of the
hotels without concern for ties. Each hotel rating can be discerned from the others.
We can compare the results of the proposed HFLTSs rating with the actual Tri-
pAdvisor ratings for the hotels at the moment the data set was extracted. Four out of
five hotels in Table 9 have the same TripAdvisor rating. Three out of five of the hotels
in Table 10 have the same TripAdvisor rating. In contrast, our methodology allows
us to sort all of them. As the centroid of the new ratings encompass those of TripAd-
visor, they offer additional information. For example, hotel #49 has the centroid {a5}
indicating that central opinion among reviewers is excellent which is consistent with
the TripAdvisor rating. However, hotel #22 has the centroid [a4, a5] suggesting that
the central opinion is good to excellent, which is more informative than the TripAd-
visor rating of 4.5. The new rating implies to the user that customers did not give
the hotel a rating of 4.5 definitively or on average but good to excellent, drawing the
user’s attention to the existence of sub 4.5 reviews for the hotel. When combined with
the information in the consensus, the user can see from the low degree of consensus
that there is wide disagreement among reviewers.
Hotel Centroid Consensus TA Rating TA median
49 {a5} 0.928 5 5
6 {a5} 0.923 5 5
24 {a5} 0.917 4.5 5
48 {a5} 0.907 5 5
4 {a5} 0.905 5 5
Table 9: Comparison of results of top 5 ranked hotels in Rome
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Hotel Centroid Consensus TA Rating TA median
22 [a4, a5] 0.663 4.5 4
44 [a4, a5] 0.639 4.5 5
33 [a4, a5] 0.554 4.5 5
26 [a3, a5] 0.564 4 4
2 [a3, a5] 0.493 4 4
Table 10: Comparison of results of bottom 5 ranked hotels in Rome
In addition, the consensus can facilitate rating interpretation when the centroids
for each of the hotels are the same, as can be seen from the rankings in Table 9. This
case can be expected when hotels have all been rated highly. Hotels with a low degree
of consensus could be seen as debatable in terms of the opinion of customers. For ex-
ample, both hotels #49 and #4 have their centroids at {a5} indicating that customers
have rated both hotels highly and equally. Their respective consensuses provide addi-
tional information regarding the aggregated customer ratings. Specifically, there was
greater agreement among the reviews and ratings of hotel #49 than hotel #4. There-
fore, a user can quickly infer that amidst the highly rated customer reviews, there
were some less than perfect.
Note that the degree of consensus can be helpful when comparing two hotels that
seem different at first glance. Consider hotels #24 and #6. Hotel #24 was rated 4.5
by TripAdvisor and {a5} by the new rating while #6 was rated 5 by TripAdvisor and
{a5} by the new rating. Based on the TripAdvisor rating, a user might think that hotel
#6 is considerable better than hotel #24. However, the degree of consensus can assist
the user with understanding that the difference is not huge, a difference in agreement
of 0.923 and 0.917.
In the event of a tie, where the centroid and consensus of two or more hotels co-
incide, a tie breaker is computed. In the experiment, the tie breaker is the percentage
of reviewers who assessed the centroid.
Finally, to evaluate the performance of the introduced methodology, we compare
our results with a ranking of TripAdvisor Ratings, and a ranking of the usual median
of all the reviewers’ ratings for each hotel. For this comparison, we find the per-
centage of differentiable pairs of hotels from our 52 hotels by using all the possible
combinations. The results are presented in Table 11.
Proposed ranking TA rating ranking TA median ranking
% of differentiation 100% 53.47% 11.09%
Table 11: Performance evaluation of the proposed methodology.
As can be seen from the table, any pair of hotels is distinguishable with the pro-
posed methodology, while only slightly more than half of the possible pairs of hotels
are distinguishable using the TripAdvisor rating to rank the hotels. Finally, using the
usual median of the reviewers’ rating to rank the hotels, almost all of them have the
same median, so very few are distinguishable.
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4 Conclusions and future work
This paper presents a new methodology to associate an interval rating (hesitant term)
together with a measure of consensus to the hotel ratings derived from a group of
reviewers. Specifically, it gives readers the ability to extend reviewer opinions from
ratings to hesitant fuzzy linguistic term sets by combining the opinion of ratings and
written reviews. From each set of extended reviewer opinions it considers the centroid
to be the global opinion of each hotel. In this way, group consensus can be measured
for each hotel and used to differentiate hotels having the same ratings.
The contributions of this paper are threefold. First, it introduces hesitancy in the
assessment of each review by means of sentiment analysis. Second the centroid al-
lows us to fuse the information introduced in the text reviews and ratings. Third, the
consensus measure allows us to better understand previous ratings allowing readers to
immediately identify which of the hotels will have more variability in their reviews.
Given a ranked list of hotels, the centroid and consensus measures help readers to
distinguish between hotels which previously had the same rating. For example, it
may not be readily understandable why a recommended list of hotels all rated with
five stars has been ranked in a specific order. The proposed methodology provides
an explanation to the reader with regards to the range of sentiment and the disparity
of the opinions. We have presented a tool to help users make decisions with more
information than just taking the average of the reviews. From a general perspective,
the ability to distinguish between items having the same rating could be beneficial to
intelligent personal assistants. Rather than offering a list of the top items based on
ratings, an intelligent personal assistant may suggest a single alternative to the user.
This scenario would be more reflective of a conversation between friends.
Future research will be focused in two main directions. First, a further study of
the properties of the presented consensus degree in comparison with other similar
measures will be carried out. Second, to analyze users’ preferences and incorporate
them into a profile that will help us in terms of recommendations. Hence, we can
also apply the presented methodology into the field of recommender systems. Lastly,
some experiments will be run to test the applicability of the methodology in real rec-
ommendation scenarios. This third direction will consider its applicability in different
domains, model performance, and interpretation by real users.
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