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a b s t r a c t
In this paper, an extension of the multi-scale finite-volume (MSFV) method is devised,
which allows to simulate flow and transport in reservoirs with complex well configura-
tions. The new framework fits nicely into the data structure of the original MSFV method
and has the important property that large patches covering the whole well are not
required. For each well, an additional degree of freedom is introduced. While the treatment
of pressure-constraint wells is trivial (the well-bore reference pressure is explicitly speci-
fied), additional equations have to be solved to obtain the unknown well-bore pressure of
rate-constraint wells. Numerical simulations of test cases with multiple complex wells
demonstrate the ability of the new algorithm to capture the interference between the var-
ious wells and the reservoir accurately.
! 2008 Elsevier Inc. All rights reserved.
1. Introduction
Accurate modeling of subsurface flow is important for many human activities such as sustainable water management;
groundwater pollution control and remediation; exploitation of hydrocarbon reservoirs; and CO2 sequestration. Simulations
of flow and transport in geological porous media, such as aquifer and oil-gas reservoirs, involve solutions of large problems in
complex heterogeneous domains. For example, the most important parameter determining the flow, i.e. the permeability k,
usually displays a high degree of variability and is characterized by a hierarchy of heterogeneity scales. In general, the ex-
plicit description of this complexity in a traditional simulator is impossible due to the enormous number of degrees of
freedom.
In this context, multiphase-flow simulations as encountered in reservoir engineering are particularly challenging: the
non-linear nature of the problem makes it difficult to obtain accurate results disregarding the fine scale variability of the
solution as it is normally done by traditional upscaling techniques. This has led to a flourishing activity in multi-scale mod-
eling, which targets the flow problem with the original resolution by reconstructing the fine-scale details of the solution.
Several techniques have been developed which include the multi-scale finite element method (MsFEM) [9], multi-scale
mixed finite element methods (MsMFEM) [3,7,2], and the multi-scale finite-volume (MSFV) method [10–12,14,16].
Applications of these techniques to real reservoir problems presuppose the ability of dealing with complex wells that
might exhibit complex geometry and penetrate several blocks of the numerical grid. Since the well radius is usually much
smaller than the grid-block size, in general wells cannot be modeled explicitly. Due to the essentially singular nature of
the well, its pressure (well-bore pressure, pwell) can significantly differ from the pressure of the grid block perforated by
the well (well-block pressure, p). The flux q from the formation into the well is related to these two pressures through the
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productivity index (PI), i.e. q ! PIðp# pwellÞ [18]. For a single-completionwell, i.e. a well that penetrates a single grid block, this
model corresponds to a Dirichlet boundary conditionwith p ¼ pwell, if PI !1. For a rate-constraint well, q is assignedwhereas
the well-bore pressure is unknown. A multiple completion well is represented as a line source and the pressure variation in
thewell-bore (e.g. due to gravity and/or viscous pressure loss) has to be describedwith an additional equation (well constraint
equation). Note that for a rate-constraint well, where the total well rate is specified, the well-bore reference pressure (one
single value per well, regardless of the number of completions) appears as an unknown.
In the multi-scale finite-element context, well models have been proposed for the MMsFEM [1,3,4] and the MsFEM [8].
Very recently, Krogstad and Durlofsky [13] presented a well model, which accommodates for near well effects and allows a
description of well-bore flow. In the framework of the MSFV method, a well model for multiple completions has been pro-
posed by Wolfsteiner et al. [19]. Opposed to the models proposed for MsFEM and MMsFEM, Wolfsteiner et al. account for the
extra degree of freedom introduced by the well, which allows solving problems, where only the total well rate is specified
and the well-bore reference pressure is an additional unknown (rate-constraint wells). The MSFV method employs an aux-
iliary coarse grid, together with its dual, to define and solve a coarse-scale pressure problem. The fine scale pressure is
approximated by a superimposition of basis functions, which are localized numerical solutions of homogeneous elliptic
problems computed on dual cells and are used to interpolate the coarse-grid pressure. When source terms are present
(resulting in a non-homogeneous elliptic equation), additional basis functions are needed in order to obtain an accurate pres-
sure approximation. To accomplish this, Wolfsteiner et al. [19] introduced a single basis function per well covering all its
completions, i.e. the well basis function is defined on a domain that includes all perforations of that well and overlaps with
several dual cells. Since the dual basis functions are unaffected by the presence of the well, two different variables are as-
signed to the nodes included in the well basis function (split nodes, [19]) in order to guarantee a smooth pressure transition
at the boundary of the well basis function.
In this paper, an alternative approach to model wells within a MSFV framework is presented. Like in [19] we introduce
additional basis functions (well functions) in order to account for the new degrees of freedom represented by the well-bore
reference pressures. However, unlike in [19], our well functions have the same support as the original basis functions, i.e. for
each well there exists a well function in every dual cell perforated by that well. This enables us to take advantage of the for-
malism that we have recently developed to model gravity and capillary effects [16] and that can be extended to treat any
non-homogeneous elliptic equation (non zero right-hand side) [15]. Note that in the approach presented here, the dual basis
functions are modified by the presence of the well. More precisely, the basis functions defined on perforated dual cells are
computed by setting the well-bore pressure pwell to zero, which yields a source term of strength q ! PI p. This avoids the
introduction of split nodes and allows for a more straightforward pressure reconstruction, even if some coarse cells are per-
forated by multiple wells.
An important advantage of the new multi-scale well modeling approach compared to previous ones is that a regular
coarse grid can be applied, as it is shown here for various challenging test cases. These test cases also emphasize the fact
that the real challenge is the treatment of line sources (realistic wells) rather than point sources. Especially in the case of
rate-constraint wells, where the integral rate of a whole well is specified, an additional unknown (well pressure) appears.
Moreover, there is a strong coupling of the reservoir pressure along a well.
In the following section, the governing equations are introduced; in Section 3 the MSFV with correction functions is de-
scribed; in Section 4 one of the most common well models is explained and its integration into the MSFV framework is de-
vised; numerical results are presented in Section 5, where the accuracy of the new MSFV scheme is carefully examined; and
conclusions are given in Section 6.
2. Governing equations
We consider an incompressible two-phase system, in which the evolution of the phase saturations Sa (a 2 f1;2g) is de-
scribed by
/
@Sa
@t
# @
@xi
kij
kra
la
@pa
@xj
# gqa
@z
@xj
! "# $
¼ #qa on X: ð1Þ
Here, as for the rest of the paper, Einstein’s summation convention is employed. By definition, the phase saturations add up
to one such that we can use the identity S :¼ S1 ¼ 1# S2. The porosity, /, and the permeability tensor, kij, are constant in
time, but typically varying in space; the viscosities, la, and the densities, qa, are fluid properties, which we assume constant;
kra are the relative permeabilities depending on S; g is the gravitational acceleration; z the depth; and qa source terms due to
operating wells. The capillary pressure pc , i.e. the difference between the phase pressures pa, is expressed as an algebraic
function of S:
pcðSÞ ¼ p1 # p2: ð2Þ
From now on we use the notation p for p1, such that the sum of Eq. (1) yields
@
@xi
kij
@p
@xj
! "
¼ @ri
@xi
þ q ð3Þ
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with
kij ¼kij kr1l1
þ kr2l2
! "
; ð4Þ
ri ¼kij ðf1q1 þ f2q2Þg
@z
@xj
þ f2 @pc
@xj
# $
; ð5Þ
q ¼q1 þ q2; ð6Þ
and
fa ¼ kra=lakr1=l1 þ kr2=l2
; ð7Þ
which is the fractional flow function of phase a. Note that kij and the right-hand side @ri=@xi þ q depend on the phase sat-
uration S, which evolves as
/
@S
@t
þ @
@xi
f1 ui þ kijf2gDq @z
@xj
! "# $
¼ @
@xi
Dij
@S
@xj
! "
# q1; ð8Þ
where
ui ¼ ri # kij @p
@xj
ð9Þ
is the total velocity (volumetric flux per unit area),
Dq ¼ q1 # q2 ð10Þ
the density difference and
Dij ¼ kijf1f2 @pc
@S
ð11Þ
the non-linear diffusion coefficient accounting for capillary pressure effects. Note that, together with the algebraic expres-
sions for kra and pc , the elliptic pressure Eq. (3) and the hyperbolic saturation Eq. (8) form a closed system of non-linear PDEs,
provided the source terms qa are known. In the following, we explain how this system can be solved with the MSFV method.
3. Basic MSFV Algorithm
Solving Eq. (3) may require very high spatial resolution, if the tensor kij or the right-hand side @ri=@xi þ q have complex
fine-scale distributions. The aim of the MSFV method is to overcome this resolution gap by reducing the number of coupled
degrees of freedom. The MSFV method employees a computational domain that is partitioned by a coarse grid consisting of
M control volumes Xk; k 2 f1; . . . ;Mg (solid lines in Fig. 1). In addition, a dual coarse grid consisting of N control volumeseXm; m 2 f1; . . . ;Ng is required (dashed lines in Fig. 1). Note that the coarse and dual coarse grids can be much coarser than
x k
Fig. 1. Computational domain Xwith coarse grid (solid lines) and dual coarse grid (dashed lines); emphasized by bold lines are one coarse control volumeX
(solid) and one coarse dual control volume eX (dashed).
P. Jenny, I. Lunati / Journal of Computational Physics 228 (2009) 687–702 689
the underlying fine grid representing kij and the right-hand side of Eq. (3). A time step of the solution algorithm can be out-
lined as follows:
' Sets of basis and correction functions (illustrated in Fig. 2a and b) are computed numerically (some of these may be reused
and are updated only periodically based on some adaptivity criterion).
' The basis and correction functions are used to construct and solve a problem for the coarse-scale pressure !pk, which is
defined at the dual-grid nodes xk (located within Xk; see Fig. 1).
' The total velocity u is approximated by the non-conservative fine-scale reconstruction u0, which is a superposition of basis
and correction functions weighted by the corresponding coarse-scale pressure solution.
' The fine-scale solution u0 provides the boundary conditions for local problems, where Eq. (3) is solved within the coarse
control volumes Xk in order to obtain a conservative total velocity field u00.
' The conservative total velocity u00 is used to solve the transport Eq. (8) for S.
The original MSFV method [10–12] was not designed to solve elliptic problems with source terms and could not appro-
priately account for gravity and capillary pressure effects. The reason therefore is that the basis functions and their linear
combinations are local solutions of homogeneous (zero right-hand side) elliptic equations. It might seem natural to include
the right-hand side into the basis functions directly, but this would yield that the right-hand side scales with the coarse-scale
pressures. This led to the idea of introducing correction functions, which are added to the superposition of the basis functions
without being multiplied with a coarse-scale pressure value [15–17]. In other words: while the superposition of the basis
functions provides a localized homogeneous solution, the correction function is a particular solution. For three-phase flow
with gravity it was shown that with correction functions the MSFV solutions are in excellent agreement with the corre-
sponding fine-scale results, while treating gravity only at the coarse-scale leads to large errors. We will see in more detail
how the concept of correction functions allows describing effects that are independent of the pressure solution (which is
the case for @ri=@xi). At this point it is assumed that the source term q is known and independent of p. Later, in Section 4,
a generalization of the MSFV method for flow scenarios with realistic wells is introduced, where the local rate q depends
on both, well- and reservoir pressure.
3.1. Localization and basis functions
The basic idea of the MSFV method consists in approximating the fine-scale pressure pðxÞ for x 2 eXm as
pmðxÞ ¼ UmðxÞ þ
XM
k¼1
Umk ðxÞ!pk; ð12Þ
where the basis functions Umk and the correction function U
m are numerical solutions of
@
@xi
kij
@Umk
@xj
! "
¼ 0 and ð13Þ
@
@xi
kij
@Um
@xj
! "
¼ @ri
@xi
þ q on eXm; ð14Þ
respectively. Note that the last term in Eq. (12) represents a homogeneous solution of Eq. (3) within eXm, while Um is a par-
ticular solution. By construction, Um and Umk are zero outside the dual volume eXm. Illustrations of Um1 and Um are shown in
Fig. 2a and b, respectively. The values at the corners xl of the dual volumes are Umk ðxlÞ ¼ dkl and UmðxlÞ ¼ 0, where dkl is the
Kronecker delta. At @ eXm, the conditions
Ω
~ h
1
1
h
Φ
1
4
2
3
Ω~h
h
Φ
1
3
2
1
4
Fig. 2. (a) Illustration of basis function Um1 and (b) illustration of correction function U
m .
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@@xn
~mmn ~mmi kij
@Umk
@xj
! "
¼ 0 and ð15Þ
@
@xn
~mmn ~mmi kij
@Um
@xj
! "
¼ @
@xn
~mmn ~mmi ri
% & ð16Þ
are applied, where ~mm is the unit normal vector at @ eXm pointing outwards, and ~mmn ~mmi is the projector in the direction normal
to @ ~Xm. This is equivalent to solving a reduced problem to determine the boundary pressure [9].
Note that differences between MSFV and fine-scale solutions are solely due to this localization, i.e., if
@
@xn
~mmn ~mmi kij
@Um
@xj
! "
¼ @
@xn
~mmn ~mmi kij
@p
@xj
! "
at @ eXm ð17Þ
was used as boundary condition, where p is the fine-scale reference pressure, the MSFV and fine-scale solutions would be
identical.
3.2. Coarse-scale solution
To derive a linear system for the coarse pressure values !pk, the fine-scale pressure approximation
p ( p0 ¼
XN
h¼1
Um þ
XM
l¼1
!pl
XN
h¼1
Uml ð18Þ
is considered. Note that Eq. (18) is a superposition of Eq. (12) and is valid for the whole domain X. With this approximation
and applying Gauss’ theorem (or divergence theorem), the integration of Eq. (3) over Xk becomesZ
@Xk
kij
@p0
@xj
!mki dC ¼
Z
Xk
@ri
@xi
þ q
! "
dX; ð19Þ
where !mk is the unit normal vector at @Xk pointing outwards. Substituting Eq. (18) for p0 in Eq. (19) leads to
XM
l¼1
!pl
XN
h¼1
Z
@Xk
kij
@Uml
@xj
!mki dC
zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{Akl
¼ ð20ÞZ
Xk
@ri
@xi
þ q
! "
dX#
XN
h¼1
Z
@Xk
kij
@Um
@xj
!mki dC|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Rk
;
which is a linear system for !pl and can be written in compact form as
A ) !p ¼ R: ð21Þ
Note that the right-hand side Rk consists of two contributions. One is due to the integration of @ri=@xi þ q over the coarse
control volume Xk; the other, however, is due to the fine-scale flux
PN
h¼1kij@U
m=@xj accross the interface @Xk, hence, it de-
pends on the correction functions. It was demonstrated in a previous paper that this second contribution can be of great
importance [16,17].
3.3. Conservative velocity reconstruction
A naive velocity reconstruction based on the superposition (18) yields the volumetric flux
u0i ¼ ri # kij@p0=@xj; ð22Þ
which is (in general) discontinuous across dual volume boundaries. As shown in [10], this leads to severe balance errors
when used to solve the saturation Eq. (8). Note, however, that the correct integral balance, i.e. for each coarse volume, is
guaranteed by construction.
An alternative, conservative reconstruction [10,14] is based on solving the local problems
@
@xi
kij
@p00
@xj
! "
¼ @ri
@xi
þ q on Xk ð23Þ
with the boundary conditions
!mki kij
@p00
@xj
¼ !mki kij
@p0
@xj
at @Xk: ð24Þ
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These Neumann boundary conditions guarantee that the fine-scale fluxes are continuous across coarse-cell boundaries and
that the integral of the fine-scale fluxes over the boundaries is equal to the sum of the coarse-scale fluxes, hence, that fine-
scale and coarse-scale fluxes are fully consistent. These facts imply that the fine-scale velocity
u00i ¼
ri # kij@p00=@xj on Xk
ri # kij@p0=@xj at @Xk
(
ð25Þ
is conservative. As discussed in [11], the local reconstruction of the fine-scale velocity u00, as well as the computation of basis
and correction functions, may be done adaptively. Hence, most of the locally computed solutions can be reused for subse-
quent time steps, even if the global fine-scale pressure field is transient. Since the local problems can be solved indepen-
dently, the MSFV method is naturally suited for massive parallel computations. The computational efficiency aspects of
the algorithm are discussed in [11,12].
4. Well model
There exist various ways to describe the interference between wells and reservoir. Here, we consider the common model,
in which the local volumetric flow rate of phase a from a well b 2 f1; . . . ;Wg into the reservoir is described as
qba ¼ PIbjkjfaðpa # pwell;bÞ; ð26Þ
where we used the definition jkj ¼ kiiðkr1=l1 þ kr2=l2Þ=D (here, D denotes the spatial dimension). The flow rate depends on
the difference between the local well-bore and reservoir pressures, pwell;b and pa, respectively, and on the well productivity
index PIb [18]. Here, in order to simplify the following derivations, a continuum notation for the productivity index is intro-
duced, where PIb denotes the productivity index per unit segment length along well b. For the computations, the productivity
index at the fine grid level is relevant and different than in other multi-scale methods [6], no explicit upscaling thereof is
required. Accordingly, the total local volumetric rate from that well is
qb ¼ PIbjkjðp# pwell;b # f2pcÞ: ð27Þ
A general approach to compute the local well-bore pressure, pwell;b, is based on solving phase transport equations within the
wells with appropriate boundary conditions. Neglecting the viscous pressure loss and assuming that the expected density
hqiwell;b ¼ qrefwell;b does not vary along the well, pwell;bðzÞ can be related to the pressure prefwell;b at some reference depth zrefwell;b
through
pwell;bðzÞ ¼ prefwell;b þ ðz# zrefwell;bÞgqrefwell;b: ð28Þ
Eq. (28) describes hydrostatic conditions within well b for homogeneous fluid phase distributions and will be used in this
paper. However, it is straightforward to employ more general relationships between pwell;b and p
ref
well;b within the same com-
putational framework. It is important to distinguish between pressure- and rate-constraint wells. In the first case, prefwell;b is
specified and according to Eqs. (27) and (28), qbðzÞ can be evaluated directly from the local reservoir pressure p (note that
q ¼PWb¼1qb is the local source term due to all well contributions as it appears on the right-hand side of Eq. (3)). Therefore,
the structure of the linear system, which has to be solved to obtain the discretized pressure, is not affected. In the second
case, however, the total rate,
qbtot ¼
Z
X
qbdX; ð29Þ
is specified and prefwell;b is part of the solution vector. This leads to an extra equation for each rate-constraint well b, which di-
rectly couples prefwell;b with the reservoir pressure p of each perforated grid cell. Obviously, the linear system, which has to be
solved has a distinctly different structure and is larger than for a reservoir without rate-constraint wells.
4.1. A new well model for the MSFV method
First, for each well b and each dual volume eXm perforated by well b, a well function Umwell;b is introduced. For x 2 eXm the
fine-scale pressure pðxÞ is then approximated as
pðxÞ ( pmðxÞ ¼ UmðxÞ þ
XM
l¼1
!plUml ðxÞ þ
XW
b¼1
prefwell;bU
m
well;bðxÞ: ð30Þ
Note that the last term accounts for the additional degrees of freedom introduced by the wells. Basis, correction, and well
functions are numerical solutions of
@
@xi
kij
@Uml
@xj
! "
¼
XW
c¼1
PIcjkjUml ; ð31Þ
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@@xi
kij
@Um
@xj
! "
¼ @ri
@xi
þ
XW
c¼1
PIcjkj½Um # ðz# zrefwell;cÞgqrefwell;c # f2pc+ and ð32Þ
@
@xi
kij
@Umwell;b
@xj
 !
¼
XW
c¼1
PIcjkjðUmwell;b # dbcÞ ð33Þ
on eXm with the boundary conditions
@
@xn
~mmn ~mmi kij
@Uml
@xj
! "
¼0; ð34Þ
@
@xn
~mmn ~mmi kij
@Um
@xj
! "
¼ @
@xn
~mmn ~mmi ri
% &
and ð35Þ
@
@xn
~mmn ~mmi kij
@Umwell;b
@xj
 !
¼0 ð36Þ
at @ eXm, respectively. To derive Eqs. (31)–(33), the pressure p in Eqs. (3) and (27) was substituted by Uml , Um and Umwell;b,
respectively. Moreover, to obtain Eqs. (31) and (33), those terms independent of p were omitted and in all three cases the
well reference pressure values were set to zero except for Eq. (33), where prefwell;b was set to one. The localization boundary
conditions (34),(35) are the same as for the MSFV method without wells and for the well basis functions the same homoge-
neous reduced problem boundary conditions are employed as for the basis functions. Note that summing Eqs. (31)–(33)
weighted with !pl, 1 and prefwell;b, respectively, yields
@
@xi
kij
@pm
@xj
! "
¼ @ri
@xi
þ
XW
c¼1
PIcjkjðpm # pwell;c # f2pcÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
qc
¼ @ri
@xi
þ q; ð37Þ
which shows that superimposing basis-, correction- and well functions is consistent with Eqs. (3), (27) and (28).
To derive a coarse system for the unknown pressures !pl and prefwell;b, we substitute
p0 ¼
XN
h¼1
Um þ
XM
l¼1
!pl
XN
h¼1
Uml þ
XW
b¼1
prefwell;b
XN
h¼1
Umwell;b ( p ð38Þ
into Eq. (3) and integrate it over Xk. This leads to M linear equations of the formXM
l¼1
!plAkl þ
XW
b¼1
prefwell;bBkb ¼ Rk ð39Þ
for the M þW unknowns !pl and prefwell;b, where the coefficients are
Akl ¼
XN
h¼1
Z
@Xk
kij
@Uml
@xj
!mki dC
 !XN
h¼1
XW
c¼1
Z
Xk
PIcjkjUml dX; ð40Þ
Bkb ¼
XN
h¼1
Z
@Xk
kij
@Umwell;b
@xj
!mki dC
XN
h¼1
XW
c¼1
Z
Xk
PIcjkjUmwell;bdX
Z
Xk
PIbjkjdX and ð41Þ
Rk ¼
Z
@Xk
ri!mki dC#
XN
h¼1
Z
@Xk
kij
@Um
@xj
!mki dC
XN
h¼1
XW
c¼1
Z
Xk
PIcjkjUmdX
XW
c¼1
Z
Xk
PIcjkj½#ðz# zrefwell;cÞgqrefwell;c # f2pc+dX: ð42Þ
Additional W equations of the form
XM
l¼1
!plCbl þ
XW
c¼1
prefwell;cDbc ¼ Tb ð43Þ
are introduced by the well constraints, i.e. from the conditions
qbtot ¼
Z
X
qbdX ð44Þ
for rate-constraint wells and
prefwell;b ¼ prefwell;bðtÞ ð45Þ
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for pressure-constraint wells. Substituting the approximation (30) for p in Eq. (27) leads to the coefficients
Cbl ¼
Z
X
PIbjkj
XN
h¼1
Uml dX; ð46Þ
Dbc ¼
Z
X
PIbjkj
XN
h¼1
fUmwell;cg# dbc
 !
dX and ð47Þ
Tb ¼qbtot þ
Z
X
PIbjkj ðz# zrefwell;bÞgqrefwell;b #
XN
h¼1
Um þ f2pc
" #
dX ð48Þ
for rate-constraint wells and
Cbl ¼ 0; Dbc ¼ dbc and Tb ¼ prefwell;bðtÞ ð49Þ
for pressure-constraint wells. Eqs. (39) and (43) form a closed linear system for theM coarse-scale pressure values !pl and the
W well reference pressures prefwell;b, which can be written as
A B
C D
# $
)
!p
prefwell
# $
¼ R
T
# $
: ð50Þ
Note that the vectors !p and prefwell consist of the components !pl and p
ref
well;b, respectively.
5. Numerical results
The numerical simulations are performed on a 2D domain of size Lx , Ly, which is discretized by a fine grid consisting of
220, 55 cells. The coarse grid used by the MSFV method consists of 20, 5 cells, which corresponds to an upscaling factor of
11, 11. Both, homogeneous and heterogeneous permeability fields are considered; the heterogeneous fields have a log-nor-
mal distribution and are characterized by an exponential variogram with a correlation length equal to 10 cells. Since the
accuracy of the proposed MSFV framework, as that of the original MSFV method, depends on the permeability field, two val-
ues are considered for the variance of the log-permeability, i.e. r2ln k ¼ 5:3 and 15.9 (natural logarithm). Moreover, five real-
izations were generated for each value. No-flow boundary conditions are imposed at the four sides of the domain and the
flow is driven by three geometrically complex wells (see Fig. 3), which can be rate or pressure-constraint depending on
the flow scenario considered (Table 1).
The MSFV results are compared with the corresponding fine-scale reference solutions computed with a standard finite-
volume scheme. To solve coupled flow and transport problems, the IMPES (implicit pressure, explicit saturation) approach is
employed [5], where a second order upwind scheme is used for transport on the fine-grid.
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Fig. 3. Geometry of the three complex wells used for the numerical test cases: well A (white) is k-Shaped and bifurcates into two branches A and A.I; branch
A intersects with well B.
Table 1
Different flow scenarios considered for the numerical simulations. Both, flow-constraint (F) and pressure-constraint (P) wells are used.
Scenario Type Well A Type Well B Type Well C
pwell PI pwell PI pwell PI
1 F Unknown 1 P 0 0.1 P 0 1
2 P 0 0.1 P 0 1 F Unknown 1
3 P p- ¼ DqgLy 1 P 0 1 P 0 1
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5.1. Single-phase flow
First, we consider the scenarios 1 and 2 of Table 1 for one-phase flow (for which gravity and capillary effects can be
neglected) in a reservoir with homogeneous permeability k. In scenario 1, the pressure in wells B and C is set to zero, i.e.
pwell;B ¼ pwell;C ¼ 0, whereas well A is modeled as a rate-constraint injection well with the total rate qA ¼ qinj and the unknown
well-bore pressure pwell;A. In scenario 2, well C is modeled as a rate-constraint well characterized by the total rate qC ¼ qinj
and the unknown well-bore pressure pwell;C . The pressure in the other two wells is set to zero.
Comparison between the MSFV and fine-scale reference solutions shows that the relative errors of the injection-well
pressures, i.e. !p ¼ ðpmswell # pfwellÞ=pfwell, are 1.8% and 0.4% for the flow scenarios 1 and 2, respectively. For both scenarios, the
dimensionless-rate (q=qinj) profiles along the three wells are shown in Fig. 4, whereas the dimensionless reservoir pressure
in the perforated cells (p=pinj) is plotted in Fig. 5. The MSFV solution is in good agreement with the reference solution,
although in scenario 1 some deviation can be observed in the region close to the intersection of wells A and B (two fine cells
are completed by both wells). We attribute this to the strong interference between these two wells, which reduces the qual-
ity of the localization assumption.
In order to further evaluate the performance of the new multi-scale framework for realistic wells, tracer transport in the
velocity field provided by the MSFV method was simulated and the results obtained after 1 PVI (pore volume injected) are
compared with the corresponding fine-scale reference solutions. The tracer is injected at constant concentration c0 and there
is no tracer in the reservoir initially. Since physical dispersion is neglected and a second order upwind scheme is used for
transport, the tracer fronts remain very sharp and can be represented by the concentration contour lines for c=c0 ¼ 0:5,
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Fig. 4. Flow scenarios 1 (top) and 2 (bottom) for single-phase flow and homogeneous permeability. Comparison between the dimensionless rate (q=qinj)
profiles predicted by the MSFV method (circles) and the fine-scale solver (solid lines).
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Fig. 5. Flow scenarios 1 (top) and 2 (bottom) for single-phase flow and homogeneous permeability. Comparison between the dimensionless pressure
(p=pinj) profiles predicted by the MSFV method (circles) and the fine-scale solver (solid lines).
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which are depicted in Fig. 6 for the flow scenarios 1 and 2. It can be observed that the discrepancy between the MSFV and
fine-scale reference solutions, which can be interpreted as a measure of the integral error (over time) introduced by the
MSFV approximations, is small in both cases. Notice also that the error near the well intersection point discussed above
(see Fig. 4) only has a local effect here. The high accuracy of the MSFV method is also confirmed by the plots shown in
Fig. 7, which depict the mass recovery fractions (fraction of recovered fluid, which was initially in the reservoir) as functions
of time.
Next, the two sets of heterogeneous permeability fields are considered. Although in general the relative well-pressure
error !p is larger than in the corresponding homogeneous cases, in both flow scenarios it remains smaller than 10% for
r2ln k ¼ 5:3 (Table 2). For r2ln k ¼ 15:9, which is an extremely large variance, the error increases up to approximately 30%
for scenario 1 with the permeability realizations 3 and 5. Note, however, that even in these cases the dimensionless rate
profiles (no shown here) are in reasonable agreement with the fine-scale reference solutions.
Since the quality of the MSFV solutions is similar for the five permeability fields, only the results of realization 1 are
shown. In general, the difference between the local well rates computed with the MSFV method and a standard finite-
volume scheme is very small (Figs. 8–11). Note also that the artifacts due to the interference between wells A and B are much
smaller than in the homogeneous case, mainly due to the dominant influence of the heterogeneity (which is captured effi-
ciently by the MSFV method) on the local well rates. Finally, the plots in Fig. 12 show the mass recovery rates from the MSFV
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Fig. 6. Flow scenarios 1 (top) and 2 (bottom) for single-phase flow and homogeneous permeability. Comparison between the tracer-front positions
predicted by the MSFV method (solid lines) and the fine-scale solver (dashed lines).
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Fig. 7. Mass recovery fraction (i.e. the fraction of recovered mass initially present in the reservoir) as a function of time for (a) flow scenario 1 and (b) flow
scenario 2. Comparison between the MSFV predictions (solid lines) and the fine-scale reference solutions (circles).
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Fig. 10. Flow scenario 2 for single-phase flow and heterogeneous permeability distribution with a variance of r2ln k ¼ 5:3 (realization 1). Comparison
between the dimensionless rate (q=qinj) profiles predicted by the MSFV method (circles) and the fine-scale solver (solid lines).
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Fig. 11. Flow scenario 2 for single-phase flow and heterogeneous permeability distribution with a variance of r2ln k ¼ 15:9 (realization 1). Comparison
between the dimensionless rate (q=qinj) profiles predicted by the MSFV method (circles) and the fine-scale solver (solid lines).
Table 2
Relative well-bore pressure error !p ¼ ðpmswell # pfwellÞ=pfwell .
Scenario r2ln k Real 1 (%) Real 2 (%) Real 3 (%) Real 4 (%) Real 5 (%)
1 0.0 1.8 – – – –
1 5.3 #0.51 4.70 #0.30 1.80 #0.24
1 15.9 3.58 9.78 27.02 2.91 30.81
2 0.0 0.4 – – – –
2 5.3 #1.53 #4.91 #2.61 1.86 #9.75
2 15.9 #3.74 11.38 #4.72 14.19 1.59
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Fig. 8. Flow scenario 1 for single-phase flow and heterogeneous permeability distribution with a variance of r2ln k ¼ 5:3 (realization 1). Comparison between
the dimensionless rate (q=qinj) profiles predicted by the MSFV method (circles) and the fine-scale solver (solid lines).
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Fig. 9. Flow scenario 1 for single-phase flow and heterogeneous permeability distribution with a variance of r2ln k ¼ 15:9 (realization 1). Comparison
between the dimensionless rate (q=qinj) profiles predicted by the MSFV method (circles) and the fine-scale solver (solid lines).
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and fine-scale simulations. Again, the agreement is very good for r2ln k ¼ 5:3 and reasonable for r2ln k ¼ 15:9 for all realizations.
Finally, the concentration contour lines for c=c0 ¼ 0:5 of the MSFV and fine-scale solutions are compared in Figs. 13–16 for
realization one.
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Fig. 12. Mass recovery fraction (i.e. the fraction of recovered mass initially present in the reservoir) as a function of time for (a) rln k ¼ 5:3 and flow scenario
1, (b) rln k ¼ 15:9 and flow scenario 1, (c) rln k ¼ 5:3 and flow scenario 2, and (d) rln k ¼ 15:9 and flow scenario 2. Comparison between the MSFV predictions
(solid lines) and the fine-scale reference solutions (dashed line) for five independent realizations.
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Fig. 13. Flow scenario 1 for single-phase flow and heterogeneous permeability distribution with a variance of r2ln k ¼ 5:3 (realization 1). Comparison
between the tracer-front positions predicted by the MSFV method (solid lines) and the fine-scale solver (dashed lines).
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Fig. 14. Flow scenario 1 for single-phase flow and heterogeneous permeability distribution with a variance of r2ln k ¼ 15:9 (realization 1). Comparison
between the tracer-front positions predicted by the MSFV method (solid lines) and the fine-scale solver (dashed lines).
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Fig. 15. Flow scenario 2 for single-phase flow and heterogeneous permeability distribution with a variance of r2ln k ¼ 5:3 (realization 1). Comparison
between the tracer-front positions predicted by the MSFV method (solid lines) and the fine-scale solver (dashed lines).
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Fig. 16. Flow scenario 2 for single-phase flow and heterogeneous permeability distribution with a variance of r2ln k ¼ 15:9 (realization 1). Comparison
between the tracer-front positions predicted by the MSFV method (solid lines) and the fine-scale solver (dashed lines).
Fig. 17. Multi-phase flow with gravity in a homogeneous permeability field; bottom: MSFV solution of water saturation; top: reference fine-scale solution
of water saturation.
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5.2. Multiphase flow
As an ultimate test of model performance we consider a multiphase-flow problem: the reservoir is initially fully saturated
with oil (o), then water (w) is injected at constant pressure in well A, i.e., pwell;A ¼ p- (flow condition 3 in Table 1). Both liquids
are assumed incompressible; the relative density difference is Dq=qw ¼ ðqw # qoÞ=qw ¼ 0:5; the viscosity ratio
M ¼ lw=lo ¼ 0:1; and the gravity number G ¼ DqgLy=p- ¼ 1. Since the liquids are immiscible, relative permeabilities are
modeled as quadratic functions of the phase saturation, i.e., krw ¼ S2w and kro ¼ S2o ¼ ð1# SwÞ2; capillary pressure is neglected.
At a given time, the MSFV solutions for a homogeneous permeability field are compared with the fine-scale reference
Fig. 18. Multi-phase flow with gravity in a homogeneous permeability field; bottom: MSFV solution of pressure; top: reference fine-scale solution of
pressure.
Fig. 19. Permeability field used for the heterogeneous multi-phase flow test case with gravity (r2ln k ¼ 5:3, realization 3).
Fig. 20. Multi-phase flow with gravity in a heterogeneous permeability field (r2ln k ¼ 5:3, realization 3); bottom: MSFV solution of water saturation; top:
reference fine-scale solution of water saturation.
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solutions in Figs. 17 and 18. Both saturation and pressure solutions are in good agreement. In Figs. 20 and 21, the results
obtained with a heterogeneous permeability field (r2ln k ¼ 5:3, realization 3, Fig. 19) are illustrated. Again, the MSFV solution
is in good agreement with the fine-scale solution.
6. Conclusions
A new approach that accurately treats complex, interfering wells within the MSFV framework is devised. Opposed to pre-
vious models [19], which depend on additional sub-domains each covering a whole well, the same dual coarse grid cells as
for the original MSFVmethod are used as support of the well basis functions. Therefore, the algorithm nicely fits into the data
structure of the original MSFV method and does not require solutions of the fine-scale flow problem on larger domains. This
is an important requirement in order to maintain the order of the complexity of the MSFV method. Note that here no addi-
tional approximations are made, i.e. the quality of the solutions solely depends on the accuracy of the reduced problem
boundary conditions. It is shown analytically that this MSFV method for multi-phase flow in heterogeneous media is con-
sistent with corresponding fine-scale methods in the sense that the solutions become identical, if exact localization bound-
ary conditions are applied.
Numerical multi-phase flow studies with homogeneous and heterogeneous permeability fields and interfering pressure-
and rate-constraint wells were performed with and without gravity effects. In all cases the MSFV pressure and saturation
solutions are in excellent agreement with the fine-scale simulations. The same can be stated about well pressure- and rate
logs and about oil recovery over time. Finally, it was demonstrated that the method also is very accurate for complex multi-
phase flow and transport problems, which involve strong gravity effects.
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