Abstract. Let (M, ρ, µ) be a metric measure space satisfying the doubling, reverse doubling and non-collapsing conditions, and L be a self-adjoint operator on L 2 (M, dµ) whose heat kernel pt(x, y) satisfy the small-time Gaussian upper bound, Hölder continuity and Markov property. In this paper, we give characterizations of inhomogeneous "classical" and "non-classical" Besov and Triebel-Lizorkin spaces associated to L in terms of continuous Littlewood-Paley and Lusin area functions defined by the heat semigroup, for full range of indices. This extends related classical results for Besov and Triebel-Lizorkin spaces on R n to more general setting, and extends corresponding results of Kerkyacharian and Petrushev [29] to full range of indices.
Introduction and statement of main results
In the last fifteen years the study of function spaces associated to operators attracted significant attention. This direction of study was initiated by Auscher, Duong and McIntosh [1] , who introduced the Hardy space H 1 L (R n ) associated to an operator L with pointwise heat kernel bound. Then Duong and Yan [14, 15] introduced BMO space associated to operators and studied the duality of H 1 L (R n ) is BMO L * (R n ), where L * is the adjoint of L in L 2 (R n ). For Hardy spaces associated to operators without pointwise heat kernel bound, we refer to the work of Auscher, McIntoshi and Russ [2] and Hofmann and Mayboroda [26] , in which Hardy spaces associated to the Hodge Laplacian on Riemannian manifolds, and Hardy spaces associated to second order divergence form elliptic operators on R n with complex coefficients, were developed respectively. Motivated by these two papers, Hofmann et al. in [25] further established the theory of the Hardy spaces H p L (X), 1 ≤ p < ∞, on a metric measure space (X, d, µ) associated to a general non-negative self-adjoint operator L satisfying Davies-Gaffney estimates. For further developments about Hardy spaces associated to operators, we refer to [9, 11, 12, 13, 27, 33, 37, 42, 43] , and others.
Besov and Triebel-Lizorkin spaces form a unifying class of function spaces encompassing many well-studied classical function spaces such as Lebesgue spaces L p , Hardy spaces H p , the space BMO, Sobolev spaces, Hardy-Sobolev spaces and various forms of Lipschitz spaces. While the classical theory of these spaces on R n was developed primarily by Peetre, Triebel, Frazier, Jawerth and many other authors (see e.g. [17, 18, 19, 34, 38, 39] ), there have been many efforts of extending it to other domains and nonclassical settings. Recently, Kerkyacharian and Petrushev [29] introduced Besov and Triebel-Lizorkin spaces associated with non-negative self-adjoint operators. To elaborate their work, we first fix the setting. Assume that (M, ρ, µ) is a metric measure space, locally compact with respect to the topology induced by the distance ρ(·, ·), satisfying the volume doubling condition: 0 < µ(B(x, 2r)) ≤ c 0 µ(B(x, r)) < ∞ (1.1)
for all x ∈ M and r > 0, where B(x, r) := {y ∈ M : ρ(x, y) < r} and c 0 > 1 is a constant. Assume that L is a non-negative self-adjoint operator on L 2 (M, dµ), mapping realvalued to real-valued functions, such that the associated semigroup P t = e −tL consists of integral operators with (heat) kernel p(t, x, y) satisfying the following conditions: . In what follows, we always assume that (M, ρ, µ) is a metric measure space, locally compact with respect to the topology induced by the distance ρ(·, ·), satisfying (1.1), (d) and (e), and L is a non-negative self-adjoint operator on L 2 (M, dµ) with heat kernel satisfying (a)-(c).
We now recall the definition of Besov and Triebel-Lizorkin spaces associated to L , introduced by Kerkyacharian and Petrushev [29] . Denote by S ′ L the class of distributions associated to L , which was introduced in [29] and whose definition will be recalled in Section 2. (i) Let s ∈ R, 0 < p < ∞ and 0 < q ≤ ∞. The "classical" Besov space B s p,q (L ) is defined as the collection of all f ∈ S ′ L for which
The "nonclassical" Besov space B s p,q (L ) is defined collection of all f ∈ S ′ L for which
with the usual modification when q = ∞. Here, n is the "dimension" of M as in (2.1) below.
(ii) Let s ∈ R, 0 < p < ∞ and 0 < q ≤ ∞. The "classical" Triebel-Lizorkin space F s p,q (L ) is defined as the collection of all f ∈ S ′ L for which
As pointed out in [29] , the main motivation for introducing the "non-classical" Besov and Triebel-Lizorkin spaces associated to L lies in nonlinear approximation. These "non-classical" spaces seem more suitable for the possibly anisotropic nature of the geometry of M .
Homogeneous Besov and Triebel-Lizorkin spaces associated to non-negative self-adjoint spaces have been introduced and studied by Georgiadis et al. [20, 21] , and their weighted extension were studied by Bui et al. in their recent work [7] . It is worth noting that in the last work the heat kernel of the operator is not assumed to satisfy the Hölder continuity nor the Markov property.
The main aim of the present paper is to derive characterizations of the inhomogeneous 
, but with the restriction p ≥ 1 in the Besov case, and with the restriction p > 1 and q > 1 in the TriebelLizorkin case (see [29, Theorems 6.7 and 7.5] ). In [32] , Liu, Yang and Yuan obtained the heat semigroup characterization of more general scales of functions/distributions associated to L , called Besov-type and Triebel-Lizorkin-type spaces associated to L , for full range of indices. However, the heat semigroup characterization for full range of indices in [32] is a discrete version, rather than a continuous one (see [32, Theorem 5.7] ). The continuous version of heat semigroup characterization obtained there still needs the restriction p ≥ 1 (see [32, Theorem 5.8] ). Only recently, H.-Q. Bui, T. A. Bui and X. T. Duong [7] proved continuous characterizations of (weighted) Besov and Triebel-Lizorkin spaces associated to L for full range of indices in terms of Littlewood-Paley and Lusin area functions. However, it is worth noting that they only treat homogeneous "classical" spacesḂ s p,q (L ) andḞ s p,q (L ), and it seems that their approach can not be applied to inhomogeneous spaces. In the present paper, we aim to derive the characterizations of inhomogeneous "classical" and "non-classical" spaces (i) If 0 < p ≤ ∞, then for f ∈ S ′ L , we have the quasi-norm equivalence:
we have the quasi-norm equivalence:
Suppose s ∈ R, 0 < p < ∞ and 0 < q ≤ ∞. Let m be the smallest integer such that m > max{s/2, 0}. Then for f ∈ S ′ L , we have the quasi-norm equivalence:
A few words about our proofs are in order. We point out that the approach in [29] to derive continuous characterizations in terms of square functions can not be used to treat the case p < 1. Meanwhile, one can not directly adapt the arguments from [7] to our inhomogeneous spaces. This is because in order to get continuous characterizations of inhomogeneous spaces we must treat the inhomogeneous term separately. To achieve our goal, we shall adapt the ideas developed by Bui et al. [5] , Rychkov [36] and Ullrich [41] . In particular, the work [41] provides a complete and self-contained reference for general characterizations of discrete and continuous type for the classical Besov and Triebel-Lizorkin spaces on R n . See also [31] and [28] for the adaption of such ideas to more general scales of funcitons/distributions. A central estimate of our approach to derive continuous characterizations of Besov and Triebel-Lizorkin spaces associated to operators is a "sub-mean value inequality" involving t (see Lemma 4.1 below), which generalizes the corresponding inequality on R n . We also need to make good use of the smooth functional calculus developed by Kerkyacharian and Petrushev in [29] and the "off-diagonal estimates" proved in Section 3.
It is worth pointing out that Besov and Triebel-Lizorkin spaces associated to some particular operators were earlier studied by some authors. For instance, Besov and Triebel-Lizorkin spaces in the context Hermite were studied by Petrushev and Xu [35] and Bui and Duong [8] , while these spaces in the context of Laguerre were studied by Kerkyacharian et al. in [30] and by Bui and Duong in [9] . The spaces in [8] and [9] were introduced via continuous Littlewood-Paley functions associated to the heat semigroup (or Poisson semigroup) and, in some restricted cases (e.g., q = 2), their Lusin area function characterization was obtained.
The layout of this paper is as follows. In Section 2, we collect some notions and preliminary results which will be needed in the proofs of our main results. In Section 3 we present off-diagonal estimates, which could be regarded as refinements of the previously known ones. Section 4 and Section 5 are devoted to the proofs of Theorem 1.1 and Theorem 1.2, respectively.
Notation. Throughout this article, N 0 will denote the set of all nonnegative integers, while N denotes the set of all positive integers. For any positive number α, we denote by ⌊α⌋ the largest integer less than or equal to α. We shall also use the notation |E| := µ(E) and L p := L p (M, dµ). In some cases "sup" will mean "ess sup", which will be clear from the context. For a self-adjoint operator T on some Hilbert space H, we shall denote by Dom(T ) the domain of T . We will use c, C, c ′ , C ′ to denote positive constants, which are independent of the main variables involved and whose values may vary at every occurrence. By writing f g or g f , we mean f ≤ Cg. The notation f ∼ g will stand for C ≤ f /g ≤ C ′ .
Preliminaries and notation
We start by noting that the doubling condition (1.1) implies the following strong homogeneity property: there exits C > 0 such that
for all x ∈ M , r > 0 and λ ≥ 1, where n is a constant playing the role of a dimension, though it is not even an integer. There also exit C and n ′ , 0 ≤ n ′ ≤ n, so that
uniformly for all x, y ∈ X and r > 0. Indeed, property (2.2) with n ′ = n is a direct consequence of the triangle inequality for the metric ρ and the strong homogeneity property (2.1). In the case of the Euclidean space R n and Lie groups of polynomial growth, n ′ can be chosen to be 0. Using the doubling condition (1.1), it is easy to show (cf. [10, Lemma 2.3]) that for any σ > n, there exists a constant C such that for all x ∈ M and t > 0,
To save space we shall use the following abbreviation borrowed from [29] :
for t, σ > 0 and x, y ∈ M . Combining (2.2) and (2.3) we see that for any σ > n + n ′ /2, there is a constant C (depending on σ) such that
The following lemma is standard and thus we skip the proof.
Here M is the Hardy-Littlewood maximal operator on (M, ρ, µ) defined by
where B ranges over all balls containing x.
It is well known that the Fefferman-Stein vector-valued maximal inequality also holds on metric measure spaces satisfying doubling condition (see e.g. [24] ). It is stated as follows.
Lemma 2.2. Suppose that 1 < p < ∞ and 1 < q ≤ ∞. Then there exists a constant C > 0 such that for all sequences of functions
The Besov and Triebel-Lizorkin spaces introduced in [29] are in general spaces of distributions. So let us recall from [29] the notions of test functions and distributions on M associated to L .
with topology induced by the family of seminorms
where x 0 ∈ M is a fixed point. In this case S L is endowed with the topology induced by the family {P k,ℓ } k,ℓ∈N 0 of seminorms.
In either case, S L is a Fréchet space (see [29, Section 5] ). Moreover, in the case where µ(M ) = ∞, a different choice of x 0 in the above definition yields the same class S L with equivalent topology. Thus, we fix the point x 0 ∈ M once and for all.
The space S ′ L of distributions associated to L is defined as the space of all continuous linear functionals on S L . The duality between the spaces is denoted by the map
where dE λ is the projection valued measure associated to L . Given N ∈ N and φ ∈ C N (R), we introduce the seminorm
where φ (ν) is the ν-th order derivative of f . The following result concerning smooth functional calculus plays an important role in our approach. This was developed by Kerkyacharian and Petrushev [29] .
where C is a positive constant depending only on N and the constants c 0 , C ⋆ , c ⋆ from
Remark 2.1. This lemma implies that if φ is an even Schwartz function on R then both
Given a > 0, γ ∈ R, t > 0, f ∈ S ′ L and an even function φ ∈ S(R), we introduce the Peetre type maximal functions: 
.
We will also need the following fundamental lemma from [36] . 
Then, there is a constant C depending only on p, q, δ such that
Here, ℓ q (L p ) and L p (ℓ q ) are, respectively, the spaces of all sequences {h j } ∞ j=0 of measurable functions on M with the finite quasi-norms
The following simple lemma will also be needed.
Lemma 2.6. Let 0 < p, q ≤ ∞ and δ > 0. Let {g j } ∞ j=0 be a sequence of nonnegative measurable function on M and put
Proof. First assume q > 1. By Hölder's inequality we have
Taking the L p -quasi-norm on both sides yields the desired estimate. If 0 < q ≤ 1, we use the q-triangle inequality to obatin
Taking the L p -quasi-norm on both sides yields the desired estimate.
Finally, we record a Calderón type reproducing formula.
with convergence in the topology of S ′ L .
Off-diagonal estimates
First, we establish the following fundamental estimate:
Lemma 3.1. For any σ > n + n ′ , there exists a constant c > 0 such that for all t, s > 0 and all x, y ∈ M ,
Proof. By symmetry, we only need to show (3.1) for t ≥ s. To do this, we decompose
where Ω 1 := {z ∈ M : ρ(y, z) < ρ(x, y)/2} and Ω 2 := {z ∈ M : ρ(y, z) ≥ ρ(x, y)/2}. By triangle inequality we have ρ(x, z) ≥ ρ(x, y)/2 for all z ∈ Ω 1 . From this and (2.2) we see that for all z ∈ Ω 1 ,
This along with (2.4) yields that
Next we estimate I 2 . Note that by (2.2) and the elementary inequality
we have, for all z ∈ E 2 ,
If ρ(x, y) ≤ t, then we have 1 + t −1 ρ(x, y) ∼ 1, and hence from (3.5) and (2.4) it follows that
If, instead, ρ(x, y) > t, we decompose the set Ω 2 into Ω 2 = ∞ k=0 E k , where
Then by (2.1) and (2.2), we have
Inserting this estimate into (3.5) we obtain
Thus, in either case we have I 2 D t,σ−n−n ′ (x, y), which together with (3.3) yields (3.1). The proof is complete.
we have by Lemma 2.3 and Lemma 3.1,
as desired.
Remark 3.1. Comparing with [32, Lemma 2.1 (ii)], the advantage of Lemma 3.1 is that it avoid the appearance of the factor max{(s/t) n , (t/s) n } on the right-hand side of (3.1). Consequently, the factor (t/s) n does not appear on the right-hand side of (3. We shall only give the proof of
since other quasi-norm equivalence stated in Theorem 1.1 can be proved in a similar manner. Let s ∈ R, 0 < p < ∞ and 0 < q ≤ ∞. Let m be the smallest integer such that m > max{s/2, 0}. Throughout this section, we put
for λ ∈ R. Also, we fix even Schwartz functions ϕ 0 , ϕ on R satisfying (1.4) and (1.5). Then, (5.1) is equivalent to the following equation: for all f ∈ S ′ L ,
To prove (4.3) we divide our argument into three steps.
Step 1. We are going to show that for any a > 0,
To do this, first choose even functions η 0 , η ∈ C ∞ 0 (R) such that η 0 (λ) = 0 if and only if |λ| ≤ 2, and η(λ) = 0 if and only if 1/2 ≤ |λ| ≤ 2. Then we set
Note that ζ(λ) > 0 for all λ ∈ R. Put ψ 0 (λ) := η 0 (λ)/ζ(λ) and ψ(λ) := η(λ)/ζ(λ). Then ψ 0 , ψ are even Schwartz functions on R with the properties supp ψ 0 ⊂ {|λ| ≤ 2}, supp ψ ⊂ {1/2 ≤ |λ| ≤ 2}, and
Then supp θ ⊂ {|λ| ≤ 2}. Since ω 0 (λ) > 0 on {|λ| ≤ 2}, there exists an even function φ ∈ S(R) such that
We now set
Then, since supp θ(t·) ⊂ {|λ| ≤ 2} (∀t ∈ [1, 4]), it follows from (4.7) that
From this, (4.5) and (4.6), we see that
Hence it follows from Lemma 2.7 that for any f ∈ S ′ L ,
Thus, for ℓ ≥ 1 and y ∈ M , we have
Analogously,
(4.9)
Let k, N be positive integers such that 2k−|s|−|s|n ′ /n−a > 0 and N −(|s|n ′ /n)−a > n+n ′ /2. Since (·) −2k ϕ(·) ∈ S(R), (·) 2k φ(·)θ(t 1/2 ·) ∈ S(R) and sup
, by applying Lemma 3.2 again we have
We insert (4.10) and (4.11) into (4.8), then multiply on both sides by |B(x, 2 −ℓ )| −s/n , and in the right-hand side use the inequality
to obtain, for all ℓ ≥ 1 and t ∈ [1, 4],
From this and the elementary inequality
and (2.4) (taking into account that N − (|s|n ′ /n) − a > n + n ′ /2), it follows that
(4.12)
In a similar manner we obtain from (4.9) that
If q ≥ 1, we take the norm 4 1 | · | q dt t 1/q on both sides of (4.12) and (4.13) (note that the left-hand sides are independent of t), and use the Minkowski's inequality for integrals to get
for all ℓ ≥ 1, and
for j ≥ 1. Then (4.14) coupled with (4.15) implies
Applying Lemma 2.5 in L p (ℓ q ) then yields (4.4). If q < 1, by the q-triangle inequality, we deduce from (4.12) and (4.13) that
q dt t for j ≥ 1. Then (4.16) coupled with (4.17) implies
Applying Lemma 2.5 in L p/q (ℓ 1 ) then yields (4.4).
Step 2. Let us show that if a > 
Proof. As in Step 1 there exist even functions ψ 0 , ψ ∈ S(R) such that supp ψ 0 ⊂ {|λ| ≤ 2}, supp ψ ⊂ {1/2 ≤ |λ| ≤ 2}, and
Replacing λ with 2 −ℓ t 1/2 λ in (4.38), we see that for all ℓ ≥ 1 and t ∈ [1, 4],
It then follows from Lemma 2.7 that for all f ∈ S ′ L , ℓ ≥ 1 and t ∈ [1, 4] ,
with convergence in the topology of S ′ L . Hence, for all ℓ ≥ 1 and y ∈ M , ω(2
where C N is a constant depending on N . Hence it follows from Lemma 3.2 that
Similarly, we have (4.25)
, ∀ℓ ≥ 1. Inserting (4.24) and (4.25) into (4.23), and using (2.2), we obtain that for ℓ ≥ 1, t ∈ [1, 4] and y ∈ M ,
The last estimate readily implies that for any N ∈ (0, ∞),
where C ′ N := C ⌊N +n+3n ′ /2⌋+1 . Replacing ℓ by i + ℓ (i ∈ N 0 ), and multiplying on both sides by 2 −2N i , we get We divide both sides of (4.27) by (1 + 2 ℓ ρ(x, y)) N , and use the inequality
To prove (4.20) we first consider the case 0 < r < 1. Define
Then (4.28) implies
Thus, if M ℓ,N f (x) < ∞, we conclude that
We claim that for any f ∈ S ′ L , there exists a positive number N f (depending on f ) such that M ℓ,N f (x) < ∞ for all N > N f . To see this, we first consider the case µ(M ) = ∞. Since f is a linear functional on S L , there exist k 0 , ℓ 0 ∈ N 0 such that
By Lemma 2.3,(2.1) and (2.2), we have
In a similar manner one can show that the claim is also true in the case where µ(M ) < ∞. We omit the details here. Thus we have proved (4.30) provided that N > N f . This along with the obvious fact
where c = C N is a constant depending on N but independent of x, f, t and ℓ. Observe that the right-hand side of (4.31) decreases as N increases. Therefore, (4.31) is valid for all N > 0 with
depending on N and f . We want to obtain (4.31) with c independent of f . For this purpose, let N be an arbitrary positive number. We may assume that the right-hand side of (4.31) is finite, for otherwise (4.31) is trivial. From (4.31) with c = C N,f it follows that
Then (4.29) along with the finiteness of M ℓ,N f (x) for all N > 0 yields (4.31) with the constant c independent of f . Thus we have proved (4.20) in the case 0 < r < 1.
Next we show (4.20) for r ≥ 1. Indeed, we start with (4.26) (with N + n + n ′ /2 + 1 instead of N ), use Hölder's inequality first for the integrals and then for the sums, and apply (2.4), to obtain
The analogous estimate (4.21) for the inhomogeneity follows by a similar argument. We skip the details. The proof of Lemma 4.1 is complete.
We turn to the proof of (4.19). Let a > n+n ′ min{p,q} . Let r be a positive number satisfying ar > n + n ′ and r ≤ min{p, q}. Replacing x by y in (4.20) , taking N > max{a+n ′ /r, |s|/2+n/(2r)}, then multiplying on both sides by |B(y, 2 −ℓ t 1/2 )| −sr/n (1+ 2 ℓ t −1 ρ(x, y)) −ar , and using the inequality
we obtain
(4.32)
Taking on both sides the supremum over y ∈ M , and using the fundamental inequality
we arrive at
for all ℓ ≥ 1 and t ∈ [1, 4] .
Analogously, we can deduce from (4.21) that
Taking the norm ( 4 1 | · | q/r dt t ) r/q on both sides of (4.34), and using Minkowski's inequality for integrals and Lemma 2.1, we obtain
Since p/r > 1, q/r > 1 and 2N r − |s|r − n > 0, it follows from Lemma 2.6 and Lemma 2.2 that
In a similar manner (using Lemma 2.5 instead of Lemma 2.6) we deduce from (4.33) that
Combing (4.35) and (4.36) we obtain (4.19).
Step 3. Let us show that if a > 0 then 37) We remark that the difference between the proofs of (4.37) and (4.4) lies in that ϕ vanishes near the origin (which implies (·) −2N ϕ(·) ∈ S(R) for arbitrary N ∈ N), while ω has only finite vanishing order. To show (4.37), let ψ 0 , ψ ∈ S(R) be even functions on R such that supp ψ 0 ⊂ {|λ| ≤ 2}, supp ψ ⊂ {1/2 ≤ |λ| ≤ 2}, and
Then it follows from Lemma 2.7 that for any f ∈ S ′ L ,
Hencefor ℓ ≥ 1 and t ∈ [1, 4] we have
Let N ∈ N 0 such that N > 2n + 3n ′ /2 + |s|n ′ /n + a. Let m ′ ∈ N such that 2m ′ − max{−s, 0} − a > 0. If ℓ ≥ 1 and j ≤ ℓ, then since (·) −2m ω(t 1/2 ·) ∈ S(R) and sup t∈ [1, 4] (·) −2m ω(t 1/2 ·) (N ) ≤ C N , it follows from Lemma 3.2 that
If ℓ ≥ 1 and j ≥ ℓ, then using Lemma 3.2 and the fact that (·) −2m ′ ψ(·) ∈ S(R) (since ψ vanishes near the origin) we get
Also by Lemma 3.2 we have
Inserting these kernel estimates into (4.39), and using (2.1) and (2.2), we obtain For 1 ≤ j ≤ ℓ, we first use |B(x, 2 −ℓ )| −s/n 2 (ℓ−j) max{s,0} |B(x, 2 −j )| −s/n and then use
while for j ≥ ℓ + 1 we first use |B(x, 2 −ℓ )| −s/n |B(y, 2 −ℓ )| −s/n (1 + 2 ℓ ρ(x, y)) |s|n ′ /n and then use |B(y,
Thus we deduce from (4.40) that for all ℓ ≥ 1,
and (2.4) (taking into account that N − n − n ′ − |s|n ′ /n − a > n + n ′ /2), we infer
Then it follows from the above inequality that
In a similar manner one shows the analogous estimate for the homogeneity:
(4.42)
Since the right-hand sides of (4.41) is independent of t, it implies
(4.43)
f (x) for j ≥ 1. Then (4.42) coupled with (4.43) implies
Applying Lemma 2.5 in L p (ℓ q ) then yields (4.37). Now we are able to finish the proof of Theorem 1.1. Indeed, the desired estimate (4.3) follows from (4.4), (4.19), (4.37) and Lemma 2.4.
Proof of Theorem 1.2
We shall only give the proof of
since the other quasi-norm equivalence stated in Theorem 1.2 can be proved in a similar manner.
The key step to prove (5.1) is the following estimate.
where ω is defined by (4.2).
Proof. Let r be a positive number such that r < min{p, q} and ar > 2n + 2n ′ + 1. This is possible since a > 2n+2n ′ +1 min{p,q} . Let N ∈ N 0 such that N > max{a + n ′ /r, |s|/2 + n/r}.
In Section 4 we proved the following estimate (see (4.33) 
Note that for any integrable function g on M and any u > 0, by Fubini's theorem we have
From this, (5.3), Hölder's inequality and (2.4), it follows that
Then from (5.4), Hölder's inequality and (2.4), it follows that
Taking the norm Since ar − (n + n ′ + 1) > n + n ′ , we further apply Lemma 2.1 to conclude that for all ℓ ≥ 1 and t ∈ [1, 4], The next estimate is a converse of the one stated in the previous lemma. 
which yields (5.1). The proof of Theorem 1.2 is complete.
