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Abstract
In this paper we establish that the functor of idempotent probability measures
acting in the category of compacta and their continous mappings is perfect metris-
able.
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1 Itroduction
The notion of idempotent measure finds important applications in different parts of math-
ematics, mathematical physics, economics, mathematical biology and others. One can find
a row of applications of idempotent mathematics from [3].
Let R be the real line. Consider the set R ∪ {−∞} with two algebraic operations:
addition ⊕ and multiplication ⊙ defined as u ⊕ v = max{u, v} and u ⊙ v = u + v. The
set R ∪ {−∞} forms semifield with respect to this operations and, the unity 1 = 0 and
zero 0 = −∞, i. e.
(i) the addition ⊕ and the multiplication ⊙ are associative;
(ii) the addition ⊕ is commutative;
(iii) the multiplication ⊙ is distributive with respect to the addition ⊕;
(iv) each nonzero element x ∈ R ∪ {−∞} is intertible.
It denotes by Rmax. It is idempotent, i. e. x⊕ x = x for all x ∈ Rmax, and commutative,
i. e. the multiplication ⊙ is commutative.
Let X be a compact Hausdorff space, C(X) the algebra of continuous functions
ϕ : X → R with the usual algebraic operations. On C(X) the operations ⊕ and ⊙ we
define as following:
ϕ⊕ ψ = max{ϕ, ψ}, where ϕ, ψ ∈ C(X),
ϕ⊙ ψ = ϕ+ ψ, where ϕ, ψ ∈ C(X),
λ⊙ ϕ = ϕ+ λX , where ϕ ∈ C(X), λ ∈ R,
where λX is a contant function.
Recall [15] that a functional µ : C(X)→ R is called to be an idempotent probability
measure on X , if:
1) µ(λX) = λ for each λ ∈ R;
2) µ(λ⊙ ϕ) = µ(ϕ) + λ for all λ ∈ R, ϕ ∈ C(X);
3) µ(ϕ⊕ ψ) = µ(ϕ)⊕ µ(ψ) for every ϕ, ψ ∈ C(X).
For a compact Hausdorff space X a set of all idempotent probability measures on X
we denote by I(X). Consider I(X) as a subspace of RC(X). In the induced topology the
sets of the view
〈µ; ϕ1, . . . , ϕk; ε〉 = {ν ∈ I(X) : |µ(ϕi)− ν(ϕi)| < ε, i = 1, . . . , k},
form a base of neighbourhoods of the idempotent measure µ ∈ I(X), where ϕi ∈ C(X),
i = 1, . . . , k, and ε > 0. The topology generated by this base coincide with point-wise
convergence topology on I(X). The topological space I(X) is compact [15]. For a given
map f : X → Y of compact Hausdorff spaces the map I(f) : I(X) → I(Y ) defines by
the formula I(f)(µ)(ϕ) = µ(ϕ ◦ f), µ ∈ I(X), where ϕ ∈ C(Y ). The construction I is a
covariant functor, acting in the category of compact Hausdorff spaces and their continuous
maps.
Since I is a normal functor, for an arbitrary idempotent measure µ ∈ I(X) we may
define the support of µ : supp µ = ∩{A ⊂ X : A¯ = A, µ ∈ I(A)}. For a point x ∈ X
by the rule δx(ϕ) = ϕ(x), ϕ ∈ C(X), we define the Dirac measure δx supported on the
singleton {x}, i. e. supp δx = {x}.
Let µ1, µ2 ∈ I(X). Put
Λ1 2 = Λ(µ1, µ2) = {ξ ∈ I(X
2) : I(πi)(ξ) = µi, i = 1, 2},
where πi : X × X → X is the projection onto i-th factor, i = 1, 2. Note that Λ1 2 6= ∅
(see [6], Page 7).
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Let (X, ρ) be a metric compact space. A function ρI : I(X)× I(X)→ R defined as
ρI(µ1, µ2) = inf{sup{ξ(ρ)⊕ ρ(x, y) : (x, y) ∈ supp ξ} : ξ ∈ Λ1 2}. (1)
is a metric on I(X) which is an extension of the metric ρ (Theorem 1 [6]). Besides, the
metric ρI generates point-wise converging topology on I(X) (Theorem 2 [6]). Note in
[5, 14] where considered another metric.
Note that a function
ρI(µ1, µ2) = inf{sup{ρ(x, y) : (x, y) ∈ supp ξ} : ξ ∈ Λ1 2}, (2)
suggested by A. Zaitov, also is a metric on I(X). It is obvious that the equalities (1) and
(2) define the same metric.
2 Preliminaries
All of the concepts and results in this section we take from [1]. Under a functor we mean
a covariant functor acting in the category Top of topological spaces and their continuous
maps, and some subcategories of Top.
Definition 2.1 A functor F , acting in the category Comp of compact Hausdorff spaces
and their continuous maps, is said to be seminormal if it satisfies the following conditions:
1) F preserves empty set and singleton, i. e. F(∅) = ∅ and F(1) = 1 take places,
where 1 is a singleton.
2) F preserves intersections, i. e. F(
⋂
F∈B
F ) =
⋂
F∈B
F(F ) for a given compact Hausdorff
space X and for every family B of closed subsets of X ;
3) F is monomorphic, i. e. F(i) : F(A) → F(X) is an embedding for every given
embedding i : A→ X ;
4) F is continuous, i. e. F(limS) = lim(F(S)) for each spectrum S = {Xα, π
β
α; A} of
compact Hausdorff spaces and their corresponding projections.
If a functor F is seminormal then there exists a unique natural transformation ηF =
η : Id → F of identity functor Id into the functor F . Moreover, this transformation is
monomorphism, i. e. for each compact Hausdorff space X the map ηX : X → F(X) is an
embedding.
Definition 2.2 An acting in the category MComp of metrisable compact spaces and
their continuous maps seminormal functor F is said to be metrisable if for any metrisable
compact X and for each metric d = dX on X it is possible to assign a metric dF(X) on
the compact F(X) such that the following conditions hold:
P1) if i : (X1, d
1)→ (X2, d
2) is an isometric embedding then
F(i) : (F(X1), d
1
F(X1)
)→ (F(X2), d
2
F(X2)
)
also is an isometric embedding;
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P2) the embedding ηX : (X, d)→ (F(X), dF(X)) is an isometry;
P3) diam(F(X), dF(X)) = diam(X, d).
Fix a seminormal functor F and a compact Hausdorff space X , and put ηn−1,n =
ηFn−1(X) : F
n−1(X)→ Fn(X). For positive integers n < m put
ηn,m = ηm−1,m ◦ ... ◦ ηn+1,n+2 ◦ ηn,n+1.
A direct sequence
X
η0, 1
−−−→ F(X)
η1, 2
−−−→ . . .
ηn−1, n
−−−−→ Fn(X)
ηn, n+1
−−−−→ Fn+1(X)
ηn+1, n+2
−−−−−→ . . . . (3)
arises.
Fix a metric d on a compactum X and a metrization of the functor F . A metric on
the compactum Fn(X), generated by this metrization we denote by dn. Then every of
the maps
ηn,m : (F
n(X), dn)→ (F
m(X), dm)
is an isometric embedding. The limit of sequence (3) in the category metric spaces and
their isometric maps we denote by (F+(X), d+). We give more detail definition of the
metric d+. Considering so far F
+(X) as a limit of (3) in the set category, a limit of the
embeddings ηn,m : F
n(X) → Fm(X) as m → ∞ we denote by ηn : F
n(X) → F+(X).
Then
F+(X) =
⋃
{ηn(F
n(X)) : n ∈ ω},
and a metric d+ defines by the metrics dn on the summands ηn(F
n(X)), i. e. for x, y ∈
F+(X) we have
d+(x, y) = dn(a, b) (4)
where ηn(a) = x, ηn(b) = y. The definition of the metric d+ by equality (4) is correct,
since at n < m the maps ηn,m are isometric embeddings.
If f : X → Y is a continuous map, then it is possible to determine a map
F+(f) : F+(X) → F+(Y ). It becomes as follows. For x ∈ F+(X) there exist n and
a ∈ Fn(X) such that x = ηn(a). We put F
+(f)(x) = ηnF
n(f)(a). The correctness of
this definition follows from what ηn,m is a natural transformation of the functor F
n to
the functor Fm.
Definition 2.3 A metrisable functor F is said to be uniformly metrisable, if its some
metrization has the following property
P4) for any continuous map f : (X1, d
1)→ (X2, d
2) the map
F+(f) : (F+(X1), d
1
+)→ (F
+(X2), d
2
+)
is uniformly continuous.
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A metrization of a functor, satisfying property P4), is called uniformly continuous.
For a uniformly metrisable functor F the operation F+ is a functor, acting from
the category MComp = Metr ∩ Comp of compacta into the category of (sigma-compact)
metrisable spaces. Moreover Definition 2.3 directly follows
Proposition 2.1 If f : (X1, d
1) → (X2, d
2) is a homeomorphism of compacta then for
a uniformly metrisable functor F the map F+(f) : (F+(X1), d
1
+) → (F
+(X2), d
2
+) is a
uniformly homeomorphism.
Therefore a metric space (F+(X), d+) topologically does not depend of the choose
a metric d on the compactum X . Consequently, the operation F+ may be consider as
a functor, acting from the category compacta into the category metrisable spaces and
uniformly continuous maps.
Each compactum (X, d) is assigned a completion (F++(X), d++) of the space
(F+(X), d+), and each continuous map f : (X1, d
1) → (X1, d
1) is assigned a map
F++(f) : (F++(X1))→ (F
++(X2)) which is an extension of the map F
+(f) on the com-
pletions of the spaces (F+(X1), d
1
+) and (F
+(X2), d
2
+). Thereby it is defined a functor
F++, acting from the category metric compact spaces into complete metric spaces and
uniformly continuous maps. The functor F++ is as topological invariant as the functor
F+, and it is possible to consider F++ as a functor, acting from the category compacta
into the Polish spaces.
Let for a seminormal functor F except the natural transformation η : Id → F , it
defines still a natural transformation ψF : F2 → F . If at the same time for every compact
X the equalities
ψX ◦ F(ηX) = idF(X), (5)
ψX ◦ ηF(X) = idF(X),
are executed, then the functor F is said to be semimonadic. And if the equality
ψX ◦ F(ψX) = ψX ◦ ψF(X)
is still carried out, then F is said to be monadic.
For a positive integer n we put
ψn+1, n = ψFn−1(X) : F
n+1(X)→ Fn(X)
and for n < m:
ψm, n = ψn+1, n ◦ ψn+2, n+1 ◦ · · · ◦ ψm−1, m−2 ◦ ψm,m−1.
For each semimonadic functor the following inverse sequence arises
F(X)
ψ2, 1
←−−− F2(X)
ψ3, 2
←−−− . . .
ψn, n−1
←−−−− Fn(X)
ψn+1, n
←−−−− Fn+1(X)
ψn+2, n+1
←−−−−− . . . . (6)
Denote by Fω the limit of the sequence (6). Since ψn+1, n are natural transformations
the operation Fω is functorial. The functor Fω acts as in the category Comp as in its
subcategory MComp.
For 1 ≤ n < m put qn,m = F(ηn−1,m−1). Equality (5) yields
ψm,n ◦ qn,m = idFn(X).
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Definition 2.4 A uniformly metrisable semimonadic functor F is said to be perfect
metrisable, if some of its metrization along with properties P1) − P4) has the following
properties
P5) ψ2,1 : (F
2(X), d2)→ (F(X), d1) is a non-expending map;
P6) for every pair of a ∈ F2(X) and x ∈ X we have
d1(ψ2,1(a), η0,1(x)) = d2(a, η0,2(x)).
Further, we denote by F a perfect metrisable functor. By θn : F
+(X)→ Fn(X) we
denote a natural projection, which on the summand ηm(F
m(X)) is defined as follows:
θn = ψm,n ◦ η
−1
m .
The map θn non-expanding with respect to (4) and P5). Thence as uniformly continuous
map θn extends on the completion F
++(X) of the space F+(X). This extension we denote
by θn.
At n1 < n2 the following equality holds
θn1 = ψn2,n1 ◦ ηn2. (7)
Really, for x ∈ ηm(F
m(X)) at m > n2 we have
θn1(x) = ψm,n1 ◦ η
−1
m (x) = ψn2, n1 ◦ ψm,n2 ◦ η
−1
m (x) = ψn2, n1 ◦ θn2(x).
Since a continuous map into a Hausdorff space is defined in a unique way with itself
values on everywhere dense subspace, (7) implies
θn1 = ψn2,n1 ◦ θn2 .
Therefore there exists unique map θ : F++(X)→ Fω(X) (a limit of maps θn : F
++(X)→
Fn(X)) such that for each n one has
θn = ψn ◦ θ,
where ψn : F
ω(X)→ Fn(X) is a through projection of the inverse sequence (6)
Proposition 2.2 Maps
ηn ◦ ψn : F
++(X)→ Fn(X)→ F+(X) →֒ F++(X)
converge to the identity map uniformly on compact sets.
Proposition 2.3 For arbitrary pair of x ∈ Fn(X) and a ∈ Fm(X), m ≥ n + 2, we have
dn+1(ψm,n+1(a), ηn, n+1(x)) = dm(a, ηn,m(x)).
Theorem 2.1 For each compactum X and every perfect metrisable functor F the map
θ : F++(X)→ Fω(X) is an embedding.
Theorem 2.2 Let a perfect metrisable functor F and a compactum X be such that
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1) Fω(X) is homeomorphic to Q;
2) Fn(X) is homeomorphic to Q for all n, beginning with some;
3) ηn, n+1(F
n(X)) is a Z-set in Fn+1(X)) for all n.
Let, besides, the metrization of the functor F satisfies the following condition
P7) for an arbitrary a ∈ F(X) the inequality d1(a, η0, 1(X)) ≥ ε implies the inequality
di+1(q1, i+1(a), ηi, i+1q1, i(a)) ≥ ε for all i ≥ 2.
Then the triple (Fω(X), θ(F++(X)), θ(F+(X))) is homeomorphic to the triple
(Q, s, rintQ).
Remind, that Q =
∏
{[−1, 1]n : n = 1, 2, . . . } is the Hilbert cube, s is the pseudo-
interior of Q, and rintQ = {x = {xn} ∈ Q : |xn| ≤ t < 1 for all n = 1, 2, . . . }. It is
well-known that s is homeomorphic to Hilbert space l2, and rintQ to Σ, which is a linear
span of Q in l2.
3 Uniform metrizability of the functor of idempotent probabil-
ity measures
In this section we verify that the functor I satisfies properties P4) − P7). For this we
need the following construction. Since functor I is normal there exists unique natural
transformation ηI = η : Id→ I of identity functor Id into the functor I. Here the natural
transformation η consists of monomorphisms δX , X ∈ Comp. More detail, the last means
that for each compact Hausdorff space X the map δX : X → I(X), which defines as
δX(x) = δx, x ∈ X , is an embedding. Thus η = {δX : X ∈ Comp} is the mentioned
natural transformation.
Let X be a compactum. Put
I0(X) = X, Ik(X) = I(Ik−1(X)), k = 1, 2, . . . , and
ηn−1, n = ηIn−1(X) : I
n−1(X)→ In(X).
Fix a metric ρ on a compactum X and consider the mertrization ρ1 of the functor
I by the Zaitov metric ρ1 = ρI , defined by (2). The metric on I
n(X) generated by this
metrization we denote as ρn.
Lemma 3.1 Let X be a compactum with a metric ρ. Then δX : (X, ρ)→ (I(X), ρ1) is
an isometry.
Proof. For every pair of Dirac measures δx = 0 ⊙ δx, δy = 0 ⊙ δy ∈ I(X), x, y ∈ X , the
uniqueness of (0 ⊙ δx, 0 ⊙ δy)-admissible measure 0 ⊙ δ(x, y) ∈ Λ(δx, δy) ⊂ I(X
2) implies
that
ρ1(δx, δy) = 0⊙ δ(x, y)(ρ)⊕ ρ(x, y) = ρ(x, y).

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Lemma 3.2 Let (X1, ρ
1), (X2, ρ
2) be compacta. Then for each isometric embedding
i : (X1, ρ
1) → (X2, ρ
2) the map I(i) : (I(X1), ρ
1
1) → (I(X2), ρ
2
1) is also an isometric
embedding.
Proof. Let µ1, ν1 ∈ I(X1) and µ2 = I(i)(µ1), ν2 = I(i)(ν1) ∈ I(X2). Then I(i)(X1) ⊂
I(X2) and for every ζ ∈ Λ(µ2, ν2) supports on (i× i) (X1 ×X1). That is way we have
ρ21(µ2, ν2) = inf{sup{ρ
2(x2, y2) : (x2, y2) ∈ supp ξ2} : ξ2 ∈ Λ(µ2, ν2)} =
= inf{sup{ρ2(i(x1), i(y1)) : (i(x1), i(y1)) ∈ supp I(i× i)(ξ1)} : ξ1 ∈ Λ(µ1, ν1)} =
= inf{sup{ρ1(x1, y1) : (x1, y1) ∈ supp ξ1} : ξ1 ∈ Λ(µ1, ν1)} = ρ
1
1(µ1, ν1).

Lemma 3.3 For any metric ρ on the compactum X the following equality holds
diam(X, ρ) = diam(I(X), ρ1).
Proof. The Proof immediately follows from (2).

Lemma 3.4 [6]. For every pair µ, ν ∈ I(X) there exists λµν ∈ Λ(µ, ν) such that
ρ1(µ, ν) = sup{ρ(x, y) : (x, y) ∈ suppλµν}.
Lemma 3.5 Let f : X → Y be a continuous map of compacta (X, ρX), (Y, ρY ), and
ρX1(µ, ν) = sup{ρX(x, y) : (x, y) ∈ supp λµν},
µ, ν ∈ I(X). Then
ρY 1(I(f)(µ), I(f)(ν)) ≤ sup{ρY (f(x), f(y)) : (x, y) ∈ suppλµν}.
Proof. We put κ = I(f × f)(λµν). We have
I(q1)(κ)(ϕ) = I(q1)(I(f × f)(λµν))(ϕ) = I(f × f)(λµν)(ϕ ◦ q1) =
= λµν(ϕ ◦ q1 ◦ f × f) = λµν(ϕ ◦ f ◦ p1) = µ(ϕ ◦ f) = I(f)(µ)(ϕ),
i. e. I(q1)(κ) = I(f)(µ). Here p1 : X
2 → X , q1 : Y
2 → Y are the projections onto the first
factors, respectively, ϕ ∈ C(Y ). We have used the commutativity of the diagram
X ×X
f×f
−−−→ Y × Y
p1
y yq1
X
f
−−−→ Y,
i. e. the equality q1 ◦ f × f = f ◦ p1. Similarly, one can show I(q2)(κ) = I(f)(ν),
where q2 : Y
2 → Y is the projection onto the second factor. Thus, κ ∈ I(Y 2) is a
(I(f)(µ), I(f)(ν))-admissible measure. Hence,
ρY 1(I(f)(µ), I(f)(ν)) ≤ sup{ρY (t, z) : (t, z) ∈ supp κ} =
= sup{ρY (t, z) : (t, z) ∈ supp I(f × f)(λµν)} =
= sup{ρY (f(x), f(y)) : (x, y) ∈ suppλµν}.
8
Note, that since the support supp (1λ1µ 1ν) of
1λ1µ 1ν = λµν ∈ I(X
2) is a compact
subset of a given compact Hausdorff space X one may write
ρX1(
1µ, 1ν) = max{ρX(x, y) : (x, y) ∈ supp (
1λ1µ 1ν)}.
Therefore, there exist (x1µ, y1ν) ∈ supp (
1λ1µ 1ν) such that
ρX1(
1µ, 1ν) = ρX(x1µ, y1ν). (8)
Let us consider 2µ, 2ν ∈ I2(X). Proposition 3.5 and equality (8) consequently give:
ρX2(
2µ, 2ν) = sup{ρX1(
1µ, 1ν) : (1µ, 1ν) ∈ supp (2λµν)}, (9)
and
ρX2(
2µ, 2ν) = ρX1(
1µ2µ,
1ν2ν) = sup{ρX(x, y) : (x, y) ∈ supp (
1λ1µ 1ν) (10)
Similarly to the proof of inequality in Proposition 3.5, one may establish
ρY 2(I
2(f)(2µ), I2(f)(2ν)) ≤
≤ sup{ρY 1(I
1(f)(1µ), I1(f)(1ν)) : (1µ, 1ν) ∈ supp (2λ2µ 2ν)}
≤ sup{ρY (f(x), f(y)) : (x, y) ∈ supp (
1λ1µ 1ν)},
i. e.
ρY 2(I
2(f)(2µ), I2(f)(2ν)) ≤ sup{ρY (f(x), f(y)) : (x, y) ∈ supp (
1λ1µ 1ν)}. (11)
We denote λ2 =
1 λ1µ 1ν . Then (10) and (11) has the following view
ρX2(
2µ, 2ν) = sup{ρX(x, y) : (x, y) ∈ supp λ2}, (12)
ρY 2(I
2(f)(2µ), I2(f)(2ν)) ≤ sup{ρY (f(x), f(y)) : (x, y) ∈ supp λ2}. (13)
Lemma 3.6 Let f : X → Y be a continuous map of compacta (X, ρX), (Y, ρY ), and
kµ, kν ∈ Ik(X). Then for every k ≥ 1 there exists a λk ∈ I(X
2) such that
ρX k(
kµ, kν) = sup{ρX(x, y) : (x, y) ∈ supp λk},
and
ρY k(I
k(f)(kµ), Ik(f)(kν)) ≤ sup{ρY (f(x), f(y)) : (x, y) ∈ suppλk}.
Proof. The proof immediately follows from Lemma 3.5 and formulas (12 – 13) by induc-
tion.

Lemma 3.7 If f : X → Y is a (ε, δ)-uniformly continuous map of compacta, then for
each k ≥ 1 the map Ik(f) : Ik(X)→ Ik(Y ) is (ε, δ)-uniformly continuous.
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Proof. The proof immediately follows from the inequality in Lemma 3.6.

So, summarizing Lemmas 3.1 – 3.7, according to Definition 2.3 we have the main
result of the section.
Theorem 3.1 Functor I of idempotent probability measures is uniformly metrisable.
More exactly, for the metrization, introduced by (2), and for every continuous map
f : (X1, d
1)→ (X2, d
2) the map
I+(f) : (I+(X1), d
1
+)→ (I
+(X2), d
2
+)
is uniformly continuous.
4 Perfect metrizability of the functor of idempotent probability
measures
This section we begin the following statement.
Lemma 4.1 [6] Every µ ∈ I(X) nay be represented as µ =
⊕
x∈X λ(x) ⊙ δx ∈ I(X) in
a unique way, where λ : X → R is an upper semicontinuous map. For each x0 ∈ X we
have x0 ∈ suppµ if and of only if λ(x0) > −∞.
Consider now a system ψ. The system ψ consists of all mappings ψX : I
2(X)→ I(X),
acting as the following. GivenM ∈ I2(X) put ψX(M)(ϕ) = M(ϕ), where for any function
ϕ ∈ C(X) the function ϕ : I(X) → R defines by the formula ϕ(µ) = µ(ϕ). Fix a
compactum X and for a positive integer n put ψn+1, n = ψIn−1(X) : I
n+1(X) → In(X).
Note that ψn+1, n ◦ ηn, n+1 = IdIn(X).
Lemma 4.2 ψ1, 0 : (I
2(X), ρ2)→ (I(X), ρ1) is a non-expanding map.
Proof. Let M , N ∈ I2(X). It is required to show that
ρ1(ψ1, 0(M), ψ1, 0(N)) ≤ ρ2(M, N). (14)
By definition and equation (9) there exists a (M, N)-admissible measure λMN ∈
I(I(X)× I(X)) such that
ρ2(M, N) = sup{ρ1(µ, ν) : (µ, ν) ∈ supp λMN},
For every ϕ ∈ C(X) we have
I(πI 1)(λMN)(ϕ) = λMN(ϕ ◦ πI 1) = M(ϕ) = ψ1, 0(M)(ϕ) = ϕ(ψ1, 0(M)),
i. e. I(πI 1)(λMN)(ϕ) = ϕ(ψ1, 0(M)). Analogously, I(πI 2)(λMN)(ϕ) = ϕ(ψ1, 0(N)). Here
πI i : I(X)× I(X)→ I(X) is the projection onto i-th factor. The last two equality imply
(ψ1, 0(M), ψ1, 0(N)) ∈ supp λMN . That is why
ρ2(M, N) = sup{ρ1(µ, ν) : (µ, ν) ∈ supp λMN} ≥ ρ1(ψ1, 0(M), ψ1, 0(N)).

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Lemma 4.3 For each N ∈ ψ−11, 0(µ) we have ρ1(µ, δx0) = ρ2(δδx0 , N).
Proof. The measure µx0 is a unique (µ, δx0)-admissible measure, where suppµx0 =
{(x, x0) : x ∈ suppµ} and measures µx0 and µ act the same rule. So, we have
ρ1(µ, δx0) = sup{ρ(x, x0) : (x, x0) ∈ supp µx0} = sup{ρ(x, x0) : x ∈ supp µ}.
Similarly, the measure Nδx0 is a unique (N, δδx0 )-admissible measure, and
ρ2(δδx0 , N) = sup{ρ1(ν, δx0) : ν ∈ suppN}.
Note that if ψ1, 0(N) = µ then by definition N(ϕ) = µ(ϕ) for all ϕ ∈ C(X), from here
µ ∈ suppN . Therefore,
ρ2(δδx0 , N) ≥ ρ1(µ, δx0).
Finally, inequality (14) finishes the proof.

Lemma 4.4 If ρ1(µ, η0, 1(X)) ≥ ε then ρ2(I(η0, 1)(µ), η1, 2(I(X))) ≥ ε.
Proof. It is clear that
ρ1(µ, η0, 1(X)) = ρ1
(
µ,
⊕
x∈X
0⊙ δx
)
and
ρ2(I(η0, 1)(µ), η1, 2(I(X))) = ρ2

δµ, ⊕
ν∈I(X)
0⊙ δν

 .
For every ϕ ∈ C(X) we have δµ(ϕ) = ϕ(µ) = µ(ϕ) and⊕
ν∈I(X)
0⊙ δν(ϕ) =
⊕
ν∈I(X)
0⊙ ν(ϕ) =
⊕
x∈X
0⊙ ϕ(x) =
⊕
x∈X
0⊙ δx(ϕ).
Consequently,
⊕
x∈X
0⊙ δx ∈ supp
⊕
ν∈I(X)
0⊙ ν, which completes the proof.

Thus, we have established the following result.
Theorem 4.1 The functor I is perfect metrisable.
From above established results and results from works [1], [10] and [11] we have the
main statement of the paper.
Theorem 4.2 For every compact Hausdorff space X containing more than one point the
triple (Iω(X), θ(I++(X)), θ(I+(X))) is homeomorphic to the triple (Q, s, rintQ).
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