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ABSTRACT 
 
This dissertation investigates the frequency, semantic, and functional characteristics of 
recurrent, or highly frequent, discontinuous formulaic language in a learner corpus of 
argumentative and literary essays. Discontinuous sequences of words, or ‘frames’, are 
recurrent sequences of words that have one or more variable slots. For example, in the * of 
and it is * to are frames where the asterisks represent variable slots in the sequences of 
words. A corpus of English argumentative essays authored by native speakers of English, 
Japanese, and Spanish is analyzed using modern methods in corpus linguistics to determine 
which frames are used frequently. Frequent frames are compared between the first language 
(L1) groups to investigate trends in structure, frequency, and variability.  
The focus of analysis then narrows to a group of 30 recurrent frames comprised of only 
function words, that is, function word frames such as in the * of, the * of the, and to the * that 
where the fixed slots of the frames are prepositions, articles, or another type of function 
word. The 30 frames are grouped based on structural characteristics, such as noun- and 
preposition-based frames, for further analysis to better understand their semantic and 
functional characteristics. A lexical database is used to explore the semantic characteristics of 
fillers of the frames. To determine discourse functions of all instances of each of the 30 target 
frames, a well-known taxonomy previously applied to continuous sequences of words is 
adapted and applied to the present context. Discourse functions of the frames are then used as 
dependent variables in a multinomial logistic regression conducted with four distinct 
predictor variables: (1) L1, (2) proficiency level, (3) topic of essay, and (4) specific frame. 
The purpose of the regression is to see which predictors best account for discourse functions 
fulfilled by the frames from the structural groups.  
xiv 
 
 
 
Findings from the various analyses first indicate that Japanese learners of English use 
function word frames at far lower rates than the L1 English and Spanish speakers. Secondly, 
fillers of the structural groups of function word frames tend to be abstract nouns and the 
frames largely serve the discourse function of intangible framing of a following noun phrase. 
In terms of predictor variables, the frames themselves, particularly prepositions, best predict 
discourse function. The results lend support to the idea that function words, despite carrying 
little meaning in isolation, are semantically motivated and systematically contribute meaning 
to larger sequences of words. Pedagogical implications of this study include the teaching of 
function words from a more phraseological perspective as well as highlighting the connection 
between frames, fillers, and discourse functions.  
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CHAPTER 1: INTRODUCTION 
 
 This dissertation is about the patterning of language. It is well known that language is 
not the result of a random patchwork of individual lexical items but rather that language 
relies on a large number of formulaic patterns (Siyanova-Chanturia & Pellicer-Sánchez, 
2019; Wray, 2002). Patterns in language can be identified at all levels: from simple 
combinations of words to the structure of entire texts (Biber & Conrad, 2009; Halliday & 
Matthiessen, 2014; Swales, 2004). In terms of the patterning of words, some research 
suggests that as much as half of language is formulaic (Erman & Warren, 2000; Nelson, 
2018). The evolution in the understanding of the extent of the patterning of language has 
fueled research in the area of formulaic language.  
 ‘Formulaic language’ is an umbrella term that scholars have used to consider many types 
of patterned language such as collocations, lexical bundles, lexical phrases, and n-grams. 
Research studies on these different types of formulaic language “share a focus on how words 
combine…” (Gray & Biber, 2015a, p. 125). Collocation refers to words that exhibit a 
tendency to co-occur within a few words of each other; for example, the word provide 
frequently occurs near words like help, assistance, money, or information and is hence a 
collocate of each of those words (Stubbs, 1995). ‘Lexical bundles’, on the other hand, are 
recurrent continuous sequences of three or more words that meet pre-determined frequency 
and range criteria (Biber et al., 1999; Biber, Conrad, & Cortes, 2004). Some common 
examples are I don’t think, as well as the, and is one of the. The term ‘lexical phrase’ refers 
to “chunks of language” such as on the other hand, as it were, if X then Y with a specific eye 
towards the role of formulaic language in language teaching (Nattinger & DeCarrico, 1992). 
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While formulaic language appears in different forms, it is highly prevalent throughout 
written and spoken language.  
Scholarship on formulaic language has contributed to our understanding on multiple 
fronts, including the role of multiword units in the composition of texts, the language 
acquisition process, psycholinguistic processing of language, discourse functions, and more 
(e.g., Biber et al., 2004; Chen & Baker, 2010; Conklin & Schmitt, 2012; Halliday, 1966; 
Hyland, 2008a; Simpson-Vlach & Ellis, 2010; Sinclair, 1991; 2004). The patterning of 
language at the phrasal level is not limited to recurrent continuous sequences of words such 
as lexical bundles; much research has shown patterns in recurrent discontinuous sequences of 
words as well (Biber, 2009; Cheng, Greaves, & Warren, 2006; Eeg-Olofsson & Altenberg, 
1994; Gray & Biber 2015a; Renouf & Sinclair, 1991; Rӧmer, 2010). That is, recurrent 
sequences of words that have one or more variable slots. For example, on the * hand or the * 
of the, where the asterisks represent variable slots in the word sequence, are all instances of 
discontinuous sequences of words. Discontinuous sequences of words will primarily be 
referred to as ‘frames’ in this dissertation.  
Despite the pervasiveness with which formulaic language occurs in natural language, 
mastery of it often eludes learners in an English as a foreign language (EFL) environment 
where naturalistic input is scarce. In the realm of second language acquisition (SLA), 
numerous researchers have investigated how native speakers of a given language use 
formulaic language compared to how learners of a language use it. Ellis (2006) explains that 
language competence emerges from the learner’s “lifetime analysis of the distributional 
characteristics of the language input” (p. 9). This lifetime analysis of language occurs 
primarily through implicit means. When context-specific input for a specific language is 
3 
 
 
 
absent or scarce, an implicit analysis cannot effectively take place and hence achieving 
native-like competence in a second language, including mastery over the multitude of 
multiword combinations, is challenging. 
One way to address the absence of the implicit analysis of language is to introduce the 
explicit analysis of language. In terms of formulaic language, the challenge for educators in 
this respect lies first in being able to identify patterns of language. This is precisely where 
corpus linguistics, or the systematic analysis of principled collections of machine-readable 
texts, can be of great service. Indeed, modern methods in corpus linguistics have made more 
robust analyses of large quantities of language possible. Specific examples are software that 
can analyze texts by means of extracting instances of a word and the surrounding words (i.e., 
concordances), automatically counting words, and so on. These technological advances have 
helped to usher in decades of research that has illuminated the formulaic nature of language. 
One major contribution of this line of research has been the corpus-driven, empirical 
identification of formulaic language in place of relying on intuition to select patterns for 
research, teaching, and learning (Gray & Biber, 2015a). 
The present dissertation aims to utilize modern tools and methods in corpus linguistics to 
better understand the nature of discontinuous sequences of words, or frames. While there is a 
growing body of work on frames, the major focus of research to date has yet to investigate in 
detail the semantic characteristics and discourse functions of frames as used by first and 
second language learners of English. The present dissertation will attempt to fill this gap by 
identifying trends in the semantic characteristics and discourse functions of high frequency 
frames comprised of function words, or ‘function word frames’, as they appear in 
argumentative essays. Function words are of particular interest as they are some of the most 
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frequent words in the English language (Leech, Rayson, & Wilson, 2001). However, they do 
not carry much meaning on their own, and have been shown to be a feature of language that 
is difficult for learners to master (Gass & Selinker, 2008). Tyler (2012) proposed that, despite 
their light semantic value when in isolation, function words such as prepositions take part in 
larger systematic semantic networks. Previous work on frames supports Tyler’s proposal, 
pointing to a relationship between frames and the semantic characteristics of the fillers that 
occupy the variable slot (Eeg-Olofsson & Altenberg, 1994; Renouf & Sinclair, 1991). Take 
for example the frame a * of where the fixed slots are function words and the asterisk 
represents a variable slot. Renouf and Sinclair (1991) noted that this frame has a tendency to 
attract or collocate with fillers that mark quantities with words such as number, lot, or couple. 
A frame that attracts fillers that mark quantity will likely fulfill a discourse function of 
“quantification,” highlighting the relationship between the filler and the discourse function of 
the larger frame. Uncovering patterns in the semantics properties and discourse functions of 
function word frames could make more apparent the larger systematic semantic networks that 
function words are hypothesized to take part in. Such awareness may prove useful in aiding 
learners with the acquisition of function words such as prepositions and articles via deeper 
mastery of function word frames.  
Specific questions about frames in the present dissertation will delve into their frequency 
distributions, the degree of variability, the nature of the words that fill the variable slots, and 
trends in discourse function within structural groupings of frames. The aims of this 
dissertation are useful on numerous fronts, not least of which are the pedagogical 
applications addressed above. By identifying high frequency function word frames and better 
understanding their semantic and functional profiles, new methods of teaching function 
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words more firmly based in phraseology can be investigated. Ellis (2008) observed that as 
many words are learned from phrases as phrases are learned from words in the process of 
language acquisition (p. 5). This observation might make for an effective approach to 
learning these difficult-to-master function words: teach them as part of larger formulaic 
sequences with explanations about their discourse functions. To address these topics, the 
present dissertation has three central chapters in addition to this introduction and a 
conclusion: (1) a literature review, (2) methods, and (3) findings and discussion.  
Chapter two outlines relevant theories of language that work to explain the pervasiveness 
and role of formulaic language in language as a whole. Previous work on continuous 
formulaic language will be reviewed, but the primary focus will be on discontinuous 
formulaic language. Scholarship on the relationship between form and meaning will be 
presented as well as work on the structural categorization and interpretation of discourse 
functions of formulaic language. As the present study is focused on learner and native 
speaker language, work in learner corpus research will be presented to situate the study 
within current context and trends. The literature review will conclude with a presentation of 
the research questions that drive the analysis. 
Chapter three focuses on methods. Four major methodological steps were undertaken in 
the present study: (1) preparation of the corpus data, (2) identification, extraction, and 
grouping of target frames, (3) semantic analysis of the fillers of frames, and (4) analysis of 
the discourse function frames fulfilled. While each of these steps is explained in detail in 
chapter three, it is of note that work on learner corpora to date has typically attempted to 
explain differences in language use solely in terms of first language differences. This is a 
trend that is changing, and the present dissertation will investigate the effects of other factors 
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such as proficiency level and essay topic that may predict differences in the discourse 
function of frames belonging to the structural groups investigated here.  
Chapter four presents the findings and discussion. The descriptive statistics that underlie 
all the analyses will be presented as they assist in interpreting the inferential statistics. 
Semantic networks of fillers of structural groups of frames will be presented as well as 
comparisons of different logistic regression models used to predict discourse functions of 
target frames. Specific examples of frames will be used to illustrate trends found in the data 
as well interpretations of the data. It will be shown that within the different structural groups 
of function word frames investigated here, first language (L1) is not the strongest predictor of 
discourse function, but rather topic of essays and the individual frames themselves (e.g., at 
the * of vs. in the * of within the pattern preposition + the * of) better predict discourse 
function than first language or proficiency level. This latter finding provides further support 
to the relationship between frames and fillers, and form and meaning that much research in 
corpus linguistics and cognitive linguistics has proposed (Goldberg, 2006; Hunston & 
Francis, 2000; Sinclair, 1991). The most profound differences between L1 groups will be 
shown to be the actual frequency of use of frames rather than the discourse functions for 
which the frames are used. Lastly, the conclusion will provide a concise summary of the key 
findings of this work as a well as acknowledge limitations and potential future paths for 
research in the area.    
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CHAPTER 2: LITERATURE REVIEW 
 
The purpose of this chapter is to review work that is relevant to the central goals of the 
present dissertation. Broadly, these goals are to better understand the phraseological 
tendencies and discourse functions of discontinuous formulaic language made up entirely of 
function words, that is, “function word frames.” Function word frames will be discussed in 
more depth below, but the core definition is that they are formulaic sequences of words 
comprised of function words and one variable slot. For example, the * of the and in the * of 
are function word frames comprised of only prepositions and articles. The asterisk represents 
a variable slot that can be filled by a wide range of words and the fixed slots are occupied by 
function words. In the present dissertation, function word frames are investigated as they 
occur in English argumentative essays authored by first language English, Japanese, and 
Spanish speakers. It has been noted that learners of English often struggle with mastering 
function words such as articles and prepositions (Gass & Selinker, 2008). Therefore, it was 
of interest to compare the usage of function word frames in the writing of different L1 
groups. As discussed in Chapter 1, Tyler (2012) argues that function words such as 
prepositions do not carry much meaning in isolation, but they may be “systematically related 
within a motivated semantic network which might provide a useful rubric for L2 learners” (p. 
135). Tyler’s comments taken in conjunction with observations of trends in semantic 
similarity among the fillers of frames creates an encouraging landscape to search for notable 
patterns in the semantic characteristics and discourse functions of frames (Eeg-Olofsson & 
Altenberg, 1994; O’Donnell, Römer, & Ellis, 2013; Renouf & Sinclair, 1991). Such trends 
could form the underpinnings of fresh approaches to teaching function words more grounded 
in their phraseologies and associated semantic trends and discourse functions.  
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To situate the present work within relevant published scholarship, literature on the 
phraseology of language will first be reviewed with special attention paid to the concept of 
collocation and major theories and perspectives on language that help to shape our current 
understanding of phraseology. From there, research into formulaic language will be reviewed 
including continuous and discontinuous formulaic language as well as different taxonomies 
for categorizing and analyzing the structural characteristics and discourse functions of 
formulaic language. As the present studies draws on learner corpora for its data, the history 
and developments in leaner corpus research will be visited.  
 
2.1 Phraseology 
Phraseology is the sub-field of applied linguistics that is dedicated to the study of the 
patterning of words, or how words combine (Granger & Paquot, 2008). The fact that 
language is highly patterned is one of the most basic, yet important findings of modern-day 
corpus linguistics (Rӧmer, 2009a). Work in phraseology and the formulaicity of language has 
led to estimates as high as 50% of language being formulaic (Erman & Warren, 2000; 
Nelson, 2018). As the awareness of the phraseological nature of language has grown over the 
years, so too has the amount of research in the area. Some of the earliest work into the 
phraseology of language can be traced back to Firth (1957a), who proposed that the co-
occurrence of words, or ‘collocation’, can provide insights into the meaning of words with 
his well-known statement, “You shall know a word by the company it keeps” (p. 11). 
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2.1.1 Collocation 
The phenomenon of collocation has been widely studied by a number of scholars, yet the 
precise definition of ‘collocation’ appears to vary between researchers (Gries, 2013). Durrant 
(2009), drawing on work by Sinclair (1991), Stubbs (1995), and Hoey (2005), provided a 
succinct definition that I believe is broadly accepted in the field. Durrant (2009) defined 
collocation as “sets of two or more words which appear together more frequently than their 
individual frequencies would lead us to expect” (p. 158). Benson (1985) distinguished 
between two types of collocation: lexical collocation and grammatical collocation. A lexical 
collocation is when two content words, such as a verb and noun or adjective and noun, 
combine and contribute almost equally to the larger collocation. Examples include throw a 
party, heavy smoker, launch an appeal, and strong tea. A grammatical collocation, on the 
other hand, consists of a single dominant content word, such as a verb, noun, or adjective, 
that combines with functions words, such as prepositions or articles, or a grammatical 
structure such as verb + that-clause. Examples include verbs that commonly flow into that-
clauses such as believe and think, but could also arguably include longer phrases, for instance 
as a consequence of or it is possible + to-clause. These latter examples may illustrate the role 
collocation plays in other types of phrase-based formulaic language such as lexical bundles 
as well as the related concept of ‘colligation’, both of which will be considered in more depth 
below. In fact, Hyland (2008a) argued that “bundles are essentially extended collocations” 
(p. 8). Cortes (2013) as well acknowledged that some lexical bundles can be considered 
extended collocations (p. 200).  
Like Firth, Halliday (1966) observed that the collocational tendencies of words can 
provide insights into the meaning of related words such as near synonyms. Halliday (1966) 
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used what has become a classic example to illustrate this point with the collocational 
tendencies of the near synonyms strong and powerful, observing that the word strong is more 
frequently used to describe tea than is the word powerful. Meanwhile, powerful is more 
frequently used to describe car than is the word strong. Studies into the collocational profiles 
of near synonyms can help researchers and learners to differentiate closely related words 
such as big and large. One of the earlier studies in this area can be found in Partington’s 
(1998) transparently named chapter: “Collocation and Synonymy” (p. 29). Partington argued 
that absolute synonymy, if it exists, would be extremely rare: “In terms of communicative 
efficiency it is a waste to have more than one item meaning exactly the same thing” (p. 31). 
Likewise, Edmond and Hirst (2002) argued that if two absolute synonyms did exist, “one 
would fall into disuse” (p. 107). Since Partington’s work, there have been more studies 
conducted to shed light on the subtle differences between near-synonyms by examining the 
words each synonym tends to co-occur with, thus analyzing their collocational profiles 
(Gries, 2010; Gries & Otani, 2010; Liu, 2010; Liu & Espino, 2012; Liu, 2013). Ultimately, 
what these studies illustrate is that there are real differences in the usage, or phraseology, 
between words that are typically thought of as being interchangeable. These differences boil 
down to the typical the co-occurrence patterns of words, or their distributional characteristics.  
There is much work in the form of grammatical analyses and language theories that 
explore the connection between patterns and meaning and form and function. This 
relationship between the patterning of language and meaning of individual words is relevant 
to the present study as one goal is to describe the internal characteristics of frequent frames. 
Work in these areas will form an important theoretical base from which to build the present 
study and will be explored in more detail in the following sections.   
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2.2 Patterns and Meaning/Form and Function 
To further explore the relationship between patterns and meaning and form and function, 
multiple theories and perspectives on the formulaic nature of language will be considered. 
Contributions to be covered in more depth are: (1) Systemic Functional Linguistics (SFL) as 
described by Halliday and Matthiessen (2014), (2) Sinclair’s principle of idiom (1991), (3) 
Pattern Grammar as proposed by Hunston and Francis (2000), (4) Lexical Priming as 
presented by Hoey (2005), and (5) Construction Grammar as explained by Goldberg (2006). 
These lines of research are relevant as the present study aims to better understand the 
semantic characteristics of words that fill the variable slots of frames and in turn the 
discourse functions that the frames fulfill. For instance, as will be shown in the coming 
sections, SFL and Pattern Grammar explicitly address the relationship between discontinuous 
phrases or patterns and the semantic characteristics of the words that fill the gaps in said 
discontinuous phrases. Thus, this section will outline a range of theories that can aid in 
explaining the relationship between frames and the fillers of the variable slots. 
 
2.2.1 Systemic Functional Linguistics 
SFL is a theory of language and grammar that has made vast contributions to account for 
the function of language. SFL has offered theory into how language shapes and is shaped by 
the context of the physical world, how it is used to maintain and inform relationships 
between participants or the users of language in a community, and how genre and register, or 
context, affect how language is used in text. In addition to this, and most relevant to the 
present study, SFL presupposes that language functions on two axes: a syntagmatic axis and 
a paradigmatic axis. Halliday and Matthiessen (2014) pointed out that “Structure is the 
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syntagmatic ordering in language: patterns, or regularities, in what goes together with what” 
(p. 22). What Halliday (1966, p. 58) called the “syntagm,” or syntagmatic sequence, creates 
the base for the horizontal, syntagmatic axis of language that is made up of strings of words; 
essentially, the phrases used in language, or the syntactic patterns, comprise this axis of 
language. The other metaphorical axis of language is the vertical axis, which constitutes the 
paradigmatic plane of language. Halliday and Matthiessen (2014) explained that in the 
paradigmatic axis of language, “lexical items function in sets having shared semantic features 
and common patterns of collocation” (p. 61). Halliday and Matthiessen pointed out that the 
typical semantic relations that link words of a lexical set on the paradigmatic axis are 
relations of synonymy, hypernymy, and meronymy.  
Synonymy was addressed above and is mostly self-explanatory, but hypernymy and 
meronymy probably warrant further explanation. Hypernymy refers to relations between 
hypernyms and hyponyms, or superordinates and subordinates, respectively. An example of a 
hypernymy is the word car in relation to motor vehicle which is a hypernym of car. 
Hypernymy and hyponymy can be conceptualized as “isa” relationships as in a hatchback isa 
car and a car isa motor vehicle (Hudson, 2007). Meanwhile, relations of meronymy can be 
conceptualized as whole/part, or “hasa” relationships, where the holonym is the “whole” and 
the meronym is the “part” (Hudson, 2007). For example, a car hasa bumper so the car is the 
holonym (the “whole”) while the bumper is the meronym (the “part”). Relations of 
synonymy, hypernymy, and meronymy, depicted below in Figure 2.1, create sets of related 
words with shared semantic features and constitute an example of a set of words that form a 
group on the paradigmatic axis of language.  
 
13 
 
 
 
 
Figure 2.1. Schematic of relations of synonymy, hypernymy, and meronymy among a set 
of words 
 
Previous research has found that people associate words that are related both 
syntagmatically and paradigmatically (Halliday & Matthiessen, 2014). That is, people find 
associations between words that occur in similar grammatical contexts (syntagmatic 
relations) as well as associations between words which share semantic relations through 
synonymy, hypernymy, and meronymy (paradigmatic relations). Indeed, the syntagmatic and 
paradigmatic axes of language form a circular relationship in that each axis influences and 
informs the other. Words that share similar meanings tend to share collocational 
environments, and collocational environments contribute to a shared meaning between 
distinct but semantically related words. Because frames, the object of the present study, 
essentially constitute recurring syntactic patterns of words, they exist on the syntagmatic axis 
of language. Words that fill the variable slot of these frames then constitute sets of words on 
the paradigmatic axis of language. This relationship between the syntagmatic and 
paradigmatic axes of language as it applies to frames is depicted in Figure 2.2. Figure 2.2 
illustrates how a set of semantically related lexical items can occupy the same syntactic 
pattern such as the discontinuous formulaic sequence the * of the. In turn, part of the reason 
the lexical items form a semantically related group is because they occupy the same syntactic 
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pattern, or collocational profile, in the stretch of words the * of the. The question is to what 
extent are the lexical items related given that the framework is comprised of function words 
that carry little semantic value in isolation.  
 
Figure 2.2. Relationship between the syntagmatic and paradigmatic axes of language 
 
In the ways described above, SFL has made important theoretical contributions to our 
understanding of language in general and, most relevant here, the relationship between 
patterns and meaning. The next section will consider another influential perspective of 
language that was early to recognize the extent of patterning in language: John Sinclair’s 
principle of idiom (1991).  
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2.2.2 The Idiom Principle 
John Sinclair (1991) put forward the principle of idiom, or that “a language user has 
available to him a large number of semi-preconstructed phrases that constitute single 
choices” (p. 110). Sinclair also acknowledged what he called the “open-choice principle” or 
the “slot-and-filler model” (p. 109). The open-choice principle is in line with more traditional 
views that envisage language as a series of slots that can be filled with any word and the only 
restraint on word choice is grammaticality. However, as Sinclair noted, “[i]t is clear that 
words do not occur at random in a text” (p. 110). Rather there are other restraints beyond 
grammaticality that affect people’s choice of words. Sinclair, like Halliday with SFL, pointed 
to register, or the context of situation, as affecting the choice of words to be used, but 
emphasized the phraseological tendencies of language, the idiom principle, in particular. 
 The principle of idiom can be seen most clearly at the level of two-word choices, such 
as of course, which Sinclair noted effectively operates as a single word with no variation in 
the phrase’s components. However, Sinclair (1991) illustrated that the principle of idiom is 
far more pervasive than just the combination of two words at a time. For instance, Sinclair 
noted internal variation of lexical items in phrases that resulted in discontinuous formulaic 
language, or “collocational frameworks” (Renouf & Sinclair, 1991; Sinclair 1991). 
Collocational frameworks, which are considered more thoroughly in Section 2.3 below, were 
defined by Renouf and Sinclair (1991) as a “discontinuous sequence of two words, 
positioned at one word remove [sic] from each other” (p. 128). For example, a * of and for * 
of are collocational frameworks. Furthermore, Renouf and Sinclair proposed that a 
collocational framework attracts specific words or classes of words to the variable slot 
represented by the asterisk (p. 129). For example, the framework a * of has a tendency to 
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attract quantifiers to the variable slot such as a number of and a part of. This trend supports 
Halliday’s observation of the relationship between the syntagmatic and paradigmatic axes of 
language where a syntagm attracts words from paradigmatic sets.    
Sinclair (1991) also noted that just as certain words are attracted to other words via 
collocation, words and phrases can be attracted to specific grammatical choices. This latter 
phenomenon is referred to as colligation, an idea that can be traced back to Firth (1957b) and 
is described by Sinclair (2004) as “the co-occurrence of grammatical choices” (p. 32), which 
includes lexis being attracted to certain grammatical functions. Of particular interest here is 
that Sinclair (2004) links the idea of semantic preference to colligation. Semantic preference, 
according to Sinclair (Hoey’s (2005) terminology differs slightly), “is the restriction of 
regular co-occurrence to items which share a semantic feature” (p. 142).  
Sinclair (2004) illustrated semantic preference with concordances around the node naked 
eye. The first position to the left of naked eye in Sinclair’s corpus was occupied by the 
definite article the 95% of the time to create the phrase the naked eye. The second position to 
the left was occupied by a preposition 90% of the time, usually with or to, as is seen in the 
two example concordances below that Sinclair provided. Finally, semantic preference can be 
seen in the words that occupy the third position to the left of the node, namely see and 
visible.  
• …you can see with the naked eye… 
• …just visible to the naked eye… 
 
Sinclair commented that in his corpus, only verbs or adjectives occupied this position in 
concordances of the naked eye. Example verbs in this position were the semantically similar 
verbs detect, spot, spotted, appear, perceived, and so on. Adjectives filling this position were 
the semantically similar words apparent, evident, obvious, and more. The key point here is 
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that regardless of the part of speech, almost all the words that occupy the third position to the 
left of the node have to do with visibility—there is a semantic preference for words related to 
visibility in this position. Sinclair concluded that a common pattern around naked eye is as 
follows: “visibility + preposition + the + naked + eye” 
The conclusion that patterns result in the regular co-occurrence of semantically similar 
items is an example of the interaction of the syntagmatic and paradigmatic axes of language 
outlined in the previous section on SFL. Sinclair’s work on the idiom principle identified 
trends in co-occurrence of semantically similar items that occupy similar positions on the 
syntagmatic axis of language such as the words visible and see in the examples above 
centered around naked eye. This is directly applicable to the relationship between frames and 
fillers where the frame represents the syntagmatic axis of language and the fillers of the 
frames represent paradigmatic axis of language. There are also clear parallels between where 
Sinclair took the principle of idiom and the next perspective on the patterning of language to 
be considered: Pattern Grammar.  
 
2.2.3 Pattern Grammar 
Pattern Grammar describes language based on “…the patterns that are associated with 
particular lexical items…” (Hunston & Francis, 2000, p. 1). Pattern Grammar is directly 
related to and inspired by Sinclair’s work. Indeed, Hunston and Francis (2000) cited Sinclair 
and drew on concordances around naked eye to illustrate semantic preference in patterns as 
part of the introductory chapter of their book. According to Hunston and Francis (2000), a 
pattern “is a phraseology frequently associated with (a sense of) a word, particularly in terms 
of the prepositions, groups, and clauses that follow the word… In addition, patterns are 
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closely associated with meaning…” (p. 3). Francis, Hunston, and Manning (1996) outlined 
over 700 verb patterns, relating each pattern to its grammatical structure as well as its 
meaning. The example pattern ‘verb + across + noun’ (V across N) illustrates this 
association. As Francis et al. (1996) explain, verbs that fill the verb slot of the pattern “are all 
concerned with crossing or passing from one side of a place to the other” (p. 151). Examples 
include: 
• She cut across the grass 
• Birds skimmed across the water 
• Hurricane Dean swept across Bermuda 
 
It can be argued that the preposition across works to attract verbs concerned with 
crossing or passing from one side to another. The question that might arise is what carries the 
meaning of “passing from one side to the other,” the verb, the preposition, or the combination 
of the two? Regardless of the answer, the relationship between the verbs that fill the pattern 
and the pattern itself which includes the preposition across provides support to Tyler’s 
(2012) argument that prepositions are systematically related with a semantic network.  
Hunston and Francis (2000) promoted the idea that patterns without prepositions also 
work to select or attract words with particular meanings. They provide an illustration with the 
pattern ‘it + link verb + adjective + clause’. Hunston and Francis (2000, p. 29) explained that 
adjectives that fill the pattern occupy a limited number of meaning groups (e.g., modality, 
ability, importance, truth, etc.) and that particular adjectives are more prone to gravitate to 
the that-clause (e.g., it is interesting/likely/important that) and others to the to-clause (e.g., it 
is useful/sensible/possible to). Francis, Hunston, and Manning (1998) applied this theory to 
cover over 200 patterns related to nouns and adjectives. The authors note that while there are 
numerous patterns, all the patterns are based on “a small number of simple elements” such as 
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noun, adjective, to-infinitive, that-clauses, and so on (p. vii). Patterns from this 1998 volume 
will provide insights to many of the frames that emerged in the analysis of the corpora used 
for the present dissertation such as preposition + the * of (e.g., in the * of) and frames 
connected to complement clauses such as to the * that and do not * to.  
Thus, like the relationship between the syntagmatic and the paradigmatic axes of 
language proposed in SFL, where the words from the paradigmatic axis that fill the 
syntagmatic axis share semantic properties, Pattern Grammar views patterns as selecting 
words from a restricted set to complete the phrases. This view of patterns selecting 
semantically related groups has received much attention in a separate but related perspective 
of language that has been gaining popularity in recent years: Construction Grammar.  
 
2.2.4 Construction Grammar 
Construction Grammar as presented by Goldberg (2006) is a theory of language that 
posits that “[a]ll levels of grammatical analysis involve constructions: learned pairings of 
form with semantic or discourse function, including morphemes or words, idioms, partially 
lexically filled and fully general phrasal patterns” (p. 5). Based on this definition of a 
construction, we can see that the theory of Construction Grammar accounts for and attempts 
to explain formulaic and discontinuous formulaic language just as SFL, the Idiom Principle, 
and Pattern Grammar do. Additionally, like these other perspectives, Construction Grammar 
also addresses the influence constructions have on the linguistic environment around them 
and the constituents that comprise them.  
Goldberg, Casenhiser, and Setherman (2004), for example, analyzed constructions 
produced by child learners of their native language. They focused specifically on verbs that 
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appeared in the same argument structure, for example, the verbs used by children in the 
ditransitive construction or verb + object1 + object2 (VOO) (e.g., Cory gave me my turtle), or 
the verb + object + locative (VOL) construction (e.g., I put the cup on the table). Goldberg et 
al. (2004) noted that verb argument constructions of this nature tended to have one verb in 
particular that accounted for the majority of instances of a given construction. For example, 
give was the most frequent occupant of the verb slot in the majority of the VOO 
constructions and the verb put occupied the verb slot more frequently than any other verb in 
the VOL constructions. Goldberg et al. (2004) hypothesized that the high frequency of one 
verb in one type of construction, the so-called exemplar verb, gives rise to an association 
between meaning and form where the construction itself inherits shades of meaning from the 
exemplar verb. This idea is analogous to Halliday’s observation of the relationship between 
the syntagmatic and paradigmatic axes of language. 
There has been ample research into Construction Grammar in the past decade or so that 
has built on Goldberg’s work. For example, Ellis and Ferreirra-Junior (2009), inspired by 
Goldberg’s work, studied the use of verb argument constructions (VACs) among adult 
second language learners of English in comparison to native speakers of English. They found 
that native speakers and learners used one prototypical verb much more than all others for a 
given construction (e.g., go in the verb locative construction). Later studies in this vein by 
Ellis and colleagues (e.g., Ellis, O’Donnell, & Rӧmer, 2014 & Rӧmer, Ellis, & O’Donnell, 
2014) made explicit ties to Pattern Grammar by using verb patterns from Pattern Grammar as 
a starting point for identifying VACs. For example, Ellis et al. (2014) used the verb patterns 
V across N and V into N as VACs to illustrate how specific verbs were attracted to the 
patterns. The fact that studies grounded in Construction Grammar draw on patterns from 
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Pattern Grammar for their linguistic analyses illustrates the shared ontology of these views of 
language. Indeed, Construction Grammar demonstrates clear relations to both Pattern 
Grammar as well as Halliday’s vision of the syntagmatic and paradigmatic. For instance, 
Ellis et al. (2014) and Rӧmer et al. (2014) found evidence to support Goldberg et al.’s (2004) 
proposition that VACs inherit semantic properties of their most frequent verbs and that 
VACs can be significant predictors of verbs that speakers use to complete them. This 
evidence also works to support the theory from SFL that the syntagmatic axis can predict 
which lexis from the paradigmatic axis will be selected to complete the syntagms as well as 
the lexis from the paradigmatic axis influencing the semantic properties of the very syntagms 
that they complete. More recently, Wulff and Gries (2019) adopted a Construction Grammar 
perspective in a learner corpus study that focuses on transitive phrasal verbs. To be congruent 
with their theoretical perspective, they dub phrasal verbs “verb-particle constructions” (p. 1).  
The wide range of linguistic units, from morpheme to phrasal verbs to longer formulaic 
sequences, covered by Construction Grammar is illustrative of the holistic nature of the 
theory: Any mapping of form and meaning in language is considered a construction. A final 
relevant theory of language that will be covered here also positions lexis as wielding 
influence over the surrounding words and patterns: Lexical Priming.  
 
2.2.5 Lexical Priming 
Each perspective of language presented thus far shares common features, with the most 
important being the notion that lexis and grammar cannot be separated. The last theory of 
language that will be considered here is Lexical Priming as proposed by Michael Hoey 
(2005). Lexical priming takes an even stronger view than the approaches described thus far 
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in that it not only posits an interconnectedness of lexis and grammar, it positions grammar as 
the outcome of the systematic structuring or patterning of lexis. Hoey (2005) also points to 
the psycholinguistic implications of lexical priming. Essentially, Hoey (2005) maintains that 
every time a person encounters a word, they subconsciously keep a mental record of that 
word and the context in which it occurred. As Hoey (2005) put it, “[e]very word is primed 
for use in discourse as a result of the cumulative effects of an individual’s encounters with 
the word” (p. 13). This, according to Hoey, leads individuals to have a “mental concordance” 
for a given word (p. 14). Through these mental concordances, a person is primed to recognize 
the patterns to which a given word typically is attracted to or repelled from (i.e., 
colligations), the semantic sets within which words occur, pragmatic functions associated 
with the word, the textual position of the word, how the word serves textual cohesion, and so 
on.  
 Hoey’s theory of Lexical Priming provides a thorough account and investigation of 
how words, including function words such as prepositions and articles, can affect the 
semantics of the larger phrases or constructions within which they reside. Again, Hoey’s 
observations and arguments within Lexical Priming support Tyler’s (2012) observation that 
prepositions take part in a semantic network and carry important meaning. One way in which 
Hoey illustrates how prepositions can influence the semantics of larger phrases is by 
comparing the seemingly interchangeable phrases in winter, in the winter, during the winter, 
and that winter. Using the 95 million word corpus made up of news articles from The 
Guardian, Hoey demonstrated that variation in even simple function words has real 
implications for variation in meaning. For instance, in winter as it occurs in The Guardian is 
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most likely to occur with a verb in the present tense, while in the winter is more likely to 
occur with a verb in the past tense, and during the winter in the perfect tense.  
Thus far I have presented five perspectives/theories of language that either acknowledge 
or are grounded in phraseology. Each supports the argument that language is patterned and 
that the patterning of language is tied to meaning:  
1. SFL illuminates the semantic relationship between the syntagmatic and the 
paradigmatic axes, 
2. The Idiom Principle proposes the phraseology of language as related to semantic 
preference, 
3. Pattern Grammar views patterns as attracting words with specific semantic 
profiles,  
4. Construction Grammar has investigated the semantic relationship between larger 
formulaic constructions and their constituents,  
5. Lexical Priming views lexis and grammar as inseparable and further makes a case 
for the semantic significance of prepositions. 
 
 It is against this theoretical backdrop that modern empirical work on the formulaic nature 
of language will be considered and some terminology will be explicated. The next section 
will review an array of key studies that contribute to our current understanding of formulaic 
language.  
 
2.3 Formulaic Language: Continuous and Discontinuous 
With increased research into formulaic language, different methods for identifying and 
defining formulaic language (FL) have emerged and with these varying methods, different 
terminology to describe FL. Conspicuous among these terms are ‘n-gram’, ‘lexical bundle’, 
and ‘formulaic sequence’. The term ‘n-gram’ is widely used to refer to continuous multiword 
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units where the n can be replaced with the number of constituents that comprise the n-gram 
(e.g., bi-gram, tri-gram, 4-gram, 5-gram). The term ‘lexical bundle’ first appeared in Biber et 
al. (1999) and was defined as “recurrent expressions, regardless of their idiomaticity, and 
regardless of their structural status” (p. 990). Cortes (2015) explains that n-grams and lexical 
bundles are both identified using frequency distributions with few preconceptions about what 
will be found (i.e., corpus-driven analysis), but they differ in that n-grams are “any group of 
2 or more words” (p. 200) while lexical bundles are 3 or more words that must meet 
predetermined frequency and range requirements. Frequency thresholds of 10, 20, or 40 
times per million words are common, and range requirements of a particular lexical bundle 
occurring within a certain number of texts, say five, in a corpus help to guard against 
idiosyncratic lexical bundles making their way into an analysis. Examples of frequent four-
word lexical bundles in academic registers are as a result of and on the other hand.  
Finally, the term ‘formulaic sequence’, as proposed by Wray (2002) is: 
a sequence, continuous or discontinuous, of words or other elements, which is, 
or appears to be, prefabricated: that is, stored and retrieved whole from 
memory at the time of use, rather than being subject to generation or analysis 
by the language grammar. (p. 9) 
Wray’s (2002) definition of formulaic sequences notes that in addition to continuous 
sequences of words, formulaic language can also include discontinuous sequences of words. 
Although not yet as expansive as research on continuous sequences of words, there is a 
growing body of research that focuses on discontinuous sequences of words. Some of the 
earliest work in this area was carried out by Sinclair and Renouf (1988) and Renouf and 
Sinclair (1991) using spoken and written sub-corpora of the Birmingham Collection of 
English Text. Renouf and Sinclair (1991) called discontinuous formulaic language a 
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‘collocational framework’ and defined it as a “discontinuous sequence of two words, 
positioned at one word remove [sic] from each other” (p. 128). For example, Renouf and 
Sinclair (1991) investigated the collocational frameworks a * of, an * of, and for * of, where 
the asterisk represents a variable slot in the frame that houses a “filler.” They found that 
collocational frameworks were more frequent in written than spoken texts and claimed that 
“[c]o-occurrences in the language most commonly occur among grammatical words” (p. 
128). The terminology that Renouf and Sinclair chose to use should be noted: “Collocational 
frameworks.” The term emphasizes the role of collocation or attraction between the frames 
and the fillers. Renouf and Sinclair (1991), in their seminal study, noted that frameworks 
attracted collocates that were “both similar and different” alluding to the semantic similarity 
of the various fillers attracted to a specific framework (p. 130). 
Since the work of Renouf and Sinclair, the pace of research on discontinuous formulaic 
language has increased, and with it the terminology and operationalizations used to identify 
discontinuous formulaic language have expanded. For instance, while Renouf and Sinclair’s 
(1991) work on collocational frameworks focused on grammatical words enclosing a variable 
slot, it did not specifically define frameworks as only consisting of grammatical words in the 
invariable slots. Butler (1998), on the other hand, in his work on collocational frameworks in 
Spanish, did define collocational frameworks as “grammatical items which enclose lexical 
words (e.g., a_of in English)” (p. 1). Following Renouf and Sinclair (1991), most researchers 
adopted their terminology using “collocational frameworks” until the early 2000s. Fletcher 
(2002-2012) introduced the software kfNgram, which can automatically extract collocational 
frameworks, or as Fletcher called them, ‘phrase-frames’, from a corpus of texts. The release 
of kfNgram facilitated research on frames, and subsequent studies that used the software have 
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adopted the terminology and the abbreviated term ‘p-frames’ (Anthony, 2018; Cunningham, 
2017; Garner, 2016; Rӧmer, 2010). Gray and Biber (2015b) adopted the term ‘lexical 
frames’—a term which also appeared in a study on frames by Eeg-Olofsson and Altenberg 
(1994)—recognizing that like lexical bundles, many discontinuous patterns were also 
recurrent.  
The majority of studies define frames as discontinuous sequences with an internal 
variable slot, but some studies have allowed for variation in the initial and final position as 
well (e.g., Biber, 2009; Fletcher, 2002-2012). Eeg-Olofsson and Altenberg’s (1994) early 
study on frameworks also included sequences with one or two internal variable slots (e.g., the 
* of; the * * of) in addition to frameworks with one internal variable slot. Other researchers, 
though, have raised questions about categorizing sequences with external slots as ‘frames’. 
For example, a 4-word frame with an external variable slot, such as * the middle of, could 
simply be considered the 3-word bundle, the middle of (Biber, 2009; Garner 2016; Staples, 
Egbert, Biber, & McCLair, 2013).  
Table 2.1 below outlines publications beginning from Sinclair and Renouf’s 1988 
publication to the most recent work on discontinuous formulaic language. The table presents 
the study, all the terms used to refer to discontinuous formulaic language in that study, the 
definition the study proposed for discontinuous formulaic language, and examples of 
discontinuous formulaic language used in the study.  
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Table 2.1. Studies on discontinuous formulaic language: terminology, definitions, and examples 
 Authors Terminology Used Definition Examples 
1 Sinclair and Renouf 
(1988) 
 
discontinuous frameworks  NA a * of  
2 Renouf and Sinclair 
(1991) 
collocational frameworks  
frameworks 
 
“Discontinuous sequences of two words, positioned at 
one word remove from each other” (Renouf & 
Sinclair, 1991, p. 128). 
 
too * to 
for * of  
had * of 
many * of 
3 Eeg-Olofsson and 
Altenberg (1994) 
discontinuous recurrent word 
combinations 
frameworks 
discontinuous frames 
lexical frames 
frames 
 
“discontinuous sequences of words” (p. 63) the * of 
I * know 
point * view 
the * * the  
on * * hand 
4 Butler (1998) collocational frameworks “discontinuous combinations of grammatical items 
which enclose lexical words” (p. 1) 
 
a * of  
for * of 
5 Moon (1998) lexicogrammatical frames 
frame 
“single or common structures, but the realizations of 
one constituent vary relatively widely” (pp. 145-6) 
 
beyond *  
on the * 
6 Marco (2000) collocational frameworks 
grammatical frameworks 
frameworks 
 
“discontinuous sequences of words” (p. 64) the * of  
a * of  
be * to 
7 Fletcher (2002-2012) phrase-frames “groups of wordgrams identical but for a single word” 
(Fletcher, para. 1).  
* the other hand 
on * other hand 
on the * hand 
on the other * 
 
8 Cheng, Greaves, and 
Warren (2006) 
concgram “all of the permutations of constituency variation and 
positional variation generated by the association of 
two or more words” (p. 414).  
any * * * * * shall 
any * * * shall 
shall * * * any 
shall * * any 
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Table 2.1 (continued) 
 Authors Terminology Used Definition Examples 
9 Stubbs (2007) phrase-frame 
p-frame 
“A recurrent n-gram with one variable lexical slot” (p. 
166) 
 
the most * thing in 
the world 
10 Philip (2008)  collocational framework “grammatical collocations with a variable lexical ‘slot’ 
intervening” (p. 97). 
 
an * of 
11 Biber (2009) formulaic frames 
frames 
“Multiword sequences with an internal variable slot” 
(p. 294). 
 
the * of the 
you can * it 
12 Rӧmer (2010) phrase-frames 
p-frames 
 
“n-grams with an internal variable slot” (p. 103).  in the * of the 
the first * of the 
13 Staples et al. (2013) Variable slot bundles: 1) 
continuous sequence, or 2) 
internal variable slot 
1) fixed four and three-word bundles which are 
preceded and/or followed by a variable slot 
2) a fixed frame in which the second and/or third slot 
is variable (p. 222) 
 
* more important * 
* be able to 
the sun * the stars 
13 Gray and Biber (2015b) discontinuous frames 
frames 
(discontinuous) lexical frames 
 
“discontinuous sequences in which words form a 
‘frame’ surrounding a variable slot” (p. 109) 
what did * do  
it * necessary to 
the * of the  
14 Fuster-Marquez (2014) phrase frames “[lexical bundles with] free slots which are filled with 
variable elements…” (p. 88). 
 
the perfect * to 
15 Fuster-Marquez and 
Pennock-Speck (2015) 
phrase frames “Sets of variants of an n-gram identical except for one 
word” (p. 53) 
on * day of 
at the * hotel 
hotel is * in 
 
16 Garner (2016) phrase-frames 
p-frames 
“semi-fixed multi-word sequence in which fixed 
words surround an open slot” (p. 32) 
nice to * you 
in the * of 
 
17 Warren and Leung (2016) collocational frameworks  “Two grammatical words which frame an intervening 
lexical word” (p. 1) 
 
any * * * * may 
shall * * any 
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Table 2.1 (continued) 
 Authors Terminology Used Definition Examples 
18 Cunningham (2017) phrase frames “a piece of language made up of several words and a 
blank” (p. 72) 
 
we * to show that 
you did a good * 
19 Anthony (2018) p-frame “open slot n-gram” (“antgram” section) NA 
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The present study will use the simple term ‘frame’ except when reporting on others’ work 
in which case the terminology of that author will be used (e.g., ‘phrase-frame’, ‘p-frame’, 
‘lexical frame’, ‘collocational framework’). 
The following sections survey previous literature with respect to how frames are 
identified and categorized according to their structural and functional characteristics. Special 
attention will be paid to findings that may relate to the present study with a necessary focus 
on research on lexical bundles. From there, the focus will shift to formulaic language in 
academic writing, as the present study will investigate argumentative essays written by 
undergraduate university students (a form of academic writing). Finally, studies that contrast 
the writing of native and non-native speakers of English from a phraseological standpoint 
will be reviewed.  
 
2.3.1 Methods for identifying and operationalizing frames 
There are different methods for identifying frames in corpora. Much of the early work on 
frames simply pre-selected sequences of words to investigate. For example, Renouf and 
Sinclair (1991) chose to focus on “different pairings of high-frequency grammatical words” 
(p. 129). Ultimately, they chose to investigate seven frameworks, specifically focusing on 
frameworks made up of grammatical words, such as a * of, an * of, for * of, and so on. Of the 
earlier studies on frames throughout the 1990s, only Eeg-Olofsson and Altenberg (1994) 
empirically identified frames using a bottom-up, frequency-based approach as a means to 
determine which frames to study.  
More recent research on frames has taken a corpus-driven approach to identifying lexical 
bundles and frames. Biber (2009) for example, first identified lexical bundles occurring at 
31 
 
 
 
least 10 times per million words in the 4.5 and 5.3 million-word spoken and written academic 
sub-corpora of the Longman Corpus. This resulted in 140 and 94 bundles from the spoken 
and academic prose sub-corpora, respectively, that were used to identify frames for analysis. 
After identifying frequent lexical bundles, each bundle was analyzed to determine the degree 
of variability or fixedness of each slot in the bundle, which revealed patterns of relatively 
fixed sequences with one or more slots that were variable. This approach can be termed a 
bundles-to-frames approach, as discontinuous sequences are identified by first identifying 
recurrent continuous sequences. For example, starting with the bundle it is clear that, Biber 
calculated the degree of variability of each slot:  
• is clear that  
• it * clear that 
• it is * that 
• it is clear * 
 
It turns out that the first slot of the bundle is highly fixed as the most frequent filler, it, 
accounts for 98% of the instances of words in that slot. The second slot is also quite fixed 
and is accounts for 70% of the instances. The third slot, however, is highly variable in that 
most frequent filler, clear, only accounts for 9% of the instances of words in that slot. Finally, 
that accounts for 76% of the instances in the final slot and so is quite fixed. Given the 
fixedness, or predictability, of the first, second, and fourth positions, Biber identified the 
bundle it is clear that as forming the base of a fixed discontinuous sequence of the pattern 
12*4 (where the integers represent a word and the asterisk the variable slot) with the third 
slot acting as the variable slot: it is * that.    
Rӧmer (2010), using the kfNgram software, took a similar approach to selecting ‘phrase-
frames’ or ‘p-frames’ for her work creating a phraseological profile of book reviews. Rӧmer 
began by identifying frequent n-grams that were then used to identify p-frames. In fact, this 
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is how kfNgram functions, by first identifying lexical bundles of a user-defined frequency 
and then arriving at frames from the bundles.  
Gray and Biber (2015b) made a unique contribution in that rather than taking a bundles-
to-frames approach, they directly identified ‘lexical frames’ with an internal variable slot in 
either position (1*34 and 12*4). They used their own computer programs or scripts, 
specifically allowing for an open internal slot in the initial identification of recurrent 
sequences. This is advantageous because a bundles-to-frames approach assumes that frames 
will be associated with at least one high- or mid-frequency recurring bundle. One can of 
course set the minimum frequency of fillers to one in a corpus tool to achieve the same result, 
but as corpora get bigger processing takes longer and sometimes results in the software 
crashing. Furthermore, using custom scripts allows for more flexibility in how a word is 
defined (e.g., counting hyphenated words as one word) and how data are exported and 
analyzed. For instance, using a programming language such as Python, R, or Perl makes for 
easy integration with SQL databases to store and interact with the information. Additionally, 
one can save data in data frames (essentially spreadsheets) that can be exported directly to 
CSV or Excel files facilitating the calculation of a range of measures that can help to 
characterize frames.  
By targeting frames directly rather than bundles to frames, Gray and Biber identified 
eight very high frequency (occurring at least 200 times per million words) lexical frames that 
had not been identified by Biber’s (2009) bundles-to-frames approach in the same corpus. 
Four of these previously unidentified frames followed a common frame structure involving 
prepositions and articles: of the * of, for the * of, with the * of, and by the * of. As Gray and 
Biber (2015b) noted, “These four patterns are equally important as frames, but they are not 
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associated with any single high-frequency filler, and thus not associated with a lexical 
bundle” (p. 121). Each of these frames share the structure of an embedded prepositional 
phrase and are made up of only function words surrounding the variable slot. This is a 
structure that has been found to be common in studies on both lexical bundles and frames (cf. 
Chen & Baker, 2010; Garner, 2016; Gray & Biber, 2015b; Hyland, 2008a). These frames are 
all highly variable, meaning that they feature a wide variety of fillers.  
Variability in frames was operationalized by Gray and Biber (2015b) using type-token 
ratio (TTR). As Gray and Biber explain, type refers to the number of distinct fillers that 
occupy a variable slot, while token refers to the number of raw occurrences of fillers in a 
frame. Gray and Biber (2015, p. 113) explain that a frame that occurs 200 times with 25 
distinct fillers would have a type-token ratio of 0.125 (25 ÷ 200). Type-token ration has been 
commonly used in previous studies to quantify variability is frames (Renouf & Sinclair, 
1991; Eeg-Olofsson & Altenberg, 2004; Butler, 1998; Marco, 2000; Rӧmer, 2010). Gray and 
Biber proposed the following categories of variability for ranges of type-token ratio: “highly 
variable” if the TTR is greater than .70, “variable” if the TTR is between .30 and .70, and 
“fixed” if the TTR is less than .30. However, one known issue with type token ratio is that as 
the token count increases the type count does not increase as tokens repeat. This results in the 
type (the numerator in the equation) remaining constant while the tokens (denominator in the 
equation) increase, lowering type token ratios. An additional measure used by Gray and 
Biber (2015b) to comment on fillers was predictability. Predictability refers to the percent of 
occurrences of a frame that feature the most frequent filler and thus provides additional 
information about the word filling the variable slot. For example, if the frame at the * of 
occurs 232 times and the filler end is the most frequent filler occurring 86 times, then the 
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predictability of that frame is 37% (86 ÷ 232). Predictability and TTR generally have a strong 
negative correlation, meaning the higher the TTR the lower the predictability and vice versa. 
Once a set of lexical bundles or frames has been identified for analysis, a next step can be 
grouping them to carry out a functional analysis. Therefore, the next sections will review 
precedents for the structural and functional groupings of continuous and discontinuous 
formulaic language.   
 
2.4 Structural and Functional Analyses of Formulaic Language 
Much work on formulaic language has categorized recurrent word combinations in terms 
of structure and function, particularly work on lexical bundles (cf. Biber et al. 2004; Chen & 
Baker, 2010; Cortes, 2004; Hyland 2008a; Simpson-Vlach & Ellis, 2010). The following 
sections will outline much of this work as well as attempt to highlight the relationship 
between structure and function, and connect previous work on bundles to frames.   
 
2.4.1 Structural analyses 
For structural analyses of formulaic language, many studies have drawn on the Longman 
Grammar of Spoken and Written English (LGSWE) (Biber et al., 1999). The LGSWE is a 
grammar reference work that utilized a corpus-based approach to describe patterns of 
structure and use in spoken and written texts. Of particular relevance to the present study is 
Biber et al.’s structural categorization of ‘lexical bundles’, defined in LGSWE as “recurrent 
expressions, regardless of their idiomaticity, and regardless of their structural status” (p. 
990). Biber et al. (1999) categorized four-word lexical bundles by structural patterns across 
registers. For example, they found that noun phrases with a post-modifier fragment such as 
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the nature of the and “prepositions + noun phrase fragment” structures such as as a result of 
were frequent structural patterns of lexical bundles in academic prose (p. 996). Meanwhile, a 
frequent structure of lexical bundles used in conversation was “personal pronoun + lexical 
verb phrase (+ complement clause)” such as I don’t know what. The LGSWE provided a 
benchmark for the structural analyses of lexical bundles for many studies to come.  
Some notable studies that draw on the LGSWE are Biber et al.’s (2004) work on lexical 
bundles in university teaching and textbooks, Cortes’s (2004) work on lexical bundles in 
published and student disciplinary writing, and Hyland’s (2008a & 2008b) work on lexical 
bundles and disciplinary variation in academic writing. Biber et al. (2004) presented 17 
distinct structural types of lexical bundles divided into three larger groups. Cortes (2004), 
however, used a condensed version of this structural inventory with a total of eight structural 
types. Like Cortes, Hyland (2008a & 2008b) also used fewer categories of structural types 
and modified the categories slightly. Table 2.2 below compares Cortes’s (2004) structural 
categories with Hyland’s (2008a & 2008b).  
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Table 2.2. Comparison of structural types of bundles from Cortes (2004) and Hyland (2008a 
& 2008b) 
Cortes (2004) Example bundles Hyland (2008a & 
2008b) 
Example bundles 
Noun phrase with “of” 
phrase fragment 
the nature of the  
a large number of 
noun phrase + of the nature of the 
a large number of 
Noun phrase with post-
nominal clause fragment 
the extent to which 
the possibility that a 
other noun phrases the extent to which 
the fact that the 
an important role in 
an increase in the 
other noun phrases an important role in 
an increase in the  
prepositional phrase with 
embedded “of” phrase 
at the end of  
on the basis of 
in the context of  
prepositional phrase 
+ of 
at the end of 
on the basis of 
in the context of 
Cortes (2004) Example bundles Hyland (2008a & 
2008b) 
Example bundles 
other prepositional phrases at the same time 
on the other hand 
in the present study 
other prepositional 
phrases 
at the same time 
on the other hand 
in the present study 
it + Vbe + adjective + 
(clause fragment) 
it is important to 
it is possible to 
anticipatory it + 
verb/adj 
it is important to 
it is possible that 
it was found that 
(modal) Vbe + 
(complement noun 
phrase/adj. phrase) 
be the result of  
may be due to 
is likely to be 
be + noun/adjectival 
phrase 
be the result of 
is due to the 
(noun phrase/pronoun) + V 
+ (complement) 
has been shown to 
can be used to 
was found to be 
passive + prep 
phrase fragment 
is shown in figure 
is based on the  
can be found in 
others as shown in figure 
is likely to be  
 
Gray and Biber (2015b) note that while many lexical frames fit nicely into the structural 
categories that have been used in previous studies on lexical bundles, such as the * of the 
being a clear example of “noun phrase with ‘of’ phrase fragment,” other frames do not fit 
previously defined structural categories as well because “the component words can have 
multiple functions depending on the word that fills the variable slot” (p. 122). Gray and Biber 
illustrate this with the example frame has been * to. If the variable slot in this frame is 
occupied by the word going, it could be a verb phrase fragment, and if the variable slot was 
filled by able it could be a dependent clause fragment. Therefore, Gray and Biber created a 
broader three-way classification to apply to discontinuous frames (p. 122):  
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1. Verb based frames: frame contains one or more modal, auxiliary or main verb (e.g., 
must be * to, was * in the, I * going to, what did * do). 
2. Frames with other content words: frame contains one more nouns, adjectives, or 
adverbs but no verbs (e.g., on the * hand, it * necessary to, I * no idea). 
3. Function word frames: frame consists of only function words such as prepositions, 
determiners, conjunctions, pronouns, complementizers, etc. (e.g., the * of this, in the * 
that, as * as you, a * in the).  
 
Gray and Biber’s (2015b) study of frames investigated register differences by using sub-
corpora representing academic writing and conversation from the Longman Spoken and 
Written English Corpus. One of the primary findings of this study was that function word 
frames were by far the most frequent frames in academic writing, while verb-based frames 
were the most frequent in conversation. The function word frame the * of the was the most 
frequent in both academic writing and spoken English, but academic writing featured many 
more function word frames such as variations of the pattern preposition + the * of in frames 
like in the * of and on the * of. In conversation, many of the most frequent frames featured 
pronouns such as I and a verb, with example frames being I was * to and I * know if.  
This section showed that much work has been done on the structural analysis of lexical 
bundles. With this work has come fleshed-out frameworks for the structural classification of 
bundles. Less work has been done with lexical frames, but Gray and Biber (2015b) offered a 
broad taxonomy to facilitate their structural analysis, a taxonomy which has begun to be 
adopted in relevant work (cf. Garner, 2016). The focus of the next section will shift from 
structure of frames to their function.  
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2.4.2 Functional analyses 
Biber et al. (2004) introduced a preliminary taxonomy to facilitate the categorization of 
lexical bundles by discourse function. Given the strong relationship between structure and 
function of bundles (Biber et al., 2004), and the structural overlap of bundles and frames, it is 
probable that the functional groups Biber et al. (2004) applied to bundles will also be 
applicable to frames. Hence, the functional taxonomy proposed by Biber et al. (2004) as well 
as adaptions and variations of it used by other scholars (e.g., Cortes, 2004; Hyland, 2008a) 
since its introduction will be reviewed here. This taxonomy will form the base of the 
functional analysis applied to frames in the present dissertation.  
To arrive at the functional categories for bundles in written and spoken registers, Biber et 
al. used an inductive approach. Specifically, they “used concordance listings to examine the 
use of each bundle in its discourse contexts” to assign bundles to groups that serve similar 
functions, before determining the discourse function of each group (p. 383). Biber et al. 
acknowledge that the functional taxonomy “was influenced by previous studies on the 
discourse functions of linguistic features” and cited researchers such as Hymes’ (1974) work 
in sociolinguistics and Halliday’s (1978) work in semiotics and systemic functional 
linguistics. Three primary groups of discourse functions emerged from the data: (1) 
referential expressions, (2) discourse organizers, and (3) stance expressions.  
Cortes (2004, p. 401) explicitly pointed out the connection between the functional 
taxonomy presented by Biber et al. (2004) and the metafunctions of language as presented in 
SFL. Halliday (1993) explained the three metafunctions: (1) Ideational: “whereby language 
construes experience…encompassing the logical as well as experiential modes of meaning” 
(p. 103); (2) Textual: “the resource for creating discourse” (p. 107); and (3) Interpersonal: 
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“whereby language enacts interpersonal relationships” (p. 103). Cortes (2004) argues that 
referential bundles are analogous to the ideational metafunction of SFL as they help writers 
convey experience and determine ways of viewing things. Discourse organizing bundles, like 
the textual metafunction, address textual functions related to the meaning of the surrounding 
discourse. Finally, stance bundles function on the interpersonal plane as they perform 
interpersonal functions such as expressing attitudes to frame propositions.  
Biber et al. (2004) proposed that referential bundles serve to “identify an entity or single 
out some particular attribute of an entity as especially important” (p. 393). Sinclair (1991) 
made a similar observation with of-nominal groups, which are extremely common in 
referential bundles: The first noun serves to highlight a specialized part, component, aspect, 
or attribute of the second noun. Referential bundles in this framework have four major sub-
categories. The first sub-category is “identification/focus bundles” which Biber et al. (2004, 
p. 394) reported to be common in classroom teaching contexts with examples including one 
of the things and those of you who. “Imprecision bundles” are the next sub-category which 
are also common in classroom teaching and function to emphasize the inexactness of 
references or that additional references might be provided (p. 394). Examples include or 
something like that and and things like that. The third sub-category is “bundles specifying 
attributes” which are more common in written registers (p. 395). These bundles can function 
to specify quantities, amounts, or describe the size and form or abstract qualities of an object. 
Examples include the size of the, the nature of the, in the form of, and on the basis of. Finally, 
Biber et al. (2004) introduced “time/place/text-deixis bundles” which are used to refer to 
particular times, places, or locations within the text itself (p. 395). Examples include at the 
end of, the beginning of the, and in the middle of. Structurally speaking, many of these 
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bundles contain a noun phrase with the “of” phrase fragment or prepositional phrase with an 
embedded “of” phrase and serve to illustrate the overlap between structure and function.  
Discourse organizing bundles serve two primary functions: (1) to introduce or focus a 
topic, or (2) to elaborate or clarify a topic. The first function includes “topic 
introduction/focus bundles” which are meant to provide cues to the listener or reader that a 
new topic is being introduced or to direct focus to a particular point. Example bundles are if 
you look at and I want to talk about. The second function of bundles in this category is topic 
elaboration or clarification which are used to set up additional information the speaker or 
writer believes is required. Example bundles for this second function include on the other 
hand and as well as the.  
Lastly, stance bundles communicate a speaker’s or writer’s assessments of certainty or 
attitudes of some proposition that follows the bundle (Biber et al., 2004). Stance bundles 
contain further sub-categories that include personal epistemic stance such as I don’t know if, 
and impersonal epistemic such as the fact that the. A second sub-category is 
attitudinal/modality stance. Bundles in this category can be used to communicate desire such 
as I don’t want to, obligation/directive such as you might want to and it is important to, or 
intention/prediction such as is going to be. 
Relationships between bundles and frames can be seen at both the structural and 
functional levels. For example, bundles that fulfill the referential function of specifying 
attributes such as abstract qualities, physical qualities, or quantifying functions often take the 
structural form of prepositional or noun phrases with an “of” fragment such as at the end of, 
in the center of, and the beginning of the. Meanwhile, bundles communicating stance often 
include a verb such as you might want to, it is important to, and is going to be. The example 
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bundles given here are clearly correlates of function word frames in the former case, and 
verb-based frames in the latter case. The taxonomy put forth by Biber and colleagues has 
been widely used and adapted by researchers to apply functional analyses to lexical bundles 
(cf. Ӓdel & Erman, 2012; Chen & Baker, 2010; Cortes, 2004; Hyland, 2008a & 2008b; 
Simpson-Vlach & Ellis, 2010; Staples et al., 2013). An important note pointed out by Ӓdel 
and Erman (2012) is that studies which draw on this taxonomy often differ in their 
terminology of categories, sub-categories, and/or placement of bundles into categories. For 
instance, Biber et al. (2004) have the sub-category of “Intangible framing” under “Referential 
bundles” which includes bundles such as in the case of and the nature of the (p. 387). 
Meanwhile, Cortes (2004) categorizes those bundles as “Framing” within the larger category 
of “Text organizers” (p. 409). What Biber et al. (2004) call “Imprecision bundles” within 
“Referential bundles”, Simpson-Vlach and Ellis (2010) call “Vagueness markers.” 
Furthermore, Simpson-Vlach and Ellis include “Contrast and comparison” as a sub-category 
of referential bundles while Biber et al. (2004), Cortes (2004), and Hyland (2008a) include 
that sub-category with discourse or “Text organizers.” 
The primary point is that different studies adapt Biber et al.’s (2004) taxonomy in 
different ways. One reason for this is register differences. Hyland (2008a) explained that 
Biber’s taxonomy was created to describe the function of lexical bundles as used in “a much 
broader corpus of spoken and written registers…than my more research-focused genres” (p. 
13). Cortes’s (2004) and Hyland’s (2008a & 2008b) adaptions of Biber et al.’s taxonomy are 
actually more similar to each other than either is to Biber et al.’s original taxonomy. This is 
likely due to register: both Cortes and Hyland were only analyzing academic written registers 
while Biber et al. were also analyzing spoken language. 
42 
 
 
 
Register is an important factor to recognize when considering the distribution of bundles 
and frames of different structures and functions. For instance, verb based frames have been 
shown to be more frequent in conversation than in academic prose. Function word frames on 
the other hand have been shown to be more frequent in academic prose as opposed to 
conversation (Gray & Biber, 2015b). The reason for this is likely the phrasal nature of 
academic writing versus the more verb-based nature of conversation. Gray (2013) noted that 
prepositional phrases often function as noun postmodifiers that facilitate information 
packing, or creating more informationally dense writing, typical of academic registers of 
writing. This helps to explain why Gray and Biber (2015b) found more function word 
frames, many of which begin with a preposition such as in the * of , of the * of, and on the * 
of, in the academic corpus versus the conversation corpus used in their study. Given that the 
present study is focused on argumentative essays which are a sub-register of academic 
writing, it can be hypothesized that function word frames will be the most frequent category 
of frames.  
Table 2.3 below places Cortes’s and Hyland’s taxonomies side by side for easy 
comparison. Lexical bundles marked in bold represent bundles that are in different categories 
or sub-categories between the two taxonomies. Perhaps the most striking departure of Cortes 
and Hyland’s adaptations of Biber et al.’s taxonomy is that both place the sub-category 
“Framing” within text-oriented bundles whereas Biber et al. categorized “Intangible framing” 
within “Referential bundles.” Despite their different categories, there is substantial overlap 
between the taxonomies. 
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Table 2.3. Functional taxonomy for lexical bundles by Cortes (2004) and Hyland (2008a). 
Bolded bundles indicate discrepancies in terms of categories between the two taxonomies. 
An asterisk indicates that a bundle appears in more than one sub-category. 
Cortes (2004) Hyland (2008a) 
Category Sub-category Example Category Sub-category Example 
Referential Time at the beginning of 
at the end of 
in the course of 
Research-
oriented 
Location/time at the beginning of 
in the present study* 
Place in the present study 
at the university of 
the center of the 
Procedure the role of the  
the purpose of the 
the use of the 
Descriptive the depth of the 
the length of the 
the size of the 
Description the structure of the  
the surface of the  
the size of the 
Quantifying a large number of  
an increase in the 
the mean of the 
Quantification the magnitude of the 
a wide range of 
one of the most 
  Topic the currency board 
system 
In the Hong Kong 
Text 
organizers 
Contrast/ 
Comparison  
on the other hand 
in contrast to the 
Text-
oriented 
Transition 
signals 
on the other hand 
in contrast to the 
Inferential as a result of  
as a consequence of 
on the basis of 
the results of the 
Resultative 
signal 
as a result of 
it was found that 
these results suggest 
that 
Focus it is important to 
it is difficult to* 
there is no evidence 
Structuring 
signals 
in the present study 
in the next section 
as shown in the 
figure 
Framing in addition to the 
in the case of  
in the context of 
in the presence of 
Framing 
signals 
in the case of  
with respect to the 
on the basis of 
in the presence of 
Stance Epistemic-
impersonal/ 
probable-
possible 
may be due to 
it is possible that 
it is likely that 
Participant-
oriented 
Stance 
features 
may be due to  
it is possible that 
are likely to be 
 
 
Other stance has been shown to 
was found to be 
not appear to be 
Engagement 
features 
it should be noted 
that 
as can be seen 
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Biber et al. (2004) explain that intangible framing bundles can function to specify 
abstract qualities of a noun or noun phrase that follows. At the same time, the authors state 
that intangible framing can be used to establish logical connections in a text. An example 
from a textbook provided by Biber et al. (2004, p. 395) is: 
• They are defined in terms of the emotion they elicit. 
 
While the bundle is categorized as “intangible framing” under “Referential” and 
“Specifying attributes” in Biber et al.’s taxonomy, it would arguably be categorized 
as “Framing” within the “Text organizer” category by Cortes and the analogous 
“Framing signal” within the “Text-oriented” category by Hyland. Hyland (2008a) 
asserts that bundles functioning as framing signals “situate arguments by specifying 
limiting conditions” (p. 14). The lexical bundle in the bulleted example above 
functions to specify constraints on the argument, or in this case, what is being 
“defined”.  
To better understand the functional categories and how Hyland’s (2008s) 
taxonomy is similar to and different from Biber et al. (2004), Hyland’s taxonomy will 
be described in more detail here. While Hyland’s categories are the focus here the 
reader should keep in mind that Cortes’s (2004) functional categories are extremely 
similar. Hyland (2008a) used three major functional categories: (1) research-oriented, 
(2) text-oriented, and (3) participant-oriented—similar to SFL’s three metafunctions. 
According to Hyland, research-oriented bundles “help writers to structure their 
activities and experiences of the real world” (p. 13). This category includes five sub-
categories: “location,” “procedure,” “quantification,” “description,” and “topic.” 
Bundles in these categories resemble referential bundles from Biber et al.’s taxonomy 
45 
 
 
 
and include at the beginning of, the use of the, the size of the, and a number of the. As 
can be seen, many of these frames feature a noun phrase with an “of” phrase 
fragment. 
Text-oriented bundles are “concerned with the organisation of the text and its 
meaning as a message or argument” (Hyland, 2008a, p. 13). These bundles are 
analogous to “discourse organizers” in Biber et al.’s (2004) taxonomy, but Hyland 
divides his text-oriented function into four sub-categories (presented in Table 2.3 
above) as opposed to Biber et al.’s two sub-categories. Noteworthy here is that 
Hyland (2008a) includes a sub-category called “framing signals” which are most 
similar to Biber et al.’s sub-category of “intangible framing” within referential 
bundles. Hyland (2008a) defines “framing signals” as bundles that “situate arguments 
by specifying limiting conditions. Examples are in the case of, with respect to the, 
and on the basis of. Each of these bundles can function to narrow or constrict the 
focus of an argument within a text. Many bundles in this category overlap with Biber 
et al.’s intangible framing referential bundles which also include bundles like in the 
case of and on the basis of. However, intangible framing also includes bundles like 
the nature of the problem where nature identifies an abstract characteristic of problem 
and does less to specify a limiting condition of an argument. Hyland also notes that 
these bundles tend to be of the structure prepositional phrase with an “of” phrase 
fragment. 
The final category Hyland (2008a) offered is “participant-oriented” bundles 
which are “focused on the writer or reader of the text” (p. 14). This category is 
Hyland’s analog to Biber et al.’s stance bundles, but where Biber et al. have nine 
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subcategories, Hyland has only two much broader categories: (1) stance features and 
(2) engagement features. The former function to “convey the writer’s attitudes and 
evaluations” and the latter to “address readers directly” (p. 14). Many stance bundles 
feature the grammatical structure of an extraposed to- or that-clause. Examples 
include it is likely that, it is important to, and it is necessary to.  
As has been indicated in previous paragraphs, there is a strong connection 
between the structural type of bundles to discourse function (Biber et al., 2004, 
Hyland, 2008a). In light of the theories outlined above such as SFL, the Idiom 
Principle, and Lexical Priming, this relationship between structure and function 
should be expected.  
When looking at frames rather than bundles, one can sometimes see the structure 
of common bundles such as extraposed clauses: it is * that → it is likely that/it is 
probable that; at the * of → at the beginning of/at the time of; the * of the → the 
effects of the/the results of the/the end of the. Given the fact that a frame has a 
consistent structure, with usually one variable slot, there is good reason to believe that 
the fillers of a frame will be similar in nature, which in turn would influence the 
discourse function of the frame. Semantic similarity of fillers of a common frame is a 
topic that will be expanded on in the next section. Garner (2016), whose study 
investigated the use of frames between learners of English at different proficiency 
levels, noted the overlap in discourse functions of a given frame despite different 
fillers: 
While it could be argued that frames would perform different functions in text 
based on the word occupying the variable slot, this was a very rare case. Most 
often, frames fulfilled the same function regardless of the variable word, an 
interesting result that warrants further analysis in future studies. (p. 40) 
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Examining the functional profiles of high frequency function word frames in the 
International Corpus of Learner English (ICLE) (Granger, 1993) and its NS counterpart, the 
Louvain Corpus of Native English Essays (LOCNESS) is a goal of the present study. By 
examining each instance of a frame, it should be possible to illuminate the extent that 
discourse functions of frames vary or remain consistent with variation in the fillers. This 
leads to an additional major goal of this study: To investigate and shed light on the semantic 
characteristics of the fillers of highly frequent and productive frames.  
 
2.4.3 Semantic characteristics of fillers of frames 
As reviewed in the previous sections, work in phraseology has found that there is a 
relationship between the patterning of words and meaning with examples from Pattern 
Grammar (Hunston & Francis, 2000), SFL (Halliday & Matthiessen, 2014), Construction 
Grammar (Goldberg, 2006) and so on. Stubbs (2007) summarizes the implications of this 
body of work: “It is a basic finding… words which share a pattern also share a meaning” (p. 
173).  
Lending further empirical evidence to support theory, numerous researchers have 
observed that frameworks exhibit a tendency to enclose words that feature similar semantic 
characteristics (Eeg-Olofsson & Altenberg, 1994; Fuster-Marquez & Pennock-Speck, 2015; 
Marco, 2000; Moon, 1998; Renouf & Sinclair, 1991; Sinclair & Renouf, 1988). Eeg-
Olofsson and Altenberg (1994) noted that even frames consisting of grammatical words tend 
to enclose “characteristic groupings of words and highlight the collocational importance of 
common grammatical words” (p. 63). For instance, Renouf and Sinclair’s (1991) observed 
that the framework a * of attracts a wide array of collocates or fillers, but that many of them 
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express quantity or measure such as a number of, a couple of, and a part of. Likewise, Marco 
(2000) noted that the same frame often featured nominalizations that could be quantified 
such as an accuracy of 55% or a specificity of 90%.  
While previous research suggests a large amount of semantic overlap between fillers and 
frames, this is not always the case. Biber (2009) found that the different instances of 4-
frames under the structure preposition + the * of varied substantially in terms of words that 
served as common fillers based on differing prepositions. These frames were at the * of, in 
the * of, on the * of, and to the * of (p. 298). This idea of semantically similar fillers in 
frames is one of the main research questions the present dissertation aims to address and 
hence will be returned to in depth in the coming chapters.  
Of the studies reviewed here, many aim to compare the use of lexical bundles or frames 
in the English language either between registers, native and non-native speakers of English, 
or between non-native speakers representing different L1s. Studies focused on variation in 
learner language fall within the realm of Contrastive Interlanguage Analysis (CIA) (Granger, 
1996; 2015) which is part of the broader discipline of Learner Corpus Research (LCR) 
(Paquot & Plonsky, 2017). 
 
2.5 Learner Corpus Research & Contrastive Interlanguage Analysis 
Leaner Corpus Research, LCR, is the broad field of research that draws on learner 
corpora and subsumes the popular method of Contrastive Interlanguage Analysis, or CIA 
(Granger, 2015). CIA refers to two types of comparisons (Granger, 1996, p. 43): 
• Type 1: comparisons of native and learner varieties of one language, or  
• Type 2: comparisons of a target language such as English produced by learners 
from different L1 backgrounds.  
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Type 1 CIA studies seem to be more common (Granger, 2015). Granger (1996, p.44) 
provides a useful figure, adapted and reproduced below in Figure 2.3, to depict a Type 1 and 
Type 2 CIA study. In the figure “NL” stands for Native Language and “IL” stands for 
Interlanguage, or the target language as produced by learners.  
 
 
Figure 2.3. Design of Type 1 and Type 2 contrastive interlanguage analysis studies 
For the purposes of CIA, utilizing comparable corpora means that the corpora represent 
comparable texts in terms of register (e.g., news articles, argumentative essays, book reviews, 
etc.) and in one target language, but produced by authors with different L1s. An example 
would be the comparison of argumentative essays written in English by L1 speakers of 
English, Japanese, and Spanish. LCR can include either type of CIA, or focus solely on the 
analysis of learner language on its own without reference to a comparison group. Paquot and 
Plonksy (2017) noted that while the initial and more frequent focus in LCR was Type 1 CIA 
studies, there has been a recognition that the study of learner language on its own, “IL” in 
Figure 2.3, is worthwhile (p. 83). LCR studies are increasing in frequency and entire new 
journals have emerged to publish work in the area (e.g., The International Journal of Learner 
Corpus Research first published in 2015).  
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2.5.1 Corpora in LCR 
It is important to note that when LCR is carried out to compare the language produced by 
groups of different L1 speakers, the corpora (learner and L1 alike) should be as comparable 
as possible. This need for comparable corpora from learners from a range of L1 backgrounds 
was the motivation behind Granger’s (1993) efforts to create ICLE and its NS counterpart, 
LOCNESS. Granger and Tyson (1996) explain that the ICLE corpus project, which sought to 
collect sub-corpora of learner writing from a wide range of L1 backgrounds, aimed to control 
three important variables:  
1. type of learner (EFL learners) 
2. stage of learner (advanced) 
3. text type (essay) 
 
By controlling for variables 1 through 3, the ICLE corpus arguably allows for 
comparisons that better isolate differences between L1s rather than differences that could be 
attributed to variation in proficiency levels or differences in register. In terms of the former, 
if there is a broad range of proficiency levels among learners who contributed to the corpus, 
differences assumed to be due to L1 could be due, at least in part, to different stages of L2 
development. For example, if the average proficiency level of essays in a corpus authored by 
L1 Japanese is lower than essays authored by L1 Spanish speakers, differences between the 
two groups could be confounded by proficiency level. In terms of register, Biber and Conrad 
(2009) explained that “a register is a variety associated with a particular situation of use 
(including communicative purposes)” (p. 6), and register directly influences the linguistic 
characteristics of a text. As such, comparing texts from two different situations of use, such 
as comparing argumentative essays to newspaper articles or book reviews, will lead to the 
discovery of different linguistic characteristics. This is why controlling for register in LCR 
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and particularly in CIA is important: if it is not controlled for, differences found in texts may 
be erroneously attributed to L1 or proficiency when in fact the differences stem from register, 
or variation in text types.  
Granger and Paquot (2009) illustrated the effect register can have in LCR in their 
comparison of learner writing of argumentative essays from ICLE to academic writing 
consisting of book samples and academic articles from the MicroConcord corpus (Johns & 
Scott, 1993) and the Baby BNC (http://www.natcorp.ox.ac.uk/corpus/babyinfo.html). 
Granger and Paquot noted that the learner writing represented in ICLE appeared to 
‘underuse’ reporting verbs such as explain, argue, observe, and propose. However, as the 
authors noted, the learners’ underuse of these verbs is better explained by difference in text 
type or register than by difference in L1 or proficiency level. The authors pointed out that in 
argumentative writing such as that featured in ICLE, there is no need to “situate one’s 
opinion against what has been written in the literature” (p. 208). This is unlike academic 
writing where the author must map the territory of previous research and identify a niche into 
which to place his or her own contribution, a process which leads to the frequent use of 
reporting verbs via the necessity of explaining others’ opinions. Indeed, when Granger and 
Paquot compared ICLE to LOCNESS they found that the difference in reporting verbs was 
less marked and sometimes even non-existent. While controlling for register increases the 
comparability between corpora, it should be noted that in corpora of argumentative essays, 
topic variation also has the potential to affect linguistic features that appear in essays, notably 
lexis that may appear in essays via repetition of words in the prompts or topics (Friginal, 
Man, & Weigle, 2014). 
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Registers that are typically investigated in LCR are in part influenced by the availability 
of corpora. The ICLE and LOCNESS corpora, which primarily consist of argumentative 
essays, have been used as the basis of many LCR studies (cf. Deshors, 2015; 2016; Gilquin, 
2015; Wulff & Gries, 2019). In sum, register plays an important role in LCR studies as it 
directly influences the language under study.  
 
2.5.2 Applications of LCR to phraseological research 
Many of the studies cited in the sections on structural and functional analyses of 
formulaic language exemplify LCR/CIA studies. Most of them have isolated lexical bundles 
as their unit of analysis, focusing on frequency distributions, grammatical structure, and 
discourse functions of the bundles. Broadly speaking, it appears that learners of English use a 
narrower range of bundles at higher frequencies than native speakers of English, but these 
differences are less pronounced as experience and expertise among writers increases. 
Furthermore, novice writers, regardless of L1, appear to use more verb-based bundles while 
writers with higher levels of expertise in academic writing use more bundles based in noun 
and prepositional phrases. We will see, though, that are exceptions to these trends. 
Furthermore, research has shown that differences in register result in differences in the 
linguistic characteristics of language, such as the more phrasal nature of academic writing 
versus the more clausal and verb-oriented nature of spoken prose (Biber et al. 1999; Biber & 
Gray, 2016). The effects of register are not limited to written versus spoken registers, there is 
ample register variation within academic writing as well (Gray, 2015), which is a point that 
must be kept in mind when comparing corpora that may represent different types of academic 
writing such as empirical research papers and book reviews. Recall the difference in 
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reporting verbs that Granger and Paquot (2009) uncovered when comparing argumentative 
essays from ICLE to published academic articles reported in the previous section.  
Granger and Paquot (2009) are not the only researchers to note the effect of register 
variation within academic writing. Chen and Baker (2010) compared L1 and L2 English 
writing from the BAWE corpus to expert writing (i.e., published academic texts), and they 
found that L1 novice writers used marginally more lexical bundle types and tokens than L2 
novice writers. Expert writers, meanwhile, used more types and tokens than both groups. The 
most pronounced differences between expert and novice writers were the structural and 
functional characteristics of the bundles. The expert writers used more noun phrase based 
lexical bundles (e.g., the nature of the) while the novice writers used more verb phrase based 
lexical bundles (e.g., it is possible to). This likely reflects register differences between the 
expert academic writing and the university-level essays that make up the BAWE corpus. 
Publishable academic writing has more informational demands than course level university 
writing, and hence more informationally heavy noun phrases (Biber & Gray, 2010). It could 
also be reflective of novice writers still learning typical differences between written and 
spoken registers; that is university students who are novice writers may still be “writing like 
they talk” and spoken registers feature more verb-based bundles than academic written 
registers. In terms of type frequency, Chen and Baker’s findings were supported by Ӓdel and 
Erman (2012), who also found that L1 writers of English used more lexical bundle types than 
their L2 counterparts. As far as discourse function, Chen and Baker (2010) discovered that 
the expert academic writing used referential functions more than the novice writing which 
used comparatively more discourse organizers. Marking stance saw a clearer divide between 
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native speaker status than level of expertise where both expert and novice L1 English authors 
used stance marking bundles more than did novice L2 English authors.  
Staples et al. (2013) compared the use of bundles in terms of frequency, function, and 
variability/predictability between different levels of English language learners by using 
written responses from items on the TOEFL iBT. Staples et al.’s principal finding was that 
the number of tokens of bundles decreased as proficiency score level increased. This finding 
seems contradictory to the studies cited above. One hypothesis to explain the discrepancy in 
findings between these studies is that trends of language development are not completely 
linear, and as learners become more proficient, their trajectories on certain aspects of 
language shift. Staples et al. also found that essays from each score level (low, medium, and 
high) use bundles for similar functions proportionally with referential bundles being the least 
frequent function that the bundles fulfill.  
Rӧmer (2009b) also questioned the wisdom of attributing differences in writing to the 
native speakers vs. non-native speaker dichotomy, and instead focused more on novice 
versus expert writing regardless of L1 status. To do this, Rӧmer compared English writing 
from the following three groups of writers: essays and term papers by upper level L1 German 
university students, (2) English and linguistics term papers by final year L1 English 
university students, and (3) published research articles in the field of linguistics. Rӧmer 
arrived at the conclusion that more than a native versus non-native speaker dichotomy, it 
could be that native and non-native speakers alike must learn the lexis and phraseology of 
academic writing (p. 99). Rӧmer (2009) agreed with Swales (2004) that the clearer divide in 
writing characteristics can be found between what Swales labeled “junior” and “senior” 
scholars regardless of native speaker status. 
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Researching both continuous to discontinuous formulaic language, O’Donnell et al. 
(2013) investigated the development in first and second language writing by tracking the use 
of different kinds of formulaic language, including recurring (e.g., lexical bundles), co-
occurring (e.g., collocations), and discontinuous (e.g., p-frames) formulaic language between 
undergraduate, graduate, and expert writing as well as native and non-native speaker writing. 
O’Donnell et al. found that the most substantial differences were between writing level rather 
than native speaker status. For instance, they found that both graduate and expert writers 
produced more frequency-based and collocation-based formulaic language than did novice 
L1 or L2 writing. With regard to p-frames, though, they found no significant differences in 
terms of frequency of use between any of the groups. Pan, Reppen, and Biber (2016), 
however, provided evidence that differences may very well exist between native and non-
native speaker writing at the expert level. To do this, Pan et al. (2016) compared the writing 
of L1 and L2 expert writers with a focus on the functional and structural types of lexical 
bundles. The corpora consisted of scholarly articles written in telecommunications journals 
published in China. The articles were written in English by native speakers English or 
Chinese. Pan et al. found comparatively more bundles in the L2 expert writing than the L1 
expert writing. Structurally speaking, though, the L1 expert writers used more noun phrase 
(e.g., the size of the) and prepositional phrase-based bundles (e.g., in the case of) than the L2 
expert writers. Chen and Baker’s (2010) findings support this distinction between L1 and L2 
expert writers as they found that L2 expert writers used more verb-based bundles than their 
NS counterparts, such as is due to the and is based on the. Ultimately, Pan et al. (2016) 
concluded that differences in writing cannot be explained exclusively by either the L1 versus 
L2 dichotomy, nor the expert versus novice dichotomy. Rather, both factors appear to 
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contribute to lexical bundle use in writing. That is, as expertise in academic writing 
increases, bundles based in noun and prepositional phrases increases and verb-based bundles 
decrease.  
Lastly, Garner (2016) conducted one of the few studies to date that has focused solely on 
the use of p-frames between language learners of different proficiency levels. This study is 
additionally distinctive because it focused on describing language produced by a single group 
of learners (L1 German learners of English), without reference back to a L1 norm. Instead, 
Gardner focused on German learners of English at different levels of proficiency in writing. 
Garner found that as proficiency in English increased, use of p-frames appeared to generally 
decrease. Garner also investigated the variability and predictability (fixedness) of the variable 
slots in the most frequent p-frames. Garner used TTR to measure the variability of the 100 
most frequent frames used by each proficiency and found that as proficiency level increased, 
so did the variability of the open slot in a p-frame. The group of learners with the highest 
proficiency rating also produced the most variable p-frames.  
In terms of functional analysis, Garner (2016) found that across all proficiency levels, 
referential p-frames were the most common. This finding stands in contrast to Staples et al.’s 
(2013) finding, as the learners represented in their data set used referential bundles less 
frequently than stance and discourse organizing bundles, although this may be due to the foci 
of bundles in the Staples et al. (2013) study versus frames in Garner’s study. It could be that 
studies focusing on frames end up considering a wider array of bundles than studies focused 
solely on bundles as Gray and Biber (2015b) pointed out in the comparison of the “bundles to 
frames” approach versus identifying frames directly. For instance, if the same frequency 
threshold for bundles is applied to frames on the same corpus, say, 25 instances per 100,000 
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words, then frames meeting that threshold will undoubtably include instances of fillers that 
occur only one or two times and would have been missed as bundles. With regard to 
structural analysis, Garner adopted Gray and Biber’s (2015b) structural framework of verb-
based, content word, and function word frames. All learner writing in Garner’s study featured 
verb-based frames as the most frequent, followed by function word frames, and content word 
frames, respectively.  
In sum, it is difficult to see one definitive trend in terms of formulaic language use 
between learners and native speakers of English. It may be that L2 authors use recurring 
language at higher rates than native speakers as Paquot and Granger (2012) suggested in their 
review of studies on learner use of formulaic language. However, Chen and Baker’s (2010) 
study does not support this conclusion, noting that their finding of the number of recurrent 
word combinations increasing with proficiency level is contrary to results reported in the 
broader literature. In terms of frames, O’Donnell et al. (2013) found no significant 
differences in usage between native speaker status nor novice and expert writing. Garner’s 
(2016) study, however, found that as proficiency increased within German L2 writers of 
English, their use of recurring p-frames decreased.  
Related to Rӧmer’s and Swales’s observations that differences in writing may not be as 
attributable to native speaker status as researchers might have once assumed, there are 
increasing calls to leave behind the monofactorial nature of learner corpus studies that has 
been the standard for so long. That is, research that attributes all differences in writing to one 
factor (e.g., L1) is painting an overly simplistic picture of a more complex phenomenon 
(Gries, 2018; Paquot & Plonsky, 2017). 
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2.5.3 Factors other than L1 status in Learner Corpus Research 
The International Journal of Learner Corpus Research featured an article by Paquot and 
Plonsky (2017) that called on the editors of the journal and the “leaders of the Learner 
Corpus Association” to construct and enforce methodological guidelines and standards to 
follow for corpus studies. These guidelines range from corpus compilation to manuscript 
writing for publication in the journal (p. 89). Ultimately, many of their recommendations for 
LCR boil down to researchers having a better understanding of multivariate statistics to 
account for the multifactorial nature of LCR. They advise against aggregating data (i.e., 
combining texts from learners) for monofactorial analyses. That is, analyses that assume that 
all variation between texts can be attributed to one independent variable, typically L1 in 
LCR. Taking this idea a step further, Gries (2018) went so far as to suggest that all 
monofactorial LCR research should be redone to incorporate more than just first language 
status as an independent variable. Gries writes: 
To state it blatantly clearly, over- and under-use studies that do not control for even 
the most basic things such as length, proficiency/lexical diversity, or dispersion can 
by their very design not be certain that whatever variability/variance they ascribe to 
L1 is not in fact the function of something more general. (p. 298) 
 
Gries (2018) argues that numerous factors in addition to L1 status—such as essay length, 
proficiency, and lexical diversity—can account for differences between texts and sometimes 
can explain so much that there is little left that can be attributed to L1 status. For example, 
say we are tallying the instances of fillers of a frame such as the * of the in argumentative 
essays written by NS and NNS writers. We want to know if NS and NNS writers use similar 
proportions of abstract and concrete nouns to fill the frame. So, we tally the total instances of 
the frame in each corpus, annotate each filler for abstract or concrete status and compare. 
What we might miss with this approach, though, is the role that other variables such as 
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proficiency and topic of essay play. It could be that a group of NNS writers are highly 
proficient and proficiency level more than L1 status better explains the choice of noun type 
(e.g., abstract, concrete, etc.) in the filler position of frames. Alternatively, it may be that 
topic is a good predictor of the choice noun type for the filler. Ultimately, a monofactorial 
approach to data analysis in LCR runs the risk of attributing differences in writing to L1 
status when in fact other factors such as topic or proficiency level might better explain 
differences.  
Given the prevalence of phraseological patterns such as lexical bundles and frames 
throughout registers in English, it is not surprising that there is substantial interest in 
comparing native and non-native speaker writing. The vast majority of phraseology studies 
comparing native and non-native speakers focus on continuous formulaic language rather 
than discontinuous patterns. However, findings in this area are mixed. The lack of consistent 
findings is probably at least partially attributable to the distinction Paquot and Granger 
(2012) pointed out between co-occurring and recurring formulaic language. Co-occurring 
language relates to collocation and the statistical likelihood of words occurring within a short 
span from each other. According to Paquot and Granger (2012), learners tend to struggle with 
collocation and produce comparatively fewer collocations than their native speaker 
counterparts. Recurring language, on the other hand, is frequency based and is exemplified in 
lexical bundles (Biber, 2009). Language learners seem to acquire recurring language earlier 
than co-occurring language, and then they tend to overuse it (Paquot & Granger, 2012). The 
lack of consensus in findings may also be related to the monofactorial nature of LCR work to 
date. Perhaps taking account of topic, proficiency, and L1 would paint a clearer picture of the 
patterns of use of formulaic language in writing.  
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2.6 Aims and Goals of the Present Dissertation 
The aim of the present dissertation is to investigate high frequency and variable function 
word frames in English argumentative essays authored by native speakers of English, 
Japanese, and Spanish. Function word frames were chosen as they are often comprised of 
prepositions and articles, two linguistic features that are difficult to master. English was 
chosen as one language group as a native speaker comparison point and also to investigate 
how much proficiency variation is found within the native speaker group, which is often 
clumped together as one independent variable. Japanese was chosen to represent an Asian 
language and L1 Japanese speakers of English writing are known to struggle with and omit 
function words. This is hypothesized to result in L1 Japanese authors producing fewer 
function word frames. Finally, Spanish was chosen as a third to represent another Western 
language, and Spanish uses articles and prepositions in much the same way as English and 
was therefore of interest to compare to the other two L1 groups. The first component of 
research question 1 (RQ1) to be addressed is:  
RQ1a: What are the most frequent frames in argumentative essays authored by native  
speakers of English, Spanish, and Japanese? What are the most frequent function word  
frames and how can they be grouped structurally? 
 
Based on previous research, it is hypothesized that essays written by English language 
learners will use verb based frames more frequently than L1 English authors, and that L1 
English authors will use function word frames more frequently.  
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Research question 1b is: 
RQ1b: What is the degree of internal variability and predictability of the most 
frequent frames? 
 
The hypothesis for this research question is that variability will be higher for the more 
proficient authors and lower for the less proficient authors, with the reverse trend true for 
predictability. Garner (2016) found that as proficiency level increased for learners in a corpus 
of writing by L1 German speaker, so did the variability or productivity of the p-frames they 
used. However, Garner made no mention of type token ratio of the texts in general, so it is 
unclear whether or not the higher-level writers also demonstrated broader overall lexical 
diversity, which may be related to greater variability in frame use. Research question 1c will 
attempt to shed light on the lexical diversity of texts and the frames and whether or not an 
increase in one is accompanied by an increase in the other.   
From a close search of the literature, it appears that there is no research that investigates 
whether a higher lexical diversity of texts aligns with more variable (i.e., more diverse) 
frames within those texts. Logically, it might be expected that the authors who demonstrate a 
broader vocabulary via more lexically diverse writing would also have more options for 
fillers of frames and hence produce more variable frames.  
RQ1c: How does the overall lexical diversity of the texts from each L1 group relate to  
the variability of frames?  
 
 From this point the focus of the study narrows to function word frames as they tend to 
not only be the most frequent frames but whether or not structurally similar function words 
frames attract a prototypical filler type despite the frame being made up of function words, 
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which carry little meaning in comparison with content words. Research question 2 will 
address the relationship between the structure of function word frames and the semantic 
characteristics of their fillers. Previous research has found a relationship between patterns 
and meaning. Therefore, it is hypothesized that the fillers of individual frames and similar 
groups of frames, such as frames featuring noun phrases or prepositional phrases, will have 
semantically related fillers.  
RQ2: How can the fillers of structural groups/families of function word frames be 
characterized semantically?   
 
The final research question will examine the discourse functions that the most frequent 
and variable function word frames are used for. Given previous scholarship that has noted the 
relationship between form and function, such as Construction Grammar, it is posited here 
that frames and groups of similar frames will by and large fulfill the same discourse function. 
For the second part of research question 3, the null hypothesis is that L1, proficiency, and 
topic play no role in discourse function of frames. However, when considering different 
frames within a structural group, such as different frames within the pattern preposition + the 
* of, intuition and previous research suggests that the discourse function will be affected.  
RQ3: For which discourse functions are the most frequent and variable function word  
frames used? What role, if any, is played by L1, writing quality/proficiency, essay topic,  
and between frames in the same structural groupings/families?  
 
 
The next chapter, methods, will outline how the data collection and analyses were carried 
out to answer these research questions.   
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CHAPTER 3: METHODS 
 
This chapter presents the methods used for data analysis to answer the research questions 
posed at the end of Chapter 2. While each step in the research process is outlined in more 
detail in the subsequent sections of this chapter, a broad overview is outlined here as a guide. 
First, to address the research questions, a corpus of argumentative essays was selected and 
prepared for analysis. The corpora used for this analysis was the widely used International 
Corpus of Learner English version 2 (ICLE; Granger et al. 2009) and the native speaker 
counterpart corpus, the Louvain Corpus of Native English Essays (LOCNESS; Granger 
1998). In order to take a multifactorial approach to address the research questions, 
preliminary preparation and annotation of the corpora were undertaken to provide 
independent variables in addition to first language. The preparatory steps were: 
• Separating files to reflect one text for each author rather than one text for each 
collection site, 
• annotating each argumentative essay for topic, 
• having two trained raters rate each essay based on a holistic rubric, and 
• assigning each essay a final writing quality score via a Many Facet Rasch 
Measurement (MFRM) based on the two ratings  
 
Once the corpus was prepared for analysis, a range of methods were employed to answer 
the research questions. Table 3.1 aligns each research question with the data used and major 
methodological steps undertaken to address the question. The table is intended as a broad 
map to the chapter and study rather than a detailed explanation of the methods. All 
methodological steps are explained in greater detail later in the chapter.  
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Table 3.1. Research questions and broad methodological steps undertaken to address each question 
Research question Data Method 
RQ1a: What are the most frequent 
frames in argumentative essays 
authored by native speakers of English, 
Spanish, and Japanese? What are the 
most frequent function word frames and 
how can they be grouped structurally? 
All frames from the combined 
corpus that occur 10 or more 
times per 100,000 words. 
Custom Python scripts were used to extract and count frames. Results were 
stored in a SQLite database and exported to CSV files for further analysis 
such as coding for discourse function. 
 
Previous literature on structural categories of lexical frames bundles was 
applied to the current data set. 
RQ1b: What is the degree of internal 
variability and predictability of the most  
frequent frames? 
 
All frames from the combined 
corpus that occurred 10 or 
more times per 100,000.  
Internal variability was operationalized as type-token ratio and 
predictability as the percent of tokens accounted for by the most frequent 
filler. Calculations were carried out in Python with manually entered 
formulas. 
RQ1c: How does the overall lexical 
diversity of the texts from each L1 
group relate to the variability of frames?
  
All frames from the combined 
corpus that occurred 10 or 
more times per 100,000.  
Variability of texts was calculated in a Python script for each L1 group. 
This figure was compared to the proportion of variable frames within texts 
for each L1 group. 
RQ2: How can the fillers of structural 
groups/families of function word frames 
be characterized semantically?  
Fillers associated with the final 
30 target function word frames 
selected for further analysis of 
discourse function.  
Fillers were extracted and semantic similarity calculations were performed 
using hypernymic relations as presented in WordNet. A network analysis 
among fillers based on semantic similarity scores was conducted in the 
Gephi software to explore relationships between fillers of structural groups 
of frames. 
RQ3: For which discourse functions are 
the most frequent and variable function 
word frames used? What role, if any, is 
played by L1, writing 
quality/proficiency, essay topic, and 
between frames in the same structural 
groupings/families? 
 
Fillers associated with the final 
30 target function word frames 
selected for further analysis of 
discourse function.   
Each instance of each frame was coded for discourse function. Frequencies 
of discourse functions were tallied with respect to L1, writing 
quality/proficiency level, essay topic, and individual frames. Furthermore, 
discourse function was used as a dependent or outcome variable in relation 
to the independent or predictor variables of L1, writing quality/proficiency 
score of essays, essay topic, and individual frames within structural groups. 
These variables were entered into a multinomial logistic regression to 
measure which independent variables best predict discourse function. 
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3.1 Acquiring and Preparing the Corpora  
Three corpora were used for this study: two sub-corpora from version 2 of the 
International Corpus of Learner English (ICLE; Granger et al. 2009) and the native 
speaker counterpart corpus, the Louvain Corpus of Native English Essays (LOCNESS; 
Granger 1998). ICLE represents argumentative and literary essays written by advanced 
undergraduate EFL learners representing 16 different L1 backgrounds. For the present 
study, the Japanese and Spanish sub-corpora of ICLE were used: ICLE_JP and ICLE_SP. 
ICLE was available on CD-ROM with its accompanying book. The corpus in its original 
state was arranged in individual .txt files, one file for each essay. The file name was 
repeated in the first line of text in the file and marked with angle brackets.  
LOCNESS (Granger 1998) was originally compiled by collecting texts from various 
universities in the USA and the UK. For use in the present study, LOCNESS was 
downloaded from the internet (accessed on February 22, 2018 at 
https://www.learnercorpusassociation.org/resources/tools/locness-corpus/). Like ICLE, 
LOCNESS also consists of argumentative and literary essays, but the essays are written 
by British and American university students. LOCNESS also contains essays authored by 
British A-level secondary school students, but those were excluded from the present study 
to allow for comparison between speakers of English as a foreign language and native 
speakers of English at the university level only. In their original state, essays in the 
LOCNESS corpus were compiled into single .txt files representing the geographic area 
where the data was collected. For example, all argumentative essays that were collected 
in the USA were compiled into a single .txt file named “usarg.txt”. In order to have each 
essay as its own observation, the essays were separated into individual .txt files to reflect 
individual authors, making each text an observation in order to make between-group 
comparisons for per text features such as lexical diversity.  
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To facilitate further processing of the .txt files, each file was converted to UTF-8 
encoding as it is the international standard for file encoding in corpus research. Any 
abnormal characters that appeared in the .txt files, such as textual remnants of 
apostrophes and commas with different encodings from Microsoft Word® or other word 
processing programs were replaced with a custom Python script (version 3.6.6). Word 
counts were generated with a custom Python script. Hyphenated words and words with 
apostrophes were counted as single words. For example, state-of-the-art and doesn’t were 
both counted as single words. Also, titles of essays were not included in the overall word 
count. Titles of essays were not chosen by the authors of the essays and hence do not 
reflect their writing, so frames were extracted only from the body of the texts. Therefore, 
the word counts presented here reflect the writing of the authors.  
Table 3.2 presents the corpora and basic information about each sub-corpus such as 
word counts and the number of texts comprising each sub-corpus. Throughout this 
chapter and the remaining chapters, the LOCNESS corpus will be referred to as the “ENS 
sub-corpus,” and ICLE_JP and ICLE_SP as the “JPN sub-corpus” and “SPN sub-corpus,” 
respectively, unless the original names result in clearer meaning and understanding. 
Furthermore, the three sub-corpora were compiled into one larger corpus called the 
“Combined Corpus” in order to make observations about the data as a whole without 
separating by L1 group.  
Table 3.2. Corpora used in this study 
Corpus Register Author L1 Corpus size No. of Texts 
LOCNESS 
(ENS) 
Argumentative and 
literary Essays 
English 258,165 297 
ICLE-JP (JPN) Argumentative and 
literary Essays 
Japanese 198,865 366 
ICLE-SP (SPN) Argumentative and 
literary Essays 
Spanish 199,425 251 
Combined 
Corpus 
Argumentative and 
literary Essays 
 656,455 914 
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While ICLE and LOCNESS have proven to be popular and useful resources for 
learner corpus research, the corpora are not without issues. The following sections will 
attempt to shed light on the advantages and most obvious disadvantages of the corpora 
and outline steps taken to address the disadvantages. 
 
3.1.1 Advantages and disadvantages of the corpora 
The ICLE and LOCNESS corpora have been and continue to be widely analyzed in 
LCR for both Type I and Type II CIA studies. For instance, O’Donnell et al. (2013) used 
LOCNESS and ICLE, among other corpora, to investigate how formulaic language 
develops in first and second language writing with a focus on continuous and 
discontinuous formulaic sequences. Deshors (2014) relied on ICLE and LOCNESS to 
investigate the properties of the words may, can, must, and will as they occur in the 
writing of learner English (Chinese, French, German, and Swedish) and native speaker 
English. Deshors explained that ICLE and LOCNESS “are comparable as they all consist 
of essays of around 500 words dealing with similar topics such as education, university 
degrees, crime, Europe, among other things” (p. 252). Numerous other recent studies 
have used ICLE and/or LOCNESS as the primary or one component of the corpus data 
for investigations into learner language (cf. Deshors, 2015; Durrant, 2008; Gablasova, 
Brezina, & McEnery, 2017a; Nelson, 2018; Schanding & Pae, 2018; Wulff & Gries, 
2019). The studies mentioned here have all been published in reputable journals in the 
field of Corpus Linguistics and LCR, demonstrating the acceptance of the corpora for 
studies aiming to compare and contrast learner and native speaker English. 
Nevertheless, numerous scholars have noted that topic variation among essays may 
impact linguistic features that appear in the texts (Friginal et al., 2014). Brooke and Hirst 
(2013), for example, found that the prompts varied broadly and were unequally 
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distributed between first language groups and concluded this to be a confounding variable 
when trying to identify authors’ first language based on the L2 English writing. The 
unequal balance of prompts between native languages that Brooke and Hirst noted is 
likely due to ICLE being collected by cooperating teams of researchers in different 
countries. The coordinating team, Granger et al. (2009), chose a list of topics and 
provided it to local organizers in each country, but it seems that the local organizers chose 
topics that they felt were most relevant to students in their country, and therefore topics 
are not equally represented in the sub-corpora representing different language groups 
(Brooke & Hirst, 2013).  
To investigate the impact that different topics might have on frames, the most 
frequent frames in the corpora were generated and compared to the most frequent frames 
from the academic writing subsection of the Longman Corpus used in Gray and Biber 
(2015b). The Longman corpus and LOCNESS represent two different sub-registers of 
academic writing: academic books and research articles for the former, and argumentative 
essays for the latter. The topics that papers address in the two corpora are also likely to be 
different. Therefore, finding a similar or dissimilar set of frequent frames in the corpora 
should serve as a clue to the degree that sub-register and topic variation affect the 
identification of high-frequency frames. From Table 3.3 it can be seen that the most 
frequent frames in LOCNESS are function word frames. Furthermore, there is substantial 
overlap between the 10 most frequent frames in LOCNESS and the Longman Corpus. In 
fact, only three frames identified in the Longman Corpus are not among the 10 most 
frequent in LOCNESS: of the * and, it is * to, and a * of the. However, those three frames 
are, respectively, the 11th, 13th, and 14th most frequent in the LOCNESS corpus. Given the 
similarity of frequent frames between Longman and LOCNESS, register difference and 
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topic variation do not appear to drastically alter the most frequent frames identified in 
either corpus.  
Table 3.3. Rank order of the 10 most frequent frames in Longman Academic Writing and 
LOCNESS corpora. Frames unique to one list are in bold. 
Rank Frames identified in Longman Frames identified in LOCNESS 
1 the * of the  the * of the 
2 in the * of in the * of 
3 of the * of to the * of 
4 a * of the  of the * of 
5 to the * of the * of a 
6 and the * of  at the * of 
7 on the * of  with the * of 
8 it is * to  on the * of 
9 of the * and and the * of 
10 for the * of for the * of 
 
This similarity between frequent frames across registers and topics can likely be 
explained by the grammatical nature of the frames. That is, the most frequent frames are 
function word frames that are ostensibly framing a content word such as a verb or noun in 
the variable slot. As Gablasova, Brezina, and McEnery (2017b) explain, “function words, 
grammatical structures, and more general vocabulary items… can be expected to occur 
regardless of the topic” (p. 137). Differences due to topic variation are more likely to 
manifest in content words rather than function words. Therefore, while function word 
frames themselves are less likely to be affected by topic variation, the actual fillers of the 
frames are likely to be influenced by topic.  
 
3.1.2 Understanding and annotating the corpus data 
In the literature review, recent scholarship that explicitly addresses issues in LCR was 
highlighted (e.g., Gablasova et al., 2017b; Gries, 2018; Paquot & Plonsky, 2017). These 
studies point out that there can be a great degree of variation in texts produced by learners 
of English even when those learners share an L1, such as Spanish or Japanese. Therefore, 
it is important to take into account other predictors of variation within texts in addition to 
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L1. While accounting for all predictors or independent variables in a corpus such as ICLE 
where texts were produced at different sites and under different conditions is not feasible, 
Gries (2018) suggested accounting for at least general factors that are known to typically 
contribute to differences in writing features such as essay length, lexical diversity, 
proficiency, and dispersion along with L1 status. Therefore, the following independent 
variables when investigating the semantic and functional characteristics of groups of 
selected frames will be considered: 
1. first language of author 
2. writing quality/proficiency score of author 
3. essay topic 
4. linguistic characteristics of frames (e.g., preposition in a fixed slot of a frame) 
 
The first independent variable, L1, is self-explanatory from the corpus each text came 
from. The linguistic characteristics of frames were apparent from the frames themselves 
and surrounding context. Accounting for topic and writing quality/proficiency levels, 
however, was much less straightforward. 
 
3.1.2.1 Coding essays for topic 
The ICLE and LOCNESS corpora files in their downloaded form were not annotated 
for topic or prompt and thus it was necessary to manually check each file to ascertain this 
information. As mentioned above, it was apparent that not all universities followed the 
suggested prompts and instead used prompts that were more relevant to the context and 
culture of the particular area of the world where a given sub-corpus was compiled. The 
JPN sub-corpus is a good example of this as it featured a broader array of topics in the 
essays than the ENS or SPN sub-corpora. With the LOCNESS corpus the topics are 
spelled out in topic key in a companion PDF file. However, the topics were not included 
within each essay itself, so the topics had to be matched from the key to the individual 
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files. Unfortunately, not much previous work that used these corpora addressed or 
attempted to account for topic variation in the ICLE corpora.  
One of the few studies that does address and attempt to outline topics in the JPN sub-
corpus is Schanding and Pae (2018). Schanding and Pae (2018) reported that ICLE-JP 
“…consisted of eleven topics, with the three most frequent topic categories being how 
learners can best master English (ca. 18%), the greatest invention of all time (ca. 15%), 
and the best way to teach English to Japanese learners (ca. 11%)” (p. 60). But again, these 
topics are not spelled out in the ICLE corpus. Rather, Schanding and Pae went through 
each file in the corpus to determine the topic and categorized them broadly into 11 topical 
groups (personal communication). A similar approach was taken in the present 
dissertation where each of the 914 essays that comprise the combined corpus was 
reviewed and matched to topics presented in the ICLE and LOCNESS documentation, or 
assigned a topic name when no similar topic was presented in the documentation.  
After all essays in each sub-corpus were assigned a topic, the texts were grouped into 
broader topics to keep the number of topics comparable between sub-corpora as well as 
preventing the formation of a topical group with just a few texts representing it. For 
example, in the LOCNESS corpus there were numerous prompts about different divisive 
social issues such as abortion, affirmative action, euthanasia, and gun control, but there 
were only between two and four essays representing some of these topics. Therefore, 
these topics were placed into a larger group entitled “General social issues and opinions.” 
On the other hand, 43 essays clearly belonged to a topic entitled “Great inventions of the 
20th century” and hence were placed in one group representing only that topic. Table 3.4 
below outlines all 23 topics and how they overlap or are unique to the sub-corpora.  
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Table 3.4. Topics for each sub-corpus including topics that overlap sub-corpora and are unique to a sub-corpus. 
JPN ENS SPN 
General Social Issues 
Crime and Punishment 
Environmental Issues 
Education, Language, and Policy  
Inventions 
Sports, leisure, and hobbies 
Health 
 Reflections on Literature 
Feminism 
University  University 
Government and Politics A single Europe: Loss of sovereignty in 
Britain 
Technology stifles the imagination 
 
Human and animal co-existence Money is the root of 
all evil 
Media Television is the opium of the masses 
Marriage Family Issues French Culture Types of theatre Military service 
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After grouping texts by topic, LOCNESS had 14 distinct topics, ICLE-JP had 12, and 
ICLE-SP had 10. Three topics overlapped between all three sub-corpora, seven topics 
overlapped between at least two sub-corpora, and each sub-corpus had between three and 
five unique topics. Readers will note that the number of topics arrived at for the ICLE-JP 
corpus in this dissertation is one more than in Schanding and Pae (2018). Once all essays 
were annotated for topic, they were distributed to raters to be assessed.  
 
3.1.2.2 Scores for essays via a Many-Facet Rasch Analysis 
As mentioned in the previous chapter, researchers have called for a more 
multifactorial approach to the analysis of corpus data in LCR studies (Gries, 2018; Paquot 
& Plonsky, 2017). This includes the suggestion of incorporating data about proficiency 
level in addition L1 status. The reason for this is that there can be a wide variety of 
writing quality or proficiency levels within a single L1 group that is represented in a 
corpus. This could lead to findings in the data being erroneously attributed to L1 when in 
fact proficiency level would be a better explanatory factor than L1. Therefore, each text in 
the corpora used in this study was rated for writing quality across all L1 groups.  
Writing quality was assessed using a custom holistic rating scale. The rating scale was 
created by adapting the IELTS Task 2 Writing band descriptors (public version) as a 
guide, accessed on April 21, 2018 at 
https://takeielts.britishcouncil.org/sites/default/files/ielts_task_2_writing_band_descriptors.pdf
. The IELTS writing bands consist of four constructs: (1) Task Achievement, (2) 
Coherence and Cohesion, (3) Lexical Resource, and (4) Grammatical Range and 
Accuracy. For the purposes of the present study, the construct of Task Achievement was 
excluded. The “Task Achievement” construct directs raters to gauge to what extent an 
essay “addresses all parts of the task.” The motivation for excluding this construct was 
that the exact “task” behind essays in ICLE and LOCNESS was sometimes unclear. 
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Therefore, the remaining three constructs were collapsed into holistic bands ranging from 
1-7 with 1 being the lowest and 7 the highest.  
A holistic approach to scoring was chosen for its practicality, ease of interpretation, 
and the fact that the goal was to obtain an overall score representative of writing quality 
(Montee & Malone, 2013). There are advantages, however, to using an analytic scale or 
rubric over a holistic rubric. An analytic rubric clearly separates the constructs that make 
up writing quality and allows for a more nuanced understanding of writing quality among 
the different constructs. Analytic rubrics are therefore superior as diagnostic tests and 
providing feedback to essay writers. However, as the goal was not to give diagnostic or 
specific feedback to the authors of the study, the benefits of a holistic rating scale seemed 
to outweigh the investment that using an analytic scale would have entailed. The rating 
bands and a description are presented in the Appendix. 
To obtain writing quality scores, 15 raters were trained using the holistic bands in a 
one-hour training session. The training sessions for six of the 15 raters was a group 
training session in an on-site, face-to-face setting. The remaining nine raters were also 
trained face-to-face but via teleconferencing computer applications such as Skype® or 
Google Hangouts®. The computer-mediated training sessions mostly took place in 
groups of two or three raters at a time, but two raters participated in an individual training 
session as schedules did not permit them to join a group session.  
In the training sessions the raters were presented with the rating bands and were 
provided with example essays from ICLE corpora not used in the present study (e.g., 
ICLE_French) to practice scoring essays. After examining and discussing the bands in the 
training session, the raters rated each example essay, compared ratings and talked through 
their ratings with respect to the holistic bands. Once the training sessions were completed, 
the raters rated 126 or 127 essays within a two-week period. It was stressed that raters 
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should make every effort to be consistent with themselves in their ratings as said ratings 
would be used in a Many Facet Rasch Measurement (MFRM) to arrive at an adjusted 
score for each essay. These adjusted writing quality scores are called a ‘fair score’ or ‘fair 
average’ (Eckes, 2015; Linacre, 1989).  
MFRM is a psychometric approach that can be used to assess the language 
proficiency of a test taker. MFRM can be applied to different testing contexts such as 
multiple-choice tests or essay writing. The analysis takes into account multiple facets 
when assessing an examinee’s proficiency, including facets such as item difficulty and 
rater severity and can hence arrive at a measure (i.e., fair score) that more accurately 
describes examinee proficiency than raw scores alone (Eckes, 2015). In the present 
dissertation, the MFRM was applied to rating scale data with the aim of addressing two 
facets: examinee’s writing quality and rater severity. As Eckes (2015) explained, 
“examinee fair scores compensate for severity differences between the raters rating each 
examinee” (p. 103). Indeed, the entire purpose of the MFRM in this dissertation was to 
arrive at fair scores to be used as an independent variable when predicting the discourse 
function of the target function word frames. 
To conduct the MFRM each rater must be connected to all other raters to determine 
each rater’s ‘severity’ or ‘leniency’. Eckes (2015, p. 152) underscored the importance of 
an interconnected data set when conducting an MFRM. Therefore, essays were rated by at 
least two, and sometimes three or four raters. Each rater overlapped with every other rater 
a minimum of eight times and up to 15 times. This resulted in a connected data set and 
allowed for the computation of fair scores for each essay. Once all ratings were collected, 
they were stored in an Excel sheet, and then converted to a .txt file in a comma separated 
form that could be used in the computer software to conduct the MFRM. The MFRM was 
conducted using the free student version of FACETS called MINIFAC (Linacre, 2018). 
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Because the main goal of this dissertation is to examine the semantic characteristics and 
discourse function of frames, the results of the MFRM that led to the fair scores used as 
predictor variables will be outlined here rather than in the results section of this 
dissertation.  
The output from the MFRM suggests that there is a strong linear relationship 
(Pearson’s r = 0.97) between the fair scores that the FACETS program generated and the 
observed average scores assigned to the essays by the raters. This linear relationship is 
visualized in the form of a scatterplot in Figure 3.1, below. It can be seen that the fair 
scores often did result in different scores than the observed averages. Take for instance, 
examinees A and B marked in Figure 3.1. The average “observed score,” on the y-axis, 
for examinee A is 4.5. The “fair average,” though, on the x-axis, receives a downward 
adjustment to a score of about 3.6. This suggests that the raters for examinee A were 
lenient raters and hence the examinee received a downward adjusted score. In contrast, 
examinee B received an observed average of 4, but a fair score of about 4.9. This suggests 
that the raters for examinee B were severe raters and hence the examinee received an 
upward adjusted score.  
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Figure 3.1. Relationship between observed average score and fair average scores 
generated by the MFRM 
 
Figure 3.2 below is the Wright map produced by FACETS. The Wright map contains 
information about the spread of writing quality of the authors of the essays, the severity of 
raters, and the rating scale the raters used; these are all in reference to a standardized logit 
scale to create a frame of reference for each facet (Eckes, 2015). The left most column 
labeled “Measr” for measure, is the logit scale measuring examinee writing quality and 
rater severity. The second column, “+Examinees,” shows where the examinee scores are 
located relative the logit scale. Each asterisk in the +Examinees column represents six 
examinees and each dot represents one or two examinees. The third column, “-Raters,” 
shows the raters in terms of severity on the logit scale with more severe raters appearing 
toward the top (e.g., “rater_5” and “rater_4”) and more lenient raters appearing toward 
the bottom (e.g., “rater_1” and “rater_13”). The rater facet is centered at 0 on the logit 
scale. Finally, the fourth column, “SCORE”, maps the 7-point rating scale the raters used 
to rate the essays to the logit scale representing the examinees underlying proficiency 
level or their quality of writing.  
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Figure 3.2. Wright map depicting examinee proficiency and rater severity on the logit 
scale where the logit of 0 represents average proficiency relative to all other 
examinees. 
 
The Wright map (Figure 3.2) makes clear that there is a wide spread of writing quality 
levels among the examinees ranging from -7.68 to 7.09 on the logit scale for a 14.77 logit 
spread. The raters are also clearly of different severity levels, ranging from -1.81 to 2.09 
on the logit scale for a total spread of 3.90 logits which is 26.4% of the logit spread of 
examinees’ writing quality. These findings are important on at least two levels: 1) there is 
a greater range of spread of examinees on the logit scale compared to raters and 2) the 
raters are of different severity levels. The first point is important because it provides 
strong evidence that examinees are separated in terms of their writing quality. The second 
point is important in that it shows there is a difference in rater severity levels. As Eckes 
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(2015) pointed out, “This striking lack of consensus among raters would have a 
considerable impact on decisions about examinee proficiency levels” and thus provides 
more motivation to use fair scores rather than averaged observed scores (p. 58).  
Digging a bit deeper into the rater measurement report produced by FACETS, the 
raters can be further characterized. Table 3.5 below provides more detailed information 
about the raters. First, the fixed chi-square is significant, signaling that there is a 
significant difference in severity between at least two of the raters. The separation index 
of 7.25 and reliability of 0.98 tells us that there are seven distinct classes of raters 
between the 15 raters. The fit statistics are all within acceptable levels between 0.5 and 
1.5, indicating that they are consistent raters. 
Again, in the “Measure” column we see that the raters range from -1.81 to 2.09 on the 
logit scale. The mean standard error for the measure of each rater is 0.13 which gives us 
insights into how confident we can be about the raters’ “true” severity (Eckes, 2015). 
Take rater_5, for instance, who has a severity measure of 2.09 on the logit scale, with a 
standard error of 0.14. To define a 95% confidence interval for rater_5 we multiply the 
standard error by 2 (0.14 x 2 = 0.28) and subtract and add the product from the severity 
measure on the logit scale (i.e., 2.09):  
2.09 – 0.28 = 1.81 
2.09 + 0.28 = 2.37 
 
Thus, rater_5’s “true” measure of severity is expected to be between 1.81 and 2.37 logits 
95% of the time, a spread of only 0.56 logits. We will come back to this point below 
when considering the measurement report for the examinees, or authors of the essays.  
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Table 3.5. Rater measurement report for 15 raters of ICLE essays 
Rater Count Measure Model  Infit Outfit 
   S.E. MnSq ZStd MnSq ZStd 
Rater_5 127 2.09 0.14 1.00 0.00 0.98 0.00 
Rater_4 126 1.30 0.14 1.06 0.50 1.04 0.30 
Rater_10 127 0.77 0.13 0.83 -1.30 0.81 -1.50 
Rater_3 127 0.58 0.13 1.14 1.10 1.13 1.00 
Rater_12 126 0.27 0.13 1.19 1.40 1.18 1.30 
Rater_7 126 0.25 0.13 0.73 -2.20 0.72 -2.30 
Rater_9 127 0.20 0.13 1.09 0.70 1.07 0.60 
Rater_2 127 0.08 0.13 0.91 -0.70 0.91 -0.60 
Rater_14 127 -0.07 0.13 1.12 0.90 1.12 0.90 
Rater_15 127 -0.26 0.13 0.98 0.00 0.97 -0.20 
Rater_6 127 -0.48 0.13 0.84 -1.20 0.83 -1.30 
Rater_8 127 -0.56 0.13 1.04 0.30 1.00 0.00 
Rater_11 127 -0.95 0.13 1.02 0.20 1.00 0.00 
Rater_1 127 -1.41 0.13 0.89 -0.80 0.88 -0.90 
Rater_13 126 -1.81 0.13 0.88 -0.90 0.95 -0.30 
Mean 126.7 0.00 0.13 0.98 -0.10 0.97 -0.20 
S.D. 0.42 0.96 0.00 0.13 1.00 0.12 1.00 
RMSE (Model) 0.13  Adj S.D. 0.95  
Separation 7.25  Reliability 0.98  
Fixed chi-square 800.6  d.f. 14  
   significance 0  
 
For space reasons the statistics for each examinee will not be reported but rather only 
the summary statistics. Table 3.6 below provides more information about the examinees. 
The random chi-square is not significant, meaning the sample and population are not 
significantly different, and supports the hypothesis that the writing quality measures of 
the examinees are normally distributed. The fixed chi-square is significant, telling us that 
there is a significant difference in writing quality level between at least two of the 
examinees. While the average fit statistics are close to 1, there are numerous individual fit 
statistics that are above 1.5 and below 0.5, indicating misfitting examinees. However, 
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given that each essay received only two ratings (in a few cases three or four), this misfit is 
to be expected. 
Table 3.6. Summary statistics from examinee measurement report for 914 authors of 
essays 
Examinees Count Measure Model Infit Outfit 
   S.E. MnSq ZStd MnSq ZStd 
Mean 2.10 0.00 1.06 0.95 -0.30 0.95 -0.30 
S.D. 0.30 2.67 0.18 1.29 1.20 1.30 1.3 
RMSE (Model) 1.07  Adj S.D. 2.44  
Separation 2.28  Reliability 0.84  
Fixed chi-square 4938.4  d.f. 913  
   significance .00  
Random chi-square 887.9  d.f. 912  
   significance 0.71  
 
 
The separation index of 2.28 and reliability of 0.84 suggest two distinct writing 
quality levels. Generating a histogram reflecting examinees grouped by rounded score, 
see Figure 3.3, makes clear that the three scores of 3, 4, and 5 are the most numerous. The 
mean fair score of all 914 essays is 3.92 on a scale of 1 to 7 with a standard deviation of 
1.27.  
 
Figure 3.3. Distribution of fair scores among essays in combined corpus 
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While separation statistics point to only two statistically distinct groups of writers, we 
must recall in the Wright map above, Figure 3.2, that the authors of the essays were much 
more spread out on the logit scale than the raters, where there were 7 distinct levels of 
severity. To explain much of this relatively small number of statistically distinct writing 
quality levels, we can consider the mean model standard error of 1.06 for the examinees 
when compared to the earlier-reported mean standard error of 0.13 for the raters. This 
larger standard error is likely the result of the essays only receiving an average of 2.10 
ratings. Larger standard errors for each examinee means wider confidence intervals for 
each examinee fair score. The wider confidence intervals will result in more overlap 
between confidence intervals around each score which means fewer statistically 
significant differences. Take examinee 106 for example. Examinee 106 had a score of 
5.83 on the logit scale (which is a fair score of 6.65) and a model standard error of 1.23. 
Repeating the procedure performed above with rater_5, we can arrive at confidence 
intervals for examinee 106. The standard error is multiplied by 2 (1.23 x 2 = 2.46) and the 
product is subtracted and added to the writing quality measure on the logit scale (i.e., 
5.83): 
5.83 – 2.46 = 3.37 
5.83 + 2.46 = 8.29 
 
Thus, examinee 106’s “true” measure of writing quality is expected to be between 3.37 
and 8.29 logits 95% of the time, a spread of 4.92 logits. Recall that rater_5 had a logit 
spread of only 0.56 logits, much less than 4.92. While examinee 106’s fair score was 
6.65, had the logit score been 3.37 rather than 5.83, the fair score would have been 5.66. 
Therefore, there is less confidence about the true scores of the examinees than the 
severity of the raters.  
 The purpose of the MFRM carried out here was to better understand the variation 
of writing quality within and between L1 groups. The scores gleaned from the analysis 
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were to be used as another predictor variable to help explain the semantic characteristics 
of the fillers and discourse functions that target frames fulfill. Therefore, the findings 
from the MFRM are presented here with the methods. Table 3.7 provides descriptive 
statistics about the fair scores between L1 groups. 
Table 3.7. Descriptive statistics for fair scores by L1 group 
Group # of scores Mean score Std. Dev. Min score Max score 
ENS 297 4.96 1.06 1.87 6.88 
JPN 366 3.27 0.95 1.12 6.03 
SPN 251 3.64 0.95 1.18 6.68 
Combined 914 3.92 1.23 1.12 6.88 
 
A multiple regression was conducted to compare proficiency scores between L1 
groups while controlling for text length. To check the major assumptions of regression, 
VIF and tolerance values were examined to verify the absence of collinearity between the 
predictor variables of L1 and text length. VIF values ranged between 1 and 2 for each 
variable, and Tolerance values between 0.5 and 0.9, suggesting no violations of 
assumptions. Furthermore, histograms and residual plots were examined indicating that 
the assumptions of normal distribution and homoscedasticity of residuals were met. 
Because the essay word counts ranged from around 500 to over 2,000, a natural log 
transformation was used to pull the word counts closer together without losing the rank 
order of essay length. The transformation also allowed for the generation of a scatterplot 
to better see the fair scores for each essay in relation to essay length and L1 in order to 
visually assess the linear relationship as well as the strength of that relationship. This 
relationship is seen in Figure 3.4. 
The overall model was significant (F(3, 910) = 205.0, p < 0.01) with an adjusted R
2 of 
0.401. Without including essay length as a predictor variable, the adjusted R2 of the 
model was 0.357. Therefore, in the final model about 40% of the variance in scores is 
explained by the combination of L1 and essay length, with essay length accounting for 
about 4.4% of the variance. Significant differences were found between the L1 English 
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and Japanese essay scores as well as the L1 English and Spanish essays scores. Essay 
length was also a significant predictor of score. For each one unit increase in essay length, 
there was a 0.639 increase in fair score, holding constant L1. Examining Figure 3.4, it can 
be seen that effect of essay length is not the same for each L1 group. The slopes of the 
regression lines for L1 English and Spanish are much more similar compared to the slope 
of the regression line for the L1 Japanese group which has a much higher slope. This 
means that essay length has a stronger effect on score for the essays in the Japanese sub-
corpus than on essays in the other two sub-corpora. Nevertheless, while essay length does 
contribute to essay score, L1 accounts for much more of the total variance in the model. 
 
Figure 3.4. Scatterplot visualizing relationship between author L1, essay length, and 
fair score. 
 
While there are statistically significant differences in the distribution of proficiency 
scores between the L1 groups, there is also substantial overlap. That is, there are many 
essays that received the same or similar fair score regardless of L1 group. Figure 3.5 
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below depicts fair scores by L1 group, and we can see that each L1 group has numerous 
essays that received fair scores between 4 and 6, and both English and Spanish authors 
received scores between 6 and 7. The overlap of scores between groups further 
underscores the importance of accounting for proficiency level or essay score as an 
independent variable to be considered in addition to L1. 
 
Figure 3.5. Distribution of fair scores by text for each L1 group. 
 
 In summary, an MFRM was run to generate fair scores for each essay. While the 
examinee fit statistics and confidence intervals were not ideal, it was not surprising given 
that most essays received only two ratings. Nevertheless, while misfitting examinees are 
not a best-case scenario, there were many positive signs from the analysis suggesting that 
the fair scores are an improvement to the observed average scores. This section has 
shown that there are significant differences in terms of proficiency level between groups, 
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and that the texts in the ENS corpus received the highest marks for writing quality. 
However, the analysis of fair scores also revealed that there is substantial overlap in essay 
scores between groups. Figure 3.5 makes this overlap visually apparent. Therefore, rather 
than simply assume that two essays that earned a fair score of 5 will be inherently 
different because one author speaks English as a first language and the other speaks 
Japanese or Spanish as a first language, the fair scores of the essays will be built into the 
models that predict differences in the discourse function of target groups of frames. 
Additionally, using the fair scores without rounding allows for scores to be used as a 
continuous independent variable rather than converting to an ordinal variable which 
contributes less data to a statistical model for further analysis (Plonsky & Oswald, 2017). 
With the text files in place and coded for L1, topic, and writing quality score, the next 
methodological step was selecting and extracting frames.  
 
3.2 Research Question 1a: Selecting and Extracting Frames for Study 
Four-word frames with an internal variable slot in the second or third position (i.e., 
1*34 and 12*4) were identified directly as in Gray and Biber (2015b) using a custom 
Python script. The script extracted frames and interfaced with a SQLite database where 
all frames were stored with additional information such as the frequency of the frame, 
range (i.e., number of individual texts the frame occurred in), the number of unique 
fillers, and the TTR of the frame. Four databases were generated, one for each of the three 
sub-corpora (i.e., ENS, JPN, and SPN) and a fourth database for the combined corpus. 
Figure 3.6 below is a screenshot of one table in the database for the ENS sub-corpus (i.e., 
LOCNESS). At this stage, misspelled fillers in frames were corrected when the intended 
word was obvious. For example, many instances of beginning were spelled beggining and 
hypocrisy spelled as hipocracy.  
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Figure 3.6. Screenshot of the database for the ENS sub-corpus and table representing 
all frames arranged from the most frequent 
 
Only frames that met several criteria were retained for further analysis. The criteria 
included frequency, range, and variability thresholds, as well as structural group 
membership. In terms of frequency and range, only frames that occurred at least 10 times 
per 100,000 words and in at least five texts in the combined corpus (i.e., all three sub-
corpora combined as one) were considered for further analysis. Also, each frame was 
examined for its frequency in each individual sub-corpus. This step was taken to ensure 
that no frames in the study were included that were unduly influenced by one group of 
writers. If a frame met the frequency requirement of 10 occurrences per 100,000 words in 
the combined corpus because it was highly frequent in one sub-corpus but occurred fewer 
than 5 times per 100,000 words in the other two sub-corpora, it was excluded from the 
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study. Ultimately, 107 frames met the frequency criteria of 10 times per 100,000 in the 
combined corpus. 
An additional variability criterion of a type-token ratio of 0.30 in the combined corpus 
or in at least two out of the three sub-corpora was also put in place. Therefore, if the TTR 
was less than 0.30 in the combined corpus, but greater than or equal to 0.30 in any two of 
the individual sub-corpora, it was kept for further analysis. The purpose of this last 
criterion was to ensure that only ‘variable’ or ‘highly variable’ frames as defined by Gray 
and Biber (2015b) were included in the study. This was because the purpose of the 
present study is to investigate the internal characteristics and discourse functions of 
frequent and variable frames. If a frame has a very low TTR, meaning that it occurs with 
only a few fillers, then there is not much to uncover in terms of internal characteristics of 
the frame that is not already fairly clear from the few fillers that occupy the variable slot.  
 
3.2.1 Structural analysis and grouping of frames 
In addition to filtering frames for frequency and TTR thresholds, additional structural 
criteria guided which frames were selected for further analysis. Specifically, function 
word frames were the target for the present analysis. To review, Gray and Biber (2015b) 
proposed three broad structural groups. These structural groups were presented in the 
literature review but are presented again here for ease of reference:  
• Verb based frames: frame contains one or more modal, auxiliary or main verb 
(e.g., must be * to, was * in the, I * going to, what did * do). 
• Frames with other content words: frame contains one more nouns, adjectives, 
or adverbs but no verbs (e.g., on the * hand, it * necessary to, I * no idea). 
• Function word frames: frame consists of only function words such as 
prepositions, determiners, conjunctions, pronouns, complementizers, etc. (e.g., 
the * of this, in the * that, as * as you, a * in the).  
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In terms of structure, function word frames were of interest because they are 
comprised of prepositions and articles, words that carry very little meaning in isolation 
and are known to be difficult for learners to acquire. On the other hand, frames with the 
word which, indicating a relative clause, were removed as they represented a structural 
gap between clausal units. Finally, frames with the word that in position 1 of a 4-frame 
were eliminated. For example, that the * of was excluded despite meeting the frequency 
and variability criteria. This frame can be analyzed as the 3-frame the * of within a that-
clause, and in fact many instances of this frame are captured with the different 4-frames 
featuring the * of such as the * of the, the * of a(n), the * of this, etc. However, frames 
that featured that in the fourth position of the frame, such as to the * that, were kept 
because this frame can be analyzed as one structural unit that introduces a following that-
clause which can complete information about the preceding noun. Ultimately, these 
criteria left 30 function word frames for further analysis in the present study. The 
complete list of 30 frames in their structural groups are presented in Chapter 4. In total, 
5,244 instances of frames were annotated and analyzed in this study.  
It is also important to note the extent of overlapping 4-frames that combine to produce 
5-frames. The most prominent example of this is the highly frequent frame the * of the 
and its overlap with preposition-based frames rooted in the 3-frame the * of such as in the 
* of and at the * of. Overlap of the frame the * of the with frames of the pattern 
preposition + the * of results in 5-frames such as in the * of the and at the * of the. 
Indeed, previous research into frames has also noted the highly frequent nature of the 
frame the * of the and how it often overlaps with preposition-based frames (Garner, 
2016). In the present study, of 1,924 frames of the pattern the * of the, 719, or 
approximately 37% overlapped with one of the preposition-based frames of the pattern 
preposition + the * of that met the frequency criteria of 10 occurrences per 100,000 
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words. Given the large numbers of these frames in the combined corpus and the extent of 
overlap, it was decided to analyze frames following the pattern (preposition) + the * of 
the as a single group. This decision allowed for analysis into how the preposition affects 
the semantic characteristics and discourse function of the frame the * of the by making 
comparisons between the 4-frame and related 5-frames such as at the * of the and in the * 
of the.  
While there was also overlap between other frames, such as preposition + the * of and 
the * of a(n), it was to a much lesser extent. For example, only approximately 7% of the 
instances of the * of a(n) overlapped with preposition + the * of. In these cases, 
overlapping 5-frames were not separated out and analyzed on their own, but all instance 
of preposition + the * of followed by a or an were counted only with the pattern 
preposition + the * of and all instances of overlap were removed from the * of a(n). This 
method was also applied to other frames that overlapped with preposition + the * of, such 
as the * of their, the * of our, the * of this, and so on.   
The 30 target frames were grouped for semantic and functional analyses. The process 
of grouping for the semantic and functional analysis was undertaken as previous research 
and theories such as Pattern Grammar and Construction Grammar suggests a correlation 
between structure and function (Goldberg, 2006; Hunston & Francis, 2000). It was 
hypothesized that many instances of one frame and even groups of structurally similar 
frames (e.g., preposition + the * of ) would often fulfill the same function even with 
different fillers. This hypothesis is also directly linked to the observation that many fillers 
of a particular frame share semantic characteristics. Therefore, the qualifying function 
word frames were further grouped following precedent set by the structural categorization 
of lexical bundles in the Longman Grammar of Spoken and Written and English 
(LGSWE) (Biber, Johansson, Leech, Conrad, & Finegan, 1999).  
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As outlined in the literature review, numerous scholars have drawn on and adapted the 
structural groupings outlined in Biber et al. (1999). In the present study, work by Cortes 
(2004), specifically, will be followed. In her lexical bundle study, Cortes (2004) 
examined student disciplinary writing in history and biology. Cortes developed structural 
categories for bundles such as noun phrase with “of” phrase fragment and prepositional 
phrase with embedded “of” phrase. The category of noun phrase with “of” phrase 
fragment includes the frame the * of the and the latter category includes frames such as in 
the * of and at the * of, but both fall under the broader category of function word frame. 
The primary structural categories for function word frames in the present study are: 
1. Noun 4-frame the * of the and overlapping prepositional 5-frames preposition + 
the * of the (e.g., the * of the, at the * of the, on the * of the) 
2. Prepositional frames with the * of and not followed by the (e.g., in the * of, on the 
* of) 
3. Other noun frames with the * of (e.g., the * of a(n), the * of his) 
4. Frames with a complement clause (i.e., frames with that or to) 
5. Remaining noun and prepositional frames (e.g., a(n) * of the, the * in the) 
 
3.3 Research Questions 1b & 1c: Lexical Diversity and Predictability Measures 
Lexical diversity and predictability of frames were operationalized as TTR and F1% 
and calculated using custom Python scripts. The calculation of TTR for individual frames 
was executed as described in the literature review: dividing the number of unique fillers 
of a frame by the total number of raw occurrences of the frame. For example, if a frame 
occurs 200 times with 25 distinct fillers, it would have a type-token ratio of 0.125 (25 ÷ 
200). Predictability was also calculated as described in the literature review: dividing the 
raw tokens of a frame’s most frequent filler by the total tokens of the frame when 
accounting for all fillers. For example, if the frame at the * of occurs 232 times and the 
filler end is the most frequent filler occurring 86 times, then the predictability of that 
frame would be 37% (86 ÷ 232). 
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TTR of the essays that comprise the corpora was also calculated. This calculation was 
done by dividing the number of unique words, or word types, by the number of total 
words, or word tokens. For example, if a text is 400 words long, but only has 220 unique 
words as there are many repeated words such as a, the, and and, the TTR would be 220 ÷ 
400 = 0.55. Miller and Biber (2015) pointed out that “type distributions have a nonlinear 
relationship to text length” (p. 36): the longer a text is, the lower its TTR will be as words 
will be repeated, increasing the token count but not changing the type count. To ensure 
that text length did not unfairly decrease the TTR of longer texts, TTR was calculated on 
400-word segments of each text and then averaged. To achieve this, the Python script 
read in the first 400 words of a text, not including the title or header, calculated TTR, and 
moved on to the next 400 words, calculated TTR, and so on. Once a file no longer had 
400 words of text remaining, the type-token ratios up to that point were averaged to 
produce a final type-token ratio to represent the text. The figure of 400 words was chosen 
because this number is common practice in corpus linguistics (Biber, 1988). Once TTR 
was calculated for both frames and texts, a comparison could be made between text 
variability and frame variability within each sub-corpus.  
 
3.4 Research Question 2: How Can Families of Frames be Characterized 
Semantically? 
One major aim of this study is to investigate the internal characteristics or the 
semantic profile of the fillers of the target function word frames. Because the target 
frames are frequent and highly variable, they will have a broad range of unique fillers 
occupying the variable slot. At the same time, it is hypothesized that many of the fillers 
will share semantic characteristics as the fillers are found in similar collocational 
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environments. To compare the internal characteristics of the target frames, a semantic 
analysis of the fillers was carried out.  
 
3.4.1 Quantifying semantic similarity between fillers of a group of frames 
The semantic similarity of fillers of the frames was calculated using the WordNet 
lexical database (Miller, 2010). WordNet groups words into sets of synonyms called 
“synsets.” The main relations that link words in synsets are hierarchical relations of 
synonymy, hypernymy, and meronymy, concepts which were explained in the literature 
review.  
 Sun, Huang, and Liu (2011) provided an informative account of different 
WordNet-based measures of semantic similarity. They recommend the Wu-Palmer 
method as they feel it best aligns with human intuition. Perkins (2010) also recommends 
the Wu-Palmer method for calculating semantic similarity. Wu-Palmer scores of 
similarity range between 0 and 1 with the former indicating no semantic relation and the 
latter indicating synonymy. Figure 3.7 below provides an example of Wu-Palmer scores 
and the lexical relation between the words that would give rise to those scores. Note that 
the scores in Figure 3.7 will not apply to all words sharing the same relations in WordNet. 
The reason is that scores are contingent on the number of hypernyms in a hierarchy of 
words. Figure 3.7 simply serves as one example of how similarity scores are assigned to 
pairs of words and is not meant to represent all instances of calculating Wu-Palmer 
scores.  
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Figure 3.7. Example of semantic similarity scores between words in WordNet using 
Wu-Palmer 
 
WordNet also disambiguates words for sense. For instance, the word car has five 
senses in WordNet. Sense 1 refers to the typical automobile most people might imagine 
when they hear the word car. Other senses include an elevator car and cable car. Like 
Ellis et al. (2014), words were not disambiguated for sense, rather each sense of each 
word was compared against each sense of all other words. For example, the word end as a 
noun has 14 senses in WordNet, such as the “extremity of something that has length,” 
“the point in time at which something ends,” or “the final stage… of an event…” 
(https://wordnet.princeton.edu/, accessed on February 22, 2019). The word beginning as a 
noun has five senses. Therefore, when end and beginning were compared to find their 
semantic similarity, each of the 14 instances of end was compared to each of the five 
senses of beginning resulting in 70 distinct comparisons between the two words. The 
comparison that resulted in the highest Wu-Palmer score was kept for further analysis of 
the semantic relationship between fillers of sets of frames.  
Wu-Palmer Similarity scores were generated using the Natural Language Toolkit 
(NLTK) (Bird, Loper, & Klein, 2009). NLTK is a Python-based tool for natural language 
processing. NLTK includes packages with the WordNet database and different algorithms 
for calculating similarity between words using WordNet, Wu-Palmer among them. 
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Therefore, it was possible to automate the calculation of Wu-Palmer scores on a PC via a 
Python script that incorporated the relevant packages from NLTK. Once all the scores 
between each word pair were generated, they were exported to a SQLite database. In the 
database, a simple SQL command was written to generate a new table that included only 
each pair of words with their highest Wu-Palmer score.  
The Wu-Palmer score along with the frequency of the filler and the average fair score 
of all the texts that featured each filler were recorded. This information was input into the 
network analysis software Gephi® (Bastian, Heyman, & Jacomy, 2009) to generate 
network statistics and create a visualization of the semantic network of fillers of a given 
pattern of frames such as preposition + the * of. The software produces numerous 
coefficients about the fillers in the network (i.e., ‘nodes’). One coefficient that functions 
as a measure of centrality for a node in a network is known as “closeness centrality.” The 
closeness centrality coefficient ranges from 0 – 1 where figures approaching 1 reflect a 
higher degree of centrality. Closeness centrality is based on the sum of the path distance 
from one node to all other nodes in the network via the connections between nodes (i.e., 
‘edges’); the smaller the sum, the higher the closeness centrality coefficient (de Nooy, 
Mrvar, & Batagelj, 2005). Nodes with higher closeness centrality are closer to the center 
of a network.   
While the network statistics were generated on complete networks with unpruned 
data, filter thresholds were applied to node frequency and edges when creating the 
visualization of the networks. This was done to create networks that were not an 
overwhelming cluster of nodes on top of nodes. For example, the network built for fillers 
in the pattern (preposition) + the * of the (see Figure 4.11) had stricter filters put in place 
due to the number of nodes in the network. In this network, nodes with three or fewer 
connections to other nodes, or edges, were filtered out to reduce the number of weakly 
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connected nodes displayed in the figure. Also, nodes for fillers that occurred fewer than 
three times were filtered out, and connections with Wu-Palmer scores of less than 0.50 
were removed. Table 3.8 depicts a broad overview the steps taken to create the semantic 
networks illustrated in Chapter 4.  
Table 3.8. Broad steps undertaken to calculate semantic similarity between fillers and 
create semantic networks for fillers of groups of frames 
Step Data and method 
Step 1: Extract fillers, 
frequency counts, and fair 
scores of texts associated 
with extracted fillers 
Python script extracted fillers from frames, counted them, 
and stored the fillers, counts, and fair score associated 
with each filler in a Pandas data frame. The data frame 
was then exported as a CSV file. 
Step 2: Generate Wu-
Palmer scores of semantic 
similarity for each filler in 
reference to all other fillers 
from the target group of 
frames 
Wu-Palmer scores were generated via automated 
pairwise comparisons for each sense of each filler 
(frequency thresholds varied by frame group). A custom 
Python script interfaced with WordNet package via The 
Natural Language Toolkit.  
 
Results were stored in a SQLite database and filtered to 
retain only the highest Wu-Palmer score between two 
fillers. These filtered similarity scores between pairs of 
fillers were stored in a CSV file. 
Step 3: Create semantic 
similarity networks in 
Gephi software 
Filler frequencies and average score of essays featuring 
fillers were calculated in a Python script. This 
information in addition to Wu-Palmer scores was used to 
create semantic networks.  
 
Yifan Hu algorithm was used in Gephi software to 
generate networks and network related statistics such as 
closeness centrality.  
 
In addition to using WordNet to calculate semantic similarity and generate networks 
depicting the semantic relationships between fillers, each filler was also categorized using 
the semantic categories for nouns developed in Biber (2006).  
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3.4.2 Biber’s Semantic Categories 
Biber (2006) provided semantic categories for “the major word classes” (p. 244) 
including nouns, verbs, adjectives, and adverbs. Because the frames analyzed in the 
present study are function word frames such as in the * of and a(n) * of the, the majority 
of fillers are nouns. As such, the semantic categories for nouns are presented in Table 3.9 
for convenience. The reader is referred to Biber (2006) for a more complete description of 
other categories. The filler of each frame was coded for its semantic category via a semi-
automated process. 
Each word in Biber’s semantic categories was entered into a Python script that created 
spreadsheets used for the functional analysis of the final 30 function word frames (see 
Table 4.5). The script matched each filler to Biber’s list of words and automatically 
assigned the filler to a semantic category. If a filler was not in Biber’s list, it was marked 
as “None” and manually assigned a category during the functional analysis of the frames. 
In such cases, related words were searched in Biber’s list to provide a guide for a 
semantic label. For instance, the word destruction does not appear in Biber’s list, but the 
word construction does appear as an abstract/process noun, so destruction was assigned 
the same label, “abstract/process noun”.  
Not all instances of words clearly belonged to a single semantic category. As 
reviewed earlier, words have different senses and the sense of a word can vary in different 
contexts, so context was taken into account when assigning words. For example, the word 
scene would be a “Place” in the context of example 3 below as it is a location where an 
action took place. In example 4, though, scene refers to the process of a scene in a play. A 
scene in this sense has a starting point and an ending pointing, it is a process and hence 
labeled as an “abstract/process noun.” 
3. … authorities investigated the scene of the crime (ENS_205) 
4. … and so we have in the play the scene of the battlefield (SPN_845) 
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Table 3.9. Semantic categories of noun as presented in Biber (2006) 
Semantic category Description Examples 
Animate noun humans or animals teacher, child, person 
Cognitive noun mental/cognitive processes or 
perceptions 
fact, knowledge, 
understanding 
Concrete noun inanimate objects that can be touched rain, sediment, machine 
Technical/concrete 
noun 
tangible objects that are not normally 
perceived and/or cannot normally be 
touched 
cell, wave, electron 
Place places, areas, or objects in a fixed 
location 
habitat, room, ocean 
Quantity noun nouns specifying a quantity, amount, 
or duration 
date, energy, minute 
Group/institution 
noun 
nouns that denote a group or 
institution 
committee, bank, 
congress 
Abstract/process 
nouns 
intangible, abstract concepts or 
processes 
application, meeting, 
balance 
 
Finally, there are some important variations in the semantic categorization of specific 
words from Biber’s (2006) list. Perhaps most salient are words such as owner, member, 
daughter, and so on. These words are marked as “Animate” in Biber’s categories and 
understandably so—a person will occupy the role of owner of a restaurant or the first 
daughter of the family. However, these words can also be interpreted in an abstract 
manner in that they refer to a role rather than the individual who occupies that role. For 
example, common phrases in professional settings such as “As the director of the institute 
I must request that…” clearly marks director as a role that is separate from the individual 
who occupies that role. An individual uttering such a phrase is making the choice to 
distinguish themselves personally from the role and attribute or explain an action to the 
role that they occupy rather than to themselves as an individual. Following this argument, 
words such as owner, member, and teacher were coded as “abstract/process noun” rather 
than “animate” as they would be in Biber’s taxonomy.  
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3.5 Research Question 3: Predicting Discourse Functions of Frames 
Taxonomies for the functional analysis of lexical bundles were outlined in the 
literature review where it was explained that many studies on lexical bundles draw on and 
adapt the functional taxonomy proposed by Biber et al. (2004). Studies such as Cortes 
(2004), Hyland (2008a), Simpson-Vlach and Ellis (2010), and Chen and Baker (2010) 
used Biber et al.’s (2004) framework as a starting point, and then adapted it to fit the 
needs of the corpora used in their respective studies. For example, Hyland (2008a) notes 
that the main categories used in his study were based on those used in Biber et al. (2004), 
but were adapted to better fit the discourse functions of the bundles used in the academic 
corpora of the study (p. 13).  
The present dissertation follows that tradition by synthesizing aspects of Cortes’s 
(2004) and Hyland’s (2008a) adaptions of Biber et al.’s (2004) original taxonomy. An 
iterative process was undertaken to flesh out the final taxonomy used here. Specifically, 
spreadsheets were generated that contained concordances for each instance of each frame 
for a total of 5,577 concordances analyzed in the present study. Concordances were 
created via a Python script that used each frame to identify the associated lexical bundle, 
extracted the bundle and placed it in square brackets for easy identification, and extracted 
45 words before and after the bundle. If the bundle was within 45 words of the beginning 
or end of a text file, as many words that preceded or followed the bundle were extracted. 
In addition to the frame, the filler of the frame was also extracted so it could be labeled 
for its semantic category. Other relevant information was also extracted from each file 
such as the word that preceded the frame, the word that followed the frame, the files word 
count, the file’s fair score, and so on. The extracted information was placed into an Excel 
workbook with the concordance lines to allow for filtering by conditions. For example, 
while analyzing the frame the * of the, it was convenient to filter for prepositions that 
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preceded it such as in, on, and at in order to separate high frequency 4-frames such as at 
the * of and the * of the from the overlapping 5-frame at the * of the. Figure 3.8 is an 
image of one Excel workbook used for coding frames and fillers.  
 
Figure 3.8. Example of Excel workbook used for coding discourse function of frames 
 
Once each frame was in its own Excel workbook, a sample of concordances were 
examined and inductively assigned a functional category based on one of the three 
taxonomies mentioned above. For the coding of each instance of the frames for function, 
drop-down menus were added to the spreadsheets that contained the concordances and 
fillers for each frame. Through this process, a final bank of discourse functions and sub-
functions was arrived at.  
In the process of identifying discourse functions, Ӓdel and Erman’s (2012) 
observation of differences between the adaptions and applications of the Biber et al. 
(2004) framework became clear. Perhaps most striking and relevant to the present study is 
the overlap of frames that Biber et al. broadly classify as “referential” but Cortes (2004) 
and Hyland (2008a) categorize as “text organizers” or “text-oriented bundles,” 
respectively. Biber et al.’s broader definition of referential bundles is that they “generally 
identify an entity or single out some particular attribute of an entity as especially 
important” (p. 393), a definition adopted for the present study. However, Biber et al. 
include many bundles within the referential sub-category of “intangible framing” that are 
categorized as “text organizers” by Cortes and Hyland, specifically within the sub-
categories of “framing ” as well as “contrast/comparison inferential” (Cortes) or 
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“resultative signals” (Hyland). Biber et al. (2004) explain that referential framing bundles 
are “often used to establish logical relationships in a text” (p. 395). Cortes similarly 
explains that framing bundles “connect preceding and forthcoming discourse under a 
given condition” (p. 408). Hyland (2008a) describes “resultative signals” as marking 
“inferential or causative relations between elements” (p. 14). Table 3.10 provides a 
comparison of the categories with example frames. Clearly there are similarities between 
each author’s definition, and example bundles overlap substantially. For instance, all 
three authors include on the basis of, in the absence of, and in the presence of as 
“framing,” be it referential intangible for Biber et al. or text organizer for Cortes and 
Hyland.  
For the present study, both the referential function of “intangible framing” from Biber 
et al. (2004) as well as the text organizers “framing signals” and “resultative signals” 
from Hyland (2008a) will be used. Intangible framing is distinguished from framing 
signals and resultative signals in that the latter two must function to clearly guide the 
reader through the text or show a cause/effect relationship between the preceding and 
following discourse. 
Additionally, textual framing signals tend to place the focus or emphasis on the noun 
phrase that follows the frame. Example 5 illustrates this as “euthanasia,” not “case,” is the 
focus and the function of the frame is to direct the reader’s focus to “euthanasia.” 
Example 6 is clear case of a resultative signal connecting “physical problems” to 
“military service,” or the presence of “your people with physical problems” because of 
“military service.” Example 7 also has result as a filler to a frame, but the emphasis is 
more on the word result itself than connecting two noun phrases on either side of the 
frame.   
5. When there is a life at stake as there is in the case of euthanasia, the family, the 
doctor, and a counselor should be involved…(ENS_193) 
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6. Moreover there are more and more young people with physical problems as a 
result of the military service (SPN_852) 
7. The results of the non-addicting effects and large public usage of prozac remain 
as positive support for the drug. (ENS_172) 
Table 3.10. Overlapping frames placed into different functional categories by researcher 
Author Functional category and definition Example frames 
Biber et al. 
(2004) 
Referential: Intangible framing of 
attributes.  
 
Definition: “abstract… often used to 
establish a logical relationship in a text” (p. 
395). 
in terms of the, on the basis 
of, as a result of, in the 
presence of, in the absence 
of, in the case of 
Cortes (2004) Text organizers: Framing 
 
Definition: “Connect preceding and 
forthcoming discourse under a given 
condition” (p. 408). 
in the presence of, in the 
absence of, in the case of   
Text organizers: Contrast/Comparison 
Inferential 
 
Definition: NA 
on the basis of, as a result of 
Hyland (2008a) Framing signals 
 
Definition: “Situate arguments by 
specifying limiting conditions” 
in the case of, on the basis of, 
in the presence of  
Resultative signals 
 
Definition: “Mark inferential or causative 
relations between elements” (p. 14) 
as a result of 
 
Apart from intangible framing, other referential sub-functions also appear in frames 
rooted in the 3-frame the * of. Example 8 illustrates a referential function as it focuses on 
the procedure/process of the filler “acts.” The filler in turn is related to the “racism 
committed by….” In example 9, the instance in the face of comments on an intangible 
location/time relative to “adversity” where “strength” was shown.  
8. …the exact repercussions were of the acts of racism committed by (ENS_213) 
9. …and is complemented on the strength they show in the face of adversity. 
(ENS_183) 
Table 3.11 outlines the categories of discourse functions used to code frames in the 
present study. Each larger function is presented in the left most column of the table. The 
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middle column provides the name and a short explanation of the different sub-functions 
and references to the literature from which they are derived. In the right-most column, 
examples illustrating the sub-functions are provided. The discourse functions presented 
here are those used in the present study.  
It is important to note that many frames and bundles can and do serve different 
functions depending on the context of the text, and the coding of discourse function in the 
present study aims to reflect this. One of the strengths of the present study is that each 
instance of each frame is examined to ascertain its discourse function. Through this 
method, proportions of discourse functions within an individual frame can be captured 
and examined. After each of the 5,577 instances of frames were coded for discourse 
function, a multifactorial, multinomial logistic regression was carried out. The purpose of 
the regression was to determine which independent variables best predict discourse 
function within a family of frames.  
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Table 3.11. Taxonomy used for the functional analysis of frames in the present study 
Function (SFL 
counterpart) 
Subfunction/explanation Examples 
Referential 
bundles 
(ideational) 
 
tangible framing 
Provides a physical description or points 
out some physical aspect or component of 
a tangible noun phrase that follows 
 
May also identifies some concrete or 
animate entity as important. 
the shape of the house 
the television is the invention of the 
21st century 
similarity between the parts of the 
thing 
the size of the phone 
 
intangible framing 
Frames an intangible attribute of a 
following noun phrase. (Biber et al. 2004) 
 
Can also function to identify roles 
occupied by people such as leader, owner, 
president or son, and 
abstract/fluid/intangible criteria of group 
membership such as the rich or the 
Japanese.  
stability in the idea of adoption 
in the world of  
the nature of the 
reflected in the form of a stylistic 
difference 
promoting violence in the minds of 
children 
the owner of the store 
as the daughter of the owner 
for the Japanese to speak (JPN_349) 
 
location/time 
Function to identify times or locations, 
including abstract locations, such as end, 
beginning, course 
 
in the course of events  
wrote this play in the middle of a 
freeze period 
poetic justice at the end of the play 
the center of the problem (ENS_190) 
 
 
quantification 
Communicates a quantifiable entity 
in the amount of television  
on the size of their reward (ENS_94)  
the rate of the old men and women 
who live together (JPN_632) 
the speed of the tornado (JPN_369) 
the cost of the vendor (JPN_550) 
 
procedure/process  
Communicates a process or procedure that 
took place over a period time. Often 
signified by a verb or nominalization of a 
verb in the filler position 
in the killing of his dreams 
solved in the decision of Roe vs. Wade 
evident in the role of women 
in the maintenance of certain… 
hard stage in the life of men 
uses as a means of barter (ENS_105) 
throughout the plot of the play 
(ENS_228) 
constitutes a parody of the social 
conventions 
 
Stance 
(interpersonal) 
 
stance features 
convey the writer’s attitudes and 
evaluations of a given proposition 
the fact that the people hate him 
do not want to go 
It is important to 
engagement features 
address readers directly 
it should be noted that 
as can be seen 
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Table 3.11 (continued) 
Function (SFL 
counterpart) 
Subfunction/explanation Examples 
Text organizer 
(textual) 
 
framing signals 
Function to situates arguments by 
specifying limiting conditions (Hyland, 
2008a, p. 14)  
 
Function to connect preceding and 
forthcoming discourse under a given 
condition (Cortes, 2004, p. 408). 
 
 
in the case of Dr. Kevorkian, the legal 
issues were shaky (ENS_162) 
on the basis of 
with the exception of 
in the view of these facts (JPN_399) 
in the light of the absurdity of life 
(ENS_40) 
 
structuring signals 
 
in the course of this essay (ENS_15) 
transition signals 
Establishes additive or contrastive links 
(Hyland, 2008a) 
in addition to the 
resultative signals 
Marks inferential or causative relations 
between elements (Hyland, 2008a) 
as a result of 
 
 
3.5.1 Logistic regression to predict discourse functions of frames 
A multifactorial, multinomial logistic regression was carried out on the different 
structural groupings of frames to investigate the likelihood of certain discourse functions 
given the independent/predictor variables. The discourse function was the dependent 
variable, and the independent predictor variables were (1) L1, (2) proficiency (writing 
quality), (3) topic, and (4) the linguistic characteristics of the frames. L1 was simply 
labeled as “ENS,” “SPN,” or “JPN.” The fair scores of each essay were entered as a 
covariate as they represented continuous data ranging from 1 to 7. Topic was entered as 
one of the 23 distinct topics outlined in Table 3.4.  
The fourth predictor, linguistic characteristics of the frames, is essentially the frames 
themselves within the larger structural groups. For example, in the case of the frames 
following the pattern (preposition) + the * of, the “linguistic characteristics” can be 
conceptualized as the preposition that began each frame or lack of preposition such as the 
* of the (i.e., no preposition) versus for the * of the (i.e., for ) versus at the * of the (i.e., 
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at ). In other groups such as frames with to- or that-clauses, it was simply the frames 
themselves within the groups that were the fourth predictors. 
After all relevant data was saved into data frames for the different structural groups of 
frames, a logistic regression was carried out in the open source software jamovi (2019) 
(https://www.jamovi.org/about.html). Jamovi is a graphical user interface (GUI) built on 
top of the statistical software and programming language R (R core team, 2018). The 
specific R package that jamovi uses for the multinomial logistic regression is the widely 
used R package nnet (Ripley & Venables, 2016). In many structural groups of frames, 
98% or more of the instances of the frames served a referential discourse function. In 
these cases, the instances of frames that served a stance or text organizing discourse 
function were removed and analyzed separately, and the different referential sub-
functions were used as the dependent variable in the logistic regression model. That is, (1) 
intangible framing, (2) process/procedure, (3) marking location/time, (4) quantification, 
and (5) tangible framing (Biber et al., 2004).  
The independent variables (i.e, L1, fair score, topic, and frame) were added to the 
logistic regression model in blocks in order to gauge which predictors were significantly 
better in predicting discourse functions carried out by the frames when controlling for all 
other predictors. The order that the blocks entered into the model was an arbitrary 
decision, but was guided by past research in LCR. L1 was chosen to be the first block as 
the present study is an LCR study and the effect of L1 alone between groups is of interest. 
Proficiency was chosen as the second block to how well proficiency predicts the use of 
the dependent variables when controlling for L1. Much research in second language 
acquisition has distinguished between interlingual errors and intralingual errors, the latter 
being more related to proficiency than L1 status. Topic was entered as the third block as 
research LCR has shown the effect of topic or prompt on linguistic features in texts. 
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Therefore, it was of interest to examine the effect of topic when controlling for L1 and 
proficiency. Finally, the frames themselves were entered as the fourth block. As was 
described extensively throughout chapter 2, theory posits a deep connection between form 
and function. It was therefore of interest to examine the effect different frames within 
structural groups had on discourse function. 
In addition to reporting an overview of the final model in Chapter 4, various 
coefficients for each significant predictor are reported. Salient among these is the odds 
ratio value which is an effect size measure. Odds ratio captures the strength of prediction 
with values ranging from zero to infinity. Odds ratios are calculated by dividing the odds 
of one outcome, say outcome A, by the odds of another outcome, say outcome B. Odds in 
turn is calculated by dividing the probability of outcome A by the probability of outcome 
B. These figures become clearer when explained within the context of an example. 
Say there are 10 marbles, seven of which are blue and three of which are red. Let us 
assume that outcome A is selecting a blue marble and outcome B is selecting a red marble. 
One would have a 70% chance, or a 0.70 probability, of outcome A, selecting a blue 
marble, and 30% chance, or 0.30 probability of outcome B, selecting a red marble. To 
convert the probability of selecting a blue marble to odds, the probability is divided by 1 
minus the probability of selecting a blue marble. This formula and its instantiation within 
the current example are: 
odds = probability / (1- probability) 
odds = 0.70 / (1- 0.70) 
2.33 = 0.70 / (1 - 0.70) 
 
Therefore, the odds of randomly selecting a blue marble is 2.33. This can be 
expressed verbally as “for every randomly selected red marble, 2.33 (or, more than two) 
blue marbles will be selected.” The odds of selecting a red marble is 0.30 divided by 1 – 
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0.30, or 0.428. To convert the odds of selecting a blue marble to its odds ratio, the odds of 
selecting a blue marble is divided by the odds of selecting a red marble: 
odds ratio = odds of outcome A / odds of outcome B 
odds ratio = 2.33 / 0.428 
5.44 = 2.33 / 0.428 
 
The odds ratio for outcome A, selecting a blue marble, is 5.44. This can be communicated 
verbally as “outcome A is 5.44 times more likely than outcome B,” or “you are 5.44 times 
more likely to randomly select a blue marble than a red marble.” An odds ratio of 1 
signals that either outcome is equally likely, greater than 1 signals that outcome A is more 
likely, and less than 1 signals that outcome B is more likely.  
Reference levels for the logistic regressions were generally set to a frequent and 
“neutral” outcome. The more frequent a reference level is, the less likely multicollinearity 
among predictors is to be an issue. For example, with the frames following the pattern 
(preposition) + the * of the, the reference levels were set to English as L1, “general social 
issues and opinions” as the topic, and no preposition preceding the frame. The outcome 
variables were set in reference to intangible framing. English as L1 was chosen as that is 
typically the target state in LCR and will allow for interpretations such as, “L1 Japanese 
speakers were two times more likely than L1 English speakers to use the frame the * of 
the for the tangible framing discourse function.” The topic “general social issues and 
opinions” was chosen as the reference level because it was a frequent topic in all three 
sub-corpora and quite general when compared to other more specific topics such as 
“television as opiate of the masses.” No preposition preceding the frame and intangible 
framing were chosen as reference levels because they were the most frequent in their 
respective categories, and it was desired to examine the effect of prepositions preceding 
the frame. Reference levels for the different models will be reported along with the 
findings of each model in the next chapter.  
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In summary, the multifactorial, multinomial logistic regression was run to determine 
which discourse functions are most likely given the different predictor variables outlined 
above. This approach should paint a more informative and precise picture as to what 
motivates the particular discourse functions that frames fulfill. The next chapter will 
present and discuss the findings of the research questions. 
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CHAPTER 4: FINDINGS AND DISCUSSION 
 
This chapter will present the findings of the data analysis and discuss them in light of 
the previous research and theory in which the present study is grounded. The findings 
begin with general frequency data including the frequencies and variability of 4-word 
frames within the corpora that met the initial frequency criteria. From there, the focus 
shifts to those 30 frames that met the variability and structural criteria to be included in 
the semantic and discourse function analysis.  
The target frames are organized into five structural groups or families of frames; these 
groups are then used for the analysis of the semantic characteristics and discourse 
functions of the frames. The findings for each family of frames begins with comparing 
the L1 groups in terms of the normalized frequencies, type-token ratios, and predictability 
measures. From there, the findings from the semantic analysis are presented as 
visualizations of the network analysis and statistics describing various aspects of the 
fillers, from frequencies to semantic centrality. Lastly, the discourse functions fulfilled by 
the frame families are presented. First, descriptive statistics are shared, followed by a 
logistic regression which uses the predictor variables of L1, fair score, topic, and the 
frames themselves to predict the discourse functions fulfilled within the structural 
grouping/families of frames.  
The range of methods used for analysis in this study marks a step forward in research 
to date on frames. Specifically, the network analysis to characterize the semantic 
relationship between the fillers of target frames, the thorough manual functional analysis 
of frames which includes the labeling of discourse subfunctions (e.g., intangible framing) 
of frames in addition to the larger functions (e.g., referential), and the logistic regression 
which predicts the likelihood of a frame fulfilling a discourse function based on a range 
of predictor variables.  
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As outlined in Chapter 2, previous research on frames has noted trends of 
semantically similar fillers occupying the variable slots of frames (Eeg-Olofsson & 
Altenberg, 1994; O’Donnell et al., 2013; Renouf & Sinclair, 1991). However, no studies 
on frames to date have taken an empirical approach to characterizing the semantic 
relationship between fillers as is done in the present study with the network analysis. 
Thus, the methods for the network analysis applied to the fillers of the families of frames 
analyzed here mark a contribution to the field.  
Secondly, while numerous studies have carried out functional analyses of lexical 
bundles based in Biber et al.’s (2004) taxonomy of discourse functions, very few studies 
have applied that taxonomy to the study of frames. Garner (2016) conducted one study 
that did apply the taxonomy to frames, adopting the main discourse functions from Biber 
et al.s’ (2004) and applying them in his own study: (1) referential expressions, (2) 
discourse organizing expressions, (3) stance expressions, and (4) special conversational 
expressions. Garner remarked that it would be worthwhile for future studies to explore 
variation of subfunctions within the broader discourse functions. The present study 
answers this call by conducting a more thorough, manual analysis of discourse 
subfunctions within the taxonomy laid out in Chapter 3.  
Finally, the present study goes beyond previous work by conducting a logistic 
regression that factors in predictor variables in addition to L1, such as proficiency and 
topic, to predict the different discourse functions fulfilled by structurally similar frames. 
Work to date on bundles and frames has used descriptive statistics such as normalized 
frequencies to describe differences in discourse functions based on between group 
comparisons such as L1 versus L2 writing, novice versus expert writing regardless of L1, 
and other combinations. Studies in this vein have often gone beyond descriptive 
comparisons by incorporating significance tests such as chi-square or the Mann-Whitney 
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U test in search of significant differences in use of bundles or frames between groups 
(Chen & Baker, 2010; Pan et al., 2016; Staples et al. 2013). While such tests provide 
more evidence of differences between groups and the Mann-Whitney U test can take into 
account multiple factors, a regression-based analysis such as the logistic regression 
carried out in the present study has advantages. Perhaps most importantly, rather than 
focusing solely on differences of means between entire groups, a regression shifts the 
focus to explaining dependent variables in light of any number of independent, or 
predictor variables (Plonsky & Oswald, 2017). Therefore, regression-based analyses have 
the potential to paint a more complete picture of language use that captures the effect of 
different individual predictor variables that account for a given dependent variable, such 
as the linguistic features in an essay. 
The methods outlined in the previous paragraphs are relevant for research questions 2 
and 3 that focus on the analysis of the semantic and discourse characteristics of the target 
frames. For convenience, all research questions for this dissertation are re-stated here 
before moving into the findings of the study: 
• RQ1a: What are the most frequent frames in argumentative essays authored 
by native speakers of English, Japanese, and Spanish? What are the most 
frequent function word frames and how can they be grouped structurally? 
• RQ1b: What is the degree of internal variability and predictability of the most 
frequent frames? 
• RQ1c: How does the overall lexical diversity of the texts from each L1 group 
relate to the variability of the most frequent frames? 
• RQ2: How can the fillers of structural groups/families of function word 
frames be characterized semantically? 
• RQ3: For which discourse functions are the most frequent and variable 
function word frames used? What role, if any, is played by L1, writing 
quality/proficiency, essay topic, and between frames in the same structural 
groupings/families? 
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4.1 RQ1a: Frequency, Variability, Predictability of Most Frequent Frames by First 
Language 
Research question 1a is aimed at uncovering the most frequent frames in 
argumentative essays authored by L1 speakers of English, Japanese, and Spanish and then 
separating out the function word frames for further analysis of the fillers and discourse 
functions that the frames fulfill. To answer the research question, frames were extracted 
from the combined corpus and each of the individual sub-corpora. Table 4.1 presents all 
frames in rank order from the combined corpus that met the frequency threshold criteria 
of 10 occurrences per 100,000 words as well as a range criteria of the frame occurring in 
at least five texts. The range criteria was put in place to prevent highly idiosyncratic 
language from entering the analysis. The cells of Table 4.1 are color coded to more easily 
see the distribution of structural types of frames outlined in Gray and Biber (2015b): 
Green for function words frames, red for verb-based frames, and blue for frames with 
other content words.  
The color coding in Table 4.1 makes it clearly visible that function word and verb-
based frames are the most numerous: Out of 107 frames, 39 are function word frames, 45 
are verb-based frames, and 23 are frames with other content words. The green and red 
cells make it clear that the function word frames are more highly clustered among the top 
half of the frequent frames and the verb-based frames among the bottom half. 
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Table 4.1. Frequency of frames occurring 10 or more times per 100,000 words in the combined corpus in rank order and color coded 
for structural category (green = function word frames, red = verb-based frames, blue = frames with other content words) 
# Frame Freq # Frame Freq # Frame Freq # Frame Freq 
1 the * of the 293.09 28 of the * century 19.04 55 English * a second 14.17 82 that * is not 11.73 
2 in the * of 77.23 29 as a * language 17.98 56 the * of his 14.17 83 the * is the 11.73 
3 of the * of 56.52 30 is * of the 17.52 57 to * in the 14.17 84 master * as a 11.73 
4 the * of a(n) 56.06 31 of the * is 17.52 58 of * in the 13.86 85 master English * a 11.73 
5 to the * of 54.69 32 the end * the 17.52 59 the * that the 13.86 86 about the * of 11.58 
6 is the * of 47.22 33 all * the world 17.21 60 to * English as 13.71 87 is * in the 11.58 
7 it is * to 45.40 34 of the * in 17.06 61 think that * is 13.56 88 is not * to 11.58 
8 it is * that 41.43 35 of the * that 17.06 62 in * of the 13.41 89 we can * that 11.58 
9 with the * of 37.02 36 the * of their 16.91 63 at * end of 13.10 90 a great * of 11.27 
10 at the * of 35.34 37 in the * and 16.76 64 in the * century 12.95 91 the * in which 11.27 
11 the * and the 33.51 38 and * of the 16.30 65 the * of being 12.80 92 the * is not 11.27 
12 is a(n) * of 33.51 39 from the * of 16.15 66 there * a lot 12.80 93 the * of our 11.27 
13 and the * of 31.69 40 all over * world 15.84 67 to be * in 12.80 94 we can * the 11.27 
14 on the * hand 30.92 41 as the * of 15.84 68 are a * of 12.80 95 I would * to 11.12 
15 as a(n) * of 30.31 42 need to * English 15.69 69 the * is that 12.64 96 to * to the 11.12 
16 a(n) * of the 29.25 43 at the * time 15.54 70 will be * to 12.49 97 and * in the 10.82 
17 for the * of 28.79 44 to the * and 15.54 71 I * it is 12.34 98 for the * to 10.82 
18 of the * and 28.79 45 I * that the 15.39 72 in * United States 12.34 99 I * like to 10.82 
19 on * other hand 27.42 46 as * second language 15.23 73 is * by the 12.34 100 the * of all 10.82 
20 on the * of 24.37 47 that * is a(n) 15.08 74 they are * to 12.34 101 to master * as 10.66 
21 that the * of 24.07  one of * most 14.93 75 we are * to 12.34 102 was the * of 10.66 
22 the * in the 22.55 49 English as * second 14.78 76 do not * to 12.19 103 is the * that 10.36 
23 the * of this 22.39 50 is * to be 14.62 77 in the * states 12.19 104 be * in the 10.21 
24 by the * of 21.33 51 that the * is 14.62 78 to the * that 12.19 105 is * to the 10.21 
25 i think * is 19.80 52 have the * to 14.32 79 need * master English 12.03 106 there are * lot 10.21 
26 to be * to 19.19 53 one * the most 14.32 80 the * of life 12.03 107 would be * to 10.21 
27 it is * for 19.04 54 at * same time 14.17 81 is one * the 11.88    
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Differences in frame use between L1 groups become more apparent when the most 
frequent frames from each sub-corpus are compared directly. To illustrate differences, Table 
4.2 presents the 25 most frequent frames from each L1 group. As is seen in the table, the L1 
English speakers use the most function word frames (cells highlighted in green), specifically 
noun- and preposition-based frames. The L1 Spanish speakers follow the English speakers in 
terms of using more function word frames among their 25 most frequent. Meanwhile, in the 
JPN sub-corpus, 15 of the 25 most frequent frames are verb-based frames, more than either 
the L1 English or Spanish speakers. Recall that Gray and Biber (2015b) found that verb-
based frames were more typical of spoken registers, and academic writing featured higher 
rates of function word frames. Therefore, it could be argued that the Japanese speakers 
exhibit characteristics more typical of spoken registers in their writing than the L1 English or 
Spanish speakers who only had four and six verb-based frames among the 25-most frequent, 
respectively. The Japanese speakers’ reliance on verb-based frames is congruent with 
Garner’s (2016) finding that all writing in the learner corpus he used featured verb-based 
frames as the most frequent. Likewise, Pan et al. (2016) found that L2 writers, even expert 
writers, used more verb-based bundles than the L1 expert writers who used more noun- and 
preposition-based bundles. 
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Table 4.2. The 25 most frequent frames by L1 sub-corpus, normalized per 100,000 words (green = function word frames, red = verb-
based frames, blue = frames with other content words) 
 ENS sub-corpus JPN sub-corpus SPN sub-corpus 
# Frame Frequency Frame Frequency Frame Frequency 
1 the * of the 316.46 the * of the 150.35 the * of the 405.16 
2 in the * of 94.51 it is * to 78.45 in the * of 99.79 
3 to the * of 67.79 it is * that 65.37 is the * of 82.74 
4 the * of a(n) 67.79 I think * is 57.83 of the * of 72.21 
5 of the * of 65.07 as a * language 58.33 the * of a(n) 77.72 
6 with the * of 45.71 need to * English 51.79 to the * of 68.20 
7 at the * of 45.32 as * second language 49.78 with the * of 52.65 
8 on the * of 39.51 English as * second 48.27 on the * hand 51.65 
9 and the * of 37.57 English * a second 46.26 the * and the 50.14 
10 for the * of 36.41 to * English as 45.26 at the * of 44.63 
11 a(n) * of the 35.25 all * the world 44.75 on * other hand 44.63 
12 as a(n) * of 34.47 it is * for 44.75 the * of this 43.63 
13 is the * of 33.31 all over * world 43.25 it is * that 39.11 
14 it is * to 33.31 need * master English 39.73 as a(n) * of 43.63 
15 that the * of 29.83 master * as a 38.72 is a(n) * of 42.12 
16 by the * of 28.66 master English * a 38.72 of the * and 38.61 
17 is a * of 28.66 I * that the 37.21 and the * of 36.10 
18 it is * that 24.79 I * it is 35.70 for the * of 31.09 
19 the * of their 24.40 think that * is 35.20 the * of being 31.09 
20 the * of his 24.02 to master * as 35.20 we can * that 28.58 
21 the * in the 23.63 in the * of 32.18 it is * to 28.08 
22 the end * the 23.63 the * and the 31.18 a(n) * of the 36.10 
23 in * United States 22.47 to be * to 31.18 at the * time 27.58 
24 the * and the 22.47 the greatest * of 30.67 at * same time 27.08 
25 in the * States 22.08 is the * of 29.67 the end * the 26.07 
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Another point of interest between frequent frames by L1 group is the lower frequency of 
noun- and preposition-based function word frames among the L1 Japanese speakers. Take, for 
instance, the most frequent preposition-based frame for all three L1 groups: in the * of. The L1 
English and Spanish groups used the frame at a rate of about 95 and 100 times per 100,000 
words, respectively. Meanwhile, the frame was among the 10 most frequent used by L1 Japanese 
speakers, but it occurred at less than half the rate of the other groups: about 32 times per 100,000 
words. This lower rate of occurrence among L1 Japanese speakers holds for other preposition-
based frames as well, such as of the * of, to the * of, for the * of, and on the * of. Furthermore, 
this same trend is observed for the most frequent frame in all three sub-corpora: the * of the. 
Again, the L1 Japanese speakers use the frame at less than half the rate of the L1 English and 
Spanish speakers. A probable explanation for the pronounced distinction in frequency of use of 
function word frames between the L1 Japanese group and the other two groups is that L1 
Japanese EFL learners struggle with function words, particularly articles and prepositions (Tono, 
2013). Tono (1998) found article errors to be persistent in the writing of Japanese learners of 
English. In later work on the same corpus, Tono (2013) discovered that prepositions were 
frequently omitted in English writing. As Japanese learners frequently omit prepositions and 
struggle with articles, it is not surprising that they produce function word frames at much lower 
rates than the L1 English and Spanish groups.  
To further study frequency trends of preposition-based function word frames, Table 4.3 
presents preposition-based 4-word frames of the pattern preposition + the * of (e.g., at the * of, 
for the * of). In general, the frequency of these frames in the JPN sub-corpus is about half the 
rate of the frames in the ENS and SPN sub-corpora. One interesting exception is the frame on the 
*of which occurs at less than half the rate of the ENS sub-corpus in both the JPN and SPN sub-
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corpora. The lower rate of occurrence in the SPN sub-corpus is of interest as it breaks the trend 
of the L1 Spanish speakers using the frames at higher rates than the L1 Japanese speakers. The 
reason for lower rates of use of on the * of among L1 Spanish speakers may be traced to 
differences in use between on in English and its typical translation in Spanish: sobre. English 
uses on in phrases such as on the plane and on the bus to communicate being inside a plane or 
bus for transportation, but Spanish does not use sobre in phrases like this, rather, the preposition 
en would typically be used. The preposition en in Spanish might more directly translate to in in 
English, so it could be that L1 Spanish speakers experience interference with en leading them to 
the English preposition in when in fact on may have been the more natural choice. Regardless, 
the key observation here is that the L1 Japanese use the preposition-based function word frames 
at much lower rates than both the L1 English and Spanish speakers in general.  
Table 4.3. Frequency per 100,000 words of preposition-based function word frames rooted in the 
* of by L1 group 
Frame ENS Freq JPN Freq SPN Freq 
in the * of 94.51 32.18 99.79 
to the * of  67.79 24.14 68.20 
of the * of 65.07 29.67 72.21 
with the * of  45.71 10.06 52.65 
at the * of  45.32 13.07 44.63 
on the * of  39.51 14.58 14.54 
for the * of 36.41 16.59 31.09 
from the * of 18.98 8.05 20.56 
by the * of 28.66 12.07 21.06 
about the * of  10.07 9.05 16.05 
as the * of 16.27 6.03 25.07 
 
Finally, many of the more frequent frames from the JPN sub-corpus do not occur in or are 
very rare in the ENS and SPN sub-corpora. For instance, the following frames are all within the 
top 20 most frequent frames in the JPN sub-corpus and are obviously derived from the lexical 
bundle need to master English as a second language:  
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• need * master English  
• need to * English  
• English * a second  
• English as * second 
• as * second language   
 
None of the frames in the bulleted list occur at a rate of 10 or more per 100,000 words in the 
ENS or SPN sub-corpora. Furthermore, the five frames listed above are immediately traceable to 
a sub-topic specific to only the JPN sub-corpus: “Should Japanese students be required to master 
English?” This sub-topic is under the broader topic “Education, Language, and Policy.” While 
this provides evidence of topic influence on linguistic features, it is notable that of the top 25 
frames in the ENS nor SPN sub-corpora, with the possible exception of in the * century in the 
SPN sub-corpus, none are obviously traceable to a topic. This is likely a result of the Japanese 
writers being of a generally lower proficiency level and employing strategies such as copying the 
prompts and using more recurring lexical bundles than higher proficiency writers (Paquot & 
Granger, 2012).  
As described earlier, function word frames were of particular interest for the present study. 
Function word frames were chosen for a more detailed analysis because they have been found to 
be frequent in published academic writing (Gray & Biber, 2015b). This frequency is likely due to 
the use of noun and prepositional phrases to create more informationally dense writing (Biber & 
Gray, 2016), and function word frames appear to frequently emerge from such noun and 
prepositional phrases. Argumentative essays are a sub-register within the larger academic writing 
register and thus function word frames were thought to be an important feature of such writing. 
Also, function words have been shown to be difficult for learners of English to master (Gass & 
Selinker, 2008), but Tyler’s (2012) proposition that function words such as prepositions may be 
systematically related and semantically driven could provide an avenue for better understanding 
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function words. Improved understanding of how function words combine in phraseological 
patterns and the semantic and discourse trends associated with those patterns could help learners 
use function words at a more phraseological and functional level rather than trying to employ 
them in isolation. From this point on in this study, analysis will be primarily restricted to 30 
function word frames that were selected for further study, except when explicitly noted 
otherwise. The 30 target frames were the remaining frames after frequency, variability, and 
structural criteria were put into place. The selection criteria were outlined in Chapter 3, section 
3.2.1. To briefly recap these criteria, function word frames that occurred more than 10 times per 
100,000 words were included in the study. Furthermore, the frames had to be considered 
“variable frames,” that is, with a type-token ratio of 0.30 or higher.  
The final 30 target frames for this study were placed into one of five structural groups or 
families of frames: (1) the highly frequent 4-word frame the * of the was grouped with instances 
of 5-word frames from overlap with frequent preposition-based frames to create the pattern 
(preposition) + the * of the, (2) preposition-based frames rooted in the * of such as at the * of , 
(3) other noun phrases rooted in the * of, (4) remaining noun- and preposition-based frames, and 
(5) frames with to- and that- clauses. In total there were 5,577 instances of frames for analysis. 
The final groups of frames are presented in Table 4.4. It is within these families of frames that 
the internal semantic characteristics and discourse function of the frames was investigated.  
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Table 4.4. The 30 qualifying frames in their structural groupings, or ‘Families’, totaling 5,577 
instances of frames for analysis 
 Structural Group/Family Frames Raw frequency in 
Combined Corpus 
1. Noun-based 4-word frame the * of the and 
preposition-based 5-word frames when 
overlapping with high frequency 
preposition-based frames from Structural 
Group 2 
 
 
 
(preposition) + 
the * of the 
1,924 
2. Preposition-based frames rooted in the * of in the * of  1,769 
of the * of 
to the * of 
with the * of 
at the * of 
for the * of 
on the * of 
by the * of 
from the * of 
as the * of 
about the * of 
3. Other noun-based frames rooted in the * of the * of a(n) 491 
the * of this 
the * of their 
the * of his 
the * of our 
4. Remaining noun & preposition-based frames a(n) * of the 811 
the * in the 
as a(n) * of 
in * of the 
of the * in 
of * in the 
5. Frames with that or to of the * that 582 
to * in the  
the * that the 
to the * that 
do not * to 
to * to the 
for the * to 
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This section illustrated that function word and verb-based frames were the most frequent 
frames in a corpus comprised of argumentative essays authored by L1 English, Japanese, and 
Spanish speakers. The most frequent frames in the combined corpus were reflective of the most 
frequent frames in the ENS and SPN sub-corpora and primarily featured function word frames. 
However, the most frequent frames in the JPN sub-corpus were markedly different, including 
more verb-based frames and frames with other content words, while the L1 English speakers 
used a higher proportion of function word frames followed by the L1 Spanish speakers. In terms 
of function word frames, 30 frames were selected for analysis for semantic characteristics and 
discourse function to answer research questions 2 and 3. The selection criteria were outlined in 
section 3.2.1. In the next section, the focus will be turned to research question 1b: what is the 
degree of internal variability and predictability of the most frequent function word frames?  
 
4.2 RQ1b: Internal Variability and Predictability of Frequent Function Word Frames 
The aim of this section is to answer research question 1b in an attempt to uncover the degree 
of variability and predictability of the most frequent function word frames. Table 4.5 addresses 
this research question by outlining variability as measured by the type-token ratio (TTR) of each 
of the 30 target frames in the combined corpus and each sub-corpus. TTR is calculated by 
dividing the number of unique fillers of a frame (i.e., types) by the total number of the frame 
(i.e., tokens). The table also contains measures of predictability for each frame. Predictability is 
the percentage of total tokens of a frame that feature the most frequent filler.  
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Table 4.5. Variability and predictability of the target function word frames across corpora 
   Variability Predictability 
Structural group/Family Frame Combined ENS JPN SPN Combined ENS  JPN SPN 
1. Noun-based frames: the * of 
the 
(preposition) the * of the 0.426 0.532 0.682 0.485 6% 7% 4% 4% 
2. Prepositional phrases rooted 
in the * of 
in the * of  0.525 0.553 0.734 0.603 12% 9% 22% 14% 
of the * of 0.718 0.792 0.881 0.764 3% 4% 5% 9% 
to the * of 0.721 0.749 0.917 0.728 4% 3% 8% 11% 
with the * of 0.734 0.839 0.700 0.771 5% 4% 19% 5% 
at the * of 0.390 0.300 0.692 0.292 24% 15% 18% 5% 
for the * of 0.699 0.681 0.788 0.790 6% 11% 18% 8% 
on the * of 0.823 0.833 0.759 0.931 4% 4% 11% 10% 
by the * of 0.736 0.770 0.750 0.929 6% 4% 20% 6% 
from the * of 0.792 0.837 0.813 0.780 10% 5% 22% 19% 
as the * of 0.831 0.810 0.917 0.820 4% 9% 11% 6% 
about the * of 0.881 0.923 1.000 0.844 5% 10% 7% 13% 
3. Other noun phrases rooted in 
the * of 
the * of a(n) 0.670 0.687 0.914 0.776 5% 5% 9% 7% 
the * of this 0.845 0.872 1.000 0.805 6% 6% 11% 7% 
the * of their 0.931 0.778 0.938 0.875 3% 7% 10% 11% 
the * of his 0.840 0.758 1.000 1.000 8% 11% 50% 10% 
the * of our 0.857 0.969 1.000 0.788 4% 11% 20% 8% 
4. Remaining noun & 
preposition-based frames  
a(n) * of the 0.629 0.551 0.833 0.818 7% 13% 7% 6% 
the * in the 0.764 0.852 0.775 0.787 9% 8% 25% 11% 
as a(n) * of 0.322 0.405 0.609 0.410 20% 26% 35% 18% 
in * of the 0.284 0.613 0.478 0.324 25% 23% 30% 38% 
of the * in 0.741 0.875 0.955 0.720 4% 8% 9% 10% 
of * in the 0.857 0.891 0.846 0.875 3% 7% 15% 9% 
5. Frames with that or to of the * that 0.657 0.708 0.636 0.786 17% 15% 25% 15% 
to * in the 0.581 0.763 0.486 0.850 12% 13% 26% 10% 
the * that the 0.604 0.566 0.900 0.750 33% 42% 25% 20% 
to the * that 0.478 0.400 1.000 0.593 30% 38% 14% 28% 
do not *to 0.288 0.304 0.345 0.464 40% 48% 34% 39% 
to * to the 0.548 0.739 0.429 0.909 23% 13% 43% 14% 
for the * to 0.746 0.787 0.800 1.000 8% 11% 20% 11% 
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There are a few points of note in Table 4.5. One point is the relatively low variability of 
the highest frequency frame the * of the which is occupying the 26th position of 30 frames in 
terms of variability. The lower TTR of this frame can be explained in part by its higher 
frequency. As described in Chapter 2, as tokens increase type-token ratios will decrease. This 
is because as the type counts repeat and remain constant, token counts continue to increase, 
lowering the type-token ratio. Meanwhile, about the * of, a much less frequent frame than the 
* of the, has a higher type-token ratio.  
This relationship between frequency and TTR helps to explain the type-token ratios of 
two frames in Table 4.5: do not * to and in * of the. These two frames did not meet the TTR 
threshold of 0.30 or higher in the combined corpus, but they did meet that threshold in each 
sub-corpus. The reason is that when the sub-corpora were combined, token counts increased 
more than type counts, resulting in lower type-token ratios. To better see the relationship 
between an increase in tokens and decrease in TTR, Figure 4.1 displays the correlation 
between the base 10 logged frequencies of the 30 frames in each of the L1 sub-corpora and 
their respective type-token ratios. Each of the 30 target frames is represented three times in 
Figure 4.1, one time for each L1 sub-corpus, hence the 90 data points in the figure. 
Frequencies of frames were transformed via log10 in order to pull the frequencies closer 
together without changing the rank order. This allows to better see the correlation as the x-
axis of the plot goes to 3 rather than into the hundreds as it would without the transformation. 
Indeed, there is a negative correlation coefficient of -.384 indicating an inverse relationship 
between frequency and type-token ratio. It is for this reason that researchers are recently 
exploring alternative measures to gauge the diversity of frames (Gray et al., 2015), such as 
measures of entropy. However, as no single measure of diversity has yet to be settled on and 
type-token ratio is commonly used to group frames in terms of variability, TTR was used in 
the present study.  
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Figure 4.1. Correlation between the base 10 logged frequency of frames and their type 
token ratio  
 
Predictability was also calculated for each of the 30 target frames. To review, 
predictability is a measure of how predictable the most frequent filler of a frame is. 
Predictability is calculated by dividing the tokens of the most frequent filler by the tokens of 
the frame. For example, if the frame at the * of occurs 200 times, and the most frequent filler 
occurs 50 times, the predictability of the frame is 50 ÷ 200 = 0.25 or 25%. Predictability is 
generally negatively correlated with variability (Gray et al., 2015). Table 4.5 presents the 
predictability for each of the target frames in the present study in the combined and 
individual L1 sub-corpora.  
Variability and predictability are important to know for a frame as they can have 
implications for and help to explain the semantic characteristics of frames. As was outlined in 
the literature review, work in Construction Grammar proposes that frequent fillers of 
discontinuous verb argument constructions play a role in the semantic properties of a 
construction and the types of verbs it attracts. This observation about VACs is congruent with 
Pattern Grammar and Halliday’s interpretation of the syntagmatic and paradigmatic axes of 
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language in SFL. It is possible that the fillers associated with frames, even variable frames 
such as those that are the focus of this study, are influenced by predictability, or the most 
frequent filler of the frame.  
 
4.3 RQ1c: Essay Length and Lexical Diversity 
Research question 1c aims to explore the relationship between the overall lexical diversity 
of texts within L1 groups and the variability of the frames of the target frames as used by 
each L1 group. To investigate the relationship between variability of texts and frames, type-
token ratios were calculated for both. Differences in type-token ratios of both texts and 
frames between groups were explored and analyzed with an ANOVA. As described in section 
3.3, type-token ratios are affected by text length: the longer the text the more word types will 
repeat which increases the token count without increasing the type count, thereby lowering 
the type-token ratio (Biber and Miller, 2015). Therefore, it is important to take stock of text 
lengths to identify differences between groups and be better prepared to understand any 
statistics in light of the data. Figures for mean text length and lexical diversity along with 
standard deviations are reported for each sub-corpus in Table 4.6 below. The JPN sub-corpus 
had the shortest text lengths in general. While both the ENS and SPN sub-corpora had longer 
mean text lengths and much larger standard deviations for text length.  
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Table 4.6. Mean text length and type-token ratio for each sub-corpus 
   Text length Type-token ratio 
Corpus Corpus size No. of texts Mean  Stnd Dev. Mean Stnd Dev. 
ENS 258,165 297 869.24 566.54 0.507 0.041 
JPN 198,865 366 543.35 104.91 0.451 0.051 
SPN 199,425 251 794.52 417.97 0.498 0.045 
 
The categorical scatterplot in Figure 4.2 plots essay length for each text with its own 
point. This figure illustrates the diversity in text length within and between sub-corpora. The 
larger standard deviations in text length of the ENS and SPN sub-corpora and the smaller 
standard deviations in the JPN sub-corpus reported in Table 4.6 are clearly visible in Figure 
4.2. The plot also makes clear that the majority of essays in all sub-corpora have fewer than 
2,000 words, with only three essays in the SPN sub-corpus and 16 in the ENS sub-corpus 
exceeding this length. Meanwhile, nearly all texts in the JPN sub-corpus have fewer than 
1,000 words.  
 
Figure 4.2. Categorical scatterplot representing text length for each essay in the 
combined corpus by L1 group 
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Because there are substantial differences in text length, TTR was calculated following the 
method outlined in section 3.3: a type-token ratio was calculated for 400-word segments of 
each text, and then averaged to produce a mean TTR for each text. As seen in Table 4.6, the 
ENS sub-corpus had the highest average TTR at 0.507 followed by the SPN and JPN sub-
corpora at 0.498 and 0.451, respectively. Levene’s test for equality of variances between the 
groups revealed significant differences in the variances between groups, meaning the 
assumption of homogeneity of variance for an ANOVA was not met. Therefore, the non-
parametric analog to the ANOVA, the Kruskal-Wallis test, was run to check for statistically 
significant differences in lexical diversity as measured by TTR between L1 groups. Figure 
4.3 presents the distribution of TTR by L1 group in a boxplot. Both the ENS and SPN sub-
corpora had a significantly higher TTR than the JPN sub-corpus, but ENS and SPN were not 
significantly different from one another (X2kw(2, N = 914) = 214, p < .001).  
 
Figure 4.3. Type token ratios of essays among L1 groups 
 
Because the L1 English and Spanish authors produced more variable texts as measured by 
TTR, it was hypothesized that those groups would feature higher proportions of “highly 
variable” (i.e., TTR greater than 0.70) and “variable” frames (i.e., TTR between 0.30 and 
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0.70) than the L1 Japanese speakers. In turn, the L1 Japanese speakers were hypothesized to 
feature a higher proportion of “fixed” frames (i.e., TTR less than 0.30). To gain a more 
complete picture of the degree of variability, all 107 frames that met the frequency threshold 
of 10 per 100,000 words were included in the analysis (see Table 4.1), rather than only the 
final 30 function word frames. Figure 4.4 below depicts the proportions of variability of 
frames for each corpus. It can be seen that the frames in the ENS sub-corpus include a larger 
proportion of highly variable frames (i.e., type-token ratios greater than or equal to 0.70) than 
the other sub-corpora. This is in line with the higher type-token ratios of the texts in general 
in the ENS sub-corpus. Furthermore, just as with the texts, the difference is most marked 
between the frames in the ENS and JPN sub-corpora. The L1 Japanese authors used a much 
higher proportion of fixed frames than did either the L1 English or Spanish authors. These 
findings address research question 1c by suggesting that in general, the more variable texts 
also feature more variable frames. 
 
Figure 4.4. Proportions of all frames that occurred 10 times per 100,000 words in terms 
of variability by each sub-corpus 
In summary, type-token ratios (i.e., variability) of texts and frames varied by L1 group, 
with the native English and Spanish speakers commanding a seemingly wider array of lexis 
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in their essays than the L1 Japanese speakers. Likewise, the former two groups also use a 
wider array of fillers in the most frequent frames gleaned from the combined corpus as 
illustrated in Figure 4.4.  
From this point on, the findings and discussion will focus on answering research 
questions 2 and 3. These questions are aimed specifically at the 30 target function word 
frames outlined in Tables 4.4. and 4.5. Because research questions 2 and 3 strive to answer 
questions within the context of the structural groupings or families of frames, the research 
questions will be investigated within the context of the different families of frames (see Table 
4.4 to review the frames and their groupings). The order in which the families will be 
presented is as follows:  
• Noun 4-word frame the * of the and overlapping preposition-based 5-word frames 
preposition + the * of the (e.g., the * of the, at the * of the, on the * of the) 
• Preposition-based frames with the * of and not followed by the (e.g., in the * of, on 
the * of ) 
• Other noun frames with the * of (e.g., the * of a(n), the * of his) 
• Frames with a complement clause (i.e., frames with that or to) 
• Remaining noun- and preposition-based frames (e.g., a(n) * of the, the * in the, of the 
* in) 
  
 
4.4 Frame Family 1: (preposition) + the * of the 
In this section research questions 2 and 3 will be addressed with respect to the first family 
of frames following the pattern (preposition) + the * of the. Research questions 2 and 3 are:  
• RQ2: How can the fillers of structural groups/families of function word frames be 
characterized semantically? 
• RQ3: For which discourse functions are the most frequent and variable function 
word frames used? What role, if any, is played by L1, writing quality/proficiency, 
essay topic, and between frames in the same structural groupings/families? 
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There were 1,924 frames in this first family in the combined corpus or about 293 
instances per 100,000 words of text. Figure 4.5 below outlines the normalized frequency of 
the family (preposition) + the * of the per L1 sub-corpus. The contrast in the overall 
normalized frequency between L1 groups is quite striking with the Japanese authors clearly 
using fewer instances of the frames compared to the other two L1 groups. This contrast of 
frequencies between L1 groups is an important finding and must be emphasized. The fact that 
the L1 Japanese authors produce function word frames of this group at lower rates than the 
other two L1 groups is congruent with findings by Tono (2013) who noted that Japanese 
learners struggle with articles and frequently omit prepositions from their writing. Therefore, 
results from further analyses into the semantic characteristics and discourse function of the 
frame must be considered with the knowledge that the Japanese speakers are using the target 
frames to a much lesser extent than the other two groups. This is a point that will be brought 
up repeatedly throughout this chapter.  
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Figure 4.5. Normalized frequencies across sub-corpora for frames in Family 1: 
(preposition) + the * of the 
 
Table 4.7 presents the variability, predictability, and most frequent fillers of each frame 
from the Combined Corpus. Frames in the family (preposition) the * of the were quite 
variable featuring an average TTR of 0.426 and predictability of 6% among this structural 
group. This constitutes a highly variable group of frames where the most frequent filler, end, 
accounts for fewer than 6% of the filler tokens for the frames. From Table 4.7, it can be seen 
that of the * of the is among the most variable frames and has more than one filler with the 
distinction of “most frequent filler.” These fillers include cause, influence, rest, development 
and so on, all of which occur two times in the frame of the * of the. The last two frames in the 
table have NA in the column for most frequent filler as all fillers occurred only once. 
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Table 4.7. Variability, predictability, and most frequent fillers of frames following the pattern 
(preposition) + the * of the 
Frame Variability  Predictability Most frequent filler 
(preposition) the * of the 0.426 6% end 
in the * of the 0.654 7% case 
of the * of the 0.905 2% cause / influence / 
sector / rest / reign / 
development / 
perfection / population  
to the * of the 0.844 4% development 
with the * of the 0.80 8.6% invention 
at the * of the 0.242 5% end 
for the * of the 0.783 11% development 
on the * of the 0.851 8.5% name / part 
by the * of the 0.714 24% end 
from the * of the 0.735 18% beginning 
as the * of the 1.0 4% NA 
about the * of the 1.0 6% NA 
 
To better understand the semantic nature of the fillers of this family of frames and the 
discourse functions they fulfill, the remainder of this section will present and discuss findings 
in the following order: (1) internal characteristics of this pattern of frames, focusing on the 
semantic relationship among fillers, (2) descriptive statistics on the discourse functions of the 
frames, and (3) inferential statistics on discourse functions of the frames. Many example 
sentences are used to describe and illustrate the trends found, primarily in the sections on 
discourse functions of frames. 
The next section will specifically address research question 2: 
• RQ2: How can the fillers of structural groups/families of function word frames be 
characterized semantically? 
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4.4.1 Semantic relatedness of fillers of frames in Family 1: (preposition) + the * of the 
To answer research question 2, all fillers for the frames of the family (preposition) + the 
* of the were compared for semantic similarity using their pairwise Wu-Palmer scores 
gathered from WordNet (Miller, 2010) without disambiguating for sense. With this 
information in hand, the semantic network presented in Figure 4.6 below was created using 
the software Gephi (Yifan Hu algorithm) to create a characterization of the relatedness of 
fillers from the target family of frames. As a reminder, the fillers can be referred to as 
“nodes”, a term used in network analysis for the points that are connected to make up a 
network. The connections between nodes are referred to as “edges”. Given the large number 
of fillers in the pattern (preposition) + the * of the, nodes were removed to render the 
visualization more interpretable. Therefore, only fillers that occurred at least three times in 
the target frames and were connected to at least three other nodes were included in the 
visualization of the network. Figure 4.6 is a visualization of the network  
To interpret the visualizations of the semantic networks in this study, an explanation of 
the following characteristics of the network is given: color of the nodes, size of the nodes, 
and location of the nodes. The nodes in the figure are colored on a scale of blue to red, with 
blue signifying fillers that occur in texts that have on average lower proficiency scores, and 
red signifying on average higher proficiency scores. The size of a node and its text label 
reflects relative frequency of the filler it represents in relation to all other fillers in the 
network. The location of any given node reflects its closeness centrality in the network. As a 
reminder, closeness centrality is based on the sum of the path distance from one node to all 
other nodes in a network. The shorter the distances between a given node and all other nodes 
in the network, the higher the centrality score and the more central that node is in the 
network. Finally, the size of each node and text label reflects the frequency of the filler in the 
frame relative to all other fillers in the network. For example, we can see that end is not only 
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more frequent than beginning by its size, but on average, the scores of texts that feature target 
frames with end as the filler are higher scoring than those that feature beginning as is 
indicated by their respective orange and yellow colors. Thus, Figure 4.6 can provide insights 
into the average proficiency level of essays within which a filler appears, the frequency with 
which fillers were used in the target frames in the larger combined corpus, and a filler’s 
centrality to a semantic network as a whole.  
Fillers from Frame Family 1: (preposition) + the * of the 
 
Figure 4.6. Semantic network of fillers of the frame (preposition) + the * of the 
 
Examining Figure 4.6 more closely, the majority of words in the network fit the category 
of “abstract entity” in WordNet and would be labeled “abstract/process nouns” in Biber’s 
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(2006) semantic categories. The filler end is the most frequent filler as is indicated by its size, 
and is followed by beginning, rest, and opium with respective normalized frequencies of 
17.06, 7.62, 7.01, and 3.62 per 100,000 words. End is also the most central in connecting all 
other nodes in the network, and features the highest “closeness centrality” score in the 
network: 0.960. While closeness centrality is not reflected by color or size of node in the 
networks produced here, those nodes located closer to the center of the network generally 
have higher degrees of closeness centrality. The range of closeness centrality in the network 
is 0.498 – 0.960. In addition to end, the fillers beginning, development, invention, and rest are 
also frequent fillers with higher closeness centrality scores, above 0.75.  
The fillers end and beginning are pivotal in this network as they are not only frequent but 
also very central in terms of the semantic links between the nodes comprising the network. 
Both end and beginning are focused on location or time, and can be abstract in nature, 
making them fine exemplars of the broader profile of abstract fillers in this network. The 
fillers development and invention are also very central to the network, and are abstract, but 
are focused on a process or procedure rather than a location or a time as are end and 
beginning are. The filler rest is the most frequent filler that represents the category of 
“quantity noun” in phrases such as the rest of the country. Finally, the filler opium at the 
bottom of the network is clearly a frequent filler, but is an example of a filler that does not fit 
well into the network of words. It is ranked 698 in terms of closeness centrality, among the 
lowest centrality scores in this group at 0.515, confirming its fringe status in the semantic 
similarity network.  
Lower frequency fillers that were used in higher scoring essays, such as benefit, guilt, 
ineffectiveness, realization, status, validity, start, issue, position, role, and introduction are 
also “abstract process nouns.” Thus, like the higher frequency fillers in the network, they are 
also abstract. Other fillers of interest include roles that people occupy. For example, 
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president, leader, winner, and member all appear to be used in relatively high-scoring essays. 
Many of these fillers such as president have a sense in the WordNet database that is 
categorized as an abstract entity. For example, there are six senses of the word president in 
WordNet. The sixth sense is described as “the office of the…head of state” rather than “the 
officer” which would be a person or a physical entity. This abstract sense of the word is more 
in line with the general profile of abstract nouns that make up the network and is why the 
filler occupies a more central location in the network.  
Returning to the filler opium, it can be seen that the node is green, signaling that the 
average score of essays featuring the word opium is lower relative to the average scores of 
essays featuring the other fillers in the network. In fact, the average scores of essays that 
feature the word opium in the frame is 3.62 on the proficiency scale of 1 to 7. Taking a closer 
look at the files, it turns out that opium occurs in 22 distinct files with 21 of those files in the 
SPN sub-corpus. Furthermore, the topic of those essays was “Television is the opium of the 
masses.” Therefore, opium represents a very topic-specific filler, and the manner in which the 
word opium is used is synonymous with addiction or some sort of placating agent and is thus 
intangible. However, this manner of use is not covered in the WordNet database which 
contributes to its fringe status in the network, a limitation of the methodology. Considering 
the high frequency but topic/L1 specific nature of the word opium in this dataset, it was of 
interest to separate the fillers by L1 for further examination. The top 25 fillers from each sub-
corpus were thus extracted and are presented below in Figure 4.7 to better gauge differences 
of fillers between sub-corpora. Frequencies are normalized per sub-corpus. 
138 
 
 
 
 
 
 
Figure 4.7. The 25 most frequent fillers of Family 1: (preposition) + the * of the by L1 
group. Frequencies are normalized per 100,000 words 
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Of immediate notice is that the fillers of this pattern of frames display a relatively, though 
not perfect, Zipfian distribution in the ENS and SPN sub-corpora, but less so in the JPN sub-
corpus. This is consistent with previous work on discontinuous formulaic language, such as 
work on phrase frames and Verb Argument Constructions (VACs) (cf. Römer, 2010; Ellis & 
Ferreira-Junior, 2009). Zipfian distributions have been linked to the distribution of lexis in 
natural language where the frequency rank order of a word is inversely proportional to the 
frequency of tokens of that word in a corpus (Zipf, 1935). That is to say, the most frequent 
word in a language sample will likely be about twice as frequent as the second most frequent 
word in the sample, three times as frequent as the third most frequent, and so on and so forth. 
Given that the L1 Japanese speakers represent the least proficient L1 group in this data set, 
the lack of a Zipfian distribution of fillers for that group holds with previous research linking 
Zipfian distributions with language emergence. The data for the current set of productive 
frames appears to follow that trend, but less so for the Japanese L1 authors.  
For instance, the filler invention is the third and second most frequent filler in the ENS 
and JPN sub-corpora respectively. It turns out that “Inventions” is a topic present in both the 
ENS and JPN sub-corpora but not in the SPN sub-corpus. Like the presence of opium as the 
second most frequent filler in the SPN sub-corpus, this is likely a result directly related to 
topic. However, note that the fillers end and beginning are the most frequent fillers in both 
the ENS and SPN sub-corpora, but neither appear within the top-25 in the lower proficiency 
JPN sub-corpus. In fact, in this pattern of frames, end and beginning combine for a total of 84 
raw occurrences in the ENS sub-corpus, 75 in the SPN sub-corpus, but only 4 occurrences in 
the JPN sub-corpus. The fillers end and beginning seem ideal candidates for fillers that are to 
a large extent unlikely to be topic specific and would be expected to be encountered in essays 
regardless of topic. Despite these differences, there are similarities among the fillers between 
L1s. For example, all three sub-corpora feature the fillers center and rest, illustrating their 
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broad usage across L1s and topics. Finally, while the actual words vary between sub-corpus, 
words fitting into the semantic group of quantifiers is represented in each sub-corpus, with 
words such as majority, number, and most. 
In summary, the trend for fillers of Frame Family 1 appears to be a highly interconnected 
network of mostly abstract nouns with a focus on some intangible procedure or process, time, 
location, or quantification nouns. Biber et al. (2006) explicitly categorize most of these 
nouns, at least those that occur more 20 times per million words in the T2K-SWAL Corpus, 
as “abstract process nouns” (p. 250). The prominence of abstract nouns as fillers is congruent 
with findings from previous work in lexical bundles that fulfill a referential function. Biber et 
al. (2004) observed that referential bundles often function to point out some important 
intangible or abstract attribute of the noun phrase that follows (p. 393). Geluso (2018), using 
the ICNALE corpus (Ishikawa, 2014), had similar findings in his analysis of the frame the * 
of the as it occurred in the English sub-section of the corpus. Examination of the concordance 
lines of the present set of frames also supports this observation. Indeed, the target frames of 
the family (preposition) + the * of the are often used for referential discourse functions, in 
particular, intangible framing which reflects the abstract, intangible nature of the majority of 
fillers. To consider this further, the next section will present the findings of the analysis of 
discourse functions fulfilled by Frame Family 1. The specific research question addressed is: 
• RQ3: For which discourse functions are the most frequent and variable function 
word frames used? What role, if any, is played by L1, writing quality/proficiency, 
essay topic, and between frames in the same structural groupings/families?  
 
4.4.2 Discourse functions of frames in Family 1: (preposition) + the * of the 
The vast majority of frames in Family 1 served a referential discourse function. In fact, 
out 1,924 instances of frames, only 23 did not serve a referential function. Of those 23 
frames, 17 were text organizers and six served to mark stance. Before embarking on a deeper 
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discussion of referential frames, the frames used for text organizing and marking stance will 
be touched on. Text organizing frames were often the 5-word frame in the * of the featuring 
the filler case. Examples 1 and 2 below illustrate such instances of text organizing as the 
frame offers a clear limiting condition to a following proposition. Meanwhile, example 3 
offers an instance of the frame functioning to communicate stance. Example 3 is also 
illustrative of the overlap of multiword verbs, in this case a prepositional verb, and frames. 
This overlap of multiword verbs and frames is not a focus of investigation in the present 
study but is frequent enough that it merits mention and is a possible avenue for future 
research. 
1. … had access to a radio and or newspaper where they could get the day's information 
easily and completely. And, in the case of the radio, all was almost immediate. 
(ENS_142) 
2. … we notice in armies of other countries which have opted by this system, like in the 
case of the United States of America. (SPN_767) 
3. … Stanzza reflects an idea which very frequently arises in John Bonne's poems. This 
idea is connected with the fact of the unity of two souls (SPN_668) 
 
While text organizing and stance frames occurred within this family, they were rare. 
Referential frames on the other hand were ubiquitous, accounting for about 99% of the 
frames in Family 1. These findings reinforce previous research on discourse functions of 
lexical bundles: Biber et al. (2004) noted that “there is a very strong relationship between 
structural type and discourse function for lexical bundles,” observing that most referential 
bundles “are composed of noun phrase or prepositional phrase fragments” (p. 397). Noun- 
and preposition-based frames are precisely what make up Frame Family 1. Beyond bundles, 
Garner (2016), who also used Biber et al.’s (2004) taxonomy for discourse functions, found 
that it was rarely the case that frames varied in discourse function even with distinct fillers in 
the variable slot, underscoring the consistency between structure and discourse function. 
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Recall, however, that the referential function is divided into sub-functions, and there is 
variation between these sub-functions. In this study, the following five sub-functions pertain: 
1) intangible framing, 2) procedure/process, 3) quantification, 4) location/time, and 5) 
tangible framing. Figure 4.8 below presents the normalized frequencies of frames in the 
family (preposition) the * of the in the combined corpus. The majority of instances of this 
frequent and variable pattern of frames fulfill the function of intangible framing or procedure 
and process. Apart from these two major sub-functions we see that the frame the * of the 
most often functioned to mark location/time or quantification.  
 
Figure 4.8. Referential sub-functions of Frame Family 1: (preposition) + the * of the 
 
The findings here are consistent with Biber et al.’s (2004) observation that bundles 
featuring noun or prepositional phrases mostly serve a referential function. However, what is 
interesting is the extent of the intangible framing sub-function among this family of frames. 
Biber and colleagues explained that referential bundles frames often function to identify some 
particular attribute of an entity as especially important (p. 384). Examples 4 to 6 below do 
just that. In example 4 it is the truth that is especially important. The same is true of examples 
5, 6, and 7 where effects, power, and quality are of particular importance. The frame in 
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example 8 at first glance appears to function to mark time, and the larger bundle in the heat of 
the moment does just that. However, limiting the analysis to the function of the 5-frame in the 
heat of the, the filler heat is pointing out a particular attribute, metaphorical as it might be, of 
the moment. Therefore, the frame is again fulfilling the intangible framing subfunction.  
4. …man's inherent desire to seek out the truth of the world is defeated by the 
incomprehensible nature of (ENS_10) 
5. The effects of the computer have been tremendous (ENS_118) 
6. …the economical position reinforces the power of the ruling classes and stresses the 
poverty of the lower classes (SPN_733) 
7. The quality of the camera was not so good when the first cell phones with camera on 
it came out (JPN_630) 
8. They think it is okay to get caught up in the heat of the moment (ENS_275) 
 
In addition to pointing out important attributes of an entity, intangible framing can also 
make reference to abstract entities, although the interpretation of what constitutes an abstract 
entity might vary between people. In the literature review it was argued that roles that can be 
occupied or carried out by a person are abstract, for example, owner, author, sister, or 
president. In the present dissertation, such words were generally marked as abstract process 
nouns with the sub-function of intangible framing when the real-life individual occupying 
that role was not obvious from the text around the frame. Example 9 illustrates one such 
instance where owner clearly refers to an individual as the pronoun he signals, but owner is 
still a role, an abstract concept, that could be occupied by anyone. Example 10 is another 
instance of a filler of a frame that could arguably be labeled tangible rather than intangible 
framing as it is here: Surely one can touch the books that embody “the literature of the 
seventeenth century,” but literature is a broader abstract idea than any single tangible book.   
9. The owner of the dogs said that he lost track of them (JPN_332) 
10. …a recurrent theme in the literature of the seventeenth century (SPN_761) 
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Furthermore, in examples 9 and 10, like 4 through 8, the authors are pointing to an 
important aspect of a noun phrase that follows the frame. The focus of the clause that houses 
the frame is arguably more centered on the filler of the frame than it is on the noun phrase 
that follows the frame. Figure 4.9 illustrates the connection between abstract nouns in the 
variable slot of the frame and the influence on discourse function that instances of the frame 
fulfill. Intangible discourse functions arise from abstract nouns emphasizing some intangible 
quality of a following noun phrase.  
 
Figure 4.9. Relationship between fillers, frames, and discourse function 
 
 In summary, the intangible framing sub-function is the most common sub-function in this 
family of frames and many of the other families for that matter. This is an important 
observation and one to which we will return.  
The next section will present a logistic regression where discourse function is the 
dependent variable. Because nearly 99% of the frames in this family fulfill a referential 
function, only the five referential sub-functions were used as dependent variables. The 23 
instances of the frame that did not serve a referential function are not included in the analysis. 
Four predictor variables were used and added to the model in blocks. The decision on the 
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order that the blocks were added to the model was described in section 3.5.1. The order was: 
(1) L1, (2) fair score, (3) topic, and (4) frame.  
 
4.4.2.1. Statistical evaluation of discourse functions 
Table 4.8 below provides an overview comparison of the different models. It can be seen 
in Table 4.8 that each model is significant at p <.05.  
Table 4.8. Regression models with predictor variables added by block for frames in Family 
1: (preposition)+ the * of the  
Model 
No. 
Predictor variables X2 df p-value 
1 L1 21.9 8 = .005 
2 Proficiency (when controlling for 
L1) 
31.3 12 = .002 
3 Topic (when controlling for L1 and 
proficiency) 
318.3 100 < .001 
4 Preposition (when controlling for 
L1, proficiency, and topic) 
832.1 144 < .001 
 
Significant differences were found between models 2 and 3 where model 3, adding topic 
as a predictor, was a significant improvement over model 2. Likewise, model 4 performed 
significantly better than model 3 when the preposition in the target frames was added as a 
predictor. Table 4.9 below provides an overview of the model comparisons. 
Table 4.9. Comparisons of logistic regression models for Frame Family 1 
Models compared X2 df p-value 
1 - 2 9.36 4 = .053 
2 - 3 287.01 88 < .001 
3 - 4 513.86 44 < .001 
 
Because each block was significant, key points from each model will be highlighted 
before moving on to model 4 in more depth. This approach is useful in demonstrating how 
the addition of predictor variables affects the data and possible interpretations of the data in 
LCR.  
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Model 1.   For model 1, ENS and intangible framing were set as the reference level 
variables. While the model was statistically significant, there is not much information beyond 
what the descriptive statistics already made clear. Descriptively, we see in Figure 4.10 that 
the L1 English and Spanish authors have the highest frequencies in terms of the discourse 
functions that the pattern of frames fulfills. This is because the L1 English and Spanish 
speakers use this group of frames more than the L1 Japanese speakers. The Japanese authors 
trail in every category because they use the target frames at substantially lower rates than the 
other two L1 groups. However, it is of note that proportionally, the L1 Japanese are closer to 
the groups within the rarer categories of quantification and tangible framing. 
 
Figure 4.10. Normalized frequencies of referential discourse sub-functions by L1 for 
Frame Family 1: (preposition) + the * of the 
 
The output of the logistic regression is consistent with the descriptive statistics in that 
intangible framing is the most likely discourse function to be used by all groups, as seen in 
Figure 4.11 below. It also appears that L1 Japanese authors are slightly less likely to use the 
frames to mark location or time, and slightly more likely to use the frames for quantification 
than the L1 English or Spanish authors. This last point illustrates where the inferential 
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statistics offer more information than the descriptive statistics. Descriptively, the texts in the 
JPN sub-corpus feature fewer instances of quantification, but the regression reveals that 
quantification is slightly more likely in the JPN sub-corpus than the other two. 
 
 
Figure 4.11. Probabilities of referential sub-functions by L1 for Frame Family 1: 
(preposition) + the * of the 
 
Model 2.  Model 2 was significant in predicting the referential sub-function by L1 when 
controlling for fair score. Findings for intangible framing and marking procedure or process 
are reported more thoroughly here as those two sub-functions had probabilities above 0.5 
among the different L1 groups based on the fair scores. Recall that a probability greater than 
0.5 means that there is a greater than 50% chance of a given outcome. This means that there 
were scenarios when there was a greater than 50% probability in which the frames would be 
used for intangible framing over any of the remaining four sub-functions. The same can be 
said about marking procedure or process.  
 To better understand how the different L1 groups used intangible framing and 
procedure/process relative to their proficiency level, logistic regression plots were generated 
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to visualize the probability of using the two discourse functions. As can be seen in Figure 
4.12, the probability of this family of frames being used for intangible framing increases 
along with the fair score among L1 English speakers. Interestingly, the opposite trend appears 
to be true for both non-native speaker groups, particularly among the SPN authors, where the 
predicted probability of using the frames for intangible decreases from about 0.58 among the 
lowest fair scores to about 0.4 among the highest fair scores. This is a particularly interesting 
finding as the L1 Spanish authors actually use this pattern of frames to mark intangible 
framing more frequently than the L1 English authors, as was seen in Figure 4.10. 
 
Figure 4.12. The probability of frames fulfilling the intangible framing sub-function by 
fair score and L1 for Frame Family 1: (preposition) + the * of the 
 
Moving on to the sub-function of marking procedure or process, the opposite trend is 
seen. Figure 4.13 makes clear that the L1 English speakers in general are not more likely to 
use this family of frames, (preposition) + the * of the, to mark procedure or process 
compared to other referential sub-functions regardless of their fair score. Meanwhile, the 
probability of both the L1 Japanese and Spanish speakers using this family to mark procedure 
or process increases with fair score.  
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Figure 4.13. The probability of frames fulfilling the procedure or process sub-function by 
fair score and L1 for Frame Family 1: (preposition) + the * of the 
 
Examining the raw data can shed light on the actual numbers behind these probabilities. 
Looking at texts in the JPN sub-corpus with a rounded fair score of 5 or above, it was found 
that the target frames occurred 35 times. Of those 35 instances, 13 were used to mark 
procedure or process, or about 37%. Looking at texts in the JPN sub-corpus that had a 
rounded fair score of 3 or below, it was found that the target frames occurred 150 times. Of 
those 150 instances, 31 fulfilled the procedure or process function, or about 21%. Keeping 
the actual numbers behind the visuals and probabilities in mind helps to understand the 
confidence behind the predictions and account for the width of the confidence bands. The 
confidence bands around the regression line with a fair score of 5 or above in the ENS plot 
are much smaller as there are more data points at that end of the continuum when compared 
to the JPN plot.  
On the other hand, looking more closely at the center of both plots, specifically at fair 
scores between 3 and 5 where there is a higher concentration of observations, the difference 
is not as striking in the probabilities of discourse function between the L1 groups. With 
respect to Figure 4.12, frames in essays with a fair score of 4 in all three L1 groups have a 
probability around 0.5 for intangible framing. Likewise, in Figure 4.13, each group features 
probabilities around 0.3 for marking procedure or process at proficiency level 4.  
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Model 3.  Adding topic as a predictor resulted in a significant improvement in model 3 
compared to model 2 as was described in Table 4.9. This improvement can be better 
understood with a closer examination of the descriptive statistics related to discourse 
functions used by the different L1 groups. Considering discourse function solely by L1, it 
was seen in Figure 4.10 that the referential sub-functions intangible framing, 
procedure/process, and location/time, were much more frequent in the ENS and SPN sub-
corpora than the JPN sub-corpus. This is in line with the overall less frequent use of the target 
frames in the JPN sub-corpus. However, to further examine the influence topic can have 
when grouping only by L1, Figure 4.10 is reproduced below as Figure 4.14, this time only 
including the three topics common to each sub-corpus: “General social issues and opinions,” 
“Crime and punishment,” and “Environmental issues.” Because only the three topics 
common to all corpora were used, frequencies were normalized to 10,000 words as sub-
samples of the corpora ranged from about 30,000 to 57,000 words. If topic has little effect, 
then the distribution of discourse functions in Figure 4.14 should be similar to those revealed 
in Figure 4.10 above; however, this is not the case. Instead we see that the gap in frequency 
of use of frames for sub-function between L1 Japanese and the other groups is less for 
intangible framing and the Japanese even mark procedure process more than the L1 English 
authors.  
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Figure 4.14. Normalized frequencies of referential discourse sub-functions across topics 
that occur in all L1 groups for Frame Family 1: (preposition) + the * of the  
 
An example of effect that topic has on frames is well illustrated with actual frames from 
the data. Let us use instances of the base frame the * of the, as an example. As mentioned 
above, the filler opium was one of the most frequent fillers for the frame, occurring 40 times. 
This filler can be traced directly back to the topic “Television is the opium of the masses” in 
the SPN sub-corpus. Previous work on bundles and formulaic language has removed bundles 
taken directly from the prompt. With frames, however, that is not a reasonable option because 
the frame itself often does not repeat the topic until it is instantiated with a filler. Therefore, it 
can be argued that the frame is being used to set up the topic within the text. Instances such as 
example 11 illustrate how the frame is used to refer back to the overall topic of the essay. 
Examples 12 and 13 provide instances of intangible framing that are less entrenched in the 
topic of the essays. 
11. I have chosen this topic because I think television has become the opium of the 
masses (SPN_700) 
12. He was clearly violating the spirit of the constitution but was merely reiterating what 
was practiced and preached by his predecessors. (ENS_77) 
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13. … some young people quit their job just after the employment because the reality of 
the workplace is different from their image (JPN_570) 
In general, the proportion of referential sub-functions between L1 groups appears to 
change substantially when controlling for topic. This provides further support for the 
inclusion of topic as a predictor variable in the final model. The next section will consider the 
effect that the preposition, or lack of, has on predicting discourse function with this pattern of 
frames: (preposition) + the * of the.  
Model 4.  Model 4 was a significant improvement over model 3, and the model itself was 
also significant: X2 = 832.1, p < .001, df = 144. The relationship between predictor variables 
and outcome variables demonstrated an effect of 0.214 as measured by Nagelkerke’s pseudo 
R-squared, substantially higher than model 3’s R-squared 0.084. The omnibus ratio 
likelihood test revealed that two of the four predictor variables were significant in predicting 
discourse functions when controlling for the other predictors: topic of the text, and 
preposition (or lack thereof) in the first position of the base frame the * of the. Interestingly, 
neither L1 nor proficiency level were significant predictors of referential sub-functions when 
topic and preposition were included as predictors. Table 4.10 outlines the results in more 
detail. 
Table 4.10. Overview of the final logistic regression model predicting discourse functions for 
frames in Family 1: (preposition) + the * of the 
Predictor X2 df p-value 
L1 9.29 8 = .319 
Fair score 8.43 4 = .077 
Topic 249.79 88 < .001 
Preposition 513.86 44 < .001 
 
As the predictors of preposition and topic were significant when controlling for other 
predictors, they will be investigated more closely here. With respect to prepositions as 
predictor variables, Figure 4.15 visualizes the probability of a discourse function given the 
different prepositions in the first position of the frame. Intangible framing, marked by light 
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blue lines in the figure, is the most frequent discourse function overall, as well as the most 
probable discourse function across most prepositions as predictor variables. As intangible 
framing was discussed above, more attention will now be given to deviations from this trend 
that are apparent in Figure 4.15, specifically with the frames at the * of the, for the * of the, 
and with the * of the. With respect to at preceding the * of the in this family of frames, it can 
be seen that the probability of marking location/time is much higher than the other discourse 
functions within the larger referential function. This finding supports intuitions of the use of 
at with phrases such as at the center of the universe that clearly mark a location. Also, we see 
that for and with better predict the discourse function of procedure/process (yellow lines) than 
intangible framing.  
In the next sections, a more complete picture of the statistics from model 4 that underlie 
the predictors marking location or time and procedure or process for frames following the 
pattern (preposition) + the * of the will be considered. The aim of these sections is to better 
understand the role all predictors play in the discourse functions that break the trend of 
intangible framing, which was covered in more detail above, being the default discourse 
function.  
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Figure 4.15. Probabilities of referential sub-functions given specific prepositions preceding the * of the frame as predictor variables. 
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4.4.2.2 Discourse function: Marking location and/or time 
To gain a better sense of strength of prediction, and how the choice of preposition affects 
discourse function, Table 4.11 presents output of the significant predictor variables including 
prepositions and topics that are more likely to predict the discourse functions of marking 
location or time than the reference levels (i.e., no preposition and the topic “General social 
issues and opinions”).  
Table 4.11. Significant predictors for frames in Family 1 frame marking location/time: 
(preposition) + the * of the 
     95% CI 
Predictor Coefficient Standard 
error 
Z test Odds 
ratio 
Lower Upper 
Preposition       
at 6.08** 0.74 8.21 435.95 102.20 1859.53 
by 1.93** 0.42 4.56 6.87 3.00 15.74 
from 1.79** 0.50 3.56 6.02 2.24 16.14 
in 1.15** 0.27 4.27 3.16 1.86 5.35 
about -27.57** 6.78e-12 4.07e-12 1.06e-12 1.06e-12 1.06e-12 
Topics       
Family issues -26.62** 1.01e-11 -2.62e-12 2.75e-16 2.75e-16 2.75e-16 
Marriage -20.98** 2.22e-10 -9.43e-10 7.74e-10 7.74e-10 7.74e-10 
University -3.285* 1.48 -2.21 0.04 0.00 0.69 
Technology 
stifles the 
imagination 
-2.226* 1.07 -2.09 0.11 0.01 0.87 
* p < .05 
** p < .001 
 
As is seen in Table 4.11, the frame at the * of the is about 436 times more likely to mark 
location or time than instances of the 4-word frame the * of the without at. This illustrates the 
predictive power that a single preposition has in influencing the discourse function of a 
frame, and provides compelling evidence in support of Tyler’s (2012) proposal that 
prepositions take part in a “motivated semantic network” (p. 135). It should be noted, though, 
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that while the odds ratio is high, the spread in the confidence intervals is larger than those for 
the other prepositions as predictors. Despite this spread, even the lower end of the confidence 
intervals has an odds ratio of greater than 100 indicating the likelihood of at marking location 
or time. In addition to at, the odds ratios are greater than 1 when the preposition preceding 
the frame is by, from, or in. These prepositions result in the frame being about three to six 
times more likely to mark location or time. The odds ratios align well with the descriptive 
statistics seen in Figure 4.8 and illustrate a pattern of these four prepositions marking 
location or time. Investigating concordance lines reveals that at the * of the frequently serves 
to identify abstract locations or times as seen in examples 14 through 16 which feature the 
fillers end and beginning. In fact, the fillers end and beginning make up over 80% of the 
fillers in the frame at the * of the in the combined corpus. This pattern of references to 
abstract time or location is also apparent with by, from, and in preceding the frame as is 
shown in examples 17 and 18.  
14. … the symbolic smashing of the mirror at the end of the play signifies his death 
(ENS_1) 
15. At the beginning of the play appear the main characters (SPN_665) 
16. By the end of the play, we think Oreste has achieved his aim… (ENS_10) 
17. The second reason is we started to use Hinomaru from the beginning of the world 
war (JPN_514) 
18. It is sure that he will not be in the middle of the conflict. (SPN_800) 
 
Marking location or time can also include concrete locations such as those seen in 
examples 19 and 20, below. Additionally, about half of the instances of the frame functioning 
to mark location or time were preceded by a preposition such as until, around, or toward. 
While none of those prepositions resulted in 4-word frames frequent enough to be 
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investigated individually in this study, the relationship between the family of frames with the 
structure preposition + the * of the and the location/time function is clear.  
19. You never know what is happening outside the site of the accident (JPN_301) 
20. …that thought changed while I traveled around the villages of the North of Thailand 
(JPN_352) 
 
Interestingly, the preposition to is not a significant predictor in marking time or location. 
One might assume that to would most frequently carry out a locative function in a phrase like 
brought to the homes of the people. While previous research has shown that this is often the 
case in verb locative constructions such as walk to the store (Ellis & Ferreira-Junior, 2009), it 
is not the case with this frame in this data set. Rather, the frame to the * of the more often 
functions to mark intangible framing as illustrated in examples 21 and 22: 
21.  these religious implications are perhaps designed to lead us to the idea of the 'last 
judgement (ENS_7) 
22.  the words “moving of the earth brings harms and fears” appeal directly to the image 
of the earthquake (SPN_669) 
 
Examples 21 and 22 are representative of the use of to in multiword verb combinations. 
While multiword verbs were not the precise focus of the present study, the observation of the 
overlap of multiword verbs and frames or bundles was frequent throughout the analysis of 
this dataset. Perhaps mastery, or lack of mastery, of multiword verbs is an underlying reason 
for the disparity in the number and types of frames used between proficiency levels, and an 
avenue for continued research in LCR.  
Beyond the preposition or absence thereof, topic also had a significant influence on the 
discourse function. Specifically, the topic “Inventions,” which appears in both the ENS and 
JPN sub-corpora, is 2.5 times more likely to mark location or time than essays at the 
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reference level: “General social issues and opinions.” Examining concordances, this appears 
to be mostly attributable to essays on inventions featuring phrases such as the turn of the 
century and in the middle of the century. Finally, the last four topics presented above in 
Table 4.11, “Family issues,” “Marriage,” “University,” and “Technology stifles the 
imagination,” all have negative coefficients and odds ratios less than 1. This indicates that 
frames of this pattern under the topic “General Social Issues and Opinions” are more likely to 
function as intangible framing than marking time or location. Next, the discourse function of 
marking procedure or process will be discussed. 
 
4.4.2.3 Discourse function: Procedure or process  
The procedure/process discourse function is similar to intangible framing in that the filler 
typically points out some important, intangible aspect of the noun phrase that follows the 
frame, but the filler reflects a process often identifiable by the nominalization of a verb. This 
is illustrated in examples 23 through 25 below (where the nominalized filler is underlined).  
23. I feel the invention of the computer has significantly changed people's lives. 
(ENS_120) 
24. the opposing side offers more accurate statistics as well as more valid reasons for the 
abolition of the death penalty (ENS_171) 
25. … something we can guess through the reading of the second verse (SPN_669) 
 
Returning to Figure 4.15, the prepositions for and with appear to be strong predictors for 
marking a procedure or process. Additionally, while not as strong as a predictor as for and 
with, at also appears to be a significant predictor of the procedure/process sub-function, 
although it lacks the power it has in predicting the location/time sub-function. Table 4.12 
outlines the coefficients for the significant predictor variables.  
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Of the three prepositions predicting the marking of procedure/process, the frame at the * 
of the has the highest odds ratio which at first glance would lead us to conclude that at best 
predicts the marking of this discourse sub-function. However, the confidence intervals of the 
odds ratio for at are wider than those of with and for. Wider confidence intervals are most 
likely due to fewer observations. When examining the raw occurrences, we find that at the * 
of the marks procedure or process a mere six times compared to 23 and 39 instances of for 
the * of the and with the * of the, respectively. Therefore, it can be said that for and with 
predict marking procedure/process with more confidence than at in this family of frames.  
Table 4.12. Significant predictors for frames in Family 1 marking procedure/process: 
(preposition) + the * of the 
     95% CI 
Predictor Coefficient Standard error Z test Odds ratio Lower Upper 
Preposition       
for 1.11** 0.35 3.21 3.04 1.54 5.98 
with 1.25** 0.28 4.45 3.50 2.02 6.08 
at 1.93* 0.83 2.31 6.87 1.34 35.13 
       
Topics       
Inventions 1.54** 0.29 5.37 4.68 2.67 8.23 
A single Europe 0.79* 0.33 2.38 2.19 1.15 4.19 
Education, 
language, and 
policy 
-0.91* 0.40 -2.27 0.40 0.18 0.88 
Environmental 
issues 
1.21* 0.46 2.60 3.34 1.35 8.30 
University -2.19* 0.76 -2.89 0.11 0.03 0.50 
Television as 
opiate of the 
masses 
-0.83* 0.35 -2.35 0.44 0.22 0.87 
* p < .05 
** p < .001 
 
As mentioned above, the procedure/process function is typically marked by fillers that 
are nominalizations of a verb such as development or the present progressive form of a verb 
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such as moving. Examples of these frames predicting the procedure or process sub-function 
are given below.  
26. …the television has been the reference for the development of the daily life. 
(SPN_815) 
27. …special buildings will be constructed just for the representation of the plays. 
(SPN_847) 
28. …this image has to do with the moving of the spheres (SPN_664) 
29. …we see a turning-point in French industrial relations with the passing of the Lois 
Auroux (ENS_55) 
 
In terms of topics, the strongest predictors of procedure/process were the topics of 
“Inventions”, present in both the ENS and JPN sub-corpora, and “A single Europe,” present 
only in the ENS sub-corpus. With the topic “Inventions,” the most prominent instance of the 
frame was with the filler invention exemplified below in examples 30 and 31: 
30. I feel the invention of the computer has significantly changed people's lives 
(ENS_120) 
31. the advantages brought to the world by the invention of the aircraft (JPN_660) 
 
In summary, frames in Family 1, (preposition) + the * of the, constitute a set of high-
frequency and productive frames most often fulfilling the discourse function of intangible 
framing. The preposition occupying the first position of the frame is a strong predictor of its 
function, the most obvious case being at which often predicts the discourse function of 
marking of time or location, or for or with which are strong predictors of the 
procedure/process sub-function. This finding highlights the predictive power that 
prepositions have on the discourse functions that formulaic language fulfills. This is a finding 
that could motivate the teaching of prepositions from a more phraseological perspective.  
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The frame the * of the, when not overlapping with one of the frequent preposition-based 
frames, also most frequently served the referential discourse functions of intangible framing 
or procedure/process. Intangible framing was marked by fillers such as benefit, status, power, 
truth, quality, president, owner, and founder. The procedure/process discourse sub-function 
was realized with fillers that were the nominalizations of verbs such as development and, 
most frequently, invention. These two functions were followed in frequency by the discourse 
functions used to construe location or time with fillers such as end and beginning, and 
quantification with fillers such as rest.  
Another key observation was the influence topic has on discourse function. This was 
most apparent in the topic of “Inventions.” The topic of “Inventions” was a significant 
predictor for frames to fulfill the sub-functions of marking procedure or process and time or 
location. The former was most often realized with the bundle the invention of the or the 
creation of the and a following noun phrase clarifying what that invention or creation was. 
The latter often featured a frame being used to mark a time when something was invented 
such as at the turn of the century or in the middle of the century.  
In the next section, Frame Family 2 will be analyzed: preposition + the * of. An 
important difference between this family of frames and the previous family is that with the 
previous the definite article was in the last fixed slot of the frames and there was an optional 
preposition in the first slot to create a 5-word frame. With this second family of frames, there 
is no definite article in the last slot of the frame, and the preposition in the first slot is 
mandatory. As with section 4.5, research questions two and three will be addressed in this 
section, but with regard to Frame Family 2:  
• RQ2: How can the fillers of structural groups/families of function word frames be 
characterized semantically? 
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• RQ3: For which discourse functions are the most frequent and variable function 
word frames used? What role, if any, is played by L1, writing quality/proficiency, 
essay topic, and between frames in the same structural groupings/families?  
 
4.5 Frame Family 2: preposition + the * of 
In this section, similar analyses are now carried out for all frames in Family 2: 
preposition + the * of. Unlike the frames in Family 1 explored in Section 4.4, the preposition 
is mandatory for fames in Family 2, and the frame is not followed by the (thus, there is no 
overlap in the frames analyzed in the two sections). The frames that met the frequency and 
variability thresholds of 4-word frames following of the pattern preposition + the * of, 
without the following the frame, occurred for a total raw frequency of 1,769 instances or 
about 269 instances per 100,000 words of text in the combined corpus. Similar to the related 
5-word frames following the pattern preposition + the * of the, these frames were more 
frequently used in the ENS and SPN sub-corpora and less frequently in the JPN sub-corpus. 
Figure 4.16 below presents the normalized frequencies of the pattern per sub-corpus. As was 
noted in section 4.4 about Frame Family 1, the reason that L1 Japanese use the frames less is 
most likely traced back to Japanese learners struggles with articles and prepositions. If 
Japanese learners of English are simply using fewer articles and prepositions than L1 English 
and Spanish authors due to interference from Japanese, then they will produce fewer function 
word frames.   
163 
  
 
 
Figure 4.16. Normalized frequencies across sub-corpora for frames in Family 2: 
preposition + the * of 
 
Table 4.13 presents the variability, predictability, and most frequent fillers of each frame 
from the Combined Corpus for frames in the family preposition the * of. Frames in this 
family were highly variable featuring a TTR of 0.435 and predictability of about 3%. These 
statistics reveal that Family 2 is slightly more variable and less predictable than the highly 
similar group of frames, Family 1 (TTR: 0.426; predictability: 6%). However, comparing the 
variability and predictability measures between individual frames between the two groups 
(e.g., for the * of vs. for the * of the) revealed few and only small differences on an 
individual level, pointing to the similarity of the two families of frames.  
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Table 4.13. Variability, predictability, and most frequent fillers of frames following the 
pattern preposition + the * of  
Frame Variability  Predictability Most frequent filler 
in the * of  0.525 12% case 
of the * of  0.718 3% comedy  
to the * of  0.718 3% comedy 
with the * of 0.734 5% use 
at the * of  0.390 24% end 
for the * of 0.699 6% good / sake 
on the * of 0.823 4% point 
by the * of 0.816 6% use 
from the * of  0.792 10% point 
as the * of  0.831 4% center / God 
about the * of 0.881 5% birth / lack 
 
As done in section 4.4.1, section 4.5.1 will be dedicated to presenting and discussing the 
findings related to the internal characteristics of the family of frames. In this section, though, 
the focus is on the preposition + the * of family. The next section will focus specifically on 
research question two:  
• RQ2: How can the fillers of structural groups/families of function word frames be 
characterized semantically? 
 
4.5.1 Semantic profile of fillers of frames in Family 2: preposition + the * of 
To be clear, the previous section focused on the larger pattern (preposition) + the * of the 
and included both instances of the 4-word frame the * of the and instances where a 
preposition was present to create a 5-word frame of the pattern preposition + the * of the. 
The present section is focused on recurrent 4-word frames of the pattern preposition + the * 
of where there is always a preposition in the first position and the word the does not follow 
the frame.  
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Figure 4.17 was created following the same process to create the semantic network in the 
previous section. As with the network in the previous section, this network is dominated by 
abstract process nouns. Examining the figure more closely, it can be seen that the filler case 
is the most frequent filler as is indicated by its size, but case is followed by numerous other 
fillers of nearly equal frequencies such as beginning, end, development, importance, and rest. 
As in the previous network, end features the highest “closeness centrality” score in the 
network, this time with a score of 0.99 on a scale of 0-1. Other fillers with high centrality 
scores are case, figure, form, and way. These high scores are attested by their centralized 
locations in the network. The high frequency fillers beginning and rest also have high 
centrality measures above 0.90. However, other large nodes closer to the outskirts such as 
importance and comedy are not as central to this semantic network. Importance has a 
centrality score of 0.74 and comedy is lower with a score of 0.55. These two fillers can be 
traced back to essays in the SPN sub-corpus on the topic of “Types of theatre” where the 
fillers frequently, but not exclusively, appeared in the lexical bundles from the comedy of 
manners and conventions in the importance of Being Earnest. Again, if the present study 
were focused on lexical bundles, a strong argument could be made for removing these 
topic/prompt specific bundles from the study. However, as the focus is on frames, the fact the 
frame can function to situate the topic within the text is important in and of itself, and they 
were therefore kept in the analysis. It is of note though that these topic specific fillers sit on 
the outskirts of the semantic network of fillers for this family of frames.  
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Fillers from Frame Family 2: preposition + the * of 
 
Figure 4.17. Semantic network of fillers of Frame Family 1: preposition + the * of  
 
Furthermore, the nodes for importance and comedy are relatively large and green in color 
signaling that they are relatively frequent and the average score of essays featuring the fillers 
is in the middle area of the proficiency scale. For example, the filler importance occurred 30 
times, and the average score of the essay that filler occurred in was 3.91 on a scale of 1-7 
with a standard deviation of 1.09. This means that most of the essays in which the filler 
occurred ranged in fair scores from about 3 to 5 with a few below and a few above that range. 
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Again, the more frequent fillers tend to represent a range of proficiency levels simply due to 
their higher frequency and broader usage. It is also informative to consider the nature of the 
smaller orange and red nodes that the higher proficiency writers used and how they compare 
with the more frequently used fillers.  
Near the center of the network in Figure 4.17, fillers such as head, face, subject, and 
quality can be seen. The majority of the frames housing these fillers are found in the ENS 
corpus in files with a fair score greater than 5. Examining the context of use for these fillers, 
it can be argued that they fit the profile of abstract/process nouns seen in the fillers of Frame 
Family 1: (preposition) + the * of the. For example, some of the fillers are used in a more 
metaphorical sense that diverges from the “core” sense of a word. Examples of this can be 
found in bundles such as at the head of my list, in the face of economic pressure, and in the 
face of adversity where the fillers head and face are not referring to a physical head or face 
on a human being. The word head in this context is synonymous with forefront, referring to a 
location, but in this example the location is abstract. Likewise, the filler face in the examples 
above is used in an abstract sense. Typically, senses beyond the core sense of a word are 
acquired later in the acquisition process (Crossley, Salsbury, & McNamara, 2010), an 
observation congruent with their appearance in higher scoring essays. These examples help 
to illustrate the tendency of abstract words to fill the variable slot in this pattern of frames, a 
tendency that appear to extend to the lower frequency fillers.   
To better gauge the differences in filler choice between L1 groups, the 25 most frequent 
fillers by L1 were extracted from the network, which is the main focus of this section, and 
are presented in Figure 4.18. Most striking is perhaps that the fillers in the ENS sub-corpus in 
Figure 4.18 do not have one filler that follows a clear Zipfian distribution as was seen in 
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Figure 4.7 with end. It appears that end does not have as prominent a role in this set of 
frames as it does in the (preposition) + the * of the pattern. This is likely because the pattern 
preposition + the * of does not mark specific events as reliably as the pattern preposition + 
the * of the. The definite article in the latter pattern will precede some entity such as a play or 
a novel that is known to all participants. References to the beginning or end of a known entity 
are probably more likely than similar references to an unknown entity. This may explain the 
higher frequency of end and beginning in Figure 4.18 as compared to Figure 4.7. In the 
network for the pattern preposition + the * of, Figure 4.18, it appears that the L1 English 
authors employ a wider array of high-frequency fillers.  
There are numerous frequent fillers with this family of frames, including case, idea, use, 
absurdity, and rest. Each of these fillers is abstract in nature. The filler case is an 
abstract/process noun that, as we will see in the next section, authors use to fulfill the text 
organizing function of framing signal. Furthermore, case is uniformly frequent across sub-
corpora: The most frequent filler in the ENS and JPN sub-corpora, and is over twice as 
frequent as the second most frequent filler in the JPN sub-corpus. It is also the second most 
frequent filler in the SPN sub-corpus. The fillers idea, use, and absurdity are very frequent in 
the ENS sub-corpus and are all abstract/process nouns. The fillers idea and absurdity will 
lead a frame to fulfill an intangible framing sub-function and use leads to marking a 
procedure or process. The filler rest is the lone marker of quantity among the five most 
frequent fillers in the ENS sub-corpus, but still rest is not used in a concrete sense which is in 
keeping with the abstract nature of the fillers in this pattern of frames. 
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Figure 4.18. The 25 most frequent fillers of preposition + the * of by L1 
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As with the 25 most frequent fillers in the previous set of frames, the filler beginning is 
only absent in the list from the JPN sub-corpus. However, the filler end is among the more 
frequent fillers used by Japanese authors, but not as frequent as with the L1 English as 
Spanish authors. It appears that despite the variation in choice of individual fillers, which 
there most certainly is, the broader trend of this set of frames attracting predominantly 
abstract/process nouns holds across L1 groups. This may suggest that the learners have some 
implicit awareness of the typical semantic profile of words used in this set of frames. 
The next section will look more closely at the discourse functions of the frames fitting 
into the family of preposition + the * of. Research question 3 is the specific focus of the 
section: 
• RQ3: For which discourse functions are the most frequent and variable function 
word frames used? What role, if any, is played by L1, writing quality/proficiency, 
essay topic, and between frames in the same structural groupings/families? 
 
4.5.2 Discourse functions of frames in Family 2: preposition + the * of 
Examining the distribution of frames by discourse function in Figure 4.19, it is apparent 
that like the related frame (preposition) + the * of the, referential functions are by far the 
most frequent. Here the relationship between filler, frame, and function was apparent again 
as 1,226 out of a total 1,769 instances, 70%, of referential functions featured abstract process 
nouns in the filler position. Following referential functions in frequency are text organizing 
functions found in the three frames in the * of, from the * of, and as the * of, and one instance 
of stance. I will first consider the less frequent functions of text organizing and stance before 
examining the referential function and its sub-functions in more depth. 
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Figure 4.19. Distribution of discourse function by frame in combined corpus for Frame 
Family 2: preposition + the * of 
 
The text organizing function occurred only 67 times in this group of frames, or about 10 
instances per 100,000 words. The frame in the * of accounts for 77% of text organizers, 
specifically framing signals, with the filler case being the most common, illustrated below 
with example 32. Meanwhile from the * of and as the * of combine for the remaining 23% of 
text organizers. The most frequent filler of the former frame is point which also functions as 
a framing signal as seen in example 33. Meanwhile, as the * of mostly features the fillers 
result and functions as a resultative signal, see example 34, or case and functions as a 
framing signal.  
32. For instance, in the case of language university studies, the syllabus should include, 
at least, one subject on that language per year (SPN_904) 
33. … from the point of view of their personal behaviour and manners (SPN_668) 
34. … which have been tinged by a certain idealistic view of the world, which developed 
as the result of his childhood (ENS_40) 
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The stance function occurred only once and in the frame as the * of. Closer inspection 
revealed that this instance of the frame was in fact a non-canonical use of the lexical bundle 
and idiom as a matter of fact. The context is shown in example 35. Interestingly, while the 
frame was produced by a non-native speaker, the essay itself was highly scored by the raters 
with a fair score of 5.94 out of 7. This supports the observation that formulaic language is 
one of the more challenging points of acquisition for learners of a target language with 
mastery coming later in the acquisition process (Bardovi-Harlig, 2012).  
35. As the matter of fact, I wanted to go to local school to make many French friends 
(JPN_357). 
 
The preposition + the * of family of frames that is the focus of this section mostly fulfills 
a referential discourse function just as in the previous section focused on (preposition) + the 
* of the family. One important difference, though, when comparing Figure 4.20 to Figure 4.8 
is the scale of the y-axis. In Figure 4.8, the y-axis goes to 100 where in Figure 4.20 it goes to 
about 30, meaning that the most frequent discourse functions in Figure 4.8 are much more 
frequent than those in Figure 4.20 below.  
As seen in Figure 4.20, again intangible framing is the most frequent discourse sub-
function followed by marking procedure process in the majority of frames. This is 
reminiscent of the structurally similar frames in Family 1. The frames in the * of and of the * 
of are particularly frequent in fulfilling the intangible framing sub-function. 
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Figure 4.20. Distribution of referential sub-functions of frames in Family 2: preposition  
the * of 
 
As described in section 4.5, referential bundles function to frame an attribute of a 
following noun phrase as important or noteworthy. Intangible framing is seen in action in 
with the frame in the * of in examples 36 through 38 where laws, equality, and idea are 
emphasized as important aspects of the following noun phrase. Examples 39 and 40 illustrate 
the frame of the * of being used to point out the importance of popularity of pets and the 
futility of life. 
36. …ended up creating a new discovery in the laws of physics (ENS_161) 
37. …I have always believed in the equality of man and woman (ENS_253) 
38. …it is all in the idea of having a good time (ENS_266) 
39. … more housing is available for pet owners than before because of the popularity of 
pets (JPN_332) 
40. …he wants to make people aware of the futility of life (ENS_7) 
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Again, in examples 36 through 40, the connection of abstract nouns leading to the sub-
function of intangible framing is seen—a relationship that was expressed in Figure 4.9 in 
section 4.5 of this dissertation. The present family of frames, Family 2, also frequently 
fulfills the sub-function of marking procedure or process. Recall that the nominalized forms 
of verbs in the variable slot often lead to the marking of a procedure or process. This sub-
function is frequently seen with the frames to the * of, with the * of, for the * of, and by the * 
of. In example 41 we see the prepositional verb refers to overlapping with the frame to the * 
of where the filler marks a process applied to or carried out by the noun phrase that follows. 
Example 42 is similar in that the process embodied within the filler of the frame is applied to 
the following noun phrase. The frame with the * of is used to communicate the process of 
arriving that was carried out by the settlers in example 43. Example 44 has elements of text 
organizing as it connects smoke to the process of destroying oil wells, but the frame 
highlights to process of destruction as it was applied to oil wells.  
41. … it also refers to the separation of lovers (SPN_672) 
42. … producing efficient synthesis routes for the production of all kinds of antibiotics 
(ENS_132) 
43. … was severely reduced with the arrival of European settlers (JPN_322) 
44. … smoke caused by the destruction of thousands of oil wells (SPN_802) 
 
The abundance of intangible framing and marking of procedure and process with this 
family of frames is obvious and important to recognize as they are the most frequent 
discourse function that Frame Family 2 is used for. However, when examining Figure 4.20 
and comparing it to Figure 4.8 in section 4.5.2 for Family 1, (preposition) + the * of the, we 
can see that the quantification sub-function appears to be more frequent with Family 2 than 
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Family1. Examples of this frame fulfilling the quantification sub-function applied to the 
following noun phrase are given in example 45 to 49. 
45. Finally, at the age of eighteen I gave in to peer pressures… (ENS_188) 
46. You would be very surprised at the amount of people… (ENS_252) 
47. …were more impatient with the lack of progress… (SPN_780) 
48. … cause a hair-raising reaction in the rest of Europe… (SPN_679) 
49. … not so many compared to the number of baseball teams in the world… (JPN_372) 
 
In summary, this family of frames is used most often for intangible framing followed by 
the marking of a procedure or process. Frames beginning with to, with, for, and by are 
particularly frequent in their use for marking procedure or process meaning frames with 
those prepositions often attract nominalizations of verbs to the variable slot.  
 
4.5.2.1 Statistical evaluation of discourse functions 
As in the previous section, to better understand the circumstances that result in this 
pattern of frames fulfilling certain discourse functions, a multinomial logistic regression was 
carried out. The predictors in the final model are the L1 of the author, proficiency score of 
the essay, topic of the essay, and the preposition used in the frame (i.e., the frame itself). A 
notable difference between the analysis of the present group of frames and the previous is 
that with the previous, the absence of a preposition preceding the 4-frame the * of the was the 
reference level—here that is not the case. This is because every instance of a frame in this 
model has a preposition. The frame of the * of was assigned the reference level as this frame 
was thought to be more or less neutral compared to the other frames in the family, and using 
the more frequent dependent variable as the reference level helps with issues of 
multicollinearity.  
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Predictors variables were added in the same order the previous section, as shown in Table 
4.14 below. Unlike the models fit to the data for Frame Family 1, not all models were 
significant in Frame Family 2. Specifically, model 2 was not significant and is therefore not 
considered further.  
Table 4.14. Regression models with predictor variables added by block for frames in Family 
2: preposition + the * of 
Model 
No. 
Predictor variables X2 df p-value 
1 L1 15.7 8 = 0.047 
2 Proficiency (when controlling for 
L1) 
17.5 12 = 0.130 
3 Topic (when controlling for L1 and 
proficiency) 
164.2 100 < .001 
4 Preposition (when controlling for 
L1, proficiency, and topic) 
487.9 140 < .001 
 
Significant differences were found between models 2 and 3 where model 3 was a 
significant improvement over model 2, and model 4 was significantly better than model 3. 
Table 4.15 provides an overview of the model comparisons, after which the three significant 
models are considered in turn. 
Table 4.15. Comparisons of logistic regression models for Frame Family 2 
Models compared X2 df p-value 
1 - 2 1.88 4 = 0.758 
2 - 3 146.61 88 < .001 
3 - 4 323.74 40 < .001 
 
Model 1.  In model 1, English and intangible framing were set as the reference levels. 
The model was significant at p = .047. In Figure 4.21 it is apparent that the L1 Japanese trail 
in every category, but again the reason is simply that the Japanese use frames from this 
family at a far lower rate than their L1 English and Spanish counterparts (see Figure 4.16). 
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Figure 4.21. Normalized frequencies of referential discourse sub-functions by L1 across 
all topics for frames in Family 2: preposition + the * of  
 
The findings from the logistic regression are consistent with the descriptive statistics in 
that intangible framing is the most likely discourse function to be used by all groups, as seen 
in Figure 4.22 below. While the L1 English speakers are more likely than the other two L1 
groups to use this set of frames for intangible framing, it appears that L1 Japanese authors are 
slightly more likely to use this family of frames to mark location or time—the opposite of 
what was found with frames in the family of (prepositions) + the * of the. This finding 
illustrates how the logistic regression can offer information that is not immediately obvious 
by the frequencies shown in Figure 4.21. In Figure 4.21, it is obvious that the L1 Japanese 
speakers use this family of frames at lower rates than the other two groups to mark location 
or time. However, Figure 4.22 makes it apparent that when the L1 Japanese speakers do use 
this family of frames, they are more likely than the other two groups to mark location or 
time.  
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Figure 4.22. Probabilities of referential sub-functions for the pattern of frames 
preposition + the * of by L1 group.  
 
As was noted numerous times, Japanese learners of English struggle with articles and a 
review of the frames revealed numerous instances of article omission. This article omission 
may be part of the reason that the L1 Japanese authors are more likely to mark location or 
time with Family 2 frames than Family 1 frames. Example 50 illustrates a typical instance:  
50. Moreover, in the middle of 20th century (JPN_503) 
The main takeaway in model 1 was that intangible framing was the most likely sub-
function within the referential discourse function to be used regardless of L1 group. 
However, statistically, the L1 English authors were more likely to use the frames for 
intangible framing than either the L1 Japanese or Spanish authors. Model 2 was not 
significant and hence is not described here. While model 3 was significant, it primarily 
reveals that intangible framing is usually the most common discourse function across topics. 
One deviation from this pattern was procedure or process being slightly more likely than 
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intangible framing in the topic of “Sports, leisure, and hobbies,” but this difference was not 
significant. The effect of topic is also covered in model 4 and is addressed more thoroughly 
there.  
Model 4.  The final model with the four predictor variables was significant X2 = 323.74, 
p < 0.001, df = 40. The relationship between predictor variables and outcome variables 
showed a Nagelkerke’s pseudo R-squared value of 0.147. Model 4 was significantly better 
than model 3 where Nagelkerke’s pseudo R-squared was 0.050. The omnibus ratio likelihood 
test revealed that two of the four predictor variables were significant in predicting discourse 
functions of the frames: preposition that occupies the first position in the frame, and topic of 
the text. Again, neither L1 nor proficiency level were significant predictors of referential sub-
functions when topic and preposition were included as predictors. Table 4.16 outlines the 
results.  
Table 4.16. Overview of the final logistic regression model predicting discourse functions 
for frames in Family 2: preposition + the * of 
Predictor X2 df p-value 
L1 6.57 8 = 0.584 
Fair score 1.72 4 = 0.788 
Topic 151.51 88 < .001 
Preposition 323.74 40 < .001 
 
Figure 4.23 below visualizes the probability of a referential discourse function given the 
different prepositions in the first slot of the frame. Intangible framing, marked by light blue 
lines in the figure, is again the most frequent discourse function overall, and again the most 
probable discourse function across predictor variables. As a reminder, the reference level 
preposition in the current model was of. As can be seen, when compared to of, the 
preposition at is much more likely to predict the discourse function of marking location or 
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time. While for, by, to, and with appear to be likely predictors of marking procedure or 
process.  
In the next sections a more complete picture of the statistics behind the predictors for 
marking time or location will be considered. The aim of these sections is to better understand 
the role and to what extent different predictors account for the trend breaking discourse 
function marking location or time.  
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Figure 4.23. Probabilities of referential sub-functions given specific prepositions as predictors in frames from Family 2: preposition + the * 
of  
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4.5.2.2 Discourse function: Marking location and/or time 
To gain a better sense of strength of prediction, Table 4.17 below presents prepositions and 
topics that are more likely to predict the discourse function of marking location or time than 
the reference levels (i.e., of the * of and the topic “General social issues and opinions”).  
Table 4.17. Significant predictors for frames in Family 2 frame marking location/time: 
preposition + the * of 
     95% CI 
Predictor Coefficient Standard 
error 
Z test Odds 
ratio 
Lower Upper 
Preposition       
at 4.09** 0.44 9.37 59.48 25.31 139.77 
from 2.54** 0.48 5.27 12.67 4.93 32.59 
in 1.89** 0.38 4.94 6.64 3.13 14.07 
to 0.97* 0.45 2.18 2.64 1.10 6.32 
Topics       
French Culture -0.71* 0.22 -3.21 0.49 0.32 0.76 
Feminism -1.14* 0.36 -3.19 0.32 0.16 0.65 
Marriage -56.23** 9.60e-12 -5.86e-12 3.80e-25 3.80e-25 3.80e-25 
Family Issues -1.54* 0.67 -2.28 0.22 0.06 0.80 
* p < .05 
** p < .001 
 
When considering the effect of the preposition in the frame preposition + the * of and the 
probability of the pattern marking time or location, the numbers in Table 4.17 make clear that 
at, from, and in are all strong predictors of the location/time discourse function when 
controlling for L1, proficiency, and topic. While to was also a significant predictor of 
discourse function, it demonstrated only a small effect. This is in line with Biber’s (2009) 
observation with regard to the frames at the * of and to the * of where the former was much 
more distinctive in terms of the fillers it attracted compared to the latter. This is reflected in 
Table 4.17 where the frame at the * of is almost 60 times more likely to fulfill the referential 
sub-function of marking location or time than of the * of. Again, while the strength of at as a 
predictor of marking location or time is not particularly surprising, the odds ratio is telling in 
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terms of its strength as a predictor, highlighting the predictive power the preposition carries. 
Examples 51-53 below are examples of this pattern of frame.  
51. wants to mandate a time at the beginning of each school day when student 
(ENS_178) 
52. every culture from the beginning of civilization has had this virtue as a main column 
of its life (SPN_752) 
53. nuclear was born in the middle of twentieth century that is end of world war ii 
(JPN_605) 
In terms of topics, four were significant with negative coefficients, indicating that with 
this set of frames, marking location or time was more likely in the reference level topic of 
“General social issues and opinions” than in the topics “French culture,” “Feminism,” 
“Marriage,” or “Family issues.” The coefficients for these predictors are outlined above in 
Table 4.17. Interestingly, the topic of “Inventions” was not a significant predictor of marking 
time or location with this family of frames as it was with Frame Family 1: (preposition) + the 
* of the.  
The results presented in this section are in line with the findings in Section 4.4. 
Specifically, it was found that the frames following the pattern preposition + the * of were 
quite variable (i.e., occurring with a range of fillers), but the vast majority of fillers were 
abstract process nouns. The frames most often fulfilled an intangible framing discourse 
function and the L1 English speakers were more likely than the other two groups to use this 
family of frames for that discourse function. The sub-function of marking procedure or 
process was also very frequent.  
The strongest predictor of marking location or time was once again was the preposition in 
the base frame the * of. The preposition at proved to be a strong predictor of marking location 
or time, with from and in following. In addition, the discourse function of marking procedure 
or process was common with this group of frames but not as common as with frames 
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following the pattern preposition + the * of the. While this was the case with marking 
procedure and process, it seems as though, descriptively speaking, frames following the 
pattern preposition + the * of are more frequently used to mark quantification than those 
following the pattern preposition + the * of the. The next section will consider the remainder 
of frames built around the 3-word frame the * of. However, given the power of the 
preposition as a predictor in the last two groups of frames, it may be unlikely to find 
predictors of comparable power that do not have a preposition as part of the frame. The two 
research questions to be addressed in section 4.6 are again: 
• RQ2: How can the fillers of structural groups/families of function word frames be 
characterized semantically? 
• RQ3: For which discourse functions are the most frequent and variable function 
word frames used? What role, if any, is played by L1, writing quality/proficiency, 
essay topic, and between frames in the same structural groupings/families? 
 
4.6 Frame Family 3: Other noun-based frames rooted in the * of 
This section focuses on Frame Family 3: noun-based frames built around the 3-word 
frame the * of that do not belong to Family 1 or 2. This family of frames includes: the * of 
a(n), the * of this, the * of their, the * of his, and the * of our. Frames in this family occurred 
491 times or about 75 times per 100,000 words. Figure 4.24 outlines the normalized 
frequency of this group of frames per L1 sub-corpus. The contrast in frequencies between 
groups follows the same pattern established in the previous sections, where English and 
Spanish authors use the target frames at higher frequencies than the L1 Japanese authors. In 
terms of proportions between L1 groups, Figure 4.24 is particularly similar to Figure 4.5 
which reflected the frequency of frames in Family 1.  
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Figure 4.24. Normalized frequencies across sub-corpora for frames in Family 3: Other 
noun-based frames built around the * of  
 
With regard to variability and predictability, the TTR of this group of frames in general is 
very productive with variability as high as 0.931 with the frame the * of their and even the 
frame with the lowest TTR, the * of a(n), is still nearly “highly variable” at 0.670. With high 
levels of variability, unsurprisingly, we see lower levels of predictability. Notably with the 
frames the * of their and the the * of our, neither frame has one filler that is more frequent 
than all others, but rather numerous fillers that share the title of most frequent filler, with each 
occurring two times. Table 4.17 outlines the variability, predictability, and frequent fillers for 
this group of frames. 
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Table 4.17. Variability, predictability, and most frequent fillers of frames in Family 3 
Frame Variability  Predictability Most frequent filler 
the * of a(n) 0.670 5% idea 
the * of this 0.845 6% purpose 
the * of their 0.931 3% expression / quality 
rest / pressure 
the * of his 0.840 8% sum 
the * of our 0.857 4% beginning / end / health 
development / aim / value 
commercialization 
 
In general, this is a highly variable group of frames with low predictability measures. 
Two of the five frames in this group do not feature a single filler that is more frequent than 
the rest, a fact reflected in their low predictability scores. The next section will respond to 
research question 2.  
• RQ2: How can the fillers of structural groups/families of function word frames be 
characterized semantically? 
 
4.6.1 Semantic profile of fillers of frames in Family 3  
The semantic network in Figure 4.25 includes fillers that occurred two times or more in 
this group of frames. Figure 4.25 illustrates that the fillers idea, result, death, and purpose are 
the most frequent fillers and from the yellow color of the nodes it is apparent that they appear 
in generally higher scoring essays. For instance, the mean score of essays featuring the filler 
result was quite high at 4.54. All the fillers, when followed up the hypernymy chain in the 
WordNet lexical database, are revealed to be abstract entities. These fillers also feature 
closeness centrality scores of 0.90 or higher meaning that they are very central to the network 
and feature shorter paths to connect to all other nodes compared to those farther from the 
center. The fillers that are the farthest from the center of the network include owner, child, 
supporter, leader, and daughter: fillers which feature closeness centrality scores below 0.70 
differentiating them from the fillers more central in the network. With the exception of child, 
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these outer nodes are blue and green indicating lower scoring essays. For instance, the essays 
featuring the filler daughter had a mean score of 3.79 and supporter a mean score of 2.79. 
Furthermore, when followed up through the hypernymy chain in WordNet it was found that 
each path leads to “physical entity” rather than an “abstract entity” as most other words in the 
network do. However, the way these words are used in the frames is arguably abstract in that 
no specific individual can be identified. In example 54, daughter focuses on the role the old 
woman fulfilled. While there is a person, or a “physical entity” as WordNet categorizes it, 
occupying this role, daughter is describing a role that the “old woman” fits. In this sense, 
daughter is intangible or abstract. The same argument can be made for supporters in example 
55.  
54. The old woman was the daughter of a pope… (ENS_226) 
55. the supporters of this idea often quote (JPN_535) 
 
Examining some of the smaller red and orange nodes throughout the network, we see 
words such as focus, basis, futility, people, value, absurdity, and responsibility. Each of these 
fillers in the WordNet database are categorized as abstract entities, including one sense of the 
word people that focuses on citizenry, which is congruent with the usage of people in the 
present group of frames.  
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Fillers from Frame Family 3 
 
Figure 4.25. Semantic network of fillers from noun-based frames rooted in the * of 
 
To compare the differences in filler choices between L1 groups, the top-25 most frequent 
fillers by L1 were extracted from the network and are presented in Figure 4.26 below. 
Similarities and differences between choices of fillers are apparent between the L1 groups. 
Both the L1 English and Spanish speakers use the filler idea very frequently with this family 
of frames—a filler that results in intangible framing of the following noun phrase. While the 
L1 Japanese speakers see lower rates of fillers in general, like the L1 English speakers, the 
filler death is used frequently with this family of frames. There are differences in the exact 
fillers used by each group, but closer inspection of the fillers reveals that the majority are 
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abstract process nouns indicative of the discourse sub-functions of intangible framing or 
marking procedure or process.  
 
 
 
Figure 4.26. The 25 most frequent fillers in noun-based frames rooted in the * of 
190 
 
 
I now turn attention to the discourse functions fulfilled by the frames in Frame Family 3. 
Research question 3 is the specific focus of the section: 
• RQ3: For which discourse functions are the most frequent and variable function 
word frames used? What role, if any, is played by L1, writing quality/proficiency, 
essay topic, and between frames in the same structural groupings/families? 
 
4.6.2 Discourse functions of frames in Family 3: Other noun-based frames rooted in 
the * of 
Frame Family 3 consisted of noun phrases built around the 3-word frame the * of that 
were not part of families 1 or 2. This includes the frames the * of a(n), the * of this, the * of 
their, the * of his, and the * of our. Of the 491 instances of frames in this pattern, 490 fulfilled 
a referential function. The only other instance was an instance of marking stance with the 
filler fact:  
56. the fact of our modern world with its developments have produced…. stress 
(SPN_790) 
Apart from this single instance, every frame fulfilled a referential sub-function and was 
coded for that sub-function. Figure 4.27 below outlines the frequencies in which the frames 
fulfilled the sub-functions: 1) intangible framing, 2) procedure/process, 3) quantification, 4) 
location/time, and 5) tangible framing. As was the case with the frames in Families 1 and 2, 
intangible framing and procedure/process were the most frequent functions for each frame. 
There were no clear deviations from this pattern as was found with 4-word frames of the 
pattern preposition + the * of or the 5-word frames of the pattern preposition + the * of the 
where variation in the preposition of the frames proved to be a powerful predictor in terms of 
discourse function.  
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Figure 4.27. Distribution of referential sub-functions of frames in Frame Family 3 
 
It is apparent from Figure 4.27 that intangible framing is the most frequent sub-function 
fulfilled by this family of frames. The frame the * of a(n), like the * of the from Family 1, is 
frequently used for both intangible framing and marking a procedure or process. Intangible 
framing again is used to mark some attribute of the following noun phrase as especially 
important as seen in example 57. Examples 58 and 59 are also intangible framing focusing on 
an abstract outcome of the following noun phrase.  
57. The idea of a nuclear war is practically non-existent today (ENS_144) 
58. … the manipulation is the result of a political act (SPN_815) 
59. … we are collecting the fruits of our personal efforts (SPN_803) 
Marking procedure or process is particularly common with the frame the * of a(n). 
Examples 60 through 62 illustrate this function with some of the most frequent fillers of this 
groups as seen in Figures 4.25 and 4.26. In each example, the filler of the frame marks a 
process or procedure that was applied to the following noun phrase. 
60. the coordination of economic procedures, the establishment of a fund for investment 
purposes (ENS_15) 
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61. this whole problem must surely be the development of a new educational system 
(SPN_681) 
62. finally, the death of a criminal can never be a replacement for lost people (JPN_536) 
4.6.2.1 Statistical evaluation of discourse functions 
The process of fitting the data to a multinomial logistic regression to further investigate 
the relationship between the frames and the referential sub-function they fulfilled was 
identical to the previous sections in terms of predictors and the order of adding blocks: (1) 
L1, (2) fair score, (3) topic, and (4) frame. Reference levels for this family of frames were: 
English for L1, “General social issues and opinions” for topic, and the * of a(n) for frame. 
Table 4.18 below is an overview of the different models, none of which were significant.  
Table 4.18. Regression models with predictor variables added by block for frames in Family 
3: other noun-based frames built around the * of 
Model 
No. 
Predictor variables X2 df p-value 
1 L1 1.35 8 = .995 
2 Proficiency (when controlling for 
L1) 
2.01 12 = .999 
3 Topic (when controlling for L1 and 
proficiency) 
82.90 100 = .892 
4 Frame (when controlling for L1, 
proficiency, and topic) 
117.61 116 = .441 
 
A significant difference was found only between models 3 and 4 where model 4, with the 
addition of frame as a predictor, was a significant improvement over model 3. Nevertheless, 
model 4 still only demonstrated a small effect size as measured by Nagelkerke’s pseudo R-
squared at 0.143, and there were no statistically significant predictors. The lack of statistically 
significant predictors in this family of frames could be interpreted as further evidence of the 
power of prepositions as predictors. This family of frames has no preposition-based frames, a 
common significant predictor of discourse function with the other frames in this study.  
 
193 
 
 
Table 4.19. Comparisons of logistic regression models for Frame Family 3 
Models compared X2 df p-value 
1 - 2 0.66 4 = .956 
2 - 3 80.89 88 = .695 
3 - 4 34.71 16 = .004 
 
In general, what can be said about this group of frames is that they are typically used for 
intangible framing regardless of L1, proficiency, topic, or specific frame in the group. 
Intangible framing was followed in frequency by the marking of a procedure or process. In 
particular, the most frequent frame in the family the * of a(n) had a higher proportion of 
frames marking procedure or process than the other frames in this family. The next section 
will look at Frame Family 4 which is the remaining noun- and preposition-based frames, 
those that are not based in the 3-word frame the * of. The purpose of section 4.7 is to address 
research questions 2 and 3 with regard to Frame Family 4.  
• RQ2: How can the fillers of structural groups/families of function word frames be 
characterized semantically? 
• RQ3: For which discourse functions are the most frequent and variable function 
word frames used? What role, if any, is played by L1, writing quality/proficiency, 
essay topic, and between frames in the same structural groupings/families? 
 
4.7 Frame Family 4: Remaining Noun- and Preposition-based Frames 
This section provides an analysis of the remaining noun- and preposition-based frames 
that met the frequency and variability requirement but did not feature the 3-word frame the * 
of within the frame. Frames in this group included: a(n) * of the, the * in the, as a(n) * of, in * 
of the, of the * in, of * in the. These frames occurred 811 times or about 124 times per 
100,000 words. Figure 4.28 presents the normalized frequency of this group of frames per L1 
sub-corpus. Again, the L1 Spanish authors used these frames at the highest rates, followed by 
the L1 English authors. The L1 Japanese authors again demonstrated the lowest rates of use 
among the three groups at less than half the L1 Spanish authors. 
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Figure 4.28. Normalized frequencies across sub-corpora for frames in Family 4: 
remaining noun- and preposition-based frames 
 
In terms of variability and predictability, Table 4.20 outlines the different measures for 
this group of frames. Variability measures ran as high as 0.857 for the frame of * in the, 
which had a correspondingly low predictability measure of about 3%. Other frames had lower 
variability and higher predictability measures, such as in * of the which had a variability 
measure of 0.284 and a predictability measure of 25%. The most frequent filler of the frame 
in * of the was front with 22 raw occurrences, but spite was close behind with 15 raw 
occurrences. The frame as a(n) * of also featured a high predictability rate of 20% with the 
most frequent filler, result, occurring 40 times. The second most frequent filler was matter 
with 19 occurrences and then example with 14. Apart from these two frames, the other frames 
in this group had higher variability measures and lower predictability measures.  
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Table 4.20. Variability, predictability, and most frequent fillers of frames in Family 4: 
Remaining noun- and preposition-based frames 
Frame Variability Predictability Most frequent filler 
a(n) * of the 0.629 7% part / member 
the * in the  0.764 9% people 
as a(n) * of 0.322 20% result 
in * of the 0.284 25% front 
of the * in 0.741 4% monarchy / church 
of * in the 0.857 3% life / optimism / 
people 
 
This group of frames represents a variable group with low predictability measures. The 
two exceptions to this are as a(n) * of and in * of the. These two frames have high 
predictability measures of 20 and 25%, respectively displaying the prominent role that the 
fillers result and front play in the respective frames. The filler front being frequent in the 
frame in * of the is reminiscent of the frames predictive power in marking location or time in 
Families 1 and 2. Other frames in this family have two or more fillers sharing the title of most 
frequent filler. These frames are a(n) * of the, of the * in, and of * in the, with the latter 
featuring five different fillers that are more frequent than the remaining fillers. The next 
section will examine the semantic relationship of all fillers in this group of frames, before 
investigating the discourse functions that the frames fulfill. This section aims to address 
research question 2: 
• RQ2: How can the fillers of structural groups/families of function word frames be 
characterized semantically? 
 
4.7.1 Semantic profile of fillers in Family 4: Remaining noun- and preposition-based 
frames 
The semantic network depicted below in Figure 4.29 includes fillers that occurred two 
times or more in this group of frames. The figure illustrates that the fillers result, member, 
people, front, example, and matter are among the most frequent fillers of this group of 
frames. Given the structural similarity of many frames in this group and Frame Family 3, 
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noun-based frames built around the * of, it is not too surprising to see similarities between the 
semantic networks of fillers between the two groups. One striking difference, though, is the 
relatively high mean score of essays featuring the filler result as reflected in its orange color 
below: a mean score of 4.73. In comparison to result as it appeared in Figure 4.25 for Family 
3, we see similar relative frequencies indicated by the size of the node, but the average 
proficiency score of essays featuring result was 4.54. In addition, the filler result in this 
network also had a high closeness centrality score of 0.96 reflecting its central location within 
the main group of fillers in the network. Therefore, result appears to be used as a filler in this 
family of frames by slightly more proficient writers and is more central to the network 
characterizing the relationship between the fillers than it was in Frame Family 3.  
Most of the fillers in this network can be traced through the WordNet hierarchy to the 
hypernym “abstract entity.” This is true of many of the fillers in the main network such as 
part, favor, way, and member. To the left-hand side of the network we see fillers that are 
traced to the hypernym “physical entity” in WordNet’s hierarchy, such as the words author, 
dog, factory, and television. Each of these fillers has closeness centrality scores of 0.73 or 
less and are in the bottom half of fillers as ranked by closeness centrality. On the opposite 
side of the network there are five fillers that have no direct semantic connection to any other 
fillers in the network. Part of this is due to different parts of speech. For instance, front and 
many are both adjectives, both appear in the frame in * of the, and both feature a closeness 
centrality score of 0.0. This frame also frequently houses the filler spite, which, while 
connected to the central network is near the adjectives. It is notable that fillers of a similar 
nature, spite, front, many, most, and all, all occur in the frame in * of the, again highlighting 
the relationship between frame and filler.  
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Fillers from Frame Family 4: remaining noun- and preposition-based frames 
 
 
 
Figure 4.29. Semantic network of fillers of Frame Family 4: remaining noun- and 
preposition-based frames 
 
To compare the differences in fillers between L1 groups, again the 25 most frequent 
fillers of this group of frames were extracted from each L1 sub-corpus and are presented 
below in Figure 4.30. The bar charts by L1 presented here are more reminiscent of bar charts 
in sections 4.4 and 4.5 that covered frames from Families 1 and 2: (preposition) + the * of the 
and preposition the * of rather than the bar charts for frames with other noun phrases in 
Family 3 presented in section 4.6. Here again we see distributions of fillers that are more 
Zipfian like: In particular, the L1 English authors used the filler result about twice as much as 
the next most frequent filler, part. This group of authors used nine distinct fillers that 
occurred more than two times per 100,000 words, exhibiting a range of fillers in this group of 
frames. The L1 Spanish authors, like the L1 English authors, also used a broad set of fillers 
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with 11 distinct fillers with normalized frequencies greater than two. This is a broader range 
of fillers than the L1 Japanese authors exhibited, who by comparison used only five distinct 
fillers with a normalized frequency greater than two.  
Examining the nature of the fillers between L1 groups, differences can be observed. For 
instance, both learner groups feature the filler front among the top three fillers; this is an 
adjective that does not appear among the 25 most frequent fillers within the ENS sub-corpus. 
Both learner groups also featured the filler spite in the top 25 most frequent fillers, while this 
filler did not feature among the L1 English group’s 25 most frequent fillers. There were also 
instances of fillers that differentiated the JPN sub-corpus from the other two. Returning to the 
filler result, both the L1 English and Spanish authors use this filler more frequently than any 
other in this set of frames with the frequent bundle as a result of. Meanwhile, the L1 Japanese 
authors used the filler only once in this set of frames.  
The semantic profile of fillers in this set of frames exhibits qualities similar to other 
frames based in noun phrases presented in section 4.6, such as the frequent filler result. And 
while the individual fillers in the two networks presented in Figures 4.25 and 4.29 do not 
overlap to a great extent, the general nature of the fillers is similar. Both networks, by and 
large, feature abstract process nouns at the core of the network, but on the fringes feature 
nouns that have concrete senses such as daughter and leader in the former and author, 
television, and pioneer in the latter.  
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Figure 4.30 The 25 most frequent fillers in Frame Family 4: remaining noun- and 
preposition-based frames  
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The next section will investigate the discourse functions of this set of frames and present 
example sentences to illustrate the functions. Addressing research question 3 is the 
motivation behind section 4.8.2: 
• RQ3: For which discourse functions are the most frequent and variable function 
word frames used? What role, if any, is played by L1, writing quality/proficiency, 
essay topic, and between frames in the same structural groupings/families? 
 
4.7.2. Discourse functions of frames in Family 4: Remaining noun- and preposition-
based frames 
As in previous sections, the frames were divided by discourse sub-function. The 
referential function was again most numerous within this set of frames. However, 85 frames 
functioned to either mark stance or as a text organizer, more than in the other groups of 
frames centered around noun or preposition-based frames. Frames fulfilling the referential 
discourse sub-functions of intangible framing and marking procedure or process were the 
most frequent. This trend is apparent in all frames in this group with the exception of in * of 
the. The discourse function marking location or time was the most frequent with the frame in 
* of the. Interestingly, this frame also appears to frequently serve the text organizing function 
of framing signal. Another striking feature from Figure 4.31 is the extent to which the frame 
as a(n) * of serves the text organizing function of resultative signal. The discourse function of 
resultative signal can also be seen to occur with the frame a(n) * of the, though at a lower 
rate. 
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Figure 4.31. Distribution of sub-functions of frames in Frame Family 4: remaining noun- 
and preposition-based frames 
 
4.7.2.1 Statistical evaluation of discourse functions 
The same four variables from the previous sections were again used as predictors: (1) L1, 
(2) proficiency score, (3) topic, and (4) the frame itself. For reference levels, ENS was again 
set for L1, and “General social issues and opinions” for topic. With respect to frames, the * in 
the was set as the reference level as it was the most frequent frame in this group, and using a 
frequent variable tends to reduce issues of collinearity, and it was not particularly marked in 
terms of the discourse functions it served. That is, it followed the typical profile of intangible 
framing and marking procedure or process as the most frequent functions and was not used to 
mark stance or as a text organizer.  
Table 4.21 provides an overview of the different models built for comparison. 
Interestingly, all models are significant at p < .001. This is the only group of frames to have p 
values at less than .001 for all blocks in the model.  
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Table 4.21. Regression models with predictor variables added by block for frames in Family 
4: Remaining noun- and preposition-based frames 
Model 
No. 
Predictor variables X2 df p-value 
1 L1 57.3 14 < .001 
2 Proficiency (when controlling for 
L1) 
73.4 21 < .001 
3 Topic (when controlling for L1 and 
proficiency) 
305.2 175 < .001 
4 Frame (when controlling for L1, 
proficiency, and topic) 
742.5 210 < .001 
 
Table 4.22 below provides an overview of the model comparisons. Model 3 performed 
significantly better than model 2, and model 4 than model 3. Each model will be touched on 
as they were all significant, but the majority of analysis will be geared toward model 4 as it 
performed the best.   
Table 4.22. Comparisons of logistic regression models for Family 4 
Models compared X2 df p-value 
1 - 2 16.2 7 = .023 
2 - 3 231.8 154 < .001 
3 - 4 437.3 35 < .001 
 
Model 1.  Descriptively speaking, we see in Figure 4.32 that the L1 English and Spanish 
speakers use this set of frames to mark intangible framing, procedure or process, and for 
resultative signals more than the L1 Japanese authors. Again, though, we must recall that the 
L1 Japanese speakers simply use this frame at lower rates than the other two groups and that 
is why they use the frames less for the discourse sub-functions. The proportional use of 
intangible framing and marking procedure or process is similar to the overall rates of use for 
this family of frames displayed in Figure 4.28. One break from the general pattern is with the 
rate that L1 Spanish and Japanese authors mark location or time, in that they exceed the L1 
English authors.  
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Figure 4.32. Normalized frequencies of discourse sub-functions by L1 in Frame Family 
4: remaining noun- and preposition-based frames 
 
The logistic regression model is again consistent with the descriptive statistics. As seen in 
Figure 4.33, each L1 group is most likely to use this group of frames for intangible framing. 
The sub-function of marking location or time, however, appears to be more likely in the JPN 
and SPN sub-corpora. Both the L1 Japanese and Spanish authors had odds ratios larger than 
3.5 when compared to the L1 English authors, meaning they were more 3.5 times as likely to 
use frames from this family to mark location or time. The two learner groups were also 
significantly more likely than the L1 English authors to use the frames to mark stance than 
the L1 English authors, with both groups having odds ratios above 4. However, it is wise to 
keep in mind the lower frequencies of these two discourse functions (see Figure 4.31) and 
temper interpretations with the knowledge that smaller sample sizes reduce confidence in 
predictions.  
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Figure 4.33. Probabilities of discourse functions by L1 for fillers in Family 4: remaining 
noun- and preposition-based frames   
 
Model 2.  Model 2 was significant in predicting discourse function by L1 when 
controlling for fair score. After an initial examination of the logistic regression plots, it was 
found that intangible framing had probabilities above 0.5 for some L1 groups based on the 
fair scores and are therefore reported on here in more detail. A probability of greater than 0.5 
means that there is a greater than 50% chance of that outcome. Probabilities based on 
proficiency score when controlling for L1 are shown in the probability curves in Figure 4.34 
below.  
 Generally speaking, the L1 English speakers were most likely to fulfill the referential 
sub-function intangible framing. While this is not too surprising as intangible framing has 
consistently been a frequent and likely discourse sub-function, some interesting trends are 
seen with proficiency level when controlling for first language. Namely, the probability of L1 
English and Japanese authors using this set of frames for intangible framing decreases 
slightly as proficiency level increases. The L1 Spanish authors, on the other hand, display the 
opposite trend with the probability of intangible framing increasing slightly as proficiency 
increases.  
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Figure 4.34. The probability of frame in Family 4 fulfilling the intangible framing 
function by fair score and L1 
 
Model 3. Adding topic as a predictor resulted in a significant improvement in model 3 
compared to model 2 as was seen in Table 4.22 above. This improvement is supported by a 
closer examination of the descriptive statistics related to discourse functions used by the 
different L1 groups. Considering discourse function solely by L1, it was seen in Figure 4.31 
that the referential sub-functions intangible framing and procedure/process were much more 
frequent in the ENS and SPN sub-corpora than the JPN sub-corpus. This is in line with the 
overall less frequent use of the target frames in the JPN sub-corpus. However, to gain a more 
balanced perspective of the influence topic can have when grouping by L1, Figure 4.32 is 
reproduced below in Figure 4.35, but this time the figure only includes the three topics 
common to each sub-corpus: “General social issues and opinions,” “Crime and punishment,” 
and “Environmental issues.” By including only three topics, the number of essays analyzed 
were fewer, resulting in a lower word count, so frequencies were normed to 10,000 words. If 
topic has little effect, then the distribution of discourse functions in Figure 4.35 should be 
similar to those revealed in Figure 4.32 above; however, this is not the case.   
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Figure 4.35. Normalized frequencies of discourse functions by L1 across topics that 
occur in all L1 groups for frames in Family 4: remaining noun- and preposition-based 
frames 
 
The most obvious difference between Figure 4.35 and 4.32 is the sub-function intangible 
framing. In Figure 4.32, the L1 English and Spanish authors used the discourse function at 
about double the rate of the L1 Japanese authors. However, within the three common topics 
we see that the rate of use among L1 Japanese authors is higher than L1 Spanish authors and 
nearly as frequent as the L1 English authors. L1 Spanish authors had higher normalized rates 
of usage in half of the discourse function categories, and particularly with marking a 
procedure or process. These findings are consistent with frequencies of discourse functions 
by L1 and common topics for frames of the pattern (preposition)+ the * of the. Therefore, 
within these three common topics where the L1 English authors are primarily using the 
current set of frames for intangible framing, the L1 Spanish authors are employing the frames 
for a more diverse set of functions, including using more nominalizations of verbs to mark a 
procedure or process. Examples 59 and 60 illustrate the English and Spanish authors using 
the frames for intangible framing and marking a procedure or process, respectively. 
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59. some view it as a symbol of pride and a heritage that should not be forgotten 
(ENS_246) 
60. even nowadays, we are arriving to a loss of the family value (SPN_708) 
 
Model 4.  The final model with the four predictor variables was significant X2 = 417.2, p 
< 0.001, df = 35. The relationship between predictor variables and outcome variables showed 
a Nagelkerke’s pseudo R-squared value of 0.344. Model 4 performed significantly better than 
model 3 where Nagelkerke’s pseudo R-squared was 0.146. The omnibus ratio likelihood test 
revealed that all four predictor variables were significant in predicting discourse functions 
while controlling for the other variables. An overview of the final multinomial logistic 
regression model is presented in Table 4.23. 
Table 4.23. Overview of the final logistic regression model predicting discourse functions for 
frames in Family 4: Remaining noun- and preposition-based frames 
Predictor X2 df p-value 
L1 34.5 14 = 0.002 
Fair score 16.1 7 = 0.025 
Topic 235.7 154 < .001 
Frame 417.2 35 < .001 
 
Figure 4.36 below visualizes the probability of the different discourse functions given the 
different frames from this group. Intangible framing, marked by light blue lines in the figure, 
is again the most frequent and probable discourse function overall across frames when 
controlling for the other predictors. Marking procedure or process appears to be the next most 
likely function for most frames. There are two exceptions to this trend: in * of the and as a(n) 
* of. The former is more likely to fulfill the function of marking location or time than any 
other discourse function, and the latter is more likely to serve as a text organizing resultative 
signal than it is to mark procedure or process. A final point of interest is the likelihood of the 
frame a(n) * of the to fulfill the referential sub-function of quantification.  
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Figure 4.36. Probabilities of discourse functions given specific frames in Family 4: remaining noun- and preposition-based frames  
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4.7.2.2 Discourse function: Marking location and/or time 
Table 4.24 outlines the significant predictors and their relevant coefficients for the 
dependent variable of marking location or time. First, and as was seen in Figure 4.32, the L1 
Spanish authors marked location or time with this set of frames at higher rates than the other 
two L1 groups. When controlling for the other predictors, the L1 Spanish authors featured an 
odds ratio of 7.68 meaning they were more than seven times more likely than the L1 English 
authors to mark location or time. It also turned out that marking location or time was 
statistically more likely in the topics “Government and politics” and “Human and animal 
coexistence” than in essays about “General social issues and opinions.” However, when 
going back to the data set, the raw instances of marking location or time in these two topics 
were less than 10, and therefore no deeper analysis of the potential relationship between these 
specific topics, frames, and discourse functions will be drawn.  
Table 4.24. Significant predictors for frames in Family 4: Remaining noun- and preposition-
based frames 
     95% CI 
Predictor Coefficient Standard 
error 
Z test Odds 
ratio 
Lower Upper 
L1       
Spanish 2.04* 0.79 2.58 7.68 1.63 36.10 
Topic       
Government and 
politics 
2.32* 1.05 2.22 10.20 1.31 79.56 
Human and 
animal 
coexistence  
3.76 1.31 2.87 42.86 3.29 558.73 
Frames       
in * of the 3.28** 0.58 5.71 26.58 8.61 82.03 
* p < .05 
** p < .001 
 
The frames themselves show a strong relationship with discourse function. Specifically, 
the frame in * of the which features an odds ratio of approximately 26 meaning it is 26 times 
more likely than the reference level frame the * in the to fulfill the function of marking 
210 
 
 
location or time. Interestingly, all but one instance of this frame attracted the filler front. 
Examples illustrating this function can be seen in sentences 61 and 62 below.  
61. you sit down in front of the television set without any idea (SPN_700) 
62. so a traffic accident occurs in front of the Japanese and he must have felt gloomy 
(JPN_392) 
 
This frame, in * of the, was also quite likely to function as a framing signal when 
compared to the reference level frame the * in the. This function was frequently realized with 
the bundles in spite of the and in terms of the. Therefore, in addition to frequently serving the 
discourse function of intangible framing, the frame in * of the is likely to serve the referential 
discourse function of marking time or location as well as the text organizing function of 
framing signal.  
 
4.7.2.3. Discourse function: Resultative signals 
The frame as a(n) * of was clearly more likely to function as a resultative signal than it 
was to fulfill any other discourse function outside of intangible framing as was seen in Figure 
4.36. This is notable because marking procedure or process is usually the more likely 
function for frames in this family apart from intangible framing. The resultative discourse 
function occurred 47 times out of 811 instances in this group of frames. All but one of those 
instances are within the frame as a(n) * of. Example sentences are provided below as an 
illustration of the frame. 
63. as a result of the greatly decreased travel times, countries can work together much 
easier (ENS_129) 
64. more young people with physical problems as a result of the military service 
(SPN_852) 
65. as a consequence of that, there were less differences between rich and poor 
(SPN_826) 
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These examples also illustrate the connection between this frame and the lexical bundles 
as a result of and as a consequence of. These two bundles are unambiguous instances of the 
text organizing, resultative discourse function. The final sub-function to be considered with 
this group of frames is quantification.  
 
4.7.2.4 Discourse function: Quantification 
As was seen in Figure 4.32, the L1 English authors used this family of frames to mark 
quantification more than the other two L1 groups. However, recall that Renouf and Sinclair 
(1991) observed that the 3-frame a(n) * of attracted quantifiers to the variable slot, an 
observation that Eeg-Olofsson and Altenberg (1994) substantiated in their own research. The 
data in the present study supports those early observations as the frame a(n) * of the is more 
likely than any of the other frames in this group to fulfill the function of quantification 
regardless of first language, proficiency score, or topic. This frame had an odds ratio of 
greater than 15 meaning it was 15 times more likely fulfill the function of quantification than 
the frame the * in the. This again provides evidence to support the claim that specific frames 
attract certain types of words. Indeed, over 50 percent of the instances of frames functioning 
to mark quantification in this group could be traced back to the frame a(n) * of the. The other 
frame that had a high probability of being used for quantification when controlling for all 
other predictor variables was in * of the. Examples of these frames being used for the 
discourse function of quantification are given below. 
66. …jobs are being filled by the woman but a lot of the physical jobs are still filled by 
men (ENS_103) 
67. …the ideas above are just a few of the topics we are now concerned with (ENS_151) 
68. this is a part of the play in which we see introspection (SPN_672) 
69. his party is in the majority in the parliament (ENS_77) 
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With this set of frames there were some interesting differences that stemmed from 
structural differences. Take for instance, the frames the * in the and a(n) * of the. With the 
latter frame we see that the lexical bundles a lot of the, a few of the, and a part of the, consist 
of a noun phrase (e.g., a lot) and an of-phrase as a noun postmodifier. This pattern is 
illustrated here with the noun phrase in bold and the of-phrase underlined (e.g., a lot of the 
physical jobs). However, the lexical bundles can also be conceptualized as functioning as 
premodifiers of the following noun phrase. This was also seen with the frames featuring noun 
phrases built around the *of such as the * of a(n) where the frame functions to point out some 
important and often intangible quality about the following noun phrase. This pattern is 
illustrated here with the bundle in bold and the noun phrase it modifies underlined (e.g., a lot 
of the physical jobs).  
The former frame, the * in the, like a(n) * of the, is the convergence of a noun phrase 
followed by a prepositional phrase functioning as a postnominal modifier or an adverbial. In 
example 69 above, the majority is a noun phrase followed by a prepositional phrase, in the 
parliament, functioning to answer the question of where “the majority” resides. Hence, in the 
parliament, is a postnominal modifier. However, it may not be as intuitive to conceptualize 
instances of the frame the * in the as a bundle that modifies a following noun phrase as it is 
with a(n) * of the. Consider examples 70 to 72 of the frame the *  in the, which does not 
necessarily focus on the quantification sub-function. The frame can easily be interpreted as a 
noun phrase plus a following prepositional phrase. The prepositional phrase is functioning as 
a postnominal modifier in examples 70 and 71 answering the question which, but example 72 
could be interpreted as a postnominal modifier or an adverbial in example 72.  
70. …this is also what the people in the two stories were trying to achieve (ENS_253) 
71. …the question in the minds of many Britons is indeed: will this mean a loss of 
sovereignty for Britain (ENS_88) 
72. we may consider the situation in the United States (SPN_766) 
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Broadly, the frames in this family were mostly used to mark intangible framing, but other 
functions were fulfilled as well, such as quantification. This family of frames was also more 
frequently used for the text organizing functions of framing and resultative signals than 
Families 1 through 3. Section 4.8 will address the final family of frames, Family 5, frames 
with that or to. Family 5 is unique in that due to the structure of the frames, fillers can be 
either nouns or verbs. Section 4.8 is driven by research questions 2 and 3.  
• RQ2: How can the fillers of structural groups/families of function word frames be 
characterized semantically? 
• RQ3: For which discourse functions are the most frequent and variable function 
word frames used? What role, if any, is played by L1, writing quality/proficiency, 
essay topic, and between frames in the same structural groupings/families? 
 
 
4.8 Frame Family 5: Frames with that or to 
This section focuses on function word frames featuring that or to. This family includes 
the following frames: of the * that, to * in the, the * that the, to the * that, do not * to, to * to 
the, and for the * to. Frames in this family occurred 582 times or about 89 times per 100,000 
words. Figure 4.37 below outlines the normalized frequency of this group of frames per L1 
sub-corpus. The contrast in frequencies between groups is not nearly as marked as families of 
frames from previous sections. Furthermore, with this family of frames, and like frames from 
Family 2, preposition + the * of, both learner groups use the frames in this family at lower 
rates than do L1 English speakers. One reason for the lack of disparity in frequencies with 
this frame family could be the frequent presence of verbs in the variable slot. As has been 
reported in previous research, learners tend to use verb-based bundles at higher frequencies 
than noun or preposition-based bundles (Chen & Baker, 2010; Pan et al. 2016). 
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Figure 4.37. Normalized frequencies across sub-corpora for frames in Family 5: frames 
with that or to 
 
Table 4.25 outlines the variability, predictability and the most frequent filler of each 
frame from this group. In terms of variability and predictability, the type-token ratio of 
frames in this family was generally lower and fillers are more predictable than in previous 
families. High predictability rates were most striking in two frames: to the * that and do not * 
to. The respective fillers fact and want were the most frequent fillers in those two frames.  
Table 4.25. Variability, predictability, and most frequent fillers of frames in Family 5: frames 
with that or to 
Frame Variability  Predictability #1 filler 
of the * that 0.657 17% fact 
to * in the 0.581 12% live 
to the * that 0.478 30% fact 
do not * to 0.288 40% want 
to * to the 0.548 23% go 
for the * to 0.746 8% government 
the * that the 0.604 33% fact 
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The next section will investigate the semantic profile of the fillers of frames with that or 
to in order to address research question 2 for this family of frames.  
• RQ2: How can the fillers of structural groups/families of function word frames be 
characterized semantically? 
 
4.8.1 Semantic profile of fillers in Family 5: Frames with that or to 
The semantic network below, Figure 4.38, includes fillers that occurred two times or 
more in this group of frames. The first and most striking feature about Figure 4.38 is that 
there are two clear clusters of words. The upper cluster is made up of verbs. The verbs want, 
have, and go are the biggest nodes in the upper cluster as they are the more frequent fillers. 
The two former fillers often appeared in the frame do not * to and the latter in to * to the. The 
upper cluster also appears to feature more green and blue nodes, indicating that fillers appear 
in lower scoring essays than those that are yellow, orange, or red. This could be related to L2 
speakers tending to use more verb-based lexical bundles than their L1 counterparts who tend 
to rely on noun and prepositional phrase-based bundles (Pan et al. 2016). Recall that the L2 
speakers in this corpus had essays that were scored significantly lower than those in the L1 
English group.  
The bottom cluster features nouns. The most frequent noun is fact which often appears in 
the frames the * that the and of the * that and is connected to the discourse function of 
marking stance. Two interesting fillers in the network are Argonites and Japanese. These are 
interesting because while near the noun cluster, are not directly linked. What appears to 
separate Argonites and Japanese from the rest of the nouns in the bottom cluster is that they 
are the only nouns that describe a group of people. Given that they are the only proper nouns 
in the networks, it is fitting that they are on the periphery of the network. Lastly, the filler 
cause appears to serve as a link between the two clusters. Cause occurred as a noun in this 
data set appearing in the frame of the * that. As such, cause was tagged as a noun when 
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generating Wu-Palmer similarity scores, but still it is the noun closest to the verb cluster. 
Perhaps this is reflective of the semantic similarity of the verb and noun forms of the word 
cause. The filler cause only occurs twice, both occurrences in one essay, but it is a high 
scoring essay with a fair score of 6.65 written by an L1 English author thus accounting for its 
red color.   
Fillers from frames in Family 5: that or to 
 
Figure 4.38. Semantic network of fillers of frames in Family 5: frames with that or to.  
 
To compare the differences in filler choices between L1 groups, the top-25 most frequent 
fillers by L1 were extracted from the network and are presented below in Figure 4.39. The 
most striking differences by L1 are again the Japanese in comparison to the L1 English and 
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Spanish authors. The English and Spanish speakers frequently used noun fillers fact, 
conclusion, and people, but the L1 Japanese authors did not. Fillers where all three groups 
overlap are the verbs: want, have, and be. These verbs are to be expected given the frames do 
not * to and to * in the appear in the frequent and associated bundles are do not want to, do 
not have to, and to be in the. While all three L1 groups use these three verbs, the L1 Japanese 
authors use the filler go even more frequently. The filler go also appears in the top-25 fillers 
in the SPN sub-corpus, but does not appear in the top-25 of the ENS sub-corpus.  
Based on the results in Figure 4.39 we can see that more of the verbs found in the top 
cluster of the network (Figure 4.38) occur in the JPN and SPN sub-corpora than the ENS sub-
corpus. This reinforces the observation above that L2 English authors tend to use more verb-
based bundles than L1 authors (Chen & Baker, 2010; Pan et al. 2016). There is also a sharper 
contrast in frequencies between the most frequent verbs in the ENS and SPN sub-corpora 
than within the JPN sub-corpus, reflecting the heavier use of the filler fact by those two 
groups and this contributes to a more Zipfian-like distribution of fillers within this group of 
frames for the L1 ENS and SPN authors.  
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Figure 4.39. The 25 most frequent fillers in Frame Family 5:  with that or to.  
 
219 
 
 
In general, with this pattern of frames, we see a heavy reliance on nouns, but also many 
verbs are used. This usage of verbs is due to the many instances of that- and to-complement 
clauses that are part of this group of frames. However, it is also apparent that the L1 Japanese 
authors use more verbs and substantially fewer tokens of nouns in this set of frames than the 
authors from the other groups. The next section will examine in closer detail the discourse 
functions that these frames fulfill. As before, different factors will be taken into account when 
determining the discourse functions fulfilled by this group of frames. Research question 3 is 
the motivation behind section 4.8.2. 
• RQ3: For which discourse functions are the most frequent and variable function 
word frames used? What role, if any, is played by L1, writing quality/proficiency, 
essay topic, and between frames in the same structural groupings/families? 
 
4.8.2 Discourse functions of frames in Family 5: Frames with that or to 
In previous sections, frames not serving a referential discourse function were excluded 
from the functional analysis as there were only a handful of instances fulfilling text 
organizing or stance discourse functions. With this group of frames, however, the story was 
quite different: with four out of the seven frames in this group marking stance, it was more 
frequent than any of the individual referential sub-functions. The bar chart in Figure 4.40 
visualizes the frequency differences of discourse function by frame.  
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Figure 4.40. Distribution of discourse functions of frames in Frame Family 5: frames 
with that or to 
 
Given that that- and to-complement clauses are common devices used to mark stance, the 
frequent marking of stance with these frames was hypothesized. Biber et al. (1999) explain 
that nouns taking that-clauses “are one of the primary devices used to mark stance in 
academic prose” (p. 648). The that-clause can function to report two primary types of stance: 
assessments of certainty or indications of the source of knowledge expressed in the clause. 
Meanwhile, to-clauses tend to focus on human goals or actions rather than stance about a 
proposition. Based on Figure 4.40, it is clear that the stance discourse function is common in 
the frames to the * that, and do not * to. Marking stance is also common in the frames of the 
* that and the * that the, but these frames also frequently fulfill the function of intangible 
framing.  
 
4.8.2.1. Statistical evaluation of discourse functions 
To add inferential statistics to build off the descriptive findings, a logistic regression was 
again carried out with this group of frames with the goal of better understanding which 
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factors contribute to the choice of discourse function. For reference levels, ENS was set for 
L1, “General social issues and opinions” for topic, and intangible framing for the dependent 
variable. In terms of frames, of the * that was set as the reference level frame because it was 
the most frequent frame of this group and using the most frequent variable tends to reduce 
issues of collinearity.  
Table 4.26 provides an overview of the different models built for comparison. Models 1 
and 2 are significant at p < .05. Model 3, which uses “Topic” as a predictor while controlling 
for L1 and Proficiency is not significant. This is a departure from previous groups of frames 
where topic was a significant predictor. Finally, model 4 was significant at p < .001 and 
should be considered the best fit as it has the largest pseudo R-squared of 0.585. 
Table 4.26. Regression models with predictor variables added by block for frames in Frame 
Family 5: Frames with that or to 
Model 
No. 
Predictor variables X2 df p-value 
1 L1 24.0 12 = .020 
2 Proficiency (when controlling for 
L1) 
33.6 18 = .014 
3 Topic (when controlling for L1 and 
proficiency) 
155.0 150 = .374 
4 Frame (when controlling for L1, 
proficiency, and topic) 
862.2 186 < .001 
 
As before, the method of adding predictors in blocks allowed for the comparison of 
models. The only significant difference between models was between 3 and 4 with the latter 
outperforming the former. Table 4.27 below provides an overview of the model comparisons. 
As models 1 and 2 were significant, key points will be touched upon before moving on to 
model 4 in more depth. Further analysis of model 3 will be forgone as it was not significant.  
Table 4.27. Comparisons of logistic regression models for Frame Family 5 
Models compared X2 df p-value 
1 - 2 9.60 6 = .143 
2 - 3 121.36 132 = .736 
3 - 4 707.24 36 < .001 
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Model 1.  Descriptively speaking, we see in Figure 4.41 that the L1 English and Spanish 
speakers use this set of frames to mark stance and intangible framing more than the L1 
Japanese authors. Meanwhile, the L1 Japanese authors use the group of frames to mark 
procedure or process more.  
 
Figure 4.41. Normalized frequencies of discourse subfunctions by L1 for Frame Family 
5: frames with that or to 
  
The logistic regression model is consistent with the descriptive statistics. Figure 4.42 
below makes apparent that L1 Japanese authors are more likely than the other groups to use 
this group of frames to mark a procedure or process. The discourse function of marking 
stance features was also more likely among the L1 English and Spanish authors than among 
the L1 Japanese authors. Also, using this group of frames for intangible framing is more 
likely in texts in the ENS sub-corpus than in the SPN sub-corpus and particularly more likely 
than in the JPN sub-corpus.  
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Figure 4.42. Probabilities of discourse functions by L1 for Frame Family 5: frames with 
that or to 
 
Model 2.  Model 2 was significant in predicting discourse function by L1 when 
controlling for fair score. After an initial examination of the logistic regression plots, it was 
found that intangible framing and marking procedure or process had probabilities above 0.5 
for some L1 groups based on the fair scores and hence are reported here in more detail. 
Recall that a probability of greater than 0.5 means that there is a greater than 50% chance of 
that outcome. 
 Generally speaking, the L1 English speakers were most likely to fulfill intangible 
framing. This was seen above in Figure 4.42. However, some interesting trends are seen with 
proficiency level when controlling for first language. The probability of L1 English authors 
using this set of frames for intangible framing increases slightly with proficiency level as 
seen in Figure 4.43. The same trend of increased probability with increased proficiency level 
is apparent with L1 Japanese authors but is much more pronounced. The L1 Spanish authors, 
on the other hand, display the opposite trend with the probability of intangible framing 
decreasing slightly as proficiency increases.  
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Figure 4.43. The probability of frames fulfilling intangible framing by fair score and L1  
 
Moving on to the discourse function of marking procedure or process, Figure 4.44 shows 
that the probability of this group of frames being used for this discourse function increases 
ever so slightly as the fair score increases among L1 English speakers. The opposite trend 
appears to be true for both non-native speaker groups. This time the trend is most pronounced 
among the L1 JPN authors, where the predicted probability of using the frames to mark 
procedure or process drops from about 0.77 among the lowest scoring authors to around 0.17 
among the higher scoring authors. This means that as the L1 Japanese authors get more 
proficient, they are less likely to use this set of frames to mark procedure or process.  
 
Figure 4.44. The probability of frames fulfilling the procedure or process function by fair 
score and L1 
 
With both Figures 4.43 and 4.44 it is worthwhile to note the distribution of the points at 0 
and 1 on the Y-axis. Recall that these points represent an observation of a frame and the fair 
score is the fair score of the essay that observation was in. In Figures 4.43 and 4.44 it is 
apparent that there are more observations at the higher end of the fair score continuum in the 
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ENS plot, at the lower end of the continuum in the JPN plot, and the observations more 
centered in the SPN plot. Where there are fewer points, the confidence bands around the 
regression line get wider indicating less confidence in the predictions usually due to fewer 
data points. Again, this is something to keep in mind when interpreting the trends presented 
in the probability curves. Model 3 used topics as predictors but was not significant and hence 
will not be considered further here. Instead, model 4 will be considered. Model 4 performed 
the best of all models and will be considered in more depth here.  
Model 4.  The final model performed the best and was significant: X2 = 863.0 , p < .001, 
df = 186. The relationship between predictor variables and outcome variables demonstrated 
an effect of 0.588 as measured by Nagelkerke’s pseudo R-squared, substantially higher than 
model 3 which featured a score of 0.117. The omnibus ratio likelihood test revealed that 
when all four predictor variables were entered into the model, only the frame was a 
significant predictor. Interestingly, neither L1 nor proficiency level appear to be significant 
predictors of discourse functions when topic and frame are included as predictors. Table 4.28 
outlines the results in more detail. 
Table 4.28. Overview of the final logistic regression model predicting referential sub-
functions for frames in Frame Family 5: Frames with that or to 
Predictor X2 df p-value 
L1 12.75 12 = .387 
Fair score 9.72 6 = .137 
Topic 114.33 132 = .864 
Frame 707.24 36 < .001 
 
The findings from model 4 provide further support of the connection between form and 
function as the frames prove to be strong predictors of discourse function. Figure 4.45 is in 
line with the descriptive statistics presented above, and the intangible framing sub-function 
seems to be quite likely for all frames in this family when controlling for the other predictor 
variables; particularly likely for for the * to and of the * that. Marking stance also appears 
likely with the frame of the * that, but even more so with the * that the, to the * that, and do 
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not * to. The last striking feature from Figure 4.45 is the likelihood of the frames to * in the 
and to * to the to predict the marking of a procedure or process.  
It was seen in Figure 4.41 that intangible framing was used most frequently in the ENS 
sub-corpus, followed by the SPN sub-corpus, and least frequently in the JPN sub-corpus. 
These frames tend to feature noun fillers as the definite article the precedes the variable slot. 
When comparing the two frames of the * that and for the * to, it is the latter which is much 
more likely fulfill the intangible framing function. Looking at the concordance lines from the 
corpus, the frame often features abstract nouns in the variable slot and is followed by a to-
complement clause. This pattern is illustrated in examples sentences 61 and 62. In both cases 
the noun filler represents an abstract and often fluid idea of group membership, and the to-
clause that the frame launches represents the action that the group will undertake. The frame 
of the * that is also frequently used for intangible framing. Examples 63 and 64 illustrate 
instances of that-clauses that complete the meaning of the intangible noun phrases occupying 
the filler the position of the frame.  
61. the trend is for the rich to get richer and the poor remain poor (ENS_126). 
62. it isn't necessary for the Japanese to study English hard (JPN_349). 
63. there are two forms of the gene that cause PKD (ENS_196) 
64. will determinate [sic] some of the elements that are used in a performance 
(SPN_690) 
 
The marking of stance was an even more frequent function of frames in this family of 
frames than intangible framing. The next section will consider more closely those frames that 
functioned to mark stance.  
 
 
 
2
2
7
 
 
 
 
 
 
Figure 4.45. Probabilities of discourse function of each frame within Frame Family 5: frames with that or to 
 
 
228 
 
 
 
4.8.2.2 Discourse Function: Marking Stance 
In addition to intangible framing, the frame of the * that was also likely to mark stance. 
The that in the final position of the frame is often the beginning of a that-clause. Biber et al. 
(1999) note that that-clauses frequently function to mark stance in the form of assessments of 
certainty or personal belief. This was frequently realized with the filler fact as seen in 
example 65. Note that again in example 65 there is a prepositional verb, think of, leading into 
the function word frame. Example 66 provides an instance where the frame is used to share a 
belief. 
65. we do not think of the fact that these people who wanted to improve their situation 
(SPN_724) 
66. a leading voice of the belief that prayer should be in schools (ENS_175) 
In fact, when compared to many other frames in this group, of the * that is significantly 
more likely to mark stance. This can be seen in Table 4.29 below. As of the * that was the 
reference level frame in the regression model, it is significantly more likely to mark stance 
than all frames with a negative coefficient.  
Table 4.29. Frames with that or to that are significant predictors for marking stance 
     95% CI 
Predictor Coefficient Standard 
error 
Z test Odds 
ratio 
Lower Upper 
Frames       
the * that the 0.93* 0.36 2.58 2.53 1.25 5.14 
to the * that 1.41* 0.42 3.35 4.08 1.79 9.30 
do not * to 72.35** 0.35 205.89 2.63e+31 1.32e+31 5.24e+31 
to * in the -66.45 1.85e-12 -2.79e-13 1.38e-29 3.62e-23 3.62e-23 
to * to the -45.51 2.55e-8 -1.78e-9 1.72e-20 1.72e-20 1.72e-20 
for the * to -43.26 7.45e-7 -5.81e-7 1.64e-19 1.64e-19 1.64e-19 
* p < .05 
** p < .001 
 
As observed in Table 4.29, the frames to the * that and do not * to were each significant 
predictors of marking stance. The frame to the * that was likely to fulfill a stance function as 
the that-complement clause often followed the noun as in example 67. However, this frame 
does not exclusively function to mark stance. It can also be used to function as intangible 
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framing. This seems to occur when the that-clause is actually controlled by a verb that has 
been separated from the that-clause, as seen in example 68. Interestingly while to the * that is 
less frequent in the JPN sub-corpus compared to the other two corpora, do not * to is most 
frequent in the JPN sub-corpus. 
67. So we come to the conclusion that a lot of students cannot resist all this (SPN_833) 
68. It isn't until chapter 6 that Clarence actually reveals to the listener that he is judging 
him (ENS_19) 
 
The frame do not * to was the most likely predictor of marking stance as seen in Figure 
4.44 and in terms of its odds ratio presented in Table 4.29. There were three main fillers of do 
not * to that were integral in its functioning to mark stance: want, have, and need. These 
fillers resulted in lexical bundles that have been found to mark stance in studies such as Biber 
et al. (2004) and Simpson-Vlach and Ellis (2010). Each of these fillers functioned to 
communicate attitudes or evaluations of propositions. In example 69, a desire not to do the 
action that follows is expressed, and in examples 70 and 71, the evaluation of the unnecessary 
nature of the action that follows is fulfilled.  
69. the shaving cream you do not want to squirt all over the place (ENS_135) 
70. we do not have to study only (JPN_325) 
71. aristocrats do not need to work to obtain [sic] money (SPN_838) 
 
In summary, the frames featuring that or to in the final position of the frame often 
function to mark stance. This is not surprising as complement clauses commonly function to 
mark stance (Biber et al., 1999). The last discourse sub-function to be contemplated in this 
group is the marking of procedure or process. This sub-function frequently featured the 
frames to * in the and to * to the. The reason that these frames were so likely to fulfill a 
procedure/process discourse function was that the fillers were invariably verbs.  
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4.8.2.3 Discourse function: Marking procedure or process 
Figure 4.44 showed that the frames to * in the and to * to the are very likely to be used to 
mark procedure or process. Table 4.30 outlines the statistics describing the likelihood of these 
two frames being used to mark procedure or process. It can be seen from the odds ratios that 
these two frames are very likely to fulfill a procedure or process function.  
Table 4.30. Significant predictors for frames with that or to marking a procedure or process 
     95% CI 
Predictor Coefficient Standard 
error 
Z test Odds 
ratio 
Lower Upper 
Frames       
to * in the 5.50** 0.73 7.59 245.79 59.34 1018.14 
to * to the 6.85** 1.17 5.84 942.43 94.60 9388.35 
* p < .05 
** p < .001 
 
The reason behind the strong likelihood of these frames marking a procedure or process is 
that they almost invariably feature an infinitive verb in the open slot. The initial to in these 
frames is the launching point of to-complement clauses controlled by nouns, as in examples 
72 and 73, or verbs, as in examples 74 and 75. Biber et al. (1999) observed that head nouns 
taking that- and to-clauses typically represent human goals, opportunities, or actions rather 
than a writer’s attitude or stance and hence the procedure/process sub-function of the 
examples. Examples 72 through 75 are good examples of to-complement clauses representing 
actions about the head nouns. 
72. …with the important exception of women winning the right to vote in the 1800s 
(ENS_150) 
73. It maybe because I had lots of chances to go to the bookstore (JPN_304) 
74. …people started to enjoy surfing at the beach and more and more young people love 
to live in the area (JPN_300) 
75. …an epigraph may serve to signal to the reader what was in the author's mind 
(SPN_893) 
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Within Frame Family 5, there were two main groups of fillers: verbs and nouns. The three 
function word frames to * in the, to * to the, and do not * to all featured verbs in the variable 
slot. The former two frames were most often used to mark procedure or process while do not 
* to was used to mark stance. Likewise, the frames with the definite article before the 
variable slot and that or to after the variable slot (e.g., to the * that, for the * to) featured 
nouns as the fillers and often served to mark stance or intangible framing.  
As with the other families of frames, clear patterns between the frames and functions 
were identified. For example, frames built around the * of—Families 1, 2, and 3—usually 
functioned for intangible framing by marking some abstract feature of a following noun 
phrase. Of these frames, prepositions proved to be powerful predictors, often signaling the 
marking of location or time with at, by, or from. The prepositions for, with, and by were 
strong predictors of the procedures or process discourse function. It was also noted 
throughout the analysis that many prepositions in the frames could be traced back to 
multiword verbs such as prepositional verbs that interfaced with the frame. This was true of 
frames built around the * of as well as other families of frames.  
Frame families built around the * of that did not feature a preposition most often served 
the referential sub-function of intangible framing followed by marking a procedure or 
process. The other three referential sub-functions, quantification, marking location or time, 
and tangible framing were far less frequent, particularly tangible framing. Topic also had an 
influence on the function of frames. For instance, with frames in Family 5, (preposition) + 
the * of the, the filler invention was the third and second most frequent filler in the ENS and 
JPN sub-corpora respectively, two corpora which featured the topic “Inventions”. Lexical 
bundles such as with the invention of the computer functioned to mark a procedure or process. 
Like the presence of opium as the second most frequent filler in the SPN sub-corpus, this 
appears to be a result directly related to topic. These patterns of discourse functions in 
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relation to the predictor variables shine a light on the pedagogical implications of this study, 
the topic of the final section of this chapter. 
 
4.9 Pedagogical Implications 
A primary goal of learner corpus studies is to identify characteristics of learner language 
that can lead to teaching opportunities to help learners develop their competence in a target 
language. The findings presented in this dissertation not only support previous findings in 
LCR and second language acquisition, but pinpoint numerous subtle characteristics of frames 
that can be used for pedagogical purposes. For example, it has been noted that function words 
such as articles and prepositions can present difficulties for learners of English (Gass & 
Selinker, 2008; Tyler 2012). In line with this observation, Tono (2013) pointed out that 
Japanese learners of English often struggle with function words and omit prepositions from 
their writing. The findings in this dissertation revealed that Tono’s (2013) findings extend to 
function word frames as well. As was seen in many of the bar charts throughout this chapter, 
the L1 Japanese speakers simply do not use the frames as much as the L1 English and 
Spanish authors. For language teachers in Japan, this finding provides evidence-based 
motivation for introducing frames to English language learners to help close the gap in 
frequency of frame use.  
While frames, not multiword verbs, were the focus of this study, during the data analysis 
it did appear that multiword verbs were often connected to frames. Examples 76 through 82 
show prepositional or phrasal verbs linked to frames from Family 2, preposition + the * of.  
76. … it causes man to think about the futility of life…  (ENS_43) 
77. … money would come from the suppression of military service…  (SPN_784) 
78. … if we think of the characters of Celia and Bonario… (SPN_688) 
79. … some who don't agree with the introduction of English say… (JPN_540) 
80. Europe may as well then take on the form of a “super-country”... (ENS_21) 
81. …they depend on the decisions of their guards… (SPN_878) 
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82. …the same applies to the fettering of parliament's power… (ENS_3) 
Thus, frames might be taught in combination with multiword verbs with an emphasis on how 
the multiword verb and frame overlap to form larger, extended formulaic units. That is, how 
the frames function to point out some intangible characteristic about the following noun 
phrase can be highlighted. This leads directly into the next possibility for teaching, focusing 
on the nature of the fillers of function word frames.  
It was seen throughout the different semantic networks that the majority of fillers were 
abstract and intangible in nature, with the frames themselves functioning to point out some 
intangible quality of a following noun phrase. Frequent nouns that were clearly intangible and 
abstract included idea, quality, conclusion, and matter. Other nouns were abstract but carried 
a locative meaning as well. For instance, the frames at the * of the and at the * of, were 
significantly more likely to be used to mark location or time than the similar frames the * of 
the and of the * of. Examples include at the bottom of the sea and at the end of the play. It 
was also noteworthy that the L1 Japanese authors used Frame Families 1 and 2, (preposition) 
+ the * of the and preposition + the * of, markedly less than the L1 English and Spanish 
authors (see Figures 4.5 and 4.16). The lower rate of frame use among L1 Japanese speakers 
may be the underlying factor behind the dearth fillers that were common among the other two 
groups. For example, the fillers beginning and end, which were in the top 3 for English and 
Spanish speakers in frames in Family 1, (preposition) +the * of the, do not appear among the 
top 25 for the Japanese speakers (see Figure 4.7).  
The relationship between frames, semantic characteristics, and functional profiles that has 
been documented throughout this study point to what might make an excellent opportunity to 
introduce frames to learners along with the type of fillers and discourse functions that are 
typically associated with specific frames or groups of frames. For example, teachers could 
explain that the frames at the * of and at the * of the are often used to mark a location or time 
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of a following noun phrase. Fillers such as beginning, end, and center could be presented to 
learners with an explanation that such fillers are abstract nouns used to mark locations or 
times for the different noun phrases that follow and help the frames fulfill discourse functions 
of marking location or time. The teacher might contrast the frame at the * of with the frame 
in the * of to show how both frames can be used to mark time or location, but also raise the 
point that in * of the frequently functions as a text organizer when featuring the filler case. 
Teaching learners to connect a larger formulaic chunk in the form of a frame to a specific 
semantic type of fillers and the corresponding trends in discourse function might allow 
learners to more accurately and naturally incorporate the function words that comprise the 
frames into their writing. 
Specifically, opportunities for paper-based data-driven learning (DDL) seem feasible. 
That is, having students discover language patterns by providing them with carefully selected 
authentic examples of language data that include the target patterns (Johns, 1991). For 
instance, worksheets that provide focused practice on using the target frames to fulfill 
common discourse functions of the frames such as marking location or time could be useful. 
On the worksheet, sentences could be provided with the frames highlighted in bold and a 
space for the filler to be inserted. A word bank could be provided with numerous possible 
fillers for the frames, and learners could choose a filler for each frame based on the context of 
the sentences. In a separate step, teachers might have students annotate each frame for the 
discourse function it fulfills (e.g., marking a procedure/process, quantification, time or 
location, etc.). A reflection discussion between small groups of students or at the class level 
could focus on which fillers were used to complete the target frames and why those fillers 
were chosen. The semantic characteristics of the fillers and discourse functions of the frames 
could be discussed and how they aligned with or defied expectations. In this way student 
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awareness can be raised about the generally abstract nature of the fillers and discourse 
functions that target frames typically fulfill.  
Finally, teachers might note the relationship between topic and phraseology. It was seen 
that certain frames were more likely within specific topics. For example, in the topic of 
“Inventions,” abstract process nouns were common fillers in instances of frames functioning 
to mark a procedure or process. Also, instances of frames marking a location or time were 
common under this topic. Connections between the topic and function of these high 
frequency frames could be discussed, highlighting the relationship between register, or the 
situational characteristics of a writing, and discourse function of linguistic features such as 
bundles and frames.   
As learners continue their own writing, they can be encouraged to consider the context of 
their writing and the intended discourse function of any segment of their writing. This 
approach to conceptualizing language use is congruent with functional theories of language, 
such as SFL, where context (i.e., genre and register) and intended discourse functions within 
a given context are believed to influence speakers’ language choices. That is, speakers and 
writers have choices in terms of packaging their intended messages and those messages are 
influenced by context as well as serve to shape context. If a speaker intends to mark a general 
point in time for a noun phrase, they could use the frames at the * of or at the * of the with 
the fillers beginning, middle, or end if the frames and fillers are in their linguistic repertoire. 
Learners might also learn that using frames built around the * of is not as common for 
marking possession of a concrete item as it is for an abstract item. Again, producing the 
frame in and of itself also carries with it those more difficult aspects of language for learners: 
prepositions and articles.   
The patterns of discourse functions fulfilled by frames and the nature of the fillers of the 
frames could lead learners to make connections between frame, nature of filler, and discourse 
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function. A better facility of using function word frames to achieve specific discourse 
functions has the potential to help learners to better understand and improve their command 
of prepositions and articles. Likewise, wielding function word frames in an appropriate 
manner carries with it the appropriate use of the prepositions and articles that comprise the 
frames. One could hypothesize that this would facilitate the implicit learning of function 
words.   
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CHAPTER 5: CONCLUSION 
 
This dissertation quantified and characterized recurrent function word frames in terms of 
their frequency, internal semantic characteristics, and discourse functions in texts between 
groups of writers with different L1s: English, Japanese, and Spanish. Broadly, it was found 
that the L1 Japanese authors used function word frames less frequently than their L1 English 
and Spanish counterparts. Across L1 groups, many of the high frequency function word 
frames attracted abstract, intangible nouns to the variable slot when that variable slot was 
preceded by an article (e.g., the * of a(n)). Individual frames within the larger structural 
groupings or families of function word frames (e.g., preposition-based frames) proved to 
generally be the strongest predictors of discourse function followed by topic. L1 and 
proficiency level were not significant predictors of discourse function when controlling for 
frame and topic. Table 5.1 aligns each research question with a summary of the key findings. 
For each family of frames analyzed in the present study, L1 Japanese authors 
demonstrated the lowest frequencies of use among the L1 groups. For example, normalized 
frequencies of frames from families 1 and 2, (preposition) + the * of the and preposition + 
the * of, showed that L1 Japanese authors used the frames at about half the rate of their L1 
English and Spanish counterparts. This finding is congruent with previous research on lexical 
bundles which has found that native speakers of English use more bundles based in noun and 
prepositional phrases, and learners use more verb-based bundles (cf. Chen & Baker, 2010; 
Pan et al., 2016). The fact that the L1 Spanish speakers produced frames from families 1 and 
2 at higher rates than the L1 Japanese speakers may be explained by the former group’s 
higher proficiency level. 
 
 
 
 
2
3
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Table 5.1. Summary of research questions and principal findings 
Research question Summary of findings 
RQ1a: What are the most frequent frames in 
argumentative essays authored by native 
speakers of English, Spanish, and Japanese? 
What are the most frequent function word 
frames and how can they be grouped 
structurally? 
In the combined corpus, function word frames were the most frequent followed by verb-based 
frames. L1 English and Spanish speakers used more function word frames while L1 Japanese 
speakers used more verb-based frames.  
 
Five ‘families of frames’ were identified. Four families featured noun- or preposition-based 
frames and a fifth family was based on the presence of to or that often linked to a complement 
clause.  
 
RQ1b: What is the degree of internal 
variability and predictability of the most  
frequent frames? 
 
Of the 30 most frequent function word frames, 17 were considered “highly variable” having a 
type-token ratio greater than 0.70 as measured in the combined corpus (Gray & Biber, 2015b). 
With respect to “variable” frames, 11 fit the profile with type-token ratios of 0.30 or higher 
but less than or equal to 0.70. Only two frames in the combined corpus had a type-token ratio 
below 0.30 which is considered “fixed”: do not * to and in * of the. Nevertheless, these two 
frames were included in the analysis as their type-token ratios were higher than 0.30 in each of 
the sub-corpora. 
 
Predictability levels were more varied, ranging from 3% up to 40% in the combined corpus. 
This illustrates that many frames, despite have a broad array of fillers, may have one filler that 
accounts for a large percentage of the tokens of the frame. Higher predictability levels can 
have implications for the semantic characteristics as one frequent filler can act as a prototype 
for all fillers that occupy the variable slot of a frame. 
 
RQ1c: How does the overall lexical diversity 
of the texts from each L1 group relate to the 
variability of frames?  
The L1 English group produced the most lexically diverse texts as measured by the 
standardized type-token ratio employed in this study. The L1 Spanish group followed the L1 
English group, and the L1 Japanese had the least lexically diverse texts. These findings were 
congruent with findings related to lexical diversity of the most frequent frames by L1 group. 
The L1 English group produced a higher proportion of highly variable frames in comparison 
to the L1 Spanish and Japanese groups. The L1 Japanese group had the highest proportion of 
‘fixed frames’, or frames that demonstrated lower rates of lexical diversity.  
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Table 5.1 (continued) 
Research question Summary of findings 
RQ2: How can the fillers of structural 
groups/families of function word frames be 
characterized semantically?  
Most fillers gravitated around one or a few frequent fillers such as idea, importance, 
development, end, beginning, rest, result, or matter that represented the abstract, intangible 
nature of the majority of fillers in the networks. Authors with higher fair scores also 
demonstrated a range of lower frequency words as fillers that fit the profile of abstract/process 
nouns such as realization, achievement, function, absurdity, and election. More topic-specific 
instances of frames on the outskirts of the semantic networks such as comedy and opium were 
also present.  
 
Broadly, the fillers of the frames were directly related to the referential sub-functions that 
most frames fulfilled: abstract nouns such as idea led to intangible framing, process nouns 
such as development led to marking a procedure or process, and nouns of location or time such 
as end led to the marking of location or time.  
 
 
RQ3: For which discourse functions are the 
most frequent and variable function word 
frames used? What role, if any, is played by 
L1, writing quality/proficiency, essay topic, 
and between frames in the same structural 
groupings/families? 
 
The vast majority of frames fulfilled a referential discourse function that was consistent with 
the semantic properties of a frame’s filler (e.g., the end of the marked time or location for a 
following noun phrase). Furthermore, intangible framing was clearly the most frequent 
referential discourse sub-function.   
 
Within the families of frames, a logistic regression revealed that for all families of frames, L1 
and proficiency were not significant predictors when controlling for topic and frame within the 
family. Rather, essay topic and the individual frames themselves were the strongest predictors 
of discourse function. Specifically, prepositions proved to be strong predictors of a frame’s 
discourse function, providing support to the idea of a systematic, semantically motivated 
network of prepositions.  
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The lower rates of function word frames in the JPN sub-corpus also support observations by 
Tono (2013) that Japanese learners of English struggle with articles and frequently omit 
prepositions. If Japanese learners omit prepositions and struggle with articles, then it is to be 
somewhat expected that they will use fewer function word frames. Among function word frames, 
frequency differences between L1 groups were less pronounced with Frame Family 5. While the 
L1 Japanese authors still used these frames less frequently than the English or Spanish groups, 
the frequency differences were less marked. This may be due to the prominence of verbs in the 
variable slots, and the phrasal nature of noun- and preposition-based frames versus the more 
clausal nature of frames with that or to. Prepositional phrases as post nominal modifiers and 
noun phrases are salient features of informationally dense academic writing (Biber & Gray, 
2016), and it could be that the L1 Japanese authors, who were of generally lower proficiency, 
were further behind the other two groups in their development of academic writing, and thus 
used more clausal features typical of spoken language.  
When zeroing in on the internal semantic characteristics of function word frames, it was 
found that the majority of frames attracted fillers of the class “abstract process noun” (Biber, 
2006). Nouns were numerous because of the 30 target frames, 17 were built around the 3-word 
frame the * of where the variable slot was invariably a noun. Abstract process nouns in the 
variable slot of the filler often functioned to highlight an important attribute of the following 
noun phrase. This resulted in the frame fulfilling the referential sub-function of intangible 
framing and highlights the relationship between the semantic characteristics of the filler and the 
discourse function of the frame. Other semantic classes of fillers that were frequent in frames 
built around the * of were nouns marking location or time and quantifiers, the former particularly 
so in preposition-based frames such as in the * of or at the * of. The findings here support 
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observations from earlier to more recent work on frames that has observed that specific frames 
tend to attract certain semantic classes of fillers (Biber 2009; Egg-Olofsson & Altenberg, 1994; 
O’Donnell et al., 2013; Renouf & Sinclair, 1991). The findings in the present study also reveal 
that many semantically related fillers tend to occupy the variable slot in frames. Furthermore, via 
network analysis, this dissertation was able to characterize the relationship between the fillers of 
the different frame families studied and showed that a broad array of fillers tend to gravitate to 
one or two frequent fillers that are central to the overall network of fillers. These findings also 
reflect the different theories of language that have postulated and found evidence of the 
relationship between the syntagmatic and paradigmatic axes of language or patterns attracting 
common fillers (Goldberg 2006; Halliday & Matthiessen, 2014; Hoey, 2005; Hunston & Francis, 
2000). For instance, frames based in a noun phrase such as the * of a(n) or the * of this 
predominantly attracted abstract process nouns; preposition-based frames attracted more place 
nouns; frames featuring that or to attracted many more verbs than frames of other structures.  
The relationship between frame and filler is congruent with the theories of language covered 
in this dissertation that have provided evidence illustrating the link between form and meaning in 
language such as Systemic Functional Linguistics, Pattern Grammar, and Construction 
Grammar. For example, Hunston and Francis (2000) noted that “patterns are closely associated 
with meaning” in their work on Pattern Grammar (p. 3). Their work focused on variable patterns 
based around content words such as V into N where “V” represents verb and “N” represents 
noun. Hunston and Francis showed that patterns of similar nature often result in similar meaning. 
They illustrated that the verbs in the pattern V into N can be organized into groups based on 
similar meaning, such as verbs that communicate a change like turn into, curl into, change into, 
and so on. Work in Construction Grammar has made similar observations and directly built on 
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Pattern Grammar. Ellis and Ferreira-Junior (2009) provided evidence that different verbs in verb 
argument constructions were often semantically similar in nature. For instance, the construction 
verb object locative (e.g., put the book on the table) features the verb put most frequently and, 
Ellis and Ferreira-Junior (2009) argue, is prototypical and generic in its meaning. The 
construction is so strongly associated with put that it attracts verbs of a similar meaning to the 
construction in general.  
The present dissertation not only found evidence supporting this body of previous work 
marking a relationship between form and meaning, but also added to our knowledge by 
extending the analyses beyond previously identified patterns and constructions to recurrent 
function word frames. This is an important contribution as it provided evidence for Tyler’s 
(2012) idea that despite not carrying much meaning in isolation, function words, especially 
prepositions, may be part of a systematic and semantically motivated network in how they affect 
meaning of larger patterns of words, such as the nature of the filler used in a frame. It was also 
illustrated that slight alterations in common function words such as single articles or prepositions 
can have profound effects on the fillers that are attracted to a frame. The fillers of the frames in 
turn seem to directly inform the discourse functions that a frame fulfills. This relationship is 
illustrated in Figure 5.1 where it is evident that a single change in a preposition can influence 
which fillers are attracted to the frame. This has implications for the discourse function that the 
frame fulfills. Figure 5.1 focuses on Frame Family 1 and reflects that the * of the most likely 
serves intangible framing. However, when at occupies the first slot of the 5-word frame at the * 
of the, the frame is likely to fulfill the subfunction of marking location or time. Meanwhile, when 
with occupies the first slot in the frame, the odds of the frame marking procedure or process are 
higher.  
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Figure 5.1. Illustration of the relationship between frame, filler, and discourse function 
 
The multinomial logistic regression carried out in the present dissertation revealed that the 
individual frames within the larger families of frames were the strongest predictors of discourse 
sub-functions when controlling for L1, proficiency, and topic as predictors. For example, while 
the marking of procedure or process was of comparable frequency to the marking of stance 
among frames featuring that or to, the frame the * that the was a much better predictor of stance 
than for the * to even when controlling for the other predictor variables. This clear distinction in 
discourse function between two frames that when combined only represent four distinct function 
words—the, that, for, and to—is illustrative of the relationship between form and function. The 
logistic regression carried out here marks a novel contribution to the literature covering 
functional analyses of bundles or frames, as most previous research either compared normalized 
frequencies (i.e., descriptive comparisons) or expected frequencies (e.g., chi square tests); 
comparisons that do not take into account the effect of other predictor variables.  
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While the strongest predictors of discourse function were the frame and the topic, this is not 
to say that there were no differences between L1 groups in terms of discourse functions that the 
frames fulfilled. Indeed, many interesting trends were identified. For example, in Figure 4.12 it 
was seen that both the L1 Japanese and Spanish were less likely to use frames in Family 1, 
(preposition) + the * of the, for intangible framing as proficiency levels increased, but the 
opposite trend was found for the L1 English speakers. While the relationship between 
‘nativeness’ and proficiency level is complex, findings in this vein provide evidence that even as 
proficiency increases, there is still an effect of L1, a finding that has been observed elsewhere 
(e.g., Pan et al. 2016). However, it should be noted that research has found the effect of 
‘nativeness’ to likely be less influential than factors of register and proficiency (Rӧmer, 2009b), 
a finding that appears to extend to the present study as well. While not the focus of the study, it 
was also observed that many of the frames beginning with a preposition were the result of the 
overlap between multiword verbs (e.g., prepositional verbs or phrasal verbs) and a frame that 
functioned to point out an abstract feature or a procedure or process of a following noun phrase 
(e.g, they depend on the decision of their guards).   
As noted above, there was a marked difference in the frequency of noun- and preposition-
based frames between L1 groups, with the L1 Japanese using them substantially less frequently. 
This taken in hand with the observation of the overlap between multiword verbs and frames 
raises the question of whether or not the frequency disparity in frames is at least partially 
attributable to a lack of mastery among the L1 Japanese authors of multiword verbs that contain 
prepositions. It could be that as learners increase their repertoires of multiword verbs, the pattern 
of multiword verb leading into a function word frame identifying some abstract characteristic of 
a following noun phrase increases. That is, an underlying reason for fewer target frames in the 
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JPN corpus could be directly related to a weaker command of prepositions and multiword verbs. 
While the lack of empirical investigation on the influence of multiword verbs on frames could be 
identified as a limitation of the present study, the observation could also provide an avenue for 
future research that investigates more precisely the relationship between multiword verbs and 
frames. 
There were additional limitations in this study that should be acknowledged. With logistic 
regression there are concerns of independence of data when drawing multiple data points from 
the same text. For example, there are many instances when more than one frame used in the 
logistic regression came from the same text. In this case can it be said that the assumption of 
independence of data for the regression has been met? It is true that each text in the analysis was 
independent as they were written by different authors, but the data points of analysis were 
linguistic features, not the .txt files themselves. While the assumption of independence of data 
may have been violated in this study, logistic regression is known to be a robust method and the 
results are in line with the descriptive statistics suggesting that any violation of assumptions was 
not a major issue. Furthermore, if the assumption of independence was violated, this would result 
in a widening of the standard errors of each of the predictor variables in the model. This would 
ultimately inflate p-values associated with each predictor variable, but given the very low p-
values (i.e., highly significant p-values) found in the logistic regression in the present study, 
inflation is unlikely to result in p-values larger than 0.05, or results that are not significant.  
Another limitation is that the semantic analysis of the fillers only took a paradigmatic 
approach to the analysis of semantic similarity between the fillers of groups of frames. The fillers 
were related to each other only by their hypernymic relations and were disambiguated for sense. 
It is likely that the semantic relationship between some fillers were overstated as the highest Wu-
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palmer scores from comparisons drawing on all senses were used to create the networks. Future 
research could use more distributional methods to gauge similarity such as word embedding 
methods (e.g., word2vec) that group words based on their syntagmatic similarity and thereby 
negating the need for sense disambiguation. Despite any limitations, this dissertation provided 
one of the most comprehensive studies to date into the semantic characteristics and discourse 
functions fulfilled by high frequency function word frames in undergraduate native speaker and 
learner writing. This study built on and extended a healthy body of existing literature.  
In summary, this dissertation presented a depth of analysis into function word frames yet to 
be seen in the broader literature. While many of the findings from this dissertation substantiated 
observations from previous research such as semantically similar fillers in function word frames, 
the methods used to empirically evaluate and characterize the target frames in terms of their 
semantic and functional profiles marked a novel and meaningful contribution to the field. 
Furthermore, the trends discovered among the function word frames identified here have the 
potential to serve as empirically-derived motivation for experimental approaches to teaching 
function words from a more phraseological perspective that might help learners use 
discontinuous formulaic language to achieve their intended discourse functions. Finally, this 
study has provided further evidence that language is not a patchwork of individual lexical items, 
but rather a complex system of patterns influenced at every level, including register, topic, text, 
and down to the combination of individual words and phrases.  
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APPENDIX: RATING SCALE USED TO ASSIGN SCORES TO ESSAYS 
Please choose a whole number for a score. DO NOT assign a score of 4.5, for example. Thank 
you. 
 
7: Uses cohesion in such a way that it attracts no negative attention. Skillfully manages 
paragraphing. Uses a wide range of vocabulary with sophisticated and natural control. Uses a 
wide range of grammatical structures accurately and with flexibility. 
 
6: Sequences information and ideas logically. Manages aspects of cohesion well and uses 
paragraphing sufficiently and appropriately. Uses a wide range of vocabulary, including 
uncommon words, skillfully and flexibly but there may be occasional inaccuracies. Uses a wide 
range of grammatical structures, usually error free.  
 
5: Logically organizes information and there is clear progression. Uses a range of cohesive 
devices appropriately though there may be some under-/over-use. Uses a sufficient range of 
vocabulary, uses less common lexical items, may have occasional errors in word choice or 
spelling. Uses a variety of complex structures, produces frequent error-free sentences, has 
good control of grammar and punctuation but may have a few errors.  
 
4: Arranges ideas coherently and there is clear overall progression. Uses cohesive devices but 
cohesion between sentences may be faulty. May not always use referencing clearly or 
appropriately. Adequate range of vocabulary, attempts to use less common words but with 
some inaccuracy. Uses a mix of simple and complex sentence forms, makes some errors in 
grammar and punctuation but this rarely reduces meaning. 
 
3:  Presents information with some organization but may lack overall progression. 
Inadequate, inaccurate, or overuse of cohesive devices. May be repetitive due to lack of 
referencing and substitution and paragraphing may be inadequate. Vocabulary is limited with 
noticeable errors in spelling and word formation that cause difficulty for the reader. Uses only a 
limited range of grammatical structures. Attempts complex sentences but they tend to be 
inaccurate. Frequent grammatical and punctuation errors can cause some difficulty for the 
reader.  
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2. Presents information and ideas but these are not arranged coherently and there is no clear 
progression in the response. Uses some basic cohesive devices these may be inaccurate and 
paragraphing may be absent or confusing. Uses only basic vocabulary which may be repetitive 
or inappropriate for the topic. Limited range of structures with only rare use of subordinate 
clauses. Errors predominate structures and punctuation is faulty.  
 
1. Does not organize ideas logically. May use a very limited range of cohesive devices and 
those used may not indicate a logical relationship between ideas. Uses only a very limited range 
of words and expressions with very limited control of word formation and/or spelling. Errors 
may distort message. Attempts sentences but errors in grammar and punctuation distort 
meaning. 
 
