A graph G is called triangle-free if G has no induced K3 as a subgraph. We set 3 = min{ 3 i=1 d(vi)|{v1; v2; v3} is an independent set of vertices in G}. In this paper, we show that if G is a 1-tough and triangle-free graph of order n with n 6 3, then G is hamiltonian.
Introduction
We use Ref. [2] for terminology and notation not deÿned here and consider ÿnite simple graphs only.
Let C be a cycle of a graph G. We denote by * C the cycle C with a given orientation, and by For a ∈ V (G), we write (a; B) for ({a}; B). We use !(G) to denote the number of components of a graph G. ChvÃ atal [3] deÿned G to be 1-tough if !(G − S)6|S| for any subset S of V (G) with !(G − S)¿1. Let 3 = min{ 3 i=1 d(v i )|{v 1 ; v 2 ; v 3 } is an independent set of V (G)}. We use (G) for the minimum vertex degree of G and (G) for the independence number of G.
It follows from a result of Jung [6] that every 1-tough graph G on at most 2 (G)+4 vertices is hamiltonian and the bound 2 (G) + 4 is best possible. But for some special classes of graphs, the bound can be improved. In Ref. [5] , Jackson showed that every 2-connected k-regular graph on at most 3k vertices is hamiltonian. Brandt [3] considered triangle-free, non-bipartite graphs and got the following result:
Theorem 0. Let G = C 5 be a triangle-free, non-bipartite graph of order n. If (G)¿n=3, then G contains cycles of all lengths between 4 and r, where r = min{n; 2(n − (G))}.
Notice that (G)6n=2 if G is 1-tough. In this paper, we will prove: Theorem 1. Let G be a 1-tough, triangle-free graph of order n. If 3 ¿n, then G is hamiltonian.
Inspiring by Theorems 0 and 1, we propose the following: Conjecture 2. Let G be a 1-tough, triangle-free graph of order n. If 3 ¿n, then G contains cycles of any length between the length of a shortest cycle and n, unless G is bipartite.
Some lemmas
Now we state the following theorem which is used in our proof.
Theorem 3 (Bauer et al. [1] ). Let G be a 1-tough graph of order n such that 3 ¿n and C be a longest cycle in G. Then V (G − C) is an independent set.
Assume that G satisÿes the conditions of Theorem 1. Let C be an arbitrary longest cycle of G and R = G − C. Then Theorem 1 follows if V (R) = ∅. So we assume that there exists some vertex v 0 ∈ V (R). Set X = N C (v 0 ) = {x 1 ; x 2 ; : : : ; x m } in order along
is an independent set. Since C is a longest cycle, we have Lemma 2.1. Let x i ; x j ∈ X; i = j. Then (1) X + ; X − ; Y ∪ V (R) are independent sets and for any u; v in
Proof. Since C is a longest cycle and every longest cycle of G is dominating, (1) readily follows (cf. [1, 4] ).
For (2) -(9), we only prove (4) and the others can be proved similarly. By contradiction, suppose uv ∈ E or there exists some vertex z in V (R) such that uz ∈ E and vz ∈ E. We can get a longer cycle
where z cannot occur when
Suppose that the cycle C is divided into m segments by X and denote them by S 1 ; S 2 ; : : : ; S m , where S i = {a i ; a 
We call them segments of X . If S is a segment of X and |S|¿2, we call S a non-trivial segment of X . Now we choose v 0 ∈ V (R) such that (1) there exist as many non-trivial segments of X as possible; (2) under (1), X is as large as possible.
Since G is 1-tough, it is easy to see that there exists at least one non-trivial segment of X . Lemma 2.2. There are at least two non-trivial segments of X.
Proof. By contradiction, suppose that there exists only one non-trivial segment of X . Without loss of generality, let S 1 be the non-trivial segment with S 1 = {a 1 ; a 2 ; : : : ; a s } in order around C. Since V (R) ∪ Y is an independent set and G is 1-tough, there exists some vertex y in Y such that N (y) ∩ S 1 = ∅. By Lemma 2.1(1), {a 1 ; a s } ∩ N (y) = ∅. Thus |S 1 |¿3. Notice that the cycle C with vertex set (V (C) −{y}) ∪ {v 0 } is a longest cycle of G and y ∈ V (G − C ). By the choice of v 0 , there is no non-trivial segment of X = N C (y) in S 1 (since |X |6|X |). Thus s is odd and a i y ∈ E for any even i¡s. Hence by Lemma 2:1(1) -(3), we have
contradicting the fact that G is 1-tough.
Let S j be an X segment with |S j |¿1. Deÿne
Suppose that the cycle C is divided into l segments by X * and denote them by S * 
where {x i ; x i+1 } ⊆ N C (v 0 ) and
j+1 ∈ E; 16i; j6m; i = r; j = t. By using Lemma 2.1, it is easy to check that uv = ∈ E, a contradiction. For exam-ple, if u; v ∈ x j+1 * C x i and u ∈ x j+1 * C v, then we can get a cycle longer than C as follows:
Proof. By contradiction, suppose that there exist some vertex y ∈ Y * and u ∈ V (R) such that yu ∈ E. By Lemma 2.1(1), y = ∈ Y . Thus |{y
Thus we can get a longest cycle
is not independent, contrary to Theorem 3. Using a similar argument, we can prove that y + = ∈ N C (v 0 ). Hence {y
). When j¡r, using the fact that y − x + j ∈ E and y + x + r ∈ E, we can get a longest cycle C such that V (G − C ) is not independent, contrary to Theorem 3. When j¿r, using the fact that y − x − j+1 ∈ E and y + x + r ∈ E, we can also get a longest cycle C such that V (G − C ) is not independent, contrary to Theorem 3.
Since G is 1-tough, by Lemma 2.4, we obtain Corollary. If D = ∅, then there exists at least one non-trivial segment of X * .
Lemma 2.5. There do not exist two pairs of consecutive vertices, say p 1 ; p + 1 and p 2 ; p + 2 , in segments of X with {p 1 ; p
and
Proof. Suppose otherwise. Since G is triangle-free, it is easy to check that ({p 1 ; p 62 . We may assume, without loss of generality, that p 1 p 2 ∈ E and p From (1) and (2), we have
This implies that 2n¿2 3 + 1, a contradiction.
Two consecutive vertices e; e + of a longest cycle C are called a pair of hopping vertices of C if {e;
Lemma 2.6. Let S i be a non-trivial segment of X and e; e + be a pair of hopping vertices of C in S i . Then ({e; e + }; S i )6|S i | and for any segment S j (j = i) of X , we have
Proof. Since G is triangle-free, we have x = ∈ N (e) ∩ N (e + ) for any x ∈ V (G). Thus ({e; e + }; S i )6|S i | Let S j = (a j ; a + j ; : : : ; b j ). If ea j ∈ E, then eb j = ∈ E by e = ∈ D and e + b j = ∈ E by Lemma 2.1(3). If ea j = ∈ E and e + a j = ∈ E, the result holds. If e + a j ∈ E, then e + b j = ∈ E by e + = ∈ D and eb j = ∈ E by Lemma 2.1(3). Thus we have ({e; e + }; S j )6|S j | − 1.
Let S * = {c 1 ; c 2 ; : : : ; c s } be a non-trivial segment of X * contained in the segment S j of X . In order to prove the next lemma, we ÿrst prove three claims which show some properties of S * .
Claim 2.1. If Y * = ∅ an c i y ∈ E for some i (1¡i6s) and some vertex y ∈ Y * , then
Proof.
(1) By contradiction, assume that P is a path connecting c 1 and c
By Lemmas 2.1(2), 2.1(6) and 2.1(7), y − = ∈ X and by Lemmas 2.1(8) and 2.1(9), c
Hence there exist some t = j and r such that c
). We distinguish the following two cases. ( Proof. By contradiction, suppose that S * is the only one non-trivial segment of 
is an independent set. Since G is 1-tough, there exist some vertex c ∈ S * and some vertex y in Y * such that cy ∈ E. Thus s = 3 and c 2 y ∈ E. Since C is a longest cycle and G is triangle-free, we have c 1 c 3 = ∈ E and |N (u) ∩ {c 1 ; c 3 }|61 for any u ∈ V (R) by Claim 2.1(1). Thus By Lemma 2.7, there are at least two pairs of disjoint hopping vertices of C for any longest cycle of G.
Using Lemmas 2.5, 2.6 and 2.7, we can get the following lemma. Proof.
(1) Suppose that S * i1 = {x j1 ; x j2 ; : : : ; x jt } is another non-trivial segment of X * such that S * i1 ⊆ S i0 . Since G is triangle-free, by Lemmas 2.3 and 2.8,
Thus we relabel the vertices of S i0 as:
Note that now S i0 contains one non-trivial segment less than before. Repeating the procedure, we can get that S i0 contains only one non-trivial segment of X * . * | is even. By (2), set S i0 * = {x 1 ; x 2 ; : : : ; x k }.
is a pair of hopping vertices in S i0 for any i with 16i6k − 1. By Lemma 2.8, ({x i ; x i+1 };
++ ∈ E by Lemma 2.3. Similarly x i (x k ) + ∈ E; x i+1 (x k ) ++ ∈ E for any odd i with 16i6k − 1. Notice that k − 1 is odd. x k−1 (x k )
+ ∈ E implies G contains a triangle, a contradiction. Lemma 2.10. There exist two non-trivial segments S i0 and S j0 of X * such that S i0 ⊆ S i and S j0 ⊆ S j , where i = j.
Proof. By Lemma 2.7, there exist two non-trivial segments S * i0 and S * j0 of X * . If all non-trivial segments of X * are in the same segment S i of X . By Lemma 2.9, we can get a cycle C just by relabelling the vertices of S i such that there is only one nontrivial segment of X * in S i . Thus, for C there is only one non-trivial segment of X * . Since V (C ) = V (C), using similar arguments to that in the proof of Lemma 2.7, we can get a contradiction.
Proof of Theorem 1
By Lemma 2.10, let S i = {x 1 ; x 2 ; : : : ; x s }; S j = {y 1 ; y 2 ; : : : ; y t } be two distinct non-trivial segments of X and S * i0 , S * j0 be two non-trivial segments of X * such that
. By Lemma 2.9, we may assume S * i0 = {x 1 ; x 2 ; : : : ; x s }; 36s 6s; S * j0 = {y 1 ; y 2 ; : : : ; y t }; 36t 6t. We shall distinguish the following two cases.
Without loss of generality, assume that S j0 ∩ D = ∅. It follows from Lemma 2.9 that |S j0 |¿5. By Lemma 2.3, x 1 y 1 = ∈ E. Since G is triangle-free, we have (x; S j0 )6|S j0 |−1=2 for any x ∈ S i0 − D. Since x 2 = ∈ D, x 2 is adjacent to at most one of y 1 and y t . By Lemma 2.8, we have
N (x 2 ) ∩ S j0 = {y k | k is odd and k = 1 or k = t}:
By Lemma 2.3, x s y t = ∈ E. If there is some y ∈ S * j0 such that yx s ∈ E, then y = ∈ N (x 2 ) ∩ S * j0
for otherwise {y + ; y − } ∩ N (x 1 ) = ∅ by Lemma 2.8, contrary to Lemma 2.1(3 contrary to Lemma 2.8. Case 2: (S i0 ∪ S j0 ) ∩ D = ∅. Then s = s and t = t . Suppose that t¿s. If s = 2, let S i0 = {x 1 ; x 2 }. Then x 1 ; x 2 is a pair of hopping vertices. Thus by Lemmas 2.1(3) and 2.8, we have either x 1 y t ∈ E or x 2 y 1 ∈ E. Since G is triangle-free, we obtain y If s = t = 3, then x 1 ; x 2 and x 2 ; x 3 are pairs of hopping vertices. Since S j0 ∩ D = ∅ and G is triangle-free, we obtain x 1 y 3 ∈ E, x 2 y 2 ∈ E and x 3 y 1 ∈ E by Lemma 2.8(1). Thus we can get a cycle v 0 x + 3 * C y 1 x 3 x 2 y 2 y 3 x 1 ( C y + 3 v 0 which is longer than C, a contradiction. Thus we may assume that s¿3 and t¿4. By Lemma 2.8, we have ({x 1 ; x 2 }; S j0 )= |S j0 | − 1. Thus for any y ∈ S j0 ∩ N (x 2 ), we have {y − ; y + } ∩ N (x 1 ) = ∅, which implies, by Lemma 2.1 (3) , that y = ∈ S j0 ∩ N (x s ), Notice that S j0 ∩ D = ∅. We have N (x 1 ) ∩ N (x s )∩ S j0 = ∅. 
