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Abstract
In this paper, we prove the almost periodicity of bounded solutions and a so-called Massera crite-
rion for the existence of periodic solutions to differential equation with piecewise constant argument.
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1. Introduction
In this paper, we are concerned with differential equations with piecewise constant ar-
gument of the form
x˙ = Ax([t])+ f ([t]), x(t) ∈ Cn, (1.1)
where A is a linear operator on Cn, f is a bounded continuous function from R to Cn, [·] is
the largest integer function. Differential equations with piecewise constant argument have
been considered in many works since they are found appropriate to various applications
(see, for example, [18,19,21] and the references therein).
The main purpose of this paper is show a spectral condition for almost periodicity of
bounded solutions and the existence of periodic solutions to Eq. (1.1) via the so-called
Massera criterion. Massera criterion [12] was first introduced by Massera in 1950 to ordi-
nary differential equations, saying that the linear differential equation of the form
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where A,f is continuous, periodic with the same period τ , has a periodic solution with
period τ if and only if it has a bounded solution on R+. Subsequently, it has been extended
to ordinary functional differential equations (OFDE) of delay type in [2], to OFDE with
advance and delay in [4,10,11], to abstract functional differential equations in [20]. Re-
cently, it has been extended to almost periodic solutions of evolution equations in [13–16].
For a more complete introduction to this topic we refer the reader to any introduction of
these papers and counterexamples for almost periodic equations in [6,7].
However, as will be shown in this paper, in general Massera criterion does not hold true
for Eq. (1.1). For instance, if f is periodic with irrational period, then Eq. (1.1) has no
periodic solutions. If in addition, the period of f is assumed to be rational, we can show
that Massera criterion for (1.1) holds true.
The main technique of this paper is to use the notion of spectrum of a function which
has been widespreadly employed in recent researches such as [3,15–17]. We will estimate
the spectrum of a bounded function, and based on the obtained estimates we will consider
the almost periodicity or periodicity of solutions. The main results of the paper are Theo-
rems 3.2, 3.5, and 3.9. An estimate of the spectrum of a bounded solution to Eq. (1.1) is
obtained in Theorem 3.2. Theorem 3.5 gives a spectral condition for almost periodicity of
bounded solutions to Eq. (1.1). Based on [14], Theorem 3.9 shows the existence of periodic
solutions to Eq. (1.1).
2. Preliminaries
In this section we recall the notion of a spectrum of a bounded function and some
important properties. For more details we refer the reader to [8,17].
2.1. Notations
Throughout the paper we will use the following notations: Z,R,C stand for the sets
of integers, real, and complex numbers, respectively. X denotes a given complex Banach
space. If A is a linear operator, then the notations σ(A),ρ(A), and R(λ,A) stand for the
spectrum, resolvent set, and resolvent of the operator A. We also denote the spectrum of
a function f by sp(f ). The notation L1loc(R,X) means the Banach space of measurable,
local integrable functions from R to X. In this space, the subspace BM(R,X) consists of
f ∈ L1loc(R,X) such that supt∈R
∫ t+1
t ‖f (s)‖ds < +∞. As usual, BC(R,X), BUC(R,X),
AP(R,X) stand for the spaces of all X-valued bounded continuous and bounded uniformly
continuous functions on R and their subspace of almost periodic functions, respectively.
2.2. The spectrum of a bounded function
In this paper, we will use the notion of Carlemann spectrum of a function u ∈ BM(R,X),
denoted by sp(u), consisting of all real numbers ξ such that the Fourier–Carlemann trans-
form of u
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{∫∞
0 e
−λtu(t) dt if Reλ > 0,
− ∫∞0 eλtu(−t) dt if Reλ < 0
has no holomorphic extension to any neighborhood of iξ (see, e.g., [8,17]). Some basic
properties of the Fourier–Carlemann transform and the spectrum of a function and their
relation to the behavior of the function are listed below for the reader’s convenience. We
refer the readers to [9,17] for the proof.
Proposition 2.1. Let u,v ∈ BM(R,X) and α,β ∈ C. Then the following statements hold
true:
(i) (̂αu + βv)(λ) = αuˆ(λ) + βvˆ(λ).
(ii) If there exists u˙ ∈ BM(R,X) then
ˆ˙u(λ) = λuˆ(λ) − u(0).
(iii) Let A be a continuous linear operator from X to X. Put (Au)(t) := Au(t), ∀t ∈ R
then
Âu(λ) = Auˆ(λ).
Proposition 2.2 [17, p. 20]. Let u,v ∈ BM(R,X), α ∈ C \ {0}. Then the following state-
ments hold true:
(i) sp(u) is closed.
(ii) sp(u(· + h)) = sp(u).
(iii) sp(αu) = sp(u).
(iv) sp(u + v) ⊂ sp(u) ∪ sp(v).
(v) sp(u˙) ⊂ sp(u) if u˙ ∈ BM(R,X).
(vi) If A is a continuous linear operator from X to X then sp(Au) ⊂ sp(u).
(vii) If un ∈ BUC(R,X), un converge to u uniformly and sp(un) ∈ Λ, then sp(u) ⊂ Λ¯.
2.3. Almost periodic and periodic functions
There are close relations between spectra of functions and their behaviors at infinity. In
fact, we have
Proposition 2.3 (see, e.g., [5, p. 29]). Let f ∈ BUC(R,X). Then f is periodic with period τ
if and only if sp(f ) ⊂ 2πZ/τ .
Recall that a subset E ⊂ R is said to be relatively dense if there exists a number l > 0
(inclusion length) such that every interval [a, a + l] contains at least one point of E. Let
f be a continuous function from R to X. Recall also that f is said to be almost periodic
(in the sense of Bohr) if for every ε > 0 there exists a relatively dense set T (ε,f ) such
that
sup
t∈R
∥∥f (t + τ ) − f (t)∥∥ ε, ∀τ ∈ T (ε,f ).
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(i) If sp(u) is countable and X does not contain any subspace isomorphic to the space of
sequences c0, then u is almost periodic.
(ii) If sp(f ) is discrete then u is almost periodic.
We refer the readers to [9, Theorem 4, p. 92] for the proof of (i), and [1, Theorem 4.8.7,
p. 322] for (ii).
Remark 2.5. If dim X < ∞, then it never contains any subspaces isomorphic to c0. So, this
condition is automatically fulfilled in the finite-dimensional case.
3. Almost periodic and periodic solutions
In this section, we will deal with almost periodicity of bounded solutions and the exis-
tence of periodic solutions to Eq. (1.1). First, we make precise the notion of solutions to
Eq. (1.1).
Definition 3.1. A function x(·) : R → Cn is said to be a solution of Eq. (1.1) if it is contin-
uous on R, differentiable on R except at most of integers and satisfies Eq. (1.1) on every
interval [n,n + 1), n ∈ Z, where at t = n the derivative of x is the right one.
3.1. The spectrum of a bounded solution
For a matrix A we denote σei (A) = {ξ ∈ R: eiξ − 1 ∈ σ(A)}. The notation f¯ stands for
the function, defined by the formula
f¯ (t) = ([t]), ∀t ∈ R.
Theorem 3.2. Let x(·) is a bounded solution of Eq. (1.1). Then the following estimates
hold true:
sp(f¯ ) ⊂ sp(x)∪ 2πZ, (3.1)
sp(x) ⊂ σei (A) ∪ sp(f¯ ). (3.2)
Proof. We first consider the case of Reλ > 0. By taking the Fourier–Carlemann transforms
of functions and by Proposition 2.1, we have
ˆ˙x(λ) = λxˆ(λ) − x(0). (3.3)
Since x(·) is a solution to Eq. (1.1),
ˆ˙x(λ) = (Âx([·]))(λ) + ˆ¯f (λ) = +∞∫
0
e−λt
{
Ax
([t])+ f¯ (t)}dt
=
+∞∫
e−λtAx
([t])dt + +∞∫ e−λt f¯ (t) dt = A +∞∫ e−λtx([t])dt + ˆ¯f (λ). (3.4)
0 0 0
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g(λ) =
+∞∫
0
e−λtx
([t])dt = ∞∑
k=0
k+1∫
k
e−λtx(k) dt =
∞∑
k=0
1 − e−λ
λ
e−λkx(k).
We have
∞∑
k=0
e−λkx(k) = λ
1 − e−λ g(λ). (3.5)
On all intervals (n,n + 1), n ∈ Z we have x˙(t) = Ax(n) + f (n), so x(t) is linear on
(n,n + 1), i.e.,
x(t) = {x([t + 1])− x([t])}(t − [t])+ x([t]).
Hence,
xˆ(λ) =
+∞∫
0
e−λtx(t) dt =
+∞∫
0
e−λt
{[
x
([t + 1])− x([t])](t − [t])+ x([t])}dt
=
+∞∫
0
e−λt
[
x
([t + 1])− x([t])](t − [t])dt + +∞∫
0
e−λtx
([t])dt
=
∞∑
k=0
k+1∫
k
e−λt
[
x(k + 1) − x(k)](t − k) dt + g(λ)
=
∞∑
k=0
[
x(k + 1) − x(k)] k+1∫
k
e−λt (t − k) dt + g(λ)
=
∞∑
k=0
[
x(k + 1) − x(k)][−1
λ
e−λt (t − k)
∣∣∣k+1
k
+1
λ
k+1∫
k
e−λt dt
]
+ g(λ)
=
∞∑
k=0
[
x(k + 1) − x(k)][1 − e−λ − λe−λ
λ2
]
e−λk + g(λ)
=
[
1 − e−λ − λe−λ
λ2
][ ∞∑
k=0
e−λkx(k + 1) −
∞∑
k=0
e−λkx(k)
]
+ g(λ)
=
[
1 − e−λ − λe−λ
λ2
][
eλ
∞∑
k=0
e−λ(k+1)x(k + 1) −
∞∑
k=0
e−λkx(k)
]
+ g(λ).
(3.6)
From (3.5) and (3.6) we have
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[
1 − e−λ − λe−λ
λ2
]{
eλ
[
λ
1 − e−λ g(λ) − x(0)
]
− λ
1 − e−λ g(λ)
}
+ g(λ)
=
[
1 − e−λ − λe−λ
λe−λ
+ 1
]
g(λ) + 1 + λ − e
λ
λ2
x(0)
= e
λ − 1
λ
g(λ) + λ + 1 − e
λ
λ2
x(0).
Thus
g(λ) = λ
eλ − 1
[
xˆ(λ) − λ + 1 − e
λ
λ2
x(0)
]
. (3.7)
From (3.3), (3.4), and (3.7) we have
λxˆ(λ) − x(0) = A λ
eλ − 1
[
xˆ(λ) − λ + 1 − e
λ
λ2
x(0)
]
+ ˆ¯f (λ).
Therefore,(
eλ − 1 −A)xˆ(λ) = eλ − λ − 1
λ2
Ax(0)+ e
λ − 1
λ
x(0)+ e
λ − 1
λ
ˆ¯f (λ).
In the case of Reλ < 0, by computing as above, we get the same result. So, in all cases the
following estimate holds true:(
eλ − 1 −A)xˆ(λ) = ρ(λ) + eλ − 1
λ
ˆ¯f (λ), (3.8)
where
ρ(λ) = e
λ − λ − 1
λ2
Ax(0)+ e
λ − 1
λ
x(0).
Since
eλ − λ − 1
λ2
= 1
2
+ 1
3
λ + · · ·+,
eλ − 1
λ
= 1 + 1
2
λ + · · ·+,
ρ(λ) is holomorphic in C. From (3.8) we see that if ξ /∈ sp(x) and ξ /∈ 2πZ then xˆ(λ) has
a holomorphic extension to a neighborhood of iξ . Moreover eiξ − 1 = 0, so we have
ˆ¯f = λ
eλ − 1
[(
eλ − 1 − A)xˆ(λ) − ρ(λ)].
This shows that ˆ¯f has a holomorphic extension to a neighborhood of iξ , hence, ξ /∈ sp(f¯ ).
We then get the first estimate.
On the other hand, if ξ /∈ sp(f¯ ) then ˆ¯f (λ) has a holomorphic extension to a neighbor-
hood of iξ ; if eiξ − 1 /∈ σ(A) then there exists the bounded inverse of eiξ − 1 − A
R(λ) := (eiξ − 1 − A)−1,
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(eλ − 1)/λ ˆ¯f (λ)] has a holomorphic extension to a neighborhood of iξ . Hence, ξ /∈ sp(x).
And we have the second estimate. 
Remark 3.3. eiξ − 1 ∈ σ(A) if and only if eiξ ∈ 1 + σ(A). In fact, since eiξ on the unit
circle Γ we have
eiξ ∈ 1 + σ(A) ⇔ eiξ ∈ [1 + σ(A)]∩ Γ.
As the set [1 + σ(A)] ∩ Γ is finite, σei (A) is discrete.
3.2. A sufficient condition for almost periodicity of bounded solutions
In this section we will give a spectral condition for almost periodicity of bounded solu-
tions to Eq. (1.1). We have
Lemma 3.4. Let x(·) be a bounded solution to Eq. (1.1). Then, x(·) is uniformly continu-
ous.
Proof. Since A is a linear operator on Cn, A is bounded. Moreover, since x(t) is bounded,
there exist constants M1,M0 > 0 such that∥∥Ax(t)∥∥M1∥∥x(t)∥∥M1‖x‖M0, ∀t ∈ R.
On the other hand, by the boundedness of f , there exists a positive number M2 such that∥∥f (t)∥∥M2, ∀t ∈ R.
Hence,
sup
t∈R
∥∥Ax([t])+ f ([t])∥∥M0 + M2 =: M.
For every ε > 0, we have
∥∥x(t1) − x(t2)∥∥=
∥∥∥∥∥
t2∫
t1
x˙(t) dt
∥∥∥∥∥=
∥∥∥∥∥
t2∫
t1
[
Ax
([t])+ f ([t])]dt∥∥∥∥∥

∣∣∣∣∣
t2∫
t1
∥∥Ax([t])+ f ([t])∥∥dt∣∣∣∣∣
M|t2 − t1| < ε for all |t2 − t1| < ε
M
.
This shows the uniform continuity of x(t). 
Theorem 3.5. In addition to the assumptions of the above theorem, if sp(f¯ ) is discrete,
then any bounded solution of (1.1) is almost periodic.
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Lemma 3.4 x(t) is uniformly continuous. Therefore, x(t) is almost periodic by Proposi-
tion 2.4. 
Proposition 3.6. Let f (t) be a periodic function with rational period T = p/q . Then,
sp(f¯ ) is discrete. Moreover, the following estimate holds true
sp(f¯ ) + 2πZ = sp(f¯ ).
Proof. By the definition of f¯ we have
f¯ (t + p) = f ([t + p])= f ([t] + p)= f ([t])= f¯ (t), ∀t ∈ R.
Hence,
f¯ (t + p) = f¯ (t), ∀t ∈ R.
By using Fourier–Carlemann transform of f¯ in the case of Re(λ) > 0 we have
ˆ¯f (λ) =
+∞∫
0
e−λt f¯ (t) dt =
+∞∫
0
e−λtf
([t])dt = ∞∑
k=0
f (k)
k+1∫
k
e−λt dt
= 1 − e
−λ
λ
∞∑
k=0
f (k)e−λk = 1 − e
−λ
λ
∞∑
k=0
p−1∑
r=0
f (kp + r)e−λ(kp+r)
= 1 − e
−λ
λ
p−1∑
r=0
f (r)e−λr
∞∑
k=0
e−λkp = 1 − e
−λ
λ
1
1 − e−λp
p−1∑
r=0
f (r)e−λr .
Similarly, in the case of Reλ < 0, we have
ˆ¯f (λ) = −
+∞∫
0
eλt f¯ (−t) dt = −
+∞∫
0
eλtf
([−t])dt
= −
∞∑
k=0
f (−k − 1)
k+1∫
k
eλt dt = −1 − e
−λ
λ
∞∑
k=0
f (−k − 1)eλ(k+1)
= −1 − e
−λ
λ
∞∑
k=0
p−1∑
r=0
f (−kp − r − 1)eλ(kp+r+1)
= −1 − e
−λ
λ
p−1∑
r=0
f (−r − 1)eλ(r+1)
∞∑
k=0
eλkp
= −1 − e
−λ
λ
1
1 − eλp
p−1∑
f (−r − 1)eλ(r+1)r=0
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−λ
λ
1
1 − e−λp
p−1∑
r=0
f (p − r − 1)eλ(−p+r+1)
= 1 − e
−λ
λ
1
1 − e−λp
p−1∑
r=0
f (r)e−λr.
Thus,
ˆ¯f (λ) = 1 − e
−λ
λ
1
1 − e−λp
p−1∑
r=0
f (r)e−λr for all Reλ = 0. (3.9)
This shows that if ξ ∈ sp(f¯ ), then e−iξp = 1 ⇔ ξ ∈ 2πZ/p so sp(f¯ ) ⊂ 2πZ/p. More-
over, if ξ ∈ sp(f¯ ) ⇔ e−iξp = 1 then ∀n ∈ Z we have
e−i(ξ+2πn)p = e−iξp = 1 ⇔ ξ + 2πn ∈ sp(f¯ ).
Therefore,
sp(f¯ ) = sp(f¯ ) + 2πZ. 
Remark 3.7. By Proposition 3.6, if f is a periodic function with a rational period T = p/q ,
then any bounded solution to Eq. (1.1) is almost periodic. Specifically, if σei (A) = ∅, i.e, all
eigenvalues of A are not on the unit circle with center (−1,0), then for every bounded so-
lution to Eq. (1.1) we have sp(x) ⊂ sp(f¯ ) ⊂ 2πZ/p. Therefore, it is periodic with periodic
τ = p.
3.3. The existence of periodic solutions to Eq. (1.1)
In this section we will prove the Massera criterion for periodic solutions of Eq. (1.1),
where f is periodic with rational period. In the case where f is periodic with irrational
period, we will give a counter-example asserting that the Massera criterion does not hold
true.
Example 3.8. Consider the equation
x˙ = Ax([t])+ ei[t ]a, (3.10)
where a ∈ Cn, a = 0.
Obviously, f (t) := eita is periodic with period 2π . We are going to prove that Eq. (3.10)
has no periodic solutions. In fact, suppose that it has a periodic solution x(t). Then it
follows from Theorem 3.2 that:
sp(f¯ ) ⊂ sp(x)∪ 2πZ. (3.11)
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ˆ¯f (λ) =
+∞∫
0
e−λt f¯ (t) dt =
+∞∫
0
e−λtei[t ]a dt =
∞∑
k=0
aeik
k+1∫
k
e−λt dt
= 1 − e
−λ
λ
∞∑
k=0
ae−λk+ik = 1 − e
−λ
λ
a
1 − ei−λ .
Similarly, in the case of Reλ < 0, we also have
ˆ¯f (λ) = −
+∞∫
0
eλt f¯ (−t) dt = −
+∞∫
0
eλtei[−t ]a dt
= −
∞∑
k=0
ae−i(k+1)
k+1∫
k
eλt dt = −1 − e
−λ
λ
∞∑
k=0
ae(λ−i)(k+1)
= −1 − e
−λ
λ
(
−a + a
1 − eλ−i
)
= 1 − e
−λ
λ
a
1 − ei−λ .
Hence,
ˆ¯f (λ) = 1 − e
−λ
λ
a
1 − ei−λ for all Reλ = 0.
Obviously, µ(λ) := (1 − e−λ)/λ is holomorphic on C. Moreover, if 1 − ei−iξ = 0 then
µ(λ) = 0. This shows that ˆ¯f (λ) has a holomorphic extension to a neighborhood of iξ ,
except at the set {ξ ∈ R} such that 1 − ei−iξ = 0, or {ξ : 1 − ξ ∈ 2πZ} = {ξ ∈ 2πZ + {1}}.
Therefore,
sp(f¯ ) = 2πZ + {1}.
On the other hand, by Proposition 2.3 if x is periodic with period τ , then sp(x) ⊂ 2πZ/τ .
Hence,
2πZ + {1} ⊂ 2πZ
τ
∪ 2πZ.
Since (2πZ+{1})∩2πZ = ∅, we have 2πZ+{1} ⊂ 2πZ/τ . Hence, there exists a number
m ∈ Z such that 1 = 2πm/τ ⇔ τ = 2πm. Therefore, 2πZ + {1} ⊂ 2Z/m. This is a
contradiction showing that Eq. (3.10) has no periodic solutions.
To prove that the Massera criterion does not hold true, we consider to a simple case of
Eq. (3.10) with A = 0,
x˙ = ei[t ]a. (3.12)
Thus,
x(t) = eina(t − n) + x(n), ∀t ∈ [n,n + 1). (3.13)
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x(n + 1) = x(n) + eina.
Hence,
x(n + 1) = x(0)+
n∑
k=0
eika = x(0)+ 1 − e
i(n+1)
1 − ei a, ∀n 0.
Since ‖1 − ei(n+1)‖ 2 we have∥∥x(n + 1)∥∥ ∥∥x(0)∥∥+ 2‖1 − ei‖‖a‖.
For n < 0 we also have the boundedness of the sequence {x(n)}n<0. So {x(n)}n∈Z is
bounded. It follows from (3.13) that x(t) is bounded. So Eq. (3.12) has a bounded solution.
However, as shown above, it has not any periodic solution.
Consider the case where f is a periodic function with rational period, and suppose that
x(·) is a solution to Eq. (1.1). Then
x(t) = [Ax(n) + f (n)](t − n) + x(n), ∀t ∈ [n,n + 1), ∀n ∈ Z.
Together with (1.1) we deal with the difference equation
x(n + 1) = (A+ I)x(n) + f (n), n ∈ Z. (3.14)
Obviously, the existence of bounded solutions to Eq. (1.1) is equivalent to the existence of
bounded solutions to Eq. (3.14). We deal with Eq. (3.10) in the case A = 0. If Eq. (3.14)
has a periodic solution with period p then Eq. (1.1) also has a periodic solution with the
same period. It follows from Theorem 3.4 in [14] that if {f (n)} is a periodic sequence with
period τ , then Eq. (3.14) has a periodic solution τ if it has a bounded solution. Therefore,
if f is periodic with rational period τ = p/q , sp(f¯ ) ⊂ 2πZ/p as seen in the proof of
Proposition 3.6, and hence the sequence {f (n)} = {f¯ (n)} is periodic with period p. So we
have the following result.
Theorem 3.9. Suppose that f is a periodic function with rational period τ = p/q . Then
Eq. (1.1) has a periodic solution with period τ = p if and only if it has a bounded solution
on the positive half line.
Proof. The necessity is obvious. We only have to prove the sufficiency. In fact, to ap-
ply the Theorem 3.4 in [14], we also only assert that Eq. (3.14) has a bounded solu-
tion on the whole line whenever it has a bounded solution on the positive half line.
Let x be a solution of Eq. (3.14) which is bounded on the positive half line. Then
x is uniformly continuous on the positive half line (see the proof of Lemma 3.4). Put
xn(t) = x(t + np) for t −np. Applying Ascoli–Arzela’s theorem, one may assume that
there exists a y ∈ BUC(R,Cn) such that limn→∞ xn(t) = y(t) locally uniformly on R.
Notice that [np + t] = np + [t]. Therefore x([np + t]) = x(np + [t]) = xn([t]), and
limn→∞ x([np + t]) = limn→∞ xn([t]) = y([t]). Given t, τ ∈ R such that t  τ . For any n
such that np + t  0, we get
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np+t∫
np+τ
(
Ax
([s])+ f ([s]))ds
=
t∫
τ
(
Ax
([np + s])+ f ([np + s]))ds
=
t∫
τ
(
Ax
([np + s])+ f (nqτ + [s]))ds
=
t∫
τ
(
Ax
([np + s])+ f ([s]))ds.
Let n → ∞ in the above equation to get
y(t) − y(τ) =
t∫
τ
(
Ay
([s])+ f ([s]))ds, ∀t  τ,
which shows that y is a bounded solution on the whole line to Eq. (1.1). It follows from
Theorem 3.4 in [14] that it has a periodic solution with period τ = p. 
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