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Abstract
This paper evaluates the expected environmental impact of several promising schemes for ocean carbon sequestration by direct 
injection of CO2, and serves as a major update to the assessment by Auerbach et al. (1997) and Caulfield et al. (1997) of water 
quality impacts and the induced mortality to zooplankton. The impact assessment methodology from the earlier studies has been 
updated to incorporate the extended probit methodology of Sato et al. (2004), and revised mortality relationships based mainly on
copepods were developed after a thorough review of publicly available CO2 toxicity data for zooplankton and fish.  The impact 
assessment is conducted for three discharge approaches, each designed to maximize dilution over the water column: a point 
release of negatively buoyant CO2 hydrate particles from a moving ship; a stationary point release of CO2 hydrate particles 
forming a sinking plume; and a long, bottom-mounted diffuser discharging buoyant liquid CO2 droplets.  Two of these scenarios 
take advantage of the enhanced dilution offered by CO2 hydrate particles, and are based on ongoing laboratory and field studies 
on the formation and behavior of such particles (Chow et al., 2008).  Overall, results suggest that it is possible with present or 
near present technology to engineer discharge configurations that achieve sufficient dilution to largely avoid acute impacts.  In 
particular, the moving ship hydrate discharge is identified as the most promising due to its operational flexibility.  In addition to 
lethal effects, sub-lethal and ecosystem effects are discussed qualitatively, though not analyzed quantitatively.  The main 
conclusion from our analysis is that ocean carbon sequestration by direct injection should not be dismissed as a climate change
mitigation strategy on the basis of environmental impact alone.  Rather, it can be considered as a viable option for further study, 
especially in regions where geologic sequestration proves impractical. 
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1. Introduction 
One of the main concerns in the implementation of ocean carbon sequestration by direct injection is biological 
impact, the study of which has been an evolving research area ever since direct injection was first proposed.  Over a 
decade ago, members of our group published two companion studies on this topic.  Auerbach et al. [1] compiled 
available data on the acute impacts to planktonic marine organisms exposed to low pH. As part of this analysis, they 
developed a procedure to integrate constant-concentration laboratory assay data with variable-concentration field 
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exposures.  Concurrently, Caulfied et al. [2] simulated the time-variable concentrations seen by passive organisms 
that were transported through plumes resulting from several direct injection scenarios. Using the approach of 
Auerbach et al. [1], they identified regions of expected zooplankton mortality for each scenario.  The goal of the 
present work was to update and extend this analysis to incorporate subsequent advances, with particular focus on 
recent CO2 toxicity studies and newly proposed injection schemes.  While the form of the original calculations has 
also been updated, the approach is conceptually similar.  The present paper provides an overview of some of the 
work conducted to date.  For additional detail and discharge scenarios, the reader is referred to Israelsson [4]. 
2. Discharge scenarios 
The impact assessment was conducted for three discharge approaches, each designed to maximize dilution over 
the water column: a point release of negatively buoyant CO2 hydrate particles from a moving ship; a stationary point 
release of CO2 hydrate particles forming a sinking plume; and a long, bottom-mounted diffuser discharging buoyant 
liquid CO2 droplets.  Two of these scenarios take advantage of the enhanced dilution offered by CO2 hydrate 
particles, and are based on ongoing laboratory and field studies on the formation and behavior of such particles (see 
Chow et al. [3]).  In the interest of brevity, we focus here mainly on the moving ship scenario, as this approach was 
identified as the most promising approach both in terms of potential dilution as well as operational flexibility. 
The benefit of injecting CO2 as hydrate particles is that a sinking plume can be generated at shallower release 
depths than those required when using liquid CO2, and greater descent depths can be achieved.  Continuous streams 
of pure CO2 hydrate particles (about 10% denser than seawater) have not yet been achieved in laboratory or field 
studies.  Rather, present “coflow injector” technology achieves cylindrical composite particles consisting of pure 
hydrate with unreacted CO2 and water “stuck” to the hydrates (see Chow [5] and references therein).  In field 
studies, CO2 hydrate composite particles up to 2.2 cm in diameter with a typical length of 30 cm have been observed 
at about 1,500 m depth with conversion efficiencies X  (i.e., percent pure hydrate) in the range 10-55% [5].  Both 
diameter and conversion percentage dictate the descent depth of the CO2 locked within a particle. Conversion 
efficiency affects density and thus the particle settling speed, while the particle diameter affects settling velocity and  
the timescale for dissolution. Observations to date indicate a dissolution rate of about 6 ȝm/s, irrespective of 
conversion percentage.  Chow et al. [3] computes the maximum particle descent depth before dissolution as a 
function of diameter and conversion efficiency. 
We considered a ship traveling at speed us in a direction perpendicular to the ambient current ua, releasing 
hydrate composite particles at 1,500 m depth from a towed pipe (Figure 1).  The 30-cm long particles are all of the 
same diameter d but have hydrate conversion percentages distributed over a range of Xmin to Xmax.  Because 
dissolution rate can be assumed constant for all X, all particles have the same diameter at any given distance behind 
the ship, but reach different depths before dissolving completely (higher conversion causes greater sinking).  The 
ship is moving sufficiently fast such that the descending particles do not form a negatively buoyant plume but rather 
settle as a collection of individual particles (i.e., the particles create a passive plume of CO2, but not a buoyant 
plume which actively entrains the surrounding seawater).  Discharge configurations using uniform particle diameters 
of 2.5, 5, 10, and 15 cm were considered, and in each case Xmin was set to 12% (equivalent to a neutrally buoyant 
particle at this release depth).  Xmax was set to 55% for the 2.5 and 5 cm diameter cases (i.e., the maximum 
conversion observed in the field) and to 50 and 30% for the 10 and 15 cm cases, respectively (in the latter cases the 
heaviest particles dissolve completely just before reaching the ocean floor at 3,000 m below the injection point).  In 
each case the distribution of X values was selected such that the injected CO2 is distributed uniformly over the 
height of the plume, i.e., the interval between the injection location (1,500 m) and the descent depth of the heaviest 
particle (hmax(y), where y is the longitudinal distance from the source).  Ignoring vertical diffusion, the plume height 
reaches a steady value hdmax once the particles in this “fractionated plume” have dissolved completely.  The hdmax
values for particle diameters 2.5, 5, 10, and 15 cm and the X ranges described above were 514 m, 1,409 m, 3,000 m, 
and 3,000 m, respectively.  It is noted that even though the maximum particle diameter observed in the field to date 
is about 2.2 cm, the formation of larger particles is not expected to be a major hurdle given current technology. 
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Figure 1.  Schematic of towed pipe hydrate discharge scenario. 
The excess dissolved inorganic carbon (DIC) distribution generated by the dissolving particles is modeled 
analytically in an idealized manner by assuming a Gaussian relative diffusion process: 
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where M is the mass loading rate, x is the lateral direction perpendicular to the plume centerline (coming out of the 
page in the right panel of Figure 1), ıx(t) is the standard deviation of the concentration distribution,  t is the time 
since discharge (equivalent to longitudinal distance  from the injection source), us is the ship speed, fd(t) is 
the fraction dissolved CO2, and hmax(t) is the plume depth.  Expressions for fd(t) and hmax(t) are given in Chow et al. 
[3], and eventually reach steady values of 1 and hdmax, respectively. Vertical diffusion is conservatively ignored. 
Lateral diffusion, i.e., the growth of ıx(t), is modeled using data from Okubo [6] on dye patch spreading in the 
surface layers of coastal waters: .  Here n=1.15; 
tuy s=
( )nx ttat += 0)(σ 1000071.0=a  for t in s and ıx(t) in m; and t0
is a virtual plume initial time defined as the time for a point source ( 0)0( ==txσ ) to reach the specified initial size 
of the actual plume )0=(0, ≡ txx σσ .  To be conservative, a was reduced by a factor of 10  to reflect the reduced 
mixing expected for deeper waters. 
  For each configuration (d = 2.5, 5, 10 or 15 cm), three loading rates were tested: 10 kg/s, 100 kg/s, and 1,000 
kg/s.  The ship speed was set to us = 3 m/s (~6 knots), which is large enough to prevent a buoyant plume from being 
achieved even for the highest loading.  As such, the shape of the source does not vary with loading but merely 
increases in intensity.  The width (b) of the source was assumed to be a design specification and was set to 10 m in 
each case (see discussion in [3]), from which an equivalent Gaussian initial concentration distribution was 
parameterized as 120, bx =σ .
Simulation results are presented in Section 4, where for comparison we also present the results for a stationary 
hydrate plume for each loading.  Here us is replaced by the ambient current ua and d is chosen such that the plume 
just reaches the ocean floor at 3 km below the injection point.  A buoyant plume is achieved for each loading and the 
initial width is computed by a numerical plume model (see [3,4,8]). 
3. Acute biological impact assessment 
The assessment of biological impact consisted of four components, as briefly summarized below: (1) simulation 
of the trajectories of passive organisms drifting through the CO2 plumes; (2) a literature review of marine acute CO2
toxicity data; (3) development of “isomortality functions” for selected target organisms; and (4) calculation of 
organism mortality on an individual and population basis. 
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As in Caulfield et al. [2], a line source of passive organism is introduced at the injection location, extending to 
infinity in the lateral direction (x).  This was represented as a series of discrete particles spaced at regular intervals, 
where each particle represents a cluster of organisms.  Particles drift with the plume longitudinally with the ambient 
current ua (i.e., no relative diffusion occurs in the longitudinal direction).  In the lateral direction, particles diffuse 
relative to the plume centerline by applying Richardsons’s distance-neighbor equation as a discrete time random 
walk using a distance-neighbor diffusivity derived from Okubo’s relative diffusion data. Details are given in [4]. 
The acute biological impact to each organism cluster was calculated using the “extended probit method” of Sato 
et al. [7], in favor of the original “isomortality” calculation of Auerbach et al. [1].  Impact is characterized by fitting  
gcbtaY ++= )log()log(                (2) 
to observed acute toxicity data via multilinear regression.  Here a, b, and g are regression coefficients; c and t are the 
exposure concentration and time, repectively; and Y is the probit of fractional organism mortality Z using the 
standard probit transformation (e.g., [7,8]).  Z is the fraction of the species population to which c was lethal, which 
in the probit model is assumed to follow a sigmoid function of log(c).  The function (2) is attractive in that its basis, 
the probit model, is commonly used to calculate standard toxicity reference values (e.g., LC50 and LT50).  
Cumulative organism harm is estimated by integrating the exposure history: 
[ ] gdcaY t ab +¸
¹
·¨
©
§
= ³ τ0log                           (3) 
This integral was estimated for each drifting organism from its DIC exposure at each step.  We retain the Auerbach 
et al. terminology of an “isomortality” calculation even though we use the Sato et al. [7] more elegant probit-based 
function, since the main substantive difference between the approaches is the form of the acute toxicity function.  
Both approaches draw an equivalence between short exposure to high concentration and long exposure to lower 
concentration, i.e., both employ the notion of isomortality lines in concentration-exposure time space. 
An extensive review of marine acute CO2 toxicity data was conducted, as detailed in [4].  The largest datasets 
available were for adult fish, developmental fish, and pelagic copepods, the combined dataset of which is plotted in 
Figure 2.  Note that the data compiled by Auerbach et al. [1] are not included because they considered pH toxicity 
rather than CO2 toxicity, and the latter is generally more severe [9,10,11]. 
Figure 2.  Combined LC50 dataset for mortality due to CO2 exposure.  The dataset consists of adult fish (open triangles, data from 
[9,12,13,14,15]), developmental fish (open circles, data from [10,16,17,18]), and copepods (filled squares, data from [11,19]).
The literature review revealed several key conclusions regarding marine CO2 toxicity.  First, adult fish 
demonstrate among the highest tolerances for steady CO2 exposures, presumably due to internal compensation 
mechanisms [19,20].  Developmental fish are more sensitive but also demonstrate a relatively high tolerance as 
compared to pelagic copepods.  Second, both adult and developmental fish are sensitive to the nature of the CO2
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exposure; a gradual increase in concentration gives a higher tolerance than a sudden increase, and mortality can be 
induced by a sudden return to normocapnic conditions from an elevated, sub-lethal CO2 concentration [17,18].  This 
implies that fish are not amenable to the isomortality approach of estimating cumulative harm; by contrast, the 
response of copepods is more well-behaved and linear [19].  Lastly, the data are mixed as to whether juvenile or 
adult fish would sense and avoid a CO2 plume [21,22], but their nektonic nature suggests that modeling their 
exposure histories as a diffusion process is a poor assumption. 
                         
Consequently, copepods were selected as the target organisms for the impact assessment, and were assumed 
representative of zooplankton in general.  The conservative nature of this choice is supported by Kita and Watanabe 
[23], who identified copepods as being among the more CO2 sensitive species.  In particular, the Western North 
Pacific pelagic copepod dataset of Watanabe et al. [11] was selected for the development of the main isomortality 
function, i.e., by fitting (2) to the data.  To be as conservative as possible, the “surface-living” subset from the 
“subarctic and transitional regions” was used as it exhibited the highest sensitivity.  The resulting isomortality 
function (a=2.32, b=1.69, g=1.36, R2=0.64), derived in terms of excess pCO2 above background (ǻpCO2) via multi-
linear regression, is shown in terms of the LC10, LC50, and LC90 in the left panel of Figure 3.  Because of the lack of 
copepod data for short exposures to high pCO2, a second function (right panel of Figure 3; a=0.357, b=3.64, g=3.40, 
R2=0.49) was developed from the developmental fish dataset (i.e., ignoring their sensitivity to the time history of 
exposure) for use in a sensitivity analysis in which organisms used whichever curve yielded the most harm at each 
step.  The reader is referred to [4] for additional detail on the treatment of the data. 
The isomortality functions were applied for exposure ǻpCO2 > 0.015 kPa; i.e., organisms accrue harm for all 
higher exposures.  This assumption extrapolates well beyond the data range, but was thought to be conservative. 
Using typical ocean chemistry parameters, 0.015 kPa corresponds roughly to a pH drop of 0.1, which is within the 
natural pH variability of the ocean and has been suggested as a “safe” threshold for avoiding sub-lethal impacts [24].  
It is also well below the Predicted No Effects Concentration (PNEC) of about 0.05 kPa of Kita and Watanabe [23]. 
Figure 3.  Base case (copepod only; left panel) and sensitivity (copepod & developmental fish; right panel) isomortality functions.  Data are 
shown as LC10 (open diamonds), LC50 (filled squares), and LC90 (open triangles).  Functions are shown as LT10 (left dashed line), LT50 (solid 
line), and LT90 (right dashed line). 
4. Results
The water quality impact volumes (i.e., the volume with ǻpH below or ǻpCO2 above a given level) and 
centerline pH/pCO2 perturbations of the towed pipe discharge configurations are shown in Figure 4 for CO2 mass 
loadings of 100 and 1,000 kg/s, roughly corresponding to the output of 1 and 10 500-MW coal-fired power plants, 
respectively [25].  For comparison, the stationary hydrate plume result is also shown. 
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Figure 4.  Impact of modeled discharge scenarios expressed as impact volumes (4 left panels) and centerline perturbation (4 right panels) in terms 
of ǻpH (top panels) and ǻpCO2 (bottom panels).  Results are shown for mass loadings of 100 kg/s (1st and  3rd columns) and 1,000 kg/s (2nd and  
4th columns).  Only ǻpCO2 > 0.015 kPA (ǻpH < -0.1) is shown.  sh = stationary hydrate plume; tpd = towed pipe with hydrate composite particle 
diameter d in cm.  The results for d = 15 cm have here been omitted for plot clarity; they are nearly identical to the d = 10 cm results. 
In terms of volume (4 left panels of Figure 4), the impact of the towed pipe method decreases with increasing 
particle diameter.  The towed pipe scenarios demonstrate lower volumes than the stationary hydrate plume at any 
impact level for any combination of loading and particle diameter.  If the loading is reduced to 10 kg/s, only the 
stationary hydrate plume exceeds the ǻpCO2 criterion of 0.015 kPa (not shown).  The same trends are evident in the 
centerline impacts (4 right panels of Figure 4), and it is also noted that the spatial extent of the plumes differs among 
scenarios.  The horizontal axis of the centerline concentration plots is time, i.e., it shows the time since a point was 
colocated with the injection source.  Time can be converted to a distance from the source, ut, where u corresponds to 
us for the towed pipe scenarios and ua for the stationary hydrate plume. While the towed pipe scenarios reach ǻpCO2
< 0.015 kPa faster, these plumes are generally longer than the stationary hydrate plumes.  This is due to the fact that 
us >> ua, which also causes the lateral extent of the towed pipe plumes to be much smaller than for the stationary 
plume. 
The acute biological impact calculation for a 100 kg/s CO2 loading is illustrated in Figure 5.  The left and center 
panels show the exposure history of an organism cluster traveling down the plume centerline, as well as the 
cumulative trajectory, which is the centerline trajectory translated to equivalent exposure time via the isomortality 
calculation (i.e., it reflects cumulative exposure).  In addition, the resulting mortality trajectory of the organism 
cluster is also plotted.  For the least diluting towed pipe scenario (d = 2.5 cm, left panel), the cluster experiences 
about 0.0015% mortality before reaching ǻpCO2 = 0.015 kPa, below which no further mortality is incurred.  By 
contrast, the stationary hydrate plume (middle panel) yields 8.4% mortality along the centerline.  Although the 
centerline mortality will be highest since the modeled plume are Gaussian, it does not quantify the overall impact of 
the plume.  This was done via the random walk calculation described earlier and computing an integrated mortality 
flux QM:
³
∞
∞−
= dxyxDuhyQM ),()(      (4) 
where D(x,y) is the mortality (deficit) of organisms, h is the plume height, and u is the ship speed (for towed pipe) or 
current speed (for stationary discharge).  QM can be thought of as a flowrate of “dead water”, and because species 
recovery is not simulated, this value reaches a steady state at the downstream point where centerline ǻpCO2 reaches 
0.015 kPa.  Computed QM values are shown in the right panel of Figure 5, and illustrate that even the least diluting 
towed pipe scenario causes an order of magnitude or more lower impact than the stationary plume.  Furthermore, the 
results suggest that significant mortality can be avoided altogether by optimizing the combination of particle 
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diameter and mass loading.  These general findings were not impacted by the use of the dual isomortality functions 
shown in the right panel of Figure 3, as demonstrated in [4]. 
 
  
 
Figure 5. Simulated exposure ǻpCO2 trajectory of an organism cluster traveling along the centerline of the d = 2.5 cm towed pipe (left panel) and 
stationary hydrate plume (right panel) configurations for a 100 kg/s discharge.  Also shown are the cumulative and mortality trajectories (defined 
previously).  The right panel shows the integrated mortality flux for each discharge plume considered.  Note that only combinations which 
achieve ǻpCO2 > 0.015 kPA (ǻpH < -0.1) are shown.  Also, the d = 10 cm and d = 15 cm results are nearly indistinguishable from each other. 
5. Discussion and Conclusions 
Although our analysis is most appropriate for comparing the relative impact of discharge scenarios, we have also 
attempted to infer an absolute biological impact, as detailed in [4].  Two sets of approaches were taken to this end: 
(1) accepting the isomortality cumulative harm approach as valid and copepods as a suitable surrogate for ocean 
species in general, and (2) interpreting the water quality results directly without the isomortality approach.  Under 
the first approach we crudely estimate that the non-zero mortality flux estimates in Figure 5 should only induce a 
small (<<1%) increase in the ocean-average natural sink of copepods, even if 4,000 100-kg/s CO2 sources were 
distributed across the ocean (which corresponds roughly to the estimated 175 GtC of emissions which need to be 
avoided over the next 50 years to stabilize atmospheric concentrations at about 500 ppm [26]).  Under the second 
approach, we ignore the isomortality calculations altogether and simply highlight the fact that some discharge 
configurations are predicted to cause pCO2 perturbations less than 0.015 kPa (ǻpH § -0.1).  We do not suggest that 
this implies “zero impact”; the plume calculations are admittedly simplistic in that they do not resolve the near-field 
mixing zone, simplify the shape of the source beyond the near field, and ignore the inherent patchiness of a real 
ocean plume.  Nonetheless, our analysis indicates that on average discharge scenarios could be engineered (by 
optimizing design parameters and CO2 loading) to achieve perturbations that approach the natural variability of 
ocean pCO2/pH, thereby implying that not only acute effects but also sub-lethal and ecosystem effects could largely 
be avoided.  This suggests that as long as the total CO2 loading is distributed across enough individual discharge 
sites across the oceans, direct injection could be employed as a temporary sequestration strategy in the near-term.  
The temporary nature of this solution must, however, be emphasized; it follows from the fact that whatever ocean 
pCO2/pH perturbation is deemed acceptable will eventually be reached with ocean sequestration by direct injection.  
Still, our analysis suggests that ocean sequestration could reasonably be used to sequester a significant amount of 
CO2 in the near term. 
 
It is recommended that future work be directed at refining the analysis to include more realistic plume 
simulations, e.g., CFD calculations of the type employed in [7].  Also, additional toxicity studies (e.g., short-term, 
high-pCO2 exposures to copepods and studies of multiple deep-sea species) would be useful in extending and 
generalizing the analysis.  Additional investigation of sub-lethal and ecosystem effects would also help characterize 
what a “safe” threshold might be given the ongoing acidification of the surface oceans as atmospheric pCO2 rises. 
 
Overall, we do not take a stand for or against ocean sequestration by direct injection, but rather find that the 
strategy should not be dismissed on the basis of environmental impact alone and, in fact, it could be quite benign. It 
can thus be regarded as a viable option for further study, especially in regions where geologic sequestration proves 
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impractical.  Given the value of sequestration alternatives as a practical way to curb near-term atmospheric CO2
buildup while long-term, sustainable energy solutions are developed, no viable sequestration alternatives should be 
abandoned prematurely.  As a society, we may need all the options we can muster. 
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