In this article, we will present a generalization of the new technique for spectral conjugate gradient methods based on the descent condition that by using a simple method to prove the worldwide convergence of the new method without the Wolfe line searches. Depending on our numerical experiments we can confirm that our proposed methods are preferable and in general better to the classical conjugate gradient methods in terms of good organization.
Introduction
The most well-known minimization technique for unconstrained problems is nonlinear conjugate gradient (CG) method. We take into account solving the unrestrained minimization function:
is an uninterruptedly specifiable function, limited from below. The general structure of nonlinear conjugate gradient method can be summarized as follows, preliminary from an initial point 
In the previous relation, k  is the conjugate gradient parameter. Now, we denote ), (
. More details can be found in [10] . Different conjugate gradient methods communicate to different selected for the formula k  such as: 
where k d is a descent direction and
Different from the classical conjugate gradient method, in a spectral conjugate gradient (SCG) method, the search direction 1  k d is defined as follows:
where k  is called a spectral coefficient. It is easy to see that (8) 
. Since there are two types of parameters can be suitably chosen to obtain a search direction in (3), it is possible that (3) combines the advantages of spectral method and conjugate gradient method. More details can be found in [6] .
In this paper, we will mention our generalizations of the new technique for spectral conjugate gradient methods and its algorithm in part 2. Whereas in part 3, we demonstrate the adequate descent condition and the worldwide convergence realization of the new technique. Whereby in in part 4, we tackle the mathematical results and elaboration and at last we draw a conclusion in the part 5.
Generalizations of the new technique for SCG -methods
One motivation for our new formula for k  is the descent property of the conjugate descent method.
We assume that the search direction is descent direction for all k steps, and we hope the conclusion also for 1  k steps, so we have:
From the we have:
We observe the formula 
From (11) we get:
and we get:
we let: 
In particular, Hideaki and Yasushi (HY) [5] made a modification on the CG method and developed a modified method. Their method expression of the denominator
Accordingly, we give the parameters GB k  in the above algorithm: Step 2. If (  and new iterative
Step 4. Compute Step 5. Compute direction
and continue with stеp2.
Convergent analysis
Within this part, the convergent features of GB will be considered. For a method to converge, it should meet the descent state and the worldwide convergence properties.
Sufficient descent condition
For the sufficient state to hold, 0 , 
Furthermore, from above analysis, we also get
. The proof is completed.
Lemma 1.
Consider any method (2), (8), where (15), (16) and the step-size k  be determined by the Wolfe line search, then:
The above lemma (1) 
This formula is very important in our convergence analysis.
The following assumption that may be needed in many theorem proofs: such that: More details can be found in [9] .
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Theorem 2.
Suppose that Assumption (A) holds. Consider any method (2), (8) , where (15), (16) and the step-length k  be verify by the Wolfe line search, then:
Proof:
Suppose by disagreement that near exists a positive constant 0   such that:
From (8), we have:
From the above equation and ) 23 ( , we have:
Dividing the both inequality by 
Numerical results
We implement 15 classical unrestricted optimization questions from [1] successively to check algorithm. These experiments are dome by employing Fortran. In the First place we set Table 1 . The initial pillar "Problem" stands for the label of the examined problem. Dim refers to the dimension of the test problems. NI, NF refer to the figure of iterations and function valuations, successively. Out of the mathematical results, it is denoted that the suggested proposed spectral conjugate gradient method is showing excellence.
In Table 1 , it can be seen from the comparison given above that the new algorithm in this paper is more efficient than FR method and HY method for solving unconstrained optimization.
Conclusions
In this paper, we contain derived a generalization of the new technique for spectral conjugate gradient based on our descent condition. We have preliminary numerical outcome to show its efficiency. As demonstrated in Section 4, the information mathematical results illustrate that the modified GB performs better than the FR in [2] and HY in [5] .
