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ABSTRACT
We discuss the presence of both dynamical chaos and signals of a second{order phase
transition in numerical Vlasov simulations of nuclear multifragmentation. We nd that
chaoticity and criticality are strongly related and play a crucial role in the process of
fragments formation. This connection is not limited to our model and seems a rather
general feature.
1. Introduction
In the last decade the phenomenon of nuclear multifragmentation in heavy-ion
reactions at intermediate energies and the possibility of observing a phase transition
in nuclear matter has stimulated many experimental and theoretical investigations
1;2;3;4
. Very recently the publication of clear experimental evidence for a phase tran-
sition
5;6;7
has conrmed the rst theoretical conjectures, reinforcing, on the other
hand, serious and puzzling questions. Can one really speak of a phase transition in
a nite and transient system? Are we facing a transition of a kind already known?
What is the role of the long-range Coulomb forces? Is it a 1st or 2nd order phase
transition? Can we distinguish between the two in a nite system? Is statistical
equilibrium reached? What is the role of dynamical chaos? In the eort to answer to
the above questions a variety of dynamical and statistical models have been proposed
in the past
3;4;8;9;10
. Two main scenarios seem to emerge from what we know at the
moment. At incident energies of 50-100 MeV/A and for central collisions collective
ow and dynamical eects seems to play a major role. In this case, one expects that
some memory of the most important collective excited modes should remain
11;12
. On
the other hand, at higher energies and for peripheral collisions, collective ow should
become less important and thermal equilibrium is very likely reached
5;6
. In both
cases, it seems that the hot system formed in the rst stage of the reaction expands
and enters the spinodal region of nuclear matter in the cooling phase. It is at this
moment that the process of fragment formation begins. In the rst scenario the time
scale is very fast  50 fm=c, while, in the other one, one has to wait  150 200 fm=c
before fragments appears. Prompt statistical models seem to describe quite well this
second scenario where some kind of thermalization is reached
3;4
. In the following we
will consider only this kind of multifragmentation. The break-up of the hot composite
system into several big fragments with Z  3 is however a very rapid process. At the
same time, it is also dierent from standard statistical phenomena like ssion or com-
pound nucleus formation, whose typical time-scale is of the order of thousands fm/c.
It is therefore not clear why statistical models
3;4
are able to explain the experimental
data. On the other hand, their undoubted success indicates that the phase space
dominates the population of the nal channels. In such a fast process, the tendency
of lling uniformly the phase space cannot occur in each collisional event. The system
has not enough time to explore, during the reaction, the whole phase space, as can
happen for compound nucleus collisions. It can be expected, therefore, that the reac-
tion dynamics is dominated by the phase space only when the physical quantities are
averaged over large sets of events. This assumption implies that the nuclear dynamics
in the multifragmentation regime is irregular or chaotic enough to produce, at least
approximately, a uniform "a priori" probability to populate each region of the avail-
able phase space. In particular, the formation of the nal fragments must follow an
irregular dynamics. This conjecture can be also inferred by the large event-to-event
uctuations observed experimentally on the charge and mass distributions. In this
respect the hypothesis that multifragmentation could be reminiscent of a phase tran-
sition nds a natural explanation
13;14;15;16;17
. The crucial role of deterministic chaos
in multifragmentation was found in Vlasov-Nordheim simulations in refs.
18;19;20
and
it was recently conrmed by Classical Molecular Dynamics calculations
21
in connec-
tion with a critical behavior. In the following, we discuss nuclear multifragmentation
along the same line of refs.
18;19
presenting the latest results. The model was rst
proposed in ref.
9
and it represents a schematic but precise and instructive guideline
for understanding the dynamics of fragment formation
19
. After a short description of
the model in section 2, we report in section 3 recent calculations
20
, which show how
rapidly the system reaches statistical equilibrium by means of deterministic chaos. In
particular scatter plots of the excited modes are studied as a function of time and
fractal dimensions are calculated. In section 4, we show for the rst time that, within
this mean-eld approach, a critical behavior can be also obtained, if an event-to-event
analysis is performed. Conclusions are drawn in section 5, where we conjecture that,
the strong relation between phase transitions and chaoticity found in our simulations




The Vlasov-Nordheim equation was solved numerically in a two-dimensional lat-
tice
18;19;20
using the same code of ref.
9
. The collision integral was actually considered
only in a few simulations
19
not reported in this paper. Actually it seems that two-
body collisions change only slightly the features here discussed. In the following we
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will refer only to Vlasov simulations. We studied a fermion gas situated on a large
torus with periodic boundary conditions, and its size was kept constant during the
evolution. The torus sidelengths are equal to L
x
= 51 fm and L
y
= 15 fm. We
divided the single particle phase space into several small cells. We employed in mo-




= 40 MeV=c, while in coordinate
space x = 0:3333 fm and y = 15 fm, i:e: we considered only one big cell on
the y-direction. The initial local momentum distribution was assumed to be the one
of a Fermi gas at a xed temperature T = 3 MeV . We employed a local Skyrme










. The density 





with  = 0:61fm, in order





chosen in order to reproduce correctly the binding energy of nuclear matter at zero
temperature, and this gives t
0
=  100:3 MeV and t
3
= 48 MeV . The resulting EOS





sponds to the usual three-dimensional Fermi momentum equal to P
F
= 260 MeV=c.
The step adopted for the time evolution was equal to t = 0:5 fm=c. For more
details concerning the model see refs.
9;18;19
.
3. Multifragmentation and Deterministic Chaos
In order to investigate the regular or irregular behavior of the mean-eld dynamics
with respect to multifragmentation, we studied the response of the system to small
initial perturbations inside the spinodal region of nuclear matter. In our simulations
we neglect the initial part of the process which drives the system inside the spinodal
zone. Therefore the most realistic way to perturb our system is obtained by impos-
ing a uniform and small white noise on the average density prole. This random
initialization will mimic the initial uncertainties.
In g.1 we show the time evolution of the density proles for two random-initialized
events started at half the saturation density. The initial perturbation was 1% of the
average density. Notice the dierent scale used in the upper panels of the gure in
order to magnify the initial noise. Though this perturbation is extremely small at t=0
and the two initializations are very close in phase space, uctuations are amplied and
distorted during the time evolution. The two simulations evolve following dierent
deterministic paths in a complete unpredictable way. As a further evidence of this
behavior, the power spectra corresponding to the density proles are shown in g.2.






=2) evolve dierently in
each run. No particular mode is privileged by the dynamics apart from a natural




The above arguments give already a rst qualitative idea of the sensitivity to
the initial conditions and the irregularity of the following evolution which are typical
features of deterministic chaos.
3
Fig. 1: Time evolution of two density proles started at half the saturation density with a very small
random initialization. The strength of this white noise was only 1% of the average initial density.
Please notice that in the upper panels for t=0 the scale is magnied.
Fig. 2: Power spectra corresponding to the density prole evolution of the previous gure.
4
A way to quantify chaotic behavior is by calculating the largest Lyapunov expo-
nent , i.e. the average rate of divergency between two close trajectories in phase
space. This calculation was done in refs.
18;19
where a value ranging from 0.028 to
0.1 c/fm was extracted according to the initial density considered inside the spinodal
region. Outside this zone, on the other hand,  = 0 and the dynamics is regular.
Actually, due to the unbound dynamics and its limited time scale, the nite and
positive value obtained for the largest Lyapunov exponent is not a unique signature
of chaoticity. For a critical review of this quantity see ref.
20
. However, it should be
noticed that, the sensitive dependence on the initial conditions shown in gs.1,2 and
the positive Lyapunov exponent found, leave no room to ambiguities of any sort.
The time scale related to the chaotic behavior,  = 1=, is of the order of 10-30
fm/c. If one adds to this time the transient time interval of  20 fm/c needed by
the largest exponent to prevail on the others, then the mean-eld evolution becomes
irregular and unpredictable after 40-50 fm/c. This is in perfect agreement with what
found in ref.
12
, where (see g.3 of ref.
12
) linear response reproduces the numerical
simulations only up to  50 fm=c.
A further and impressive way to show the onset of chaoticity can be obtained by
plotting the nal amplitudes of the excited modes as a function of the initial ones.
This technique has been widely used for chaotic scattering
24;25
and it was adopted
in ref.
19
for two coupled harmonic oscillators. In g.3 we show these scatter plots as
a function of time for 500 random-initialized events at an average density =
0
= 0:5.
Only the modes n
k
= 5; 14 are shown
20
. Similar plots were done independently
in ref.
26
. The gure illustrates very clearly that after an initial linear and regular
evolution, whose time scale depends on the mode considered, the onset of chaos leads
to the appearance of wild uctuations. Please notice that the numerical algorithm
is under control and the total energy is conserved within 1%. The uctuations are
due only to the non-integrability of the Hamiltonian which produces this irregular
evolution. In other words, the uctuations are an intrinsic feature of the deterministic
equations considered and not a spurious numerical noise. It is important to stress
that the time of fragment formation 100-150 fm/c (see g.1) is much longer than
the time for chaos onset, therefore multifragmentation is strongly aected by this
irregular evolution.
In order to quantify the dispersion of the points plotted in g.3 one can calculate
the fractal correlation dimension D
2
24
using the Grassberger and Procaccia correla-
tion integral
27













 being the Heaviside step function, z
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the initial and nal amplitudes of the modes, M the total number of points and r





is the fractal correlation
dimension. It has been used in nonlinear dynamics to study how often each part of a
5
Fig. 3: Scatter plots of the initial and nal amplitudes for the modes n
k
= 5 and n
k
= 14. The
evolution of 500 simulations of the same kind shown in g.1 is considered at dierent time scales.
See text for more details.
Fig. 4: Articial random distribution in one (a) and two (c) dimensions. A set of 500 points is
considered. The logarithm of the corresponding correlation integral C(r) is plotted vs. ln r in the
lower panels (b) and (d) (circles). The fractal dimension D
2
, given by the slope of the t (full line),
coincides (as it must be) with the euclidean dimension.
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Fig. 5: The behavior of ln C(r) vs. ln r is plotted (circles) for the modes n
k
= 5 (a) and n
k
= 14 (b)
at t=120 fm/c. The full line is the linear t, whose slope gives the fractal dimension D
2
reported.
See text for more details.
strange attractor is visited. In general it gives information on how lled is the phase
space. For more details see ref.
24;27;28
.
In g.4 (b)(d) we display as an example the scaling behavior of ln C(r) versus
ln r (open circles) for two sets of points distributed at random on a line (a) and on a
plane (c). As expected one gets, from the slopes of the linear ts (full line), a value
of D
2
equal to the euclidean dimension within the errors. The latter are due to the
limited number of points considered. In this case, in order to test the accuracy of
the algorithm only 500 points were taken into account. So the method is reliable to
calculate D
2
in the case of our Vlasov scatter plots.
In g.5 we show the scaling behavior obtained for the scatter plots of g.3 at
t=120 fm/c. The full line is the linear t of the numerical simulation (open circles),
which enables to extract the value D
2
= 1:960:05 and D
2
= 1:940:06 respectively.
Finite size eects limit this scaling which in any case extends to several decades
20
.
The behavior of the Vlasov calculations is very similar to that obtained for the 2D
random distribution of g.4 (c,d). This means that at t=120 fm/c for both modes we
have complete randomness.
The time evolution of D
2
from 1 to 2 is clearly evident in g.6. The calculations
refers to the scatter plots of g.3. In general, while the onset of deterministic chaos
starts around 40-50 fm/c for the lowest modes, the dynamics is more regular for the
highest ones. However after 80 fm/c the evolution tends to a complete random
distribution.
This result is true for all the modes excited and leaves no room for regularity of
any sort. In other words there is a clear tendency towards equilibration and complete
7
Fig. 6: Correlation dimension D
2
as a function of time for the irregular evolution of the modes
n
k
= 5 and n
k
= 14 displayed in g.3.
lling of phase-space. This is just what all the statistical models
3;4
assume as a
starting point. Hence these schematic numerical simulations demonstrate that, even
within a mean-eld description, one can reach statistical equilibration in a very short
time scale if the system enters the spinodal region where chaoticity is at work.
4. Critical behavior
In general sharp second{order phase transitions can be observed only in macro-
scopic systems
29;30
, however also in small nite systems one can nd clear signals of
critical behavior
13;14;31;32
. In nite systems the singularities are smoothed, but one
can still extract critical exponents which are very close to those of the innite system.
By using percolation
13;14





has been claimed that nuclear matter can show signals of a second{order phase tran-
sition. Some preliminary indication of criticality was observed many years ago
1;34;13
,












n(s; ) ; (2)
where n(s; ) is the number of fragments of size s and  is a variable which indicates
the distance from the critical point. For thermal transitions  = T
c
  T , while for






being respectively the critical temperature and the
threshold probability. The summation runs over all fragments except the heaviest
8
one. Near the critical point one gets the scaling behavior





 and  being two critical exponents. At the critical point  = 0 and f(0) = 1,
therefore the cluster size distribution shows a power law. Moreover the k-moments
obey the scaling relation
M
k
 j  j
 (1+k )=
: (4)
In particular for the rst three moments one gets
M
0








 j  j
 
; (5)
where ,  and  are characteristic critical exponents.
Critical exponents are not all independent and satisfy the relation




In the innite system, at the critical point, the moments with k  2 diverge and also
the correlation length  diverges as
  j  j
 
; (7)
where  is another critical exponent related to those above discussed
29;30
. Therefore,
at the critical point, uctuations become very large and involve the whole system
even if the microscopic forces have a very small range. The details of this microscopic
interactions are not important any longer and one observes universal features. There
are several classes of universality - percolation and liquid-gas are two examples. Each
class has dierent critical exponents. We report in table 1 the value of some exponents
for percolation (2D and 3D) and liquid-gas phase transition. For a more detailed
discussion on critical behavior see ref.
29;30;33
.
In analyzing nuclear data it is dicult to identify a model-independent critical
control parameter. In general one cannot dene an average cluster size distribution
n(s; ). In ref.
13
it was shown that, in order to avoid this diculty, an event-to-event
analysis could be performed to investigate critical behavior. In particular one can













(s) is the number of fragments of size s in the event j. The summation runs
over all fragments, excluding the heaviest one produced in the event.
It was just by using such moments that Campi
13
found in the inclusive nuclear
data by Waddington and Freier
34
clear signatures of criticality. Along the same lines






Fig. 7: The logarithm of the largest cluster size P is plotted versus the logarithm of the second
moment M
2
for an ensemble of 954 Vlasov simulations. Each event was generated with a random
initialization as in g.1 and inside the spinodal region. Dierent starting average densities - in the
range =
0
= 0:4  0:6 - were considered. See text for further details.
In what follows, by means of the conditional moments dened in eq.(8), we will
show for the rst time that it is possible to obtain signals of criticality also within
Vlasov simulations of nuclear multifragmentation. This fact is important since, in
our case, criticality is induced by chaotic dynamics.
In ref.
19
it was already discussed the fact that in our Vlasov numerical simulations
of nuclear multifragmentation deterministic chaos produces broad cluster size distri-
butions and strong event-to-event uctuations so typical of multifragmentation data.
In particular a power law behavior was found with an exponent   2:17  0:3. In
that case the amount of events considered was very small, 100, and one could not
go beyond that. In the following, investigating a larger ensemble consisting of 954
random-initialized multifragmentation events started inside the spinodal region, we
will present some preliminary results which show unambiguous signals of critical be-
havior. More precisely, as previously discussed, we perturbed our system with a small
white noise inside the spinodal region. Several initial average densities ranging from
0.4 to 0.6 =
0
were taken into account. Then we followed the Vlasov time evolution
as in g.1 until well dened clusters were formed. The time scale to get nal frag-
ments ranges from 300 fm/c for =
0
= 0:6 to 80 fm/c for =
0
= 0:4. The size of
the fragments was taken along the x-direction, considering all those neighbouring cells





, which corresponds to  20% 
0
. We have checked
that small variations of the freeze-out density do not produce signicant changes
19
.
In g.7 we plot the logarithm of the size of largest fragment P versus the logarithm
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Fig. 8: We plot ln P versus ln < M
2
> for the same ensemble of the previous gure (open circles).
The full lines are linear ts of the two branches. The slopes of the ts give the ratio of the critical
exponents =. More precisely the upper (subcritical) one gives  = =  0:27  0:1, while the
lower (overcritical) one gives 1 + = = 1:46 0:1.
of the second moment M
2
. The gure shows a typical critical triangular pattern
with a subcritical upper branch and an overcritical lower one. 'Evaporation-like'
events in the upper branch are obtained for initial densities =
0
 0:6, whereas
'vaporization-like' events are found for =
0
 0:4. Critical events are mostly in the
range =
0
 0:55   0:5. In general large uctuations exist from event to event.
The two branches meet at the critical point. Similar plots were also obtained in
refs.
13
for cubic bond percolation model with a number of sites A = 6
3
and the gold
multifragmentation emulsion data by Waddington and Freier
34
.
The indication given by g.7 is important but qualitative. One should extract crit-
exponent   = 
2D Percolation
33
0.14 2.4 0.058 2.0
3D Percolation
33
0.41 1.8 0.23 2.18
Liquid  gas
29
0.33 1.23 0.27 2.21
Emulsion data
13
- - 0.20.1 2.170.1
EOS data
5
0.290.02 1.40.1 0.210.1 2.140.06
V lasov - - 0.370.2 2.270.2
Table 1: Comparison of Vlasov critical exponents with those of percolation (2D and 3D), liquid-gas
and experimental nuclear data.
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ical exponents to have a quantitative information. Following the procedure adopted
in ref.
16
we took the average of M
2
at a xed size of the largest cluster P. In this
way one can try to extract the slopes of the two branches which should give the ratio
between the critical exponents  and . In fact the lower branch should have a slope
given by 1+=, while the upper branch  =
13;16
. In g.8 we plot ln P as a function
of the logarithm of the average < M
2
> (open circles). In the gure are shown also
the linear ts (full lines) of the two branches and the values of the slopes obtained.
The statistics of the upper branch is poorer than that of the lower branch - as can
be seen in g.7. For this reason the rst point of the upper branch was excluded
from the t. From the two slopes one gets consistent values within the errors, i.e.
 = =  0:27  0:1 and 1 + = = 1:46  0:1 Taking an average between the two
values one nds = = 0:37 0:2. The ratio between  and  can be used to extract





From the above equation and our estimate of = = 0:37 0:2 we get  = 2:27 0:2,
which is consistent to what previously obtained
19
.
It is important to stress at this point, that we start our system inside the spinodal
region, thus it is not clear at the moment what kind of phase transition the system
is reminiscent of. We nd signals of criticality in the sense that the instabilities
of the spinodal zone, driven by deterministic chaos, produce inclusive cluster size
distributions of dierent shapes, as in percolation or liquid-gas phase transitions,
according to the initial average density adopted. At variance with percolation, which
is a geometric model, we have a nuclear-like dynamics. It is not clear what are the
links, if any, between this behavior and the standard liquid-gas phase transition. The
system in fact should not be close to the critical point
19
. A deeper understanding




In table 1 we report the value of the critical exponents ,  and  obtained in
our calculations together with those of percolation (in 2D and 3D) and the liquid-gas




are also shown for comparison.
In general the values we get from our Vlasov simulations are not so dierent from the
3D percolation and the liquid-gas phase transition. However, before drawing denite
conclusions some comments must be done. i) The numerical calculation of critical
exponents is a very delicate problem and our present analysis is rather crude. ii) The
statistics we used is rather poor, expecially for subcritical events. iii) We have no
idea of the absolute values of  and . iv) Our simulations are in 2 dimensions and
the cluster sizes were considered only along the x-coordinate.
On the other hand, it is very remarkable that a schematic model like ours is able
to give such a critical behavior. Please notice also the close similarity of our values
with those extracted from the available experimental data. This fact deserves a fur-
12
ther comment since we neglected the coulomb force. In fact, according to statistical
calculations
16
, the coulomb force can strongly inuence the critical exponents. How-
ever no evidence of this inuence seems to be present in the available experimental
data. A further puzzling question is the understanding of the link between this critical
behavior and liquid-gas transition.
As a general statement, we can say that the above discussed results though very
impressing and stimulating pose many troubling questions and leave several open




In this paper we concisely reviewed recent numerical simulations of nuclear multi-
fragmentation. The growth of density uctuations, in the spinodal region of nuclear
matter EOS, has been advocated as the mechanism of fragment formation. We stud-
ied the dynamics of such a process by solving the Vlasov equation numerically on
a lattice. The nuclear system in the spinodal region was schematized by a two{
dimensional uid conned inside a xed torus. The initially homogeneous system
was perturbed by adding a small and random density uctuation. This was done in
order to simulate the initial uncertainties produced by the missing initial dynamics.
The time evolution was then followed up to the time of fragment formation, when
several well separated density humps appear. The study of scatter plots of the excited
modes conrmed the chaotic character of the dynamics found already in refs.
18;19
. In
the present contribution it was shown that chaos is strong enough to ll uniformly
the available phase space. This fact was quantied by the calculation of the fractal
correlation dimension D
2
. Chaos is fully developed in a short and limited time in-
terval, of the order of 80-120 fm/c
20
. In this respect such a chaotic dynamics is a
transient phenomenon similar to the case of chaotic scattering
25
.
These results give a strong theoretical support to the statistical models
3;4
success-
fully used in analyzing most of the available nuclear multifragmentation data.
Finally, using an ensemble of 954 Vlasov simulations started inside the spinodal
region, an event-to-event analysis of the cluster size distributions was performed along
the same lines of refs.
13;16
. Unambiguous signals of critical behavior were found also in
our case. The extracted ratio of the critical exponents = and of  are in agreement
with those of liquid-gas, 3D percolation and the available experimental data
13;34;5
. At
the moment both the analysis and the model are too schematic to discriminate among
dierent universality classes or to draw nal conclusions. Here we do not want to stress
too much the values of the critical exponents obtained, but it seems very important
that both chaoticity and criticality are found in the process of multifragmentation.
Very recently a similar coexistence was found also in other models
21;22;23
. This fact
conrms the general character of this feature, which could probably be explained
by the enhancement of phase-space volume and entropy during the phase transition.
Chaoticity is probably another indication of phase transition. Such an appealing
13
general perspective is at the moment only a sound conjecture which needs further
investigation.
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