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STABILITY, FINITENESS AND DIMENSION FOUR
CURTIS PRO AND FREDERICK WILHELM
Abstract. We prove that for any k ∈ R, v > 0, and D > 0 there are only finitely
many diffeomorphism types of closed Riemannian 4–manifolds with sectional curvature ≥ k,
volume ≥ v, and diameter ≤ D.
Let MK,V,Dk,v,d (n) denote the class of closed Riemannian n–manifolds M with
k ≤ sec M ≤ K,
v ≤ volM ≤ V, and
d ≤ diamM ≤ D,
where sec is sectional curvature, vol is volume, and diam is diameter.
Cheeger’s finiteness theorem says thatMK,∞,Dk,v,0 (n) contains only finitely many diffeomor-
phism types ([5], [6], [23], [29]). Removing the hypothesis of an upper curvature bound,
Grove, Petersen, and Wu showed that for n 6= 3, M∞,∞,Dk,v,0 (n) has only finitely many home-
omorphism types ([16]). Perelman then proved his stability theorem ([26],[21]) which, to-
gether with Gromov’s precompactness theorem, extends the Grove, Petersen, Wu result to
give finiteness of homeomorphism types in M∞,∞,Dk,v,0 (n) in all dimensions. Using [23], the
Grove-Petersen-Wu/Perelman finiteness theorem says for n 6= 4, M∞,∞,Dk,v,0 (n) contains only
finitely many diffeomorphism types.
In contrast to other dimensions, there are compact topological 4–manifolds that admit
infinitely many distinct smooth structures ([12], cf. also [10], [11]). So it is natural that
Problem 1.1 in [1] asks whetherM∞,∞,Dk,v,0 (4) also contains only finitely many diffeomorphism
types. We resolve this here and thus get the following generalization of Cheeger’s finiteness
theorem.
Theorem A. For any k ∈ R, v > 0, D > 0, and n ∈ N the class M∞,∞,Dk,v,0 (n) contains only
finitely many diffeomorphism types.
Theorem A is optimal in the sense that the conclusion is false if any one of the hypotheses
is removed ([15]). Perelman showed that the conclusion is also false if the lower bound on
sectional curvature is weakened to a lower bound on Ricci curvature ([28]). On the other
hand, Cheeger and Naber proved that the conclusion of Theorem A holds in dimension 4, if
the lower bound on sectional curvature is replaced by a two sided bound on Ricci curvature
([8]). To do this, they prove the limits of manifolds in their class can have only isolated
singularities, in the appropriate sense. In contrast, the limit spaces that correspond to
Theorem A can have bifurcating singular sets of all dimensions ≤ n− 2 (see e.g. Figure 8).
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A crucial distinction betweenMK,∞,Dk,v,0 (n) andM∞,∞,Dk,v,0 (n) is that there is a uniform lower
bound for the injectivity radii of all M ∈ MK,∞,Dk,v,0 (n), whereas the spaces of M∞,∞,Dk,v,0 (n)
do not even have a uniform lower bound for their contractibility radii ([5], [6], [15]). This
leads to a further contrast: if X is in the Gromov–Hausdorff closure ofMK,∞,Dk,v,0 (n) then all
points of X have neighborhoods that are almost isometric to small euclidean balls. Simple
examples show that this is false for M∞,∞,Dk,v,0 (n) .
In the 1980’s, Gromov’s Compactness Theorem provided a new perspective on Cheeger’s
Finiteness Theorem. In particular, we learned that if Mi ∈MK,∞,Dk,v,0 (n) converge to X, then
all but finitely many of the Mi must be diffeomorphic to X. (See, for example, [7]). As
Gromov also showed thatM∞,∞,Dk,0,0 (n) is precompact, Cheeger’s finiteness theorem becomes
a corollary. Combined with Perelman’s Stability Theorem, this leads naturally to the
Diffeomorphism Stability Question. (Problem 32 in [30]) Given k ∈ R, v,D > 0, and
n ∈ N, let {Mα}∞α=1 ⊂M∞,∞,Dk,v,0 (n) be a Gromov–Hausdorff convergent sequence. Are all but
finitely many of the Mαs diffeomorphic to each other?
An affirmative answer to this question would have far reaching consequences. For example,
Grove and the second author showed
Theorem. ([18]) If the answer to the Diffeomorphism Stability Question is “yes”, then every
Riemannian n–manifold M with sec M ≥ 1 and diamM > pi
2
is diffeomorphic to Sn.
Theorem A follows by combining Gromov’s Precompactness Theorem with the following
result.
Theorem B. Diffeomorphism Stability holds in dimension 4.
The remainder of the paper is a proof of Theorem B. To start, we fix a sequence
{Mα}∞α=1 ⊂M∞,∞,Dk,v,0 (4) that converges to X.
Our goal is to prove that all but finitely many of the Mα are diffeomorphic to each other. By
work of Kuwae, Machigashira, and Shioya, the desired diffeomorphism is known to exist away
from the singularities of X (see [22] and Theorem C, below). We call this the KMS diffeomor-
phism. Our strategy is to extend a version of the KMS diffeomorphism to progressively more
singular regions. To do this we show in Limit Lemma G (below) that any Mα sufficiently close
to X admits a very special type of handle decomposition that is related to the singular struc-
ture of X. The handles of Limit Lemma G will allow us to use theorems of Cerf and Smale
to carry out the required extension. We start with a review of the Cerf and Smale theorems.
Figure 1. Cerf’s Extension Theorem
Cerf showed that any diffeomorphism of S3 extends to D4
(see [4] cf also [2] and [19]). The following is a consequence
Cerf’s Extension Theorem. Let M and M˜ be two
smooth 4–manifolds with smoothly embedded closed 4–disks,
D4 ⊂ M and D˜4 ⊂ M˜. Let Φ : M \D4 −→ M˜ \ D˜4 be a
diffeomorphism so that Φ (∂D4) = ∂D˜4. Then Φ extends to
a diffeomorphism M −→ M˜.
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Figure 2. This is a 1–handle H at-
tached to a 3–manifold Ω3. The projec-
tion pH is topologically from R3 to R2.
The dark blue depicts the intersection of
Ω3 and H.
We also use an extension theorem that is essentially due
to Smale. It follows from the fact that, for n = 1 or 2, the
diffeomorphism group of the n–sphere deformation retracts
to the orthogonal group ([37]). To state Smale’s Theorem,
we recall that a smooth n–manifold M is obtained from a
smooth n–manifold Ω by attaching an (n− j)–handle,
H, provided:
1. M = Ω ∪H.
2. Ω and H are open in M.
3. H is the total space of a trivial vector bundle pH :
H −→ Bj with fiber Rn−j. Here Bj is an open ball in
Rj.
4. The restriction of pH to H \Ω is a trivial bundle over
Bj whose fibers are diffeomorphic to the closed ball in
Rn−j. In particular, the restriction of pH to ∂ (H \ Ω)
is a trivial sphere bundle over Bj.
Smale’s Extension Theorem. Let M , M˜, Ω, and Ω˜ be smooth 4–manifolds. For k ∈
{1, 2} , suppose that M is obtained from Ω by attaching a (4− k)–handle, (H, pH) , and that
M˜ is obtained from Ω˜ by attaching an (4− k)–handle, (H˜, pH˜).
Let
Φ : closure(Ω) −→ closure(Ω˜)
be a diffeomorphism so that
pH˜ ◦ Φ|H∩Ω = pH |H∩Ω . (0.0.1)
Then Φ extends to a diffeomorphism M −→ M˜ so that pH˜ ◦ Φ = pH .
Figure 3. Pictured are 2-handles H, H˜ attached to 3–manifolds Ω, Ω˜. The dark green depicts the
intersections. Originally the diffeomorphism Φ takes Ω to Ω˜; however, because it also takes fibers of pH
to fibers of pH˜ , and because Diff(S
1) deformation retracts to O(2), Φ extends to a diffeomorphism from
Ω ∪H −→ Ω˜ ∪ H˜. Since Diff(S2) deformation retracts to O(3), the same statement applies if H and H˜ are
3–handles attached to 4–manifolds.
Together with Invariance of Domain, the hypotheses of Smale’s Extension Theorem imply
that Φ takes ∂Ω to ∂Ω˜. Each of these is a trivial sphere bundle that bounds the trivial disk
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bundles H \Ω and H˜ \ Ω˜, respectively. This, together with (0.0.1) and Smale’s deformation
retraction of Diff
(
S4−k−1
)
to O (4− k) , gives the method to extend Φ to a diffeomorphism
from M to M˜.
The strategy to prove Theorem B, which we outline in the next section, is to show any
two manifolds Mα and Mβ that are sufficiently close to X admit a special type of handle
decomposition that is related to the singular structure of X. This handle decomposition,
together with Cerf and Smale’s Extension Theorems then allows us to extend a version of
the KMS diffeomorphism to a diffeomorphism from Mα to Mβ.
Outline of the Proof
Central to the proof of Theorem B is the approximation of geometric structures in X with
corresponding structures in all but finitely many of the Mα. We call these approximations
in the Mα stable structures. Our objective is to show that the singular structure of X leads
to a stable handle decomposition in the Mα. We formulate this precisely in Limit Lemma
G, below. First we establish necessary terminology.
We will use the 0, 1, and 2-strained subsets of X to construct 4, 3, and 2-handles in the
Mα. So, for the remainder of the paper we assume that the reader has a working knowledge
of the concept of an (l, δ)–strained point in an Alexandrov space. These were originally
defined in [3], where they were called burst points (see also, e.g., [35]).
The starting point in the proof of Theorem B is to construct a diffeomorphism between
open, almost-dense subsets of any two of the Mα that are sufficiently close to the following
subset of X.
Definition. Given δ > 0, we let X4δ be the points of X that are (4, δ)–strained.
Definition. Let U ⊂ X be an open subset and p : U → Rk a map. Given a sequence of sets
{Uα}∞α=1 and maps {pα : Uα → Rk}∞α=1 where Uα ⊂ Mα is open, we call {(Uα, pα)}∞α=1 an
approximation of (U, p) provided Uα → U and pα → p in the Gromov-Hausdorff topology.
Kuwae, Machigashira, and Shioya have already constructed diffeomorphisms between ap-
proximations of the top stratum. More precisely
Theorem C (Kuwae-Machigashira-Shioya [22]). There is a δ > 0 so that every open Ω ⊂ X4δ
with closure(Ω) ⊂ X4δ has approximations Ωα ⊂ Mα so that for all but finitely many α and
β there is a diffeomorphism
Φβ,α : Ωα → Ωβ.
To prove Theorem B we show that there is a choice of Ω ⊂ X4δ so that all but finitely
many of the Mα are obtained from the corresponding Ωα by first attaching a finite number
of 2-handles, then a finite number of 3-handles, and lastly a finite number of 4–handles. We
also show, using Cerf and Smale’s Extension Theorems, that at each stage of attachment,
Φβ,α can be extended over the attached handle. The end result is a diffeomorphism between
Mα and Mβ. To accomplish this, we will need to establish several compatibility conditions
between Φβ,α and the handle decompositions of Mα and Mβ. Next we give several definitions
related to these compatibility conditions which will allow us to state Limit Lemma G.
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Definition. A subset H ⊂ X together with a map pH : H → Rk is called (k,κ)–framed
provided there are approximations Hα ⊂Mα of H and pα : Hα → Rk of pH with the following
properties:
1. For all but finitely many α, the maps pα : Hα → Rk are C1, κ-almost Riemannian
submersions for some κ > 0 whose images are diffeomorphic to an open ball in Rk.
2. For all but finitely many α, the pair (Hα, pα) is a trivial vector bundle.
Definition. Let H ⊂ X be k–framed. A function rH : H −→ R is called a fiber exhaustion
function for H if and only if for all but finitely many α there are approximations Hα, pα
and rα of H, pH , and rH so that the restriction of rα to each fiber of pα has exactly one
critical point which is nondegenerate and maximal.
The fiber exhaustion function rHα plays the role of the negative of the radial function
for each fiber of
(
Hkα, rHα
)
, and hence has a maximum rather than a minimum. This is an
artifact of our construction, which gives rH as a concave down function.
Officially, a framed set is a triple, (H, p, r) , but to simplify the exposition we will take the
liberty of writing it either as a pair, (H, p) , or a singleton, H, depending on the context.
When (H, pH) is (k,κ)-framed and neither pH or κ are needed for discussion, we will just
say H is k-framed. We use the superscript k, as in Hk, to indicate that Hk is k-framed. We
adopt the convention that any expression involving the symbol dpH implicitly asserts that
the expression holds with the symbol dpH replaced by the differential dpα for all but finitely
many α.
Definition. Given δ,κ > 0, a cover H = H0 ∪ H1 ∪ H2 of X \ X4δ is called κ-framed if
the Hk consist of a finite number of (k,κ)-framed sets (H, pH , rH). In the event that H does
not cover X \X4δ , we will call it a κ-framed collection.
Although the notion of a framed cover depends on the parameters κ and δ, in the interest
of simplicity, we will usually not mention this explicitly, and we adopt the convention that all
statements about framed covers are only valid for sufficiently large α and sufficiently small
κ and δ.
The proof of Theorem B is broken down into the following steps. First, we construct a
framed cover H of X \X4δ , opens sets
Ωα ⊂Mα,Ωβ ⊂Mβ,
as in Theorem C, and a diffeomorphism Φβ,α : Ωα → Ωβ so that for γ = α or β,
• Mγ = Ωγ
⋃∪Hγ.
• All of the 2-framed sets H2 ∈ H2 have approximations H2γ ∈ H2γ that are disjoint
2-handles attached to Ωα, and
• Φβ,α satisfies the hypotheses of Smale’s Extension Theorem and hence extends over
each of these disjoint 2-handles.
This produces a diffeomorphism Φ2β,α : Ω
2
α → Ω2β where Ω2γ = Ωγ ∪
(∪H2γ) for γ = α or β.
For the next step, we require that
• all of the 1-framed sets H1 ∈ H1 have approximations H1α ∈ H1α that are disjoint
3-handles attached to Ω2α, and
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• Φ2β,α satisfies the hypotheses of Smale’s Extension Theorem and hence extends over
each of these disjoint 3-handles.
This produces a diffeomorphism Φ3β,α : Ω
3
α → Ω3β where Ω3γ = Ω2γ ∪
(∪H1γ) for γ = α or β.
The last step requires that
• all 0-framed sets H0 ∈ H0 have approximations H0α ∈ H0α that are disjoint 4-handles
attached to Ω3α, and
• Φ3β,α satisfies the hypotheses of Cerf’s Extension Theorem and hence extends over each
of these disjoint 4-handles.
The final product is the desired diffeomorphism Φ : Mα → Mβ. This only works because
our framed cover H satisfies certain other constraints. For example, the Smooth Schoenflies
Problem is open in dimension 4, so to perform the final extension, we will identify Mβ \
Φ3β,α (Ω
3
α) with a disjoint union of 4–disks. This is the main role of the fiber exhaustion
functions rH and the conditions that we impose on them in Definitions E and F below.
The next definition provides the condition on the framed sets that allows us to identify
them as handles attached in the manner that our extension process requires.
Definition D. Let H = H0 ∪ H1 ∪ H2 be a framed cover and let Ω ⊂ X4δ be an open set.
We say that H is Ω–proper provided
1. For each (H2, p2) ∈ H2 and each x ∈ H2,
∂
(
closure
(
p−12 (p2 (x))
)) ⊂ Ω. (0.0.2)
2. For each (H1, p1) ∈ H1 and each x ∈ H1,
∂
(
closure
(
p−11 (p1 (x))
)) ⊂ Ω⋃∪H2. (0.0.3)
3. For each (H0, p0) ∈ H0 and each x ∈ H0,
∂
(
closure
(
p−10 (p0 (x))
)) ⊂ Ω⋃∪H2⋃∪H1.
To ensure that our various diffeomorphisms can be extended over handles, we require
two further conditions. The first imposes a constraint on how the KMS–diffeomorphism
Φβ,α : Ωα → Ωβ interacts with our framed cover.
Definition E. Let H = H0 ∪ H1 ∪ H2 be a framed cover, and let Ω ⊂ X4δ be an open set
with closure (Ω) ⊂ X4δ . We say that H respects Ω if and only if
X = ∪H ∪ Ω,
and the following hold:
1. There are approximations Ωα of Ω and, for all but finitely many α, β, diffeomorphisms
Φβ,α : Ωα −→ Ωβ.
2. For each k ∈ {0, 1, 2} and k-framed set (Hk, p, r) ∈ Hk, there are approximations
(Hkα, pα, rα) and (H
k
β , pβ, rβ) so that
Φβ,α (Ωα ∩Hα) = Ωβ ∩Hβ,
pα ◦ Φα,β = pβ, and rα ◦ Φα,β = rβ.
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Figure 4. The framed sets Hk and Hl intersect respectfully, because
the fibers of pHl that intersect H
k are contained in both the fibers of
pHk and level sets of the fiber exhaustion function rHk of H
k.
Our collection of 2–framed sets H2 is
disjoint, so if the previous definition is
satisfied, we can use Smale’s Theorem
to extend the diffeomorphism Φβ,α to
the elements of H2. To allow the exten-
sion process to continue to the 1– and
0–framed sets, the intersections of our
framed sets will satisfy the following ad-
ditional constraint.
Definition F. (Figure 4) For k <
l, let
(
Hk, pHk , rHk
)
be k–framed and
let
(
H l, pHl , rHl
)
be l–framed. We say
that Hk and H l intersect respectfully if and only if there is a neighborhood N of
∂
(
closure
(
pHl
(
H l
)))
so that for all x ∈ p−1
Hl
(N) ∩Hk,
p−1
Hl
(pHl (x)) ⊂ p−1Hk (pHk (x)) and (0.0.4)
p−1
Hl
(pHl (x)) ⊂ r−1Hk (rHk (x)) . (0.0.5)
A framed collection is respectful provided all intersections of sets with different framing
dimensions are respectful.
In Section 1, we combine the preceding ideas and show that Theorem B follows from
Limit Lemma G. If δ is sufficiently small, then there is a respectful framed cover H = H0∪
H1 ∪H2, of X \X4δ with the following properties:
1. For k = 0, 1, or 2, the closures of the elements of Hk are pairwise disjoint.
2. There is an open Ω ⊂ X4δ so that H respects Ω and is Ω–proper.
Section 2 establishes notations and conventions. The remainder and vast majority of the
paper is divided into three parts and an appendix, which together are a proof of Limit
Lemma G. The parts are divided into subordinate sections. The parts are numbered 0, 1,
and 2 because the main goal of the respective parts is to make the collections of 0–, 1–, and
2–framed sets disjoint. The appendix completes the proof of Limit Lemma G by showing
that X4δ respects H.
To prove Limit Lemma G we establish four other, successively better covering lemmas.
The first is essentially due to Perelman and is proven in Section 3 (cf [18], [20], and [35]).
Perelman Covering Lemma. Given κ, δ > 0, there is a κ-framed cover P = P0∪P1∪P2
of X \X4δ .
Each of Parts 0, 1 and 2 begins with a detailed summary. We refer the reader to these
summaries for an outline of the rest of the paper.
Remark. The idea of using the Cerf and Smale extension theorems to extend diffeomor-
phisms is also used in e.g. [17], [18], [34], and [35].
Acknowledgment. Theorem A answers Problem 1.1 of the American Institute of Mathe-
matics Problem list for manifolds of nonnegative curvature, which was discussed at the AIM
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workshop with the same name in September, 2007. The second author is grateful to AIM
for supporting his attendance at this workshop and to the participants for the many insights
that they shared. We thank Vitali Kapovitch for showing us the example in Figure 8, for
discussions related to Corollary 3.14, and, in general, for several extensive conversations
about this problem over the years. We are grateful to Michael Sill for multiple preliminary
discussions about this work, to Stefano Vidussi for conversations about the topological issues,
and to Karsten Grove and Catherine Searle for listening to extended outlines of the proof
and providing valuable feedback and advice.
1. Why Theorem B Follows From Limit Lemma G
In this section, we prove Theorem B assuming Limit Lemma G. The key ingredients are
the Cerf and Smale Extension Theorems stated above.
Proof of Theorem B assuming Limit Lemma G. Let Ω be an open subset of X4δ that satisfies
Part 2 of Limit Lemma G. Then there are open sets Ωβ ⊂ MB and Ωα ⊂ Mβ and a
diffeomorphism Φ4β,α : Ωα → Ωβ as in Definition E. In particular, for k ∈ {0, 1, 2} and all
(H, p, r) ∈ Hk, there are approximations (Hα, pα, rα) ∈ Hkα and (Hβ, pβ, rβ) ∈ Hkβ so that
Φ4β,α (Ωα ∩Hα) = Ωβ ∩Hβ, (1.0.1)
pβ ◦ Φβ,α = pα, and rβ ◦ Φβ,α = rα. (1.0.2)
For γ = α or β, set Ω2γ := Ωγ ∪ (∪H2γ) and Ω1γ := Ω2γ ∪ (∪H1γ). It follows that for all
sufficiently large γ,
Mγ = Ω
1
γ ∪ (∪H0γ).
Since the 2-framed sets of H2γ are disjoint, Equations (1.0.1) and (1.0.2), together with the
Smale Extension Theorem and the fact that H is Ω–proper, allow us to successively extend
Φβ,α : Ωα → Ωβ to each 2–framed set to get a diffeomorphism
Φ2β,α : Ω
2
α → Ω2β
so that for all (H2, p) ∈ H2,
Φ2β,α
(
H2α
)
= H2β, (1.0.3)
and
pβ ◦ Φ2β,α
∣∣
H2α
= pα|H2α . (1.0.4)
Since H is respectful (see (0.0.4),(0.0.5)), Equations (1.0.1), (1.0.2), (1.0.3), and (1.0.4)
give us that for every (H, p, r) ∈ H0 ∪H1,
Φ2β,α
(
Ω2α ∩Hα
)
= Ω2β ∩Hβ, (1.0.5)
pβ ◦ Φ2β,α
∣∣
Hα∩Ω2α
= pα|Hα∩Ω2α , and rβ ◦ Φ
2
β,α
∣∣
H2α
= rα|Hα . (1.0.6)
Equations (1.0.5) and (1.0.6), Smale’s Extension Theorem, and the fact thatH is Ω–proper
allow us to successively extend Φ2β,α : Ω
2
α → Ω2β to each 1–framed set to get a diffeomorphism
Φ1β,α : Ω
1
α −→ Ω1β
so that for all (H, p, r) ∈ H1,
Φ1β,α (Hα) = Hβ, and (1.0.7)
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pβ ◦ Φ1β,α
∣∣
Hα∩Ω3α
= pα|Hα∩Ω3α . (1.0.8)
Equations (1.0.1) through (1.0.8), together with our assumption that H is respectful, give
us that for all (H0, r) ∈ H0,
rβ ◦ Φ1β,α
∣∣
H0α
= rα|H0α . (1.0.9)
The final step is to apply the Cerf Extension Theorem to get the desired diffeomorphism,
Φ : Mα −→Mβ. 
2. Notations and Conventions
For the remainder of the paper, we fix a sequence {Mα}∞α=1 ⊂M∞,∞,Dk,v,0 (4) that Gromov-
Hausdorff converges to X, that is,
lim
α→∞
Mα = X.
Our goal is to prove that all but finitely many of the Mαs are diffeomorphic to each other.
We have seen that to do this, it suffices to prove Limit Lemma G. We assume throughout
that all metric spaces are complete, and the reader has a basic familiarity with Alexandrov
spaces, including, but not limited to [3]. We adopt all of the Notations and Conventions
from [35], and in addition,
1. We write Sn for the unit sphere in Rn+1, Bn for an open unit n–ball, and Bn (r) for an
open r–ball in Rn.
2. For a metric space Y , we let λY be the metric space obtained from Y by multiplying
all distances by λ.
3. Given a constant C ∈ R, we use the symbols C− and C+ to denote constants that are
slightly smaller or slightly larger than C. We adopt the convention that any statement
involving C− or C+ implicitly asserts that there is a choice of C− ∈ (C
2
, C
)
or a choice
of C+ in (C, 2C) for which the statement is true.
4. Specific constants appear throughout the paper. While we have strived to make the
dependencies among these constants clear, they are not chosen to be optimal, with
the exception of pi
6
in Theorem 11.5. Rather we have endeavored to choose them in a
way that maximizes the readability of the paper. Even with optimal constants, our
methods do not lead to a practical estimate for the number of diffeomorphism classes
for most cases of Theorem A.
5. If Ω (r) is a parameterized family of sets with Ω = Ω (r0) , we write Ω
+ or Ω− for
Ω
(
r+0
)
or Ω
(
r−0
)
respectively. We adopt the convention that any statement involving
Ω+ or Ω− implicitly asserts that there is a choice of Ω+ or a choice of Ω− for which
the statement is true.
6. For λ ≥ 1, we say that an embedding ι is λ–bilipshitz if both ι and ι−1 are λ–Lipshitz.
7. Let C and D be collections of subsets of X. We say that the Hausdorff distance
between C and D is < ε if and only if there is a bijection Φ : C −→ D so that
distHaus (C,Φ (C)) < ε for all C ∈ C.
8. For a simplicial complex T , we adopt the convention that Ti is the collection of i–
simplices of T and that |T | is the underlying polyhedron.
9. For A ⊂ X, we write A¯ for the closure of A in X.
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Definition 2.1. A subset U ⊂ X together with a map pU : U → Rk is called a stable
κ-almost Riemannian submersion provided:
1. There are approximations Uα ⊂Mα of U and pα : Uα → Rk of pU .
2. For all but finitely many α and some κ > 0, the maps pα : Uα → Rk are C1, κ-almost
Riemannian submersions whose images are diffeomorphic to an open ball in Rk.
Remark. When there is no possibility of confusion, we will omit the word stable and call
such a map a Riemannian submersion.
Definition 2.2. Given κ > 0 and two maps pi, p : U −→ Rk, we say that
|pi − p|C1stab < κ
if and only if for all but finitely many α, there are approximations {piα} and {pα} of pi and
p so that
|piα − pα|C1 < κ.
Similarly, we say that
|dpi − dp|stab < κ
if and only if for all but finitely many α, there are approximations {piα} and {pα} of pi and
p so that
|dpiα − dpα| < κ.
Part 0. The Perelman-Plaut Covering Lemma
In the first section of this part, we prove the Perelman Covering Lemma (Section 3 of the
paper). In the rest of the paper, we re-do the Perelman cover multiple times, obtaining at
each stage covers that are progressively closer to satisfying the conclusions of Limit Lemma
G. The end result is a respectful framed cover so that for k = 0, 1, or 2, the collection of
k–framed sets is disjoint.
Before attempting to make the 1– and 2– framed sets disjoint, we constrain the way
that they intersect in Section 4. The argument uses a sphere theorem of Plaut’s from [33],
Figure 5. (H, pH) is 2-framed. (H,piL ◦ pH) is
artificially 1-framed.
so we call the resulting cover the Perelman-Plaut
Framed Cover (see Lemma 4.1 and Figures 9, 12, 10,
and 11).
The focus of Parts 1 and 2 of the paper is to re-
place the collections of 1– and 2– framed sets of the
Perelman-Plaut Framed Cover by collections that are
pairwise disjoint. To separate the 1–framed sets, we
add additional 0–framed sets, and to separate the 2–
framed sets, we add additional 0– and 1– framed sets.
The additional 0– and 1– framed sets are subsets of
existing 1– and 2– framed sets. The main idea is that
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Figure 6. The purple artificially 0–
framed set is separating the red and blue
1–framed sets.
if (H, pH) is l–framed, then H is often k–framed for all k ∈
{0, 1, . . . , l} . Indeed if L ⊂ Rl is an affine k–dimensional
subspace, then by composing pH with orthogonal projection
piL : Rl −→ L, we get a submersion piL ◦ pH to the lower-
dimensional Euclidean space, L. With this and some other
mild hypotheses, H becomes k–framed. When we take this
perspective on H, we say that H is artificially k-framed
(see Figures 5 and 6). The concept of artificially framed sets
is formally introduced in Subsection 5.1.
In the remainder of Part 0, we develop tools to deform framed covers to respectful covers
and to verify the disjointness of framed sets. These are the topics of Subsections 5.6 and
5.11.
3. The Perelman Framed Cover
In this section, we prove the Perelman Covering Lemma.
Lemma 3.1 (Perelman Covering Lemma). Given κ, δ > 0, there is a finite κ-framed cover
P = P0 ∪ P1 ∪ P2 of X \X4δ .
We will show this follows from next result (cf [18, 20, 35]).
Lemma 3.2 (Framed Lemma). Given a (k, δ)-strained point q ∈ X and d > 0, there is a
(k, τ(δ))-framed set (z, pz, rz) with q ∈ z so that
diam(z) ≤ d. (3.2.1)
With just a little extra effort, we will also take the following major step toward getting a
proper cover.
Lemma 3.3 (Proper Lemma). Let q ∈ X be as in the Framed Lemma. We can choose z
to satisfy the conclusion of the Framed Lemma and to also have the property that for every
y ∈ pz(z), every point in the boundary of the closure of the fiber p−1z (y) is (k + 1, τ(δ))-
strained.
Proof of the Perelman Covering Lemma assuming Lemma 3.2. Let τF and τP be the τs of
the Framed and Proper Lemmas, respectively. Set
τ := max {τP , τF} .
Given κ, δ > 0, choose δ1, δ2 so that 0 < δ1 < δ2 < δ,
τ (δ2) < min{δ,κ}, and τ (δ1) < min{δ2, δ,κ}. (3.3.1)
Let s0 be the points of X that are not (1, δ1)–strained. Since s
0 is compact, we cover s0
by 0–framed sets and let P0 be a finite subcollection. We show in Proposition 3.11 (below)
that s0 is isolated. We can thus choose the diameters of the z small enough so that the
closures of the z are disjoint.
By the definition of s0, all points in X \ (∪P0)− are at least (1, δ1)-strained. Let s1 be all
points in X \ (∪P0)− that are not (2, δ2)-strained. Use compactness and the Framed Lemma
to choose a finite collection P1 of (1, τF (δ1))-framed sets that cover s1.
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All points in X \ ((∪P0)− ∪ (∪P1)−) are then at least (2, δ2)-strained in X. Let s2 be
all points in X \ ((∪P0)− ∪ (∪P1)−) that are not (4, δ)-strained. Again using compactness,
construct a finite cover P2 of s2 by (2, τF (δ2))-framed sets. It follows that X \ X4δ ⊂
(∪P0)− ∪ (∪P1)−(∪P2)−, as desired. 
3.4. Lemmas 3.2 and 3.3. Except for the statement about the diameter, the Framed
Lemma is a consequence of results in, e.g., [18, 20, 35]. Since we will also use several explicit
facts from the proof, we give a self-contained exposition below.
The main tool is a reformulation of Perelman’s construction of a strictly concave function
on small neighborhoods of any point q in an Alexandrov space X (see Proposition 3.1 of
[35], cf pages 389-390 of [14]).
Proposition 3.5 (Perelman’s Concave Function). For q ∈ X, let p be any point in the
interior of a segment with endpoint q. Given ε > 0, there is a ρ > 0 and a C1-function
fp : B(q, ρ) −→ R
that is strictly (−1)-concave and satisfies
|fp − distp|C1stab < ε. (3.5.1)
Proof. Apart from Inequality (3.5.1), this is Proposition 3.1 of [35]. To establish Inequality
(3.5.1), note that in [35] we saw that
fp (·) := 1
vol (B (p, η))
∫
z∈B(p,η)
ψ ◦ distz (·) , (3.5.2)
where ψ : R −→ R is an appropriately chosen, smooth, strictly increasing function. Inequal-
ity (3.5.1) follows from (3.5.2) and the fact that we have chosen p to be in the interior of a
segment with endpoint q. 
Since Perelman’s functions are determined by distance functions, they are stable under
Gromov-Hausdorff convergence. Our proof of the Framed and Proper Lemmas combines this
fact together with the following “ideal” model for local Alexandrov geometry.
Proposition 3.6. Suppose q is (k, δ, r)-strained in X. If λ is sufficiently small, there is a
τ(δ, λ)-embedding
Φλ :
1
λ
B(q, λ) −→ Rk × C(E) (3.6.1)
so that Φλ (q) = (0, ∗) , where C(E) is the Euclidean cone on some Alexandrov space E with
curv ≥ 1, and ∗ is the cone point in C(E).
Motivated by this result, we call Rk × C(E) the ideal tangent cone and denote it by
T idealq X. In Corollary 3.10 (below), we show that on compact sets, T
ideal
q X is almost isometric
to TqX and that the Euclidean factor of T
ideal
q X corresponds to an almost Euclidean factor
of TqX. Thus T
ideal
q X is the idealized local model we would have if the δ of (k, δ, r) were 0.
Before proving Proposition 3.6, we exploit it to prove the Framed and Proper Lemmas.
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Proof of the Framed and Proper Lemmas assuming Proposition 3.6. First we use Perelman’s
functions to construct a k-framed neighborhood of (0, ∗) in Rk×C(E). Combining this with
the τ(δ, λ)-embedding (3.6.1), we will get our k-framed neighborhood of q.
Motivated by euclidean geometry, for v, w ∈ T idealq X with dist ((0, ∗) , v) = dist ((0, ∗) , w) =
1, we let ^(v, w) denote the intrinsic distance between v and w in
S ((0, ∗) , 1) := {u ∈ T idealq X ∣∣ dist ((0, ∗) , u) = 1} .
To construct k-framed sets about (0, ∗) in T idealq X, we select points {v1, . . . , vk} in T idealq X
that are close to an orthonormal basis for Rk and satisfy ^(vi, vj) > pi/2 for all i 6= j. Next,
we select a finite set of points {ei} ⊂ S ((0, ∗) , 1) that are close to E and satisfy
1. ^(ei, vj) > pi/2 for all i and all j.
2. {ei} is no more than pi/100 from a subset of E that is pi8 –dense in E.
We then take the Perelman functions fvi , f−vi , and fej from Proposition 3.5 and adjust
them by adding constants so that they all agree at (0, ∗). By Proposition 3.5, there is a β˜max
and a ν˜max so that the fvi and the fei are (−1)–concave on
z := Bl
(
β˜max
)
×B (∗, ν˜max) .
The density of the configuration of the {vi} and {ej} then implies that the strictly concave
down function
h = min
i,j
{fvi , f−vi , fej}
has a unique maximum at (0, ∗). Moreover, if β˜max and ν˜max are sufficiently small, then
diam(z) ≤ d. Since the {vi} are close to an orthonormal basis, the map pz : z→ Rk defined
as
pz = (fv1 , . . . , fvk) (3.6.2)
is a τ(δ)-almost Riemannian Submersion, if β˜max and ν˜max are sufficiently small. Since
^(vi, vj) > pi/2, ^(ei, vj) > pi/2, and the fei are (−1)– concave, the function rz : z → R
defined as
rz = min
i
{fei}
is (−1)–concave when restricted to any fiber of pz (see e.g., pages 663–664 in [38]). By
construction, the restriction of rz to the fiber p
−1
z (pz(0, ∗)) is maximal at (0, ∗), and by con-
cavity, this maximum is unique. By continuity, for any b ∈ Bl
(
β˜max
)
, the unique maximum
of rz|p−1z (b)∩z will be no more than
ν˜max
100
from Rk × {∗} provided β˜max is sufficiently small.
In particular, (z, pz) is a fiber bundle whose fibers are disks. Since the base Bl
(
β˜max
)
of
(z, pz) is contractible, (z, pz) is a trivial vector bundle.
Since every point in Rk× (C(E) \ {∗}) is (k + 1)–strained and the maxima of rz along the
fibers of pz are close to Rk×{∗}, the Proper Lemma 3.3 holds for the framed set (z, pz, rz) ⊂
T idealq X. Since being (k + 1)-strained is stable under Gromov-Hausdorff approximation, the
Proper Lemma 3.3 follows from Proposition 3.6. 
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For the proof of Proposition 3.6, we use the Join Lemma from [17] and a Theorem of Plaut
from [33]. Plaut calls a set of 2n points x1, y1, . . . , xn, yn in a metric space Y spherical if
dist(xi, yi) = pi for all i and det[cos dist(xi, xj)] > 0.
Remark. If x1, . . . , xn are points in Sn+k ⊂ Rn+k+1, then
√
det[cos distSn+k(xi, xj)] is the
n–dimensional volume of the parallelepiped spanned by {x1, . . . , xn} . So Plaut’s condition
should be viewed as a quantification of linear independence.
Theorem 3.7 (Plaut [33]). If X has curvature ≥ 1 and contains a spherical set σ of 2(n+1)
points, then there is a subset S ⊂ X that contains σ and is isometric to Sn.
Definition 3.8. As in [35] (cf also [3, 25]), we say an Alexandrov space Σ with curv Σ ≥ 1
is globally (m, δ)-strained by pairs of subsets {Ai, Bi}mi=1 provided
|dist(ai, bj)− pi2 | < δ, dist(ai, bi) > pi − δ,|dist(ai, aj)− pi2 | < δ, |dist(bi, bj)− pi2 | < δ
for all ai ∈ Ai, bi ∈ Bi and i 6= j.
Lemma 3.9. Given natural numbers k ≤ n+1 and v > 0, there is a δ > 0 with the following
property: If Σ is a globally (k, δ)-strained n–dimensional Alexandrov space with curv ≥ 1 and
vol > v, then there is an Alexandrov space E of curv ≥ 1 and a τ (δ|v)–homeomorphism
h : Σ −→ Sk−1 ∗ E,
where Sk−1 ∗ E has the spherical join metric.
Proof. If not, then there is a sequence of n–dimensional Alexandrov spaces {Σi} with curv ≥
1 and vol > v that are globally (k, δi)-strained with δi → 0, and that are not τ (δi|v)–
homeomorphic to a space of the form Sk−1 ∗ E.
After passing to a convergent subsequence, we have limi→∞Σi = Σ, where Σ is globally
(k, 0)-strained. This global strainer for Σ is a spherical set of 2k points. By Plaut’s theorem
(above), Σ contains a metrically embedded copy of Sk−1. By the Join Lemma, there is an
Alexandrov space E of curv ≥ 1 so that Σ is isometric to the spherical join Sk−1 ∗ E. By
Perelman’s Stability Theorem, all but finitely many of the Σis are τ (δi|v)–homeomorphic to
Σ, a contradiction. 
A lower volume bound and an upper diameter bound for an Alexandrov space X give a
lower bound for the volume of all spaces of directions of X. So applying the previous result
with Σ being a space of directions of X gives us
Corollary 3.10. Let X be an n–dimensional Alexandrov space with curv ≥ −1. Given
k ∈ {0, 1, . . . , n} , there is a δ > 0 with the following property:
If q ∈ X is (k, δ)–strained, then there is a space E of curv ≥ 1 and a pointed homeomor-
phism
Ψ : (TqX, ∗) −→
(
T idealq X, (0, ∗)
)
whose restriction to any r–ball around ∗ ∈ TqX is a τ (δ) r–embedding.
This, together with the Parameterized Stability Theorem ([21], Theorem 7.8) and the fact
(λX, q)→ (TqX, ∗) as λ→∞, gives us Proposition 3.6.
We close this subsection with a proof of the fact that 0-strained points in X are isolated.
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Proposition 3.11. Given δ > 0, the set of points in X that are not (1, δ)–strained is isolated.
Proof. Suppose q ∈ X is not (1, δ)-strained and x ∈ X satisfies dist (q, x) = λ
2
. Let
Ωλ :
1
λ
B (q, λ) −→ B (∗, 1) ⊂ TqX
be a τ (λ)–Gromov-Hausdorff approximation with
dist
(
Ωλ (x) ,
1
2
↑xq
)
< τ (λ) . (3.11.1)
In TpX, we have that
1
2
↑xq is (k, δ, r) =
(
1, 0, 1
4
)
-strained by ∗ and the direction ↑xq . For
δ > 0, the property of being (k, δ, r)–strained is Gromov-Hausdorff stable, so (3.11.1) gives
us that x is
(
1, τ (δ, λ) , 1
4
)
–strained in 1
λ
X, and hence x is
(
1, τ (δ, λ) , λ
4
)
–strained in X. Since
x was an arbitrary point with dist (q, x) = λ
2
, the result follows. 
3.12. The Parameterized Perelman Framed Cover. In this section, we record further
properties of the Perelman cover that are consequences of its construction.
Lemma 3.13 (Parameterized Framed Lemma). Let q ∈ X be (k, δ, r)-strained. There are
numbers βmax and νmax and a (k, τ (δ))-framed neighborhood (F (βmax, νmax), p, r) of q so that
the following hold:
1. For all (β, ν) ∈ [βmax/1000, βmax]×[νmax/1000, νmax], there is a set z(β, ν) ⊂ F (βmax, νmax)
so that (z(β, ν), p, r) is (k, τ (δ))-framed and z(β, ν) satisfies the conclusion of the
Proper Lemma.
2. If β1 < β2 and ν1 < ν2, then
z(β1, ν1) b z(β2, ν2).
3. The Gromov-Hausdorff distance
dist(z(β, ν),Bk(β)×B(∗, ν)) < τ(δ)(βmax + νmax),
where Bk(β)×B(∗, ν) is a product of metric balls in T idealq X = Rk × C(E).
Proof. We get Parts 1 and 2 by combining the construction of z from the proof of the Framed
Lemma with the Proper Lemma. To prove Part 3, we first observe that since the statement
is Gromov–Hausdorff stable, as in the proof of Lemma 3.2, it suffices to prove the result with
X replaced by T idealq X and q replaced by (0, ∗) . The rest of the proof is very similar to the
the proof of Lemma 3.2, the difference being we replace {v1, . . . , vk} with a ξ-dense subset
of {si} ⊂ S ((0, ∗) , 1) ∩Rk, and we require that {ei} be a set that is no more than ξ from a
ξ-dense subset of E. We let
hB = min{fsi} and r = min{fej}.
We again add constants to fsi and fej so that they all agree at (0, ∗). This allows us to
assume that hB|Rk×∗ and r|0×C(E) have their unique maximums at (0, ∗). We define pz via
(3.6.2), as before, and let z(βmax, νmax) be the intersection of superlevels of hB and r.
For each of the fsi and the fej , let ε be as in (3.5.1). By choosing both ε and ξ to be small,
we force the directions of maximal decrease of hB and r at a point (u, v) ∈ z(βmax, νmax) to
be arbitrarily close to the radial fields of Rk × {v} and {u} × C(E), uniformly on compact
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subsets of
{
Bk(βmax) \ {0}
}×{B(∗, νmax) \ {0}} . Part 3 follows by combining this with the
Fundamental Theorem of Calculus. 
Figure 7. Let X be the double of the convex subset of R3 in
the picture. The double of the red set is 1–strained in X by
(a, b). Lemma 3.14 guarantees that the light red points are also
2–strained. For example, x is 2 strained by {(a, b), (p, c)}.
Remark. In many cases, the sets from
Lemma 3.13 that we consider will be those
for which the two parameters are equal.
When this occurs, we will write z (β) for
z (β, β) . When the precise values of the pa-
rameters are inconsequential, we will simply
write z.
Part 1 of Lemma 3.13 gives us
Corollary 3.14 (Quantitatively Proper). The sets (z(βmax, νmin), p, r) from Lemma 3.13
have the property that every point of
z(βmax, νmax) \z(βmax, νmax/1000)
is (k + 1, τ(δ))-strained.
In fact, our choices of ε and ξ in the proof of the Parameterized Framed Lemma give us that
(rz, pz) is an explicit (k + 1)–framing for the points in z(βmax, νmax) \z(βmax, νmax/1000).
Corollary 3.15. For each x ∈ z (βmax, νmax) \ z
(
βmax,
νmax
1,000
)
, there is a neighborhood Nx
of x that is the total space of a stable trivial vector bundle
pNx : Nx −→ R× Rk
pNx (x) = (rz (x) , pz (x)) (3.15.1)
whose projection is a τ (δ)–almost Riemannian submersion. In particular, {z, Nx} is a
respectful framed collection.
Remark. The constant 1
1,000
in (3.14) can of course be replaced by any positive constant
we like, but as far as we know, this constant must be chosen before z is constructed. We
believe this is necessary because of the possibly of bifurcating strata. We are grateful to Vitali
Kapovitch for pointing this out to us (cf Figure 8).
Together the results of this section give us a parameterized version of the Perelman Cov-
ering Lemma.
Definition 3.16. A framed cover H = H0 ∪H1 ∪H2 of X \X4δ is parameterized if there
is a b > 1 so that for t ∈ [1
2
, b
]
,
H0 (t) ∪H1 (t) ∪H2 (t) := {z0i (tβ0i )}z0i∈H0 ∪ {z1i (tβ1i )}z1i∈H1 ∪ {z2i (tβ2i )}z2i∈H2
is a framed cover of X \X4δ , and for each k = 0, 1, 2, each member of the 1–parameter family{
zki
(
tβki
)}
t∈[ 12 ,b]
of k–framed sets satisfies the conclusions of Lemma 3.13 and Corollary
3.14. We say that Hk is parameterized on [1
2
, b
]
.
By combining the proof of the Perelman Covering Lemma with Lemma 3.13 and Corollary
3.14 we get the
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Figure 8. In Figure 7, the points that cannot be 2–strained are precisely those on the segment ab. However,
the double of the convex set in this picture explains why it is difficult to improve on the statement in Corollary
3.14, apart from the comment that 1
1,000
can be any a priori constant. Consider applying Lemma 3.13 to
each of the points qi. There are two ways to avoid the upper branch of 1–strained points: the quantity βmax
can converge to 0 as the qi → p, or the branch can be “swallowed” by z(βmax, νmax1,000 ). These considerations
together with the fact that the bifurcation in this figure can be repeated any finite number of times leads
us to think that a practical improvement of Corollary 3.14 is not possible.
Parameterized Perelman Covering Lemma 3.17. For all δ > 0, there is a parameterized
framed cover P = P0∪P1∪P2 of X \X4δ so that the closures of elements of P0 are pairwise
disjoint, and for each k ∈ {0, 1, 2} , Pk is parameterized on [1
2
, 25
]
.
Convention: From this point all of our framed covers will be parameterized. To keep the
nomenclature simple, we will use the term framed cover for parameterized framed cover. All
of our assertions about framed covers will also be valid for slightly larger and slightly smaller
versions of the covers, but in the interest of simplicity, typically, we will not mention this.
4. The Perelman-Plaut Framed Cover
Figure 9. Fiber swallowing and κ-lined up
In this section, we improve the Perelman Framed
Cover to one for which the intersections of the 1-
and 2-framed sets are more tightly constrained. We
call these constraints κ–lined up, vertically sepa-
rated, and fiber swallowing (see Figures 9, 12, 10,
and 11). Before defining these new terms, we state
the result.
Lemma 4.1 (Perelman-Plaut Covering Lemma). Given δ, κ, µ > 0, there is a κ0 > 0
with the following property: For all κ ∈ (0,κ0), there is a parameterized, κ-framed cover
Z = Z0 ∪ Z1 ∪ Z2 of X \X4δ so that
1. The closures of the elements of Z0 are pairwise disjoint.
2. Z1 and Z2 are κ–lined up, vertically separated, and fiber swallowing.
3. Given k ∈ {0, 1, 2} , all k-framed sets zki
(
βki
)
in Zk satisfy βki ≤ µ.
Figure 10. Not κ-lined up
We start with the definition of κ–lined up.
Definition 4.2 (See Figures 9, 10, and 12 ). Given
κ > 0, we say two almost Riemannian submersions
q, p : U −→ Rk are κ–lined up provided
|dp− Ip,q ◦ dq|stab < κ (4.2.1)
for some isometry Ip,q : Rk −→ Rk. We say that p and
q are lined up if there is a diffeomorphism Ip,q : Rk −→ Rk so that p = Ip,q ◦ q.
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Definition 4.3. Given κ > 0, let U be a collection of k-framed sets parameterized on [1
2
, 25].
We say that U is κ–lined up provided for all (z1(β1), p1), (z2(β2), p2) ∈ U with z1(β1) ∩
z2(β2) 6= ∅, the submersions p1 and p2 are κ-lined up on zm (5βm) ∩zq (5βq) .
Figure 11. The framed sets on
the left are vertically separated.
Those on the right are not vertically
separated.
Definition 4.4. A collection of k-framed sets U parameterized
on [1
2
, 25] is called vertically separated if and only if for all
(z˜(β˜), p˜), (z(β), p) ∈ U with β˜ ≥ β and z˜(4β˜, β˜)∩z(β, β) = ∅,
dist
(
z˜(β˜),z(β)
)
≥ β˜
6
.
Definition 4.5. A collection of k-framed sets U is called fiber swallowing if for all
(z(β), p), (z˜(β˜), p˜) ∈ U and all x ∈ z(β) ∩ z˜(β˜),
p−1 (p (x)) ∩z
(
β,
1
100
β
)
⊂ z˜
(
β˜+,
5
100
β˜
)
, (4.5.1)
provided β˜ ≥ β.
Let τPF and τQP be the τs of the Parameterized Framed Lemma (3.13) and the Quan-
titatively Proper Corollary (3.14), respectively. Set τ := max {τPF , τQP} . Given δ,κ > 0,
choose δ1, δ2 so that 0 < δ1 < δ2 < δ,
τ (δ2) < min{δ,κ} and τ (δ1) < min{δ2,κ, δ}. (4.5.2)
By adding a non-redundancy criterion to the construction of P , we will get a framed cover
Z = Z0∪Z1∪Z2 so that Z1 and Z2 are κ–lined up, vertically separated, and fiber swallowing.
Figure 12. κ-lined up but not fiber swallowing
We set Z0 = P0, and repeat the construction
of the 1–framed sets in the proof of the Perelman
Covering Lemma (3.1), with the added constraint
that we require each Z ∈ Z1 to actually contain
a point of X that is not (2, δ2)-strained. Having
obtained Z1, we impose the analogous requirement
on Z2, namely that each of its elements contain a
point of X that is not (4, δ)-strained. Z is thus a
κ-framed cover of X \X4δ , and since Z0 = P0, the
Figure 13. Both pictures are of direc-
tions that correspond to two sets of strainers
{(a1, b1), (a2, b2)} and {(c1, d1), (c2, d2)} in an un-
known space of directions Σp. In the picture on the
left, the corresponding submersions are κ–lined up.
In the picture on the right, the submersions are not
κ–lined up, so p is actually 3–strained.
closures of the elements of Z0 are disjoint. It only re-
mains to prove Part 2 of Lemma 4.1, that is, we must
show Z1 and Z2 are both κ-lined up, vertically sep-
arated, and fiber swallowing. The following technical
result is the key to proving this.
Proposition 4.6 (Line up–see Figure 13). Given
ε1, κ > 0, there is a κ > 0 so that if (z1, pz1),
and (z2, pz2) are (k,κ)–framed sets from the Lemma
3.13, then either
1. all points in z1 ∩z2 are (k + 1, ε1)–strained, or
2. pz1 and pz2 are κ–lined up,
provided max {diam (z1) , diam (z2)} is small enough compared with r.
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Before giving the proof we show that this proposition implies that Z is κ-lined up, vertically
separated, and fiber swallowing. We start with the κ–lined up assertion.
Proposition 4.7. Assume that Proposition 4.6 holds. Given δ, κ > 0, there is a κ > 0
so that the κ-framed cover Z constructed above is κ-lined up, provided the diameters of all
elements of Z are sufficiently small.
Proof. Since the elements of Z are close to a product of balls, if (z1 (β1) , p1), (z2 (β2) , p2) ∈
Zk, β1 ≤ β2, and z1(β1) ∩z2(β1) 6= ∅, then
z1(β1) ⊂ z2(5β2).
Set δ = δ3 = δ4 and for k = 1, 2, let ε1 = δk+1. Assume κ and the diameter of each element
of Z is small enough so that the line up Proposition 4.6 holds for all pairs {z1(5β1),z2(5β2)}
with z1,z2 ∈ Zk. If z1(β1) ∩ z2(β2) 6= ∅, we claim p1 and p2 are κ-lined up. If not,
by Proposition 4.6, all points of z1(5β1) ∩ z2(5β2) are (k + 1, δk+1)-strained. However, if
β1 ≤ β2, then z1(β1) ⊂ z2(5β2), so all points of z1(β1) are (k+ 1, δk+1)-strained. Since this
contradicts the fact that z1 ∈ Zk, Zk is κ-lined up. 
Next we show that Z is vertically separated and fiber swallowing.
Proposition 4.8. Given δ > 0, there are κ,κ > 0 so that if Z is one of the κ-lined
up κ–framed covers of X \ X4δ constructed above, then Z is vertically separated and fiber
swallowing.
Proof. For k = 1, 2, suppose z1(β1),z2(β2) ∈ Zk, β2 ≥ β1, z1(β1, β1)∩z2(4β2, β2) = ∅, and
dist (z1(β1),z2(β2)) < β26 . Then z1(β1) ⊂ z2(4β2, 4β2) \ z2(4β2, β2). Combined with the
Quantitatively Proper Corollary (3.14), this implies that all points of z1(β1) are τQP (δk) <
τ(δk) < δk+1-strained, where, as before, δ = δ3 = δ4. This contradicts z1 ∈ Zk, so Zk is
vertically separated.
For k = 1, 2, suppose z1(β1),z2(β2) ∈ Zk, β2 ≥ β1 and x ∈ z1(β1) ∩z2(β2). Set
B1(x) := p
−1
1 (p1 (x)) ∩z1
(
β1,
1
100
β1
)
.
We will show B1(x) ⊂ z2(β+2 , 5100β2).
By Part 3 of Lemma 3.13, if y, y′ ∈ B1(x), then
dist(y, y′) <
2+
100
β1.
If κ and κ are small enough and y ∈ B1(x) \z2(β+2 , 5100β2), then
dist
(
y,z2
(
β2,
1
100
β2
))
>
(
5
100
− 1
+
100
)
β2 =
(
4−
100
)
β2.
The previous two displays give us,
B1(x) ∩z2
(
β+2 ,
2−
100
β2
)
= ∅.
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Together with the fact that {z1,z2} is κ–lined up, this gives us that
z1
(
β1,
1
100
β1
)
⊂ z2 (5β2) \z2
(
5β2,
1
1, 000
β2
)
,
provided κ and κ are small enough. Combined with the Quantitatively Proper Corollary
(3.14), this implies that all points of z1 are τQP (δk) < τ(δk) < δk+1-strained, where, as
before, δ = δ3 = δ4. This contradicts z1 ∈ Zk. Thus B1(x) ⊂ z2(β+2 , 5100β2), and Zk is fiber
swallowing. 
4.9. The Line Up Proposition 4.6. To complete the proof of Lemma 4.1, in this subsec-
tion we prove the Line Up Proposition (4.6).
We will need the next two results on the stability of straining directions from [35]. Here
we assume that {Mα}α is a sequence of n–dimensional Alexandrov spaces that converge to
X and that B ⊂ X is (k, δ, r)-strained by {(ai, bi)}ki=1 .
Proposition 4.10 (Lemma 1.4 in [35]). For any x ∈ B and i 6= j, if θ is any of the angles
^ (ai, x, bj) ,^ (bi, x, bj) ,^ (ai, x, aj), then
|pi/2− θ| < τ(δ).
To state the next result, we adopt Petrunin’s convention ([32]) that ⇑px denotes the set of
directions of segments from x to p. Later we will use ↑px to denote the direction of a single
segment from x to p.
Proposition 4.11 (Proposition 1.5 in [35])). Suppose y ∈ B and {(aαi , bαi )}ki=1 ⊂Mα ×Mα
converge to {(ai, bi)}li=1 . Let cα ∈Mα converge to c ∈ B \ {y} .
Then for yα ∈Mα with yα → y,∣∣∣^(⇑aαiyα ,⇑cαyα)− ^ (⇑aiy ,⇑cy)∣∣∣ < τ (δ) + τ ( 1α |r
)
.
Let (z1, pz1) and (z2, pz2) be as in the Line Up Proposition (4.6). Suppose that z1 and z2
are constructed via (k, δ, r)-strainers {(ai, bi)}ki=1 and {(ci, di)}ki=1, and diam {z1} , diam {z2} ≤
d, for some d > 0. Use a superscript index α to denote approximations of these structures
in Mα. Applying the previous result to this situation gives us
Corollary 4.12. For xα, yα ∈ zα1 ∩zα2 ,∣∣∣^(⇑aαixα ,⇑cαjxα)− ^(⇑aαiyα ,⇑cαjyα)∣∣∣ < τ (δ) + τ ( 1α, d|r
)
.
In the next proposition, we show pzα1 and pzα2 are κ-lined up provided the differential dpzα2
at some point xα ∈ zα1 (β1)∩zα2 (β2) is almost an isometry when restricted to the horizontal
space of pzα1 .
Proposition 4.13. Let Hα1 be the horizontal distribution of pzα1 . Given κ > 0, there is a
λ0 < 1 so that if for some x ∈ zα1 ∩ zα2 and some λ ∈ (λ0, 1) ,
(
dpzα2
)
x
is 1
λ
–bilipschitz on
the unit sphere of Hα1 , then pzα1 and pzα2 are κ–lined up, provided τ (δ) + τ
(
1
α
, d|r) < κ.
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Proof. Let
(
pzα1
)i
and
(
pzα2
)i
be the ith–coordinate functions of pzα1 and pzα2 .
Since pzα2 is a τ (δ)-almost Riemannian submersion, the hypothesis that
(
dpzα2
)
x
|Hα1 is
1
λ
–bilipschitz tells us that at x, the horizontal distributions
Hα1 = span
{
∇ (pzα1 )i}i and Hα2 = span{∇ (pzα2 )j}j
nearly coincide. On the other hand, Corollary 4.12 tells us that the angles between the above
gradients do not vary by more than τ (δ) + τ
(
1
α
, d|r) on zα1 ∩zα2 . It follows that Hα1 and Hα2
nearly coincide throughout zα1 ∩zα2 . Since both of pzα1 and pzα2 are τ (δ)-almost Riemannian
submersions, it follows that that pzα1 and pzα2 are κ–lined up, provided
τ (δ) + τ
(
1
α
, d|r
)
< κ,
and λ0 is close enough to 1. 
Figure 14. In the figure on the left, the orthogo-
nal projection of the unit sphere in the subspace H1
to the subspace H2 is almost an isometry. The fact
that this is not the case on the right is detected by the
vector b whose orthogonal projection to H2 has length
significantly less than 1.
Proposition 4.14 (see Figure 14). Let V be an
inner product space with k–dimensional subspaces
H1 and H2. Let S1 be the unit sphere in H1. Let B
be an orthonormal basis for H1, and let
pi : V −→ H2
be orthogonal projection.
For all λ ∈ (1
2
, 1
)
, there is a λ˜ ∈ (λ, 1) so that
either pi|S1 is 1λ–bilipschitz, or for some b ∈ B,
|pi (b)| < λ˜.
Proof. Since pi is orthogonal projection, it is 1–Lipshitz on unit vectors, and |pi (b)| ≤ 1 for
all b ∈ B.
If the result is false, there is a λ ∈ (1
2
, 1
)
and a sequence
{
λ˜i
}∞
i=1
⊂ (λ, 1) with λ˜i → 1 so
that pi|S1 is not 1λ–bilipschitz and
λ˜i ≤ |pi (b)| ≤ 1 for all b ∈ B.
Sending i→∞, it follows that
|pi (b)| = 1 for all b ∈ B. (4.14.1)
Since pi|S1 is 1–Lipshitz but not 1λ–bilipshitz, there is a s ∈ S1 so that |pi (s)| < λ. Combining
this with (4.14.1), we see that for at least two distinct elements of B, say b1 and b2,
|〈pi (b1) , pi (b2)〉| > τ (1− λ) . (4.14.2)
(4.14.1) and (4.14.2) together imply that pi|S1 is not 1–Lipschitz. Since pi is an orthogonal
projection, this is a contradiction. 
The following is a natural deformation of the hypotheses of Plaut’s Theorem 3.7.
Definition 4.15. A set of 2n points x1, y1, . . . , xn, yn in a metric space Y is called (δ|v)–
almost spherical if dist(xi, yi) > pi − δ for all i and det[cos dist(xi, xj)] > v > 0.
The following result gives a connection between strainers and almost spherical sets.
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Proposition 4.16 (Proposition 1.14 in [35]). Let X have curvature ≥ 1, dimension n, and
contain a (δ|v)–almost spherical set S of 2(m+ 1) points. Then there is an (m+ 1, τ (δ|v))–
global strainer {(ai, bi)}m+1i=1 for X.
We are ready to prove the Line Up Proposition.
Proof of Proposition 4.6. Let Hα1 and H
α
2 be the horizontal distributions of pzα1 and pzα2 . Let
S1 be the unit sphere in H
α
1 . Given κ > 0, we use Proposition 4.13 to choose δ, d > 0, α,
and λ ∈ (1
2
, 1
)
so that if dpzα2 |S1 is 1λ–bilipschitz at a point, then pz1 and pz2 are κ–lined up
everywhere. Therefore, if pz1 and pz2 are not κ-lined up, then dpzα2 |H1 is not 1λ -bilipschitz
everywhere on zα1 ∩zα2 . By Proposition 4.14, we then have that for all yα ∈ zα1 ∩zα2 , there
is λ˜ ∈ (λ, 1) and a straining direction, say ↑aα1yα∈ Σyα , so that∣∣∣dpzα2 (↑aα1yα)∣∣∣ < λ˜. (4.16.1)
By further constraining δ, d, and α, and appealing to Proposition 4.11, we see that λ˜ can be
chosen independent of yα ∈ zα1 ∩zα2 .
It follows from Lemma 4.10 that there is a choice of τ that we will call τvol so that
det
({
cos^
(
↑cαiyα , ↑
cαj
yα
)}
i,j
)
> 1− τvol (δ) . (4.16.2)
Writing a (k + 1)× (k + 1) matrix in the form(
k × k k × 1
k × 1 1× 1
)
and interpreting the following determinant as the square of the (k + 1)-volume of the par-
allelepiped determined by
{
↑cαiyα
}l
i=1
∪
{
↑aα1yα
}
embedded in Rk+1, we conclude, using (4.16.1)
and (4.16.2), that
det

{
cos^
(
↑cαiyα , ↑
cαj
yα
)}
i,j
{
cos^
(
↑aα1yα , ↑
cαj
yα
)}
1,j{
cos^
(
↑cαiyα , ↑a
α
1
yα
)}
i,1
cos^
(
↑aα1yα , ↑a
α
1
yα
)  > 1− τvol (δ)− λ˜2.
Letting α→∞ gives us
det
( {
cos^
(↑ciy , ↑cjy )}i,j {cos^ (↑a1y , ↑cjy )}1,j{
cos^
(↑ciy , ↑a1y )}i,1 cos^ (↑a1y , ↑a1y )
)
≥ 1− τvol (δ)− λ˜2.
So for each y ∈ z1∩z2,
{(↑ciy , ↑diy )}ki=1 together with (↑a1y , ↑b1y ) forms a (δ|1− τvol (δ)− λ˜2)-
almost spherical set S ⊂ Σy of 2(k + 1) points.
To complete the proof, we further constrain δ so that
τplaut
(
δ|1− τvol (δ)− λ˜2
)
< ε1,
where τplaut is the τ of Proposition 4.16. Thus Proposition 4.16 gives that each point of
z1 ∩z2 is (k + 1, ε1)–strained, as claimed. 
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Figure 15. The collection of green
1–framed sets thoroughly respects the
collection of 0–framed sets {z1,z2};
however, the brown set does not thor-
oughly respect {z1,z2}.
4.16. Improving the Perelman-Plaut Cover. The next
step in the proof of Limit Lemma G is to modify the Perelman-
Plaut Covering Lemma (4.1) by constraining the way that the
1– and 2–framed sets intersect the 0–framed sets and impos-
ing further geometric constraints on the 1–framed sets. The
results are stated in Lemma 4.19 (below). The constraint on
intersections is called thorough respect.
Definition 4.17 (see Figure 15). Let U = U0 ∪ U1 ∪ U2 be a
framed collection. For 0 ≤ k < l ≤ 2, suppose that for each
U l ∈ U l there is at most one set z ∈ Uk such that
U l ∩z− 6= ∅. (4.17.1)
In this event, suppose further that
U l ⊂ z (4.17.2)
and U l intersects z respectfully. When this occurs for a single l > k, we say that U l thor-
oughly respects Uk. When this occurs for all l > k, we say that Uk is thoroughly re-
spectful.
Figure 16. A framed half space
The main result of this subsection asserts that the cover of
Lemma 4.1 can be chosen to have a thoroughly respectful 0–
stratum. To establish this, we will modify some of the framed
sets as follows.
Definition 4.18 (see Figure 16). Let z and pz : z −→ Rk be
as in Lemma 3.2. Given a half space H ⊂ Rk so that H∩pz (z)
is diffeomorphic to an open ball, we call
K ≡ p−1z (H ∩ pz (z))
a framed half space.
Figure 17. This depicts how ele-
ments K1a and K
1
b of K1 intersect an
element K0 of K0, as described in
Lemma 4.19.
Lemma 4.19. There is a framed cover K = K0 ∪ K1 ∪ K2
that has all of the properties of the cover Z of Lemma 4.1. In
addition, K0 is thoroughly respectful, and
1. For each z ∈ K1, there is a βz > 0 so that
pz (z¯ (β)) = [0, βz] . (4.19.1)
2. Set Ω0 := ∪K0. If z (βz) , z˜
(
β˜z
)
∈ K1, z ∩ Ω−0 6= ∅, and
z˜ ∩ Ω−0 = ∅, then
βz ≥ 100β˜z, (4.19.2)
and if (Z, rZ) is the element of K0 so that z ∩ Z 6= ∅, then
pz
(
z¯ ∩ Z¯−) = {0} , (4.19.3)
and pz is lined up with rZ .
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3. If zl ∈ K1 and zl (βl) ∩ Ω−0 6= ∅, then
zl (βl) ∩
l−1⋃
i=1
zi
(
β+i
)
= ∅ (4.19.4)
and
p−1zl
[
0,
βl
2
]
∩
L⋃
i=l+1
zi
(
β+i
)
= ∅, (4.19.5)
where K1 = {zi (β+i )}Li=1 .
Proof. For δ1 and δ2 as in (4.5.2), let
X0 = {p ∈ X | p is not (1, δ1)–strained},
X1 = {p ∈ X | p is (1, δ1)–strained, but not (2, δ2)–strained},
X2 = {p ∈ X | p is (2, δ2)–strained, but not (4, δ)–strained}, and
X4 = {p ∈ X | p is (4, δ)–strained}. (4.19.6)
Let
Z = Z0 ∪ Z1 ∪ Z2
be the framed cover of Lemma 4.1, and set
K0 ≡ Z0.
For l ∈ {1, 2} , when we construct Kl ≡ {zli (βli)} , we require that the βli be small enough so
that (4.17.1) and (4.17.2) hold with k = 0. This is possible because Inequality (3.2.1) allows
us to choose our framed sets to be as small as we please, and we have a fixed collection, Z0,
whose closures are disjoint.
To each Z ∈ Z0 and each x ∈ ∂Z¯− ∩X l, we apply Corollary 3.15. This yields a collection
of framed half spaces zlnear ≡
{
K lnear,i
(
βlnear,i
)}
that cover X l ∩ ∂Ω−0 , and satisfy (3.15.1). It
follows that if z ∈ Klnear intersects Z ∈ Z0, then rZ and pz are lined up.
For each z ∈ K1near, we post compose with an appropriate isometry to arrange that
pK (z¯) = [0, βz] . In particular, K1near then satisfies (4.19.1). Since our 1–framed sets respect
the radial functions of our 0–framed sets, we can also arrange for (4.19.3) to hold.
Our collection of half spaces now satisfies Definition 4.17 but is unlikely to cover (X1 ∪X2)\
Ω0. To remedy this, we repeat the procedure of the proof of Lemma 4.1 with the extra re-
quirement that if the additional framed sets are zlj
(
βlj
)
, then
max
j
{
βlj
} ≤ 1
100
min
i
{
βlnear,i
}
. (4.19.7)
Call the resulting framed cover K = K0 ∪ K1 ∪ K2. Then K0 is thoroughly respectful and
disjoint, and K1 and K2 are fiber swallowing, vertically separated, and κ–lined up. Inequality
(4.19.7) ensures that (4.19.2) holds. Thus Part 2 holds. To prove Part 1, for each z ∈ K1,
we post compose pz with an appropriate isometry to arrange that pz (z¯) = [0, βz] for all
z ∈ K1.
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To prove (4.19.4), order K1 := {zj (βj)}j so that if i ≤ l, then βi ≥ βl. Suppose that
zl (βl)∩Ω−0 6= ∅ and zl (βl)∩zi
(
β+i
) 6= ∅ for some i ≤ l− 1. Since βi ≥ βl, it follows from
Part 2 that zi (βi) ∩ Ω−0 6= ∅. Since K0 is thoroughly respectful, it follows that there are
Zl, Zi ⊂ K0 so that
zl (βl) ⊂ Zl and zi (βi) ⊂ Zi. (4.19.8)
Taking into account that zl (βl) ∩ zi
(
β+i
) 6= ∅ and that the collection K0 has pairwise
disjoint closures, it follows, after a possible further restriction on the βj, that Zl = Zi =: Z.
From the thorough respect condition, we conclude
zi (βi) ∪zl (βl) ⊂ Z.
Via Part 2, we have that on their common domains, rZ , pzi , and pzl are lined up, and
pzi
(
∂Z¯−
)
= pzl
(
∂Z¯−
)
= 0.
This, together with the fiber swallowing condition, Equation (4.19.1), and the fact that pzl
and pziare κ–lined up, κ–almost Riemannian submersions gives us
zl
(
β−l ,
βl
2
)
⊂ zi (βi) .
Combining this with (3.14), we see that we may delete such a zl from our collection without
losing the property that K0 ∪ K1 covers X1. After performing these deletions, K1 satisfies
(4.19.4). Via a similar argument that also exploits (4.19.2), we can remove redundant sets
from K1 until (4.19.5) holds. 
Throughout the remainder of the paper, we set
Ω0 := ∪K0.
We call K0 and K1 the natural 0 and 1 strata of X.
5. Tools to Manipulate a Framed Cover
In this section, we develop tools used throughout the remainder of the paper to prove
Limit Lemma G. In Subsection 5.1, we introduce artificially framed sets which we later
use to construct a cover with the disjointness properties required by Limit Lemma G (see
Figures 5 and 6). In Subsection 5.6, we develop tools to deform framed covers to respectful
framed covers, and in Subsection 5.11, we establish some tools to verify disjointness.
5.1. Artificially Framed Sets. In this subsection, we introduce artificially framed sets.
They are the main tool that we will use to make the framed cover of Limit Lemma G have
the required disjointness properties.
Definition 5.2. Let (z (β, ν) , pz) be an l-framed set. Let qS : z(β, ν)→ Rl be a submersion
that is κ-lined up with pz. Let US ⊂ qS (z(β, ν)) ⊂ Rl be an open set that is diffeomorphic
to an open ball, and let ν˜ be a number in (0, ν] . We say that (S, qS, US) is artificially
l-framed subordinate to (z, pz) provided
S = q−1S (US) ∩z(β, ν˜). (5.2.1)
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A framed half space is an example of an artificially framed set (see Definition 4.18 and
Figure 16). In the previous definition, the artificially framed set S has the same framing
dimension as (z, pz). We also need this notion for smaller framing dimensions. This is
accomplished via the following definition.
Definition 5.3 (see Figures 5 and 20). Let (z, pz) be an l-framed set and let (S, qS, US)
be an artificially l-framed subordinate to (z, pz). Let LS ⊂ Rl be a k-dimensional affine
subspace and s ⊂ LS diffeomorphic to an open ball. If US has the form
US = {w + u | w ∈ s, u ⊥ s, and |u| < bS}
for some bS > 0, then we say that S (or (S, qS, US, s)) is artificially k-framed.
Let pis : Rl −→ LS = Rk be orthogonal projection. To justify the name artificially
k-framed, we note that after setting
pS := pis ◦ qS, (5.3.1)
(S, pS) becomes a trivial vector bundle. Thus an artificially k-framed set (S, qS, s) is k-framed
provided it has a fiber exhaustion function. This is a consequence of the next result.
Proposition 5.4 (see Figure 18 for the Euclidean analog). Let (z, pz, rz) be a l–framed
set. Suppose that (S, qS, US, s) is an artificially k-framed set that is subordinate to z with
S = q−1S (US) ∩z(β, ν˜), and let
rs : US −→ [a, b) ⊂ R
be a fiber exhaustion function for pis : Rl −→ LS.
Given any a˜, b˜ ∈ (a, b) and c ∈ (0, ν˜), there is a fiber exhaustion function r : S → R for
pS := pis ◦ qS so that for all ξ ∈
[
a˜, b˜
]
,
q−1S
(
r−1s (ξ)
) ∩ r−1z [0, c] ⊂ r−1(d)
for some d ∈ R.
Figure 18. Depicts Lemma 5.5 in the case
when k = 0.
This follows by combining the trivialization for S
with the corresponding result for Euclidean space,
which we state here.
Lemma 5.5. Let q : Rn = Rl × Rn−l −→ Rl and
pi : Rl = Rk × Rl−k −→ Rk
be orthogonal projections, and let
rk : Rk × Rl−k −→ [0,∞)
be any fiber exhaustion function for pi. Given any
0 < a˜ < b˜ and any c > 0 there is a fiber exhaus-
tion function r : Rn −→ R for p := pi ◦ q : Rn = Rk × Rl−k × Rn−l −→ Rk so that for all
ξ ∈
[
a˜, b˜
]
,
q−1
(
r−1k (ξ)
) ∩Bn−l (0, c) ⊂ r−1 (d)
for some d ∈ R.
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Figure 19. Suppose that pii and pi are κi–lined
up, and we want to glue the submersions as in the
Submersion Deformation Lemma. Since
Diam(Ω1)
ζ1
is much smaller than
Diam(Ω2)
ζ2
, κ1 is allowed to be
much larger than κ2.
5.6. Creating Respect. In this subsection, we out-
line the tools that will be used to deform a framed
cover to a respectful framed cover. The first step is
to glue together submersions of neighboring framed
sets. This is possible because of the κ–lined up con-
dition and the following lemma, which is mostly a
consequence of Lemma 7.4 in [35].
Lemma 5.7 (Submersion Deformation Lemma). For
every C > 1 and n ∈ N, there are κ0,κ0 > 0 with
the following property. Let M be a Riemannian n–
manifold. Let W ⊂ U ⊂ Ω ⊂ M be three nonempty,
open, precompact sets so that
diam (Ω) ≤ Cdist(W,Ω \ U), (5.7.1)
and let p, pi : Ω −→ Rk be κ–lined up, κ–almost Riemannian submersions for some κ ∈ (0, κ0)
and κ ∈ (0,κ0). Then there is an isometry I : Rk −→ Rk and a submersion ψ : Ω → Rk
with the following properties.
1. ψ|W = pi and ψ|Ω\U = I ◦ p.
2. |dψ − dpi| < κ (1 + 2C) and |dψ − d (I ◦ p)| < κ (1 + 2C) .
3. For κ1 := κ + κ (1 + 2C) , ψ is a κ1–almost Riemannian submersion.
4. If F is a subset of Ω with pik ◦ I ◦p|F = pik ◦pi|F , then pik ◦ψ|F = pik ◦ I ◦p|F = pik ◦pi|F ,
where pik : Rl → Rk is projection to the first k–factors.
Proof. We will show that for
ζ := dist(W,Ω \ U),
there is an isometry I : Rk −→ Rk so that
|dpi − d (I ◦ p)|+ 2 |pi − I ◦ p|C0
ζ
< κ (1 + 2C) . (5.7.2)
Except for Part 3, the result follows from this by applying Lemma 7.4 in [35].
To prove (5.7.2), choose a point w ∈ W and an isometry I : Rk −→ Rk so that
|dpi − d (I ◦ p)| < κ and I ◦ p (w) = pi (w) .
Then
|pi − I ◦ p|C0 < κdiam (Ω) ≤ κCζ,
so
|dpi − d (I ◦ p)|+ 2 |pi − I ◦ p|C0
ζ
< κ+ 2
κCζ
ζ
= κ (1 + 2C) . (5.7.3)
With the exception of Part 3, this completes the proof. 
Part 3 of the Submersion Deformation Lemma asserts that ψ is κ1 = κ+κ (1 + 2C)-almost
Riemannian. Since pi is κ-almost Riemannian, this follows by combining the next lemma with
the assertion of Part 2 of the Submersion Deformation Lemma that |dψ − dpi| < κ (1 + 2C) .
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Lemma 5.8. Let pi be a κ–almost Riemannian submersion. Suppose ψ is a C1–map that
satisfies
|dpi − dψ| < δ.
Then ψ is a (κ + δ)–almost Riemannian submersion, provided κ and δ are sufficiently small.
Proof. For any unit w,
|dψ (w)| ≤ |dpi (w)|+ δ ≤ 1 + κ + δ. (5.8.1)
If x is pi–horizontal and unit, then
||dψ (x)| − 1| ≤ ||dpi (x)| − 1|+ δ < κ + δ. (5.8.2)
So ψ is a submersion. Let xh be the ψ–horizontal component of x. Then∣∣dψ (xh)∣∣ = |dψ (x)| ,
so by (5.8.2), ∣∣∣∣dψ (xh)∣∣− 1∣∣ ≤ δ + κ.
Since
∣∣xh∣∣ ≤ |x| = 1, this gives us∣∣xh∣∣ (1− δ − κ) ≤ 1− δ − κ
≤ ∣∣dψ (xh)∣∣
≤ ∣∣xh∣∣ (1 + κ + δ) , by (5.8.1).
Since the map x 7−→ xh is an isomorphism, the result follows. 
After using the Submersion Deformation Lemma to line up our submersions, we will create
fiber exhaustion functions so that (0.0.5) is satisfied. We accomplish this via the next two
results.
Proposition 5.9. Let M be a Riemannian n–manifold. Let W ⊂ U ⊂ Ω ⊂ M be three
nonempty, open sets. Let λ : Ω −→ [0, 1] be C∞ so that λ|W = 0 and λ|Ω\U = 1. Let
p, pi : Ω −→ R be submersions so that pi ≥ p, ^ (∇p,∇pi) ≤ 11
12
pi, and wherever ∇λ 6= 0,
max {^ (∇p,∇λ) ,^ (∇pi,∇λ)} ≤ 11
12
pi. Then there is a submersion ψ : Ω −→ R such that
ψ|W = p and ψ|Ω\U = pi. (5.9.1)
Proof. Set
ψ = (1− λ) p+ λpi.
Then ψ satisfies (5.9.1) and
∇ψ = (1− λ)∇p+ λ∇pi + (pi − p)∇λ.
Since all three summands on the right lie in a half space, ∇ψ is nowhere 0, and ψ is a
submersion. 
Lemma 5.10. For l, h ∈ {0, 1, 2} with l < h, let (L, qL, UL, l) and (H, qH , UH , h) be artifi-
cially l-framed and h-framed sets, respectively, which are subordinate to k–framed sets, where
h ≤ k ≤ 2.
Suppose that qL and qH are lined up on (H \H−) ∩ L, and for pH := pih ◦ qH ,
p−1H (pH (H ∩ L)) b L (5.10.1)
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and
l ∩ U¯H = ∅ (see Figure 20). (5.10.2)
Then
1. The pair {(L, pL) , (H, pH)} satisfies the fiber containment condition (0.0.4).
2. There is a choice of fiber exhaustion function rL for L so that {L,H} is respectful.
3. The fiber exhaustion function rL for L can be constructed as follows: Given any fiber
exhaustion function rl for pil : UL −→ span (l) whose
gradient is horizontal for pih : UH −→ span (h) (5.10.3)
on qH (H ∩ L) , any of the corresponding fiber exhaustion functions for L constructed
from rl via Proposition 5.4 make {L,H} respectful.
4. When h = 2, (5.10.3) is satisfied for all fiber exhaustion functions rl for pil : UL −→
span (l) .
Proof. For x ∈ (H \H−) ∩ L, Hypothesis (5.10.1) together with pH = pih ◦ qH gives us
q−1H (qH (x)) ⊂ p−1H (pH (x)) ⊂ L.
Combining this with the fact that qH is lined up with qL gives us
q−1H (qH (x)) ⊂ q−1L (qL (x)) . (5.10.4)
For each of the three cases (l, h) ∈ {(0, 1) , (0, 2) , (1, 2)} , we must show that (0.0.4) and
(0.0.5) hold for {L,H} . In the two cases when l = 0, pL has only one four-dimensional fiber,
p−1L (l) = L, so the fiber containment condition (0.0.4) follows from Hypothesis (5.10.1).
When (l, h) = (1, 2) , we have that pH = qH . Together with (5.10.4), this gives us that for
all x ∈ (H \H−) ∩ L,
p−1H (pH (x)) = q
−1
H (qH (x)) ⊂ q−1L (qL (x)) ⊂ p−1L (pL (x)) . (5.10.5)
So (0.0.4) holds in all three cases.
Figure 20. The green box E is artificially 1–framed. The red cylinders, V1 and V2, are artificially 0–
framed. The red cylinders are taller than the green box, so (5.10.1) is satisfied. The vertices v1 and v2 are
disjoint from the green rectangle, so (5.10.2) is satisfied.
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To establish (0.0.5), suppose that L is subordinate to the 2-framed set (z(β,ν), pz) and
has the form
L = q−1L (UL) ∩z (β, ν˜) for ν˜ < ν.
Together with (5.10.1), this implies that there is a c < ν˜ so that
q−1H (qH (H ∩ L)) ⊂ p−1H (pH (H ∩ L)) ⊂ z (β, c) . (5.10.6)
Suppose, for the moment, that we have a fiber exhaustion function rl for (UL, pil) as in Part
3. Use rl and (5.10.2) to apply Proposition 5.4 and conclude that there is a fiber exhaustion
function rL for (L, pL) so that for all x ∈ H ∩ L, there is a d so that
q−1L
(
r−1l (rl (qH (x)))
) ∩z (β, c) ⊂ r−1(d). (5.10.7)
Since ∇rl is horizontal for pih : UH −→ span (h) on qH (H ∩ L) , for all x ∈ H ∩ L,
pi−1h (pih (qH (x))) ⊂ r−1l (rl (qH (x))) .
Combining this with (5.10.4), (5.10.7), and pH = pih◦qH , we get that for all x ∈ (H \H−)∩L,
p−1H (pH (x)) = q
−1
H
(
pi−1h (pihqH (x))
) ∩z (β, c) ⊂ r−1(d),
and (0.0.5) holds, provided we can show that in each of our three cases (l, h) ∈ {(0, 1) , (0, 2) , (1, 2)} ,
there is a fiber exhaustion function rl for (UL, pil) as in Part 3. When h = 2, pih = idR2 , so
any fiber exhaustion function for pil is horizontal for pih. When h = 1, we construct rl by
combining (5.10.2) and Proposition 5.9. 
5.11. Quantitative Fiber Disjointness. In this subsection, we establish two tools to verify
the disjoint property of our ultimate framed cover. The first says that just as a Riemannian
submersion has equidistant fibers, an almost Riemannian submersion has almost equidistant
fibers.
Proposition 5.12. Let
pi : M −→ B
be a κ–almost Riemannian submersion. For all b1, b2 ∈ B and x ∈ pi−1 (b1),∣∣dist (x, pi−1 (b2))− dist (b1, b2)∣∣ ≤ κdist (b1, b2) . (5.12.1)
Proof. Let γ be a minimal geodesic from x to pi−1 (b2) . Then
dist
(
x, pi−1 (b2)
)
= len (γ)
≥ (1− κ) len (pi ◦ γ)
≥ (1− κ) dist (b1, b2) .
To prove the opposite inequality, let γ : [0, l] −→ B be a minimal geodesic from b1 to b2
with |γ′ (t)| ≡ 1. Let γ˜ be a horizontal lift of γ starting at x. Then γ˜ (l) ∈ pi−1 (b2). Since γ˜
is everywhere horizontal,
||γ˜′ (t)| − 1| ≤ κ,
so
|len (γ˜)− len (γ)| ≤ κlen (γ) = κdist (b1, b2) .
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Thus
dist
(
x, pi−1 (b2)
) ≤ len (γ˜)
≤ len (γ) + κlen (γ)
= (1 + κ) dist (b1, b2) ,
as desired. 
Lemma 5.13. For i = 1, 2, let (zi (5βi) , pi) be (l,κ)–framed sets with β2 ≥ β1. For all
b1, b2 ∈ p1 (z1 (β1) ∩z2 (β2)) and x1 ∈ p−11 (b1) ∩z1 (β1),
1.
dist
(
x1, p
−1
2 (b2) ∩z2 (5β)
) ≤ (1 + κ) dist (b1, b2) . (5.13.1)
2. Suppose that {(z1 (5β1) , p1) , (z2 (5β2) , p2)} is κ–lined up and fiber swallowing. If
I : Rl −→ Rl is an isometry so that
p1 (x1) = I ◦ p2 (x1) and |dp1 − I ◦ dp2| < κ, (5.13.2)
then for all x˜1 ∈ p−11 (b1) ∩z1 (β1) ,∣∣dist (b1, b2)− dist (x˜1, (I ◦ p2)−1 (b2) ∩z2 (5β2))∣∣ ≤ κdist (b1, b2) + 3κβ1. (5.13.3)
Proof. Let γ : [0, 2l] −→ B be a minimal geodesic from b1 to b2 with |γ′ (t)| ≡ 1. Let γ˜1 be a
p1–horizontal lift of γ|[0,l] starting at x1, and let γ˜2 be a p2–horizontal lift of γ|[l,2l] starting
at γ˜1 (l) . Set
γ˜ = γ˜1 ∗ γ˜2.
Then γ˜ (2l) ∈ p−12 (b2) ∩z2 (5β). Since γ˜i is everywhere pi–horizontal,
||γ˜′ (t)| − 1| ≤ κ,
so
|len (γ˜)− len (γ)| ≤ κlen (γ) = κdist (b1, b2) .
Thus
dist
(
x1, p
−1
2 (b2) ∩z2 (5β)
) ≤ len (γ˜)
≤ len (γ) + κlen (γ)
= (1 + κ) dist (b1, b2) ,
as desired.
To prove Part 2, let b˜1 := I ◦ p2 (x˜1) . By (5.13.2),
dist
(
b1, b˜1
)
= dist (p1 (x˜1) , I ◦ p2 (x˜1)) < 2κβ+1 . (5.13.4)
Applying Proposition 5.12 to x˜1 and I ◦ p2 (b2), we get
dist
(
b˜1, b2
)
≤ dist (x˜1, (I ◦ p2)−1 (b2) ∩z2 (5β1))+ κdist(b˜1, b2)
≤ dist (x˜1, (I ◦ p2)−1 (b2) ∩z2 (5β1))+ κ (dist (b1, b2) + dist(b1, b˜1))
≤ dist (x˜1, (I ◦ p2)−1 (b2) ∩z2 (5β1))+ κ (dist (b1, b2) + 2κβ+1 ) ,
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where we used (5.13.4) to get the last term in the last inequality. The previous two inequal-
ities give us
dist (b1, b2) ≤ dist
(
b1, b˜1
)
+ dist
(
b˜1, b2
)
≤ 2κβ+1 + dist
(
x˜1, (I ◦ p2)−1 (b2) ∩z2 (5β1)
)
+ κdist (b1, b2) + 2κκβ+1
≤ 3κβ1 + dist
(
x˜1, (I ◦ p2)−1 (b2) ∩z2 (5β1)
)
+ κdist (b1, b2) ,
which together with Part 1 gives us Part 2. 
An application of the previous result gives us the following additional tool to create re-
spectful framed collections.
Proposition 5.14. Let
{(
A+i , qi
)}L
i=1
be a family of artificially κ–framed sets that are lined
up and subordinate to a single 2–framed set (z (β) , pz) . If each qi is κ-lined up with pz,
then
1. There is a submersion
P : ∪iA+i −→ R2
so that for all i, P is lined up with qi.
2. If there is a c > 0 so that
min
i
{
dist
(
A−i , A
+
i \ Ai
)} ≥ cβ (5.14.1)
and κ and κ are sufficiently small compared with c, then for all x ∈ A−i ,
q−1i (qi (x)) = P
−1 (P (x)) .
Proof. To prove Part 1, we argue by induction on i. For i = 1 we take P1 = q1. By hypothesis,
P1 is lined up with all qi. For l ≤ L, assume there is a submersion
Pl : ∪li=1A+i −→ R2
that is lined up with all qi. Since Pl is lined up with ql+1, there is a diffeomorphism Il+1 :
R2 → R2 such that Pl = Il+1 ◦ ql+1 on A+l+1 ∩
(∪li=1A+i ). Setting Pl+1 = Pl on ∪li=1A+i and
Pl+1 = Il+1 ◦ ql+1 on A+l+1 defines a submersion Pl+1 on ∪l+1i=1A+i that is lined up with all qi
and Part 1 is proven.
To prove Part 2, notice that since P |A+i is lined up with qi,
q−1i (qi (x)) = q
−1
i (qi (x)) ∩ A+i = P−1 (P (x)) ∩ A+i ⊂ P−1 (P (x)) .
The opposite containment follows unless for j 6= k there are xj ∈ A−j and xk ∈ A−k so that
P (xj) = P (xk). Since P |A+l is lined up with ql, this does not happen if there is an Al with
xj, xk ∈ A+l . If there is no such Al, then since P is κ–lined up with pz, and κ and κ are
small compared with c, (5.13.3) and (5.14.1) give us that P (xj) 6= P (xk) . 
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Part 1. Covering the Natural 1-Stratum
Let
K = K0 ∪ K1 ∪ K2
be the framed cover of Lemma 4.19. In this part, we replace K by a framed cover
A = A0 ∪ A1 ∪ A2
whose collections of 0- and 1-framed sets satisfy Part 1 of the conclusion of Limit Lemma G.
To make the 1-framed sets disjoint, we refine K1 to a collection that consists of artificially
0- and 1-framed sets. To accomplish this, for each 1-framed set (K, pK) in K1, we take
a finite subset {v1, . . . , vn} ⊂ pK(K+) ⊂ R and consider it as the vertices of a graph.
Figure 21. A graph cover and a local
cograph
We then take disjoint open intervals Ni around the vi
and declare the subsets p−1K (Ni) ⊂ K to be artificially
0–framed. We also choose a family of disjoint intervals
{Ji} between the Ni so that {Ni} ∪ {Ji} covers pK (K)
and declare the subsets p−1K (Ji) ⊂ K to be artificially 1-
framed. As the open cover
{
p−1K (Ni)
} ∪ {p−1K (Ji)} comes
from a graph, we call it a cograph (see Figures 21, 22,
and 23). Our declaration that the p−1K (Ni) are 0–framed
then yields a disjoint collection A0 of 0–framed sets and a
disjoint collection A1 of 1–framed sets. In this part, we exploit these ideas to prove
Covering Lemma 1. Given κ, δ > 0, there is a κ0 > 0 and for all κ ∈ (0,κ0) , a respectful,
κ–framed cover A = A0 ∪ A1 ∪ A2 of X \X4δ with the following properties.
1. For k = 0 or 1, the closures of the elements of Ak are pairwise disjoint.
2. A2 is κ–lined up, vertically separated, and fiber swallowing.
This part has three sections. In Section 6, we define cographs, explain why the existence
of a certain type of cograph implies that Covering Lemma 1 holds, and assert in Lemma
6.11 that such a cograph exists. Section 7 develops the notion of geometric cograph, and in
Section 8, we construct the cograph that proves Lemma 6.11.
6. Cographs
In this section, we define cographs and discuss their basic properties. In Subsection 6.1,
we define graph covers, which are collections of open subsets of R that are precursors of
cographs. In Subsection 6.3, we explain why the existence of a certain type of cograph
implies that Covering Lemma 1 holds, and we assert in Lemma 6.11 that such a cograph
exists.
6.1. Graph Covers. Recall that if T is a simplicial complex, then we let Ti be the collection
of i–simplices of T . We adopt the convention that all graphs T whose vertex set T0 is a subset
of R have the property that vertices are connected by an edge only if they are consecutive.
Let T be such a graph. The starting point for the definition of cograph is a method to create
a special type of open cover O (T ) of |T | .
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Figure 22. A cograph that corresponds to a graph with just two vertices v1 and v1. The green cylinder
is called a coedge. The red cylinders are called covertices. The 3 submersions qV1 , qE , and qV2 are κ–lined
up, so on this scale their fibers appear parallel.
Definition 6.2. Let T ⊂ R be a graph and let |T | = ∪σ∈T |σ|. A collection O (T ) of open
subsets of R is called a Graph Cover of T provided:
1. O (T ) covers |T | .
2. There is a one-to-one correspondence gO,T : T −→ O (T ) so that for both k = 0 and
k = 1, the collection gO,T (Tk) consists of disjoint intervals.
We say that T generates O (T ) .
6.3. What is a Cograph? In this subsection, we define the concept of a cograph. We start
with the local notion.
Definition 6.4 (see Figures 21 and 22). Let z be a 1–framed set and V and E collections
of pairwise disjoint open subsets of z+. Then
G := V ∪ E
is a local cograph subordinate to z provided
1. There is a graph T with pz (z) ⊂ |T | ⊂ pz (z+) with associated graph cover O (T ).
2. There is a one-to-one correspondence between G and a subset KT ⊂ T . Each S ∈ G is
generated by the corresponding s ∈KT as follows: There is a submersion qS : z → R
so that (S, qS, US, s) is an artificially k-framed set with s ∈ Tk ∩ KT , US = gO,T (s),
and
if s ∈T0, then S = q−1S (US) ∩z(β, β+) ∈ V ,
if s ∈T1, then S = q−1S (US) ∩z(β, β) ∈ E . (6.4.1)
For G, T , and KT as above we say that KT generates G. In general, KT will be a proper
subset of T . This is crucial to our plan to fit local cographs together with each other and
with the natural 0 stratum (see e.g. Figure 24).
Definition 6.5 (see Figures 21, 22, and 23). Let U ≡ {zi(βi)}li=1 be a collection of (1,κ)–
framed sets that are κ–lined up, vertically separated, and fiber swallowing. We say a collection
G ≡ V ∪ E
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Figure 23. A cograph with corre-
sponding local cographs
of open subsets of X is a cograph subordinate to U provided
1. For each i ∈ {1, . . . , l}, there is a local cograph Gi ≡ Vi ∪ Ei
subordinate to zi with V = ∪i Vi, E = ∪i Ei, and G = ∪iGi.
2. Each of the collections V and E is pairwise disjoint.
3. G covers ∪U−.
Definition 6.6. A cograph will be called respectful provided
it is respectful as a framed collection (see Definition F). The elements of G, V , and E are
called cosimplices, covertices, and coedges, respectively.
Next we use the results of Subsection 5.6 to deform a cograph to a respectful cograph.
Proposition 6.7. Let G = V ∪ E be a cograph. There are fiber exhaustion functions for the
elements of V so that G is a respectful cograph.
Proof. Suppose that V ∈ V and E ∈ E intersect, and
qV : V −→ R and qE : E −→ R
are the submersions that define V and E as artificially framed sets. Then qV and qE are
ε-lined up on V ∩ E for some small ε > 0. So after post-composing qE with an isometry I
we get an almost Riemannian submersion I ◦ qE : V ∩E+ −→ R whose gradients are within
ε of those of qV . Using this and Proposition 5.9, we get a deformation q˜V of qV that is lined
up with qE on E \E−. It follows from this and Lemma 5.10 that there is a fiber exhaustion
function for V that makes the intersection of E and V respectful. 
The gluing method of the previous proof also allows us to extend coedge submersions so
that they respect the submersions of neighboring covertices.
Corollary 6.8. Let G = V ∪ E be a cograph subordinate to U . For E ∈ E let V (E) be
the collection of covertices that intersect E, and let zE be the element of U so that E is
subordinate to zE. There is a submersion
qextE : E ∪ (∪V (E)) ∩z+E −→ R
so that
1. qextE extends qE|E− and
2. For each V ∈ V (E) , qextE is lined up with qV on V \ E.
Proof. For intersecting V ∈ V and E ∈ E , let I and q˜V be as in the proof of Proposition 6.7,
and set
qextE :=
{
qE on E
I−1 ◦ q˜V on (V ∪ (E+ \ E−)) ∩z+E.

We will see that the existence of the following type of cograph implies that Covering
Lemma 1 holds.
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Definition 6.9. Let K = K0 ∪ K1 ∪ K2 be as in Lemma 4.19. Let Ω0 := ∪K0, and let
G = V ∪ E be a cograph subordinate to K1. Then G is relative to Ω0 provided for all
z (βz) ∈ K1 with z ∩ Ω0 6= ∅,
1. If (S, qS) ∈ G is an artificially framed set subordinate to z, then qS = pz.
2. pz
(
z¯ ∩ (Ω¯0)−) = {0} ∈ [0, βz] = pz (z) generates a covertex of G that is subordinate
to z+. Let V0 be the collection of all such covertices.
Combining this definition with Part 2 of Lemma 4.19, we get
Corollary 6.10 (cf Figure 24). Let G = V ∪ E be a cograph subordinate to K1 and relative
to Ω0. Then
1. V \ V0 is disjoint from K0.
2. The collection E of coedges of G respects K0.
Figure 24. This depicts a co-
graph relative to Ω0 with V re-
placed with V\V0.
Combining Proposition 6.7 and Corollary 6.10, we see that Cov-
ering Lemma 1 holds provided we can construct a cograph G = V∪E
that is subordinate to K1 and relative to Ω0. Indeed, if G = V ∪ E
is the cograph, then the desired framed cover is
A0 (G) := K0 ∪ (V \ V0) , A1 (G) := E , and A2 = K2. (6.10.1)
Thus for the remainder of this part, our goal is to prove
Lemma 6.11. There is a cograph G that is subordinate to K1 and
relative to Ω0.
7. Geometric Cographs
In this section, we impose geometric restrictions on our cographs. While Lemma 6.11 can
probably be proven without these constraints, their presence will be crucial to our arguments
in Part 2 of the paper. The main constraint is called η–geometric, where η is a positive
number that will parameterize lower bounds for the distances between the vertices of the
underlying graph, the horizontal thickness of the cosimplices, and the distances between the
cosimplices of the same type. We define geometric graph covers and geometric cographs in
Subsections 7.1 and 7.9, respectively.
7.1. Geometric Graph Covers. In this subsection, we define η–geometric graph covers
and discuss their key properties.
Definition 7.2. Let T be an abstract graph for which the vertex set T0 is a metric space.
Given η > 0 and δ ∈ [0, 1
100
]
, we say that a graph T is an abstract (η, δη)–geometric
graph provided its vertices are η (1− δ)–separated and its edge lengths are all in [η (1− δ) , 2η (1 + δ)] .
If T0 ⊂ R, we drop the word abstract and simply say that T is an (η, δη)–geometric graph.
If δ = 0, we say that T is η–geometric.
Definition 7.3 (see Figure 25). Let T be an (η, δη)–geometric graph. Let e ∈ T1 and let
v1, v2 ∈ T0 be the boundary of e. For ρ > 0 set
eρη = e \
(
B(v1, 2ρη) ∪B(v2, 2ρη)
)
.
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Figure 25. The larger interval is e, and the smaller is eρη .
Definition 7.4 (see Figure 21). Let O (T ) be a graph cover of an (η, δη)–geometric graph
T . Given ρ, d > 0, we say that O (T ) is (η; ρ, d)–geometric provided
1. For all v ∈T0, gO,T (v) = B (v, 5ρη) .
2. For all e ∈T1, gO,T (e) = eρη.
3. Each of the collections
{gO,T (v)}v∈T 0 and {gO,T (e)}e∈T 1
is dη–separated.
The following is an immediate consequence of this definition.
Proposition 7.5. There are universal constants ρ, d > 0 so that any (η, δη)–geometric graph
has an (η; ρ, d)–geometric graph cover O (T ) . Moreover, if O
(
T˜
)
is any (η; ρ, d)–geometric
graph cover of a subcomplex T˜ ⊂ T , then O
(
T˜
)
extends to an (η; ρ, d)–geometric graph
cover of T .
Since the constants ρ and d are universal, for brevity we will omit them from the notation
and refer to these covers as η–graph covers. Thus an (η, δη)–geometric graph T determines
an η–graph cover O (T ) . If, in addition, |T | ⊂ pz (z+) , where z is 1–framed, then O (T )
determines a local cograph via the following construction.
Definition 7.6 (see Figure 21). Let z be a 1–framed set, and let T be an (η, δη)–geometric
graph T in pz (z+) with η–graph cover O (T ) . A cosimplex S that is subordinate to z and
generated by a U ∈ O (T ) via (6.4.1) is called a standard local η–cosimplex associated
to (z, T ) . A collection G = V ∪E of standard local η–cosimplices that are generated by
simplices of T is called a standard local η–cograph, provided the collection V of covertices
is disjoint and the collection E of coedges is disjoint. Otherwise we call G a standard local
precograph.
The following are immediate corollaries of this definition and the definition of κ–lined up.
Corollary 7.7. Let T be an η–geometric graph in pz (z+), and let
|KT | := ∪s∈KT |s| .
There is a respectful, standard local η–cograph G (T ) associated to (z, T ) which is generated
by KT and whose cosimplices are all defined using the submersion pz. Moreover, if pz (z¯) ⊂
|KT | , then G (T ) covers z.
Corollary 7.8. Let G =V ∪ E be a standard local η–precograph associated to (z (β) , T ) . If
η ≥ β
500
and κ and κ are sufficiently small, then G is a cograph.
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7.9. Geometric Cographs. In this subsection, we define two constraints on cographs which
we call η–geometric and legal.
Definition 7.10. Let {zi(βi)}Li=1 be a family of (1,κ)–framed sets that are κ–lined up,
vertically separated, and fiber swallowing. For l ∈ {1, . . . , L} , let
G = V ∪ E =
l⋃
i=1
Gi =
l⋃
i=1
(Vi ∪ Ei)
be a cograph that is subordinate to {zi(βi)}li=1. We say that G is η–geometric provided for
i ∈ {1, . . . , l} , the local cograph Gi is at Gromov-Hausdorff distance ≤ τ (κη) from a standard
local η–cograph.
For technical reasons that arise in Part 2 of this paper, we will need to further constrain
some of our cographs as follows.
Definition 7.11. Let T be an (η, δη)-geometric graph. If the edges of T have length strictly
less than (
√
2− 1
10
)η, then we say that T is a legal η–geometric graph.
We say that an η–geometric cograph is legal if all of its generating graphs are legal.
The only significance of the constant 1
10
in the definition above is that it yields a definitive
value strictly less than
√
2η.
8. How to Construct Cographs
In this section, we prove Lemma 6.11 and hence Covering Lemma 1. In fact, we prove
the following more general result, which will assist in the project of sewing the cograph
constructed here with the framed sets that we construct in Part 2.
Theorem 8.1. Let A = {zl(β+l )}Ll=1 be a collection of (1,κ)-framed sets that are κ–lined
up, vertically separated, fiber swallowing, and ordered so that βi ≥ βi+1. There is an ηL ∈[
βL
500
, βL
50
]
and a legal ηL-cograph GL = VL ∪ EL subordinate to A.
Furthermore, if A = K1 where K1 is as in Lemma 4.19, then we can choose GL to be
relative to Ω0.
The proof is by induction on l and involves two key tools—the Extension and Subdivision
Lemmas. These lemmas are stated below as Lemmas 8.7 and 8.11 and proved in Subsections
8.3 and 8.10, respectively. The induction statement asserts, among other things, that there
is a sequence of positive numbers {ηl}Ll=1 and a cograph Gl so that Theorem 8.1 holds with
L replaced by l. The sequence of ηi comes from the following proposition.
Proposition 8.2. Let
{
β+i
}M
i=1
⊂ (0,∞) be ordered so that βi ≥ βi+1. Given any η1 ∈[
β1
500
, β1
50
]
there is a sequence {ηi}Mi=1 so that
ηi ∈
[
βi
500
,
βi
50
]
and
ηi−1 = 10kiηi
for some ki = 0, 1, 2, 3, . . ..
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Proof. For each i ∈ {2, 3, . . . ,M} , we let n (i) be the least nonnegative integer so that
ηi :=
η1
10n(i)
≤ βi
50
. (8.2.1)
It follows that ηi ∈
[
βi
500
, βi
50
]
. 
To begin the proof of Theorem 8.1, we take any η1 ∈
[
β1
500
, β1
50
]
and let {ηi}Li=1 be a sequence
that satisfies the conclusion of the proposition above. To anchor the induction, we then take
Figure 26. The pink and blue rectangles are
2–dimensional depictions of 1–framed sets. The
pink subset of the interval is the vertex set of an
β1
8
–geometric graph in pz1 (z1(β1)), but only one
of its fibers intersects z2(β2). Thus we add the
blue points to the pink points to obtain a geomet-
ric graph that is at an appropriate scale for the
blue set. If the picture were realistic, the sides of
the pink rectangle would be 10 rather than 5 times
longer than the sides of the blue rectangle (cf Figure
38 for the analogous construction within 2-framed
sets in Part 2).
an η1–geometric graph that covers pz1 (z1) and apply
Corollary 7.7 to get an associated standard local η1–
cograph G1 that covers z1.
For an outline of the induction step, assume Gl−1
is ηl−1-geometric. In the event that ηl < ηl−1, we use
the Subdivision Lemma to replace Gl−1 with an ηl-
geometric cograph G˜l−1 subordinate to {zi(β+i )}l−1i=1
(see Figure 26). We then use the Extension Lemma to
extend G˜l−1 to an ηl-geometric cograph Gl subordinate
to
{
zi(β+i )
}l
i=1
. If ηl = ηl−1, the procedure is the
same except that we skip the subdivision step.
Roughly, the Extension Lemma starts with an ηl-
geometric cograph G˜l−1 subordinate to {zi}l−1i=1 and
extends it to an ηl-geometric cograph G˜l subordinate
to {zi}l−1i=1 ∪ {zl}. To do this extension, we project
G˜l−1 to pzl(zl) using pzl . Since pzl is κ-almost Rie-
mannian and the sets in A are κ-lined up, this yields
an (ηl, δηl)–geometric graph T pr,l, where the error, δ, depends on κ and κ. Since the cardinal-
ity L of A has no known relationship with κ and κ, for our induction argument, we will need
a new method to verify that the errors do not accumulate. This new technique will allow
us to extend T pr,l to a graph T l ⊂ pzl(zl) for which the collection of new vertices is error
free. We call this extension an error correcting extension, and in the Extension Lemma,
we make the additional hypothesis and conclusion that G˜l−1 and G˜l are error correcting
cographs. This is a term that we define in the next subsection.
In Subsection 8.10, we state and prove the Subdivision Lemma, and we wrap up the proof
of Theorem 8.1 in Subsection 8.14.
8.3. Error Correcting Cographs and the Extension Lemma. In this subsection, we
define the term error correcting cograph and state and prove the Extension Lemma.
We start with error correcting extensions of geometric graphs.
Definition 8.4. Let T and T˜ be (η, δη)–geometric graphs with T ⊂ T˜ and |T | , |T˜ | ⊂ [a, b] .
We say that T˜ is an error correcting extension of T provided T˜0 is a subset of [a, b] so
that
[a, b] ⊂ B
(
T˜0, η
)
and
dist (v,w) ≥ η (8.4.1)
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for all v ∈T˜0 and all w ∈T˜0 \ T0.
By extending T0 to a maximal subset of [a, b] that satisfies (8.4.1), we get
Proposition 8.5. Let T be an (η, δη)–geometric graph with |T | ⊂ [a, b] . Then there is an
error correcting extension T˜ of T .
Before proceeding further we detail the process mentioned above wherein we project a
geometric cograph to get an (η, δη)–geometric graph. To do so, let G = V ∪ E be an η–
geometric cograph that is subordinate to
{
zi(β+i )
}l−1
i=1
. Call the set of vertex fibers VF, that
is,
VF :=
l−1⋃
i=1
{
q−1v (v)
∣∣ v ∈ (KT i)0} ,
where qv is the submersion that defines the covertex that corresponds to v. Let
T pr,l0 := pzl (VF) (see, e.g., the pink dot in the blue interval in Figure 26).
The elements of T pr,l0 are not points. However, since our sets are κ-lined up, the elements
of T pr,l0 all have diameter less than τ (2κβl) , so to avoid excess technicalities, we will treat
the elements of T pr,l0 as though they were points.
Let T pr,l be the graph whose vertices are T pr,l0 and in which two vertices are connected by
an edge if and only if the corresponding covertices intersect a common coedge. We can now
define the concept of an error correcting cograph.
Definition 8.6. Let A = {zi}Li=1 be a collection of (1,κ)-framed sets that are κ–lined up,
vertically separated, and fiber swallowing. For l ∈ {1, . . . , L} and k ≥ l, let G = V ∪ E be a
respectful, ηk–geometric cograph subordinate to {zi}li=1. We say that G is error correcting
provided
1. For each local cograph Gj0, the associated graph T j0 is an error correcting extension of
T pr,j0 .
2. The generating set KT j0 for Gj0 is
KT j0 = T j0 \ T pr,j0 .
With the definition of error correcting cographs in hand, we can state the Extension
Lemma.
Lemma 8.7. (Extension Lemma) Let A := {zj(β+j )}Lj=1 be a collection of (1,κ)–framed
sets that are κ–lined up, vertically separated, and fiber swallowing. For l ∈ {1, . . . , L} ,
let Gl−1 = V l−1 ∪ E l−1 be an error correcting, ηl-geometric cograph that is subordinate to{
zi(β+i )
}l−1
i=1
. Then Gl−1 extends to an error correcting, ηl–geometric cograph Gl = V l ∪ E l
that is subordinate to
{
zi(β+i )
}l−1
i=1
∪ {zl(β+l )}.
Moreover, if A = K1 and Gl−1 is relative to Ω0, then we can choose Gl so that it is relative
to Ω0.
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To begin the proof, let VFi (ν) be the intersection of VF with zi (βi, ν). Let VTi be the
abstract graph whose vertex set is VFi (ν) and in which two vertices are connected by an
edge if and only if the corresponding covertices intersect a common coedge.
Next we apply Lemma 5.13 and observe that for each j0 ∈ {1, . . . , l} , VTj0
(
β+l
)
is an
abstract geometric graph with respect to the following metric: For any q−1v (v) , q
−1
v˜ (v˜) ∈
VTj0
(
β+l
)
, choose any point in x0 ∈ q−1v (v) ∩zj0 (βj0 , βl) and define
dist
(
q−1v (v) , q
−1
v˜ (v˜)
)
:= dist
(
x0, q
−1
v˜ (v˜) ∩zi (βi, 5βl)
)
.
Of course this definition depends on the many possible choices of x0, but since the qv are 3κ–
lined up, κ–almost Riemannian submersions, the fibers are almost equidistant. So regardless
of these choices, Lemma 5.13 together with an induction argument and the fact that βl
500
≤ ηl
yields
Corollary 8.8. If G is an error correcting, ηl–geometric cograph that is subordinate to a
collection
{
z+i
}l−1
i=1
of κ–lined up, vertically separated, fiber swallowing (1,κ)-framed sets,
then for all j0 ∈ {1, 2, 3, . . . , l − 1} , VTj0
(
β+l
)
is an abstract (ηl, δηl)–graph, for δ = κ +
5, 000κ.
We omit the proof since Lemma 12.12 in Part 2 is analogous and a complete proof is given.
Combining Corollary 8.8 with Lemma 5.13, we get
Corollary 8.9. Let A := {zj(β+j )}Lj=1 be a collection of (1,κ)–framed sets that are κ–lined
up, vertically separated, and fiber swallowing. For l ∈ {1, . . . , L} , if G is an error correcting,
ηl–geometric cograph that is subordinate to
{
z+i (βi)
}l−1
i=1
, then T pr,l is an (ηl, 2δηl)-geometric
cograph where δ = κ + 5, 000κ.
Proof of the Extension Lemma (8.7). Since Gl−1 = V l−1 ∪ E l−1 is an error correcting, ηl-
geometric cograph, Corollary 8.9 gives us that T pr,l is (ηl, 2δηl)-geometric, where δ = κ +
5, 000κ. By Proposition 8.5, T pr,l has an error correcting extension to an (ηl, 2δηl)–geometric
graph T l that covers pzl (zl) .
Set
KT l := T l \ T pr,l. (8.9.1)
By Corollary 7.7, there is a standard local cograph Gl whose cosimplices are in one-to-one
correspondence with KT l and are defined using the submersion pzl (see Definition 7.6). Since
T l is an error correcting extension of T T pr,l , Lemma 5.13 gives us that
the intersection of Gl−1∪Gl with z+l is no more than τ (κηl) from a standard
local cograph associated to the ηl–geometric graph T l. (8.9.2)
To show that
Gl := Gl−1 ∪ Gl = V l−1 ∪ Vl ∪ E l−1 ∪ El
is a cograph, we combine the fact that Gl−1 is a cograph with the following additional
arguments.
Proof of Property 1 of Definition 6.5: Since Gl−1 is a cograph and Gl is a local cograph,
Property 1 holds. 
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Proof of Property 2 of Definition 6.5: The collections V l−1 and E l−1 are disjoint, by hypoth-
esis. So it suffices to show that the collections Vl and El are disjoint from each other and
from V l−1 and E l−1, respectively. Since each element of Vl and El is contained in z+l , it is
enough to consider the intersection of Gl−1 ∪ Gl with z+l .
Since ηl ≥ βl500 , (8.9.2) together with Corollary 7.8 gives us that the intersections of each
of V l−1 ∪ Vl and E l−1 ∪ El with z+l is a disjoint collection, and hence each of V l−1 ∪ Vl and
E l−1 ∪ El is a disjoint collection. 
Proof of Property 3 of Definition 6.5: By hypothesis, Gl−1 covers ∪l−1i=1zi(β−i ). Since |T l| cov-
ers pzl (zl), Corollary 7.7, (8.9.1), and (8.9.2) imply that Gl = Gl−1 ∪ Gl covers zl(β−l ). 
Thus Gl is a cograph, which by construction, is ηl-geometric and error correcting. It
remains to prove that if A = K1 and Gl−1 is relative to Ω0, then we can choose Gl to be
relative to Ω0. If zl ∩ Ω0 = ∅, there is nothing to prove. Otherwise, by Parts 2 and 3
of Lemma 4.19, zl (βl) ∩
l−1⋃
i=1
zi
(
β+i
)
= ∅, and pz
(
z¯ ∩ Ω¯−0
)
= {0} . So our construction
gives that Gl is relative to Ω0 provided we choose T l so that 0 ∈ T l0 . This is possible since
zl (βl) ∩
l−1⋃
i=1
zi
(
β+i
)
= ∅. 
8.10. Subdividing Cographs. In this subsection, we prove the cograph subdivision lemma.
Lemma 8.11 (Subdivision Lemma). Let A := {zj(β+j )}Lj=1 be a collection of 1–framed sets
that are κ–lined up, vertically separated, and fiber swallowing. Let
G := V ∪ E = ∪jGj =
⋃
j
Vj ∪ Ej
be an error correcting, ηl−1–cograph that is subordinate to
{
zj(β+j )
}l−1
j=1
, where l ∈ {1, . . . , L} .
Let Tj be the graph that generates Gj.
There is a subdivision L (Tj) of Tj that is legal and generates a local cograph L (Gj) so that
L (G) := ∪jL (Gj) is a legal, error correcting ηl–cograph subordinate to
{
zj(β+j )
}l−1
j=1
.
Furthermore, if A = K1 and G is relative to Ω0, then we can choose L (G) to be relative to
Ω0.
When G and L (G) are related as in the Cograph Subdivision Lemma, we will say that
L (G) is a legal subdivision of G. The proof of the Cograph Subdivision Lemma uses the
following result from [36].
Lemma 8.12 (Lemma 3.6 and Corollary 4.25 of [36]). Let T be an (η, δη)–geometric graph
with |T | ⊂ [0, β] . There is a legal ( η
19
, δ η
10
)
–geometric graph L (T ) that subdivides T . More-
over, if T˜ is an error correcting extension of T , then we can choose legal subdivisions of T
and T˜ so that L
(
T˜
)
is an error correcting extension of L (T ) .
We also make use of the following notation.
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Definition 8.13. Let (z (β, ν) , pz, rz) be k–framed. We set
zv,− := z
(
β, ν−
)
and zv,+ := z
(
β, ν+
)
.
Proof of Lemma 8.11. The existence of the L (Tj) follows from Lemma 8.12.
For each E ∈ Ej let eE be the corresponding edge. Replace E with standard η10–geometric
coedges and covertices that are subordinate to zj and that correspond to the simplices of
L (Tj) that cover the interior of |eE| . The submersion that defines them is qextE , where qextE is
as in Corollary 6.8.
Given V ∈ Vj, let vV be the corresponding vertex. We replace V ∈ Vj with a standard
η
10
–geometric covertex that corresponds to vV and is subordinate to zj. The submersion that
defines it is qV .
Call the resulting collection L (G) . From the construction of L (G) and Lemma 8.12, we
see that we can choose the L (Tj) so that L (G) is error correcting. Since different fibers of
the same submersion are disjoint, L (G) satisfies the required disjointness properties.
Notice that ∪Gv,− ⊂ ∪L (G) . So L (G) covers ∪A− because ∪A− ⊂ ∪Gv,−. Finally if
A = K1, and G is relative to Ω0, then by construction, L (G) is relative to Ω0. 
8.14. Proof of Theorem 8.1.
Proof of Theorem 8.1. For simplicity, we only detail the case when A = K1. Apply the Co-
graph Extension Lemma (8.7) with l = 1 and G0 = ∅, to get an error correcting, η1–geometric
cograph G1 that is subordinate to z1(β+1 ) and relative to Ω0.
For k ∈ {1, . . . , l − 1}, assume there is an error correcting, ηk−1-geometric cograph Gk−1
subordinate to
{
zj(β+j )
}k−1
j=1
which is relative to Ω0. Use Lemma 8.11 to subdivide Gk−1 to
get an error correcting, ηk-geometric cograph G˜k−1 which is relative to Ω0.
By the Cograph Extension Lemma (8.7), G˜k−1 extends to the desired error correcting
geometric cograph Gk. By induction, this produces the framed cover that proves Theorem
8.1 and thus Covering Lemma 1. 
Part 2. Covering the Natural 2–stratum
In this, part we establish the first conclusion of Limit Lemma G by proving
Covering Lemma 2. Given δ > 0 there is a κ > 0 and a respectful, κ–framed cover
B = B0 ∪B1 ∪B2 of X \X4δ so that for k = 0, 1, or 2, the closures of the elements of Bk are
pairwise disjoint.
We establish the second conclusion of Limit Lemma G and finish the proof of Theorem A
in the appendix. To explain our strategy to prove Covering Lemma 2, let
A = A0 ∪ A1 ∪ A2
be as in Covering Lemma 1 with A2 = {zj}L˜j=1 . The goal is to replace A with a respectful
framed cover
B = B0 ∪ B1 ∪ B2
44 CURTIS PRO AND FREDERICK WILHELM
so that each collection Bi, i = 0, 1, or 2, is a disjoint collection of i-framed sets. Since the
collectionsA0 andA1 from Covering Lemma 1 are each disjoint and respectful, the focus is on
separating the elements of A2 using additional 0- and 1-framed sets. In analogy with Part 1,
Figure 27. A triangulation with a
corresponding triangulation cover
these extra 0- and 1-framed sets are artificially framed sub-
sets of the elements ofA2 and form a combinatorial structure
that we call a cotriangulation. Roughly speaking, cotrian-
gulations are analogs of cographs, except the starting point
is a triangulation in R2 rather than a graph in R.
More specifically, for each 2-framed set (A, pA) ∈ A2, we
take a triangulation T in pA (A+) ⊂ R2. We then construct
an open cover of |T | which we call a triangulation cover (see Figure 27). The open sets of
a triangulation cover are disjoint open balls around each vertex (the red balls in Figure 27),
disjoint tubular neighborhoods of shrunken versions of the edges (the thin blue rectangles in
Figure 27), and disjoint open sets that are shrunken versions of the faces (the light grey trian-
gles in Figure 27). We then construct a collection of artificially 0-, 1-, and 2-framed subsets of
A by taking pA–preimages of the open sets in the triangulation cover. We call this collection
a cotriangulation. We call its elements cosimplices, and we call the 0-, 1-, and 2-framed
sets covertices, coedges, and cofaces, respectively (see Figure 28). Together with an in-
ductive argument, this will yield a cover of ∪A∈A2A− with the desired disjointness properties.
Figure 28. A cotriangulation in a 3–dimensional
Alexandrov space. The red cylinders are the cover-
tices. The coedges are the thin blue boxes.
To create a framed cover that also is respectful, we
will apply the Submersion Deformation Lemma (5.7).
Doing this requires that our collections of cosimplices
satisfy Inequality (5.7.1). In other words, the quan-
tities κ and κ need to be small compared with the
constant C in Inequality (5.7.1). The constant C is
determined by our cotriangulation, and yet in our con-
struction we choose κ and κ before constructing A2.
So, to construct a cotriangulation to which we can ap-
ply the Submersion Deformation Lemma, we impose
a further constraint on the triangulations that gener-
ate our cotriangulation. The additional constraint is
that our triangulations are what we call CDGs, which
is short for Chew-Delaunay-Gromov. In [36], we
prove that CDGs can be extended, subdivided, and
have smallest angle ≥ pi/6. The relevant definitions
and results are restated in Subsection 11.1.
In this part, we combine these properties with an inductive argument to construct a
cotriangulation that proves Covering Lemma 2.
STABILITY, FINITENESS AND DIMENSION FOUR 45
Throughout Part 2, there is a strong analogy with Part 1, as indicated in the following
table.
Part 1 concept Part 2 analog
graph triangulation
graph cover triangulation cover, Definition 9.2
η–geometric graph η–CDG triangulation, Definition 11.4
η–geometric graph cover geometric triangulation cover, Definition 11.18
η–geometric cograph geometric cotriangulation, Definition 11.25
error correcting cograph error correcting cotriangulation, Definition 12.6
Besides the definition of a geometric cotriangulation, there are three main ingredients in
the proof of Covering Lemma 2:
Result Shows how to
Subdivision Lemma (12.17) subdivide a geometric cotriangulation.
Lemma 11.27 deform a geometric cotriangulation to a respectful one.
Extension Lemma (12.7) extend a geometric cotriangulation to an additional 2–framed set.
Part 2 is divided into four sections. In Section 9, we define cotriangulations and discuss
some purely topological/set theoretic notions that are related to them. In Section 10, we
show the cover from Covering Lemma 1 can be constructed in a way that will facilitate the
meshing of our cotriangulation with the natural 0 and 1 strata. Section 11 develops the
notion of geometric cotriangulations, and in Section 12, we construct the cotriangulation
that proves Covering Lemma 2.
9. Cotriangulations
In Subsection 9.1, we define triangulation covers, which are precursors of cotriangulations,
and in Subsection 9.3, we define cotriangulations.
9.1. Triangulation Covers. The starting point for the definition of cotriangulation is a
method for creating an open cover O (T ) from a triangulation T in R2.
Definition 9.2 (see Figure 27). Let T be a triangulation of a subset |T | of R2. A collection
of open sets O (T ) is called a triangulation cover provided
1. O (T ) covers |T | .
2. There is a one-to-one correspondence gO,T : T −→ O (T ) so that for each k ∈ {0, 1, 2} ,
the collection gO,T (Tk) consists of disjoint open subsets of R2.
3. For each vertex v, gO,T (v) is a neighborhood of v that is diffeomorphic to a 2–ball.
4. For each 1–simplex e, gO,T (e) is a neighborhood of a proper open subset e− of e so that
e− is diffeomorphic to an interval, and gO,T (e) is a trivial line bundle over e−.
5. For each 2–simplex f, gO,T (f) is a proper subset of f that is diffeomorphic to a 2–ball.
We say that O (T ) is associated to T , and that T generates O (T ) .
9.3. What is a Cotriangulation? In this subsection, we define a combinatorial structure
associated to a collection A2 of 2-framed sets which we call a cotriangulation. We start with
the local notion.
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Figure 29. The green box E corresponds to the edge e and hence is called a coedge. The red cylinders V1
and V2 correspond to the vertices v1 and v2, and hence are called covertices. These are two of the three types
of open sets in a cotriangulation. The other type is cofaces (see Figure 30). All three sets are contained in a
2–framed set z (not pictured). The three submersions qV1 , qE , and qV2 have images in R2 and are κ–lined
up with pz. By composing qV1 , qE , and qV2 with the orthogonal projections piv1 , pie, and piv2 onto v1, e,
and v2, we see that V1, E, and V2 are artificially 0-, 1-, and 0–framed, respectively, in the 2- framed set z.
Figure 30. The green prism, F , corre-
sponds to the face, f, and hence is called a
coface.
Definition 9.4 (see Figures 28, 29, 30, and 31). Let z be a
2–framed set and V , E , and F collections of pairwise disjoint
open subsets of z+. Then
S ≡ V ∪ E ∪ F
is a local cotriangulation subordinate to z provided
1. There is a triangulation T with pz (z) ⊂ |T | ⊂ pz (z+)
with associated triangulation cover O (T ).
2. There is a one-to-one correspondence between S and a
subset KT ⊂ T . Each S ∈ S is generated by the corresponding s ∈KT as follows: There is a
submersion qS : z→ R2 so that (S, qS, US, s) is an artificially k-framed set with s ∈ Tk∩KT ,
US = gO,T (s), and
if s ∈ T0, then S = q−1S (US) ∩z(β, β+) ∈ V ,
if s ∈ T1, then S = q−1S (US) ∩z(β, β) ∈ E ,
if s ∈ T2, then S = q−1S (US) ∩z(β, β−) ∈ F .
(9.4.1)
For S, T , and KT as above, we say that KT generates S. In general, KT will be a proper
Figure 31. Pictured are V1, E3, F , and V2, which are four
of the six open sets of a cotriangulation that correspond to
a single 2–simplex f.
subset of T to allow local cotriangulations to fit
together with each other and with the natural
0 and 1 strata (see Figure 34).
Definition 9.5 (see Figures 28, 29, 30, and
31). Let U ≡ {zi(βi)}li=1 be a collection of
(2,κ)–framed sets that are κ–lined up, verti-
cally separated, and fiber swallowing. We say a
collection
S ≡ V ∪ E ∪ F
of open subsets of X is a cotriangulation
subordinate to U provided
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1. For each i, there is a local cotriangulation
Si := Vi ∪ Ei ∪ Fi
subordinate to zi so that
V = ∪i Vi, E = ∪i Ei, F = ∪i Fi, and S = ∪i Si.
2. Each of the collections V , E , and F is pairwise disjoint.
3. S covers ∪U−.
Definition 9.6. The elements of V , E, F , and S are called covertices, coedges, cofaces, and
cosimplices, respectively.
Definition 9.7. We say a cotriangulation is respectful provided it is a respectful collection
of framed sets (see Definition F).
At the end of the next section we show that Covering Lemma 2 holds provided there is
a certain type of cotriangulation. We then state Lemma 10.8, which asserts that such a
cotriangulation exists.
10. Interface of the 2-Framed Sets with the Lower Strata
Before proceeding further with the proof of Covering Lemma 2, we constrain the geometry
of the 2–framed sets of Covering Lemma 1 and their intersections with the 0- and 1-framed
sets of Covering Lemma 1. These constraints are stated in the next lemma.
Lemma 10.1 (see Figure 32). Let K = K0∪K1∪K2 be the framed cover from Lemma 4.19,
and let GL : =VL ∪ EL be the ηL-geometric cograph subordinate to K1 that was constructed
to prove Theorem 8.1. There is a framed cover
A := A0 ∪ A1 ∪ A2
that has the following properties:
1. A satisfies the conclusion of Covering Lemma 1.
2. A0 := K0 ∪ VL, and A1 := EL.
3. For each (z (βz) , pz) ∈ A2, βz < ηL50 and
pz
(
z(βz)
)
= [0, βz]× [0, βz] . (10.1.1)
4. A2 thoroughly respects A0 ∪ A1.
5. If z (βz) ∈ A2 and (K, rK) ∈ K0 satisfy z (βz) ∩K 6= ∅, then
pz
(
z ∩K−) = {0} × [0, βz] ,
and rK is lined up with pi1 ◦ pz, where pi1 : R2 −→ R is orthogonal projection to the
first factor.
6. If z ∈ A2 and (V, rV ) ∈ VL satisfy z (βz) ∩ V 6= ∅, then
pz
(
z ∩ V −) = [0, βz]× {0} , (10.1.2)
rV is lined up with pi2 ◦ pz, and qV is lined up with pi1 ◦ pz where pii : R2 −→ R is
orthogonal projection to the ith–factor.
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7. If z ∈ A2 and (E, pE, rE) ∈ EL satisfy z (βz) ∩ E 6= ∅, then
pz
(
z ∩ E−) = [0, βz]× {0} , (10.1.3)
rE is lined up with pi2 ◦ pz, and pE is lined up with pi1 ◦ pz.
q7
q11
Figure 32. This depicts how elements z1, z2, and z3 of A2 intersect elements K0 of K0 and K1 of K1,
as described in Lemma 10.1. To be more precise, it is a picture of the image of the configuration under
pz1 , assuming that pz1 is defined in a region this large. Pictured also are {V1, V2} and {E1, E2, E3}, which
are part of a cograph subordinate to K1. The three dark green squares are images of elements of A2 that
intersect neither ∪K0 nor ∪K1. The z pictured thoroughly respect K0. They also thoroughly respect the
initial cograph described in Lemma 10.1. They do not, however, thoroughly respect the cograph depicted
here, as it has been subdivided via Proposition 10.4.
The proof is a rehash of the ideas of the proof of Lemma 4.19, so we omit it.
We continue to call the natural 0-stratum Ω0 and define the natural 1-stratum Ω1 to be
Ω1 := ∪GL.
10.2. The Seam Between the Cotriangulation and the Lower Strata. Let GL, A,
and K be the cograph and framed collections from the lemma above. When a 2–framed set
z ∈ A2 intersects Ω0 ∪ Ω1, we will need to understand how its cotriangulation intersects
Ω0 ∪ Ω1. By Part 5 of Lemma 10.1, if z intersects K ∈ K0, then pz takes the intersection
to the left hand edge of pz (z) = [0, βz] × [0, βz] , and by Parts 6, and 7 of Lemma 10.1
if z intersects V ∈ VL or E ∈ EL, then pz takes the intersection to the bottom edge of
pz (z) = [0, βz]× [0, βz] . In this subsection, we construct vertex sets along these edges that
later we will extend to triangulations in the pz (z) = [0, βz] × [0, βz] (see Figures 33 and
34).
To fix notation, assume A2 = {zi(βi)}L˜i=1 is ordered so that βi ≥ βi+1. Choose η˜1 ∈[
β1
500
, β1
50
]
and let {η˜i}L˜i=1 be the corresponding sequence from the conclusion of Proposition
8.2. We specify the “bottom” and “left” pieces of A2 to be
B := {z ∈ A2 ∣∣ z ∩ Ω1 6= ∅} and
L := {z ∈ A2 ∣∣ z ∩ Ω0 6= ∅} . (10.2.4)
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For l ∈
{
1, 2, . . . , L˜
}
, set
Bl := {zi}li=1 ∩ B and Ll := {zi}li=1 ∩ L. (10.2.5)
Notice that for l ∈
{
1, 2, . . . , L˜
}
,
Al := {(z, pi2 ◦ pz) |z ∈ Ll}
is a collection of 1–framed sets which is κ–lined up, vertically separated, and fiber swallowing.
So Theorem 8.1 and its proof give us
Corollary 10.3. For each l ∈
{
1, 2, . . . , L˜
}
, there is a legal, error correcting η˜l–cograph
LGl subordinate to Al.
For convenience, for each (zk(βk), pi2 ◦ pzk) ∈ Al, we identify
(pi2 ◦ pzk)(zk) = [0, βk]
with {0} × [0, βk], and we let LT k be the graph in {0} × [0, βk] that generates the local
cograph LGlk ⊂ LGl that is subordinate to zk. Throughout the rest of Part 2, we denote the
vertex set (LT k)0 by
Llk := (LT k)0 ⊂ {0} × [0, βk] = (pi2 ◦ pzk)(zk). (10.3.1)
Figure 33. Here the 2–framed set z intersects
the naturally 0–framed set K0 as well as the co-
graph that covers the naturally 1–framed region.
The vertex set from (10.3.1) consists of the red
points on the left-hand edge. The vertex set from
Proposition 10.4 consists of the two brown x’s on
the bottom edge.
These vertex sets will play a central role in the inter-
face of our cotriangulation with the natural 0–stratum
(see Figures 33 and 34).
If KLT k ⊂ LT k is the generating set for LGlk, and
v ∈(LT k)0 ∩KLT k , we let
qlv : zk −→ [0, βk]
be the submersion that defines the covertex of LGl
that corresponds to v. We then define qv : zk −→ R2
by
qv =
(
pi1 ◦ pzk , qlv
)
.
The vertex sets Blk in the next result will play an
analogous role in the interface of our cotriangulation
with the natural 1–stratum.
Proposition 10.4 (see the two brown x’s along the bottom edge in Figure 33). Let A, K,
and GL be as in Lemma 10.1. If A2 = {zi(βi)}L˜i=1, there is a choice of η˜1 ∈
[
β1
500
, β1
50
]
so that
if {η˜i}L˜i=1 is the corresponding sequence from Proposition 8.2, then for each l ∈ {1, 2, . . . , L˜},
there is a legal, error correcting, η˜l-geometric cograph
G˜l := V˜ l ∪ E˜ l
that has the following properties:
1. The cograph G˜l is a legal subdivision of GL.
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2. For each zk ∈ Bl, there is a subset Blk of pzk
(
zk ∩ Ω−1
)
= [0, βl] × {0} with the
property that for each element of v ∈Blk, there is a V ∈ V˜ l so that v is the center of
the interval pzk
(
∂V − ∩ z¯k
)
.
3. Blk is the vertex set of a legal η˜l–geometric graph in [0, βk]× {0} .
4. If V ∈ V˜ l and z ∈ A2 intersect, then z ∩ V satisfies
pz
(
z ∩ V ) ⊂ I × [0, η˜l
50
]
, (10.4.1)
where I ⊂ [0, βz] is an interval.
5. If E ∈ E˜ l and z ∈ A2 intersect, then z ∩ E satisfies
pz
(
z ∩ E) ⊂ I × [0, η˜l
100
]
, (10.4.2)
where I ⊂ [0, βz] is an interval.
6. Let
A
(
G˜l
)
:= A0
(
G˜l
)
∪ A1
(
G˜l
)
∪ A2,
where
A0
(
G˜l
)
:= K0 ∪ V˜ l and A1
(
G˜l
)
:= E˜ l.
Then A
(
G˜l
)
is a framed cover that satisfies all of the conclusions of Lemma 10.1,
except for Part 4 and (10.1.2) and (10.1.3).
Proof. Let A2 = {zi(βi)}L˜i=1, and let GL be the ηL-geometric cograph from Lemma 10.1. By
Part 3 of Lemma 10.1, β1
50
≤ ηL. Let k ≥ 1 be the smallest integer so that ηL10k ∈
[
β1
500
, β1
50
]
.
Legally subdivide GL k times to get a legal, error correcting, η˜1–geometric cograph G˜1 with
η˜1 :=
ηL
10k
. Let {η˜i}L˜i=1 be the corresponding sequence from Proposition 8.2. For each l ∈{
1, 2, . . . , L˜
}
, legally subdivide G˜1 to get G˜l. This gives us Part 1. Part 2 follows from the
construction of G˜l and Parts 6 and 7 of Lemma 10.1. Part 3 holds because the submersions
that define the cosimplices of G˜l are lined up, almost Riemannian submersions and because
a legal subdivision of a legal cograph is legal.
Parts 4 and 5 follow from Parts 6 and 7 of Lemma 10.1 after adjusting the covertices and
coedges so that (10.4.1) and (10.4.2) hold. To do this, we exploit the fact that a cosimplex
is parameterized by its fiber exhaustion function. So each cosimplex can be shrunken by
replacing it by a super level set of its fiber exhaustion function.
To prove Part 6, we note that all of the properties of Lemma 10.1 are preserved under
subdivision except of course the three mentioned. 
Remark. A2 is not likely to thoroughly respect A0
(
G˜l
)
∪ A1
(
G˜l
)
as A2 is fixed and we
have subdivided our original cograph GL to obtain G˜l (see Figure 32).
Similarly, subdividing the cograph changes the width of the cosimplices, so (10.1.2) and
(10.1.3) are replaced with the statements of Parts 4 and 5 of the result above.
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10.5. Cotriangulations Relative to the Natural 0 and 1 Strata. The main results of
this subsection are Proposition 10.7 and Lemma 10.8. The first result specifies a type of
cotriangulation whose existence implies Covering Lemma 2. Lemma 10.8 asserts that this
type of cotriangulation exists. The remainder of Part 2, after this subsection, is a proof of
Lemma 10.8. Before stating Proposition 10.7, we specify some more terminology.
Let Bl be as in 10.2.5. For z ∈ Bl set
zbot := p−1z
(
[0, βz]×
[
0,
η˜l
50
])
,
and
Abot := {(zbot, pi1 ◦ pz) | z ∈ Bl} .
Then Abot is a collection of 1–framed sets that is κ–lined up, vertically separated, and fiber
Figure 34. A triangulation cover that gen-
erates a cotriangulation relative to LGl ∪ BG˜l.
The projection of the cograph LGl lies along the
left hand edge. The projection of the cograph
BG˜l lies along the bottom edge.
swallowing. For l ∈
{
1, 2, . . . , L˜
}
, let G˜l be as in Propo-
sition 10.4. Then
BG˜l :=
{
S ∩ (∪Abot)|S ∈ G˜l
}
(10.5.3)
is a legal, error correcting cograph that is subordinate
to Abot.
Definition 10.6. For k ≤ l, let S = V ∪ E ∪ F be a
cotriangulation subordinate to {zi}ki=1 ⊂ A2 which con-
tains the intersection of LGl ∪ BG˜l with ∪ki=1zi. Let
V
(
LGl ∪ BG˜l
)
and E
(
LGl ∪ BG˜l
)
be the collections of
covertices and coedges of LGl∪BG˜l, respectively. We say
that S is relative to LGl ∪ BG˜l provided
1. The collection of closures of
V in := V \ V
(
LGl ∪ BG˜l
)
is disjoint from the collection of closures of A0(G˜l), and the collection of closures of
E in := E \ E
(
LGl ∪ BG˜l
)
is disjoint from the collection of closures of A1(G˜l).
2. For each E in E in, if E intersects an element of A0(G˜l)∪A1(G˜l), then this intersection
is contained in ∪V
(
LGl ∪ BG˜l
)
.
3. For each F ∈ F , if F intersects ∪
(
A0(G˜l) ∪ A1(G˜l)
)
, then this intersection is con-
tained in ∪
(
LGl ∪ BG˜l
)
.
4. For F ∈ F as in Part 3, suppose that F is subordinate to zF ∈ A2. Then along
F ∩
(
∪
(
A0(G˜l) ∪ A1(G˜l)
))
, pF = qF = pzF .
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Figure 35. Pictured are the im-
ages of the coedges E1, E2 and
the naturally 0-framed set K under
the submersion pz of a naturally 2-
framed set z (not pictured). The
generating edge e1 of E1 is parallel
to the x–axis, and hence E1 respects
K. The generating edge e2 of E2 is
not parallel to the x–axis, and hence
E2 does not respect K.
For k ≤ l, let S = V ∪E ∪F be a cotriangulation subordinate
to {zi}ki=1 ⊂ A2 and relative to LGl ∪ BG˜l. Let E left be the
coedges of E in that intersect K0 and let Ebot be the coedges
of E in that intersect V(G˜L˜). Suppose that El ∈ E left and Eb ∈
Ebot are generated by the 1–simplices el and eb, respectively. It
follows from Parts 5 and 6 of Lemma 10.1 that el intersects
{0} × R, and eb intersects R × {0} . For the next result, we
assume that for all El ∈ E left and all Eb ∈ Ebot,
^
(
el, {0} × R) > (pi
6
)−
and
^
(
eb,R× {0}) > (pi
6
)−
. (10.6.1)
Proposition 10.7. For l = L˜, let A(G˜L˜) be the framed cover
from Part 6 of Proposition 10.4. Let S = V ∪ E ∪ F be a re-
spectful cotriangulation that is subordinate to A2, relative to LGL˜ ∪ BG˜L˜, and that satisfies
(10.6.1).
Then there is a collection D0 of 0-framed sets which are deformations of the elements of
A0
(
G˜L˜
)
so that Covering Lemma 2 holds with
B0 = V in∪D0, B1 = E in∪A1
(
G˜L˜
)
, and B2 = F (cf Figure 36).
Proof. It follows from Part 1 of Definition 10.6 that we can replace A0(G˜l)∪A1(G˜l) with an
appropriate choice of A0(G˜l)+ ∪ A1(G˜l)+ and
S will still be relative to LGl ∪ BG˜l. (10.7.1)
We must construct D0 and show that the resulting collection B := B0∪B1∪B2 is respectful,
covers X \X4δ , and has the required disjointness properties.
Figure 36. This coedge does not in-
tersect the naturally 0–framed set K re-
spectfully, but after modifying the fiber
exhaustion function of K using Proposi-
tion 5.9, the intersection becomes respect-
ful. To be more precise, we also replace K
with r−1(−∞, c).
Respect: Since S is respectful, we only need concern our-
selves with how E in∪F intersect the natural 0- and 1-strata.
It follows from Parts 6 and 7 of Lemma 10.1, Parts 3 and 4 of
Definition 10.6, and the construction of BG˜l that F respects
A1(G˜L˜). The main project is to construct a deformation D0
of A0(G˜L˜) so that E in respects D0. To accomplish this, we
deform K0 and V0(G˜L˜) separately. Except for notation, the
two arguments are the same, so we only give the details for
K0.
Suppose that K ∈ K0 and E ∈ E left ⊂ E in intersect. Let
rK : K → R be the fiber exhaustion function for K, and let
qE : E → [0, β]× [0, β] ⊂ R2 and pE = pie ◦ qE : E → e ⊂ R2 be the submersions that define
E as a coedge.
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Let p˜E = pi1 ◦ pE : El −→ R, and suppose that E is subordinate to z ∈ A2. By Part 5 of
Lemma 10.1, rK is lined up with pi1 ◦ pz, so for simplicity we assume
rK = pi1 ◦ pz.
This, together with (10.6.1), gives us that the angles between the gradients of p˜E and rK =
pi1 ◦ pz are ≤
(
5pi
6
)+
. Thus, after choosing the appropriate bump function λ˜ : R −→ R and
setting λ := λ˜ ◦ pi1 ◦ pz, we see that rK , p˜E, and λ satisfy the hypotheses of Proposition
5.9. Thus by Proposition 5.9, there is a deformation r˜K of rK with r˜K = rK on K \ E+
and r˜K = p˜E on E. By redefining K to be the appropriate sublevel of r˜K , we have that E
respects K (cf Figure 36).
It remains to show that F respects D0. As before, we only give the details for our de-
formation of K0. Except for notation, the argument for the deformation of V0
(
G˜L˜
)
is the
same. From Parts 3 and 4 of Definition 10.6, we have that if F ∈ F intersects K ∈ K0, then
along this intersection,
pF = pz,
where z is the element of A2 to which F is subordinate. Since rK = pi1 ◦ pz, it follows that
the fibers of pF are contained in levels of rK , so F respects K, and it remains to see that
this property is not destroyed when we replace K with K˜.
Suppose that E is a coedge that intersects K and F. Since S is respectful the fibers of pF
are contained in levels of pE and hence also in the levels of p˜E = pi1 ◦ pE. Since our bump
function λ is λ˜ ◦ pi1 ◦ pz, we also have that the fibers of pF are contained in levels of λ. Thus
the fibers of pF are contained in levels of
r˜K = (1− λ) p˜E + λrK ,
and B is respectful.
To assist in the remainder of the proof, we note that the deformation outlined above can
be performed while not affecting the existing properties of the A0
(
G˜L˜
)
. Indeed, by (10.7.1)
there is a choice of K+ with K b K+ so that S is also relative to LGl ∪ BG˜l even with K
replaced by K+. Proposition 5.9 and the argument above allow us to construct K˜ so that
K ⊂ K˜ ⊂ K+. (10.7.2)
Covers: Since S covers (A2)− and A0
(
G˜L˜
)
∪ A1
(
G˜L˜
)
covers Ω0 ∪ Ω1,
A0
(
G˜L˜
)
∪ A1
(
G˜L˜
)
∪ S
covers Ω0 ∪ Ω1 ∪ (A2)− . Since ∪
(V \ V in) and ∪ (E \ E in) are contained in Ω0 ∪ Ω1,
A0
(
G˜L˜
)
∪ A1
(
G˜L˜
)
∪ V in ∪ E in ∪ F
covers Ω0 ∪ Ω1 ∪ (A2)− , and it follows from (10.7.2) that B covers X \X4δ .
Disjointness: Since S is a cotriangulation, V in, E in, and B2 = F are disjoint collections.
By Part 6 of Proposition 10.4, A0(GL˜) and A1(GL˜) are each disjoint collections. By Part 1
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of Definition 10.6, E in is disjoint from A1(GL˜) and V in is disjoint from A0(GL˜). So B1 is a
disjoint collection, and using also (10.7.2) we have that B0 is a disjoint collection. 
So our goal for the remainder of this part of the paper is to prove
Lemma 10.8. There is a respectful cotriangulation S = V ∪ E ∪ F that is subordinate to
A2, is relative to LGL˜ ∪ BG˜L˜, and satisfies (10.6.1).
11. Geometric Cotriangulations
In spite of the fact that the concept of a cotriangulation is rather topological, we do not
know how to prove Lemma 10.8 without imposing some further geometric restrictions on
our cotriangulations. To do this, we will exploit a special fact about R2, namely Chew’s
Theorem (11.5, below), which says that all angles of a special type of simplicial complex in
R2 are ≥ pi
6
. We call these special complexes CDGs.
The only significance of the number pi
6
is that it is a universal lower bound for all angles
of all CDGs. In the end, this will allow us to verify that our cotriangulations satisfy the
geometric inequality in (5.7.1), and thus can be deformed to respectful cotriangulations.
In Subsection 11.1, we review the relevant results from [36] on Chew’s Theorem and its
consequences. In Subsection 11.15, we define the concept of a geometric triangulation cover
and in Subsection 11.24 we define geometric cotriangulations. Roughly speaking, geometric
cotriangulations are cotriangulations whose underlying triangulations are CDGs.
11.1. Chew’s Theorem and Its Consequences. A CDG is a special type of triangulation
in R2. Roughly speaking it is a Delaunay triangulation of a Gromov set. In this subsection,
we define CDGs and review their properties that were proven in [36]. We start with the
definition of Gromov sets.
Definition 11.2. Given η > 0, we say a subset A of a metric space X, is an η–Gromov
set if and only if
B (A, η) = X
and for distinct a, b ∈ A,
dist (a, b) ≥ η.
Equivalently, A is η–separated and not properly contained in an η–separated subset of X.
The definitions of Delaunay triangulation and CDGs are:
Definition 11.3. (see e.g. [13], Chapter 6 and Proposition 1.5 in [36]) A triangulation T of
a discrete point set S of R2 is called Delaunay if and only if for every edge e that bounds two
faces, the sum of the opposite angles is ≤ pi. Equivalently, the circumdisk of each 2–simplex
contains no points of S in its interior.
Definition 11.4. We call a simplicial complex T in R2 an η–CDG, provided there is a
Delaunay triangulation Tˆ of an η–Gromov subset of R2, and T is a subcomplex of Tˆ .
The algorithm on Pages 7-8 of [9] combined with the theorem on Page 9 and the corollary
on Page 10 of [9] give the following.
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Figure 37. Assume the side lengths of these squares is just under 2. Then the red vertices are a 1–
Gromov subset of the red square, and the red edges are a Delaunay triangulation of the red vertices. The
blue vertices are an extension of the red ones to a 1–Gromov subset of the union of the two squares, but
the dashed red edge fails the angle flip test and hence is not Delaunay for the extended configuration. The
Delaunay triangulation of the extended set consists of all of the edges pictured except for the dashed red
one.
Theorem 11.5. (Chew’s Angle Theorem) Let T be an η–CDG. Then all angles of T are
≥ pi
6
and the lengths of all edges of T are in [η, 2η] .
(See [36] for an alternative exposition.) Next we discuss deforming the concept of a CDG to
what we call almost CDGs. This begins with
Definition 11.6. Given η, δ > 0, we say a subset A of a metric space X, is an (η, δη)–
Gromov set if and only if
B (A, η (1 + δ)) = X
and for distinct a, b ∈ A,
dist (a, b) ≥ η (1− δ) .
To avoid technical difficulties near the boundaries of Delaunay triangulations of Gromov
sets the definition of almost CDGs is phrased in terms of the following technical concept (cf
Figure 37).
Definition. Let X be a metric space with U,Ux ⊂ X open in X. Given η > 0 and δ ≥ 0, let
A and Ax be (η, δη)–Gromov subsets of the closures of U and Ux respectively. We say that
Ax is a buffer of A provided:
1. The closed ball D(U, 6η) ⊂ Ux.
2. A = Ax ∩ closure (U) .
A CDG passes the following test with ε = 0.
Definition 11.7. Let T be a simplicial complex in R2. Let e be an edge of T which bounds
two faces. We say that e passes the ε–angle Flip Test if and only if the sum of the angles
opposite e is ≤ pi + ε.
We are ready for the definition of almost CDGs.
Definition 11.8. Given η, δ, ε > 0, let T0 be an (η, δη)–Gromov subset of the closure of an
open set U ⊂ R2 with buffer (T0)x . A triangulation T of T0 is called an (η, δη, ε)–CDG,
provided T is a subcomplex of a triangulation Tx of (T0)x, and each edge of Tx passes the
ε–angle flip test.
56 CURTIS PRO AND FREDERICK WILHELM
We will say Tx is a buffer of T . In [36] we observe
Proposition 11.9. (Proposition 4.15 of [36]) Given d, θ > 0, there are ε, δ > 0 so that for
every (η, δη, ε)-CDG,
1. Every edge length of T is in the interval [η − d, 2η + d] .
2. All angles of T are ≥ pi
6
− θ.
A given S ⊂ R2 can have more than one Delaunay triangulation, and hence sets Si
arbitrarily close to S need not have Delaunay triangulations that are close to an initially
prescribed triangulation of S. The following three definitions are part of our strategy to deal
with these issues.
Definition 11.10. ([13], page 74) Given a discrete S ⊂ R2, a segment e between two points
of S is in the Delaunay graph of S if and only if e is an edge of every Delaunay triangulation
of S.
Definition 11.11. Given a discrete S ⊂ R2, ξ > 0, and a segment ab between two points a
and b of S we say that ab is ξ–stable provided the following holds. For any embedding
ι : S −→ R2 so that
|ι− idS| < ξ,
the segment ι (a) ι (b) is in the Delaunay graph of ι (S) .
Definition 11.12. We say that an (η, δη, ε)–CDG is ξη–stable provided each of its boundary
edges T is ξη–stable.
The definition of legal graph (Definition 7.11) is motivated by the following result.
Proposition 11.13. ([36], Proposition 3.3) For η > 0, let S be an η–Gromov subset of R2.
If a, b ∈ S satisfy dist(a, b) < √2η, then the segment ab between a and b is in Delaunay graph
of S.
We can now state the main result of the section, which is the following extension theorem
for almost CDGs. It has the added feature that the extension is error correcting in the
sense that the error estimates, ε and δ, for the new simplices is 0 (cf Definition 12.3, below).
Theorem 11.14 (Theorem 4.17, [36]). There are ε, ξ, δ > 0 with the following property. For
β ≥ 50η, let T be a ξη–stable, (η, δη, ε)–CDG in [0, β] × [0, β] ⊂ R2. There is a ξη–stable,
(η, δη, ε)–CDG, T˜ , which extends T and has the following properties.
1. [0, β]× [0, β] ⊂ B
(
T˜0, η
)
.
2. The buffer of T˜ extends the buffer of T that is,
(Tx)0 ⊂
(
T˜x
)
0
.
3.
(
T˜x
)
0
is a subset of [0, β + 6η]× [0, β + 6η] so that
dist
((
T˜x
)
0
\ (Tx)0 , T0
)
≥ 3η,
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[0, β + 6η]× [0, β + 6η] ⊂ B
((
T˜x
)
0
, η
)
, and
dist (v, w) ≥ η,
for v ∈
(
T˜x
)
0
\ (Tx)0 and w ∈
(
T˜x
)
0
.
4. T˜x contains all legal subgraphs of Tx.
5. Every edge of T˜ that has a vertex in
(
T˜0
)
x
\T0 is Delaunay, in the sense that it passes
the ε–angle Flip Test with ε = 0.
6. Every edge with a vertex in
(
T˜0
)
x
\ (T0)x has length ≤ 2η.
11.15. From Triangulations to Covers in Dimension 2. In this subsection, we define
geometric triangulation covers and discuss their key properties (see Figure 27). We assume
{η˜l}L˜l=1 and A2 = {zl}L˜l=1 are as in Proposition 10.4.
Definition 11.16 (see Figure 34). For zk ∈ A2 and k ≤ l, let T be an (η˜l, δη˜l)–CDG
in pzk
(
z+k
)
, and let Bl and Ll be as in (10.2.5). We say that T is an η˜l–geometric
triangulation provided:
1. If zk ∈ Ll, then T0 ∩ {{0} × [0, βl]} is the set Llk from (10.3.1).
2. If zk ∈ Bl, then T0 ∩ {[0, βl]× {0}} is the set Blk from Part 2 of Proposition 10.4.
3. The boundary edges of T are ξη˜l–stable where ξ is as in Theorem 11.14.
Definition 11.17. Let T be an η˜l–geometric triangulation.
For e ∈ (Tx)1 and ρ > 0 set
eShr := e \
(
B(∂e, 40ρη˜l)
)
and
eρη˜l :=
{
p+ v | p ∈ eShr, v ⊥ e, and |v| < 2ρη˜l
}
.
For f ∈ (Tx)2 , set
fρη˜l := {x ∈ f | dist(x, ∂f) > ρη˜l} .
Definition 11.18 (see Figure 27). Let O (T ) be a triangulation cover of an η˜l–geometric
triangulation T . Given ρ, d > 0 we say that O (T ) is (η˜l; ρ, d)–geometric provided:
1. For all v ∈T0, gO,T (v) = B (v, 50ρη˜l) .
2. For all e ∈T1, gO,T (e) = eρη˜l .
3. For all f ∈T2, gO,T (f) = fρη˜l .
4. Each of the three collections,
{gO,T (v)}v∈T0 , {gO,T (e)}e∈T1 , and {gO,T (f)}f∈T2
is dη˜l–separated.
Combining Proposition 11.9 with this definition gives us
Corollary 11.19. There exist universal constants ρ, d > 0 so that for any η˜l–geometric
triangulation T there is an (η˜l; ρ, d)–geometric triangulation cover O (T ) of T . Moreover, if
O
(
T˜
)
is any (η˜l; ρ, d)–geometric triangulation cover of a subcomplex T˜ ⊂ T , then O
(
T˜
)
extends to an (η˜l; ρ, d)–geometric triangulation cover of T .
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Since the constants ρ and d are universal, for brevity we will omit them from the notation
and refer to these covers as η˜l–geometric triangulation covers. Next we record the following
method of getting a cotriangulation from a triangulation, which is canonical up to a Gromov-
Hausdorff error.
Definition 11.20 (see Figures 28 and 34). For k ≤ l, let T k be an η˜l–geometric triangulation
in pzk
(
z+k
)
with η˜l–geometric triangulation cover O (T ) . A cosimplex S that is subordinate
to z+ and generated by a U ∈ O (T ) via (9.4.1) is called a standard local η˜l–cosimplex
associated to (z, T ) . A collection S = V ∪ E∪ F of standard local η˜l–cosimplices
is called a standard local η˜l–cotriangulation, provided the collection V of covertices is
disjoint, the collection E of coedges is disjoint, and the collection F of cofaces is disjoint.
Otherwise, we call S a standard local precotriangulation.
Definition 11.21. (cf Definition 11.8) Let Sk be a standard local cotriangulation associated
to
(
zk, T k
)
. An extension (Sk)x of Sk is called a buffer of Sk provided (Sk)x is a standard
local cotriangulation associated to
(
z+k ,
(T k)
x
)
.
The following corollaries follow by combining these definitions with the fact that η˜l ≥ βl500 ,
and our global hypothesis that κ and κ are sufficiently small.
Corollary 11.22. Let T be an η˜l–geometric triangulation in pzl
(
z+l
)
. Given any KT ⊂ T ,
there is a respectful, standard local η˜l–cotriangulation S (T ) associated to (zl, T ) whose
generating set is KT and whose cosimplices are defined using the submersion pzl . Moreover,
setting |KT | := ∪s∈KT |s| , if
pzl (zl) ⊂ |KT | ,
then S (T ) covers z−l .
Corollary 11.23. Let S =V ∪ E ∪ F be a standard local η˜l–precotriangulation associated to
(zl (βl) , T ) . Then S is a cotriangulation, provided κ and κ are sufficiently small. Moreover,
if the cofaces F ∈ F that intersect ∪
(
A0(G˜l) ∪ A1(G˜l)
)
satisfy Part 4 of Definition 10.6,
then S is relative to LGl ∪ BG˜l.
11.24. Geometric Cotriangulations. In this subsection, we define geometric cotriangu-
lations and establish some of their key properties. The most important is that we can use
Lemmas 5.7 and 5.10 to deform many of them to respectful cotriangulations (see Lemma
11.27 below).
Definition 11.25 (Geometric Cotriangulations). Let
S = V ∪ E ∪ F =
l⋃
i=1
Si =
l⋃
i=1
(Vi ∪ Ei ∪ Fi)
be a cotriangulation that is subordinate to {zi(βi)}li=1. For l ≤ m, we say that S is η˜m–
geometric provided for k ∈ {1, . . . , l} :
1. There is a standard local cotriangulation whose Gromov-Hausdorff distance from Sk is
no more than τ (κη˜m).
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2. Let the triangulation T k that generates Sk have buffer T kx . Then T kx generates a
buffer (Sk)x of Sk which also has Gromov-Hausdorff distance at most τ (κη˜m)–from a
standard local cotriangulation.
In the remainder of this subsection we let S = V ∪ E ∪ F be an η˜l–geometric cotriangu-
lation subordinate to {zi(βi)}li=1 and explain why, with a few additional hypotheses, S can
be deformed to be respectful. To do this, we will deform the submersions of neighboring
cosimplices so that they are lined up and then use the following corollary to Lemma 5.10 to
obtain a respectful collection.
Corollary 11.26. Suppose all pairs (L, qL), (H, qH) of l-framed and h-framed sets with
l < h and L ∩ H 6= ∅ in S are lined up on L ∩ {H \H−} . Then we can choose fiber
exhaustion functions for the covertices and coedges of S so that S is a respectful framed
collection.
We can now state the main result of this subsection, which provides a criterion for when
a geometric cotriangulation can be deformed to a respectful geometric cotriangulation.
Lemma 11.27. There is a C > 1 with the following property. Let S = ∪li=1Si be an
η˜l–geometric cotriangulation that is subordinate to
{
z+i
}l
i=1
. Set
I :=
{
S ∈
l−1⋃
i=1
Si
∣∣∣∣∣ S ∩ (∪Sl) 6= ∅
}
.
Suppose that
l−1⋃
i=1
Si is respectful and every cosimplex of Sl is defined via the submersion pzl .
If κ and κ are sufficiently small, then there is a respectful geometric cotriangulation S˜ =
∪li=1S˜i subordinate to
{
zi(β+i )
}l
i=1
and a bijection
S → S˜
(S, qS) 7−→ (S˜, qS˜)
that have the following properties:
a: If S ∈ S \ I, then (S˜, qS˜) = (S, qS) .
b: For S ∈ I, qS˜ = qS on {S \ ∪Sl}.
c: For S ∈ I and any open U ⊂ S, if qS|U is κ–almost Riemannian and κ–lined up with
pzl , then qS˜|U is κ˜–almost Riemannian and κ˜–lined with pzl , where
κ˜ := κ + κ (1 + 2C) and κ˜ := κ (2 + 2C) . (11.27.1)
Set
I l := {S ∩z+l ∣∣ S ∈ I} .
Since the cosimplices of I l are lined up and subordinate to z+l , it follows from Proposition
5.14 that there is a submersion
P : ∪I l −→ R2 (11.27.2)
that is lined up with each of the submersions qS that define the cosimplices of I l.
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The definition of geometric cotriangulation and the hypothesis that {zi(βi)}li=1 is verti-
cally separated imply that there is a universal constant C > 1 so that (5.7.1) holds with
W = ∪I l ∩ (∪S−l ) , U = ∪I l,+ ∩ (∪Sl) , and Ω := ∪I l,+. Applying the Submersion Deforma-
tion Lemma we then get
Lemma 11.28. If κ and κ are sufficiently small then, there is a Riemannian submersion
P˜ : ∪I l,+ −→ R2 and a diffeomorphism Tl : R2 −→ R2 so that
P˜ =
{
Tl ◦ pzl on ∪ I l ∩
(∪S−l )
P on ∪ I l,+ \ ∪Sl. (11.28.1)
Moreover, for any open U ⊂ ∪I l,+, if P |U is κ–almost Riemannian and κ–lined with pzl ,
then P˜ |U is κ˜–almost Riemannian and κ˜–lined with pzl , where κ˜ and κ˜ are as in (11.27.1).
Proof of Lemma 11.27. Given S ∈ I, there is a diffeomorphism TS : R2 −→ R2 so that on
S ∩z+l , qS = TS ◦ P, where P is as in (11.27.2). Set
q˜S =
{
TS ◦ P˜ on z+l ∩ S
qS on S \ ∪Sl, (11.28.2)
where P˜ is as in Lemma 11.28. Since the elements of Sl are undeformed, it follows from
(11.28.1) and (11.28.2) that q˜S is lined up with each element of Sl that intersects S. It also
follows from (11.28.2) that the process of replacing each qS with q˜S does not alter the fact
that the collection
l−1⋃
i=1
Si is lined up.
Conclusion a holds since we only deform the cosimplices of I. Conclusion b holds since
q˜S = qS on {S \ ∪Sl} . Conclusion c follows from the “moreover” conclusion of Lemma
11.28. 
12. How to Construct Cotriangulations
In this section, we complete the proof of Covering Lemma 2. By Proposition 10.7 it suffices
to prove Lemma 10.8.
Recall that LGl and BG˜l are the cographs from Corollary 10.3 and Equation (10.5.3). By
Proposition 11.9 a geometric cotriangulation that is relative to LGL˜ ∪ BG˜L˜ automatically
satisfies (10.6.1). Thus it suffices to prove
Lemma 12.1. For each l = 1, 2, . . . , L˜, there is a respectful η˜l–geometric cotriangulation
S l = V l ∪ E l ∪ F l that is subordinate {zi(β+i )}li=1 and relative to LGl ∪ BG˜l.
The proof is by induction. As in Part 1, the main ingredients of the proof are extension
and subdivision lemmas. They are stated below as Lemmas 12.7 and 12.17.
The induction is anchored by taking an η˜1–CDG that covers pz1 (z1) and contains LG1 and
BG˜1 and then applying Corollary 11.22 to get an associated standard local η˜1–cotriangulation
S1 that covers z−1 .
For an outline of the induction step, assume that S l−1 is a respectful η˜l−1–geometric cotri-
angulation subordinate to
{
zi(β+i )
}l−1
i=1
. In the event that η˜l < η˜l−1, we use the Subdivision
Lemma to replace S l−1 with an η˜l-geometric cotriangulation S˜ l−1 subordinate to
{
zi(β+i )
}l−1
i=1
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Figure 38. The pink and blue rectangles are
the images of two 2–framed sets z1(β1) and
z2(β1). The pink set is roughly a β18 –Gromov
subset of pz1 (z1(β1)), but only it intersects
pz2 (z2(β2)) in one point. Thus we add the blue
points to the pink points to obtain a Gromov sub-
set that is at an appropriate scale for the blue set.
(see Figure 38). We then use the Extension Lemma to
extend S˜ l−1 to an η˜l-geometric cotriangulation S˜ l sub-
ordinate to
{
zi(β+i )
}l
i=1
. If η˜l = η˜l−1, the procedure
is the same except that we skip the subdivision step.
The first step in the proof of the Extension Lemma
is to project S˜ l−1 to zl using pzl . This yields an
(η˜l, δη˜l, ε)–CDG, T pr,l, where the errors, δ and ε de-
pend on κ and κ. Since the cardinality L˜ of A2 has no
known relationship with κ and κ, we need a way to see
that these errors do no accumulate to something sig-
nificant. This is the role played by the as yet undefined
term, error correcting cotriangulation. We define
this term in the next subsection where we also state
and prove the Extension Lemma. In Subsection 12.14, we state and prove the Subdivision
Lemma, and in Subsection 12.19, we complete the proof of Lemma 12.1.
12.2. Error Correcting Cotriangulations and the Extension Lemma. In this subsec-
tion, we state and prove the Extension Lemma. Before doing this we define the term error
correcting cotriangulation. This also requires several preliminary notions.
To start, notice that Theorem 11.14 accepts a ξ–stable (η, δη, ε)–CDG as its input and
extends it to a ξ–stable (η, δη, ε)–CDG for which the new simplices are error free. This
motivates
Definition 12.3. If T and T˜ are related as in Theorem 11.14, then we will say that T˜ is
an error correcting extension of T .
Figure 39. The Extension Process: The
long brown segments are vertex fibers of the
existing cotriangulation. The short segments
are extensions of the brown vertex fibers to two
different 2–framed sets. The vertical splitting
depicted here is caused by a bifurcation of the
2–strained points (cf Figure 8). The long pink
segments are part of the buffer of the exist-
ing, pink-brown, cotriangulation. Its presence
is necessitated by technicalities involved with
extending Delaunay triangulations of Gromov
sets (cf Figure 37). For a more detailed, blown
up version of this region see Figure 40.
Before proceeding further we detail the process men-
tioned above wherein we project a geometric cotriangu-
lation to get an almost CDG. To do so, for k ≥ l − 1,
let S = ∪l−1i=1Si be an η˜k–geometric cotriangulation that
is subordinate to
{
zi(β+i )
}l−1
i=1
⊂ A2. For v ∈ (KT i)0,
let qv be the submersion that defines the covertex that
corresponds to v. We call the set of vertex fibers
VF :=
l−1⋃
i=1
{
q−1v (v)
∣∣ v ∈ (KT i)0} , (12.3.1)
and define
T pr,l0 := pzl (VF) .
Strictly speaking, the elements of T pr,l0 are not points.
So a triangulation of T pr,l0 is, technically, an abstract sim-
plicial complex rather than a complex in R2. However,
since our 2–framed sets are κ-lined up, the elements of
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T pr,l0 all have diameter less than τ (2κβl) . To avoid excess technicalities we will treat the
elements of T pr,l0 as though they were points, with no further comment.
Let T pr,l be the triangulation of T pr,l0 in which two vertices are connected by an edge if
and only if the corresponding covertices intersect a common coedge. Define buffers (KT l)x ,
VFx, and T pr,lx analogously. Before stating the definition of error correcting cotriangulation,
we need two more notions.
Definition 12.4. Let S ∈ V ∪ E be generated by s ∈ KT i ⊂ T i. If s ∈ ∂T i, then we say that
S is a boundary cosimplex of S, and we let ∂V , ∂E , and ∂S be the collection of all boundary
covertices, coedges, and cosimplices, respectively.
Definition 12.5. Let S ∈ Si ⊂ S. If qS is κ˜–almost Riemannian and κ˜–lined up with pzi ,
then we say that S is (κ˜, κ˜)–deformed. For U ⊂ S, we say that qS is undeformed on U if
qS|U and pzi |U are lined up. If qS is undeformed on S, then we say that S is undeformed.
Definition 12.6. (Error Correcting Cotriangulations) For k ≥ l, let
S = V ∪ E ∪ F =
l⋃
i=1
Si
be a respectful η˜k–geometric cotriangulation that is subordinate to {zi(βi)}li=1. We say that
S is error correcting provided for each j0 ∈ {1, 2, . . . , l} ,
1. The triangulation T j0 associated to Sj0 is an error correcting extension of T pr,j0.
2. The generating set KT j0 for Sj0 is
KT j0 = T j0 \ T pr,j0 .
3. Every S ∈ S \ ∂S is undeformed.
4. Every element of E ∈ ∂E is undeformed on (E \ ∪F (E)+), where F (E) is the set of
the cofaces F ∈ F that intersect E.
5. For every covertex of V ∈ ∂ (V) , qV is undeformed on V \
(∪E (V )+⋃∪F (V )+), where
E (V ) and F (V ) are the sets of coedges and cofaces that intersect V.
6. For every covertex of V ∈ ∂ (V) , qV is at most (κ2, κ2)–deformed everywhere and at
most (κ1, κ1)–deformed on V \
(∪F (V )+) , where
κ1 : = κ + κ (1 + 2C) , κ1 := κ (2 + 2C) ,
κ2 : = κ1 + κ1 (1 + 2C) , κ2 := κ1 (2 + 2C)
and C is the constant from Lemma 11.27.
We can now state the Extension Lemma.
Lemma 12.7. (Extension Lemma) Let S = V ∪ E ∪ F be an error correcting, η˜l–geometric
cotriangulation which is subordinate to
{
zi(β+i )
}l−1
i=1
and relative to LGl ∪ BG˜l.
Then S extends to an error correcting, η˜l–geometric cotriangulation S˜ = V˜ ∪ E˜ ∪ F˜ which
is subordinate to
{
zi(β+i )
}l−1
i=1
∪ {zl(β+l )} and relative to LGl ∪ BG˜l.
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To begin the proof, define
VFi (ν) :=
{
q−1v (v) ∩zi (βi, ν)
∣∣ q−1v (v) ∈ VF} ,
and let VTi (ν) be the simplicial complex whose vertex set is VFi (ν) and whose edge set is
pairs of fibers in VFi (ν) whose corresponding covertices intersect a common coedge. Define
buffers VFi (ν)x and VTi (ν)x analogously. The error correcting hypothesis implies that
VTi (ν) is geometrically similar to a CDG. To formulate this precisely, we propose
Definition 12.8. A simplicial complex is metric provided the vertex set T0 is a subset of a
metric space X.
Definition 12.9. We say that a 2–dimensional simplicial complex is surface–like provided
each edge e is contained in at most two 2–simplices.
Definition 12.10. Let T be 2–dimensional simplicial complex which is metric and surface–
like. Let e be an edge of T which bounds two faces. We say that e passes the ε–angle
flip test if and only if the sum of the comparison angles opposite e is ≤ pi + ε, where our
comparison triangles are in R2.
Definition 12.11. Let T be 2–dimensional simplicial complex which is metric and surface–
like. We say that T is an abstract (η, δη, ε)–CDG provided T0 is an (η, δη)–Gromov subset
of X and each edge passes the ε–angle flip test.
Next we prove that for each j0 ∈ {1, . . . , l} , VTj0
(
β+l
)
is an abstract CDG with respect
to the following metric: For any q−1v (v) , q
−1
v˜ (v˜) ∈ VTj0
(
β+l
)
, choose any point in x0 ∈
q−1v (v) ∩zj0 (βj0 , βl) and define
dist
(
q−1v (v) , q
−1
v˜ (v˜)
)
:= dist
(
x0, q
−1
v˜ (v˜) ∩zj0 (βj0 , 5βl)
)
. (12.11.1)
Of course this definition depends on the many possible choices of x0, but since the qv are 3κ2–
lined up κ2–almost Riemannian submersions, the fibers are almost equidistant. So regardless
of these choices we have
Lemma 12.12. If S is an error correcting η˜l–geometric cotriangulation that is subordinate
to
{
z+i
}l−1
i=1
, then for all j0 ∈ {1, 2, . . . , l − 1} , VTj0
(
β+l
)
is an abstract (η˜l, η˜lδ, τ (δ))–CDG,
for δ = 1− κ2 − 5, 000κ2.
Remark. The quantity τ (δ) of the previous lemma is universal in the sense that it only
depends on δ.
Proof. It follows from the definition of error correcting cotriangulations and (5.13.1) that
VFj0
(
β+l
)
is η˜l (1 + κ2) dense in zj0
(
βj0 , β
+
l
)
. We will show that the vertex fibers q−1vi (vi),
q−1vj (vj) of the buffer
(
VTj0
(
β+l
))
x
of VTj0
(
β+l
)
are
(
η˜l (1− κ2)− 9κ2β+l
)
-separated, and if
a pair is connected by an edge, then the distance between them lies in the interval[
η˜l (1− κ2)− 9κ2β+l , 2η˜l (1 + κ2)
]
.
Since β+l ≤ 501η˜l, it will then follow that our vertex fibers are δη˜l-separated, where δ =
1−κ2− 5, 000κ2, and if a pair is connected by an edge, then the distance between them lies
in the interval
[η˜l (1− δ) , 2η˜l (1 + κ2)] .
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Figure 40. Buffer Blown Up: It follows from Part 3 of Theorem 11.14 that no new vertex fibers
are added to the part of the buffer (light blue and light grey-green) that is within 3η˜l of the existing
cotriangulation. However, the buffer extends out to the 6η˜l neighborhood. New vertex fibers (the broken
segments) can be added that are further than 3η˜l from the old cotriangulation, but are still in the buffer
region. This would only happen if an old edge was originally almost length 2η˜l and was lengthened by the
lifting and projecting process. The codege set can also change in the buffer region.
By combining the definition of error correcting cotriangulation with Proposition 5.12 we
see that both estimates hold when j0 = 1. Assume that both statements hold for j0 ≤ k−1 ≤
l − 2.
Let S = ∪l−1i=1Si be the decomposition of S into local cotriangulations. Suppose
vi ∈ (KT i)x , vj ∈ (KT j)x and i ≤ j ≤ k. (12.12.1)
If j ≤ k − 1, then by induction the required estimates hold.
Otherwise, vj ∈ (KT k)x \
(T pr,kx )0 (cf Figure 39). Set v˜i = pzk (q−1vi (vi)) . The definition of
error correcting cotriangulation then gives us that dist (v˜i, vj) ≥ η˜l. Together with (5.13.3),
this gives us that q−1vi (vi) and q
−1
vj
(vj) are
(
η˜l (1− κ2)− 9κ2β+l
)
-separated with respect to
the metric of (12.11.1). If, in addition, q−1vi (vi) and q
−1
vj
(vj) are connected by an edge, then
v˜i and vj are connected by an edge of T k, which by Part 6 of Theorem 11.14 has length
≤ 2η˜l. So, as before, (5.13.1) gives us that dist
(
q−1vi (vi) , q
−1
vj
(vj)
)
≤ 2η˜l (1 + κ2) .
It remains to prove that the edges of VTj0
(
β+l
)
pass the τ (δ)–comparison angle flip test.
The proof is also by induction and the case j0 = 1 is a consequence of Proposition 5.12. We
take
vi ∈ KT i , vj ∈ KT j with i ≤ j ≤ k
and assume that q−1vi (vi) and q
−1
vj
(vj) are connected by an edge of VTk
(
β+l
)
. By induction
we may assume that j = k and hence that vj ∈ KT k := T k \ T pr,k, so by Part 5 of Theorem
11.14, the edge v˜ivj is Delaunay. This, together with Lemma 5.13, gives us that the edge
between q−1vi (vi) and q
−1
vj
(vj) passes the τ (δ)–comparison angle flip test. So VTj0
(
β+l
)
is an
abstract (η˜l, δη˜l, τ (δ))–CDG. 
Combining the previous lemma with Lemma 5.13 yields
Corollary 12.13. If S is an error correcting η˜k–geometric cotriangulation that is subordinate
to
{
z+i
}l−1
i=1
, then T pr,l is an (η˜k, 2δη˜k, 2τ (δ))–CDG, where δ and τ are as in the previous
lemma.
STABILITY, FINITENESS AND DIMENSION FOUR 65
Proof of the Extension Lemma. For simplicity, we write η for η˜l. Since S = V ∪ E ∪ F is
error correcting, Corollary 12.13 gives us that T pr,l is an (η, 2δη, 2τ (δ))–CDG, where δ and
τ are as in Corollary 12.13. By Theorem 11.14, T pr,l has an error correcting extension to
an (η, 2δη, 2τ (δ))–CDG T l which covers [0, βl]× [0, βl].
Set
KT l = T l \ T pr,l, (12.13.1)
and let Sl = Vl ∪ El ∪Fl be the standard local cotriangulation whose cosimplices are in one-
to-one correspondence with KT l and are defined using the submersion pzl (see Definition
11.20). Since T l is an error correcting extension of T pr, Lemma 5.13 gives us that
the intersection of S∪Sl with z+l is no more than τ (κη) from a standard
local cotriangulation associated to the η–geometric triangulation T l. (12.13.2)
To show that
Ŝ := S ∪ Sl = V ∪ E ∪ F ∪ Vl ∪ El ∪ Fl
is a cotriangulation, we combine the fact that S is a cotriangulation with the following
additional arguments.
Proof of Property 1 of Definition 9.5. Since S is a cotriangulation and Sl is a local
cotriangulation, Property 1 holds 
Proof of Property 2 of Definition 9.5. The collections V , E , and F are disjoint, by
hypothesis, so it suffices to show that the collections Vl, El, and Fl of the newly defined
covertices, coedges, and cofaces are disjoint from each other and from V , E , and F , respec-
tively. Since each element of Vl, El, and Fl is contained in z+l , it is enough to consider the
intersection of S∪Sl with z+l .
By combining (12.13.2) with Corollary 11.23, we see that the intersections of each of V∪Vl,
E∪El, and F∪Fl with z+l is a disjoint collection, and hence each of V∪Vl, E∪El, and F∪Fl
is a disjoint collection. 
Proof of Property 3 of Definition 9.5. By hypothesis, S covers ∪l−1i=1zi(β−i ). Since |T l|
covers pzl (zl(βl)), Corollary 11.22, (12.13.1), and (12.13.2) together imply that Ŝ covers
zl(β−l ). 
Thus Ŝ is a cotriangulation. By construction, Ŝ is η˜l–geometric. Our original cotriangula-
tion, S, is relative to LGl∪BG˜l, so it contains the intersection of LGl∪BG˜l with ∪l−1i=1zi(β+i ).
Since Part 4 of Theorem 11.14 guarantees that T l contains all legal subgraphs of T pr,l, we
can choose T l to contain the graphs that generate LGl ∪BG˜l. This, together with (12.13.2),
Corollary 11.23, and the fact that the cosimplices of Sl are defined using the submersion pzl
gives us that Ŝ is relative to LGl ∪ BG˜l.
Our original cotriangulation, S, is respectful and every cosimplex of Sl is defined via the
submersion pzl . Together with the fact that S is η–geometric and error correcting, this gives
us that Ŝ satisfies the hypotheses of Lemma 11.27. So there is a deformation S˜ of Ŝ which
is a respectful η–geometric cotriangulation that is subordinate to
{
zi(β+i )
}l
i=1
.
Let I ⊂ Ŝ be as in Lemma 11.27. Because S is error correcting, I ⊂ ∂Ŝ. Combining this
with the conclusion of Lemma 11.27, the fact that S is error correcting, the construction of
S˜, and the fact that S˜ is respectful and η–geometric, we see that S˜ is error correcting. 
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12.14. Subdividing Error Correcting Cotriangulations. In this subsection, we explain
how to subdivide error correcting cotriangulations. We start with the analogous result for
CDGs from [36], which shows how to subdivide an (η, δη, ε)–CDG in a manner that preserves
the error correcting property.
Theorem 12.15. (Theorem 4.23, [36]) Let T be an (η, δη, ε)–CDG in [0, β]× [0, β] ⊂ R2. If
T˜ is an error correcting extension of T , then there are subdivisions L (T ) , L
(
T˜
)
of T and
T˜ , respectively, so that
1. L (T ) and L
(
T˜
)
are
(
η
10
, δ η
10
)
–CDGs.
2. L
(
T˜
)
is an error correcting extension of L (T ) .
3. If G˜ ⊂ T˜1 is a legal subgraph of the 1–skeleton of T˜ and L
(
G˜
)
is a legal
(
η
10
, δ η
10
)
–
geometric subdivision of G˜, then we can choose L
(
T˜
)
so that it contains L
(
G˜
)
.
Let
S = ∪l−1i=1Si = V ∪ E ∪ F
be an error correcting, η˜l−1–geometric cotriangulation which is subordinate to
{
zi(β+i )
}l−1
i=1
and relative to LGl−1 ∪ BG˜l−1. We will explain how to subdivide S and obtain an error
correcting, η˜l–cotriangulation which is subordinate to
{
zi(β+i )
}l−1
i=1
and relative to LGl∪BG˜l.
We make use of the following corollary of Proposition 5.14.
Corollary 12.16. Let S ∈ Ei ∪Fi, and let LS be the collection of lower framed cosimplicies
that intersect S. There is a submersion
qextS : (S ∪ ∪LS) ∩zi −→ R2
so that
1. qextS extends qS|S− and
2. For each L ∈ LS, qextS is lined up with qL on L \ S.
The Procedure:
Since S is error correcting, for each k, T k is an error correcting extension of T pr,k. Thus
by Theorem 12.15, there are subdivisions L (T k) and L (T pr,k) of T k and T pr,k, respectively,
so that L (T k) is an error correcting extension of L (T pr,k) and each of L (T k) and L (T pr,k)
is η˜l−1
10
–geometric. Set
KL(T k) = L
(T k) \ L (T pr,k) .
Each s ∈ KL(T k) is contained in the interior of a unique t (s) ∈ KT k . Let S (s) be the
standard geometric η˜l−1
10
–cosimplex that corresponds to s and is defined using the submersion
qextt(s) (cf Definition 11.20).
The Outcome:
Lemma 12.17. (Subdivision Lemma) Let S˜ = V˜ ∪ E˜ ∪ F˜ be the collection obtained by per-
forming the above procedure n (l) − n (l − 1) times, where n (l) is as in (8.2.1). Then S˜ is
an error correcting, η˜l–geometric cotriangulation that is relative to LGl ∪ BG˜l.
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The definition of error correcting cotriangulation together with Lemma 5.13 gives us the
following result.
Proposition 12.18. For k ≥ l−1, let S be an error correcting ηk–geometric cotriangulation
that is subordinate to {zi(βi)}l−1i=1. For S, Sˆ ∈ S, if S ∩ Sˆ = ∅, then Sv,+ ∩ Sˆv,+ = ∅. (See
(8.13) for the definition of Sv,+.)
Proof of Lemma 12.17. Notice that ∪S∈SSv,−⊂ ∪ S˜, so the fact that S covers {zi(β−i )}l−1i=1
gives us that S˜ covers {zi(β−i )}l−1i=1.
Write S˜ for
V˜ , E˜ , or F˜ .
Notice that for S˜ ∈ S˜, there is a unique S ∈ S so that |sS˜| ⊂ |interior (sS)| ,
qS˜ = q
ext
S , (12.18.1)
and S˜ ⊂ Sv,+. For distinct S˜1, S˜2 ∈ S˜, if S1∩S2 = ∅, then by Proposition 12.18, Sv,+1 ∩Sv,+2 =
∅. So
S˜1 ∩ S˜2 ⊂ Sv,+1 ∩ Sv,+2 = ∅. (12.18.2)
Now suppose that for S˜1, S˜2 ∈ S˜, S1∩S2 6= ∅. Then qextS1 and qextS2 are lined up and sS˜1∩sS˜2 = ∅.
This together with qS˜1 = q
ext
S1
and qS˜2 = q
ext
S2
gives us that S˜1 ∩ S˜2 = ∅. Hence S˜ is pairwise
disjoint.
Since we defined the cosimplices of S˜ to be geometrically standard using (12.18.1), S˜ is an
η˜l–geometric cotriangulation. Similarly, using the equation qS˜ = q
ext
S and Lemma 5.10, we
can choose fiber exhaustion functions for the cosimplices of S˜ that make S˜ respectful. Since
S is error correcting and S˜ is respectful, it follows from Theorem 12.15 and the construction
of S˜ that S˜ is error correcting. Our original cotriangulation S is relative to LGl−1 ∪ BG˜l−1.
It follows from Part 3 of Theorem 12.15 that we can choose S˜ to contain LGl ∪ BG˜l. This,
together with the equation qS˜ = q
ext
S and the fact that S˜ is η˜l–geometric, gives us that S˜ is
relative to LGl ∪ BG˜l. 
12.19. Constructing the cotriangulation. In this subsection, we show how to combine
the extension and subdivision lemmas to prove Lemma 12.1 and hence Covering Lemma 2.
Proof of Lemma 12.1. Apply the Extension Lemma with l = 1 and S = ∅ to get an error
correcting, η˜1–geometric cotriangulation S1 which is subordinate to z1(β+1 ) and relative to
LG1 ∪ BG˜1.
Assume, by induction that there is an error correcting, η˜l−1–geometric cotriangulation S l−1
which is subordinate to
{
zj(β+j )
}l−1
j=1
and relative to LGl−1 ∪ BG˜l−1. Use the Subdivision
Lemma (12.17) to subdivide S l−1 to get an error correcting, η˜l–geometric cotriangulation
S˜ l−1. By the Extension Lemma (12.7), S˜ l−1 extends to a respectful, error correcting, geo-
metric cotriangulation S l. 
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13. Appendix: The Diffeomorphism of the Top Stratum
Part 2 of Limit Lemma G follows from the next result, which we prove in this section. To
do so we make liberal use of the notion of stable submersions and their associated concepts
as detailed in Definitions 2.1 and 2.2.
Theorem 13.1. Let B be as in Covering Lemma 2. There is an Ω ⊂ X4δ so that B respects
Ω and is Ω–proper.
We construct Ω as the union of the following four open sets:
O0 : =
⋃
B∈B0
B \
⋃
B∈B0∪B1∪B2
B¯−,
O1 : =
⋃
B∈B1
B \
⋃
B∈B1∪B2
B¯−,
O2 : =
⋃
B∈B2
B \ B¯−, and
O4 : = X \
⋃
B∈B0∪B1∪B2
B¯−.
It follows from the Quantitatively Proper Corollary (3.14), (6.4.1), (9.4.1), and Covering
Lemma 2 that for i = 0, 1, 2, or 4, Oi b X4δ . Hence for
Ω := O0 ∪O1 ∪O2 ∪O4,
we have Ω b X4δ . It follows from the construction of Ω that B is Ω–proper. It remains to
show
Theorem 13.2. There are open sets Ωα ⊂ Mα that converge to Ω ⊂ X, and for all but
finitely many α, β, diffeomorphisms
Φβ,α : Ωα −→ Ωβ,
that have the following property.
For k ∈ {0, 1, 2} , all B ∈ Bk, and all but finitely many α, β, there are approximations
Bα, Bβ → B so that
Φβ,α (Bα ∩ Ωα) = Bβ ∩ Ωβ. (13.2.1)
Moreover, if p : B −→ Rk and r : B −→ R are the projection and fiber exhaustion
function of B. Then there are approximations pα : Bα −→ Rk and pβ : Bβ −→ Rk of p and
rα : Bα −→ R and rβ : Bβ −→ R of r so that
pβ ◦ Φβ,α|Bα∩Ωα = pα|Bα∩Ωα and rβ ◦ Φβ,α|Bα∩Ωα = rα|Bα∩Ωα . (13.2.2)
The existence of the Ωα and the diffeomorphisms Φβ,α : Ωα −→ Ωβ follows from Theorem
6.1 in [22]. It only remains to show that the Φβ,α can be chosen to satisfy (13.2.1) and
(13.2.2). The argument is nearly identical to the proof of Proposition 6.4 in [35], so we will
only outline it.
A key ingredient is Gromov’s Covering Lemma ([35], [39]), whose statement makes use of
the notion of the first order of a cover, which we review here.
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Definition. We say that a collection of sets C has first order ≤ o if and only if each C ∈ C
intersects no more than o− 1 other members of C.
Lemma 13.3. (Gromov’s Covering Lemma) Let X be an n–dimensional Alexandrov space
with curvature ≥ k for some k ∈ R. There are positive constants o (n, k) and r0 (n, k) that
satisfy the following property.
For all r ∈ (0, r0) , any compact subset of A ⊂ X contains a finite subset {ai}i∈I so that
• A ⊂ ∪iB (ai, r) , and
• the first order of the cover {B (ai, 3r)}i is ≤ o.
In the Riemannian case, this follows from relative volume comparison, so one only needs the
corresponding lower bound on Ricci curvature. Since relative volume comparison holds for
rough volume in Alexandrov spaces ([3]), the proof in [39] yields, with minor modifications,
Lemma 13.3.
Since Ω is precompact and every point of Ω¯ is (4, δ)–strained, there is an r > 0 and a
finite open cover U˜4 =
{
U˜
}
of Ω by (4, δ, r)–strained open sets U˜ . Since B0, B1 and B2 each
consist of sets whose closures are pairwise disjoint, we choose the sets of U˜4 so that
• For k ∈ {0, 1, 2} , if U ∈ U˜4, then there is at most one B ∈ Bk so that U ∩ B− 6= ∅,
and in this event,
U ⊂ B. (13.3.1)
• For k ∈ {0, 1, 2} , if U ∈ U˜4, (B, pB, rB) ∈ Bk, and U ∩B− 6= ∅, let {(ai, bi)}k+1i=1 be the
first (k + 1)-strainers of U, and define pU : U −→ Rk+1 by pU (x) =
(
dista1 (x) , . . . , distak+1 (x)
)
.
Then using (3.15.1), we choose {(ai, bi)}k+1i=1 so that
|dpu − d (pB, rB)| < τ (δ) . (13.3.2)
Let 3ρ be a Lebesgue number for U˜4. Apply Lemma 13.3 to get a refinement U4 (3) of U˜4
that consists of 3ρ–balls and satisfies
• the corresponding collection U4 (1) of ρ–balls is also a cover of Ω, and
• the first order of U4 (3) is ≤ o, where o is as in Lemma 13.3.
Next we exploit (13.3.2) to get local embeddings of each element 3U ∈ U (3) that respect
the projections of our handles. The result is stated in terms of the following definition.
Definition. Given l, k ∈ N with k ≤ l, let pik,l : Rl −→ Rk be orthogonal projection. Given
two stable submersions
q : U −→ Rl and p : U −→ Rk
we write p
s
= pik,l ◦ q if and only if for all but finitely many α, qα and pα can be chosen so
that
pα = pik,l ◦ qα.
Proposition 13.4. For each 3U ∈ U4 (3) , there is a stable τ (δ)–almost Riemannian em-
bedding
µ : 3U −→ R4 (13.4.1)
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with the following property. For k ∈ {0, 1, 2} , if 3U ∩ B− 6= ∅ for some (B, pB, rB) ∈ Bk,
then
3U ⊂ B, and (13.4.2)
pik+1 ◦ µ s= (pB, rB) , (13.4.3)
where pB : B −→ Rk is the projection of B, rB : B −→ R is the fiber exhaustion function of
B and pik+1 : R4 −→ Rk+1 is projection to the first k + 1 factors.
Outline of Proof. The k = 4 version of Lemma 3.2 gives us the desired stable embeddings.
The fact that the embeddings can be chosen to satisfy (13.4.3) follows from (13.3.2) and the
Submersion Deformation Lemma (5.7). 
Let U4,α (3) = {3Uαi }Li=1 and U4,β (3) =
{
3Uβi
}L
i=1
be collections of metric balls in Mα and
Mβ that approximate U4 (3). Let
µαi : 3U
α
i −→ R4
be an embedding that approximates the embedding
µi : 3Ui −→ R4
from (13.4.1). For j ∈ {1, 2, . . . , L} , we get embeddings
νj : 3U
α
j −→ 3Uβj
by setting
νj =
(
µβj
)−1
◦ µαj .
It remains to glue the νj together in a manner that respects the handles. This is accom-
plished via Theorem 5.3 of [35]. The idea, which also appears in the proof of Perelman’s
Stability Theorem ([21], [26]), is to use the Submersion Deformation Lemma (5.7) to induc-
tively glue the νj. Since the first order of our cover is bounded from above by the a priori
constant o, Part 2 of the Submersion Deformation Lemma (5.7) ensures that our glued em-
beddings stay close to all of our original embeddings. Since our original embeddings respect
B, Part 4 of Lemma 5.7 ensures that the glued embeddings respect B.
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