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Abstract
In this article, it is shown that a space curve in Rd can be approximated by a piecewise polynomial curve
of degree m with order (m + 1) + (m + 1)/(2d − 1) rather than m + 1. Moreover, we show that the
optimal order (m + 1) + (m − 1)/(d − 1) is possible for a particular set of curves of nonzero measure.
Analogous results were shown to be true for Taylor polynomial interpolation in [A. Rababah, High order
approximation method for curves, Comput. Aided Geom. Design 12 (1995) 89–102].
© 2006 Elsevier Inc. All rights reserved.
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1. Introducing the method
There are many methods to approximate curves and surfaces in computer aided geometric de-
sign. The representation of curves and surfaces by parameterized polynomials is one of the best
commonly known methods. The idea of the Hermite approximation to interpolate not only point
data, but also derivatives, is one of the most important tools in the construction of an approx-
imation, for more details, see, e.g., [1,5,9]. In this paper we describe piecewise approximation
procedures for curves in Rd which significantly improve the standard piecewise approximation
rate. These methods are based on the observation that the parametrization of a curve is not unique
and can be suitably modified to improve the approximation order.
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C : t → (f1(t), . . . , fd(t)) ∈ Rd, t ∈ [0, h]
be a regular smooth curve in Rd (i.e., (f ′1(t), . . . , f ′d(t)) = (0, . . . ,0)). We want to approximate
C using information at the points 0 and h by a polynomial curve
P : t → (X1(t), . . . ,Xd(t)) ∈ Rd,
where Xi(t), i = 1, . . . , d , are polynomials of degree m. Furthermore, by a change of variables
(replacing t by t
h
) we may assume that h = 1. If we choose for Xi(t), i = 1, . . . , d the piecewise
Taylor polynomial of degree m, then P approximates C with order m + 1, i.e.,
fi(t) − Xi(t) =O
(
tm+1
)
, i = 1, . . . , d.
A better approximation order appeared first for planar curves in [2] by generalization of cubic
Hermite interpolation yielding 6th order accuracy. In addition to position and tangent, the cur-
vature is interpolated at each endpoint of the cubic segments. In [11] a conjecture is studied,
which generalizes Taylor theorem and achieves the accuracy of 2m for planar curves (rather than
m + 1) in special cases. In [12] the methods in [11] are generalized for space curves achieving
(m+ 1)+(m− 1)/(d − 1) order of accuracy for curves in Rd for special cases. In [13] a cubic
piecewise approximation for space curves is constructed achieving 5th order of accuracy. There
are related results for further cases in [3,4,7,8].
In the remaining part of this section we introduce a conjecture of better approximation order
and explain it.
Conjecture. A smooth regular curve in Rd can be approximated piecewise at two points by a
parameterized polynomial curve of degree m with order α = (m + 1) + (m − 1)/(d − 1).
The improvement over the standard order m + 1 is possible because the parametrization of a
curve is not unique. This conjecture is a generalization of conjecture (3) in [10] for the case of
planar curves. These conjectures have been introduced to me by K. Höllig, who introduced me to
this topic. In fact, without loss of generality we may assume that (f1(0), . . . , fd(0)) = (0, . . . ,0),
(f ′1(0), . . . , f ′d(0)) = (1,0, . . . ,0), so that for small t we can parameterize C in the form
C : t → X1(t) →
(
X1(t), φ1
(
X1(t)
)
, φ2
(
X1(t)
)
, . . . , φd−1
(
X1(t)
)) ∈ Rd .
Since f ′1(t) > 0 on a neighborhood U of 0, and t → x = f1(t) defines a diffeomorphism on a
neighborhood of the origin of the x-axis. Thus, we can choose x as a local parameter for C, and
get the equivalent representation
C :x → (x,φ1(x),φ2(x), . . . , φd−1(x)) ∈ Rd,
where φi = fi+1 ◦ f−11 , i = 1,2, . . . , d − 1. Similarly, since X1(0) = 0 and X′1(0) > 0, thus the
analogous is true for t → x = X1(t), and there is a second reparametrization t = X−11 (x) for the
parameter t on P , and thus the curve C can be represented in the form
C : t → X1(t) →
(
X1(t), φ1
(
X1(t)
)
, φ2
(
X1(t)
)
, . . . , φd−1
(
X1(t)
)) ∈ Rd, t ∈ U.
Thus, P approximates C with order α = α1 + α2; α1, α2 ∈ N, iff the parametrizations Xi(t),
i = 1, . . . , d , are chosen such that
φi
(
X1(t)
)− Xi+1(t) =O(tα), i = 1, . . . , d − 1,
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Order of approximation by polynomial curves of degree m in Rd based on the conjecture
m = 3 4 5 6 7
d = 2 6 8 10 12 14 2m
3 5 6 8 9 11 m + 1 +
⌊
m − 1
2
⌋
4 4 6 7 8 10 m + 1 +
⌊
m − 1
3
⌋
i.e., iff for i = 1, . . . , d − 1, we have(
d
dt
)j{
φi
(
X1(t)
)− Xi+1(t)}∣∣t=0 = 0; j = 1, . . . , α1 − 1,(
d
dt
)j{
φi
(
X1(t)
)− Xi+1(t)}∣∣t=1 = 0; j = 0,1, . . . , α2 − 1, (1)
and
X1(1) = 1, X1(0) = · · · = Xd(0) = 0
and derivatives of Xi , i = 1, . . . , d , are bounded on [0,1].
We choose here Xi(t) =∑mj=0 ai,j tj , i = 1, . . . , d . So, the j th derivative of Xi(t) at t = 1 is
given by the derivatives of Xi(t) at t = 0 as follows
X
(j)
i (1) =
m∑
k=j
X
(k)
i (0)
(k − j)! , j = 1,2, . . . ,m, i = 1, . . . , d, (2)
where X(j)i (t) is the j th derivative of Xi(t).
The polynomial approximation P is determined by dm − 1 free parameters {a1,j }mj=2,
{a2,j }mj=1, . . . , {ad,j }mj=1 and the number of equations is (α − 1)(d − 1). Comparing the num-
ber of parameters with the number of equations leads to the conjecture for α.
The significance of the improvement of the approximation order is relatively low for higher
dimensions. Table 1 shows a few values of d,m and the optimal order of approximation α from
the conjecture.
2. Main results
In this article, we discuss the case of space curves which is not covered in [10]. Thereby
results in [10] for planar curves are generalized in this article. In the following Theorem 1, we
solve m + (m + 1)/(2d − 1) equations of (1) improving the classical Hermite approximation
order by (m + 1)/(2d − 1).
Theorem 1. For i = 1, . . . , d − 1, let φ(j)i := φ(j)i (0), j = 0, . . . ,m and φ(m+j)i := φ(j)i (1),
j = 1, . . . , n1, n1 := (m + 1)/(2d − 1). Then under appropriate assumptions on(
φ
(1)
1 , . . . , φ
(m+n1)
1 , φ
(1)
2 , . . . , φ
(m+n1)
2 , . . . , φ
(1)
d−1, . . . , φ
(m+n1)
d−1
) ∈ R(d−1)(m+n1),
there exist polynomial approximations t → (X1(t),X2(t), . . . ,Xd(t)) of degreem approximat-
ing the curve t → (f1(t), f2(t), . . . , fd(t)) ∈ Rd piecewise with order (m + 1)+ n1.
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for which the optimal approximation order m + 1 + n2, n2 := (m − 1)/(d − 1) is attained. To
this end, we solve the following system, which is equivalent to (1) for α = m + 1 + n2.
For i = 1,3, . . . ,od(d),
(
d
dt
)j{
φi
(
X1(t)
)− Xi+1(t)}∣∣t=0 = 0; j = 1, . . . ,m − 1,(
d
dt
)j{
φi
(
X1(t)
)− Xi+1(t)}∣∣t=1 = 0; j = 0,1, . . . , n2,
and for i = 2,4, . . . , ev(d),
(
d
dt
)j{
φi
(
X1(t)
)− Xi+1(t)}∣∣t=0 = 0; j = 1, . . . , n2,(
d
dt
)j{
φi
(
X1(t)
)− Xi+1(t)}∣∣t=1 = 0; j = 0,1, . . . ,m − 1,
where
od(d) :=
{
d, if d is odd,
d − 1, else, and ev(d) :=
{
d, if d is even,
d − 1, else.
We set V1 := (X(n2)1 (0), . . . ,X(1)1 (0)), V2 := (X(n2)1 (1), . . . ,X(1)1 (1)), and then combine these
systems in one system such that the first n2 equations for V1 are from the first system (i.e.,
φ1(X1(t)) − X2(t) = 0) and the second n2 equations for V2 are from the second system (i.e.,
φ2(X1(t)) − X3(t) = 0) and so on, into a system of the form F(Φ1,Φ2, . . . ,Φd−1,V ), where
V consists of the elements of V1,V2, i.e.,
V := (X(n2)1 (0), . . . ,X(1)1 (0),X(n2)1 (1), . . . ,X(1)1 (1)),
and
Φi :=
{
(φ
(1)
i (0), . . . , φ
(m)
i (0),φi(1),φ
(1)
i (1), . . . , φ
(n2)
i (1)), for i = 1,3, . . . ,od(d),
(φ
(1)
i (0), . . . , φ
(n2)
i (0),φi(1),φ
(1)
i (1), . . . , φ
(m)
i (1)), for i = 2,4, . . . , ev(d).
We show that this system is solvable in a neighborhood of a particular solution (Φ∗1 ,Φ∗2 , . . . ,
Φ∗d−1,X∗). The exact statement is:
Theorem 2. Define X(j)∗1 (0) = X(j)∗1 (1) := 0, j = 1, . . . , n2, X∗ = (X(n2)∗1 (0), . . . ,X(1)∗1 (0),
X
(n2)∗
1 (1), . . . ,X
(1)∗
1 (1)), and
Φ∗i :=
{
φ
(1)∗
i (1) = 0, and all other elements equal zero, for i = 1,3, . . . ,od(d),
φ
(1)∗
i (0) = 0, and all other elements equal zero, for i = 2,4, . . . , ev(d).
Then (Φ∗1 ,Φ∗2 , . . . ,Φ∗d−1,X∗) is a solution of F(Φ1,Φ2, . . . ,Φd−1,V ) = 0. Moreover, there ex-
ists a neighborhood of Φ∗1 , Φ∗2 , . . . ,Φ∗d−1 such that the nonlinear system (1) is uniquely solvable.
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The case of d = 3 is already typical. Hence, we will discuss this case only. The extensions
of the arguments to d > 3 are straightforward. For d = 3, the rate guaranteed by Theorem 1
is (m + 1) + (m + 1)/5. For the proof of Theorem 1 we need the following formula for the
derivatives of φ(X(t)), see [6].
For l = 1, . . . ,m,(
d
dt
)l{
φ
(
X(t)
)}∣∣
t=0,1 =
l∑
i=1
p1+···+pi=l
(
l
p1 · · ·pi
)
φ(i)X(p1) · · ·X(pi), (3)
where(
l
p1 · · ·pi
)
= l!
p1! · · ·pi !m1! · · ·mi !
and mi is multiplicity of X(pi) and φ(i) and X(i) are the ith derivatives of φ and X at t = 0 or
t = 1 as indicated.
To simplify the proof, we take m = 10k−1; the proof of the other cases is analogous. To prove
Theorem 1, we have to solve (1) for j = 1, . . . ,6k at the left side of interpolation; i.e., t = 0, and
for j = 0,1, . . . ,6k at the right side of interpolation; i.e., t = 1. The strategy of the proof is
based on appropriate selection of linear conditions from the full system and show solvability. To
simplify the arguments of the proof, we use the following abbreviations and notations.
For j = 1,2, . . . ,6 we group the free parameters into vectors of length k: for i = 1,2,3,
Xji,L := X((j−1)k+1)i (0), . . . ,X(jk)i (0),
Xji,R := X((j−1)k+1)i (1), . . . ,X(jk)i (1),
and for i = 1,2,

j
i,L := φ((j−1)k+1)i (0), . . . , φ(jk)i (0),

j
i,R := φ((j−1)k+1)i (1), . . . , φ(jk)i (1).
We use also multiple superscripts and indices, as, for example,
1,2i,L :=1i,L,2i,L, 1i,L,R :=1i,L,1i,R.
We choose for the left side of interpolation
X
(1)
1 (0) := 1, X(2)1 (0) = · · · = X(3k)1 (0) := 0 (4)
and assume that
φ
(1)
1 (0), . . . , φ
(3k)
1 (0),φ
(1)
2 (0), . . . , φ
(3k)
2 (0) = 0.
We substitute (4) into (1) at t = 0 and get for s = 2,3
X1s,L = Cs−1,1,0
(
1s−1,L
)
,
X2s,L = Cs−1,2,0
(
1,2s−1,L
)
,
X3s,L = Cs−1,3,0
(
1,2,3
)
,s−1,L
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(
1s−1,L
)
X41,L + Cs−1,4,0
(
1,2,3,4s−1,L
)
,
X5s,L = Cs−1,5,1
(
1,2s−1,L
)
X41,L + Cs−1,5,2
(
1s−1,L
)
X51,L + Cs−1,5,0
(
1,2,3,4,5s−1,L
)
,
X6s,L = Cs−1,6,1
(
1,2,3s−1,L
)
X41,L + Cs−1,6,2
(
1,2s−1,L
)
X51,L + Cs−1,6,3
(
1s−1,L
)
X61,L
+ Cs−1,6,0
(
1,2,3,4,5,6s−1,L
)
,
where the k × k matrices Cs−1,i,j depend only on the indicated part of ks−1,L.
For the right side of interpolation, we choose
X
(1)
1 (1) := 1, X(2)1 (1) = · · · = X(3k)1 (1) := 0, (5)
and assume that
φ
(1)
1 (1), . . . , φ
(3k)
1 (1),φ
(1)
2 (1), . . . , φ
(3k)
2 (1) = 0.
We substitute (5) into (1) at t = 1 and get for s = 2,3
X1s,R = Bs−1,1,0
(
1s−1,R
)
,
X2s,R = Bs−1,2,0
(
1,2s−1,R
)
,
X3s,R = Bs−1,3,0
(
1,2,3s−1,R
)
,
X4s,R = Bs−1,4,1
(
1s−1,R
)
X41,R + Bs−1,4,0
(
1,2,3,4s−1,R
)
,
X5s,R = Bs−1,5,1
(
1,2s−1,R
)
X41,R + Bs−1,5,2
(
1s−1,R
)
X51,R + Bs−1,5,0
(
1,2,3,4,5s−1,R
)
,
X6s,R = Bs−1,6,1
(
1,2,3s−1,R
)
X41,R + Bs−1,6,2
(
1,2s−1,R
)
X51,R + Bs−1,6,3
(
1s−1,R
)
X61,R
+ Bs−1,6,0
(
1,2,3,4,5,6s−1,R
)
,
where the k× k matrices Bs−1,i,j depend only on the indicated part ofks−1,R . The interpolation
problem is uniquely determined by{
X11,L,X
2
1,L,X
3
1,L,X
4
1,L,X
5
1,L,X
1
1,R,X
2
1,R,X
3
1,R,X
4
1,R,X
5
1,R
}
,{
X12,L,X
2
2,L,X
3
2,L,X
4
2,L,X
5
2,L,X
6
2,L,X
1
2,R,X
2
2,R,X
3
2,R,X
4
2,R
}
,{
X13,L,X
2
3,L,X
3
3,L,X
4
3,L,X
1
3,R,X
2
3,R,X
3
3,R,X
4
3,R,X
5
3,R,X
6
3,R
}
.
Writing X52,R in terms of the data X
4
2,L,X
5
2,L,X
6
2,L and X
4
2,R and substituting them by the
values given above yields
A1C1,4,1
(
11,L
)
X41,L + A2
(
C1,5,1
(
1,21,L
)
X41,L + C1,5,2
(
11,L
)
X51,L
)
+ A3
(
C1,6,1
(
1,2,31,L
)
X41,L + C1,6,2
(
1,21,L
)
X51,L + C1,6,3
(
11,L
)
X61,L
)
+ A4B1,4,1
(
11,R
)
X41,R
= B1,5,1
(
1,21,R
)
X41,R + B1,5,2
(
11,R
)
X51,R + C∗1 , (6)
where A1,A2,A3,A4 are certain matrices and C∗1 is a constant, which does not depend on
Xi1,R,L, ∀i. Writing X62,R in terms of the data X42,L,X52,L,X62,L and X42,R and substituting them
by the values given above we get
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(
11,L
)
X41,L + E2
(
C1,5,1
(
1,21,L
)
X41,L + C1,5,2
(
11,L
)
X51,L
)
+ E3
(
C1,6,1
(
1,2,31,L
)
X41,L + C1,6,2
(
1,21,L
)
X51,L + C1,6,3
(
11,L
)
X61,L
)
+ E4B1,4,1
(
11,R
)
X41,R
= B1,6,1
(
1,2,31,R
)
X41,R + B1,6,2
(
1,21,R
)
X51,R + B1,6,3
(
11,R
)
X61,R + C∗2 , (7)
where E1,E2,E3,E4 are certain matrices, and C∗2 is a constant, which does not depend on
Xi1,R,L, ∀i. Substituting for X61,L the relevant expression in (2) and rearranging (6) yields
a1,1X51,R + a1,2X41,R + a1,3X51,L + a1,4X41,L = C∗∗1 , (8)
where
a1,1 := A3C1,6,3
(
11,L
)
D1 − B1,5,2
(
11,R
)
,
a1,2 := A3C1,6,3
(
11,L
)
D2 + A4B1,4,1
(
11,R
)− B1,5,1(1,21,R),
a1,3 := A2C1,5,2
(
11,L
)+ A3C1,6,2(1,21,L)+ A3C1,6,3(11,L)D3,
a1,4 := A1C1,4,1
(
11,L
)+ A2C1,5,1(1,21,L)+ A3C1,6,1(1,2,31,L )+ A3C1,6,3(11,L)D4,
where Di , i = 1, . . . ,4, are certain matrices, and C∗∗1 is a constant, which does not depend on
Xi1,R,L, ∀i. Substituting for X61,L and X61,R the relevant expressions in (2) and rearranging (7)
yields
a2,1X51,R + a2,2X41,R + a2,3X51,L + a2,4X41,L = C∗∗2 , (9)
where
a2,1 := E3C1,6,3
(
11,L
)
D1 − B1,6,2
(
1,21,R
)− B1,6,3(11,R)H1,
a2,2 := E3C1,6,3
(
11,L
)
D2 + E4B1,4,1
(
11,R
)− B1,6,1(1,2,31,R )− B1,6,3(11,R)H2,
a2,3 := E2C1,5,2
(
11,L
)+ E3C1,6,2(1,21,L)+ E3C1,6,3(11,L)D3 − B1,6,3(11,R)H3,
a2,4 := E1C1,4,1
(
11,L
)+ E2C1,5,1(1,21,L)+ E3C1,6,1(1,2,31,L )+ E3C1,6,3(11,L)D4
− B1,6,3
(
11,R
)
H4,
where H1,H2,H3,H4 are certain matrices, and C∗∗2 is a constant, which does not depend on
Xi1,R,L, ∀i.
Writing X53,L in terms of the data X
4
3,L,X
4
3,R,X
5
3,R , and X
6
3,R and substituting them by the
values given above yields
Q1C2,4,1
(
12,L
)
X41,L + Q2B2,4,1
(
12,R
)
X41,R + Q3
(
B2,5,1
(
1,22,R
)
X41,R
+ B2,5,2
(
12,R
)
X51,R
)
+ Q4
(
B2,6,1
(
1,2,32,R
)
X41,R + B2,6,2
(
1,22,R
)
X51,R + B2,6,3
(
12,R
)
X61,R
)
= C2,5,1
(
1,22,L
)
X41,L + C2,5,2
(
12,L
)
X51,L + G∗1, (10)
where Q1,Q2,Q3,Q4 are certain matrices, and G∗1 is a constant, which does not depend on
Xi1,R,L, ∀i. Writing X63,L in terms of the data X43,L,X43,R,X53,R , and X63,R and substituting them
by the values given above yields
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(
12,L
)
X41,L + F2B2,4,1
(
12,R
)
X41,R
+ F3
(
B2,5,1
(
1,22,R
)
X41,R + B2,5,2
(
12,R
)
X51,R
)
+ F4
(
B2,6,1
(
1,2,32,R
)
X41,R + B2,6,2
(
1,22,R
)
X51,R + B2,6,3
(
12,R
)
X61,R
)
= C2,6,1
(
1,2,32,L
)
X41,L + C2,6,2
(
1,22,L
)
X51,L + C6,3
(
12,L
)
X61,L + G∗2, (11)
where F1,F2,F3,F4 are certain matrices, and G∗2 is a constant, which does not depend on
Xi1,R,L, ∀i. Substituting for X61,R the relevant expression in (2) and rearranging (10) yields
a3,1X51,R + a3,2X41,R + a3,3X51,L + a3,4X41,L = G∗∗1 , (12)
where
a3,1 := Q3B2,5,2
(
12,R
)+ Q4B2,6,2(1,22,R)+ Q4B2,6,3(12,R)K1,
a3,2 := Q2B2,4,1
(
12,R
)+ Q3B2,5,1(1,22,R)+ Q4B2,6,1(1,2,32,R )+ Q4B2,6,3(12,R)K2,
a3,3 := Q4B2,6,3
(
12,R
)
K3 − C2,5,2
(
12,L
)
,
a3,4 := Q1C2,4,1
(
12,L
)+ Q4B2,6,3(12,R)K4 − C2,5,1(1,22,L),
where Ki , i = 1, . . . ,4, are certain matrices, and G∗∗1 is a constant, which does not depend on
Xi1,R,L, ∀i. Substituting for X61,L and X61,R the relevant expression in (2) and rearranging (11)
yields
a4,1X51,R + a4,2X41,R + a4,3X51,L + a4,4X41,L = G∗∗2 , (13)
where
a4,1 := F3B2,5,2
(
12,R
)+ F4B2,6,2(1,22,R)+ F4B2,6,3(12,R)K1 − C2,6,3(12,L)M1,
a4,2 := F2B2,4,1
(
12,R
)+ F3B2,5,1(1,22,R)+ F4B2,6,1(1,2,32,R )+ F4B2,6,3(12,R)K2
− C2,6,3
(
12,L
)
M2,
a4,3 := F4B2,6,3
(
12,R
)
K3 − C2,6,2
(
1,22,L
)− C2,6,3(12,L)M3,
a4,4 := F1C2,4,1
(
12,L
)+ F4B2,6,3(12,R)K4 − C2,6,1(1,2,32,L )− C2,6,3(12,L)M4,
where Mi , i = 1, . . . ,4, are certain matrices, and G∗∗2 is a constant, which does not depend on
Xi1,R,L, ∀i. Now, we write Eqs. (8), (9), (12) and (13) in matrix form as follows
AX = C, (14)
where
A :=
⎡
⎢⎢⎢⎣
a1,1 a1,2 a1,3 a1,4
a2,1 a2,2 a2,3 a2,4
a3,1 a3,2 a3,3 a3,4
a4,1 a4,2 a4,3 a4,4
⎤
⎥⎥⎥⎦ , X :=
⎡
⎢⎢⎢⎢⎣
X51,R
X41,R
X51,L
X41,L
⎤
⎥⎥⎥⎥⎦ , C :=
⎡
⎢⎢⎢⎣
C∗∗1
C∗∗2
G∗∗1
G∗∗2
⎤
⎥⎥⎥⎦ .
The linear system in (14) is solvable iff det(A) = 0, i.e., iff the pivot elements of A are all
nonzero. This is accomplished by generic conditions on the diagonal blocks making all pivot
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1
1,R). In
particular, we can aim for a generic condition on 11,R . Since the matrix a1,1 has the form⎡
⎢⎢⎢⎢⎢⎢⎢⎣
φ
(1)
1 (1) + e1,1 e1,2 e1,3 . . . e1,k
φ
(2)
1 (1) + e2,1 φ(1)1 (1) + e2,2 e2,3 . . . e2,k
φ
(3)
1 (1) + e3,1 φ(2)1 (1) + e3,2 φ(1)1 (1) + e3,3 . . . e3,4
...
...
...
. . .
...
φ
(k)
1 (1) + ek,1 φ(k−1)1 (1) + ek,2 φ(k−2)1 (1) + ek,3 . . . φ(1)1 (1) + ek,k
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,
where the ei,j are independent of φ(1)1 (1), . . . , φ
(k)
1 (1) (but depend on 11,L). So, it is possible to
put generic conditions on φ(1)1 (1) making the pivot elements of the first block a1,1 nonzero. The
second diagonal block has the form
a2,2 := E3C1,6,3
(
11,L
)
D2 + E4B1,4,1
(
11,R
)− B1,6,1(1,2,31,R )− B1,6,3(11,R)H2
=: c∗(11,L,11,R)− B1,6,1(1,2,31,R ).
The matrix B1,6,1(1,2,31,R ) is the only matrix of a2,2 containing
3
1,R . We note also that
3
1,R does
not occur in a1,1, a1,2 or a2,1. In view of X(1)1 (1) := 1, the matrix B1,6,1(1,2,31,R ) has the form⎡
⎢⎢⎢⎢⎢⎢⎢⎣
φ
(2k+1)
1 (1) φ
(2k)
1 (1) φ
(2k−1)
1 (1) . . . φ
(k+2)
1 (1)
φ
(2k+2)
1 (1) φ
(2k+1)
1 (1) φ
(2k)
1 (1) . . . φ
(k+3)
1 (1)
φ
(2k+3)
1 (1) φ
(2k+2)
1 (1) φ
(2k+1)
1 (1) . . . φ
(k+4)
1 (1)
...
...
...
. . .
...
φ
(3k)
1 (1) φ
(3k−1)
1 (1) φ
(3k−2)
1 (1) . . . φ
(2k+1)
1 (1)
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
So, it is possible to have generic conditions on φ(2k+1)1 (1) making the pivot elements of the block
a2,2 nonzero. The process above is also applicable for the third diagonal block
a3,3 = Q4B2,6,3
(
12,R
)
K3 − C2,5,2
(
12,L
)
by putting generic conditions on 12,L making the pivot elements of the block a3,3 nonzero.
Because the fourth diagonal block
a4,4 := F1C2,4,1
(
12,L
)+ F4B2,6,3(12,R)K4 − C2,6,1(1,2,32,L )− C2,6,3(12,L)M4
=: b∗(12,L,12,R)− C2,6,1(1,2,32,L ),
and C2,6,1(1,2,32,L ) is the only matrix which contains 
3
2,L and this does not occur in a3,3, a3,4
or a4,3, we can also put generic conditions on 32,L making the pivot elements of a4,4 nonzero.
This process insures that det(A) = 0 completing the proof of Theorem 1.
4. Proof of Theorem 2
For the proof of Theorem 2, we apply the implicit function theorem. For simplicity, we take
the case d = 3, the cases d > 3 are similar. We verify that (Φ∗1 ,Φ∗2 ,X∗) is a particular solution
of F(Φ1,Φ2,V ) = 0 and show that the associated Jacobi matrix FV (Φ∗,Φ∗,X∗) is invertible.1 2
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the arguments, we take m = 4k + 1; the proof of the other cases is similar. Theorem 2 treats the
case
φ
(j)∗
1 (1) =
{ = 0, for j = 1,
0, else,
φ
(j)∗
1 (0) = 0; j = 1, . . . ,m, (15)
φ
(j)∗
2 (0) =
{ = 0, for j = 1,
0, else,
φ
(j)∗
2 (1) = 0; j = 0,1, . . . ,m. (16)
Substituting (15) into (3) at t = 0 for l = 1, . . . ,4k, the sum involves only zero terms. So,
substituting (15) into (1) at t = 0 for l = 1, . . . ,4k, we get X(i)2 (0) = 0 for i = 1, . . . ,4k. Substi-
tuting (15) into (1) at t = 1 for l = 0, we have X2(1) = 0. By combining these last two results,
we have X(j)2 (0) = 0, j = 1, . . . ,m. Now, substituting (15) into (3) at t = 1, for l = 1, . . . ,2k,
we get only terms of the form
φ
(1)
1 (1)X
(j)
1 (1), 1 j  2k.
So, substituting (15) into (1) for Φ1 at t = 1, for l = 1, . . . ,2k, we get
φ
(1)
1 (1)X
(l)
1 (1) = 0, l = 1, . . . ,2k.
Therefore, we get the system AV1 = 0, where A is a 2k × 2k matrix of the form
A =
⎡
⎢⎣
0 . . . φ(1)1 (1)
...
. . .
...
φ
(1)
1 (1) . . . 0
⎤
⎥⎦ and V1 =
⎡
⎢⎣
X
(2k)
1 (1)
...
X
(1)
1 (1)
⎤
⎥⎦ .
Similarly, by substituting (16) into the analogous system of (3) at t = 1 for φ2(X1(t)) for
l = 0,1, . . . ,4k, the sum involves only zero terms. So, substituting (16) into (1) for Φ2(X1(t))
at t = 1, we get X(i)3 (1) = 0, i = 1, . . . ,m. By substituting (16) into the analogous system of (3)
for Φ2 at t = 0 for l = 1, . . . ,2k, the sum involves only terms of the form
φ
(1)
2 (0)X
(l)
1 (0) = 0, l = 1, . . . ,2k.
We write this in the matrix form to get BV2 = 0, where B is a 2k × 2k matrix of the form
B =
⎡
⎢⎣
0 . . . φ(1)2 (0)
...
. . .
...
φ
(1)
2 (0) . . . 0
⎤
⎥⎦ and V2 =
⎡
⎢⎣
X
(2k)
1 (0)
...
X
(1)
1 (0)
⎤
⎥⎦ .
Now, we combine AV1 = 0 and BV2 = 0 into the system CV = 0, where
C =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 . . . 0 0 . . . φ(1)1 (1)
...
. . .
...
...
. . .
...
0 . . . 0 φ(1)1 (1) . . . 0
0 . . . φ(1)2 (0) 0 . . . 0
...
. . .
...
...
. . .
...
φ
(1)
2 (0) . . . 0 0 . . . 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and V =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
X
(2k)
1 (0)
...
X
(1)
1 (0)
X
(2k)
1 (1)
...
X
(1)
1 (1)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The system CV = 0 has the solution V = X∗ with
X
(1)∗
(0) = · · · = X(2k)∗(0) = X(1)∗(1) = · · · = X(2k)∗(1) = 0.1 1 1 1
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Since
F
(
Φ∗1 ,Φ∗2 ,V
)= C(Φ∗1 ,Φ∗2 ,V ) · V,
we have
FV
(
Φ∗1 ,Φ∗2 ,V
)= CV (Φ∗1 ,Φ∗2 ,V ) · V + C(Φ∗1 ,Φ∗2 ,V ).
So,
FV
(
Φ∗1 ,Φ∗2 ,X∗
)= C(Φ∗1 ,Φ∗2 ,X∗)=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 . . . 0 0 . . . φ(1)1 (1)
...
. . .
...
...
. . .
...
0 . . . 0 φ(1)1 (1) . . . 0
0 . . . φ(1)2 (0) 0 . . . 0
...
. . .
...
...
. . .
...
φ
(1)
2 (0) . . . 0 0 . . . 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
which is trivially invertible. Hence, the hypotheses of the implicit function theorem are satisfied
at the points (Φ∗1 ,Φ∗2 ,X∗) completing the proof of Theorem 2.
5. Conclusions
In this paper, it is conjectured that the classical piecewise approximation order m + 1 for
space curves in Rd by piecewise polynomial curves of degree m can be improved to get the op-
timal order (m + 1)+ (m − 1)/(d − 1). We find a set of curves of nonzero measure satisfying
this conjecture. This conjecture is proved partially by showing that the classical piecewise ap-
proximation order can be improved to get the order (m + 1) + (m + 1)/(2d − 1). Moreover,
it is possible to improve this order for special cases, i.e., relatively small d and m, by appro-
priate arrangement of the interpolation conditions, and showing the solvability of the resulting
nonlinear system.
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