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ENUMERATING NON-STABLE VECTOR BUNDLES
PENG DU
Abstract. In this article, we establish a motivic analog of a result of James-Thomas [25]. Using
this, we obtain results on enumeration of vector bundles of rank d over a smooth affine k-algebra A of
dimension d, recovering in particular results of Suslin and Bhatwadekar on cancellation of such vector
bundles. Admitting a conjecture of Asok and Fasel, we also prove cancellation of such modules of rank
d− 1 if the base field k is algebraically closed.
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1. Introduction
We begin with some classical problems in commutative ring and module theory. Let R be a com-
mutative ring, and P a finitely generated projective R-module (of constant rank n). We say that the
projective module P is cancellative if for any m > 0, P ⊕Rm ∼= Q⊕Rm for some R-module Q implies
P ∼= Q. Note that if R is a local ring, then any finitely generated projective R-module is cancellative
(since such modules are always free and the isomorphism class of a finitely generated free module is
uniquely determined by its rank in that case).
We have the Serre splitting theorem, which says that for a finitely generated projective module P
over a commutative noetherian ring R of Krull dimension d, if its rank is at least d+ 1, then it has a
free summand of rank 1; and Bass cancellation theorem: any finitely generated projective module P
over R of rank at least d+ 1 is cancellative.
So it’s interesting to understand further cancellation properties of projective modules of lower rank.
In order to use nice results in algebraic geometry, we restrict the case when the commutative ring A is
a k-algebra, k is a field. Even for k algebraically closed (k = k¯), Mohan Kumar [27] gives a negative
answer in the case when the rank n = d− 2 is prime (d = dimA): there exists a rank n = d− 2 stably
free module which is not free. We are thus left to deal with n = d and n = d− 1. For the case n = d,
Suslin [37] confirms cancellation in the case k = k¯. This result was later extended to the case where
the base field is a C1-field by Bhatwadekar [10]. For the case n = d− 1, Fasel-Rao-Swan [18] confirm
cancellation for stably free modules in the case k = k¯ (with other mild conditions).
The goal of this article is to restudy the cancellation problem for projective modules over algebras,
using modern tools. Precisely, we explore cancellation properties of projective modules using ob-
struction theory in A1-homotopy theory (hence we need to assume our affine k-algebra A is smooth),
following some ideas in [3, 5].
Concretely, we extend a topological result of James-Thomas [25] to the motivic homotopy setting,
namely, we identify certain set of homotopy lifting classes with nice source and target with the cokernel
of a certain map of abelian groups associated to some A1-homotopy classes. We then give a formula for
that map, following the method of [25]; similar methods were also explored in [38]. This is essentially
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a study of the derived mapping space in A1-homotopy theory (see Corollary 5.4), taking advantage of
the fact that stable things are abelian group objects even in the unstable motivic homotopy category.
Combining with the Suslin matrix construction and some known results on the cohomology of certain
motivic spaces, we are able to show that the image of that map contains n!multiple of the target abelian
group, which is the cohomology of the variety Spec A with coefficients in some Milnor (or Milnor-Witt)
K-theory sheaf, by manipulating some characteristic classes. Hence the set of homotopy lifting classes
is a singleton if the target abelian group is n!-divisible. It’s worth to remark that Suslin’s matrix
construction plays a very important role here—it provides sufficiently many elements in the target
abelian group in question.
Further, using recent results—the Rost-Schmid complex and the motivic Bloch-Kato conjecture, one
can show that the target cohomology group is indeed n!-divisible in many cases (e.g. when all elements
in the residue fields at all closed points of Spec A are n!-th power).
In the n = d case, we will mostly focus on the odd rank case. For the even rank case, there are
some further difficulties. On the one hand, as the A1-fundamental group of BGLn is non-trivial (i.e.
BGLn is not A
1-simply connected), the relevant A1-homotopy fiber sequence we get via A1-homotopical
obstruction theory is not principal hence do not fall into our framework as in [25]; so we make the
compromise that we restrict to enumeration for oriented vector bundles. On the other hand, the
first nontrivial homotopy sheaf of the relevant space is more difficult to study, even in the case of
oriented bundles. Nevertheless, it’s still quite useful to get results using BSLn etc. instead of BGLn,
hence studying enumeration problem for non-stable oriented vector bundles. So we will mostly discuss
enumeration problem for oriented vector bundles.
The main A1-homotopy foundation comes from Morel’s work [31] where the base fields are all as-
sumed to be perfect (and infinity, but later, Hogadi-Kulkarni [21] gave a published version of Gabber’s
presentation lemma for finite fields, which confirms that Morel’s results are indeed also true for fi-
nite fields), but every field k contains a perfect (prime) subfield k0, and since the k-group schemes
GLn/k,SLn/k are extended from k0, our arguments in the text hold for a general base field k as well;
cf. [7, Comments on the proof of Theorem 3.1.7]. To make the statements more concise, we just assume
everywhere that k is perfect.
Our main result in the n = d case is the following (for more details, see Theorems 6.1 and 6.2).
Theorem. Let k be a field, A a smooth affine k-algebra of odd Krull dimension d > 3, and X =
Spec(A), let ξ be a stable vector bundle over X, whose classifying map is still denoted ξ : X → BGL.
Let ϕ∗ : [X,BGLd]A1 → [X,BGL]A1 be the stabilizing map. Then there is a bijection
ϕ−1∗ (ξ)
∼= coker
(
K1(X)
∆(cd+1,ξ)
−−−−−−→ Hd(X;KMd+1)
)
,
where the homomorphism ∆(cd+1, ξ) is given as follows: for β ∈ K1(X) = [X,ΩBGL]A1 = [X,GL]A1 ,
∆(cd+1, ξ)β = (Ωcd+1)(β) +
d∑
r=1
((Ωcr)(β)) · cd+1−r(ξ).
Here, (Ωci)(β) ∈ H
i−1(X;KMi ) for i = 1, · · · , d+1 are the Chern classes of β and ci(ξ) are the ordinary
Chern classes of ξ.
In other words, given a vector bundle ξ of rank d over X, then the set of isomorphism classes vector
bundles ν such that ν ⊕ OX ∼= ξ ⊕ OX is in bijection with coker∆(cd+1, ξ).
In case A is of even dimension d > 2 and the base field is of cohomological dimension at most 2, the
same results as above hold for oriented bundles (see Theorem 6.14).
As a corollary, we see that if k is algebraically closed or of cohomological dimension at most 1 then
all rank d vector bundles are cancellative (Theorem 6.12), hence recovering the cancellation theorems
of Suslin and Bhatwadekar. Similar result also holds for d even and oriented vector bundles (see
Theorems 6.14 and 6.16).
It’s also possible to explore the idea in this article to get further cancellation results in the rank
d − 1 case, which is more difficult. In §7, we obtain a conditional cancellation result by a study of a
2-stage Moore-Postnikov factorization, in which the first stage is very similar to the results in rank d
case and give a condition on the characteristic of the base field k (namely, char(k) = 0 or char(k) > d;
see Theorem 7.5) to ensure that the isomorphism class of a stable bundle has at most one lifting to
the first stage in the tower; for the second stage, we invoke a conjecture of Asok-Fasel (Conjecture 7.6)
describing πA
1
d (A
d \ 0), which gives a vanishing result on some cohomology group and ensures that the
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isomorphism class of the lifting map from the first stage to the second stage in the tower (exists and)
is unique, which again involves studying the derived mapping space in A1-homotopy theory, taking
advantage of the abelian group object structures.
The (conditional) cancellation result in the n = d− 1 case is the following (see Theorem 7.8).
Theorem. Assume the base field k is algebraically closed. Let A be a smooth k-algebra of Krull
dimension d > 3 and assume char(k) = 0 or char(k) > d. Let X = Spec A. If Conjecture 7.6 holds,
then every oriented rank d− 1 vector bundle over X is cancellative.
The structure of this article is briefly as follows. Firstly, as a warm-up, we start in §2 with recalling
some fundamental results and constructions for simplicial sets, some already familiar from classical
homotopy theory. In §3, we present one of the most important input of A1-homotopy theory, the
motivic Moore-Postnikov tower (in a form slightly more general than that in the existing literature),
which is our obstruction-theoretic tool; and (relative) cohomology groups in our motivic homotopy
world, this is useful and important in analyzing various maps in the sequel. In §4, we identify the first
non-trivial A1-homotopy sheaf of the A1-homotopy fiber of the map from non-stable to stable classifying
spaces. In §5, we set up the framework of enumeration of lifting A1-homotopy classes, following ideas
developed in James-Thomas [25] in the classical homotopy setting. In §6, we apply the previous
results to enumeration problems for non-stable (oriented) vector bundles by some computations and
identifying some characteristic classes (with mild conditions); along the way, we also describe (in
Theorem 6.6) more concretely and more conceptually the computing formula we give by studying the
derived mapping space in A1-homotopy theory, which says that the formula we provide essentially
describes the homomorphism of the fundamental group of a general component of the derived mapping
space in question to another derived mapping space given by the k-invariant in question, surjectivity
of which gives uniqueness of the lifting class. In §7, we give a (conditional) cancellation result in the
n = d− 1 case, provided the Asok-Fasel Conjecture 7.6 holds.
Acknowledgements. First of all, I will express my deep indebtedness to my Ph.D. advisor, professor
Jean Fasel, for many discussions on mathematics and for sharing numerous mathematical ideas with
me, many of which are used in this work, e.g. the idea of using Suslin matrices. I also thank Tariq
Syed for discussing many things on A1-homotopy theory and on vector bundles, and Aravind Asok for
pointing out the paper of James and Thomas and his comment that our result extends to general base
fields. Special thanks go to Daniel R. Grayson for useful discussions.
2. Some fundamental results and constructions for simplicial sets
Let sSet be the category of simplicial sets, with the usual (Kan-Quillen) model structure. In this
section, we focus on the associated pointed category sSet∗ of pointed simplicial sets, with the induced
model structure (see [20]). We first recall the following well-known result ([19, Chapter I, Lemma 7.3]).
Theorem 2.1. Let q : E → B be a Kan fibration of Kan complexes, with fiber F over ∗ ∈ B0; fix
a vertex v : ∆0 → F ⊂ E as base point of F and E. There is the boundary map ∂ : πn(B, ∗) →
πn−1(F, v), which is a group homomorphism for each n > 2, fitting into a long exact sequence of
pointed sets (π1 are groups and πn for n > 2 are abelian groups)
· · · → πn(F, v)
i∗−→ πn(E, v)
q∗
−→ πn(B, ∗)
∂
−→ πn−1(F, v)→ · · ·
· · · → π1(B, ∗)
∂
−→ π0(F, v)
i∗−→ π0(E, v)
q∗
−→ π0(B, ∗).
This sequence is natural in the fiber sequence F → E
q
−→ B.
There is a (left) action of π1(B, ∗) on π0(F, v) given by [γ] · [a] = [γ˜d
1] (i.e. [γ] · [γ˜d0] = [γ˜d1]),
where γ˜ is any lifting map in the diagram
∆0
a //
d0

E
q

∆1
γ
//
γ˜
>>
B.
Moreover, the exactness at π0(F, v) can be strengthened as follows: for any [a], [a
′] ∈ π0(F, v),
i∗([a]) = i∗([a
′]) ∈ π0(E, v) iff [a] and [a
′] are in the same orbit under this π1(B, ∗)-action, i.e.,
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i−1∗ (i∗([a])) = π1(B, ∗) · [a] ⊂ π0(F, v). In words, two points in the fibre are in the same path component
of the total space iff they are in the same orbit of the action by the fundamental group of the base.
The stabilizer of any [u] ∈ π0(F, v) is Stab([u]) = q∗(π1(E, u)) ⊂ π1(B, ∗) and so there is a bijection
i−1∗ (i∗([u]))
∼= π1(B, ∗)/q∗(π1(E, u)). The map i∗ : π0(F, v) → π0(E, v) is injective on the orbit
π1(B, ∗) · [u] iff q∗(π1(E, u)) = π1(B, ∗).
Remark 2.2. Exactness for pointed sets in the theorem means that the image of a map equals the preimage
under the next map of the class of the base point.
Remark 2.3. Let [α] ∈ πn(B, ∗)(n > 1) be represented by an n-simplex α of B, which fits into a commutative
diagram
∂∆n // _

∆0
v

∆n
α // B.
The boundary of [α] is then given by
∂[α] = [d0θ] = [θ ◦ d
0] ∈ πn−1(F, v)
determined by the lifting diagram
Λn0
( ,v,··· ,v)
//
 _

E
q

∆n
α //
θ
88
B.
For n = 1, this means we lift the loop α to a path in E ending at v, then ∂[α] is the path component of the
starting point. Thus ∂ : π1(B, ∗) → π0(F, v) is given by the action of π1(B, ∗) on the class [v] (component of
the base point v in F ).
We also state the following easily checked fact, it’s a good illuminating exercise to draw a picture
of lifting paths to see that the relevant map is indeed well-defined and has the claimed equivariance
property.
Theorem 2.4. Let q : E → B be a Kan fibration of Kan complexes. Assume that the two vertices
b0, b1 ∈ B0 are in the same path component and write Fj := q
−1(bj), j = 0, 1 for the fibers. Choose a
path ω0 : ∆
1 → B with ω0d
1 = b0, ω0d
0 = b1. This gives a group isomorphism
(ω0)∗ : π1(B, b0)→ π1(B, b1)
given by [ω] 7→ [ω¯0] · [ω] · [ω0], where ω¯0 is the “path” reversing the direction of ω0.
We also define a map of sets
(ω0)∗ : π0F0 → π0F1
by mapping the class [a] of a vertex a in F0 to the class [ω˜0d
0] in F1, where ω˜0 is any lifting map in
the following diagram
∆0
a //
d1

E
q

∆1
ω0 //
ω˜0
>>
B.
Then with the action given by Theorem 2.1, the map (ω0)∗ : π0F0 → π0F1 is a bijection and is
equivariant with respect to π1(B, b0)
(ω0)∗
−−−→ π1(B, b1) and induces a bijection of orbit sets (depending
on the choice of [ω0])
(ω0)∗ : π0F0/π1(B, b0)→ π0F1/π1(B, b1).
For [u0] ∈ π0(F0), let [u1] = (ω0)∗[u0] ∈ π0(F1), then Stab([u1]) = (ω0)∗Stab([u0]) ⊂ π1(B, b1).
The map (ω0)∗ : π0F0 → π0F1 restricts to a bijection (i0)
−1
∗ ((i0)∗[u0])
∼= (i1)
−1
∗ ((i1)∗[u1]), where
i0 : F0 →֒ E, i1 : F1 →֒ E are the fiber inclusions. In particular, if (i0)
−1
∗ ((i0)∗[u0]) = {[u0]}, then
(i1)
−1
∗ ((i1)∗[u1]) = {[u1]}.
We now generalize the usual path fibration to the relative case. Let q : (E, v) → (B, b) be a Kan
fibration of pointed Kan complexes, with fiber F over b ∈ B0. Assume q admits a section s : B → E
(we don’t require s(b) = v). We denote this by the diagram
(2.1) F E B.
q
s
ENUMERATING NON-STABLE VECTOR BUNDLES 5
The commutative diagrams
E∆
1
E∂∆
1
B∆
1
B∂∆
1
(∂∆1 →֒∆1)∗
q∆
1
q∂∆
1
(∂∆1 →֒∆1)∗
and
E E∂∆
1
= E ×E
B∆
1
B∂∆
1
= B ×B
(sq,1)
q∂∆
1
=q×q
(∂∆1 →֒∆1)∗
induce maps
α : E∆
1
→ B∆
1
×
B∂∆
1 E∂∆
1
and β : E → B∆
1
×
B∂∆
1 E∂∆
1
,
where the vertical map E → B∆
1
is the composite E
q
−→ B = B∆
0
→ B∆
1
(the latter arrow is given
by taking “constant paths”, namely it is the map (∆1 → ∆0)∗).
We make E∆
1
and B∆
1
pointed by taking as base points the composites ∆1 → ∆0
v
−→ E and
∆1 → ∆0
b
−→ B respectively; the other spaces also have similar base points. Then the map α : E∆
1
→
B∆
1
×
B∂∆
1 E∂∆
1
is a fibration (see [20, Proposition 9.3.8]) with fibre over the above chosen base point
the loop space ΩF . Now we define a map u via the pull-back diagram
(2.2)
PBE E
∆1
E B∆
1
×
B∂∆
1 E∂∆
1
,
u
·y α
β
in turn, a fibre sequence ΩF PBE E.
u
Decoding the definition, we see that, geometrically, the relative path space PBE is the space whose
points (vertices) are pairs (e, σ) with e ∈ E0 and σ a path in E from the point sq(e) to e, totally lying
inside the fibre of q : E → B over q(e); the q∆
1
: E∆
1
→ B∆
1
component of α in the pull-back is
taking care of the paths lying totally inside some fibers. The map u(e, σ) = e is just the ending points
of such paths. We also have a map
ν : B → PBE
by taking “constant paths” at points of B (rigorously, one defines it by a commutative diagram and
using the universal property of the pull-back in eq. (2.2)). One then checks that uν = s and
(qu)ν = idB , ν(qu) ∼ idPBE ,
hence B is a retract of PBE and there is a homotopy equivalence pair qu : PBE ⇄ B : ν; geometrically,
the homotopy equivalence can be given by shrinking every path to its starting point.
We also have the relative loop space
(2.3)
ΩBE PBE
B E,
Ωq ·y u
s
yielding another fibration Ωq : ΩBE → B with fibre ΩF , the total space ΩBE has points (vertices)
the loops σ in E based at points in B, totally lying inside the fibre of q : E → B; Ωq has a canonical
section s′ : B → ΩBE (given by taking “constant loops”).
Note that if B is just a point, then all these constructions specialize to the usual path fibration
ΩE → PE → E.
Now we assume G is a (discrete) group and acts on an abelian group M via a group homomorphism
ρ : G→ Aut(M). Then G acts on the Eilenberg-Mac Lane space K(M,n), n > 1. We have the twisted
Eilenberg-Mac Lane space
KG(M,n) := EG×G K(M,n),
fitting into a fibre sequence K(M,n)→ KG(M,n)
q
−→ BG when n > 2, which admits a section
s = sG : BG→ K
G(M,n)
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induced by the inculsion of the base point of K(M,n) into K(M,n). It’s easy to find that for n > 2,
πj(K
G(M,n)) =

π1BG = G, j = 1;
πj(K(M,n)) =M, j = n;
0, j 6= 1, n.
We are thus in the situation of eq. (2.1):
(2.4) K(M,n) KG(M,n) BG.
q
s
The previous constructions thus yield a fibre sequence
(2.5) ΩK(M,n) ≃ K(M,n− 1) PG(M,n) KG(M,n),u
where PG(M,n) := PBGK
G(M,n) in our previous notation. Recall that there is a pair of homotopy
equivalences
qu : PG(M,n)⇄ BG : ν.
Thus we get a homotopy fibre sequence
(2.6) K(M,n − 1) BG KG(M,n),s
The following result is a consequence of the discussions in [19, Chapter VI].
Theorem 2.5. The fibration u = uG : P
G(M,n+1)→ KG(M,n+1), n > 2 in eq. (2.5) is a universal
K(M,n)-fibration with G as fundamental group of the total space (and the base space), i.e. for any
K(M,n)-fibration p : E → B with G as fundamental group of the total space and the base space, there
is a unique element [k] ∈ [B,KG(M,n + 1)] such that the fibration p : E → B is equivalent to the
pull-back of u : PG(M,n + 1)→ KG(M,n+ 1) along k. Thus we have homotopy cartesian squares
(2.7)
E PG(M,n + 1)
B KG(M,n + 1)
p u
k
and
E BG
B KG(M,n + 1).
p s
k
Remark 2.6. From this result, together with the existence result of Moore-Postnikov systems for maps in sSet,
one deduces a rather complete Moore-Postnikov decomposition for sSet as in [19, ChapterVI, §3]. There is a
similar result in the motivic homotopy category, see Theorem 3.2 in the next section (of similar form).
3. Tools from motivic homotopy theory
We fix a noetherian finite dimensional scheme S. Write SmS for the category of S-schemes which
are finitely presented and smooth over S; it is essentially small. We make it a Grothendieck site by
equipping it with the Nisnevich topology (see [32]), called the Nisnevich site of S.
Let sPre(SmS) and sShv(SmS) be respectively the category of simplicial presheaves and simplicial
sheaves on this site. We use ∗ to denote the final object in sPre(SmS), which is represented by S via
Yoneda lemma. Both the sheaf and presheaf categories have the Joyal-Jardine model structure, which
are Quillen equivalent; A1-localizing we get the Morel-Voevodsky (unstable) motivic model structure on
sPre(SmS) and sShv(SmS). The weak equivalences in the motivic model categories are called A
1-weak
equivalences.
The two are again Quillen equivalent, hence lead to the same homoptoy category HA
1
(S)—the A1-
homotopy category or the unstable motivic homotopy category of S, see [32]. The homotopy classes
will be denoted by [−,−]A1 (or even [−,−]).
The motivic model category has all nice properties one could imagine: it’s a cofibrantly generated,
(left and right) proper, cellular, combinatorial, simplicial model category (i.e. it’s a module over the
symmetric monodial simplicial model category sSet), etc., see [32, 22]. In particular, the general nice
results of [20, 23] apply here.
There is an obvious pointed version and we obtain the pointed A1-homotopy category HA
1
∗ (S) of S.
The homotopy classes will be denoted by [−,−]A1,∗ (or even [−,−]). For any X ∈ sPre(SmS), Y ∈
sPre(SmS)∗, we have canonical isomorphism [X,Y ]A1 ∼= [X+, Y ]A1,∗, where X+ := X ∐ ∗ is X with a
disjoint base point added.
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We fix an A1-fibrant replacement functor LA1 with respect to the Morel-Voevodsky model structure
on sPre(Smk,Nis)∗.
If S = Spec(k), k a commutative ring, we simply write Smk for SmS and write H
A1
(∗)(k) for H
A1
(∗)(S).
In fact, except for the Joyal-Jardine model structure in the first step (before performing A1-
localization), there are other Quillen equivalent model structures—one can choose the local projective
model structure for either the presheaf or sheaf category (or even some intermediate model structure,
between the local projective model structure and the local injective model structure). They have
equivalent homotopy categories and each has some advantages in certain situations. See e.g. [14, 26].
Now assume k is a perfect field. We write GrA
1
k for the category of strongly A
1-invariant sheaves of
groups and AbA
1
k for the category of strictly A
1-invariant sheaves of abelian groups on the Nisnevich
site (Smk,Nis) (see Morel [31, Definition 1.7]), the latter is an abelian category. A strictly A
1-invariant
sheaf of abelian groups is a strongly A1-invariant sheaf of groups. Conversely, after quite a lot of efforts,
Morel shows that, if A is a sheaf of abelian groups on (Smk,Nis) and A ∈ Gr
A1
k , then A ∈ Ab
A1
k (see
[31]).
For a sheaf of abelian groups A, we define its contraction A−1 by A−1(U) := ker(A(U×Gm)→ A(U))
induced by the map U = U × {1} →֒ U ×Gm, or equivalently, A−1(U) := coker(A(U)→ A(U ×Gm))
induced by the projection U × Gm → U . The contraction A−1 is also a sheaf of abelian groups. And
we define inductively A−(n+1) = (A−n)−1, n ∈ N (by convention, A0 = A−0 = A). The contraction
defines an exact functor (−)−1 : Ab
A1
k → Ab
A1
k .
See also [7] for a systematic study of the group-theoretic properties of such sheaves.
For any pointed motivic space X ∈ sPre(Smk)∗, we have π
A1
1 (X) ∈ Gr
A1
k and π
A1
n (X) ∈ Ab
A1
k for
n > 1, where for n ∈ N, πA
1
n (X) is its A
1-homotopy sheaf, i.e. the Nisnevich sheafification of the
presheaf
U 7→ [Sn ∧ U+,X]A1,∗.
We say that X ∈ sPre(Smk)∗ is A
1-connected if πA
1
0 (X) = 0, A
1-simply connected if πA
1
0 (X) =
πA
1
1 (X) = 0, and A
1-n-connected if πA
1
i (X) = 0, for any i with 0 6 i 6 n.
Results in the classical topological setting are always the guiding model for the study of abstract
homotopy theory, and indicate directions where to go, give (counter)examples, etc. The following
result about long exact sequence of sheaves of motivic homotopy groups associated to an A1-homotopy
fibre sequence is of fundamental importance in motivic homotopy theory.
Theorem 3.1. Let k be a perfect field, let F → E
q
−→ B be an A1-homotopy fibre sequence in the
motivic model category sPre(Smk)∗. There are the boundary map maps ∂ : π
A1
n B → π
A1
n−1F , which are
homomorphism of sheaves of groups for each n > 2, fitting into a long exact sequence
· · · → πA
1
n F
i∗−→ πA
1
n E
q∗
−→ πA
1
n B
∂
−→ πA
1
n−1F → · · ·
· · · → πA
1
1 B
∂
−→ πA
1
0 F
i∗−→ πA
1
0 E
q∗
−→ πA
1
0 B.
This sequence is natural in the A1-fibre sequence F → E
q
−→ B. There is a (left) action of πA
1
1 B on
πA
1
0 F .
Moreover, the exactness at πA
1
0 F can be strengthened as follows: for any local sections [u], [u
′] of
πA
1
0 F , i∗([u]) = i∗([u
′]) ∈ πA
1
0 E iff [u] and [u
′] are in the same orbit of some local sections of the
πA
1
1 B-action.
Now we are ready to state (without proof) the following result about Moore-Postnikov towers in
the motivic model categories, which, as in the classical topological setting, is a fundamental tool in
obstruction theory; where we use (C ↓ B) to denote the category of objects over an object B in a
category C (some authors may prefer the notation C/B) and the notion of fibre sequences is in the
sense of [23]. For an exposition of this kind of result, see [31, Appendix B] and [1, Theorem 2.12];
see also [3, 5] for related discussions. We only state the result for sPre(Smk)∗ but it also works for
sShv(Smk)∗.
Theorem 3.2 (Moore-Postnikov systems in motivic model category). Let k be a perfect field, let
F → E
q
−→ B be an A1-fibre sequence in the motivic model category sPre(Smk)∗, with all of F,E,B
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being A1-connected and A1-fibrant. Denote πA
1
1 E =: G ∈ Gr
A1
k . Then there is the Moore-Postnikov
tower
E → · · ·
qn+1
−−−→ En
qn
−→ En−1
qn−1
−−−→ · · ·
q2
−→ E1
q1
−→ E0
p0
−→ B,
in sPre(Smk)∗, and maps in : E → En, pn : En → B with the following properties:
(1) All the spaces En are A
1-fibrant, the maps qn, n > 1 are A
1-fibrations, and p0 : E0 → B is an
A1-weak equivalence.
(2) in−1 = qnin, pn−1qn = pn,∀n > 1.
(3) pnin = q,∀n ∈ N.
En+1
E En B
qn+1
pn+1in+1
in pn
(4) The A1-homotopy fibre F (qn) of qn (n > 1) is A
1-weakly equivalent to K(πA
1
n F, n), hence for
each n > 1 we have an A1-homotopy fibre sequence
K(πA
1
n F, n)→ En
qn
−→ En−1.
(5) There are homotopy pullback diagrams in (sPre(Smk) ↓ BG) (with model structure induced from
the Morel-Voevodsky motivic model structure on sPre(Smk))
En //
qn

BG
sn

En−1
kn+1
// KG(πA
1
n F, n + 1),
for a unique [kn+1] ∈ [En−1,K
G(πA
1
n F, n+ 1)]A1 , for all n > 2.
(6) The map E → holim
n∈Nop
En is a local weak equivalence hence an A
1-weak equivalence.
Specializing to the case E = ∗ or B = ∗, one gets respectively the Whitehead tower and Postnikov
tower. Moreover, by the above existence results, we have
(7) For any j 6 n, (in)∗ : π
A1
j E
∼=
−→ πA
1
j En.
(8) For any j > n+ 2, (pn)∗ : π
A1
j En
∼=
−→ πA
1
j B.
(9) There are exact sequences
0→ πA
1
n+1En
(pn)∗
−−−→ πA
1
n+1B
∂
−→ πA
1
n F, n > 0,
where ∂ is the connecting homomorphism in the homotopy long exact sequence of the homotopy
fibre sequence F → E
q
−→ B.
(10) There are A1-homotopy fibre sequences
F [n]→ En
pn
−→ B,
F (qn)→ F [n]
q′n−→ F [n− 1] (n > 1),
where the map q′n is induced from qn : En → En−1 and F [n] is the n-th stage of the Postnikov
tower for F .
Remark 3.3. In practice, we usually consider the liftings of the homotopy class of a map from a smooth
scheme X , regarded as a simplicial presheaf, to a motivic space B, to elements in [X,E]A1 ∼= [X+, E]A1,∗. In
this situation, the above results on Moore-Postnikov systems is very useful in finding when a given A1-homotopy
class can be lifted, especially when the A1-homotopy fibre F of E
q
−→ B is highly connected.
We also need the following results about (relative) cohomologies. We fix a strictly A1-invariant sheaf
of abelian groups M on the Nisnevich site (Smk,Nis) (see [31]). Let Y ∈ sPre(Smk)∗ be a pointed
simplicial presheaf, we define its reduced cohomology with coefficients in M to be
H˜n(Y ;M) := [Y,K(M, n)]A1,∗.
So H˜n(ΣY ;M) = H˜n−1(Y ;M) and for X ∈ sPre(Smk), we have H
n(X;M) = H˜n(X+;M).
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When we write Hn(Y ;M), we will mean the (non-reduced) cohomology of Y (forgetting the base
point).
If X ⊂ Z, we define Hn(Z,X;M), the cohomology of the pair (Z,X) with coefficients in M, to
be the reduced cohomology of Z/X (note that it is naturally pointed), the (homotopy) cofiber of the
inclusion X →֒ Z:
Hn(Z,X;M) := H˜n(Z/X;M) = [Z/X,K(M, n)]A1 ,∗.
So Hn(X,∅;M) = H˜n(X+;M) = H
n(X;M) and H˜n(Y ;M) = Hn(Y, ∗;M). All these are abelian
groups.
Remark 3.4. Here we are taking homotopy classes in the A1-homotopy category. But since we are working
with strictly A1-invariant sheaves of abelian groups (which is the right coefficient sheaves for A1-homotopy
theory), the homotopy classes equal those in Jardine’s local model structure (no A1-localization involved). The
latter works for arbitrary sheaves of abelian groups.
The following result, familiar from classical topology, follows easily from the general abstract for-
malism of [23, Chapter 6]. The long exact sequence for cohomology of a pair follows from that for the
triple ∅ ⊂ Y ⊂ Z. In the following, we say that the inclusion i : Y →֒ Z splits if there exists a map
p : Z → Y such that pi = idY .
Theorem 3.5 (Long exact sequence for cohomology of a triple). Given simplicial presheaves X ⊂
Y ⊂ Z, we have the long exact sequence of cohomology groups
0→ H0(Z, Y ;M)→ H0(Z,X;M) → H0(Y,X;M)→ H1(Z, Y ;M)→ · · ·
· · · → Hn(Z, Y ;M)→ Hn(Z,X;M) → Hn(Y,X;M)→ Hn+1(Z, Y ;M)→ · · · ,
natural in the triple X ⊂ Y ⊂ Z.
In particular, there is the long exact sequence for cohomology of a pair (Z, Y ):
0→ H0(Z, Y ;M)→ H0(Z;M)→ H0(Y ;M)→ H1(Z, Y ;M)→ · · ·
· · · → Hn(Z, Y ;M)→ Hn(Z;M)→ Hn(Y ;M)→ Hn+1(Z, Y ;M)→ · · · .
If the inclusion Y →֒ Z splits, then the long exact sequence reduces to split short exact sequences
0→ Hn(Z, Y ;M)→ Hn(Z;M)→ Hn(Y ;M)→ 0, n > 0.
Applying the split case to the inclusion y : ∗ →֒ Y for a pointed simplicial presheaf Y ∈ sPre(Smk)∗
and noting that Hn(∗;M) = 0 for n > 1 (since k is a field), H0(∗;M) = M(∗) = M(k) is the abelian
group of global sections of the sheaf M, we get the following relation, as in classical algebraic topology.
Corollary 3.6. There are split short exact sequence
0→ H˜0(Y ;M)→ H0(Y ;M)→M(∗)→ 0,
and isomorphisms
H˜n(Y ;M)
∼=
−→ Hn(Y ;M)
for n > 1, natural in Y ∈ sPre(Smk)∗ and M ∈ Ab
A1
k .
For a pointed simplicial presheaf Y ∈ sPre(Smk)∗ and n > 1, we have the suspension homomorphism
σ : H˜n(Y ;M) = [Y,K(M, n)]A1,∗ → [ΩY,ΩK(M, n)]A1,∗ = H˜
n−1(ΩY ;M)
induced by the (derived) loop functor Ω; it’s induced by the counit map ΣΩY → Y (as H˜n(ΣΩY ;M) =
H˜n−1(ΩY ;M)). So
σ([θ]) = [Ωθ].
Recall also that in the category sPre(Smk)∗ of pointed simplicial presheaves on Smk, we have the
smash product ∧. The smash product (X,x) ∧ (Y, y) is defined as the section-wise smash product of
simplicial sets U 7→ (X,x)(U) ∧ (Y, y)(U)—the smash product (X,x) ∧ (Y, y) corepresents maps from
X × Y that are base-point-preserving separately in each variable. So for X,Y ∈ sPre(Smk), we have
(X × Y )+ = X+ ∧ Y+, and for any K ∈ sPre(Smk), we have (X,x) ∧K+ ∼= X ×K/x×K as pointed
simplicial presheaves.
On the other hand, there is the pointed internal function complex Hom∗((X,x), (Y, y)) ∈ sPre(Smk)∗,
given by the equalizer diagram
(3.1) Hom∗((X,x), (Y, y)) Hom(X,Y ) Hom(∗, Y ) = Y,
x∗
y∗
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where Hom is the internal hom of simplicial presheaves, with respect to the cartesian closed structure
on sPre(Smk) and y∗ is the composite Hom(X,Y )→ Hom(X, ∗) = ∗
y
−→ Hom(∗, Y ) = Y . We have
Hom∗(A+, (Y, y))
∼= Hom(A,Y )
as (pointed) simplicial presheaves, for A ∈ sPre(Smk), (Y, y) ∈ sPre(Smk)∗. There is the following
adjunction
(X,x) ∧ (−) : sPre(Smk)∗ ⇄ sPre(Smk)∗ : Hom∗((X,x),−).
It passes to a Quillen adjunction for the motivic model structure.
The operations ∧,Hom∗ make sPre(Smk)∗ a closed symmetric monoidal category with unit S
0 =
∂∆1 = ∆0+ (viewed as a constant pointed simplicial presheaf). The simplicial suspension is given by
ΣX := S1 ∧ X and the simplicial looping is given by ΩX := Hom∗(S
1,X), where S1 := ∆1/∂∆1
(viewed as a constant pointed simplicial presheaf).
Now let X,Y,Z ∈ sPre(Smk)∗ be pointed simplicial presheaves, let
u : (X × Y, ∗ × Y )→ (Z, ∗)
be a map of pairs, which can be identified with a pointed map u : X ∧Y+ → Z (whenever we write Y+,
we forget the base point of Y and add a new base point). Then we have the maps Y+ → Hom∗(X,Z)→
Hom∗(ΩX,ΩZ), which induces a map ΩX ∧ Y+ → ΩZ by adjunction, hence a map of pairs
v : (ΩX × Y, ∗ × Y )→ (ΩZ, ∗).
Since ∗ × Y is a deformation retract of PX × Y , by the long exact sequence for cohomology of the
pair (PX × Y, ∗ × Y ), we see that H∗(PX × Y, ∗ × Y ;M) = 0. So the connecting homomorphism
δ : Hq(ΩX × Y, ∗ × Y ;M)→ Hq+1(PX × Y,ΩX × Y ;M)
for the triple (PX × Y,ΩX × Y, ∗ × Y ) is an isomorphism (by the long exact sequence for cohomology
of a triple above).
The given map u also induces a map of triples
U : (PX × Y,ΩX × Y, ∗ × Y )→ (PZ,ΩZ, ∗)
which fits into a commutative diagram
(PX × Y,ΩX × Y, ∗ × Y )
U //
p×idY

(PZ,ΩZ, ∗)
p

(X × Y, ∗ × Y, ∗ × Y )
u // (Z, ∗, ∗),
where p = pX : PX → X denotes the “path fibration”. Naturality of the connecting homomorphism
for U gives δv∗ = U∗δ, or v∗δ−1 = δ−1U∗. So v∗δ−1p∗ = δ−1U∗p∗ = δ−1(p× idY )
∗u∗. Denote
ρ := δ−1(p × idY )
∗ : Hq+1(X × Y, ∗ × Y ;M)→ Hq(ΩX × Y, ∗ × Y ;M),
so the map ρ is natural and σ = δ−1p∗Z . Alternatively, ρ is the map
[X ∧ Y+,K(M, q + 1)]A1,∗ = [Y+,Hom∗(X,K(M, q + 1))]A1,∗
→ [Y+,Hom∗(ΩX,ΩK(M, q + 1))]A1,∗ = [ΩX ∧ Y+,K(M, q)]A1,∗
induced by the simplicial looping. Note that X × Y/ ∗ ×Y = X ∧ Y+ and H
q+1(X × Y, ∗ × Y ;M) =
[X × Y/ ∗ ×Y,K(M, q + 1)]A1,∗ = [X ∧ Y+,K(M, q + 1)]A1,∗.
Now let ι1 : (X ×Y,∅)→ (X ×Y, ∗×Y ) and ι2 : (ΩX ×Y,∅)→ (ΩX ×Y, ∗×Y ) be the inclusions
of pairs, we get the induced map ι1 : X+ ∧ Y+ = (X × Y )+ = X × Y/∅ → X × Y/ ∗ ×Y = X ∧ Y+
(or smashing the cofiber sequence S0 → X+ → X with Y+ we get a cofiber sequence Y+ = S
0 ∧ Y+ →
X+ ∧Y+
ι1−→ X ∧Y+ and hence also X+ ∧Y+
ι1−→ X ∧Y+ → S
1 ∧ Y+ = Σ(Y+)), hence the induced map
ι∗1 : H
q+1(X × Y, ∗ × Y ;M)→ Hq+1(X × Y ;M)
(note that Hq+1(X×Y ;M) = H˜q+1((X×Y )+;M) = H˜
q+1(X+∧Y+;M) = [X+∧Y+,K(M, q+1)]A1,∗).
Clearly, the inclusion ∗ × Y →֒ X × Y splits (by the projection), ι∗1 is an injection (by Theorem 3.5).
Similarly, we have the induced map
ι∗2 : H
q(ΩX × Y, ∗ × Y ;M)→ Hq(ΩX × Y ;M),
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which is an injection as well.
We obtain the following commutative diagram:
(3.2)
H˜q+1(Z;M) Hq+1(X × Y, ∗ × Y ;M) im(ι∗1) H
q+1(X × Y ;M)
H˜q(ΩZ;M) Hq(ΩX × Y, ∗ × Y ;M) im(ι∗2) H
q(ΩX × Y ;M),
u∗
σ ρ
ι∗1
σ′
v∗ ι
∗
2
where the partial suspension homomorphism σ′ : im(ι∗1) → im(ι
∗
2) is defined by letting the square
on the right commutative (thanks to the fact that ker(ι∗1) ⊂ ker(ι
∗
2ρ)); note that it’s not a map
Hq+1(X × Y ;M)→ Hq(ΩX × Y ;M). Commutativity of the square on the left follows from naturality
of our construction.
Assume K =
⊕
i∈Z
Ki is a graded sheaf of rings, each Ki being a strictly A
1-invariant sheaf of abelian
groups. Then we have the following commutative diagram:
(3.3)
H˜r+1(X;Ki)⊗H
s(Y ;Kj) H
r+1+s(X × Y, ∗ × Y ;Ki+j)
H˜r(ΩX;Ki)⊗H
s(Y ;Kj) H
r+s(ΩX × Y, ∗ × Y ;Ki+j).
µ
σ⊗1 ρ
µ
Here for example, the top arrow µ is the external product
[X,K(Ki, r + 1)]A1,∗ ⊗ [Y,K(Kj , s)]A1 → [X × Y/ ∗ ×Y,K(Ki+j, r + 1 + s)]A1,∗
induced by the multiplication in the graded sheaves of rings K (for more details, see [26, §8.4], where
it’s called cup product pairing ; Jardine’s assumption of commutativity of the coefficient sheaf of rings
K is not essential). We denote a× b := µ(a⊗ b). Then by definition (when X = Y ), the cup product
is given by a · b = a ⌣ b := ∆∗µ(a⊗ b) = ∆∗(a× b), where ∆ : X → X ×X is the diagonal. With cup
product, the cohomology H˜∗(X;K) becomes a ring (bigraded ifK is a graded sheaf of rings), which may
or may not be anti-commutative (depending on commutativity property of K). The commutativity
of the diagram of eq. (3.3) means that ρ(a × b) = (σa) × b for a ∈ H˜∗(X;K), b ∈ H∗(Y ;K) (σ is the
suspension homomorphism for X), which follows from our alternative definition of ρ (and in fact, we
may totally discard the first definition of ρ; we give it only to respect the work of James-Thomas [25]).
Similarly, we have σ′(a × b) = (σa) × b, for a ∈ H˜∗(X;K), b ∈ H˜∗(Y ;K) in eq. (3.2) (here σ is the
suspension homomorphism for X).
4. A1-homotopy study of vector bundles
We first state the following affine representability results in A1-homotopy theory, which is (a special
case of) [8, Theorem 5.2.3], where we use Vr(U) to denote the set of isomorphism classes of rank r
vector bundles over a scheme U and Smaffk denotes the category of (absolutely) affine k-schemes that
are smooth over k. By Grr, we mean the ind-scheme of all finite Grassmannians Grr,n, n > r; BGLr is
the simplicial classifying space for the linear k-group scheme GLr.
Theorem 4.1 (Affine representability for vector bundles). Let k be a perfect field, let U ∈ Smaffk , then
there is a bijection
Vr(U)
∼=
−→ [U,Grr]A1
fitting into the following commutative diagram
Hom(U,Grr)
''PP
P
P
P
P
P
P
P
P
P

Vr(U)
∼= // [U,Grr]A1 ,
where the other two arrows are the canonical ones, both of which are surjective.
Thus we have a natural isomorphism of functors
Vr(−) ∼= [−,Grr]A1 : (Sm
aff
k )
op → Set.
As there is an A1-weak equivalence BGLr ≃ Grr, we can use BGLr in place of Grr.
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We have the following A1-homotopy fiber sequence (see [31, §8.2]):
An+1 \ 0→ BGLn → BGLn+1.
From this and the computation of the first few A1-homotopy sheaves of the motivic sphere An+1 \ 0
(see [31, Corollary 6.43])
πA
1
i (A
n+1 \ 0) =
{
0, i < n,
K
MW
n+1 , i = n,
we see that the induced map of A1-homotopy sheaves
πA
1
j BGLn → π
A1
j BGLn+1
is an isomorphism if j < n and a surjection if j = n.
Thus also, the induced map
πA
1
j BGLn → π
A1
j BGL
is an isomorphism if j < n and an epimorphism if j = n.
Let Fn be the A
1-homotopy fiber of the canonical map ϕn : BGLn → BGL, so we have an A
1-
homotopy fiber sequence
Fn → BGLn → BGL,
and from the above results, we see that
πA
1
j Fn = 0, j < n.
We now compute the next A1-homotopy sheaf of Fn. By [23, §6.1-§6.5], there is a commutative
diagram
An+1 \ 0
i // Fn //

Fn+1

An+1 \ 0 // BGLn //

BGLn+1

BGL BGL
where the four 3-term rows and columns are A1-homotopy fiber sequences, with some extra equivariance
properties (which we omit to state here). From the A1-homotopy fiber sequence in the first row we get
an exact sequence
πA
1
n+1Fn+1 → π
A1
n (A
n+1 \ 0)→ πA
1
n Fn → π
A1
n Fn+1 = 0,
so the map
K
MW
n+1 = π
A1
n (A
n+1 \ 0)→ πA
1
n Fn
and hence also
πA
1
n+1(A
n+2 \ 0)→ πA
1
n+1Fn+1
are epimorphisms. And so
πA
1
n Fn
∼= coker(πA
1
n+1Fn+1 → π
A1
n (A
n+1 \ 0)) ∼= coker(πA
1
n+1(A
n+2 \ 0)→ πA
1
n (A
n+1 \ 0)).
The composite πA
1
n+1(A
n+2 \ 0)→ πA
1
n+1Fn+1 → π
A1
n (A
n+1 \ 0) is the map
K
MW
n+2 → K
MW
n+1
discussed in [4, Lemma 3.5], which is 0 if n is even and is multiplication by η if n is odd; so
im(πA
1
n+1Fn+1 → π
A1
n (A
n+1 \ 0)) ∼=
{
0, n even;
ηKMWn+2 , n odd.
Thus
πA
1
n Fn
∼= coker(KMWn+2 → K
MW
n+1)
∼=
{
K
MW
n+1 , n even;
K
MW
n+1/ηK
MW
n+2 = K
M
n+1, n odd.
Moreover, by the A1-homotopy fiber sequence An+1 \ 0→ Fn → Fn+1 we get exact sequences
πA
1
n+1(A
n+1 \ 0)→ πA
1
n+1Fn → π
A1
n+1Fn+1 = K
M
n+2
0
−→ πA
1
n (A
n+1 \ 0), n even,
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πA
1
n+1(A
n+1 \ 0)→ πA
1
n+1Fn → π
A1
n+1Fn+1 = K
MW
n+2
η
−→ KMWn+1 = π
A1
n (A
n+1 \ 0), n odd,
and since ker(KMWn+2
η
−→ KMWn+1)
∼= 2KMn+2, we get exact sequences
(4.1)
{
πA
1
n+1(A
n+1 \ 0)→ πA
1
n+1Fn → K
M
n+2 = π
A1
n+1Fn+1 → 0, n even;
πA
1
n+1(A
n+1 \ 0)→ πA
1
n+1Fn → 2K
M
n+2 → 0, n odd.
As πA
1
j Fn = 0 for j < n, by the Moore-Postnikov decomposition in A
1-homotopy theory stated in
Theorem 3.2, we can factorize the map BGLn → BGL as BGLn → E = En → BGL and the map
E = En → BGL fits into a homotopy cartesian diagram
E = En //

BGm

BGL = En−1
kn+1
// KGm(πA
1
n Fn, n+ 1),
for a unique [kn+1] ∈ [En−1,K
Gm(πA
1
n Fn, n+1)]A1 , if n > 2. For any j 6 n, we have π
A1
j BGLn
∼= πA
1
j En.
Now assume n > 3 is odd, then Gm acts trivially on π
A1
n Fn = K
M
n+1, so the above homotopy cartesian
diagram reduces to an A1-homotopy fiber sequence
(4.2) E = En → BGL = En−1
θ
−→ K(KMn+1, n+ 1).
whence a principal A1-homotopy fiber sequence
K(KMn+1, n)→ E = En → BGL = En−1.
The A1-homotopy class of the map θ is the universal (n+1)-st Chern class cn+1 ∈ H
n+1(BGL;KMn+1) =
CHn+1(BGL) (see [6, Example 5.2 and Proposition 5.8]).
In the algebro-geometric situation, let k be a perfect field, A a smooth affine k-algebra of Krull
dimension d > 3, and X = Spec(A). Then by the A1-homotopy long exact sequence and crawling up
the Moore-Postnikov tower of the map BGLn → BGL, one easily finds that the map
[X,BGLn]A1 → [X,E]A1
is surjective if n > d− 1, and is bijective if n > d.
5. Motivic approach to enumerating non-stable vector bundles
In this section, we develop a motivic homotopy theoretic approach to the enumeration problem
for non-stable vector bundles, following the ideas of I. M. James and E. Thomas [25] in the classical
homotopy theoretic setting.
Again we consider the algebro-geometric situation: k is a perfect field, A a smooth affine k-algebra
of Krull dimension d > 3, and X = Spec(A). Recall that we have the A1-homotopy fiber sequence
Fn → BGLn
ϕ=ϕn
−−−−→ BGL.
The problem is to study the induced map on A1-homotopy classes
ϕ∗ : [X,BGLn]A1 → [X,BGL]A1 .
Suppose K ∈ sPre(Smk)∗ is a pointed simplicial presheaf on the Nisnevich site (Smk,Nis). We have
its free path space P∗K := K∆
1
and free loop space Ω∗K ⊂ P∗K given by the equalizer diagram
Ω∗K P∗K = K∆
1
K∆
0
= K,
(d1)∗
(d0)∗
where the two parallel arrows are induced by the coface maps d1, d0 : ∆0 ⇒ ∆1. Denote by
r : Ω∗K → K
the composite map in the above equalizer diagram; it’s easy to see that we have a cartesian diagram
Ω∗K P∗K = K∆
1
K K ×K = K∂∆
1
,
r
·y ((d1)∗,(d0)∗)
δK
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where δK : K → K × K is the diagonal map (we can use this cartesian diagram to define Ω
∗K and
r : Ω∗K → K). If K is a section-wise Kan complex, then the right vertical map is a section-wise
Kan fibration (since it’s induced by the inclusion ∂∆1 →֒ ∆1; cf. [20, Proposition 9.3.9]), so the map
r : Ω∗K → K is also a section-wise Kan fibration.
The map (s0)∗ : K∆
0
= K → P∗K = K∆
1
defines a map c : K → Ω∗K which is a section of the
map r (as s0d0 = id = s0d1, by the cosimplicial identities).
The usual (based) loop space ΩK ⊂ Ω∗K fits into the cartesian square
ΩK Ω∗K
∗ K,
i
·y r
where the bottom arrow is the base point of K. Thus there is a section-wise homotopy fiber sequence
ΩK
i
−→ Ω∗K
r
−→ K.
Now consider the following situation: we are given a strictly A1-invariant sheaf of abelian groups
M on (Smk,Nis) and a principal A
1-homotopy fiber sequence
K(M, n)→ E
q
−→ BGL
classified by a map θ : BGL→ K(M, n+ 1), n > 2. So the above A1-homotopy fiber sequence extends
one step to the right (so that each 3-term forms an A1-homotopy fiber sequence):
K(M, n)→ E
q
−→ BGL
θ
−→ K(M, n+ 1).
Moreover, by [9, Theorem 2.2.5] or [7, Lemma 3.1.3], we have an A1-homotopy fiber sequence
K(M, n) = ΩK(M, n+ 1)
i
−→ Ω∗K(M, n + 1)
r
−→ K(M, n+ 1).
Later we will specialize to the case of M being the typical and naturally-arising strictly A1-invariant
sheaves like KMn+1,K
MW
n+1 to give enumeration results for non-stable vector bundles.
Proposition 5.1. The induced map
i∗ : H
n(X;M) = [X,K(M, n)]A1 = [X,ΩK(M, n + 1)]A1 → [X,Ω
∗K(M, n + 1)]A1
is injective. If moreover dimX = d 6 n, then Hn+1(X;M) = [X,K(M, n + 1)]A1 = 0 and hence
i∗ : H
n(X;M) = [X,ΩK(M, n + 1)]A1 → [X,Ω
∗K(M, n+ 1)]A1 is an isomorphism.
Proof. The abelian group Hn(X;M) = [X,ΩK(M, n + 1)]A1 ∼= [X,ΩLA1K(M, n + 1)]A1 is the same
as the set of simplicial homotopy classes of maps X → ΩLA1K(M, n+1) by the strict A
1-invariance as-
sumption ofM (which ensures thatK(M, n) is A1-local for all n ∈ N), which is in turn π0(ΩLA1K(M, n+
1)(X)) = [∆0+,ΩLA1K(M, n + 1)(X)]sSet∗ . Note that all the constructions interplay well with the
A1-fibrant replacement functor LA1 , so the result follows from the classical result [25, Theorem 2.6]
(applying it to A = S0 with X replaced by our LA1K(M, n+1)(X)). Caution: In [25], the authors work
with pointed connected CW-complexes from the outset, but one easily sees that the relevant results are
still true for A = ∆0+ = S
0.
The last statement follows easily from the A1-homotopy fiber sequence
K(M, n) = ΩK(M, n+ 1)
i
−→ Ω∗K(M, n + 1)
r
−→ K(M, n+ 1).

Giving a stable vector bundle over X is the same as giving a class ξ ∈ [X,BGL]A1 . We will first
study the lifting set q−1∗ (ξ) following the treatment of [25].
For θ ∈ Hn+1(BGL;M) = [BGL,K(M, n+ 1)]A1 , let
θ′ = Ω∗θ : Ω∗BGL→ Ω∗K(M, n+ 1).
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Given ξ ∈ [X,BGL]A1 as above, we say γ ∈ H
n(X,M) = [X,K(M, n)]A1 = [X,ΩK(M, n + 1)]A1 is
θ-correlated to ξ if there exists an element ψ ∈ [X,Ω∗BGL]A1 such that r∗ψ = ξ, θ
′
∗ψ = i∗γ.
(5.1)
∃ψ ∈ [X,Ω∗BGL]A1 [X,BGL]A1 ∋ ξ
γ ∈ [X,ΩK(M, n + 1)]A1 [X,Ω
∗K(M, n + 1)]A1 [X,K(M, n + 1)]A1
θ′
∗
r∗
c∗
θ∗
i∗ r∗
c∗
We denote the set of such elements γ ∈ [X,ΩK(M, n + 1)]A1 by Cθ(ξ) ⊂ [X,ΩK(M, n + 1)]A1 =
Hn(X,M). It’s easy to check that
(5.2) Cθ(ξ) 6= ∅⇐⇒ θ∗(ξ) = 0 ∈ H
n+1(X;M) = [X,K(M, n + 1)]A1 ⇐⇒ q
−1
∗ (ξ) 6= ∅,
in which case, one can see that for ψ = c∗ξ, we have θ
′
∗ψ ∈ i∗[X,ΩK(M, n + 1)]A1(= ker r∗).
The following corresponds to [25, Theorem 3.4].
Theorem 5.2. Consider the action of Hn(X;M) = [X,K(M, n)]A1 on the set [X,E]A1 associated to
the fiber sequence (given by “concatenation of paths” in the simplicial direction by suitably applying LA1).
For each η ∈ [X,E]A1 , this action restricts to a transitive action of H
n(X;M) = [X,K(M, n)]A1 on the
set q−1∗ (q∗η) ⊂ [X,E]A1 , and for any η
′ ∈ q−1∗ (q∗η), its stabilizer under this action is Cθ(q∗η) (which
only depends on q∗η
′ = q∗η ∈ [X,BGL]A1 ; also note that θ∗(q∗η) = 0, compatible with the fact that
Cθ(q∗η) 6= ∅, being a group). So each orbit set forms a fiber of the map q∗ : [X,E]A1 → [X,BGL]A1 .
In particular, if q−1∗ (ξ) 6= ∅, then q
−1
∗ (ξ)
∼= Hn(X;M)/Cθ(ξ) and hence it has an abelian group
structure.
Proof. As in the proof of Proposition 5.1, by using the functorial A1-fibrant replacement functor LA1 ,
we are reduced to the classical topological situation via simplicial homotopy. Then the result follows
from Theorem 2.1 and [25, Lemma 3.1, Theorems 3.2 and 3.3] (applying them to A = S0 with C
replaced by our LA1K(M, n + 1)(X)); notice that eq. (5.1) translates well to a diagram of simplicial
homotopy classes in sSet∗. 
Note that K(M, n + 1) is a sheaf of simplicial abelian groups, and BGL has a binary operation m
induced by the maps GLr ×GLs → GLr+s, (A,B) 7→
(
A
B
)
. Strictly speaking, these maps don’t
give a map GL×GL→ GL on colimits, but will give a map
∐
n>0BGLn×
∐
n>0BGLn →
∐
n>0 BGLn.
By [32, Proposition 4.3.10], we have an A1-weak equivalence BGL×Z
≃
−→ RΩB(
∐
n>0BGLn), we get a
map m : (BGL×Z)×(BGL×Z)→ BGL×Z in the A1-homotopy category, which restrict to the desired
map (operation) m : BGL × BGL→ BGL. Similar considerations appear in Quillen’s construction of
algebraic K-theory space using a choice of a bijection N×N→ N and shows the choice doesn’t matter
up to homotopy on the +-construction (see also [24, §15.2, Remark 2.3] in the topological situation);
in the sequel, we just write BGL instead of the correct (but awkward) form LA1BGL. Below, we prove
that BGL is an abelian group object in HA
1
∗ (S).
Theorem 5.3. Let H = (H0,H1,H2, · · · ) be a motivic T -spectrum (T = P
1 ≃ S1 ∧ Gm) for a base
scheme S. Define H ′ = (H ′0,H
′
1,H
′
2, · · · ) by H
′
n := RHom∗(G
∧n
m ,Hn). Then
(1) H ′ = (H ′0,H
′
1,H
′
2, · · · ) is a motivic S
1-spectrum, and H ′0 ≃ LA1H0.
(2) H0 is an abelian group object in the pointed A
1-homotopy category HA
1
∗ (S).
(3) For any X ∈ sPre(SmS)∗, the derived mapping space RMap∗(X,H0) ∈ sSet∗ is an ∞-loop space
and hence all its components are weakly equivalent.
Proof. We have H ′0 = RHom∗(G
∧0
m ,H0) = RHom∗(S
0,H0) ≃ Hom∗(S
0,LA1H0) = LA1H0.
By performing a fibrant replacement, we may assume that H is a fibrant motivic T -spectrum, so
that each Hn ∈ sPre(SmS)∗ is A
1-fibrant and the adjoint bonding maps Hn → Hom∗(P
1,Hn+1) are
A1-weak equivalences (even local weak equivalences). Thus
H ′n = Hom∗(G
∧n
m ,Hn) ≃ Hom∗(G
∧n
m ,Hom∗(S
1 ∧Gm,Hn+1))
∼= Hom∗(S
1 ∧G∧n+1m ,Hn+1)
∼= Hom∗(S
1,Hom∗(G
∧n+1
m ,Hn+1)) = ΩH
′
n+1,
showing that H ′ = (H ′0,H
′
1,H
′
2, · · · ) is a motivic S
1-spectrum, (1) is proved.
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For (2), just note that for any X ∈ sPre(SmS)∗, the set [X,H0]A1,∗ = [X,H
′
0]A1,∗ = [X,Ω
2H ′2]A1,∗ is
an abelian group (any term in a motivic S1-spectrum is an abelian group object in HA
1
∗ (S)).
For (3), note that for all K ∈ sSet∗,X ∈ sPre(SmS)∗, there are canonical isomorphisms
[K,RMap∗(X,H0)]sSet∗
∼= [K ∧X,H0]A1,∗,
the right hand side are abelian groups by (2). 
Corollary 5.4. The spaces BGL is an abelian group object in the pointed A1-homotopy category HA
1
∗ (S)
and for any X ∈ SmS, all the components of the derived mapping space RMap(X,BGL) ∈ sSet∗ are
weakly equivalent.
If S = Spec(k) for a perfect field k, then BSL is an abelian group object in the pointed A1-homotopy
category HA
1
∗ (k) and all the components of the derived mapping space RMap(X,BSL) ∈ sSet∗ are
weakly equivalent.
Proof. Since the motivic T -spectrum representing algebraic K-theory has term BGL×Z in each level,
by the previous result we see BGL × Z is an abelian group object in HA
1
(S). We conclude by noting
that the projection BGL× Z→ Z is a homomorphism of abelian group objects with kernel BGL.
If S = Spec(k), note that there is an A1-homotopy fiber sequence BSL→ BGL→ BGm = K(K
M
1 , 1)
(thanks to the fact that the Picard group of a normal scheme is A1-invariant, yielding that Gm ∈ Gr
A1
k ),
realizing BSL as the kernel of BGL → K(KM1 , 1) (note that the second arrow splits), thus BSL is an
abelian group object as well. 
This is to be compared with the fact in classical topology that for “non-stable” groups, the path-
components of Map(X,BG)—whose homotopy types are closed related with gauge groups—may rep-
resent (infinitely) many distinct homotopy types (see e.g. [35]).
Proposition 5.5. Let (B, 0) ∈ sSet∗ be an abelian group object in the pointed homotopy category
Ho(sSet∗) (i.e. an abelian H-group) with a binary operation m : (B, 0)× (B, 0)→ (B, 0), (b, b
′) 7→ bb′.
Denote its path components by Bξ, ξ ∈ π0B. Then
(B, 0) ∼= (B0, 0)× π0(B, 0)
as abelian H-groups.
Proof. Fix a base point bξ in each component Bξ with b0 = 0. Then we easily find that the maps
B → B0 × π0(B, 0), (b ∈ Bξ) 7→ (bb−ξ, ξ)
and
B0 × π0(B, 0)→ B, (b, ξ) 7→ bbξ
are homomorphisms of H-groups and are homotopy inverse to each other. 
The map m : BGL× BGL→ BGL induces for any X ∈ Smk the addition on K˜0(X) = [X,BGL]A1 :
m∗(ξ, ξ
′) = ξ + ξ′.
Using this, for a given pointed map θ : (BGL, e)→ (K(M, n + 1), 0), we can define a map
θ1 : BGL× BGL→ K(M, n+ 1)
which on sections is given by (x, y) 7→ θ(m(x, y))− θ(y) and further a map
θ2 : ΩBGL× BGL→ ΩK(M, n+ 1)
which on a loop is given by θ1 (see [25, p. 486]) since θ1(e, y) = 0. Formally, let θ
♭
1 : BGL →
Hom(BGL,K(M, n + 1)) be the adjoint of θ1 : BGL× BGL→ K(M, n+ 1), then θ2 is the restriction
of the adjoint of the composite
BGL
θ♭1−→ Hom(BGL,K(M, n + 1))→ Hom(Ω∗BGL,Ω∗K(M, n+ 1)).
It’s obtained in the same way as we get v from u in §3.
We thus get a map
(θ2)∗ : [X,ΩBGL]A1 × [X,BGL]A1 → [X,ΩK(M, n + 1)]A1 = [X,K(M, n)]A1 .
For a class ξ ∈ [X,BGL]A1 , we obtain the map
(5.3) ∆(θ, ξ) : K1(X) = [X,ΩBGL]A1 → [X,K(M, n)]A1 = H
n(X;M)
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given by β 7→ (θ2)∗(β, ξ). Then ∆(θ, ξ) = (θ2)∗(−, ξ) is homomorphism of abelian groups, whose effect
is given by Proposition 5.7 below.
Note further that if τ : M→M′ is a homomorphism of sheaves of abelian groups, then it’s easy to
see that
τ∗∆(θ, ξ) = ∆(τ∗θ, ξ).
K1(X) H
n(X;M)
Hn(X;M′)
∆(θ,ξ)
∆(τ∗θ,ξ)
τ∗
The binary operation m : BGL×BGL→ BGL also determines a map m′ : ΩBGL×BGL→ Ω∗BGL
which on a loop is given by m (see [25, p. 493]). Formally, let m♭ : BGL → Hom(BGL,BGL) be the
adjoint of m : BGL× BGL→ BGL, then m′ is the restriction of the adjoint of the composite
BGL
m♭
−−→ Hom(BGL,BGL)
(−)∆
1
−−−−→ Hom(BGL∆
1
,BGL∆
1
).
On local sections (λ, y), m′ “translates” a loop λ at the base point of BGL to a loop based at y.
Proposition 5.6. The map m′ : ΩBGL× BGL→ Ω∗BGL is an isomorphism in HA
1
∗ (S).
So the induced map
m′∗ : [X,ΩBGL]A1 × [X,BGL]A1 → [X,Ω
∗BGL]A1
is an isomorphism of abelian groups and satisfies
m′∗(β, α) = i∗β + c∗α,
where c : BGL→ Ω∗BGL, i : ΩBGL→ Ω∗BGL are the maps constructed before. So r∗m
′
∗(β, α) = α.
Proof. As in the proof of Proposition 5.1, for X ∈ Smk, using
[X,ΩBGL]A1 ∼= [X,ΩLA1BGL]A1 = [∆
0
+,ΩLA1BGL(X)]sSet∗
etc., and in general, for X ∈ sPre(SmS)∗, we have
[X,ΩBGL]A1,∗ ∼= π0RMap∗(X,ΩLA1BGL)
etc., we are reduced to the classical topological situation, which is given in [25, Theorem 2.7]. 
Denoting the addition on K(M, n+1) by a, then we have a similar construction of an isomorphism
a′ : ΩK(M, n+ 1)×K(M, n+ 1)→ Ω∗K(M, n + 1), which induces an isomorphism
a′∗ : [X,ΩK(M, n + 1)]A1 × [X,K(M, n + 1)]A1 → [X,Ω
∗K(M, n+ 1)]A1 .
In fact, the map a′ itself is an isomorphism by the degree-wise split fiber sequence
ΩK(M, n + 1) Ω∗K(M, n + 1) K(M, n+ 1).i
r
c
Proposition 5.7. We have
(5.4) θ′∗m
′
∗(β, ξ) = a
′
∗(∆(θ, ξ)(β), θ∗ξ) = a
′
∗((θ2)∗(β, ξ), θ∗ξ).
[X,ΩBGL]A1 × [X,BGL]A1 [X,ΩK(M, n + 1)]A1 × [X,K(M, n + 1)]A1
[X,Ω∗BGL]A1 [X,Ω
∗K(M, n+ 1)]A1
((θ2)∗,θ∗pr2)
=((θ2)∗,θ∗r∗m′∗)
∼=
m′
∗
a′
∗∼ =
θ′
∗
If θ∗ξ = 0, then
(5.5) θ′∗m
′
∗(β, ξ) = i∗(∆(θ, ξ)(β)).
Proof. As in the proof of Proposition 5.1, we are reduced to the classical topological situation, which
is given in [25, eq. (2.8), p. 495]. 
The following corresponds to [25, Theorems 2.9 and 1.2].
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Theorem 5.8. Let θ ∈ Hn+1(BGL;M) = [BGL,K(M, n+1)]A1 and ξ ∈ [X,BGL]A1 with θ∗(ξ) = 0 ∈
Hn+1(X,M). Then for γ ∈ [X,K(M, n)]A1 , we have
γ ∈ Cθ(ξ)⇐⇒ γ ∈ im
(
K1(X) = [X,ΩBGL]A1
∆(θ,ξ)
−−−−→ [X,K(M, n)]A1 = H
n(X;M)
)
.
Thus if θ∗(ξ) = 0 ∈ H
n+1(X;M), we have
(5.6) im ∆(θ, ξ) = Cθ(ξ), q
−1
∗ (ξ)
∼= coker ∆(θ, ξ).
Proof. Assume θ∗(ξ) = 0 ∈ H
n+1(X;M). If γ = ∆(θ, ξ)β for some β ∈ K1(X) = [X,ΩBGL]A1 , we
take ψ = m′∗(β, ξ), then r∗ψ = ξ and by eq. (5.5), θ
′
∗ψ = i∗γ, i.e. γ ∈ Cθ(ξ).
Conversely, let γ ∈ Cθ(ξ) and assume r∗ψ = ξ, θ
′
∗ψ = i∗γ for some ψ ∈ [X,Ω
∗BGL]A1 . As m
′
∗
is a bijection, we can take β ∈ [X,ΩBGL]A1 and α ∈ [X,BGL]A1 such that m
′
∗(β, α) = ψ, then
α = r∗m
′
∗(β, α) = r∗ψ = ξ and again by eq. (5.5),
i∗γ = θ
′
∗ψ = θ
′
∗m
′
∗(β, ξ) = i∗∆(θ, ξ)β.
Since i∗ is injective by Proposition 5.1, we see that γ = ∆(θ, ξ)β ∈ im ∆(θ, ξ). 
6. Application to vector bundles of critical rank
Recall that we have the A1-homotopy fiber sequence
Fn → BGLn
ϕ=ϕn
−−−−→ BGL.
We have the induced map on A1-homotopy classes
ϕ∗ : [X,BGLn]A1 → [X,BGL]A1 .
We want to describe the inverse-image under ϕ∗ of a class in the right hand side.
The following corresponds to [25, Theorem 1.6].
Theorem 6.1. Let n = d be odd, let ξ be a stable vector bundle over X, whose classifying map is still
denoted by ξ : X → BGL. Then there is a bijection
ϕ−1∗ (ξ)
∼= coker
(
K1(X) = [X,ΩBGL]A1
∆(cn+1,ξ)
−−−−−−→ [X,K(KMn+1, n)]A1 = H
n(X;KMn+1)
)
.
Proof. This is an easy consequence of Theorem 5.8: for n = d, the condition cn+1(ξ) = cd+1(ξ) = 0 is
satisfied as Chern classes vanish above the rank of the vector bundle. 
The universal j-th Chern class cj ∈ H
j(BGL;KMj ) = CH
j(BGL) for j ∈ N satisfy
(6.1) m∗cn =
n∑
r=0
(cr × cn−r) ∈ [BGL× BGL,K(K
M
n , n)]A1 ,
where cr × cn−r := µ(cr ⊗ cn−r), µ being the obvious map
[BGL,K(KMr , r)]A1 ⊗ [BGL,K(K
M
n−r, n− r)]A1 → [BGL× BGL,K(K
M
n , n)]A1
induced by the multiplication in the graded sheaves of Milnor K-groups KM∗ .
Indeed, for any U ∈ Smk and (ξ, ξ
′) ∈ [U,BGL]A1 × [U,BGL]A1 , as m∗(ξ, ξ
′) = ξ + ξ′, by Whitney
sum formula for Chern classes,
(m∗cn)(ξ, ξ
′) = cnm∗(ξ, ξ
′) = cn(ξ + ξ
′) =
n∑
r=0
cr(ξ) · cn−r(ξ
′) =
n∑
r=0
(cr × cn−r)(ξ, ξ
′),
hence the result.
We have the suspension homomorphism
σ : CHj(BGL) = [BGL,K(KMj , j)]A1,∗ → [ΩBGL,ΩK(K
M
j , j)]A1,∗ = H˜
j−1(GL;KMj )
for j > 1, induced by the loop functor Ω which is given by
σ([θ]) = [Ωθ].
Note that in the above, it doesn’t matter whether we use pointed or unpointed A1-homotopy classes
provided j > 2, see [4, Lemma 2.1]. In fact this is also the case for j = 2 by Corollary 3.6.
ENUMERATING NON-STABLE VECTOR BUNDLES 19
Theorem 6.2. For β ∈ K1(X) = [X,ΩBGL]A1 = [X,GL]A1 , we have
∆(cn+1, ξ)β = β
∗σcn+1 +
n∑
r=1
(β∗σcr) · cn+1−r(ξ)
= (Ωcn+1)(β) +
n∑
r=1
((Ωcr)(β)) · cn+1−r(ξ)
= ∆(cn+1, 0)β +
n∑
r=1
((Ωcr)(β)) · cn+1−r(ξ)
= ∆(cn+1, 0)β +
n∑
r=1
(∆(cr, 0)β) · cn+1−r(ξ).
(6.2)
Hj(BGL;KMj )
σ
−→ [GL,K(KMj , j − 1)]A1
β∗
−→ [X,K(KMj , j − 1)]A1 = H
j−1(X;KMj )
To prove this, we first prove the following more general result, which corresponds to [25, Theorem
1.3] whose proof is given in [25, §5].
Proposition 6.3. Let K be a sheaf of rings, strictly A1-invariant as a sheaf of abelian groups. Let
β ∈ K1(X) = [X,ΩBGL]A1 = [X,GL]A1 and α ∈ H˜
∗(K(M, n + 1);K). Assume a∗α = α × 1 +
1 × α,m∗θ∗α ∈ µ(H˜∗(BGL;K)⊗2); more precisely, let m∗θ∗α = θ∗α × 1 + 1 × θ∗α +
∑
ui × vi =
µ(θ∗α⊗ 1 + 1⊗ θ∗α+
∑
ui ⊗ vi), where ui, vi ∈ H˜
∗(BGL;K).
(1) We have θ∗1α = m
∗θ∗α− 1× θ∗α.
(2) Denote γ = ∆(θ, ξ)β, then
γ∗σα = (β∗σ) · (θ∗α) +
∑
(β∗σui) · (ξ
∗vi).
α ∈ H˜∗(K(M, n + 1);K) H˜∗−1(K(M, n);K) H∗−1(X;K)
α ∈ H˜∗(K(M, n + 1);K) H˜∗(K(M, n + 1)×K(M, n + 1);K) H˜∗(K(M, n+ 1);K)⊗2
α′ = θ∗α ∈ H˜∗(BGL;K) H˜∗(BGL × BGL;K) H˜∗(BGL;K)⊗2
σ γ
∗
a∗
θ∗
θ∗1
µ
m∗ µ
Proof. Write α′ = θ∗α.
(1) Let g be the composite BGL×BGL
1×∆
−−−→ BGL×BGL×BGL
m×1
−−−→ BGL×BGL and let h be
the composite K(M, n + 1) × K(M, n + 1)
1×w
−−−→ K(M, n + 1) × K(M, n + 1)
a
−→ K(M, n + 1),
where ∆ : BGL → BGL × BGL is the diagonal and w : K(M, n + 1) → K(M, n + 1) is the
inverse map. We have
θ1 = h(θ × θ)g.
As w∗α = −α, we have h∗α = (1 × w)∗a∗α = (1 × w)∗(α × 1 + 1 × α) = α × 1 − 1 × α, so
(θ × θ)∗h∗α = α′ × 1− 1× α′. We conclude by noting that
g∗(α′ × 1) = (1×∆)∗(m× 1)∗(α′ × 1) = (1×∆)∗(m∗α′ × 1) = m∗α′
(here we need the fact that m∗α′ =
∑
ai × bi ∈ µ(H˜
∗(BGL;K)⊗2) and the observation that
(1×∆)∗((a× b)× 1) = a× b) and
g∗(1× α′) = (1×∆)∗(m× 1)∗(1× α′) = (1×∆)∗(1× (1× α′)) = 1× α′.
(2) Consider the maps of pairs
u : (BGL× BGL, ∗ × BGL)→ (K(M, n + 1), 0)
and
v : (ΩBGL× BGL, ∗ × BGL)→ (ΩK(M, n + 1), 0)
determined by the maps θ1, θ2 respectively.
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By (1), we can write θ∗1α = µ(α
′
0) with α
′
0 = α
′ ⊗ 1 +
∑
ui ⊗ vi ∈ H˜
∗(BGL;K)⊗2. Let
ι0 : (BGL,∅)→ (BGL, ∗), ι1 : (BGL × BGL,∅)→ (BGL× BGL, ∗ × BGL) and ι2 : (ΩBGL×
BGL,∅) → (ΩBGL × BGL, ∗ × BGL) be the inclusions of pairs, so θ1 = uι1, θ2 = vι2. Let
α0 := (1⊗ ι
∗
0)(α
′
0) = α
′ ⊗ 1 +
∑
ui ⊗ ι
∗
0vi ∈ H˜
∗(BGL;K)⊗H∗(BGL;K).
α ∈ H˜∗(K(M, n + 1);K) H∗(BGL× BGL;K) H˜∗(BGL;K)⊗2 ∋ α′0
α ∈ H˜∗(K(M, n + 1);K) H∗(BGL× BGL, ∗ × BGL;K) H˜∗(BGL;K)⊗H∗(BGL;K) ∋ α0
θ∗1 µ
1⊗ι∗0
u∗
ι∗1
µ
Then ι∗1u
∗α = θ∗1α = µ(α
′
0) = ι
∗
1µ(α0), u
∗α = µ(α0) + ε, ε ∈ ker ι
∗
1. So by eqs. (3.2) and (3.3),
θ∗2σα = ι
∗
2v
∗σα = ι∗2ρu
∗α = ι∗2ρµ(α0) + ι
∗
2ρε,
ι∗2ρµ(α0) = ι
∗
2µ(σ ⊗ 1)α0 = ι
∗
2µ(σα
′ ⊗ 1 +
∑
σui ⊗ ι
∗
0vi) = ι
∗
2(σα
′ × 1 +
∑
σui × ι
∗
0vi),
ι∗2ρε = σ
′ι∗1ε = 0,
hence
θ∗2σα = σ
′θ∗1(α).
Of course, as imθ∗1 ⊂ imι
∗
1, one can get this relation more directly from the “outer contour” of
eq. (3.2), without using eq. (3.3).
By (1) and the fact that σ′(a× b) = (σa)× b in eq. (3.2), we get
θ∗2σα = σ
′(m∗α′ − 1× α′) = σα′ × 1 +
∑
(σui)× vi.
Since γ = ∆(θ, ξ)β = (θ2)∗(β, ξ) is represented by the composite
X
∆
−→ X ×X
β×ξ
−−→ ΩBGL× BGL
θ2−→ ΩK(M, n+ 1),
we have
γ∗σα = ∆∗(β × ξ)∗θ∗2σα = ∆
∗(β × ξ)∗(σα′ × 1 +
∑
(σui)× vi)
= ∆∗(β∗σα′ × 1 +
∑
(β∗σui)× (ξ
∗vi)) = (β
∗σ) · (θ∗α) +
∑
(β∗σui) · (ξ
∗vi).

Proof of Theorem 6.2. We apply Proposition 6.3 to the situation when M = KMn+1,K = K
M
∗ , θ =
cn+1 : BGL→ K(K
M
n+1, n+ 1) and α ∈ H˜
n+1(K(KMn+1, n+ 1);K
M
n+1) = [K(K
M
n+1, n+ 1),K(K
M
n+1, n+
1)]A1,∗ being represented by the identity map of K(K
M
n+1, n+ 1), in which case, θ
∗α = θ, γ∗σα = γ.
We need to prove that [a] = a∗α = α × 1 + 1 × α holds. But α × 1 + 1 × α is also represented by
the addition map a (Eckmann-Hilton property). 
We give the following two obvious corollaries of Theorems 6.1 and 6.2.
Corollary 6.4. Assume dimX = d > 3 is odd. Let ξ, ξ′ ∈ [X,BGL]A1 . If cj(ξ) = cj(ξ
′), 1 6 j 6 d,
then ξ and ξ′ have the same number of representatives in Vd(X).
In particular, we have the following.
Corollary 6.5. Assume dimX = d > 3 is odd. Let ξ, ξ′ ∈ Vd(X), sharing the same total Chern class.
If ξ is cancellative, then so is ξ′.
The following result says that the map
∆(cn+1, ξ) : [X,ΩBGL]A1 → [X,K(K
M
n+1, n)]A1 = H
n(X;KMn+1)
is essentially the map induced by cn+1 : BGL → K(K
M
n+1, n + 1); so the complicated operations we
made just transfer things on a general component RMap(X,BGL)ξ of the derived mapping space
RMap(X,BGL) ∈ sSet∗ to the weakly equivalent component RMap(X,BGL)0 (component of the
canonical base point). In light of Corollary 5.4, this is not very surprising.
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Theorem 6.6. Given ξ ∈ [X,BGL]A1 , let
Tξ := m(−, ξ)∗ : π1(RMap(X,BGL), 0)→ π1(RMap(X,BGL), ξ)
be the isomorphism induced by m(−, ξ) : RMap(X,BGL)0 → RMap(X,BGL)ξ introduced in Proposi-
tion 5.5. Assume cn+1(ξ) = 0. Then we have
cn+1 ◦ Tξ = ∆(cn+1, ξ) : K1(X) = [X,ΩBGL]A1 → [X,K(K
M
n+1, n)]A1 = H
n(X;KMn+1).
Similar statements hold with BSL in place of BGL.
Proof. By Proposition 5.5, the map Tξ is an isomorphism.
Since m∗cn+1(−, ξ) = cn+1m(−, ξ) : RMap(X,BGL)→ RMap(X,K(K
M
n+1, n+ 1)), we see
(m∗cn+1(−, ξ))∗ = (cn+1)∗Tξ
as maps π1(RMap(X,BGL), 0)→ π1(RMap(X,K(K
M
n+1, n+ 1)), 0) = H
n(X;KMn+1).
On the other hand, since
m∗cn+1 =
n+1∑
r=0
cr × cn+1−r ∈ [BGL× BGL,K(K
M
n+1, n+ 1)]A1 ,
by taking RMap(X,−) to the two sides we see the following two maps in sSet∗ are homotopic:
(6.3) m∗cn+1(−, ξ) ≃
n+1∑
r=0
cr(−) · cn+1−r(ξ) : RMap(X,BGL)→ RMap(X,K(K
M
n+1, n+ 1)).
Here the map cr(−) · cn+1−r(ξ) is the composite
RMap(X,BGL)
(cr(−),cn+1−r(ξ))
−−−−−−−−−−−→ RMap(X,K(KMr , r))× RMap(X,K(K
M
n+1−r, n+ 1− r))
→ RMap(X ×X,K(KMn+1, n+ 1))
∆∗
−−→ RMap(X,K(KMn+1, n+ 1)),
where the second coordinate of the first arrow is given by
RMap(X,BGL)→ ∆0
cn+1−r(ξ)
−−−−−−→ RMap(X,K(KMn+1−r, n+ 1− r)),
the second arrow is the obvious map and the third is induced by the diagonal of X. From this
description it’s clear that
Ω(cr(−) · cn+1−r(ξ)) ≃ (Ωcr(−)) · cn+1−r(ξ) : ΩRMap(X,BGL)→ RMap(X,K(K
M
n+1, n)).
Additions are also preserved: for any [a], [b] ∈ [RMap(X,BGL),RMap(X,K(KMn+1, n + 1))]sSet∗ , we
have [a]∗ + [b]∗ ≃ ([a] + [b])∗ : ΩRMap(X,BGL) → RMap(X,K(K
M
n+1, n)) (the subscript ∗ refers the
effects on loop spaces). Indeed, by facts about H-spaces, the sum [a]+ [b] is represented the composite
RMap(X,BGL)
∆
−→ RMap(X,BGL)×RMap(X,BGL)
(a,b)
−−−→ RMap(X,K(KMn+1, n+ 1))
×RMap(X,K(KMn+1, n+ 1))
+
−→ RMap(X,K(KMn+1, n+ 1)),
where ∆ refers the diagonal map and “+” is the H-group operation of RMap(X,K(KMn+1, n+1)); taking
Ω everywhere gives a similar composite for [a]∗+[b]∗ ∈ [ΩRMap(X,BGL),RMap(X,K(K
M
n+1, n))]sSet∗ ,
which says exactly that [a]∗ + [b]∗ = ([a] + [b])∗ ∈ [ΩRMap(X,BGL),RMap(X,K(K
M
n+1, n))]sSet∗ . So
applying π0Ω = π1 to eq. (6.3) we find
(m∗cn+1(−, ξ))∗ =
n+1∑
r=0
(Ωcr)(−) · cn+1−r(ξ) = ∆(cn+1, ξ)
by Theorem 6.2. So cn+1 ◦ Tξ = (cn+1)∗Tξ = ∆(cn+1, ξ).
The BSL case is also valid by Corollary 5.4. 
Remark 6.7. Theorems 2.1 and 6.6 together give an independent proof of Theorems 6.1 and 6.2, so we could
totally avoid using the method of [25]. We still present both, as the method of [25] is the motivation of our
work.
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We next turn to more refined computation. Following [2], we denote
A2n+1 := k[x0, · · · , xn, y0, · · · , yn]/(
n∑
i=0
xiyi − 1)
and Q2n+1 := Spec(A2n+1). The projection to the first n+ 1 coordinates gives a morphism Q2n+1 →
An+1 \ 0 = An+1k \ 0, which is an A
n-fibration hence an A1-weak equivalence.
Let A be a k-algebra. To any A-point (a, b) ofQ2n+1, Suslin associated (systemically and inductively)
a matrix αn+1(a, b) ∈ SL2n(A) ⊂ GL2n(A), yielding a k-morphism
αn+1 : Q2n+1 → GL2n →֒ GL.
Moreover, Suslin gave a systemical way to reduce the matrix αn+1(a, b) ∈ SL2n(A) ⊂ GL2n(A) via ele-
mentary matrix operations (though non-explicitly) to an element βn+1(a, b) ∈ SLn+1(A) ⊂ GLn+1(A),
whose first row can be designated to be (an!0 , a1, · · · , an) if a = (a0, a1, · · · , an)—(a special case of) the
famous Suslin’s n! theorem (see [36, 28]). This gives a k-morphism
βn+1 : Q2n+1 → SLn+1 ⊂ GLn+1.
Note that we have [αn+1(a, b)] = [βn+1(a, b)] ∈ GL(A)/E(A) = K1(A) by construction.
GLn+1
X Q2n+1 GL2n
(a,b) αn+1
βn+1
With the A1-weak equivalences An+1 \ 0 ≃ Q2n+1, we obtain a morphism
αn+1 : A
n+1 \ 0→ GL ≃ ΩBGL
in HA
1
∗ (k) (base points suitably chosen). Taking adjunction we get a morphism
α♯n+1 : (P
1)∧(n+1) ≃ Σ(An+1 \ 0)→ BGL
in HA
1
∗ (k). Under the canonical isomorphism
[An+1 \ 0,K(KMr , r − 1)]A1,∗
∼=
−→ [(P1)∧(n+1),K(KMr , r)]A1,∗,
the class (Ωcr)(αn+1) corresponds to cr(α
♯
n+1).
An+1 \ 0
αn+1
−−−→ ΩBGL
Ωcr−−→ K(KMr , r − 1)! (P
1)∧(n+1)
α
♯
n+1
−−−→ BGL
cr−→ K(KMr , r)
As cr(α
♯
n+1) ∈ H˜
r((P1)∧(n+1);KMr ) and by [4, Lemma 4.5],
H˜r((P1)∧(n+1);KMr ) = H˜
r−1(An+1 \ 0;KMr )
∼=
{
0, r 6= n+ 1;
(KMr )−(n+1)(Spec k) = K
M
0 (Spec k) = Z, r = n+ 1
(where M−i denotes the i-th contraction of a sheaf M and we have used [4, Lemma 2.7]), we obtain
the following.
Proposition 6.8. (Ωcr)(αn+1) = (Ωcr)(βn+1) = 0 for r 6= n+ 1.
Remark 6.9. By eq. (6.5) below, we see that (Ωcn+1)(αn+1) is ±n! in (K
M
0 )(Spec k) = Z.
It’s an easy exercise of scheme theory that for any k-algebra A, we have Homk(Spec A,A
n+1 \ 0) ∼=
Umn+1(A) (the set of unimodular row in A of length n+1). Suppose now that X := Spec A is smooth
over k. With some effort, one can show the following (see [15, Theorem 2.1] for a proof).
Proposition 6.10. Assume 2 6 dimA = d 6 n, then Hn(Spec A;KMWn+1)
∼= [Spec A,An+1 \ 0]A1 ∼=
Umn+1(A)/En+1(A). Here En+1(A) denotes the group of elementary matrices of size n + 1, with its
natural action on rows of length n+ 1.
Moreover, let pr1 : GLn+1 → A
n+1 \ 0 be the projection to the first row, then we obtain a morphism
ψn+1 : A
n+1 \ 0→ An+1 \ 0, (x0, x1, · · · , xn) 7→ (x
n!
0 , x1, · · · , xn)
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in HA
1
∗ (k), being the composite A
n+1 \ 0 ≃ Q2n+1
βn+1
−−−→ GLn+1
pr1−−→ An+1 \ 0. Then the induced map
(ψn+1)∗ : [Spec A,A
n+1 \ 0]A1 → [Spec A,A
n+1 \ 0]A1
on the cohomotopy set is given by
(ψn+1)∗([a0, a1, · · · , an]) = [a
n!
0 , a1, · · · , an] =
n!
2
h · [a0, a1, · · · , an]
under the above isomorphism, for (a0, · · · , an) ∈ Umn+1(A) (where [a0, · · · , an] denotes its class in the
orbit set Umn+1(A)/En+1(A) and h = 〈1,−1〉).
Remark 6.11. Let ω : An+1 \ 0 → K(KMWn+1 , n) be the morphism determined by the projection to the first
non-trivial (n-th) Postnikov tower, and let [ω] ∈ Hn(An+1 \ 0;KMWn+1) be the cohomology class it represents.
Then Hn(An+1 \ 0;KMWn+1)
∼= KMW0 (k) is a rank-1 free K
MW
0 (k)-module generated by [ω] and
ψ∗n+1[ω] =
n!
2
h · [ω].
Then we get the last statement as follows: Let a = (a0, · · · , an) ∈ Umn+1(A), then ω∗(ψn+1)∗([a]) = [ω ◦ψn+1 ◦
a] = (ψ∗n+1[ω])[a] = (
n!
2 h · [ω])[a] = ω∗(
n!
2 h[a]), and so (ψn+1)∗([a]) =
n!
2 h[a] (using Postnikov tower argument
to see that ω∗ : [X,A
n+1 \ 0]A1 → H
n(X ;KMWn+1) is a bijection, since d 6 n).
X = Spec A
a
−→ An+1 \ 0
ψn+1
−−−→ An+1 \ 0
ω
−→ K(KMWn+1, n)
In fact, let V ⊂ An+1 \ 0 be the closed subvariety defined by x1 = · · · = xn = 0, so V ∼= A
1 \ 0, k(V ) ∼= k(x0).
The homology of the portion⊕
y∈(An+1\0)(n−1)
K
MW
2 (κy)→
⊕
y∈(An+1\0)(n)
K
MW
1 (κy)→
⊕
y∈(An+1\0)(n+1)
K
MW
0 (κy)
of the Rost-Schmid complex computes Hn(An+1 \ 0;KMWn+1), and one finds that [x0] ∈ K
MW
1 (k(V )) is indeed a
cycle. Moreover, in the localization exact sequence
0 = Hn(An+1;KMWn+1)→ H
n(An+1 \ 0;KMWn+1)
∂
−→ Hn+1{0} (A
n+1;KMWn+1) = K
MW
0 (k)→ 0
we have ∂[x0] = 〈1〉 ∈ K
MW
0 (k), so H
n(An+1 \ 0;KMWn+1) = K
MW
0 (k) · [x0]. By the relation [a
n] = nǫ[a] in K
MW
1
we see [xn!0 ] =
n!
2 h[x0] so ∂[x
n!
0 ] =
n!
2 h. Thus
ψ∗n+1[x0] =
n!
2
h · [x0].
For an abelian group H and an integer m, we write H/m := H/mH for the quotient abelian group.
We say that H is m-divisible if H/m = 0, i.e. if mH = H.
Theorem 6.12. Let k be a perfect field with char(k) 6= 2. Assume that A is a smooth k-algebra of odd
Krull dimension d > 3. Let X = Spec A, ξ ∈ [X,BGL]A1 .
(1) We have d! · Hd(X;KMd+1) ⊂ im∆(cd+1, ξ).
(2) There is a surjective homomorphism
Hd(X;KMd+1)/d!։ coker∆(cd+1, ξ).
(3) If Hd(X;KMd+1) is d!-divisible, then coker∆(cd+1, ξ) = 0. So in this case, any rank d vector
bundle is cancellative. Moreover, the map
(cd+1)∗ : π1(RMap(X,BSL), ξ)→ π1(RMap(X,K(K
M
d+1, d+ 1)), 0) = H
d(X;KMd+1)
is surjective for every ξ ∈ [X,BGL]A1 .
Proof. (1) By [4, Proposition 2.6], there is an exact sequence
0→ Id+2 ∼= ηKMWd+2 → K
MW
d+1 → K
M
d+1 → 0,
where I = ker(GW = KMW0 → K
M
0 ) = ηK
MW
1 is the fundamental ideal and I
d+2 its power.
Since X has A1-cohomological dimension at most dimX = d, we see Hd+1(X; Id+2) = 0, hence
the map τ : Hd(X;KMWd+1 )→ H
d(X;KMd+1) given by reducing coefficients is a surjection. So we
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can write any element of Hd(X;KMd+1) as τ([a, b]) with (a, b) ∈ Q2d+1(A), a = (a0, a1, · · · , ad) ∈
Umd+1(A).
[X,Q2d+1]A1 = Umd+1(A)/Ed+1(A) = H
d(X;KMWd+1 ) H
d(X;KMd+1)
[βd+1(a, b)] ∈ [X,GLd+1]A1 [X,GL]A1 = K1(X) ∋ [βd+1(a, b)]
τ
(pr1)∗(βd+1)∗ ∆(cd+1,ξ)
We will show that the following equality holds:
(6.4) d! · τ([a, b]) = ±∆(cd+1, ξ)([βd+1(a, b)]).
Indeed, by Proposition 6.10 (and notice that h = η · [−1] + 2 becomes 2 in KM∗ , yielding that
τ(d!2 h) = d!),
d! · τ([a, b]) = τ(d! · [a, b]) = τ((ψd+1)∗[a, b]) = τ((pr1)∗[βd+1(a, b)]) = τ([a
d!
0 , a1, · · · , ad]).
While Proposition 6.8 tells
∆(cd+1, ξ)([βd+1(a, b)]) = (Ωcd+1)([βd+1(a, b)]).
We are thus reduced to showing that
(6.5) τ([ad!0 , a1, · · · , ad]) = τ((pr1)∗[βd+1(a, b)]) = ±(Ωcd+1)([βd+1(a, b)]).
We will prove more generally that
(6.6) τ([(1, 0, · · · , 0) · β]) = ±(Ωcd+1)([β]), for β ∈ SLd+1(A) ⊂ SL(A).
For this, note that by Theorem 3.2 (10), we have an A1-homotopy fibre sequence
(BSLd)
[d] pd−→ BSLd+1
ed+1
−−−→ K(πA
1
d (A
d+1 \ 0), d + 1) = K(KMWd+1 , d+ 1)
(where ed+1 is the relevant k-invariant) hence also
K(KMWd+1 , d)→ (BSLd)
[d] pd−→ BSLd+1.
As (Ad+1 \ 0)[d] = K(KMWd+1 , d), by Theorem 3.2 (10) and naturality statement of (dual of) [23,
Proposition 6.5.3], we get a map of A1-homotopy fibre sequences
SLd+1 A
d+1 \ 0 BSLd BSLd+1
SLd+1 K(K
MW
d+1 , d) (BSLd)
[d] BSLd+1.
pr1
τ ′
Ωed+1 pd
In this diagram, the map SLd+1 ≃ RΩBSLd+1
pr1−−→ Ad+1 \ 0 is indeed “projection to the first
row”, since after applying [U,−]A1 , the induced map on homotopy is given by the natural action
of SLd+1(U)/Ed+1(U) on the class of the base point (1, 0, · · · , 0) ∈ (A
d+1 \ 0)(k).
Thus Ωed+1 = τ
′ ◦ pr1 : SLd+1 → K(K
MW
d+1 , d) (in H
A1
∗ (k)), composing with the maps
X
β
−→ SLd+1 and K(K
MW
d+1 , d)→ K(K
M
d+1, d) we find that, after reducing coefficients, Ωed+1([β])
equals to τ([(1, 0, · · · , 0) · β]). While by [6, Theorem 1 and Proposition 5.8], our k-invariant
ed+1 is the (universal) Euler class (up to a unit in GW(k)), whose reduction coincides with the
universal Chern class cd+1 (up to sign, as a unit in GW(k) = K
MW
0 (k) is mapped to a unit in
K
M
0 (k)
∼= Z), establishing our eq. (6.6).
Statements (2) and (3) then follow easily, with the help of the last part of Theorem 2.1. 
Remark 6.13. If k is algebraically closed (k = k¯), then using the Rost-Schmid complex (see [13, 17] for some
nice expositions on related notions and results), one easily finds that Hd(X ;KMd+1) is d!-divisible, as it is a
quotient of the direct sum of groups of the form KM1 (κx) = κ
×
x = k
× which is d!-divisible (x ranges over closed
points of X). Of course, for the same reason, we have the more refined result that Hd(X ;KMd+1) is d!-divisible
if κ×x is d!-divisible (i.e. κx = (κx)
d!) for all closed points x ∈ X .
More generally, Hd(X ;KMd+1) is d!-divisible if k has cohomological dimension at most 1 (see for instance [16,
Theorem 2.2]), as a consequence of Voevodsky’s confirmation of the motivic Bloch-Kato conjecture (or norm
residue isomorphism theorem), a highly non-trivial result.
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Then we treat the case when n = d is even. To still get a principal A1-homotopy fiber sequence, we
need to restrict ourselves to the case of oriented vector bundles—namely those classified by homotopy
classes of maps to BSL or BSLd (since π
A1
1 BSLd = 0, as opposed to the fact that π
A1
1 BGLd = Gm).
Note first that our discussion from §4 up to §6 here are still valid if we replace GL with SL everywhere,
essentially because we also have the A1-homotopy fiber sequence
An+1 \ 0→ BSLn → BSLn+1.
The only difference is that the obstruction class (namely the k-invariant θ) is different from the case
when n = d is odd.
We now identify the k-invariant θ. By the functoriality of the Moore-Postnikov tower, applied to
the square
BSLd BSLd+1
BSLd BSL
(factoring the rows up to the first non-trivial stage E′, E) we have the following map of A1-homotopy
fibre sequences (when deleting the last column)
K(KMWd+1 , d) E
′ BSLd+1 K(K
MW
d+1 , d+ 1) K(K
M
d+1, d+ 1)
K(KMWd+1 , d) E BSL K(K
MW
d+1 , d+ 1) K(K
M
d+1, d+ 1).
ed+1
sd+1
τ
θ τ
So τed+1 = cd+1 = τθsd+1 (as Chern classes stabilize, we can write cd+1 = τθ).
Note that as dimX = d, we have SK1(X) = [X,ΩBSL]A1 = [X,SL]A1
(sd+1)∗
==== [X,SLd+1]A1 . We thus
have a commutative diagram (since τ is induced by the homomorphism KMWd+1 → K
M
d+1, we can move
τ out; cf. [25, (1.1)])
[X,SL]A1 H
d(X;KMWd+1 )
[X,SL]A1 H
d(X;KMd+1).
∆(θ,ξ)
τ
∆(cd+1,ξ)
Again by the exact sequence
0→ Id+2 → KMWd+1 → K
M
d+1 → 0,
we see that the right vertical map τ : Hd(X;KMWd+1 ) → H
d(X;KMd+1) is surjective (since X has A
1-
cohomological dimension at most d).
If we further assume that the 2-cohomological dimension of our base field k (perfect and char(k) 6= 2)
is at most 2: c.d.2(k) 6 2, then by (the proof of) [16, Theorem 2.1] (using Gersten-Witt complex of
X = Spec A and assuming d > 3), we have Hd(X; Id+2) = 0. So in this case, the right vertical map
τ : Hd(X;KMWd+1 )→ H
d(X;KMd+1) is an isomorphism.
Finally, we are able to give results similar to those in the odd dimension case (whose proof is almost
verbatim the same after suitably changing notations).
Similarly as before, we have the induced map on A1-homotopy classes
ϕ∗ : [X,BSLn]A1 → [X,BSL]A1
and want to enumerate its fibers. We also use V◦n(X) to denote the set of isomorphism classes of rank
n oriented vector bundle over X.
Theorem 6.14. Assume that the base field k is perfect and char(k) 6= 2 with c.d.2(k) 6 2. Let
n = d > 4 be even, let ξ be a stable oriented vector bundle over X, whose classifying map is still
denoted ξ : X → BSL. Then there is a bijection
ϕ−1∗ (ξ)
∼= coker
(
SK1(X) = [X,ΩBSL]A1
∆(cd+1,ξ)
−−−−−−→ [X,K(KMd+1, d)]A1 = H
d(X;KMd+1)
)
.
Proposition 6.15. Assume that the condition of Theorem 6.14 is satisfied.
(1) Let ξ, ξ′ ∈ [X,BSL]A1 . If cj(ξ) = cj(ξ
′), 1 6 j 6 d, then ξ and ξ′ has the same number of
representatives in V◦d(X).
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(2) Let ξ, ξ′ ∈ V◦d(X), sharing the same total Chern class. If ξ is cancellative, then so is ξ
′.
Theorem 6.16. Assume that the base field k is perfect and char(k) 6= 2 with c.d.2(k) 6 2. Assume
that A is a smooth k-algebra of even Krull dimension d > 4. Let X = Spec A, ξ ∈ [X,BSL]A1 .
(1) We have d! · Hd(X;KMd+1) ⊂ im∆(cd+1, ξ).
(2) There is a surjective homomorphism
Hd(X;KMd+1)/d!։ coker∆(cd+1, ξ).
(3) If Hd(X;KMd+1) is d!-divisible, then coker∆(cd+1, ξ) = 0. So in this case, any rank d oriented
vector bundle is cancellative. Moreover, the map
(cd+1)∗ : π1(RMap(X,BSL), ξ)
θ∗−→ π1(RMap(X,K(K
MW
d+1 , d+ 1)), 0) = H
d(X;KMWd+1 )
τ
−→ Hd(X;KMd+1)
is surjective for every ξ ∈ [X,BSL]A1 .
Remark 6.17. For the even rank case, our assumption on the 2-cohomological dimension of the base field k
cannot be omitted in order to get Hd(X ; Id+2) = 0 so that τ : Hd(X ;KMWd+1 )→ H
d(X ;KMd+1) is an isomorphism:
c.d.2(R) =∞, if we take A = R[x, y, z]/(x
2+ y2+ z2− 1), then Hd(Spec A; Id+2) 6= 0 (note that c.d.2(R) =∞).
On the other hand, quite a lot of fields satisfy our assumption, e.g. any finite field (with odd characteristic),
any algebraically closed field, or any field of the form L(t) or L(t1, t2) for an algebraically closed field L with
char(L) = 0.
7. Application to vector bundles below critical rank
Assume that the base field k is perfect and char(k) 6= 2, A a smooth affine k-algebra of Krull
dimension d > 3, and X = Spec(A). Let ξ be a stable oriented vector bundle over X, whose classifying
map is still denoted ξ : X → BSL. We will now investigate the isomorphism classes of rank n = d− 1
(oriented) vector bundles that are stably equivalent to the given ξ (if it exists).
If d > 4 is even, we have the A1-homotopy fiber sequence
Fd−1 → BSLd−1
ϕ=ϕd−1
−−−−−→ BSL.
We consider the two-stage Moore-Postnikov factorization (Theorem 3.2) of the map ϕ : BSLd−1 → BSL,
(7.1)
F = Fd−1 BSLd−1
K(πA
1
d Fd−1, d) E
′
K(KMd , d− 1) E K(π
A1
d Fd−1, d+ 1)
X BSL K(KMd , d).
q′
q
θ′
p
ξ
ξE
θ
By the properties listed in Theorem 3.2, it’s easy to see that the map q′ : BSLd−1 → E
′ induces a
bijection
q′∗ : [X,BSLd−1]A1 → [X,E
′]A1 .
We thus need only to find under what conditions, the maps
p∗ : [X,E]A1 → [X,BSL]A1
and
q∗ : [X,E
′]A1 → [X,E]A1
are injections.
As before, we have the following commutative diagram
BSLd K(K
MW
d , d)
BSL K(KMd , d).
ed
sd τ
θ
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Thus θsd = τed = cd by [6, Example 5.2 and Proposition 5.8] as before.
On the other hand, by Serre’s splitting theorem, we can write ξ = (sd)∗([ξd]) for some [ξd] ∈
[X,BSLd]A1 . So θ∗([ξ]) = (θsd)∗[ξd] = (τed)∗[ξd] = cd(ξd) = cd(ξ) (as Chern classes stabilizes), we can
write θ = cd.
Note that whenever ξ is represented by a rank d − 1 vector bundle, we will have cd(ξ) = 0. So
by Theorem 5.8 with Theorem 6.2 and Proposition 6.3 applied to the case n = d − 1, we obtain the
following description of p−1∗ ([ξ]).
Proposition 7.1. Let k be a perfect field with char(k) 6= 2, A a smooth affine k-algebra of even Krull
dimension d > 4, and X = Spec(A), let ξ be a stable oriented vector bundle over X, whose classifying
map is still denoted ξ : X → BSL. If ξ is represented by a rank d− 1 vector bundle, there is a bijection
p−1∗ (ξ)
∼= coker
(
SK1(X) = [X,ΩBSL]A1
∆(cd,ξ)
−−−−→ [X,K(KMd , d− 1)]A1 = H
d−1(X;KMd )
)
.
The homomorphism ∆(cd, ξ) is given as follows: for β ∈ SK1(X) = [X,SL]A1 ,
∆(cd, ξ)β = (Ωcd)(β) +
d−1∑
r=1
((Ωcr)(β)) · cd−r(ξ).
Below, for a sheaf of abelian groups K and an integer m, we denote by K/m := K/mK for the
mod-m quotient sheaf and mK := ker(K
m
−→ mK) for the m-torsion subsheaf. Since the contraction
functor (−)−1 : Ab
A1
k → Ab
A1
k is exact, the constructions of the mod-m quotient and the m-torsion
subsheaves are preserved by (iterated) contractions. We also write µm for the étale sheaf of m-th roots
of 1, and µ⊗nm for its n-th tensor power. Denote I¯
j := Ij/Ij+1 ∼= KMj /2. The proof of the following
result is adapted from [18, Proposition 6.1].
Proposition 7.2. Assume the base field k is algebraically closed, X = Spec(A) is a connected smooth
affine k-scheme of dimension d. Then the group Hd−1(X;KMd ) is divisible prime to char(k) :
Hd−1(X;KMd )/m = 0
for any m ∈ Z>0 with char(k) ∤ m. In particular, if char(k) = 0 or char(k) > d, then H
d−1(X;KMd ) is
(d− 1)!-divisible: Hd−1(X;KMd )/(d − 1)! = 0.
Proof. Writing m = ℓr11 · · · ℓ
rs
s ,ℓi prime, ℓi 6= char(k) and ri ∈ N, we see that it suffices to consider the
case m = ℓr. Let ℓ be a prime number and ℓ 6= char(k), let r ∈ N. Consider the short exact sequences
0→ ℓrK
M
d → K
M
d
ℓr
−→ ℓrKMd → 0
and
0→ ℓrKMd → K
M
d → K
M
d /ℓ
r → 0.
Using the Rost-Schmid complex we see that Hd(X; ℓrK
M
d ) is a quotient of a direct sum of groups of the
form ℓrK
M
0 (κx)
∼= ℓrZ = 0 (over all closed points x ∈ X
(d)) as Z is torsion-free, thus Hd(X; ℓrK
M
d ) = 0.
We then have exact sequences
Hd−1(X;KMd )→ H
d−1(X; ℓrKMd )→ H
d(X; ℓrK
M
d ) = 0
and
Hd−1(X; ℓrKMd )→ H
d−1(X;KMd )→ H
d−1(X;KMd /ℓ
r).
Splicing together we get an exact sequence
Hd−1(X;KMd )
ℓr
−→ Hd−1(X;KMd )→ H
d−1(X;KMd /ℓ
r)
and hence
0→ Hd−1(X;KMd )/ℓ
r → Hd−1(X;KMd /ℓ
r).
Therefore to prove Hd−1(X;KMd )/ℓ
r = 0, it suffices to prove that Hd−1(X;KMd /ℓ
r) = 0.
For j, n ∈ N, let H j(n) = (Rj i∗)µ
⊗n
ℓr be the Zariski sheaf associated to the presheaf U 7→
Hje´t(U ;µ
⊗n
ℓr ) (where i is the inclusion of the Zariski site into the étale site). We have the biregular
Bloch-Ogus spectral sequence ([12]; it’s one incarnation of the Leray spectral sequence)
Eij2 = H
i
Zar(X;H
j(n)) =⇒ Hi+je´t (X;µ
⊗n
ℓr ).
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The term Eij2 = H
i
Zar(X;H
j(n)) can be computed as the i-th cohomology of the Gersten complex
Hje´t(κη ;µ
⊗n
ℓr )→ · · · →
⊕
x∈X(i)
Hj−ie´t (κx;µ
⊗n−i
ℓr )→ · · · ,
where η ∈ X(0) is the generic point of X.
Since k = k¯, the cohomological dimension c.d.(κx) 6 d− dim(OX,x) ([34, §4.2, Proposition 11]), we
see Hj−ie´t (κx;µ
⊗n−i
ℓr ) = 0 for x ∈ X
(i). Thus Eij2 = H
i
Zar(X;H
j(n)) = 0 if i > d = dim X or j > d
or i > j. Hence in the filtration of the converging term H2d−1e´t (X;µ
⊗n
ℓr ), the only (possibly) non-trivial
term is Ed−1,d2 = H
d−1
Zar (X;H
d(n)). While by [30, Chapter VI, Theorem7.2], H2d−1e´t (X;µ
⊗n
ℓr ) = 0 since
X is affine over k = k¯. Thus Ed−1,d2 = H
d−1
Zar (X;H
d(n)) = 0 as well.
There is a commutative diagram ([11, Theorem 2.3])⊕
x∈X(d−2) K
M
2 (κx)/ℓ
r
⊕
x∈X(d−1) K
M
1 (κx)/ℓ
r
⊕
x∈X(d) K
M
0 (κx)/ℓ
r
⊕
x∈X(d−2) H
2
e´t(κx;µ
⊗2
ℓr )
⊕
x∈X(d−1) H
1
e´t(κx;µℓr)
⊕
x∈X(d) H
0
e´t(κx;Z/ℓ
r),
where the vertical maps are isomorphisms by [29] (or Voevodsky’s confirmation of the motivic Bloch-
Kato conjecture). The homology of the middle terms in the two rows compute Hd−1(X;KMd /ℓ
r) and
respectively Hd−1Zar (X;H
d(d))(= 0). Thus
Hd−1(X;KMd /ℓ
r) = Hd−1Zar (X;H
d(d)) = 0.
We are done. 
Let’s now treat the case when the dimension of X is odd. Still assume k = k¯. By the exact sequence
0→ Id+1 → KMWd
τ
−→ KMd → 0
we get an exact sequence
Hd−1(X;KMWd )
τ
−→ Hd−1(X;KMd )→ H
d(X; Id+1).
Rost-Schmid complex for Id+1 says that Hd(X; Id+1) is a subquotient of
⊕
x∈X(d)
I(κx) =
⊕
x∈X(d)
I(k¯) = 0,
thus Hd(X; Id+1) = 0 and τ is surjective as well. In fact, more is true: by Voevodsky’s confirmation of
the Milnor conjecture, we have an isomorphism of sheaves of abelian groups I¯d+j ∼= H d+j(d+j) (j > 1),
where H d+j(d + j) is the Zariski sheaf associated to the presheaf U 7→ Hd+je´t (U ;µ
⊗d+j
2 ); by reason of
cohomological dimension, H d+j(d + j)|X = 0 (j > 1) (restricting to the Zariski site of X). Thus we
have I¯j|X = 0, j > d, I
d+1|X = I
d+2|X = · · · .
The Arason-Pfister Hauptsatz gives
⋂
j>1 I
d+j = 0, thus Id+1|X = 0 and so τ : K
MW
j |X → K
M
j |X is in
fact an isomorphism for every j > d. This suffices to conclude that the induced maps on cohomologies
τ : Hi(X;KMWj ) → H
i(X;KMj ) for j > d = dim X are isomorphisms, since these sheaves are strictly
A1-invariant, Nisnevich and Zariski cohomologies of X coincide (and are computed by Rost-Schmid
complexes).
The exact sequence
0→ 2KMj → K
M
j → I¯
j → 0
gives isomorphisms
Hi(X; 2KMj )
∼=
−→ Hi(X;KMj ), j > d.
We summarize the results as follows:
(7.2)
{
Hi(X; Ij) = 0,Hi(X; 2KMj )
∼= Hi(X;KMj ), j > d;
τ : Hi(X;KMWj )
∼=
−→ Hi(X;KMj ), j > d.
Proposition 7.3. Let k be an algebraically closed field with char(k) 6= 2, A a smooth affine k-algebra
of Krull dimension d > 3, and X = Spec(A), let ξ be a stable oriented vector bundle over X, whose
classifying map is still denoted ξ : X → BSL. If ξ is represented by a rank d − 1 vector bundle, then
there is a bijection
p−1∗ (ξ)
∼= coker
(
SK1(X) = [X,ΩBSL]A1
∆(cd,ξ)
−−−−→ [X,K(KMd , d− 1)]A1 = H
d−1(X;KMd )
)
.
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The homomorphism ∆(cd, ξ) is given as follows: for β ∈ SK1(X) = [X,SL]A1 ,
∆(cd, ξ)β = (Ωcd)(β) +
d−1∑
r=1
((Ωcr)(β)) · cd−r(ξ).
So ∆(cd, ξ)([βd+1(a, b)]) = 0 for all A-point (a, b) of Q2d+1.
Proof. We already treated in Proposition 7.1 the case when d is even. For d odd, since πA
1
d−1Fd−1
∼=
K
MW
d , we have a similar two-stage Moore-Postnikov factorization as in eq. (7.1), with K
M
d replaced by
K
MW
d there.
There are the following commutative diagrams:
BSLd K(K
MW
d , d)
BSL K(KMd , d),
ed
sd τ
cd
θ and hence
SK1(X) H
d−1(X;KMWd )
Hd−1(X;KMd ).
∆(θ,ξ)
∆(cd,ξ)
τ
Since τ : KMWd |X → K
M
d |X is an isomorphism, so is the right vertical map. Thus ∆(θ, ξ) and ∆(cd, ξ)
are essentially the same. Therefore the result for the d odd case holds as with the case when d is even
in Proposition 7.1.
The last statement follows from Proposition 6.8. 
Remark 7.4. Since cd(ξ) = τθ(ξ), we see that ξ lifts to a class in [X,E]A1 iff cd(ξ) = 0. While θ
′
∗ maps [X,E]A1
to 0, hence no further obstruction. We thus get Murthy’s splitting result [33] for oriented rank d vector bundles:
Let X be a smooth affine variety of dimension d over an algebraically closed field k, then an oriented rank d
vector bundle ξ over X splits off a trivial line bundle iff cd(ξ) = 0.
Theorem 7.5. Assume k = k¯ and char(k) 6= 2. Let A be a smooth k-algebra of Krull dimension d > 3.
Let X = Spec A, ξ ∈ [X,BSL]A1 which is represented by a rank d− 1 vector bundle.
(1) We have (d− 1)! ·Hd−1(X;KMd ) ⊂ im∆(cd, ξ).
(2) There is a surjective homomorphism
Hd−1(X;KMd )/(d− 1)!։ coker∆(cd, ξ).
(3) If char(k) = 0 or char(k) > d, then the lifting set p−1∗ (ξ) ⊂ [X,E]A1 is a singleton. So the map
θ∗ : π1(RMap(X,BSL), ξ)→ π1(RMap(X,K(K
M
d , d)), 0) = H
d−1(X;KMd )
is surjective.
Proof. This is along the same line as the proof of Theorem 6.12. We only briefly write down some
points. Using the Postnikov tower of Ad\0, it’s easy to see that we have a surjective map [X,Ad\0]A1 ։
Hd−1(X;KMWd ). Thus the composite
Umd(A)/Ed(A) = [X,Q2d−1]A1 = [X,A
d \ 0]A1 ։ H
d−1(X;KMWd )
τ
−→ Hd−1(X;KMd )
is surjective. So every element in Hd−1(X;KMd ) is the image of some [a, b] with (a, b) ∈ Q2d−1(A), a =
(a1, · · · , ad) ∈ Umd(A) which we write as τ([a, b]).
SLd
X Q2d−1 SL2d−1
(a,b) αd
βd
We will show
(d− 1)! · τ([a, b]) = ±∆(cd, ξ)([βd(a, b)]).
As in the proof of Theorem 6.12 (from eq. (6.5) to the end, where X essentially plays no role), we
have
τ((pr1)∗[β]) = τ([(1, 0, · · · , 0) · β]) = ±(Ωcd)([β]), for β ∈ SLd(A) ⊂ SL(A)
and
(Ωcr)(αd) =
{
0, r 6= d;
±(d− 1)! ∈ KM0 (k) = Z, r = d.
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We get
∆(cd, ξ)([βd(a, b)]) = (Ωcd)([βd(a, b)]).
Thus
(d− 1)! · τ([a, b]) = τ((d− 1)! · [a, b]) = τ((ψd)∗[a, b]) = τ((pr1)∗[βd(a, b)])
= ±(Ωcd)([βd(a, b)]) = ±∆(cd, ξ)([βd(a, b)]).
This finishes proving (1). Statements (2) and (3) then follow easily from (1), the divisibility result in
Proposition 7.2 and the last part of Theorem 2.1. 
Finally we study the map q∗ : [X,E
′]A1 → [X,E]A1 . By the discussion in Section 4, we get exact
sequences
(7.3)
{
πA
1
d (A
d \ 0)→ πA
1
d Fd−1 → K
M
d+1 = π
A1
d Fd → 0, d odd;
πA
1
d (A
d \ 0)→ πA
1
d Fd−1 → 2K
M
d+1 → 0, d even,
where in the d even case, the term 2KMd+1 sits in an exact sequence 0 → 2K
M
d+1 → K
MW
d+1 = π
A1
d Fd →
I
d+1 → 0, and Id+1|X = 0 if k = k¯, telling that the canonical homomorphism 2K
M
d+1 → K
MW
d+1 =
πA
1
d Fd induces an isomorphism H
d(X; 2KMd+1)
∼= Hd(X;πA
1
d Fd). Using the fact that the Nisnevich
cohomological dimension of X is bounded above by dim(X) = d, we get exact sequences for highest
degree cohomology:{
Hd(X;πA
1
d (A
d \ 0))→ Hd(X;πA
1
d Fd−1)→ H
d(X;KMd+1)→ 0, d odd;
Hd(X;πA
1
d (A
d \ 0))→ Hd(X;πA
1
d Fd−1)→ H
d(X; 2KMd+1)→ 0, d even.
If k = k¯, then these two exact sequences become one:
(7.4) Hd(X;πA
1
d (A
d \ 0))→ Hd(X;πA
1
d Fd−1)→ H
d(X;KMd+1)
∼= Hd(X;πA
1
d Fd)→ 0, d > 3.
We now invoke the following conjecture of Asok-Fasel describing πA
1
d (A
d \ 0).
Conjecture 7.6 (Asok-Fasel). Let k be a perfect field with char(k) 6= 2, then there is an exact sequence
(7.5) KMd+2/24→ π
A1
d (A
d \ 0)→ GWdd+1 → 0
in AbA
1
k . This gives an exact sequence
(7.6) Hd(X;KMd+2/24)→ H
d(X;πA
1
d (A
d \ 0))→ Hd(X;GWdd+1)→ 0
if X is a k-scheme of dimension d.
If k = k¯, then any generator of the group KM2 (k) can be written in the form {a
24, b} = 24{a, b} by
the group law of Milnor K-theory. Thus KM2 (k)/24 = 0. Since H
d(X;KMd+2/24) is a subquotient of⊕
x∈X(d)
K
M
2 (κx)/24
∼=
⊕
x∈X(d)
K
M
2 (k)/24 = 0, we see H
d(X;KMd+2/24) = 0 and so if Conjecture 7.6 holds,
then
(7.7) Hd(X;πA
1
d (A
d \ 0))
∼=
−→ Hd(X;GWdd+1).
We have the sheafified Karoubi periodicity sequences
K
Q
d+1
H
−→ GWdd+1
η
−→ GWd−1d
f
−→ KQd
in AbA
1
k , which is exact. Let A := im(H),B := im(η), then we have exact sequences
K
Q
d+1
H
−→ A→ 0,
0→ A→ GWdd+1
η
−→ B→ 0,
yielding exact sequences on cohomologies:
Hd(X;KMd+1)
∼= Hd(X;K
Q
d+1)→ H
d(X;A)→ 0,
Hd(X;A)→ Hd(X;GWdd+1)→ H
d(X;B)→ 0
and hence
Hd(X;KMd+1)→ H
d(X;GWdd+1)→ H
d(X;B)→ 0.
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Contracting the sheafified Karoubi periodicity sequence d-times we get an exact sequence KM1
H
−→
GW
0
1
η
−→ B−d → 0. While the composite K
M
1
H
−→ GW31
f
−→ KM1 is multiplication by 2, we see the
composite 2KM1 →֒ K
M
1
H
−→ GW01 is 0, so we have an exact sequence K
M
1 /2
H
−→ GW01
η
−→ B−d → 0,
which splits into two: KM1 /2
H
−→ A−d → 0, 0 → A−d → GW
0
1
η
−→ B−d → 0. Using again Rost-
Schmid complexes we find an exact sequence Hd(X;KMd+1/2) → H
d(X;A) → 0, with Hd(X;A) →
Hd(X;GWdd+1)→ H
d(X;B)→ 0 we obtain an exact sequence
(7.8) 0 = Hd(X;KMd+1/2)→ H
d(X;GWdd+1)→ H
d(X;B) → 0.
By [5, Lemma 3.6.3], we have Hd(X;B) ∼= Chd(X), where Chd(X) = Hd(X;KMd /2)
∼= CHd(X)/2
is the group of mod-2 codimension-d cycle classes on X. Since k = k¯, we have Chd(X) = 0. Thus
Hd(X;GWdd+1) = 0 and so H
d(X;πA
1
d (A
d \ 0)) = 0 (assuming Conjecture 7.6). And by eq. (7.4),
(7.9) Hd(X;πA
1
d Fd−1)
∼=
−→ Hd(X;πA
1
d Fd)
∼= Hd(X;KMd+1)
∼= [X,Ad+1 \ 0]A1 ∼= [X,Q2d+1]A1 , d > 3.
Theorem 7.7. Assume k = k¯ and char(k) 6= 2. Let A be a smooth k-algebra of Krull dimension d > 3,
let X = Spec A. Assume Conjecture 7.6 holds. Then the map q∗ : [X,E
′]A1 → [X,E]A1 is a bijection.
Proof. Since there is an A1-homotopy fibre sequence
K(πA
1
d Fd−1, d)→ E
′ q−→ E
θ′
−→ K(πA
1
d Fd−1, d+ 1),
this shows q∗ is surjective, and gives a homotopy fibre sequence in sSet∗:
RMap(X,E′)
q∗
−→ RMap(X,E)
θ′
∗−→ RMap(X,K(πA
1
d Fd−1, d+ 1)).
By the last part of Theorem 2.1, to show injectivity of q∗, we need to show: for any ξ ∈ [X,BSL]A1
which is represented by a rank d − 1 vector bundle (or equivalently, cd(ξ) = 0), let ξE ∈ [X,E]A1 be
the unique lifting of ξ as in eq. (7.1) (so θ′∗(ξE) = 0 ∈ H
d+1(X;πA
1
d Fd−1)), then the map
θ′∗ : π1(RMap(X,E), ξE)→ π1(RMap(X,K(π
A1
d Fd−1, d+ 1)), 0) = H
d(X;πA
1
d Fd−1)
is surjective.
Consider now the comparison diagram of Moore-Postnikov towers
Fd−1 //

BSLd−1 //

E′
q
//

E
p
//
p

BSL
Fd // BSLd // E˜ // BSL BSL,
where E˜ is the first stage in the Moore-Postnikov tower of the map BSLd → BSL. By functoriality,
the first stage k-invariants (that of the column of E) gives a commutative square
(7.10)
E K(πA
1
d Fd−1, d+ 1)
BSL K(πA
1
d Fd, d+ 1),
θ′
p
θ˜
where θ˜ is the k-invariant “θ” in the rank d case, we write it as θ˜ to distinguish it from the k-invariant
“θ” in the rank d−1 case here) and the right vertical map is induced by the map Fd−1 → Fd. Applying
RMap(X,−) we obtain a commutative diagram
(7.11)
RMap(X,E) RMap(X,K(πA
1
d Fd−1, d+ 1))
RMap(X,BSL) RMap(X,K(πA
1
d Fd, d+ 1)),
θ′
p
θ˜
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and hence
(7.12)
c′′ ∈ π1(RMap(X,E), ξE) π1(RMap(X,K(π
A1
d Fd−1, d+ 1)), 0) ∋ c
Tξ[βd+1(a, b)] ∈ π1(RMap(X,BSL), ξ) π1(RMap(X,K(π
A1
d Fd, d+ 1)), 0) ∋ c
[βd+1(a, b)] ∈ π1(RMap(X,BSL), 0) H
d(X;KMd+1) ∋ c
[X,Q2d+1]A1 ∼= H
d(X;KMWd+1 ) ∋ c
′ = [a, b],
θ′
∗
p∗ ∼=
θ˜∗
Tξ
∆(cd+1,ξ)
βd+1
±d!
where the arrow θ˜∗ is surjective by Theorems 6.12 and 6.16, and the right vertical maps are iso-
morphisms by eq. (7.9); the middle square commutes by Theorem 6.6, and the lower triangle is
given by eq. (6.4), the arrow labeled by ±d! is surjective (see Remark 6.13) . So for any c ∈
π1(RMap(X,K(π
A1
d Fd−1, d + 1)), 0) = H
d(X;KMd+1), we can find c
′ = [a, b] ∈ [X,Q2d+1]A1 with
c = ±d! · [a, b] = ∆(cd+1, ξ)([βd+1(a, b)]).
Theorem 6.6 (again) and the last statement of Proposition 7.3 tell that
θ∗(Tξ [βd+1(a, b)]) = (cd)∗(Tξ[βd+1(a, b)]) = 0.
On the other hand, the fiber sequence
RMap(X,E)ξE
p
−→ RMap(X,BSL)ξ
θ
−→ RMap(X,K(K
M(W)
d , d))0
in sSet∗, where the subscripts refer the corresponding components, induces another
ΩξERMap(X,E)
p
−→ ΩξRMap(X,BSL)
θ
−→ RMap(X,K(K
M(W)
d , d− 1)).
Thus Tξ[βd+1(a, b)] ∈ ker(θ∗) = im(p∗), we see there exists c
′′ ∈ π1(RMap(X,E), ξE) with p∗(c
′′) =
Tξ[βd+1(a, b)], which then satisfies θ
′
∗(c
′′) = c, proving that the map
θ′∗ : π1(RMap(X,E), ξE)→ π1(RMap(X,K(π
A1
d Fd−1, d+ 1)), 0) = H
d(X;πA
1
d Fd−1)
is surjective. Hence q∗ is injective as well. 
We finally arrive at the following cancellation result for (oriented) rank d− 1 vector bundles over a
smooth affine variety of dimension d, admitting Asok-Fasel conjecture. (As before, we let ϕ = ϕd−1 :
BSLd−1 → BSL be the stabilizing map.)
Theorem 7.8. Assume the base field k is algebraically closed and char(k) 6= 2. Let A be a smooth
k-algebra of Krull dimension d > 3. Let X = Spec A, ξ ∈ [X,BSL]A1 which is represented by a rank
d−1 vector bundle (or equivalently, cd(ξ) = 0). Let ϕ∗ : [X,BSLd−1]A1 → [X,BSL]A1 be the stabilizing
map. If char(k) = 0 or char(k) > d, then the lifting set ϕ−1∗ (ξ) ⊂ [X,BSLd−1]A1 is a singleton, provided
Conjecture 7.6 holds. In other words, every oriented rank d− 1 vector bundle over X is cancellative.
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