There are obtained integral form and recurrence representations for some Fourier series and connected with them Favard constants. The method is based on preliminary integration of Fourier series which permits to establish general recursion formulas for Favard constants. This gives the opportunity for effective summation of infinite series and calculation of some classes of multiple singular integrals by the Favard constants.
Introduction
The Fourier series and related with them Achieser-KreinFavard constants, often simply called Favard constants, have significant theoretical and practical roles in many areas [1, 2] . These remarkable mathematical constants are introduced firstly in the theory of Fourier series and approximations of functions by trigonometric polynomials [3] .
The classical definitions of Favard constants are given by the infinite series [1, 4, 5] 
These constants find wide applications in the approximation theory for exact and asymptotic results on the approximation of functions, and especially for the best approximations of trigonometric and other classes of functions in different spaces and related inequalities [1, [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . In particular, many important applications are concerned with the approximation of Euler, cardinal, periodic, and other type of splines [15] [16] [17] . It can be noted that Favard constants are connected to approximations that are best in a pointwise sense in comparison, for instance, with the Lebesgue constants which are connected to approximations that are best in a least-squares sense (Fourier series) [5] . The Favard constants play also an important role in estimating optimal quadrature and cubature formulas, calculation of singular integrals, some classes of differential, integrodifferential and integral equations [18] [19] [20] [21] [22] [23] [24] , and in other areas.
Nevertheless widely used, as a whole, the properties of the Favard constants have not been investigated well enough [14] , except for some particular cases.
Different methods for their calculation are given, for instance, in [2, Ch. 5.2] . In general these methods are based on the properties of the well-known constants and special functions as gamma function Γ( ), generalized Riemann zeta function ( , ), the Bernoulli polynomials ( ) and the Bernoulli numbers , and the Euler polynomials ( ) and the Euler numbers , given by the following expressions [2] : 
From now on we will use the following notations: 
where the three multiple singular integrals (4) contain exactly integral operations. The main purpose of this paper is to establish new recursive formulas for the Favard constants (1), including only finite number of terms and recursive formulas for (2). They will be further used to obtain new integral representations for the previously stated objects, in particular for calculation of the multiple singular integrals (4) and summation of series.
Recursive Representations for and Some Fourier Series
We will prove the following.
Theorem 1.
For the constants ( = 1, 2, 3, . . .), the following recursive representations hold:
Proof. We will use the method of induction and preliminary integration of appropriate Fourier series. Let us start by the well-known expansion [2]
where for = /2 we will have 0 = 1. By integration of both sides of (8) 
For = , (9) gives us 2 1 = = 1 ( ), and consequently 1 = 1 ( )/2 = /2. The same results for 0 and 1 can be achieved starting from the equality [2] 
For = /2 we find again that 0 = 1. After integration of the both sides of (10), we have
For = we find that 1 = /2. Next after integration of the both sides of (11), we obtain
which for = gives us
If we put = /2 in the same equality (12) and make a little processing, we will arrive at the value 2 = 2 /8. On the other hand, after integration of both sides of (9), we obtain
Here for = /2, we get − 2 + ( /2) 1 = 2 ( /2), and consequently
For the constant 3 , we must now integrate both sides of (12) as
and put = here, or integrate both sides of (14) as
and put again = . Then we will have
Going on the indicated procedure on the base of induction, we easily arrive at the recursive representations (7a) and (7b) and complete the proof.
Remark 2. The scheme of this proof is valid for the most of the other statements in this paper.
In connection with Theorem 1, we would like to note another representation of (see, e.g., [25] ). It can be written in terms of Lerch transcendent [25] , or as it is shown in [2, Section 5.1.4]
where the Bernoulli and Euler numbers are specified in (3).
Data for values of magnitudes of using (7a) and (7b) are shown in Table 1 .
The equalities (10)-(13) outline a procedure for summing up the numerical series 2 , ( = 1, 2, 3, . . .) in (6) . It leads to the assertion. 
where for = 1 by definition 0 = 0.
It can be noted that the numbers 2 can be also represented by the well known formula (see, e.g., [2, 5.
The same procedure applied on the base of the equality
leads to the following.
Corollary 4.
The following recursive representation holds:
In this connection we will note the explicit formula for 2 represented by the Bernoulli numbers (see [2, 5.2 
It is easy to see that the constants satisfy the following inequalities (see also [1] ):
and lim → ∞ = 4/ .
Abstract and Applied Analysis
The procedure of getting the representations (11), (12) , and (16) with the help of (10) gives us an opportunity to lay down the following.
Theorem 5. The following recursive representations hold:
At the same time both series in (26) have the well-known
The previously stated procedure for obtaining (26) can now be applied on the strength of (22) . This leads to the assertion.
Theorem 6. The following recursive representations hold:
At the same time, both series in (28) have the well-known representations [2, 5.4 
By analogy with the previous, the procedure for obtaining (9) , (14), and (17) with the help of (8) leads us to the following.
Theorem 7. The following recursive representations hold:
At the same time, both series in (30) have the well-known formulas [2, 5.4 
gives us the next theorem. 
At the same time, both series in (33) have the well-known
Meanwhile it is important to note that the number of addends in our recurrence representations (26) , (28) , (30), and (33) is two times less than the number of the addends in the corresponding cited formulas from [2] . So our method appears to be more economic and effective.
Moreover, one can get many other representations of the constants ( = 1, 2, 3, . . .) and numerical series 2 ( = 1, 2, . . .) from Theorems 5-8 putting, in particular, = /2 or = . For completeness we will note the main results.
From Theorem 5 for = /2 and = immediately follows the following. 
Corollary 9. For the Favard constants , the following recursive representations hold:
Similarly, from Theorem 6 for = /2 and = , we obtain, respectively, the following.
Corollary 11. For the Favard constants , the following recursive representations hold:
where = 1, 2, . . ., and for = 1: 0 ( ) = 1, 0 = 0. For = , one can get (23) too by replacing previously by + 1. For = /2 from Theorem 6, (the second formula in (28)), we will have also the next analogous corollary. 2 , the following recursive representations hold:
Corollary 12. For numbers
By the same manner from Theorem 7 for = and = /2, we obtain, respectively, the formulas for ( = 1, 2, 3, . . .) different from these in Theorem 1. 
( = 2, 3, . . ., for = 2, 1 1 ( ) must be canceled) and 2, 3 , . . ., for = 1, 1 0 ( /2) must be canceled).
The remaining cases for = /2 and = immediately lead to Theorem 1 after replacing by + 1.
From Theorem 8 for = /2, one can get, respectively, other representations for ( = 1, 2, 3, . . .), different from these in Theorem 1.
Corollary 14. For the Favard constants , the following recursive representations hold:
where = 1, 2, 3, . . . , for = 1: 0 ( /2) = −1, and for = 2:
2 0 ( /2) must be canceled.
Corollary 15.
From the difference 2 − 2 = ( /2) 2 −1 ( = 1, 2, . . .) and after replacing by +1 in the obtained expression, one gets the following formula:
This is somewhat better than the corresponding formula in Theorem 1, because (2 + 1)! > 2(2 )! for = 1, 2, . . ..
Recursive Representations for and Some Fourier Series
Here we will get down to the integral representation and recursive formulas for the constants̃, defined in (2). As one can see they are closely linked with the approximation of the conjugate classes of functions obtained on the base of the Hilbert transform [1, 26] . 
In the beginning we will prove the following assertion.
Theorem 16.
For the constants̃( = 1, 2, . . .), the following recursive representations hold:
Proof. The proof of this theorem is based on induction again. However, for completeness we must give somewhat more detailed considerations at first steps, which underline further discussions. Let us start by the well-known Fourier expansions (see, e.g., [2, 5.4 
For = /2, the first equality gives us immediately ( / 4)̃1 = −(1/2)̃1( /2). At the same time, the second equality in (45) leads to ( /4)̃1 = −̃1( /2). So we obtain the integral representation of̃1 in the form
We have another integral representation of the same constant̃1 in our paper [8] .
Further by integration of both sides of the first equality in (45), we get
Abstract and Applied Analysis 7 from where for = /2 and = we have simultaneously 0 = (1/2)̃2( /2) + ( /4)̃2 and −( /4)̃2 = (1/2)̃2( ) + ( /4)̃2, and consequentlỹ
Then, after the integration of both sides of the second equality in (45), we obtain
from where for = we have ( /2)̃2 = −̃2( ) . If we correspond this with (48), we find
In order to obtain the integral representation of̃3, we must, at first, integrate the both sides of (47) as
Next it remains to put = /2 as
As another integral representation of̃3, we can get after integration of both sides of (49)
On one hand, for = , (53) gives
On the other hand, the same equality (53) for = /2
For the constant̃4 there are also different ways to receive its integral representations. One of them is based on the integration of both sides of (53) as 
Another integral representation of̃4 can be obtained by integration of both sides of (51) as
For = /2 and = , we get, respectively,
Further after integration of both sides of (56), we get
On one hand, if we put here = and admit (54), we will have
On the other hand, the same formula (60) for = /2 gives us −( /4)̃5 + ( /2) 5 =̃5( /2) + ( 3 /2 3 3!) 3 . Then admitting (54) and (61), we obtaiñ
Next, in order to receive another integral representation of̃5, we must integrate both sides of (58). So we will have
Putting = /2, here, we get
Now after this preparatory work, we can go on the indicated procedure which leads us to the general recursive representations (43) and so complete the proof.
Abstract and Applied Analysis
The previously stated procedure gives us the opportunity to obtain recursive formulas for the multiple integrals̃,̃, and̃in (4) for a given .
First of all we will note that on the base of induction and with the help of the first formula in (45), (47), (51), (58), and (63), we can lay down the following.
Theorem 17. For the multiple singular integrals̃, the following recursive representations hold:
By analogy with the previous and by means of the second formula in (45), (49), (53), (56), and (60), one can get the following.
Theorem 18. For the multiple singular integrals̃, the following recursive representations hold:
As similar representations of̃( ), one can get on the base of the expansion (see [2, 5.4 
Theorem 19. For the multiple singular integrals̃, the following recursive representations hold:
By analogy with the previous, if we start from the expansion [2, 5.4.6]
we can obtain the next theorem.
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, where
The proof of this theorem requires to take integration from /2 to and then to make the substitution = /2 − .
From Table 2 one can see that̃( ) =̃( ) −̃( ) (0 ≤ ≤ ), = 1, 2, . . .. The constants̃satisfy the following inequalities [1] :
Remark 21. The equalities (49), (53), (56), and (60) outline a procedure for summing up the numerical series 2 +1 ( = 1, 2, . . .) in (2). It leads us to the following.
Corollary 22. The following recursive representation holds:
For comparison we will note also the well-known formula [2, 5.1.2]
The same procedure based on induction and preliminary multiple integration of both sides of (69) leads us to the next.
Corollary 23. The following recursive representation holds:
= 1, 2, . . ., for = 1 the term ( 2 /6) 1 declines.
As in previous, let us give the alternate formula [2, 5.
At the end we would like to note also that one can get many other representations (through multiple integrals) of the constants̃( = 1, 2, . . .) from Theorems 17-20 setting, in particular, = /2 or = , as it is made for the constants . From the difference 2 +1 − 2 +1 = ( /2)̃2 ( = 1, 2, . . .), one can get the following formula:
which is somewhat inferior to the similar recursion formula in Theorem 16 because (2 −1)! ≤ 2 2 −2 (2 −2)! for = 1, 2, . . . . As an exception we will give the inverse formula of (80) as̃2
If we, by definition, laỹ0 = 0, then the equality (80) is valid for = 0 too.
Some Notes on Numerical and Computer Implementations of the Derived Formulas
We will consider some aspects of numerical and symbolic calculations of the Favard constants , singular integrals (4), and summation of series. Let us take only the first − 1, ≤ +1 terms in the final sums in the right-hand side of the formulas (7a) and (7b) and denote the remaining truncation sums by
respectively.
Theorem 24.
For ≥ 2 and any > , the following estimates for the truncation errors (82) hold:
where Landau big notation is used. For the Landau notation see [27] .
Proof. By means of the inequalities (25) , it is easy to obtain
2 (2 )! (1 + 10 5.6 + 10
Algorithm 1: Mathematica code for exact symbolic and approximate computation with optional 30 digits accuracy of the Favard constants by recursive representations (7a) and (7b).
Consequently, | 1, | = ( 2 /(2 )!). In the same way for the second truncation sum, we have 2, ≤ 2( 2 )
By the details of the proof it follows that the obtained representations did not depend on , for any < . The a priori estimates (83) can be used for calculation of with a given numerical precision in order to decrease the number of addends in the sums for larger at the condition < .
Remark 25. The error estimates, similar to (83), can be established for other recurrence representations in this paper too.
In Algorithm 1, we provide the simplest Mathematica code for exact symbolic and numerical calculation with optional 30 digits accuracy of the Favard constants for = 1, 2, 3, . . . , , based on recursive representations (7a) and (7b) for a given arbitrary integer > 0. The obtained results are given in Table 1 . We have to note that this code is not the most economic. It can be seen that the thrifty code will take about 2 2 + 8 or ( 2 ) arithmetic operations in (7a) and (7b).
The basic advantage of using formulas (7a) and (7b) is that they contain only finite number of terms (i.e., finite number of arithmetic operations) in comparison with the initial formula = (4/ )∑ ∞ ]=0 ((−1) ]( +1) /(2] + 1) +1 ) ( = 0, 1, 2, . . .), which needs the calculation of the slowly convergent infinite sum. It must be also mentioned that in Mathematica, Maple, and other powerful mathematical software packages, the Favard constants are represented by sums of Zeta and related functions, which are calculated by the use of Euler-Maclaurin summation and functional equations. Near the critical strip they also use the Riemann-Siegel formula (see, e.g., [28, A.9.4] ).
Finally, we will note that the direct numerical integration in (4) is very difficult. This way a big opportunity is given by Theorems 17, 18, and 19 (formulas (65), (67) and (70)) for effective numerical calculation of the classes of multiple singular integrals̃( ),̃( ) and̃( ) for any . Their computation is reduced to find the finite number of the Favard constants̃V for all V ≤ and the calculation of one additional numerical sum. Numerical values for some of the singular integrals are presented in Table 2 .
Concluding Remarks
As it became clear, there are many different ways and welldeveloped computer programs at present, for calculation of the significant constants in mathematics (in particular Favard constants) and for summation of important numerical series. Most of them are based on using of generalized functions as one can see in [2] [3] [4] [5] . Nonetheless, we hope that our previously stated approach through integration of Fourier series appears to be more convenient and has its theoretical and practical meanings in the scope of applications, in particular for computing of the pointed special types of multiple singular integrals. The basic result with respect to multiple integrals reduces their calculation to finite number of numerical sums.
