Due to the large uncertainties of long-term precipitation prediction and reservoir operation, it is difficult to forecast long-term streamflow for large basins with cascade reservoirs. In this paper, a framework coupling the original Climate Forecasting System (CFS) precipitation with the Soil and Water Assessment Tool (SWAT) was proposed to forecast the nine-month streamflow for the Cascade Reservoir System of Han River (CRSHR) including Shiquan, Ankang and Danjiangkou reservoirs. First, CFS precipitation was tested against the observation and post-processed through two machine learning algorithms, random forest and support vector regression. Results showed the correlation coefficients between the monthly areal CFS precipitation (post-processed) and observation were 0.91-0.96, confirming that CFS precipitation post-processing using machine learning was not affected by the extended forecast period. Additionally, two precipitation spatiotemporal distribution models, original CFS and similar historical observation, were adopted to disaggregate the processed monthly areal CFS precipitation to daily subbasin-scale precipitation.
INTRODUCTION
Long-term streamflow forecasting plays an important role in flood control, drought prediction, reservoir operation, efficient water use, etc. How to construct appropriate long-term hydrological forecasting models to meet accuracy requirements has always been one of the key issues researched by hydrologists. A long-term streamflow forecast is defined as a forecast at the monthly, seasonal, or yearly scale, and its lead time is greater than the maximum watershed confluence time (Liang et al. a) . There are many studies in long-term hydrological forecasting (Yang et al. ; Li surface temperature and hydro-meteorological factors.
However, the drawback of using this approach is the lack of a physical basis. Another physically based approach to forecast long-term runoff couples a hydrological model with numerical weather prediction (NWP) results (Wood et al. ; Yang et al. ). However, there are some limitations to applying this method. It is well acknowledged that the direct outputs from NWPs are inadequate as the input for hydrological models for long-term hydrological forecasting at regional scales. This inadequacy is primarily due to two reasons, as described below.
First, there are doubts about the reliability of some land surface variables output from NWPs (particular variables, such as basin precipitation and surface runoff, which critically depend on sub-grid-scale processes) (Risbey & Stone ) . Many studies demonstrate that the accuracy of NWP varies with the spatial-temporal scale and forecast period (Bauer et al. ) . It is acknowledged that the prediction accuracy will increase as the spatial scale increases or the lead time decreases. Specifically, compared with the daily point precipitation forecasting, the monthly area precipitation prediction is more accurate (Hulme ).
However, in order to achieve an accurate hydrological simulation, the NWP results still require processing.
Second, the spatial resolution of NWPs (such as the Climate Forecasting System (CFS) outputs, which typically have a spatial resolution of 10,000 km 2 ) is larger than that required for input into a hydrological model at smaller scales (on the catchment or basin scales of 10 2 -10 3 km 2 ) (Yuan et al. ) . Therefore, in the coupled atmospherichydrological model, the difficulty in bridging the gap between the coarse resolution of NWPs and fine resolution of hydrological models, known as 'downscaling for hydrological impact studies', needs to be resolved (Wilby et al. ; Wood et al. ) . There are mainly two downscaling approaches. Some researchers apply regional climate models, i.e. dynamic downscaling, to translate historical reanalysis or future prediction output into local meteorological forcing for hydrologic models (Kim et al.
; Wilby et al. ). Another widely used method
is the statistical-based approach. The advantages and disadvantages of these two approaches have been thoroughly documented (Wilby & Wigley ; Fowler et al. ) .
Compared to the dynamic model-based alternative, the key advantage of the statistical approach is the lower computational requirement (Wilby et al. ) . given training datasets (x i , y i ) (i ¼ 1ñ), the objective function can be expressed as follows:
s:t:
where K〈x i Á x j 〉 is a kernel function, ε is an insensitive loss parameter. The optimal solution α ¼ (α 1 , α can be obtained by Equation (2), and the corresponding x i is the support vectors. Specifically, this paper selected a Gaussian radial basis function (RBF) as the kernel function (Scholkopf et al. ) . The function is:
where σ is the width factor of the RBF. σ and C are the key variables in the SVR algorithm.
Precipitation spatio-temporal disaggregation
A typical monthly precipitation scaling method (Liu et al.
) based on the water balance principle was used to disaggregate the monthly areal precipitation forecasting to obtain the daily precipitation in each subbasin:
where A is the total area, P avg,obs is the observed monthly areal precipitation in the basin, A i is the area of the ith subbasin i ¼ 1∼ mÞ ð , m is the total number of subbasins, P i,j,obs is the precipitation of the ith subbasin on the jth day
, n is the number of days in the typical month, α i,j is the precipitation in the ith subbasin on the jth day as a percentage of the total areal precipitation on that day, P avg,CFS is the monthly areal CFS precipitation, and P i,j,CFS is the CFS precipitation of the ith subbasin on the jth day.
In this paper, one spatio-temporal distribution is an adaptation of the original CFS forecasting distribution, while the other is the historical observation model obtained by hydrological similarity analysis (Sivapalan et al. ) .
Note that hydrological similarity analysis is the similarity of nine-month (same seasons) precipitation between CFS forecasting and historical observation. For the historical observation model, the typical month is selected through the Euclidean metric function (Anton & Rorres ) which can measure the similarity between the predicted and observed precipitation vectors (Liang et al. b) :
whereX andỸ i are the predicted and observed precipitation vectors in the ith year, respectively. In addition, x j is the predicted monthly precipitation in the jth month, y j,i is the observed monthly precipitation in the jth month of ith year, D i k k is the Euclidean distance between the prediction and observation in the ith year (i ¼ 1 ∼ n), and n is the number of years. The Euclidean distance metric was used because it is universal and simple to implement. The similarity principle dictates that the smaller the Euclidean distance the prediction and observation is, the higher the similarity. The most similar observed series is selected as the typical daily precipitation.
SWAT hydrological model
The SWAT 
Evaluation criteria
To evaluate the accuracy of the CFS precipitation statistical post-processing, the correlation coefficient (R), relative error (RE) and mean absolute percentage error (MAPE) were used. The MAPE is the mean of the absolute RE between the measured and processed areal precipitation:
The Nash-Sutcliffe efficiency (NSE) was used to evaluate the performance of the long-term streamflow simulation:
where Q i,obs is the ith observed value, Q i,sim is the ith simulated value, Q obs is the mean observed value, and n is the total number of simulations. In addition, the NCEP also provides a nine-month retrospective forecast every fifth day, beginning January 1st, over a 29-year period from 1982 to 2010. These data could ensure a larger sample size for robust evaluation.
In this study, daily observed meteorological variables (precipitation, temperature, wind speed, solar radiation and relative humidity) were provided by China National Meteorological Center. The monthly average restoring inflows of the three reservoirs (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) (2016) were provided by the Yangtze River Waterway Bureau.
Note that the restoring monthly inflow is equal to observed Furthermore, the two algorithms have a similar effect, and a better algorithm could not be determined. Therefore, when processing future CFS precipitation forecast, it is suggested that the results of these two algorithms are integrated.
To evaluate the performance of the two algorithms, this study calculated nine-month retrospective precipitation pre- plausible that the RF algorithm is superior to the SVR algorithm for CFS precipitation post-processing. However, when testing the two algorithms based on the nine-month (from January to September 2017) monthly CFS precipitation forecast obtained on December 31, 2016, the experimental result shows that SVR generally gives a better post-processing result than RF, as shown in Table 3 . Specifically, the QR result from SVR is larger than that from RF, i.e. only the forecast for September 2017 using SVR is not qualified, and the QR-MAPE from SVR is less than that from RF. In addition, for the months of March, May, August and September, the errors from the RF result are smaller than those from the SVR result. For other months, the opposite conclusion could be obtained. Therefore, for precipitation forecast for a certain month, it is difficult to determine which method has a better post-processing effect. To reduce the uncertainty of forecasting, averaging the results of the two algorithms could be good practice. 1st month  52  65  23  26  18  22  17  19  27  26  54  94   2nd month  66  52  24  25  17  24  20  21  30  23  98  143   3rd month  67  50  29  27  17  23  16  23  29  27  92  182   4th month  61  48  25  24  17  22  15  26  27  28  80  183   5th month  67  52  23  24  16  20  16  25  28  30  91  155   6th month  77  47  22  27  18  25  15  25  30  29  93  181   7th month  64  54  22  28  18  21  15  24  28  29  97  129   8th month  76  47  27  23  17  23  15  24  26  24  74  187   9th month  59  59  27  28  17  22  19  22  29  29  81 (Table 4) . Other forecasted meteorological elements (temperature, wind speed, solar radiation and relative humidity) were obtained by the weather generator. All the forecasted meteorological elements were input into each subbasin to produce the monthly streamflow at the three outlets (Shiquan, Ankang and Danjiangkou), as shown in Figure 10 .
The values of QR and QR-MAPE are summarized in Table 6 . For the Shiquan reservoir, compared to the streamflow from the original CFS spatio-temporal distribution, the QR of the streamflow from the similar historical observed spatio-temporal distribution was 11% greater, while the QR-MPAE was 15% less; for the Ankang reservoir, although the QR remained unchanged, the QR-MPAE was 8% less; for the Danjiangkou reservoir, the QR was 23%
greater, while the QR-MPAE was 28% less. Therefore, the streamflow forecast based on the historical measured spatio-temporal distribution of precipitation is more accurate than that using the original CFS spatio-temporal distribution.
CONCLUSIONS
In this study, a nine-month streamflow forecast for the CRSHR was obtained based on the SWAT model with CFS output. The results and findings are concluded as follows:
1. An attempt to apply the NCEP Climate Forecast System outputs to long-term streamflow forecasting was made.
Two machine learning approaches, RF and SVR, were proposed for the post-processing of the CFS precipitation forecast with different lead times. The results showed that no matter which method (RF or SVR) is used or how long the forecast period is (within nine months), the correlation coefficients between the processed CFS and observed precipitation were greater than 0.91. In addition, the processing performance for the rainy season (from May to August) is better than that for the dry season. Meanwhile, the advantage of post-processing is that an increased lead time has no effect on the accuracy of the processed prediction. Furthermore, the QR and MAPE of the testing results suggested that the two processing methods used for the CFS precipitation met the accuracy requirement. However, it is difficult to determine which method is better. In this paper, to reduce uncertainty, the final precipitation forecast is an average of the results from the two algorithms.
2. To forecast the streamflow of the studied cascade reservoirs system, SWAT construction for the three regions is suggested to reflect the rainfall-runoff mechanism of different regions. Meanwhile, considering the effect of the spatiotemporal distribution of precipitation in the subbasin, the daily precipitation in each subbasin was determined by using the typical monthly precipitation scaling. Different spatio-temporal distribution models have a significant impact on the streamflow forecast results. For the longterm streamflow forecast, the spatio-temporal distribution model, based on a hydrological similarity analysis, is better than that of the original CFS prediction. 
