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Abstract 
 
This project uses the Land Processes and eXchanges (LPX) model to analyse fire-
vegetation-climate interactions under different climate regimes since the Last 
Glacial Maximum (LGM, 20 kyr. ago). The work includes constraints based on real 
and hypothetical scenarios, and comparisons with observational records to test the 
model’s performance.  
The first model experiment aims to separate effects on biomass burning due to 
CO2 changes from those of climatic changes alone. Two different climates: Last 
Glacial Maximum (LGM) and Pre-Industrial (PI), and two different atmospheric CO2 
concentrations: 185 ppm and 280 ppm, are used for this purpose. The experiment 
shows that CO2 influence on biomass burning is substantial – but it has been 
generally overlooked. This research therefore highlights the importance of including 
the CO2 effect in future fire simulations in a high-CO2 world. 
In the second experiment, a factorial design is used to evaluate the influences of 
fire, climate and CO2 on net primary production (NPP) and biome distribution, 
combining different scenarios in a series of simulations (with vs. without fire, 185 
ppm vs. 280 ppm CO2, and LGM vs. PI climate). Several synergies were observed 
among the studied variables, the most dramatic being the reduction in forest cover 
under warm climate (PI), low CO2 (185 ppm) and fire. Fire generally reduces the 
extent of woody biomes, and allows greater production per unit area of each 
biome. However, as forest cover is reduced, total global NPP stays lower than it 
would be without fire. 
The final chapter explores fire patterns under last millennium (pre-industrial) 
climate, by modelling carbon and CO fire emissions, and comparing them against 
sedimentary charcoal and ice core CO concentration records. Simulated CO 
emissions are passed through the MOGUNTIA atmospheric chemistry-transport 
model (with prescribed OH concentration) in order to simulate past CO 
concentrations. The simulations reproduce the broadest features of the charcoal 
record in the northern and southern extratropics, notably the decline in biomass 
burning towards a minimum in the Little Ice Age, and the subsequent rapid 
increase. There is little agreement between simulations and data in the tropics, 
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however. The simulated CO concentrations have the right magnitude but the 
observed values show changes of much greater amplitude than is indicated by the 
isotopically derived valued of “biomass burning CO” in Antarctica in particular. 
These model simulations have provided insight into the consequences of fire-
vegetation interactions, and have shown the ability to reproduce some key features 
of the palaeorecord of biomass burning as shown in charcoal records. The strong 
effect of CO2 concentration on fire regimes, and the non-linear ways in which CO2 
concentration interacts with fire to influence vegetation distributions and fuel loads, 
indicate that future projections of fire risk require continued research in process-
based fire modelling that takes account of how plants respond to their total 
environment, including climate, CO2 and fire. 
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Objectives 
 
The objectives of this research project are summarized in the following table, 
separated by chapter: 
 
 Title Objectives 
Chapter 1 Introduction State of the art  
Chapter 2 Model set-up and initial tests  
Test the model’s performance 
against contemporary benchmarks 
using climate data that will provide 
the baseline for the model 
experiments 
Chapter 3 
Climate versus carbon dioxide 
controls on biomass burning: a 
model analysis of the glacial-
interglacial contrast 
 
Examine how the effect on 
productivity of CO2 concentrations 
affects biomass burning, and how 
this effect compares to that of 
climate change 
Chapter 4 
Effects of fire and CO2 on 
biogeography and primary 
production in glacial and 
modern climates 
Separate the effects of fire, climate 
and CO2 concentration on global 
vegetation distribution and primary 
production 
Chapter 5 Data-model comparisons 
Evaluate the simulations for 
benchmark periods in the past 
against observational records 
Conclusions Conclusions Main outcomes of the research 
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Chapter 1: Introduction 
 
Climate, vegetation and ignitions (Moritz et al., 2005a; Krawchuk & Moritz, 2009) 
provide the main controls on the distribution of fire regimes at regional to global 
scales. Interactions between climate, vegetation and fire have been the subject of 
many research studies and reviews (e.g. Bowman et al., 2009; Moritz et al., 2010; 
Westerling et al., 2006). Among the motivations for the current high level of interest 
in the controls of fire is the fact that fire occurrence and intensity are widely 
expected to increase as a result of climate change in the near future (Pechony & 
Shindell, 2010b). The relevance of each of the controlling factors varies both 
spatially and temporally (Westerling et al., 2006; Littell & Gwozdz, 2011). In places 
with high biomass, where moisture is not limiting for vegetation growth, an ignition 
event will start a fire only when weather conditions are unusually dry. On the other 
hand, sparse vegetation usually does not burn because it does not provide a 
continuous fuel bed – unless a rain event promotes additional vegetation growth  
(Westerling et al., 2006; van der Werf et al., 2008). Hence, fire tends to be most 
frequent in regions with intermediate levels of productivity (Krawchuk & Moritz, 
2011; Aldersley et al., 2011; Murphy et al., 2011).  
 
Seasonal variations also have an important effect on fire, as they often divide the 
year into periods of biomass production and drier and hotter periods when fire is 
more likely to spread (Chuvieco et al., 2008). The time of the year during which 
fires are more likely to occur and reach higher intensities is known as fire season 
(Williams et al. 2001), although the definition of this concept varies in the literature, 
depending on the purpose of the study (Krebs et al., 2010).  
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Effects of fire on ecosystems and the global carbon cycle 
Effects of fire on ecosystems 
Fire alters ecosystems by modifying their structure and cycles of carbon and 
nutrients (Arora and Boer 2005), but the severity of the alteration is very much 
dependent on the characteristics of the ecosystem (Whitlock, 2004). The ecological 
effects depend on the fire frequency, intensity (energy released), seasonality, 
extent and type of fire (ground, surface or crown fires) (Bowman et al. 2009, 
Flannigan et al. 2000).  
 
Some ecosystems are more sensitive than others to disturbances caused by fire 
(Flannigan et al. 2000; Krawchuk et al. 2009). In climates where fire is common, 
many plants have evolved strategies of adaptation to fire. Some of these plants 
produce seeds that are protected against high temperatures and in many cases 
include fire as a necessary part of their life cycle. Other fire-adapted plants 
resprout quickly after fire, or have thick bark that protects living tissues from 
burning (Brando et al. 2012; Jackson et al. 1999; Lawes et al. 2011).  
 
In other ecosystems, the effect of fire can be more destructive, requiring more time 
for recovery. If the fire intensity is low, some individuals (normally trees or some 
bushes) can survive but can often become more sensitive to attack by pathogens 
or insects. Several studies relate insect outbreaks with climate and fire occurrence 
(Swetnam and Betancourt 1998): fire weakens the resistance of the tree to such 
disturbances. 
 
The removal of the vegetation due to burning promotes a change in albedo (light 
reflection) and a drop in evapotranspiration (Flannigan et al., 2000) that can have 
an important effect on the climate of the affected region (Couzin 1999). On the 
other hand, in fire-prone ecosystems, the clearing of vegetation leaves space for 
the establishment of many species, potentially leading to an increase in biodiversity 
(Driscoll et al. 2010; Gill et al. 2002). These species often include some 
resprouters and fire dependant seeds, which are not present in places where fire is 
not common. In the case of seeders the recovery of the ecosystem after fire 
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requires a longer time (Bush et al. 2008). The area burned can become more 
sensitive to erosion, while bleaching of ashes alters the chemical composition of 
the soil. However, fire ashes also releases many nutrients than can be used by the 
new generation of plants (Ohno and Erich 1990; Zimmermann and Frey 2002).  
Effects of fire on biogeochemical cycles 
Wildfires affect carbon fluxes by accelerating the natural cycle of vegetation 
decomposition (Bond and Keeley 2005), contributing about 2 Pg C per year to the 
atmosphere, an amount equivalent to approximately 22% of global fossil fuel 
emissions (Solomon et al. 2007; van der Werf et al. 2010). Feedbacks between 
fire, climate and carbon balance have been documented (Harden et al. 2000; 
Kasischke et al. 1995): an increase in fire occurrence leads to more CO2 released, 
contributing to global warming and therefore an increase in temperatures and 
extreme events, increasing fire occurrence (Westerling et al., 2006). Black carbon 
emitted as particles during burning also contributes to warming by absorbing heat 
in the atmosphere and then hanging the albedo when it is deposited on lighter 
surfaces (Ramanathan and Carmichael 2008; Bowman et al. 2009). 
The type and quantity of gases released by burning depend on the fuel and type of 
combustion (Bowman et al. 2009), and their effects on the global budget persist for 
years if the indirect effects of burning are taken into account (Mouillot and Field 
2005). On the other hand, vegetation growth after burning and the production of 
black carbon act as carbon sinks. Before the industrial era it is presumed that the 
positive and negative contributions of fire to the global carbon budget were 
approximately in balance. 
Fires have also been suggested to contribute with about -1 W m2 in global radiative 
forcing when considering their impact on greenhouse gas concentrations, aerosols 
effects and surface albedo (Ward et al., 2012). Fire’s biggest contribution to the 
radiative forcing comes from the indirect effect of aerosols on clouds (-1.6 W m2), 
which was partially compensated by the fire contribution to global atmospheric CO2 
(+0.83 W m2). It is however complicated to take all indirect effects of fire into 
	 15	
account, given the complex relationships it has with the different environmental 
components it interacts with. 
Fire in the past 
Direct information on fire at a global scale is a recent phenomenon, made possible 
for the first time by advances in remote sensing technology. Records based on 
remote sensing do not extend far back in time, and this is a limitation for the use of 
these data to evaluate and improve models.  Indirect records from past periods 
complement recent observations by greatly increasing the range of global 
environmental conditions represented. Anthropogenic factors, above all land use, 
have been shown to be particularly important in determining fire regimes over 
approximately the past two centuries, as shown by Marlon et al. (2008). Thus, 
consideration of earlier (pre-industrial) times is important in order to get a clearer 
picture of how fire regimes are influenced by variations in atmospheric CO2 and 
climate. 
 
Key climatic features of the last 21,000 years include the LGM, Mid-Holocene (MH) 
and Pre-Industrial (PI) periods. These have been adopted as benchmarks in 
palaeoclimate modelling and data synthesis studies (Braconnot et al., 2012). Large 
changes took place between these periods in vegetation distribution, biomass, fire 
regimes, and ithe global carbon and water cycles (Clark et al. 2012). On this 
multimillennial time scale the changes were brought about by changes in the 
Earth’s orbit, amplified by responses of the climate system through changes in ice 
sheet extent and greenhouse gas concentrations including CO2. Superimposed on 
these changes were more rapid (centennial time scale) variations, including the 
constrast between the Little Ice Age (LIA) and the preceding Medieval Warming 
Period (MWP) during the last millennium; the alternation of the Bölling-Allerod (B-
A) warm period and the Younger Dryas (YD) cold period which took place during 
the deglaciation; and a succession of fast climate changes during the last glacial 
period, the Dansgaard-Oeschger (D-O) and Heinrich events (Maslin 2008, 
Sanchez-Goñi and Harrison 2010, Masson-Delmotte et al. 2013).  
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Fire regimes have been found to be closely dependent on these past climate 
events based on the study of palaeorecords (Daniau et al. 2012; Wright 1993). 
Generally, biomass burning tends to be lower during cold periods and higher during 
warm periods. This has been shown for the contrast of LGM vs. Holocene 
conditions and the transition between them (Daniau et al., 2012), centennial scale 
variations during the past two millennia up to the beginning of the industrial era 
(Marlon et al., 2008), and rapid climate shifts during both the past deglaciation 
(Daniau et al., 2012; Marlon et al., 2013) and the last glacial period (Arneth et al., 
2010).  
Charcoal records are gathered from depositional sources such as lakes, mires, and 
alluvial-fan sediment records. Charcoal abundance in those environments is 
proportional to the total biomass burned in the depositional environment (Thevenon 
et al., 2004; Marlon et al., 2006; Power et al., 2008) and at sufficiently high 
resolution the individual fires can be distinguished (Power et al., 2007). The 
amount of material found, however, depends on several variables including 
biomass accumulation, basin topography, and charcoal taphonomy (Whitlock & 
Millspaugh, 1996; Marlon et al., 2006). The high variability through time and 
through the different sites requires being able to isolate fire responses to climate, 
for which global or regional charcoal abundance is used and the obtained data 
standardized (Power et al.2008). 
The Global Charcoal Database (GCD, compiled by the Global Palaeofire Working 
Group, http://www.gpwg.org) provides a set of data from over 800 locations widely 
distributed around the world dated by radiocarbon techniques (Power et at 2008, 
see figure 1.1). For their analysis, three levels of standardization are applied (from 
Power et al. 2008): 
1. Rescaling of the data from a given site using a minimax transformation. This 
is done by substracting the minimum charcoal value from each value and 
dividing by the range of values, so the results range between 0 and 1.  
2. Rescaling leaves negative anomalies that are addressed using a Box-Cox 
transformation, for which the methodology is described in Power et al. 2008 
	 17	
3. Finally, they are transformed to Z-scores, with mean 0 (over a carefully 
selected base period), and standard deviation of 1. 
 
 
 
 
 
 
Figure 1.1: Charcoal sites of the Global Charcoal Database, categorized according the 
time span covered by each of them. As appreciated on the map, the sites are selected to 
cover most latitudinal regions and biomes, but due to complicated logistics and uneven 
distribution of the sediment basins some areas have very few sites associated. 
The resulting values can be used to analyse temporal variations through time for 
specific regions, as long as they are sufficiently covered by the data. This allows 
large-scale evaluation of links between climate and fire regimes (Daniau et al., 
2012; Marlon et al., 2008; Power et al., 2008), as in the examples shown in figure 
1.2. 
	 18	
 
Figure 1.2: Biomass burning based on charcoal analysis for the last two millennia (left. 
Source: Marlon et al. 2008), and the last 22 ka (right. Source: Daniau et al. 2012). The 
Marlon et al. graph shows a comparison between the evolution of the charcoal index 
(based on composite records), land cover and population growth for the northern extra-
tropics (> 30º N, a), tropics (30º N to 20º S, b), southern extra-tropics (> 20º S, c), and the 
northern high latitudes (> 55º N, d). On the right graph, Daniau et al. show how fire evolved 
globally and by hemisphere since the Last Glacial Maximum, and how it compares against 
records from EPICA and NGRIP ice core proxies for temperature. 
Additionally, large-scale information on past fires comes from the record of carbon 
monoxide (CO) in the atmosphere, preserved in ice cores from Antarctica and 
Greenland (Haan et al., 1996; Wang et al., 2010, 2012). Biomass burning is a 
major source of atmospheric CO, and can be distinguished isotopically (Seiler & 
Crutzen, 1980; Wang et al., 2010) from other main sources, notably the oxidation 
of unsaturated biogenic organic compounds such as isoprene.  
 
The strength of sedimentary charcoal records lies in their representative spatial 
distribution (many hundreds of records available, from all continents), but their use 
to construct global time series depends on the limited precision of chronologies at 
individual sites. Also, they do not have a natural “scale” – charcoal abundances are 
normally expressed as Z-scores relative to a standard period, and there is no direct 
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translation to biomass burning fluxes. CO concentrations in ice cores are precisely 
measured, have good temporal resolution, and integrate burning over a large 
(hemispheric) region, but interpretation is complicated by the existence of more 
than one CO source and the oxidation of CO to CO2 in transit towards the polar 
regions. 
 
The literature cited here has discussed the evident correlation of biomass burning 
with global temperatures. But there is almost no published work on modelling past 
fire regimes, and very little discussion of other factors (notably CO2 concentration) 
that could also have influenced biomass burning in the past. This thesis represents 
a first attempt to close a major gap in our understanding of past fire regimes 
through applications of a process-based fire model (LPX), and comparisons with 
both charcoal data and ice-core CO measurements as a test of the modelling 
process. Palaeoclimate modelling results have been used to provide climate 
scenarios for the LGM, and an atmospheric chemistry-transport model has been 
used to translate between emissions and concentrations of CO. 
Fire in recent times 
Human derived fragmentation, ignitions, fire control and changes in atmosphere 
composition and vegetation have a role in fire distribution nowadays that is not 
negligible. Human ignitions are mainly responsible of an increase in the number of 
fires, being the area burned and carbon released to the atmosphere mainly 
controlled by climate conditions allowing fire spread, and fuel accumulation 
(Bowman et al., 2011; Bowman, 2014). However, human deforestation, mostly in 
tropical areas, does release an important part of burning-sourced carbon in areas 
where fuel humidity is too high too burn in normal conditions (Bowman et al., 
2009). Figure 1.3 shows where the impact from deforestation and agricultural fires 
is more noticeable: Indonesia, Eastern Europe, the Amazon area and Central 
America. If those factors are not considered, fires concentrate in the tropics, where 
average temperatures are high and humidity low enough to trigger fire spread, but 
allowing fuel accumulation. 
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Figure 1.3: C flux from fire (in 
gC/m2), as obtained from the 
Global Fire Emissions Database 
(GFED3.1, www.globalfiredata.org, 
(van der Werf et al., 2010). The top 
map represents deforestation and 
agricultural fires and the lower map 
the total contributions. Note that 
the scale is different in both graphs 
to highlight the areas where the 
emission sources concentrate. 
 
 
 
Fire in the future 
Anthropogenic climate change has led to a general concern about its effects on 
ecosystems at regional and global scales. Interactions and feedbacks between the 
components of the Earth System make global warming studies very complex, 
highlighting the importance of a better understanding of the processes involved. 
Three contributing factors postulated to increase fire occurrence are: 
i) Studies on the consequences of this change suggest an increase in 
lightning strikes (Reeve 1999; Price and Rind 1994a; Price and Rind 
1994b) mainly in intermediate latitudes, due to temperature rise and 
atmospheric instability, as well as an increase in extreme events as heat 
waves (Field et al., 2012).  
ii) Hotter and drier summers at mid-high latitudes are expected to induce 
more and more severe fire episodes (Parry et al. 2007, Running 2006), 
as well as to increase the number of fires produced and the area burned 
in fire prone regions.  
iii) Biomass production before summer due to rain concentration in winter 
and spring dries under the summer conditions, providing fuel for summer 
fires. Indirectly, climate change also affects fire by controlling the 
distribution of plants, altering the landscape and ecosystems (Scholze et 
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al. 2006), and leading to changes in fuel volume and conditions (Hessl, 
2011).  
Fire modelling approaches 
Fire is addressed in models in many different ways depending on the main interest 
of the study (Pfeiffer et al., 2013). Fire is usually the main disturbance taken into 
account in vegetation modelling; it has a role in vegetation distribution (Green, 
1989; Bachelet et al., 2001), primary production (Bond et al., 2005), and as a 
carbon source to the atmosphere (Bowman et al., 2009), so its representation 
(simple or complex) becomes necessary when any of the mentioned environments 
is studied. Most fire models use indexes that relate fuel humidity rates with 
flammability, which allows fire to start and spread. Some of those indices are the 
Nesterov Index (Nesterov, 1949), Palmer’s Index (Palmer, 1965) and the Fire 
Weather Index (FWI) or any of the codes used on its calculation (Van Wagner, 
1987). To simulate the way fire spreads once it has started, Rothermel equations 
(Rothermel, 1972) are often the base.   
 
High-resolution models with prescribed constraints such as PROMETHEUS 
(Tymstra et al., 2010) and FARSITE (Finney, 2004) are not valid to understand 
interactions between climate and vegetation nor modelling fire at a global scale. 
However, they are useful for local simulations as they consider topography in fire 
behaviour. Other fire models do take into account interactions with the atmosphere, 
as it’s the case of FIRETEC (Linn et al., 2002), CAWFE (Clark et al., 1996, 2004), 
WRF-Fire (Mandel et al., 2009) or FDS (Mell et al., 2007) These models are too 
complex to be used at global levels but that are able to show feedbacks at a local 
scale (Pfeiffer et al., 2013). 
 
Sometimes Global Climate Models (GCMs) also take into account fire behaviour, 
but given the complexity of these simulations their approach tends to be simple. An 
example of this is given by Pechony and Shindell (2009). 
 
Coupling fire into a DGVM allows the simulation of intertwined processes between 
fire behavior and vegetation dynamics, providing an interesting approach to their 
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feedbacks. Fire in DGVMs is considered as a process dependent on the 
coincidence of several conditions, involving climate, vegetation patterns and the 
presence of a source of ignition, as well as the evolution of these variables through 
time (Bradstock, 2010).  
The complexity and realism with which fire is represented in DGVMs varies greatly. 
Only a few DGVMs possess explicit representations of the processes influencing 
fire.  Dynamic Global Vegetation Models (DGVMs) usually model fire in a rather 
simplistic way. Such it’s the case for TRIFFID (Cox, 2001), and Sheffield DGVM 
(Woodward & Lomas, 2004). TRIFFID just considers a specific rate of disturbances 
per PFT, while in the Sheffield model they are based on atmospheric dryness, not 
being ignitions a limiting factor.  
 
Process based fire modules of intermediate complexity are Reg-FIRM (Venevsky 
et al., 2002), CTEM-FIRE (Arora & Boer, 2005) and GlobFIRM (Thonicke et al., 
2001). Here, fire interactions with vegetation are considered, and fire is computed 
as a product of soil moisture and fuel accumulation. The way plant mortality and 
fire spread are simulated vary, so do the way fuel are ignitions are considered. 
Overall they offer a nice approach to fire as a disturbance that may affect the rest 
of the model components, but fire itself is poorly modelled in comparisons to other 
approaches.  
When fire is an important parameter to consider in the research, as is the case for 
this thesis, more complex relations are used, incorporating fire spread, fuel 
classes, PFT-related mortality, biomass accumulation, and ignitions parameters 
into the equation (Pfeiffer et al., 2013). This approach was pioneered by the 
MCFIRE module (Lenihan & Neilson, 1998), of the MC-DGVM (Bachelet et al., 
2001). MCFIRE explicitly simulates fire spread following (Cohen & Deeming, 1985) 
and fire effects including post-fire mortality (Peterson and Ryan, 1986). However, it 
allows only one ignition per year per grid cell, and requires a drought index and 
information on time since last fire to estimate the fraction of the grid cell burnt 
(Lenihan & Neilson, 1998). 
SPITFIRE (Thonicke et al., 2010) joined in more recently, including many of the 
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concepts used in MCFIRE. SPITFIRE (SPread and InTensity of FIRE) is probably 
the most known and widely used model. It was developed from RegFIRM and 
BEHAVE (Andrews, 1986), and has been integrated into several DGVMs, as LPJ, 
LPJ-GUESS, the Ecosystem Demography (ED) vegetation model (Moorcroft et al., 
2001), and SEIB-DGVM (Sato et al., 2007) and ORCHIDEE (Yue et al., 2014). 
Recently, it has been integrated in the MPI Earth system model (Lasslop et al., 
2014). SPITFIRE has also been the ground for the evolution of several additional 
models, including LMFire (Pfeiffer et al., 2013), LPX (Prentice et al., 2011a), and 
more recently LPX-mv1 (Kelley et al., 2014). 
The LPJ family of models 
The Lund-Postdam-Jena DGVM is probably the most widely used DVGM and has 
suffered a number of adaptations and improvements through time to fit different 
needs. Here I attempt to gather the model history enumerating its main 
developments to date: 
Main model constituent papers: 
1. BIOME family of models (Prentice et al., 1992; Haxeltine et al., 1996; 
Haxeltine & Prentice, 1996; Kaplan, 2001) 
2. Addition of GlobFIRM fire module (Thonicke et al., 2001) 
3. LPJ presentation (Sitch et al., 2003; Gerten et al., 2004) 
4. Implementation of plant hydraulic architecture (Hickler et al., 2006) 
Evolutions from the main LPJ model 
• LPJ-GUESS (individual-based model) (Smith et al., 2001; Hickler et al., 
2012) 
o Coupling with IOM grazer model to understand relations between 
grazers and vegetation (Pachzelt et al., 2013) 
o LPJ-DH (distributed hydrology-inclusion of topographic indices- Tang 
et al., 2014) 
o LPJ-GUESS-SPITFIRE (Lehsten et al., 2009): Replaces GlobFIRM 
fire module for SPITFIRE 
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 Embedded into a fire behaviour model: LPJ-GUESS-FARSITE 
(Lopez Blanco, 2014) 
 EMAC-LPJ-GUESS-SPITFIRE (combines existing coupled 
climate-atmospheric chemistry-aerosols model (EMAC) 
(Joeckel et al., 2006, 2008) with LPJ-GUESS-SPITFIRE 
(unpublished) 
• LPJ-WHy (Includes peatlands and permafrost) (Wania et al., 2009) 
o LPJ-WHy-Me (Wetland Hydrology and Methane Emissions, Wania et 
al., 2010) 
• LPJ-mL (managed land, Bondeau et al., 2007), also included in the 
SPEEDY GCM (Strengers et al., 2010) 
• LPJ-C (crops, Criscuolo, 2006)  
o KLUM@LPJ framework (Combination of LPJ-C with KLUM-coupling 
tool for global economic and vegetation models, Ronneberger et al., 
n.d.) 
• LPJ-Hydrology (LH) (incorporates satellite based data for the study of water 
balances (Tang & Bartlein, 2012) 
• LPJ-SPITFIRE (Thonicke et al., 2010) 
o LPX (Prentice et al., 2011a) 
o LPJ-LMFire (Pfeiffer et al., 2013) 
o Probabilistic calibration suggested by Gomez-Dans et al. (2009) 
o Included within the MPI model (Lasslop et al., 2014) 
• LPJ has been adapted to parallel computation for its use with a daily time-
step in the model SEVER (Venevsky & Maksyutov, 2007). Also, satellite-
derived land cover has been incorporated by Beer et al. (2003) 
LPJ has been used integrated in several Earth System Models and GCMs. Some 
parameters of LPJ were integrated as within the land model NCAR-LSM for its use 
in Climate models (Bonan et al., 2003). Later on LPJ has been adapted to the fully 
coupled global atmosphere-ocean-land model FOAM-LPJ (Gallimore et al., 2005; 
Notaro et al., 2005). It has also been integrated in the Bergen Climate Model 
(Tjiputra et al., 2010). 
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Fire approaches in the LPJ family (Based on Spessa et al., 2013) 
The Glob-FIRM model (Thonicke et al., 2001) is the basic fire module used in LPJ. 
It predicts the fractional area burnt based on the simulated length of fire season 
and minimal fuel load. Ignitions are based on the premise that burning is more 
dependent on fuel and climate conditions so they are not limiting (Bowman et al., 
2011); the calculation of carbon flux from fire and area burned is done using the 
annual probability of fire. It assumes a constant relationship between fire intensity 
and fire severity to describe fire effects, and fire resistance is defined by PFT. Fire 
is calculated annually, following a simple empirical model that uses daily moisture 
content of the upper soil layer as a proxy for fuel moisture.  
Reg-FIRM (Venevsky et al., 2002) is a version of GlobFirm used in regional fire 
simulations, so it does not quantify trace gas and aerosol emissions.  
SPITFIRE (Thonicke et al., 2010) includes a more complete representation of 
ignitions and fire spread and comprises new process-based simulations of fire 
intensity and the risk of fire-damaged trees dying from either crown scorch or 
cambial death (the two most important causes of post-fire mortality), as well as 
emissions of trace greenhouse gases and aerosols from biomass burning. Besides 
that, SPITFIRE characteristics are: 
• The number of human-caused fires is modeled as a log-normal shaped 
function of population density, with the height of the curve dependent on the 
number of fires per capita per fire-season day.  
• Lightning ignitions are calculated by repeating annual cycles from the 
Optical Transient Detector (Christian, 2003) yearly strikes and multiplying 
them by 0.030 (enough energy to start a fire).  
• It considers 4 fuel classes based on size: 1hr (dead leaves), 10hr 
(twigs/small branches), 100 (large branches) and 1000-hr (logs).  
• Litter moisture calculation is based on the Nesterov Index (Nesterov, 1949; 
Venevsky et al., 2002) and controls fuel combustion.  
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• Fire rate of spread is based on the Rothermel model (Rothermel, 1972), and 
is directly proportional to energy produced by ignited fuel and wind speed, 
and inversely proportional to the amount of energy required in fuel ignition.  
• Area burnt depends on spread and duration, assuming an elliptical shaped 
fire with the relation of axes related to wind (van Wagner & Pickett, 1985) 
• Fire intensity is a function of both the calorific content of the fuels, the 
amount of fuel consumed and the rate of spread (Byram 1959). Finally, 
grass phenology and dying rates are dependent on the upper soil moisture.  
Two main evolutions sprung from SPITFIRE: 
• LPJ-LMFire (Pfeiffer et al., 2013) is an evolution of SPITFIRE made for 
preindustrial simulations. It distinguishes the different relationships between 
humans and fire among hunter-gatherers, pastoralists, and farmers. While 
this new work resulted in better fire simulations during the preindustrial era, 
the model is somewhat speculative and leaves open many challenges in 
modelling the relationships between people, land use and fire, so the 
challenge of modelling future human-land-fire relationships remains 
unsolved. 
• LPX (Land Processes and eXchanges), which is the model used in this 
research and will be explained in detail in the following section. 
The LPX model 
The LPX model (Prentice et al., 2011a) includes an explicit and detailed 
representation of fire, yet remaining fully coupled with the simulation of water and 
carbon fluxes between land and atmosphere, as well as with vegetation dynamics, 
as in LPJ. The fire module of LPX expresses how the probability of fire, vegetation 
properties and weather conditions affect biomass burning, also considering how 
fire affects mortality and regeneration of different plant classes. LPX broadly 
preserved the fire representation of SPITFIRE. The differences and main features 
of both models are shown in Table 1.1. 
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 LPJ-SPITFIRE LPX 
Fire Spread Rothermel equations (1), ignoring topographic effects 
Ignitions 
Lightning: Strikes multiplied by 0.030 (enough energy to start a fire) (2) 
Human ignitions based on 
population density 
Only lightning considered 
Probability of a 
fire to start 
0 when fuel load is below 90 gC/m2, then depends on fuel dryness. Daily 
Not clear connection between wet 
days and lightning 
Includes a factor that relates 
lightning with the number of wet 
days per month 
Litter 
production and 
decay 
Four classes depending on size (1, 10, 100 and 1000-hour fuels) 
Litter decay calculated annually Litter decay calculated daily 
Precipitation Daily, weather generator (3) 
Litter drying 
Based on rate constants calculated from daily Nesterov index (4) and 
considering three fuel classes- 1h, 10h and 100h 
Simulated as a curve considering a 
constant drying rate calculated as a 
weighed average of the rate 
constants of the fuel classes 
Moisture content calculated as a 
weighted average of the moisture of its 
constituent fuel classes (5) 
Fuel consumed Depends on fuel moisture status 
Fire intensity 
Depends on fuel heat content, fuel consumed and rate of spread. Minimum 
energy needed for a fire: 50 kW/m 
Cambial damage  
Depends on fire intensity and duration. It considers different bark thickness 
depending on PFT 
Crown scorch Depends on the height of the flame and canopy 
Fire duration Depends on burning conditions 
Area burned Fires assumed to be elliptical (wind determines the shape). Calculated daily 
Fire effect on 
vegetation 
The area burned is assumed to be non-flammable for a year 
 
Table 1.1: Main features of the fire module in LPJ-SPITFIRE and LPX 
(1) Rothermel, 1972: Equations widely used in operational fire modelling that consider fuel 
and environmental conditions to model fire spread on a physical basis depending on 
wind speed, moisture content and fuel type. 
(2) Based on Latham and Schlieter, 1989; Latham and Williams, 2001; Rakov and Uman, 
2003  
(3) As in Gerten et al., 2004. 
(4) The models use a modified form of the Nesterov index (Nesterov, 1949), a value that 
accumulates over rain-free periods, with each day’s contribution determined by the 
product of daily temperature range (a proxy for the drying power of the air) and daily 
maximum temperature. 
(5) Litter drying follows the equation ω0 = Σi=1,3(wi/w0)exp(-αi NI), where w0 is the litter 
moisture scalar, the wi are the masses of the 1 h, 10 h and 100 h fuels, wo = Σi=1,3 wi, the 
αi are rate constants (inversely proportional to the surface area to volume ratio of the 
fuel particles) and NI is the current day’s Nesterov Index accumulated over the period 
since the most recent wet day 
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The elimination of human-caused fires is a way to reduce the model complexity by 
removing a field not very well understood yet. This limits the model ability to 
simulate deforestation fires, but yet it performs quite well in many areas, in 
agreement with Keeley and Bond (2001) premise that in fire-prone environments, 
humans tend to preempt rather than augment the natural fire regime (Bowman et 
al., 2011; Prentice et al., 2011a). Figure 1.4 shows the structure of the fire module 
in LPX and how the different components interact with each other: 
 
Figure 1.4: Flux diagram of the LPX fire module, showing the inputs of the model in green, 
the general outputs of the vegetation module in turquoise, including primary production, 
vegetation composition, canopy height and carbon pools; and in dark blue the components 
of the fire module (Source: Prentice et al., 2011a).  
 
Vegetation can be classified as a mixture of Plant Functional Types (PFT), based 
on attributes of physiology, dynamics and survival requirements (Prentice et al., 
1992; Haxeltine et al., 1996; Sitch et al., 2003). This approach helps to simplify the 
complexity of the model but still keep the main physiological and phenological roles 
that will be used in the internal calculations of the model. PFTs differ in the degree 
of the seasonal variations, litter composition and quantity and carbon and water 
exchanges. In LPX the PFTs used are:  
1. tropical broadleaved evergreen tree 
2. tropical broadleaved raingreen tree 
3. temperate needleleaved evergreen tree 
4. temperate broadleaved evergreen tree 
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5. temperate broadleaved summergreen tree 
6. boreal needleleaved evergreen tree 
7. boreal broadleaved summergreen tree 
8. C3 perennial herbaceous 
9. C4 perennial herbaceous 
The output of LPX includes simulated fractional abundances of PFTs on each grid 
cell. Biomes can be mapped based on the LPX output by using information on the 
simulated dominant PFT, canopy height and foliar protective cover (FPC). 
Growing-degree days (GDD) are used as a supplementary criterion to distinguish 
arctic-alpine biomes from the rest. A simple global classification of biomes has 
been adopted here, comprising tundra, shrub tundra, desert, dry grass/shrubland, 
boreal parkland, temperate parkland, sclerophyll woodland, savanna, temperate 
forest, warm-temperate forest and tropical forest. The process of biome 
assignment is summarized in Table 1.2: 
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GDD < 350  
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Dry grassland/ 
shrubland 
Forest 
Tundra 
Forest 
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0
 
Savannah Shrub tundra 
 FPC       0.3   0.6 0.3 0.6 
 
Table 1.2: Procedure used for biome calculations based on LPX outputs. Height 
represents the canopy height (in meters), FPC the foliar protective cover and GDD the 
growing degree days. GDD is calculated as GDD= Σi (Tdayi-Tbase), where Tbase is the 
base temperature, set at 5ºC, i represents the days of the year where temperature 
exceeds Tbase and Tday is the daily temperature. Redrawn from Prentice et al., 2011b 
 Forest Savannah 
Presence of tropical PFT Tropical forest Tropical savannah 
Dominance of temperate 
broadleaf PFT 
Warm temperate forest Sclerophyll woodland 
Presence of evergreen 
needleleaf or summergreen 
broadleaf temperate PFT 
Temperate forest Temperate parkland 
 Boreal forest Boreal parkland 
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Model performance 
The LPX model has been evaluated against present data in Kelley et al. (2013), 
using a benchmarking process that will be reproduced in the first chapter of this 
work. Kelley et al. (2013) showed that LPX simulates fire far more realistically than 
the original LPJ model. 
 
LPX does not simulate deforestation fires, and this feature translates into an 
important underestimation of present-day fires in tropical areas. On the other hand, 
there is a general overestimation of burnt area in mid-latitude regions, which may 
be due to an underestimation of land-use effect on fires, and in the northern high 
latitudes. The model also somewhat overestimates carbon flux from fire when 
compared with GFED (according to Prentice et al., 2011a); on the other hand, a 
more recent analysis has upgraded the total carbon flux from fire due to the 
consideration of large numbers of small fires (Randerson et al., 2012). A 
comparison of the simulated burned area and the Global Fire Emissions Database 
(GFED) is shown in figure 1.5 
 
Figure 1.5: Average fractional 
burned area for the period 
1997-2005 simulated by LPX 
(top map) and plotted with 
GFED 3.1 data. Source: 
Prentice et al. (2011a) 
 
 
 
 
 
 
 
 
For the Last Glacial Maximum (LGM) the evaluation was done in (Prentice et al., 
2011b), using as input the same four models from the Palaeoclimate Modelling 
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Intercomparison Project version 2 (PMIP2, Gladstone, 2005) as in this project. The 
comparisons were made between LPX simulated biomes and plant macrofossil 
and pollen records gathered together for the LGM as part of the BIOME 6000 
project (Prentice et al., 1996, 2000). LPX manages to simulate the major features 
of LGM biome distribution, as shown in Prentice et al. (2011). 
Inputs 
LPX inputs are both climatic and non-climatic. All spatial data inputs were provided 
on the Climatic Research Unit (CRU) grid at a spatial resolution of 0.5˚ x 0.5˚: 
 
• Soil type data were taken from the Food and Agriculture organization (FAO) 
soil data set (Zobler, 1999), with expansion to the LGM land mask as 
described by Prentice et al. (2011b). 
• Cropland data from 1850 to 2005 were derived from the HYDE v3.1 dataset 
(Klein Goldewijk et al., 2011), completed to 2008 by repeating 2005 data. 
• CO2 records for recent times were derived from the National Oceanic and 
Atmospheric Administration (NOAA, http://www.esrl.noaa.gov/gmd) global 
monitoring division datasets from Mauna Loa and South Pole (Rayner, 
2005). Palaeoclimate simulations were performed according to PMIP2 
boundary conditions (http://pmip2.lsce.ipsl.fr). LGM CO2 concentration was 
set at 185 ppm and Pre-Industrial (PI) concentration at 280 ppm based on 
ice-core records. 
• The land mask used for present and PI simulations is the Climate Research 
Unit (CRU, http://www.cru.uea.ac.uk) mask version 3.0. For LGM 
simulations, the mask used is modified based on ICE-5G ice-land elevation 
mask from Peltier (2004). 
• Lightning strikes are assumed to be the same every year, so a constant 
twelve-month pattern was used for all the simulations. The data used are 
from the Optical Transient Detector/Lightning Imaging Sensor High 
Resolution Monthly Climatology (LIS/OTD HRMC) product supplied by 
NASA (http://thunder.msfc.nasa.gov/data/data_lis-otd-climatology.html). 
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Although this assumption about lightning is assumed to be unrealistic for the 
LGM, there is a wide distribution of lightning strikes, and burned area and 
biomass burning have been shown to be far more dependent on climatic 
factors than to the presence or frequency of ignitions (Bistinas et al., 2014). 
 
The rest of the climatic factors are: temperature (average, maximum and 
minimum), precipitation, cloud cover, fraction of wet days, and wind speed. They 
are used with a monthly resolution for the period studied on each of the cases: 
 
• Present-day simulations: The set-up and test of model performance on the 
Imperial College system was performed using two datasets: the CRU 3.0 
dataset, already tested in Prentice et al. 2011a, and the 20th Century 
Reanalysis (R20C) data from NOAA, run using CRU data as input by 
Professor Patrick J. Bartlein (University of Oregon).  
• LGM simulations were performed use “snapshot” palaeoclimate simulations 
from the Palaeoclimate Modelling Intercomparison Project (PMIP) Phase 2. 
The same four representative models as used by Prentice et al. (2011b) 
were used, namely HadCM3M2, CNRM-CM33, MIROC3.2 and FGOALS-
1.0g. 
• Last Millenium simulations were carried out by Ryouta O’Ishi (Center for 
Climate System Research, University of Tokyo, Kashiwa, Japan), using the 
Mann (2006) data-based reconstruction of temperature changes together 
with precipitation changes derived from a simulation of the MIROC climate 
model forced by last-millennium orbital, volcanic and solar output changes. 
These LPX runs were used to derive CO emissions for comparison with 
observations of CO concentrations in ice cores. 
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Chapter 2: Model set-up and initial tests 
 
The benchmarking process followed here was introduced by Kelley et al. (2013) 
and Doug Kelley’s advice was taken on its implementation. Bias-corrected 20th 
Century Reanalysis data (based on the NOAA 20th Century Reanalysis version 2, 
http://www.esrl.noaa.gov/psd/data/gridded/data.20thC_ReanV2.html) were 
provided by Patrick Bartlein (University of Oregon) and adapted to the units and 
format accepted by the model. All simulations were performed using the High 
Performance Computing system at Imperial College. All simulations and analysis 
were performed by the author of this thesis. Help with the interpretation was given 
by her supervisor, Colin Prentice (Imperial College and Macquarie University), and 
co-supervisor Sandy Harrison (University of Reading and Macquarie University). 
Abstract 
The accuracy of vegetation process simulations is naturally dependent on how well 
the climate data inputs represent real conditions. This is especially true for 
process-based modelling of fire regimes, due to the highly non-linear dependence 
of fire spread on environmental variables. The purpose of this chapter is to 
compare two climate datasets for the 20th century climate and applying an already 
developed benchmarking procedure to the simulated variables. First, modelling 
results obtained with climate data from Climate Research Unit (CRU) version 3.0 
were compared to an equivalent simulation performed on another system, as a test 
of the model’s stability. Second, model results were obtained using the NOAA’s 
20th century reanalysis (R20C) data bias-corrected to give the same average 
climate as CRU. The only large differences between the two simulations were for 
fire regimes, for which the CRU data performed better than R20C. 
Introduction 
Models aiming to reproduce particular features in nature are in continuous 
evolution. Given the complexity of the Earth system, any modification to models 
should be systematically tested against data, so that the outcomes of modelling 
represent what is observed as accurately as possible.  
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This chapter seeks to evaluate model sensitivity with respect to the choice of 
baseline data for subsequent simulations. Previous studies with LPX (Kelley et al., 
2013; Prentice et al., 2011a) have used the Climate Research Unit (CRU 3.0) data 
(http://www.cru.uea.ac.uk/, covering the period from 1900 to 2006) as the baseline. 
This chapter evaluates the sensitivity of LPX to the choice of baseline data. In 
particular, a bias-corrected experimental dataset based on the 20th Century 
Reanalysis from NOAA (R20C, Compo et al., 2011), which covers the period 1870-
2008, was tried as a possible alternative to CRU 3.0. We expected R20C to be 
more reliable than CRU 3.0 for the early part of the century due to the following 
limitations concerning CRU:  
 
• Data available before 1960 is scarce due to the lack of research on the field 
before that time. The Climate Research Unit compensated this issue by 
gathering documentary history records, which were then checked and 
homogenised (see www.cru.uea.ac.uk/about-cru/history), but still the 
number of stations providing data fall well below the standards defined for 
global producing centers for long-range forecasts. 
• The data set has remaining inhomogeneities in the inputs despite the efforts 
towards their homogenisation (see climatedataguide.ucar.edu/climate-
data/). Some regions where data was not available had to be filled out 
based on data interpolations. 
  
The R20C data set used here is similar in principle to other data sets that have 
combined reanalysis with CRU, such as CRUNCEP 
(http://dods.extra.cea.fr/data/p529viov/cruncep/) and WFDEI (Weedon et al., 
2014). R20C uses the NOAA 20th Century Reanalysis, which is based on sea-level 
pressure data only, and starts much earlier in time than the other available 
reanalyses, and constraints it to fit the long-term means from CRU. The point about 
combining these two types of data is that CRU is based on actual observations of 
the climate variables and is therefore free of the biases that can affect reanalysis 
data (especially precipitation- Bosilovich et al., 2008). R20C, on the other hand, 
includes all climate variables (short and long wave radiation, winds, etc.) and has 
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the advantage that they are physically consistent and have well-determined values 
even for grid points where observations are sparse. The method of combination is 
simple: CRU provides the climatology (long term mean values), while reanalysis is 
used to provide the deviations from those values in any one month. Potential 
biases in temperature and precipitation were therefore corrected by adjustment to 
give the same long-term mean values as CRU. 
Data and methods 
A benchmarking procedure, previously used in Kelley et al. (2013), was applied to 
the simulations to test their performance. 
• Fraction of absorbed photosynthetically active radiation, fAPAR: from 
SeaWifs remote sensing (spectral reflectance) data, from 1998 to 2005. 
Observed fAPAR is closely related to fractional vegetation cover in the 
model. SeaWifs is recognized as one of the most reliable fAPAR products 
even though its duration is relatively short. The uncertainty is 0.05 on 
average, being the higher uncertainty values in forested areas. 
• Vegetation cover: from the International Satellite Land Surface Climatology 
Project, initiative II (ISLSCP II, http://daac.ornl.gov/ISLSCP_II/islscpii.shtml), 
using the unique “vegetation continuous fields” data for 1992-1993 (DeFries 
et al., 1999). These data distinguish tree, herbaceous (actually vegetation < 
5 m in height) and bare ground cover; they also give fractions of evergreen 
vs. deciduous trees, and broad-leaved vs. needle-leaved trees. 
• Net primary production (NPP): obtained by combining direct observations 
from Luyssaert et al. (2007) and data from the Ecosystem Model/Data 
Intercomparison (EMDI: Olson et al., 2001). The uncertainty of Luyssaert et 
al. (2007) data is provided by site, and ranges from 110 to 656 gC m–2 a–1.  
• Gross primary production (GPP): again the Luyssaert et al. (2007) data 
obtained from flux towers. The uncertainty of this ranges from 75 to 677 gC 
m–2 a–1 (as for NPP, this depends on the latitude, data collection and 
analysis methodology). 
• Canopy height data (Simard et al., 2011) used ranges from 0-40m with an 
uncertainty of about 6m (there are no estimations for individual grid cells). It 
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is obtained from Ice, Cloud and land Elevation Satellite/Geoscience Laser 
Altimeter System (ICESat/GLAS) estimates, and its relationship with forest 
type, MODIS percent tree cover product (MOD44B), elevation and 
climatology variables (annual mean and seasonality of precipitation and 
temperature). It considers just the year 2005. 
• Burnt area fraction: from the Global Fire Emissions Database version 3 
(GFED3, http://www.globalfiredata.org, van der Werf et al., 2006) monthly 
data for 1997-2006. Its uncertainty is on average 2530 m2 (median 690 m2). 
 
These data sets were selected so they have a global coverage or represent the 
different biomes when possible. Some other data sets that might have been used, 
such as satellite-based (MODIS data product, 
http://www.ntsg.umt.edu/project/mod17, Running et al., 2004; Zhao et al., 2005), or 
extrapolated GPP (Beer et al., 2010; Jung et al., 2011) were excluded from 
consideration on the grounds that they include a strong modelled component, 
parallel to the modelling in LPX. Variables with characteristic seasonal cycles or 
inter-annual variations (e.g. fAPAR and burnt fraction) were compared against data 
covering those variations. 
 
The following data-model comparison metrics were used (from Kelley et al. 2013): 
• NME (normalized mean error) = Σi|yi-xi|/Σi|xi-x|, where y is the modeled value 
and x is the observed value; xi is the observed value for grid cell (or site) i, x 
is the mean observed value across grid cells (or sites) 
• For annual average data, NME is calculated in three stages, as follows: 
1) with untransformed xi and yi, 
2) with xi and yi re-calculated by subtraction of the respective mean values, 
and hence removing the influence of the mean 
3) with xi and yi from step 2 further re-calculated by division by the 
respective mean deviations, which eliminates the influence of the 
variability. 
 
Thus, NME at stage 1 is a simple measure of the goodness of fit of the model, 
and it has a simple interpretation: a value of 0 denotes a perfect fit; a value of 1 
	 38	
denotes that the model is no better than simply applying the mean value of the 
observed data at every grid cell (or site); values greater than 1 denote that the 
model performs worse than that. Stage 2 indicates how well the model fits after 
removal of any systematic bias in the modelled values, and stage 3 indicates 
how well the model fits after removal of any systematic bias in either the 
modelled values themselves, or the variability of the modelled values – thus, it 
is a measure of similarity in pattern. 
 
• Inter-annual variability: calculation of stages 2 and 3 was made using the 
global sum of values per year i; stage 3 measures whether the model 
correctly simulates the pattern of annual peaks and troughs. 
• Seasonality is measured as both seasonal concentration and phase. Each 
of the months is represented as a vector in the complex plane, as the hours 
in a clock. The seasonal concentration is the modulus of the mean vector; its 
argument represents the phase. 
• Vegetation cover differences are measured in terms of relative abundance, 
using the Manhattan Metric (MM) and the squared Chord Distance (SCD) 
(Gavin et al. 2003, Cha 2007): 
MM= Σij(|qij-pij|/n) 
SCD=Σij(√qij-√pij)
2/n 
where qij and pij are the modeled and observed abundance of item j in grid 
cell i.  
Results and discussion 
Table 2 shows the results of the metrics for both cases using the benchmarking 
process described in Kelley et al. (2013).  
 
The simulations done with R20C data show similar results to those obtained using 
the CRU dataset in many of the variables analysed (See table 2.1). As shown in 
Kelley et al. 2013, there is still room for improvement in the fire module, but the 
benchmarking with LPX shows a noticeable better agreement with fire distribution 
and biomass burning than the Lund-Postdam-Jena DGVM (LPJ, Sitch et al. 2003). 
Kelley’s paper also shows that the rest of the variables analysed perform similarly 
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to LPJ. Both R20C and LPX show poorer performance in GPP simulations than 
NPP, which may suggest biases in how plant respiration is calculated. NPP 
observations are combined with Olson et al., 2001 data while GPP observations 
just consider Luyssaert et al. (2007), and the added uncertainty may have played a 
role, although that barely justifies the 17% difference between the two 
comparisons. Figure 2.1, copied from Kelley et al. (2013), shows how accurate 
NPP and GPP calculations are for LPX, LPJ and a Simple Diagnostic Biosphere 
Model (SDBM) and the latter seems to perform better for GPP. This happens for 
both models and under the two datasets evaluated in this chapter, which leads to 
the idea that an insight of the causes is needed in future work. 
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Table 2.1: Benchmarking scores for the 
LPX simulations:CRU: Repeated simulation 
as test for computer bias. 
R20C: Reanalysis from CRU  
 
Interpretation: 
            0=perfect agreement  
            1=agreement as expected when all 
NME       mean observations are substituted 
              for the null model  
            >1=worse than the null model. 
            0=in phase 
MPD
     1-6= months out of phase 
 0=perfect agreement 
MM
 2=perfect disagreement 
 
  LEGEND 
LF Life Form 
T Tree 
H Herb 
BG Bare Ground 
LT Leaf Type 
LP Leaf Phenology 
NME Normalised mean error 
MM Manhattan metric 
MPD, P Phase 
AA Annual Average 
AA-MR  mean removed 
AA-MVR 
 mean and variance 
 removed 
IAV Inter-annual variability 
IAV-VR  variance removed 
SC Seasonal Concentration 
SC-MR  mean removed 
SC-MVR 
 mean and variance 
 removed 
 
 
 
  
  
  CRU R20C 
Fire 
NME 
AA 0.87 1.02 
AA-MR 0.91 1.05 
AA-MVR 1 1.09 
IAV 0.85 1.2 
IAV-VR 0.97 1.05 
SC 1.38 1.32 
SC-MR 1.37 1.3 
SC-MVR 1.26 1.25 
MPD P 0.1 0.12 
fAPAR 
NME 
AA 0.6 0.56 
AA-MR 0.56 0.55 
AA-MVR 0.6 0.58 
IAV 1.57 2.5 
IAV-VR 1.25 1.14 
SC 1.15 1.19 
SC-MR 1.06 1.13 
SC-MVR 1.05 1.06 
MPD P 0.12 0.12 
Vegetat. 
cover 
MM 
LF 0.74 0.76 
T 0.53 0.48 
H 0.65 0.65 
BG 0.3 0.39 
LT 0.4 0.39 
LP 0.49 0.5 
NPP NME 
AA 0.86 0.83 
AA-MR 0.76 0.79 
AA-MVR 0.72 0.75 
Canopy 
Height 
NME 
AA 0.89 0.96 
AA-MR 0.72 0.74 
AA-MVR 0.73 0.76 
GPP NME 
AA 1.5 1.39 
AA-MR 1.11 1.33 
AA-MVR 1.36 1.22 
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Figure 2.1: Comparisons between observed (x-
axis) and simulated (y-axis) NPP and GPP in kg 
cm−2. NPP observations combines Luyssaert et 
al. (2007) dataset and the Ecosystem/Model 
Data Intercomparison dataset (Olson et al., 
2001). GPP observations are derived from the 
Luyssaert et al. (2007) dataset. The simulated 
values are annual averages for the period 
1998–2005. The observations are compared 
with NPP (left) and GPP (right) from the Simple 
Diagnostic Biosphere Model (SDBM) (a and d); 
from LPJ (b and e); and from LPX (c and f). The 
solid line shows the 1:1 relationship. Source: 
Kelley et al. 2013 
 
 
Maps showing some of the variables from the outputs of both datasets are shown 
in figure 2.2. The most remarkable thing when representing the simulations with 
both sets of inputs is that fire under R20C conditions occupies larger areas, 
including boreal areas that are barely present under CRU climate. This, however, 
does not seem to affect primary production or decomposition rates. LPX under 
CRU climate seems to underestimate fire in boreal regions, and the effect of R20C 
climatology on flammability seems to overcome that issue. On the other hand, fire 
emissions are already overestimated under CRU, as explained in Kelley et al. 
2013, and the global balance of emissions under R20C only increases the 
overestimation. Also, the R20C scores in table 2.1 for the annual average of 
burned area are considerably worse than in the runs that used CRU as input data. 
This issue is likely related to an acceleration of the drying process due to the 
higher wind speeds in R20C (as shown in figure 2.3). As this project focuses on 
fire, this discrepancy is problematic, and led to the decision to use CRU data as the 
baseline for subsequent simulations.  
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Figure 2.2: Maps representing the simulated period 1961-2005 under Climate Research 
Unit (CRU, on the left side) and 20th Century Reanalysis (R20C, on the right) climatologies. 
The variables considered include average fire fraction per grid cell (top row); Carbon 
released to the atmosphere by burning (second row, in gC m-2); Net primary production 
(third row, in gC m-2); Heterotrophic respiration (last row, in gC m-2). 
 
After these analyses were done, some information emerged regarding a problem 
with wind calculations in the 20th century Reanalysis (Blunden & Arndt, 2012). 
Wind speeds were found (a) to be generally higher than expected, and (b) to show 
an increasing trend that has not been observed. This goes in agreement with the 
wind comparisons in figure 2.3. In terms of fire modelling this is an important issue, 
as wind strongly and non-linearly determines the area affected by burning (Prentice 
et al., 2011a), leading to a serious overestimation of both the simulated area 
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burned and the biomass burning carbon flux. This bias in the reanalysis data was 
possible because no observed wind speed data were used to constrain the model. 
It persisted through the bias correction because no wind data were used in this 
procedure either. 
 
Figure 2.3: Moving average with lag 12 of wind speed for the Climate Research Unit 3.0 
data (CRU) and the 20th Century Reanalysis (R20C) for the period 1871-2000. 
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Chapter 3: Climate versus carbon dioxide controls on biomass burning: a 
model analysis of the glacial-interglacial contrast 
 
Reformatted from a published scientific paper in Biogeosciences, omitting common 
points with other chapters to avoid redundancy. Palaeoclimate simulations were 
from the Palaeoclimate Modelling Intercomparison Project (PMIP) Phase 2 and 
modern climate data from CRU. Pre-industrial data-model comparisons used 
satellite records from the Global Fire Emissions Database (GFED) version 3, and 
palaeodata comparisons were made using raw data from the Global Charcoal 
Database v2.5 kindly provided by Anne-Laure Daniau, University of Bordeaux. All 
the analyses and simulations were performed by the author of the thesis. The 
original idea for the chapter research and supervision was given by Colin Prentice 
(Imperial College, Macquarie University) and Sandy Harrison (University of 
Reading, Macquarie University), co-authors of the publication. The full reference of 
the published paper is: 
Martin Calvo, M., Prentice, I. C., and Harrison, S. P.: Climate versus carbon dioxide 
controls on biomass burning: a model analysis of the glacial–interglacial contrast, 
Biogeosciences, 11, 6017-6027, doi:10.5194/bg-11-6017-2014, 2014. 
Abstract 
Climate controls fire regimes through its influence on the amount and types of fuel 
present and their dryness. CO2 concentration constrains primary production by 
limiting photosynthetic activity in plants. However, although fuel accumulation 
depends on biomass production, and hence on CO2 concentration, the quantitative 
relationship between atmospheric CO2 concentration and biomass burning is not 
well understood. Here a fire-enabled dynamic global vegetation model (the Land 
surface Processes and eXchanges model, LPX) is used to attribute glacial-
interglacial changes in biomass burning to an increase in CO2, which would be 
expected to increase primary production and therefore fuel loads even in the 
absence of climate change, versus climate change effects. Four general circulation 
models provided Last Glacial Maximum (LGM) climate anomalies – that is, 
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differences from the pre-industrial (PI) control climate – from the Palaeoclimate 
Modelling Intercomparison Project Phase 2, allowing the construction of four 
scenarios for LGM climate. Modelled carbon fluxes from biomass burning were 
corrected for the model’s observed prediction biases in contemporary regional 
average values for biomes. With LGM climate and low CO2 (185 ppm) effects 
included, the modelled global flux at the LGM was in the range of 1.0 to 1.4 Pg C 
yr-1, about a third less than that modelled for PI time. LGM climate with pre-
industrial CO2 (280 ppm) yielded unrealistic results, with global biomass burning 
fluxes similar to or even greater than in the pre-industrial climate. It is inferred that 
a substantial part of the increase in biomass burning after the LGM must be 
attributed to the effect of increasing CO2 concentration on primary production and 
fuel load. Today, by analogy, both rising CO2 and global warming must be 
considered as risk factors for increasing biomass burning. Both effects need to be 
included in models to project future fire risks. 
Introduction 
Biomass burning, which is a major factor influencing terrestrial carbon fluxes to the 
atmosphere (Andreae and Merlet, 2001; Prentice et al., 2011b; Seiler and Crutzen, 
1980), is strongly determined by fuel availability and dryness (Aldersley et al., 
2011; Bistinas et al., 2013; Krawchuk et al., 2009; Krawchuk and Moritz, 2009, 
2011; Moritz et al., 2013; Bistinas et al., 2014). Both are influenced by climate: 
short-term stochastic climate variability (weather) controls ignitions through 
lightning and fuel moisture and fire spread through temperature, precipitation, 
moisture and wind speed; long-term climate controls vegetation type and 
productivity, and hence fuel production (Bowman et al., 2009; Dale et al., 2000; 
Flannigan et al., 2000; Harrison et al., 2010). However, vegetation type and 
productivity are also directly influenced by atmospheric CO2 concentration 
(Cowling, 1999; Farquhar, 1997; Prentice and Harrison, 2009), allowing the 
possibility that anthropogenic changes in atmospheric CO2 concentration could 
influence biomass burning via changes in the types and quantities of fuel (Harrison 
et al., 2010; Koch and Mooney, 1996; Moritz et al., 2005). Very little information is 
currently available about these potential effects. 
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Progress in differentiating between the large-scale controls of fire by CO2 and 
climate could in principle be made by evaluating changes in fire regimes with the 
help of global vegetation-fire models which (a) are based on a solid foundation of 
knowledge at the process level, including the physiology of photosynthesis and the 
physiological effects of CO2 on plants with different photosynthetic pathways, and 
(b) have been shown to reproduce major spatial and temporal patterns in fire 
regimes as observed from space. Nevertheless the available global data on 
changes in biomass burning do not span a sufficiently wide array of environmental 
conditions to allow modelled CO2 effects to be tested directly. This is because the 
most reliable remotely-sensed record of burnt area is that obtained from the 
MODIS instrument, which was launched as recently as 2000 CE (Giglio et al., 
2010). Any effects of the increase in CO2 concentration on biomass burning over 
this interval are likely to have been overwhelmed by the effects of spatial and 
interannual variability in climate.  
As an alternative approach, here we use process-based modelling together with 
palaeodata which document the response of fire regimes to environmental 
changes on a longer timescale, encompassing the large natural variations in 
atmospheric CO2 concentration between glacial and interglacial climates. 
Sedimentary charcoal records provide information about changes in fire regimes 
with sometimes annual, but more generally multi-decadal, resolution over such 
long periods. When appropriately processed (Power et al., 2010), these records 
can be combined to provide composite regional and global histories (see e.g. 
Power et al., 2008; Marlon et al., 2009; Daniau et al., 2010, 2012; Mooney et al., 
2011) of changes in fire regimes on multi-millennial time scales. Power et al. 
(2008) analysed charcoal records covering the last 21,000 years. Although regional 
patterns in fire regimes were shown to differ between the Last Glacial Maximum 
(LGM, ca 21,000 yrs ago, 21 ka BP) and the recent past, fire prevalence in most 
regions was low at the LGM and until about 16,000 yr BP, after which there was a 
gradual transition to the higher fire prevalence characteristic of the Holocene. 
Daniau et al. (2012) confirmed this global pattern with an analysis of a more 
extensive data set, and suggested that it could be largely explained in terms of 
changing temperature and moisture controls. Specifically, Daniau et al. (2012) 
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showed that fire increased monotonically with temperature, and peaked at 
intermediate moisture levels. Changes in fire regime, both on regional and global 
scales, tracked the glacial-interglacial increase in temperature. The strong 
correlation between biomass burning (indexed by charcoal abundance) and local 
temperature and moisture regimes was assumed to reflect climate controls on 
productivity, fuel accumulation and fuel dryness.  
However, the glacial-interglacial transition was also characterized by a progressive, 
nearly 100 ppm increase in CO2 concentration. Large-scale effects of temperature 
increase (driven in part by rising CO2) and ecophysiological effects of rising CO2 on 
vegetation and primary production cannot be readily distinguished based on time-
series information alone (Prentice and Harrison, 2009; Bennett et al., 2013), 
because of their temporal correlation. However process-based modelling can make 
the distinction. Harrison and Prentice (2003) showed using the BIOME4 model that 
ecophysiological CO2 effects are required to account for the full extent of the 
reduction in global forest cover during glacial times. The same general approach 
and model was used by Bragg et al. (2013) to demonstrate that observed glacial-
interglacial changes in the stable carbon isotope signature of vegetation in 
southern Africa are dominated by ecophysiological CO2 effects. Prentice et al. 
(2011a) demonstrated that the LPX model produced realistic patterns of biome 
distribution at the LGM when driven by climate outputs from four coupled ocean-
atmosphere general circulation models from the Palaeoclimate Modelling 
Intercomparison Project Phase 2 (PMIP2) and with the observed LGM atmospheric 
CO2 level; but they did not analyse the modelled fire regimes, nor did they explicitly 
separate climate and CO2 effects on vegetation.  
Here we apply the LGM climate scenarios used by Prentice et al. (2011b) to drive 
the LPX model (Prentice et al., 2011a). Our aim was to demonstrate whether a 
qualitatively realistic simulation of the patterns of biomass burning at the LGM 
versus pre-industrial time could be obtained by modelling; and, if so, to assess the 
extent to which the well-documented increase in global biomass burning from the 
LGM to the Holocene could be explained by climate change alone, versus the 
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alternative of climate change together with the ecophysiological effects of 
increased CO2. 
Methods 
We used outputs from four coupled ocean-atmosphere models (HadCM3M2, 
MIROC3.2, FGOALS-1.0g and CNRM-CM33) to derive LGM climate variables for 
the LPX model. The LGM simulations were carried out following the PMIP2 
protocol (Braconnot et al., 2007), with orbital parameters for 21 ka BP, expanded 
ice sheets and changes in land-sea geography specified by Peltier (2004), and 
greenhouse gas concentrations derived from ice-core records (CO2: 185 ppm, CH4: 
350 ppb, N2O: 200 ppb). The control is a pre-industrial (PI: 1750 CE) simulation, 
with greenhouse gas concentrations corresponding to 1750 CE (CO2: 280 ppm, 
CH4: 760ppb, N2O: 270ppb) and orbital parameters set to 1950 CE values (the 
difference in insolation patterns between 1750 and 1950 CE is negligible). 
Anomalies (i.e. the difference between LGM and PI gridded values) of monthly 
temperature, precipitation and cloudiness were bilinearly interpolated to the 0.5° 
grid used by LPX and then added to detrended values of these variables for the 
period 1900 to 1950 from the TS 3.0 version of the Climate Research Unit (CRU) 
data set. A widely-used weather generation approach is used to convert monthly 
precipitation and wet-day inputs into a time course of daily precipitation values, as 
required for predictions of hydrological regimes and (especially) for fire 
probabilities, which depend strongly on fuel moisture and therefore on the length of 
the periods between precipitation events. The outcome of these procedures is a 
high-resolution LGM climate scenario, preserving interannual variability, for each 
climate model used as input. Although several other modeling groups ran LGM 
simulations in PMIP2, the four selected models are representative of the range of 
simulated LGM climates (Harrison et al., 2013). Furthermore, Prentice et al.(2011b) 
have already shown that they produce a reasonably good simulation of global 
vegetation patterns, as shown by pollen-based reconstructions for the LGM. 
The simulated outputs used for the purposes of this study were: carbon flux from 
fire (which accounts for biomass burning), burnt area, NPP, ‘fast’ and ‘slow’ carbon 
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pools, annual mean growing degree days above a baseline temperature of 5ºC 
(GDD), foliage projective cover (FPC), dominant plant functional type (PFT) and 
canopy height. In order to display the overall impact of changes in CO2 and climate 
on vegetation distribution, we used an algorithm that converts modelled vegetation 
properties into 12 broad vegetation types (or biomes) based on simulated canopy 
height, FPC, PFT and GDD (Prentice et al. 2011a). A climatic criterion (low GDD) 
is used to discriminate arctic-alpine biomes from the rest. This is because LPX, in 
common with many other vegetation models, does not explicitly characterize tundra 
plants as a distinct PFT. A low GDD criterion has often been used in static 
biogeography models to characterize tundra (see e.g. Sykes et al., 1996). We used 
ensemble averages of these variables for the four LGM simulations with LGM CO2 
and the four LGM simulations with pre-industrial CO2 to derive biome maps. The 
pre-industrial biome distribution was simulated using the detrended CRU climate 
data and pre-industrial CO2. 
Charcoal data are used to provide regional indices of biomass burning. Due to the 
transformation necessarily involved in the processing of sedimentary charcoal 
records, the data cannot be interpreted in a strictly quantitative way. However, 
relative changes in the charcoal index for a region give unambiguous information 
about the sign of change and an indication of the relative magnitude of changes 
between different intervals. Comparisons are made here between relative changes 
in biomass burning between LGM and PI, as modelled (with LGM CO2 or PI CO2), 
and as represented in the charcoal data assembled by Daniau et al. (2012) for the 
LGM and recent times. The charcoal-derived values are averages for the period 
from 22-20 ka BP to represent the LGM, and from 850 CE to 1750 CE for PI. The 
interval 22-20 ka BP is conventionally used to represent the LGM in syntheses of 
data (see e.g. Bartlein et al., 2011) and the PI interval was chosen to avoid major 
human influence on fire regimes (see e.g. Marlon et al., 2008). The charcoal-
derived averages were compared to a 30-year average of the simulated biomass 
burning. Relative changes were calculated as: 
� =  


           (1) 
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where X is the LGM value and Xref is the corresponding PI value for each latitudinal 
band. The latitudinal bands considered are southern extratropical (SET, > 30˚S), 
southern tropical (ST, 0˚ to 30˚S), northern tropical (NT, 0˚ to 30˚N) and northern 
extratropical (NET, > 30˚N). Although the amount of charcoal production shows 
large variations between biomes, this approach compares fire occurrence in 
relative terms, and as the emission factors for each biome are based on published 
data we assume that carbon flux from fire is systematically related to the amount of 
charcoal produced. 
There are known biases. LPX tends consistently to underestimate burnt area in 
forested regions and overestimate burnt area in non-forested regions (Kelley et al., 
2013). The bias in non-forested regions is probably due to an overestimation of 
NPP on areas limited by fuel, which leads to larger areas being burned and more 
carbon being released to the atmosphere. Areas with higher precipitation rates, on 
the other hand, have simulated drying rates, which are too low, preventing the 
simulation of open woody vegetation that would be more susceptible to burning. 
This problem explains in particular the large underestimation of fire in boreal 
forests. Kelley et al. (2014) have recently addressed these issues in an improved 
version of LPX applied to Australia, but this version has not yet been tested 
globally.  
The standard version of LPX used here simulates the main features and spatial 
patterns of modern fire regimes well, albeit with quantitative biases that are 
expected to be corrected in future modelling work. However the LGM to PI 
transition involves large changes in the relative global coverage of forests versus 
other vegetation types (Prentice et al., 2011b), and thus it was important for this 
study to minimize the effect of these biases on global fire statistics. This was done 
by classifying modelled vegetation into biomes (as described above) and then 
calculating the ratio of multi-annual mean burnt area within each biome from 
GFED3 to the multi-annual mean burnt area simulated by LPX under the present 
climate (Table 3.1). We applied these ratios as correction factors to the ‘raw’ 
simulated burnt area in both the PI and LGM climates. We excluded agricultural, 
peat and deforestation fires from the GFED data in order to derive estimates closer 
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to the simulations (which do not include these categories of fires); The present 
simulation used for the calculation of the ratios was made using non-detrended 
CRU data for the period 1997-2006, in agreement with GFED.  
 
BIOME BIOMASS BURNING RATIO 
(GFED/Simulations) 
Tropical forest 2.96 (0.51) 
Temperate forest 0.05 (0.01)  
Boreal forest 379.96 (116.06)  
Tropical savannah 0.95 (0.11) 
Temperate parkland 0.04 (0.01) 
Dry grass/shrub 0.18 (0.15) 
Desert 0.03 (0.01) 
 Shrub tundra 0.28 (0.02) 
Tundra 0.19 (0.07) 
 
Table 3.1: Correction factors (rounded to two decimal places) for biomass burning, based 
on the ratio between GFED3 (non-anthropogenic) biomass burning and simulated biomass 
burning for each biome (uncertainties in parentheses).  
The separation of different types of fire in GFED is specified according to 
emissions rather than burnt area, so the corrections were applied directly to 
emissions. The ratios were calculated using the following selected regions for each 
of the biomes: 
• Tropical forest: South America, Asia, Africa 
• Temperate forest: North America, Eurasia 
• Boreal forest: North America, Eurasia 
• Tropical savannah: North Australia, North Africa, South Africa 
• Temperate parkland: North America, Eurasia 
• Dry grass/shrubland: Aral sea region, Australia, Great Basin USA 
• Desert: Sahara desert, Middle East, Gobi desert 
• Shrub tundra: North America, Eurasia 
• Tundra: North America, Eurasia 
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As explained above, some of the ratios show that the fire module in LPX has some 
serious discrepancies in specific regions. The best agreement is in tropical 
savannah, for which litter accumulation and primary production follow simpler 
patterns. Poor agreement is found for boreal forests, whose greatly underestimated 
burnt area has to be compensated by a large correction factor. (Note that the 
unrealistically high wind speeds in R20C, discussed in Chapter 2, allowed a better 
simulation of burnt area in boreal forests by compensating for a model error, i.e. 
the underestimation of litter drying in high latitudes).  
Our broad definition of tropical forests includes tropical dry forests, which are a 
significant natural source of global CO2 emissions (Batchelder, 1967; Stott et al., 
1990; Middleton et al., 1997; Stott, 2000; Roberts, 2001; Keeley & Bond, 2001), 
even if most of the burnt area in tropical moist forests today is linked to 
deforestation. Warm temperate forest, sclerophyll woodland and boreal parkland 
were not considered for correction because their distribution area is much more 
restricted, and less accurately simulated, than other biomes. Ratios were 
calculated by dividing the total amount of carbon released from the selected areas 
in the GFED data by the same quantity in the present vegetation simulations, 
based on CRU TS3.0 climate for the period 1997-2011. Uncertainties of the ratios 
were attributed using the formula:  
� �  =  
()  
() – ()

()  
() – ()

−  
()
()
    (2) 
where U(b) is the calculated uncertainty for biome b, and Avg, Max, Min and Sum 
represent the average, maximum, minimum and summed values from the PI 
simulation and GFED, respectively. These ratios were multiplied by the total 
simulated biomass burning rates per biome for all simulations. We also calculated 
area burned as a fraction of total area, and carbon released through burning as a 
fraction of total carbon uptake, for each biome. 
As a further check on the realism of the simulation of the changing terrestrial 
carbon cycle, simulated global carbon pools (soil and vegetation) were compared 
with independently estimated global values, based on δ13C changes from ocean 
sedimentary records and ice core records, for the PI (Denman et al., 2007) and 
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LGM (Ciais et al., 2011). These estimates include an inert pool associated with 
permafrost. Since LPX does not simulate permafrost, our comparisons are 
confined to the active pool estimated by Denman et al. (2007) and Ciais et al. 
(2011).  
Results 
Simulated carbon pools (Figure 3.1) are in good agreement with results presented 
by Ciais et al. (2011). According to the simulations, LGM carbon storage was 
reduced by 40 to 52 % (depending on the climate model used for the simulations), 
similar to the 43 % reduction inferred by Ciais et al. (2011).  
 
Figure 3.1: Amounts of carbon in the fast- and slow-decomposing carbon pools simulated 
by LPX when driven by climate outputs from the four LGM simulations and with either LGM 
or PI CO2. CRU represents the PI climate simulation under CRU TS3.0 climate. The 
simulated total carbon is compared to estimates of the total active pool by Ciais et al. 
(2011).  
The model results indicate that the reduction was mainly due to the 
ecophysiological effect of changes in CO2 concentration, as carbon accumulation 
was similar to or even greater than pre-industrial in the LGM simulations when CO2 
was kept unchanged at PI levels. This finding supports the suggestion of Prentice 
and Harrison (2009) and Prentice et al. (2011b) that the increase in carbon storage 
from LGM to Holocene was primarily caused by CO2. Between 27 and 30 % of the 
global land area was covered by forest in the LGM simulations with PI CO2 
whereas under LGM CO2 only 15 to 16 % of the global land area was covered by 
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forest (Figure 3.2). The area of tropical forests, in particular, was 21 to 31% under 
LGM climate and PI CO2, whereas simulations using LGM CO2 showed a 60 to 63 
% reduction of tropical forests, with higher levels of fragmentation – consistent with 
tropical pollen records (Harrison & Prentice, 2003), and with offshore leaf-wax δ13C 
records from tropical southern Africa (Bragg et al., 2013), both of which indicate a 
major reduction in the area occupied by forests at the LGM. 
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Figure 3.2: Biome 
distributions derived from 
LPX simulations for PI 
climate and CO2 (top), 
LGM climate and CO2 
(middle), and LGM 
climate with PI CO2 
(bottom). The LGM 
simulations were driven 
by average climate 
anomalies from the four 
scenarios. 
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Figure 3.3 shows the simulated changes in the carbon flux from biomass burning 
according to biomes. Without correction for known contemporary biases (Figure 3, 
top), the modelled global biomass burning flux at the LGM (with realistic CO2) is 
apparently larger than that modelled for PI conditions. However, most of this 
simulated biomass burning at the LGM is due to non-forest biomes (including 
temperate parkland, dry grass/shrub and desert) whose emissions are 
overestimated by large factors (Table 1). After bias correction, modelled biomass 
burning flux becomes 24 to 43 % less under LGM conditions, ranging from 1.0 to 
1.4 Pg C yr-1 across the four LGM climate scenarios. 
 
Figure 3.3: Simulated carbon fluxes from fire (Pg C yr-1) for each biome under PI climate 
and CO2 (CRU TS3.0), LGM climate and CO2, and LGM climate with PI CO2 under all four 
LGM climate model conditions: uncorrected results (top) and results after correction for 
contemporary biases (bottom).  
The modelled biomass burning flux at the LGM is still dominated by emisions from 
non-forest biomes, even after bias correction (Figure 3.3). Changes in biome 
areas, especially the major reduction in the area occupied by forests, are simulated 
fairly consistently in all four scenarios and contribute strongly to the reduction in 
modelled biomass burning. The simulations also indicate changes in the fractional 
area burned as a consequence of the LGM climate (greatly decreased in forest and 
tundra biomes, increased in non-forest biomes), and a general increase in 
fractional area burned when PI CO2 is imposed (Table 3.2, left columns). Biomass 
burned per unit area of tropical forests is strongly reduced in the LGM climate, but 
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this effect is cancelled and turned into a large increase when PI CO2 is imposed 
(Table 3.2, middle columns). The fraction of annual NPP lost to the atmosphere 
through burning is greatly reduced in the LGM climate in both tropical forests and 
savannahs. This effect is partly counteracted, but not cancelled, by imposing PI 
CO2 (Table 3.2, right columns).  
 
 
Annual area burned 
relative to total biome 
area (%) 
Annual biomass 
burned per unit area 
(g/m2) 
Annual biomass 
burned relative to NPP 
(%) 
CRU 
Avg LGM 
CRU 
Avg LGM 
CRU 
Avg LGM 
CO2-
LGM 
CO2-PI 
CO2-
LGM 
CO2-PI 
CO2-
LGM 
CO2-PI 
Tropical forest 0.39 0.001 0.20 22.55 0.82 40.16 15.74 0.10 3.71 
Warm tmp. forest 0.64 0.003 0.01 0.11 0.05 0.08 0.11 0.01 0.01 
Temperate forest 0.66 0.0 0.001 0.00 0.00 0.00 0.24 0.05 0.09 
Boreal forest 0.47 0.0 0.0 5.52 6.65 13.11 0.88 1.36 2.43 
Trop. savannah 1.51 9.23 10.30 57.70 56.30 52.76 18.91 0.04 7.01 
Scl. woodland 0.23 0.05 0.09 0.54 0.56 1.47 0.88 0.09 0.19 
Temp. parkland 1.82 6.40 8.74 1.50 1.53 2.15 1.67 0.44 0.53 
Boreal parkland 0.41 1.60 1.98 10.22 13.11 18.67 3.61 4.28 4.98 
Dry grass/shrub 1.93 8.22 9.56 6.23 7.80 7.88 2.51 2.62 2.58 
Desert 0.74 1.75 1.61 0.06 0.34 0.21 0.74 6.98 4.55 
Shrub tundra 0.84 0.16 0.18 1.35 0.71 0.77 0.18 0.13 0.11 
Tundra 0.70 0.04 0.05 0.40 0.05 0.06 0.04 0.31 0.30 
 
Table 3.2: Percentage of biome area burnt (uncorrected) and biomass burned per unit 
area and percentage of annual net primary production released into the atmosphere by fire 
(biome-corrected), for each biome under simulated PI (CRU) and LGM conditions: Tropical 
forest, warm-temperate forest, temperate forest, boreal forest, tropical savannah, 
sclerophyll woodland, temperate parkland, boreal parkland, dry grass/shrubland, desert, 
shrub tundra and tundra. The LGM climate columns show average results from the four 
LGM climate senarios, with LGM CO2 and PI CO2 respectively. Note that the relative 
importance of tropical forests is mainly due to the the burning fluxes coming from tropical 
dry forests; the corrections were calculated excluding deforestation fires, which would be 
relevant today but not for the purposes of this study. 
 
The large effect of CO2 concentration on the burnt fraction of NPP in tropical 
savannahs and forests (Table 3.2, right columns) is notable. A major modelled 
effect of low CO2 concentration in the tropics is reduced tree cover, whereas the C4 
grasses that dominate in tropical savannahs (and are present in fire-prone tropical 
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dry forests) continue to thrive. Savannah and tropical forest emissions are 
dominated by the woody component, so the reduction in tree cover translates into 
an important reduction in the fraction of NPP consumed.  
The net global effect of LGM CO2 is a strong suppression of biomass burning, 
according to the bias-corrected model results (Figure 3.3). In the LGM climate with 
imposed (unrealistic) PI CO2 the modelled global biomass burning flux is similar to 
(in fact, on average slightly greater than) that for the PI climate; the distribution 
among biomes is relatively similar to that in the PI climate. With LGM climate and 
LGM CO2, only 0.6 to 2 % of the flux originates in tropical forests. With LGM 
climate and PI CO2 this figure rises to 41 to 69 %, in response to the unrealistically 
large simulated areas of this biome under PI CO2, and the higher rates of biomass 
burned by unit area due to the increase of productivity in tropical forests (Table 3.2, 
middle columns). 
The LGM climate results in a general reduction of biomass burning in the southern 
tropical latitude band in particular (Figure 3.4). Again CO2 has an impact here. 
Compared to the LGM simulations with imposed PI CO2, the LGM simulations with 
realistic CO2 show a reduction in biomass burning rates across all latitude bands, 
with the exception of the southern tropics in two models. 
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Figure 3.4: Simulated carbon flux from biomass burning (Pg C yr-1) by latitude 
bands, after applying the biome correction. The CRU column represents the PI 
simulation using CRU TS3.0 climate; the rest of the columns represent the values 
for each of the modelled LGM climates and the two CO2 scenarios. The latitude 
bands are Northern Extra-Tropics (NET, 30-70ºN), Northern Tropics (NT, 0-30ºN), 
Southern Tropics (ST, 0-30ºS) and Southern Extra-Tropics (SET, 30-70ºS). 
 
Comparisons with charcoal data (Figure 3.5) indicate that the large biomass 
burning fluxes modelled with LGM climate and PI CO2, especially the consistently 
and greatly increased fluxes in the northern hemisphere, are wholly unrealistic. By 
contrast, the modelled biomass burning fluxes with LGM climate and LGM CO2 
show a pattern more consistent with the charcoal data, with realistic reductions 
relative to PI in the southern hemisphere and globally. However, three out of the 
four models simulate a marginal increase in biomass burning at the LGM in the 
northern tropics and a large increase in the northern extratropics, whereas the 
charcoal data unequivocally show a reduction in both latitude bands. 
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Figure 3.5: Relative differences of modelled carbon flux from biomass burning by 
latitude bands, for LGM climate and CO2, and LGM climate with PI CO2, relative to 
PI. Observed relative changes in average charcoal index (from data in Daniau et 
al. 2012) are also shown. 
 
When representing uncorrected global fire under both preindustrial and LGM 
climates (figure 3.6) we see a wider distribution of fire, including boreal regions. 
This may be due to drier and colder environmental conditions, favoring dry fuel 
accummulation, and the higher rate of grass-dominated biomes. However, the rate 
of carbon release to the atmosphere via burning disagrees with the charcoal 
record. 
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Figure 3.6: Fire fraction per grid cell (in %) and carbon flux from fire (in gC m-2) for 
preindustrial (CRU, left maps) and last glacial maximum (LGM, right maps). LGM maps 
were calculated as an average per grid cell of the four models used in this study: CNRM-
CM33, FGOALS-1.0g, HadCM3M2 and MIROC3.2. 
Discussion 
Above-ground detritus, which is of major importance in the initiation and spread of 
fires, in these four LGM scenarios was calculated to amount to an average of 142 
Pg C for the PI and 79 Pg C for the LGM (Prentice et al. 2011b). Our results 
suggest that the ecophysiological effect of CO2 on primary production, and thus 
litter accumulation and biomass burning, provided the dominant contribution to the 
observed increase in biomass burning from the LGM to the Holocene. This effect 
arises because CO2 concentration – especially at the low end of its natural range, 
where the CO2 response of photosynthesis is steepest – is a major control on net 
primary production, and therefore also on the amount of fuel available and, 
indirectly, the amount of carbon that returns to the atmosphere through burning. 
The simulated effect was strong in the tropics, where low CO2 dramatically reduced 
the modelled area occupied by forests, the fraction of NPP consumed by fire in 
tropical forests and savannahs, and the total global biomass burning flux. Although 
the modelled area of non-forest burned was greater under LGM conditions, the 
global amount of CO2 released by fire was considerably less due to the much lower 
areal emissions from burning in non-forest biomes.  
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Biome differentiation in LPX is done using a range of values for each of the 
different constraints (as height, growing degree days or dominant PFT); CO2 
availability is not considered directly in biome definition, but it does play a role in 
plant physiology and the presence of a specific PFT. Still, the variability present 
whithin a biome allows similar biomes to respond in different ways to CO2. 
Presenting burning rate in relation to unit area and NPP makes it possible to 
assess the effect of CO2 on biomass accummulation and the amount of biomass 
created that is burned in a given grid cell, independent of biome redistribution. In 
the case of tropical forests, the increase in the rate of productivity lost to fire seems 
to be due mostly to the increase in fuel accummulation per area, and not primarily 
to the increase in the area occupied by this biome.  
The model simulations explicitly distinguish the different physiological responses of 
C3 and C4 plants to CO2 concentration. Tropical savannahs are dominated by C4 
grasses, which respond much less strongly to changes in CO2 than C3 plants. The 
large modelled response of burning in tropical savannahs arises because of their 
C3 tree component, which dominates both the biomass and the total carbon 
released from fires. However, there is no distinction between tropical wet forests 
and tropical dry forests, which have different physiological responses: tropical dry 
forests have a longer dry season, which leads to higher hydric stress on plants and 
hence higher flammability. Most of the biomass burning simulated on the tropical 
forest biome occurs on the tropical dry forests. When the simulations are compared 
with charcoal reconstructions, the simulations with LGM climate and PI CO2 are 
shown to produce unrealistic patterns, with very high burning fluxes in the northern 
tropics and extratropics. Simulations with LGM climate and LGM CO2 generate a 
more plausible latitudinal pattern of changes in biomass burning. There are still 
differences in the northern hemisphere, however. In particular, three of the 
simulations (driven by outputs from the CNRM-CM33, MIROC 3.2 and HadCM3M2 
climate models) showed increases in biomass burning at LGM relative to PI in the 
northern extratropics. There is a simple explanation for this anomaly. The PMIP 
models generally underestimate the magnitude of observed LGM cooling and 
drying in the north (Harrison et al., 2013), leading to an unrealistically extensive 
simulation of forest biomes across much of the hemisphere. Indeed, the relative 
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magnitude of the overestimation in northern biomass burning is consistent with the 
relative underestimation of the observed cooling by the four climate models: 
FGOALS-1.0g produces a significant (> 8°C) zonal cooling across northern Siberia, 
as does HadCM3M2, but MIROC 3.2 and CNRM-CM33 only simulate marked 
cooling adjacent to the European ice sheet. The PMIP2 climate models used in this 
study are coupled ocean-atmosphere models with a prescribed land surface, and 
the LGM vegetation (for climate modeling purposes) was unchanged from the PI 
control simulations (Braconnot et al., 2007). The presence of forest vegetation as 
the land-surface condition in the simulations, rather than non-forest vegetation as 
observed, may provide at least a partial explanation of the simulation of higher-
than-observed LGM temperatures across the northern latitudes (Harrison et al., 
2013).   
The LPX model (Prentice et al. 2011a) has known biases: total biomass burning 
fluxes are over-estimated in some non-forest biomes, and under-estimated in some 
forest biomes, most notably the boreal forest (Table 3.1). There are potentially 
large uncertainties in the correction factors applied here due to (a) likely direct 
controls of the bias by climate – the method assumes a correction factor can be 
applied regardless of climate variations (and possible temporal shifts) within 
biomes, and (b) the large magnitude of the corrections for some biomes. For 
example, the application of a correction factor > 300 for the boreal forest could 
have contributed to the over-estimation of LGM fires in the northern extratropics, 
which is also suggested by the considerably larger simulated area burned in boreal 
regions under LGM climate. Also, the role of land fragmentation in controlling fire 
spread may be underestimated by LPX, as pointed out in Kelley et al. 2013; this 
may imply that the LPX-GFED differences in some regions maybe related to a 
factor which was not present under LGM conditions. Another potential source of 
uncertainty is (c) the assumed similarity between contemporary fire regimes (after 
removal of those fire emissions assigned by GFED to deforestation, which also 
involves approximations) and PI regimes. This assumption is, however, consistent 
with the charcoal record, which shows a reduction of biomass burning since peak 
levels at the beginning of the 20th century – putatively due to land-use shifts – and 
results in a similar level of biomass burning today and in the PI interval (Marlon et 
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al., 2008). Despite these potential sources of uncertainty, the results presented 
here demonstrate a very large signal, unambigously pointing to the involvement of 
CO2 concentration changes as a major factor in the observed major changes in 
global fire patterns between glacial and interglacial times.  
The fact that fuel loads are directly affected by CO2 changes, irrespective of any 
changes caused by changing climate, has implications for potential future changes 
in fire regimes. Many studies have highlighted the possibility of increased fire 
hazard because of climate warming (e.g. Flannigan et al., 2009); none to our 
knowledge has previously indicated the possibility that fire risk could increase in 
areas that do not experience substantial warming because the direct impact of 
rising CO2 on vegetation productivity could increase fuel loads. Most projections of 
future fire regimes have been based on statistical modeling approaches (e.g. 
Krawchuk et al., 2009; Moritz et al., 2012), which by definition cannot account for 
the independent effects of changes in CO2 on fuel loads because there is negligible 
(for ecophysiological purposes) large-scale spatial variation in CO2 concentration 
across the globe. Available model-based assessments (e.g. Scholze et al., 2006; 
Harrison et al., 2010; Kloster et al., 2010) which in principle do take the 
ecophysiological CO2 effect into account were made using an older generation of 
both climate projections and vegetation-fire models. New assessments of future 
fire risk, using more up-to-date climate scenarios and modelling tools, are urgently 
needed. 
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Chapter 4: Effects of fire and CO2 on biogeography and primary production 
in glacial and modern climates 
 
Reformatted from a published paper in New Phytologist. All analysis and 
simulations were performed by the author of the thesis. Supervision was provided 
by Colin Prentice (Imperial College, Macquarie University), co-author of the 
publication and main supervisor. The factorial analysis performed are based in 
Stein and Alpert decomposition (Stein & Alpert, 1993). This work was inspired by 
the previously published research of Bond et al. (2005) on vegetation-fire 
interactions. The full reference of the published paper is: 
Martin Calvo, M. and Prentice, I. C.: Effects of fire and CO2 on biogeography and 
primary production in glacial and modern climates, New Phytologist (early view), 
doi: 10.1111/nph.13485. 
Abstract 
Dynamic global vegetation models (DGVMs) can disentangle causes and effects in 
the control of vegetation and fire. We use a DGVM to analyse climate, CO2 and fire 
influences on biome distribution and net primary production (NPP) in last glacial 
maximum (LGM) and pre-industrial times. The LPX DGVM was run in a factorial 
design with fire ‘off’ or ‘on’, CO2 at LGM (185 ppm) or pre-industrial (PI, 280 ppm) 
concentrations, and LGM (modelled) or recent climates. Results were analysed by 
Stein-Alpert decomposition, to separate primary effects from synergies. 
Fire removal causes forests to expand, and global NPP to increase slightly. Low 
CO2 greatly reduces forest area (dramatically in PI climate; realistically under LGM 
climate) and global NPP. NPP under LGM climate was reduced by a quarter due to 
low CO2. The effect was mitigated by low temperatures, but enhanced by fire. 
Global NPP is controlled by climate and CO2 directly through photosynthesis but 
also through biome distribution, which is strongly influenced by fire. Future fire risk 
assessments will need to consider complex coupled responses of vegetation and 
fire to CO2 and climate. 
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Introduction 
Atmospheric CO2 concentration, climate and fire regimes are major factors 
controlling biomass production and vegetation distribution, but the chain of 
causation is greatly complicated by interactions among them. Thus CO2 
concentration influences climate, while climate feeds back on CO2 concentration 
(Friedlingstein & Prentice, 2010; Wenzel et al., 2014; Liu et al., 2014). CO2 
concentration also influences biomass production (Ciais et al., 2014) and the fuel 
for biomass burning (Martin Calvo et al., 2014), while fire releases part of the 
stored carbon to the atmosphere as CO2 (van der Werf et al., 2010). Climate 
affects vegetation through plant-level processes but also influences fuel moisture 
and thereby the fire regime (Bowman et al., 2009). In turn, there are feedbacks 
from vegetation and fire regime to climate (Ward et al., 2012; Friedlingstein et al., 
2014). Finally, fire itself has a profound effect on vegetation, even as vegetation 
properties help to determine the frequency and intensity of fire. 
Such interactions cannot easily be analysed using observations alone. Large-scale 
process-based ecosystem models are useful because they allow in silico 
experiments, in which different factors are changed one at a time. Here we use a 
dynamic global vegetation model (DGVM) to explore the ways in which fire, CO2 
concentration and climate act separately and in combination to influence global 
vegetation distribution and net primary production (NPP). We use the last glacial 
maximum (LGM) and pre-industrial (PI) periods as reference points, characterized 
by glacial-maximum CO2 concentration (185 ppm) and cold climate (LGM) and 
interglacial CO2 concentration (280 ppm) and warm climate (PI), respectively. We 
use the Land surface Processes and eXchanges (LPX) DGVM of Prentice et al. 
(Prentice et al., 2011a), which focuses on natural fire regimes. LPX has been 
shown to produce good results for geographic patterns of vegetation and fire under 
recent (Kelley et al., 2013) and LGM (Martin Calvo et al., 2014; Prentice et al., 
2011b) conditions, good simulations of contemporary NPP (Kelley et al., 2013), 
and a good simulation of the change in total carbon storage in soils and vegetation 
between the LGM and PI (Martin Calvo et al., 2014). 
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In a previous DGVM-based study of vegetation-fire interactions (Bond et al., 2005), 
fire was shown to be a key factor determining forest distribution and primary 
production under present-day climate. Bond et al. (2005) also showed a strong 
effect of LGM CO2 concentration on vegetation composition, and have proposed 
(Bond et al., 2003) that CO2 effects on vegetation across the forest-savanna-
grassland transition are mediated by fire – high CO2 concentrations increasing tree 
growth rates to the point where many more trees can escape understorey (grass) 
fires that kill small saplings while leaving mature trees undamaged. Here we follow 
up and extend this work by means of a factorial experiment in which we consider 
CO2 and climate effects and their interactions on vegetation and NPP worldwide, 
and the involvement of fire in modulating these effects by modelling a 
counterfactual “world without fire”. By using a full factorial design we are able to 
use the decomposition method of Stein & Alpert (1993) to illustrate substantial non-
linearities by which, for example, climate modifies the effect of CO2 concentration, 
and fire further modifies this effect. 
Model description 
The LPX DGVM (Prentice et al. 2011b) is a direct descendant of the Lund-
Potsdam-Jena (LPJ) DGVM (Sitch et al., 2003; Gerten et al., 2004). Its most 
important difference from LPJ is the inclusion of an explicitly process-based 
representation of fire regimes and fire-vegetation interactions, which vastly 
outperforms the original representation of fire in LPJ (Kelley et al., 2013). LPX was 
developed from the SPread and InTensity of FIRE (SPITFIRE) version of LPJ as 
described by Thonicke et al., 2010. However, unlike LPJ-SPITFIRE, LPX does not 
model human ignitions; human effects enter the model only through the inhibiting 
effect of cropland area on fire spread, and this effect was turned off in the present 
study. 
In order to simulate vegetation dynamics and land-atmosphere carbon and water 
exchanges, LPJ models a set of nine plant functional types (PFTs – see methods 
S1 for more information). Their geographic distributions are ultimately constrained 
by climatic limits. The nine PFTs comprise seven woody types, and C3 and C4 
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herbaceous plants. C4 plants, including most tropical grasses, are assigned a 
distinct physiological response to CO2. They have a lower instrinsic quantum 
efficiency than C3 plants, but because of their anatomical and biochemical CO2-
concentrating mechanism, they can achieve higher rates of photosynthesis under 
hot, dry conditions, and increasingly outperform C3 plants as CO2 concentration is 
reduced (Ehleringer & Björkman, 1977; Ehleringer, 1978; Haxeltine et al., 1996; 
Collatz et al., 1998). Reduced CO2 concentration thus directly affects the growth 
rate of C3 plants in the model via its effect on photosynthesis, and indirectly 
influences tree-grass competition in the presence of fire by (a) disfavouring trees 
generally because of their need to allocate carbon to height growth, and (b) 
providing a competitive advantage to C4 plants. Solar radiation, water availability, 
temperature and atmospheric CO2 (for C3 plants) control photosynthetic rates and 
hence gross primary production (GPP). NPP is obtained from GPP by subtracting 
total autotrophic respiration (Sitch et al. 2003). Leaf respiration is assumed 
proportional to photosynthetic capacity, following the Farquhar et al. (1980) model. 
Photosynthetic capacity is adjusted according to prevailing environmental 
conditions (light, temperature and CO2) as described by Haxeltine and Prentice 
(1996). Basal respiration rates of sapwood and fine roots are taken to be 
proportional to tissue N concentrations. Sapwood respiration follows a modified 
Arrhenius relationship with air temperature, and fine-root respiration follows the 
same relationship with soil temperature.  
Fires are ignited as a function of lightning incidence and fire spread – if weather 
conditions permit it – is based on fuel characteristics (amount, dryness and bulk 
density) following the Rothermel equations (Rothermel, 1972). Litter drying is 
calculated using a simplified Nesterov Index, a function of diurnal temperature 
range (a proxy for vapour pressure deficit) and daily maximum temperature, which 
is accumulated over precipitation-free periods. The use of this index is consistent 
with the empirical finding (Bistinas et al., 2014) that these two temperature 
variables, and the number of dry days per month, all have independently significant 
(increasing) effects on burnt area. Tree mortality, contributing to the fuel load, is by 
cambial damage and/or canopy scorch. The extent of mortality depends on PFT 
characteristics such as bark thickness (resisting cambial damage) and canopy 
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height (removing foliage from the stratum affected by ground fires), and on 
modelled physical properties (flame height and combustion efficiency) of the fires 
(Thonicke et al. 2010).  
Input data 
The simulations comprise all eight combinations of the following input conditions: 
CLIMATE FIRE CO2 
PI ON PI 
LGM OFF LGM 
Climate inputs required by LPX are monthly mean, mean daily maximum and mean 
daily minimum temperature, precipitation rate, fractional cloud cover, and fractional 
wet days, all at 0.5° resolution. PI climate was assumed to be similar to recent 
climate; data were from the Climate Research Unit (CRU) data version 3.0, 
detrended over the period 1900-1950, and repeated until model results converged. 
These same data, masked for the presence of the large continental ice sheets but 
interpolated out on to the unglaciated continental shelves that were exposed at the 
LGM, provided the baseline on which LGM climate anomalies were superimposed. 
(The factor “climate” thus includes a geographic shift of the land area, with 
vegetation removed from ice-covered areas – mainly in the northern mid- to high 
latitudes – but additional vegetated land added, particularly in the tropics.) LGM 
climate anomalies were obtained from LGM simulations carried out in the 
Paleoclimate Modelling Intercomparison Project Phase 2 (PMIP2) using four 
coupled ocean-atmosphere models (Braconnot et al., 2007): MIROC3.2, FGOALS-
1.0g, HadCM3M2 and CNRM-CM33, as also used in Prentice et al. (2011b) and 
Martin Calvo et al. (2014). Anomalies were defined for any one model as 
differences (for each month and climate variable) from a pre-industrial control 
simulation performed with the same model. Atmospheric CO2 concentrations 
(following PMIP2 boundary conditions) were taken as 280 ppm for PI and 185 ppm 
for LGM. To simplify the analysis, the average climate from the four LGM 
simulations was used to represent LGM climate.  
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All processes in the LPX model are modelled deterministically except for the timing 
of wet days, which is based on a simple weather generator and contributes only a 
very small amount of variance between replicate runs. Therefore, just one 
simulation was performed for each set of conditions. 
Algorithm for biome calculations 
Biomes are calculated from LPX output based on simulated canopy height, foliage 
projective cover, annual mean growing degree days above a baseline temperature 
of 5˚C (used only to differentiate tundra biomes, which are not simulated explicitly), 
and the dominant PFT. Following the algorithm explained in Prentice et al. (2011b), 
the combination of these variables leads to each vegetated grid cell being assigned 
to one of 12 large biomes: tundra and shrub tundra; desert, dry 
grassland/shrubland, boreal parkland, temperate parkland, sclerophyll woodland, 
savannah, temperate forest, warm-temperate forest, boreal forest and tropical 
forest.  
Stein-Alpert decomposition 
In order to evaluate the effects of different factors (climate, CO2 and fire) and their 
synergies, we decomposed the model outputs as first proposed by Stein and Alpert 
(1993). This is the standard method used in atmospheric science to separate 
single-factor effects and synergies that arise due to non-additive responses. A full 
factorial design is required. Using realistic PI conditions as the reference case (f0: 
fire on, PI CO2 and PI climate), we organized the remaining seven factor 
combinations as follows: 
• f1: fire off, CO2 PI, PI climate 
• f2: fire on, CO2 LGM, PI climate 
• f3: fire on, CO2 PI, LGM climate 
• f12: fire off, CO2 LGM, PI climate 
• f13: fire off, CO2 PI, LGM climate 
• f23: fire on, CO2 LGM, LGM climate 
• f123: fire off, CO2 LGM, LGM climate 
	 73	
To calculate the effects of each combination we then followed Stein and Alpert’s 
formalism: 
• <f1> = f1-f0 
• <f2> = f2-f0 
• <f3> = f3-f0 
• <f12> = f12 - (f1 + f2) - f0 
• <f13> = f13 - (f1 + f3) - f0 
• <f23> = f23 - (f2 + f3) - f0 
• <f123> = f123 - (f12 + f13 + f23) + (f1 + f2 + f3) - f0 
The first three equations above represent the single-factor effects. The second 
three represent the two-way synergies between the factors, and the last represents 
the three-way synergy involving all three factors. 
Results 
Some major results can be seen immediately in Figure 4.1, showing global biome 
distributions produced by the eight model runs. LGM climate (alone) is shown to 
result in a drastic reduction of forests in the northern extratropics, not only close to 
the continental ice sheets, but equally across all longitude bands including the 
largely unglaciated expanse of Siberia. Removal of fire results above all in an 
expansion of tropical forests at the expense of savannas, whether in LGM or PI 
climate. Lowering CO2 to the LGM level, without cooling the climate, produces a 
catastrophic reduction of forest area globally, and an expansion of desert area by 
more than 50%. In contrast, the combination of low (LGM) CO2 with LGM climate 
produces a realistic reduction of forests in both low and high latitudes (see Prentice 
et al. (2011b) for a comparison of the simulated biome distribution at LGM with 
palaeoecological records). Fire thus plays an important role in the drastic reduction 
in forest area caused by low CO2 under the PI climate, and also to a lesser extent 
the reduction in forest area caused by low CO2 under the LGM climate. 
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Figure 4.1: Global biome distribution for the eight simulations performed. The panels on 
the left show pre-industrial (PI) climate simulations, for all combinations of 
presence/absence of fire and carbon dioxide at PI and last glacial maximum (LGM) levels 
(280 and 185 ppm respectively). The right panels show the same four scenarios under 
LGM climate. 
Key global statistics for each model run are provided in table 4.1, which shows 
forest and non-forest areas, net primary productivity per unit area, and global total 
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NPP (we use the term “productivity” consistently for carbon uptake per unit area, 
and reserve “net primary production” (NPP) for the total carbon uptake by a biome, 
or all biomes). Maps providing NPP under the different scenarios studied are 
shown in figure 4.2. The total vegetated area is slightly larger under LGM climate 
than under PI climate because the exposed continental shelf area slightly 
exceeded the additional area covered by ice. However, the difference is slight 
compared to simulated changes in biome areas between the different model runs.  
In general, global NPP variations are dominated by changes in forest versus non-
forest area, rather than by changes in productivity per unit area for a given biome. 
Looking across all pairs of simulations: 
• Removal of fire causes productivity per unit area within each biome 
(especially for non-forest biomes) to decrease. In other words, fire tends to 
keep productivity high by continually re-setting the stand development ‘clock’ 
in a part of each affected grid cell. Without fire, the longer turnover time of 
vegetation results in increased average biomass, and increased respiratory 
losses, leading to reduced productivity. However, the removal of fire also 
increases the area occupied by forest biomes – which have generally higher 
productivity than non-forest biomes. This effect is the dominant one, and 
causes global NPP consistently to increase with the removal of fire. 
• Low CO2 reduces forest area, and also tends to reduce the productivity per 
unit area of ecosystems. These effects combine to give consistently 
decreased global NPP. 
• LGM climate tends to reduce forest area and productivity per unit area while 
also slightly decreasing total NPP. However, the effects are minor, and in 
the most realistic case (with LGM CO2 and fire “on”) the opposite effects 
occur: global forest area and NPP at the LGM are greater than they would 
have been in a warmer climate. 
  
  
Preindustrial (PI) Average LGM models 
  
CO2-LGM CO2-PI CO2-LGM CO2-PI 
  
FIRE OFF FIRE ON FIRE OFF FIRE ON FIRE OFF FIRE ON FIRE OFF FIRE ON 
NPP (Pg) 
TOTAL 49.36 31.94 63.90 60.80 48.92 43.83 62.72 58.79 
TOTAL FOREST 19.95 11.10 40.37 36.37 22.78 15.90 39.39 35.77 
TOTAL NON-FOREST 29.41 20.84 23.52 24.43 26.14 27.93 23.33 23.02 
AREA 
(m2) 
TOTAL 
1.37×1014 
1.37×1014 
1.37×1014 
1.37×1014 
1.33×1014 
1.33×1014 
1.33×1014 
1.33×1014 
TOTAL FOREST 
3.05×1013 
1.69×1013 
5.24×1013 
4.78×1013 
2.88×1013 
2.03×1013 
4.21×1013 
3.81×1013 
TOTAL NON-FOREST 
1.06×1014 
1.20×1014 
8.46×1013 
8.91×1013 
1.04×1014 
1.13×1014 
9.10×1013 
9.50×1013 
NPP (g/m2) 
TOTAL 360.56 233.28 466.73 444.13 367.36 329.10 470.95 441.44 
TOTAL FOREST 655.03 655.89 771.15 760.73 790.69 784.70 934.93 938.26 
TOTAL NON-FOREST 276.32 173.66 278.23 274.21 250.50 247.36 256.24 242.18 
Table 4.1: Global, forest and non-forest net primary production (NPP), total area and NPP per unit area for all simulations. The differences in 
total area between LGM and PI climates are related to the land/ice mask used in the simulations, which represent the amount of land over sea 
level not covered by permanent ice caps. 
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Figure 4.2: Net primary production (NPP, in gC m-2) for the eight simulations performed. 
The panels on the left show pre-industrial (PI) climate simulations, for all combinations of 
presence/absence of fire and carbon dioxide at PI and last glacial maximum (LGM) levels 
(280 and 185 ppm respectively). The right panels show the same four scenarios under 
LGM climate. 
The Stein-Alpert decomposition (Table 4.2) provides additional insight into the 
interplay of fire, CO2 and climate. The single-factor effects are straightforward to 
interpret, based on simple pairwise comparisons of model runs. Removal of fire 
under PI CO2 and climate increases the forest area by nearly 10%, reducing 
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productivity per unit area (especially in non-forest biomes) while still increasing 
total NPP by 5%. Low CO2 under PI climate causes a dramatic (65%) decline in 
forest area, reduces the productivity per unit area of forests while increasing that of 
non-forests (this is because non-forests in this scenario are now found extensively 
in more productive climates, combined with the fact that the productivity of C4 
vegetation – tropical grasslands and the grass component of savannahs – is not 
affected by CO2), and reduces total NPP drastically, by 47%. LGM climate with PI 
CO2 reduces forest area by 20%, and increases areal productivity (a consequence 
of cooling, especially in tropical forests) lowering total NPP only slightly (3%). 
Two-way synergies reveal the non-additivity of these effects. Removal of fire 
mitigates the effect of low CO2 on forest cover, and on global NPP. LGM climate 
does the same. Synergies between removal of fire and LGM climate are small. 
Finally, the three-way synergy demonstrates that the synergy between low CO2 
and fire removal is a feature of the PI climate, and is cancelled in the LGM climate. 
	 79	
 
STEIN-ALPERT DECOMPOSITION 
 
Fire CO2 Climate Forest cover 
(Mm2) 
Forest 
productivity 
(gC/m2) 
Non forests 
productivity 
(gC/m2) 
Global total 
NPP (Pg C) 
Reference: f0 ON PI PI 47.82 760.73 274.21 60.80 
Effects of one variable 
<f1>= f1-f0 OFF PI PI +4.54 +10.43 +4.02 +3.09 
<f2>= f2- f0 ON LGM PI -30.89 -104.83 -100.55 -28.87 
<f3>= f3- f0 ON PI LGM -9.70 +177.53 -32.03 -2.02 
Two-way synergies 
<f12>= f12-( f1+ f2)+ f0 OFF LGM PI +8.99 -11.30 +98.64 +14.33 
<f13>= f13-( f1+ f3)+ f0 OFF PI LGM -0.53 -13.75 +10.04 +0.84 
<f23>=f23-( f2+ f3)+ f0 ON LGM LGM +13.03 -48.73 +105.72 +13.91 
Three-way synergy 
<f123>=f123-( f12+ f13+ f23)+( f1+f2+ f3)- f0 OFF LGM LGM -4.45 +20.61 -109.55 -13.17 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 4.2: Stein-Albert decomposition, used to compare the effect of the variables studied and their synergies on forest cover and productivity, 
non-forest productivity and global NPP. The units are Mm2 (equal to 1012 m2 or 106 km2), in conformity with the SI; 1 Mm2 = 100 Mha. The top 
table shows the raw values, represented below in terms of relative differences to the reference value. To calculate the differences all values 
were divided by the reference and were presented as differences from it in the lower panel.
FOREST	COVER	 FOREST	PRODUCTIVITY	
NON-FOREST	
PRODUCTIVITY	
GLOBAL	NPP	
NO	FIRE	
CO2	LGM	
LGM	CLIMATE	
NO	FIRE,	CO2	LGM	
NO	FIRE,	LGM	CLIMATE	
LGM	CO2	and	CLIMATE	
NO	FIRE,	LGM	CO2	and	CLIMATE	
  -1       -0.5        0         0.5          1  -1       -0.5          0         0.5         1  -1       -0.5         0          0.5         1 -1        -0.5         0          0.5         1 
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Discussion 
Single-factor comparisons of climate and CO2 effects support previous 
interpretations of the control of NPP under LGM conditions (Ciais et al., 2011; 
Martin Calvo et al., 2014; Prentice and Harrison, 2009; Prentice et al., 2011b). The 
effect of LGM climate alone on global NPP is shown to be minor and dwarfed by 
the effect of low CO2, which is calculated to have produced a reduction of 25% in 
NPP under the LGM climate. The effect of LGM climate on forest cover is shown to 
be decisive in mid- to high latitudes, while low CO2 played a major role in reducing 
forest cover in the tropics and subtropics. However the role of fire in these 
transitions has seldom been considered before. It is shown here, consistent with 
the hypothesis of Bond et al. (2005), that the presence of fire amplifies the 
response of forest cover to changes in CO2. It is also shown here that the response 
of global NPP to CO2 is amplified by the presence of fire. Some differences remain 
between both studies, with Bond et al.’s results apparently showing more dramatic 
changes in forest cover depending on fire presence, even under present 
conditions. This difference has two likely origins. First, Bond et al. included a larger 
number (15) of PFTs and analysed results in terms of PFT abundances, whereas 
here we have focused on vegetation shifts large enough to produce transitions 
between biomes. Changes in the abundance of woody plants within modelled 
vegetation that has still been classified as a grassland biome, for example, would 
not influence our statistics, and therefore our interpretation is more conservative. 
Second, the Sheffield DGVM as used by Bond et al. (2005) uses a different 
approach to model fire-related mortality and recovery. In particular, LPX allows 
partial crown scorching and bark damage (related to tree dimensions), which might 
lead to a higher rate of tree survival. Nonetheless, our results are qualitatively in 
agreement with those of Bond et al. (2005) and extend their findings to show how 
fire, CO2 and climate change interact to change vegetation productivity and biome 
distribution. 
The largest non-additive effects (synergies) shown by the Stein-Alpert 
decomposition all originate in the extreme reduction in forest cover shown when 
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glacial CO2 concentration is imposed on a modern climate (Figure 4.1). To some 
extent this was to be expected given that the rate of photorespiration increases 
steeply with temperature (Sage & Sharkey, 1987; Long, 1991; Legood & Edwards, 
1996), so the effect of low CO2 (a further increase in photorespiration and therefore 
a further reduction in GPP) on C3 plant growth is likely to be more marked under 
warm conditions (Cowling & Sykes, 1999). Our results further show that fire 
amplifies this interaction, leading to the lowest forest cover and global NPP being 
simulated under the combination of fire “on”, LGM CO2 and warm (PI) climate. 
Under contemporary conditions with rising global temperatures and rapidly rising 
CO2 concentrations, models predict changes in vegetation that are in some 
respects the inverse of those seen at the LGM in comparison with pre-industrial 
times. Rising temperatures are projected to cause poleward and upward shifts of 
potential biomes and species distribution areas and expansion of forests in high 
latitudes (Scholes et al., 2014), while rising CO2 concentration is predicted to 
promote “woody thickening” – the process by which grasslands and savannahs 
become increasingly dominated by trees (Wang et al., 2012b; Bragg et al., 2013). 
The work of Kgope et al. (2010) in particular suggests that increasing CO2 may 
reduce the impact of fire and/or herbivory in tropical savannahs. However, few 
previous modelling studies have explicitly considered the impacts of climate and 
CO2 change on fire regimes, and the implications for vegetation shifts; and those 
few have provided conflicting results (Martin Calvo et al., 2014). The role of fire in 
shaping the distribution of the world’s biomes has not been much analysed, except 
in the work of Bond et al. cited above. Synergies between fire and CO2 and climate 
effects have hardly been considered, though our results suggest they are vitally 
important.  
All simulations were run in steady state, therefore carbon emissions due to fire 
were implicitly balanced by vegetation regrowth. The present carbon sink on land is 
due to the current departure from steady state caused by a combination of 
anthropogenic CO2 emissions, land-use change and climate change (Ciais et al., 
2013). The contribution of contemporary changes in fire regime to the uptake or 
release of carbon by the land has not been quantified. Direct effects of changes in 
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fire-related emissions of CO2 however are presumed to be small in comparison to 
other effects (e.g. Arneth et al., 2010; Ciais et al., 2013): the large negative 
feedback due to the effect of rising CO2 concentration on NPP, and the positive 
feedback due primarily to the effect of warming on decomposition rates 
(Friedlingstein & Prentice, 2010; Wenzel et al., 2014).  
It is commonly stated that global fire risks will increase due to warming (Price & 
Rind, 1994b; Bowman et al., 2009; Liu et al., 2014), but this is an 
oversimplification. Fire frequency is responsive to fuel loads and characteristics as 
well as temperature. Given adequate fuel, fire frequency is strongly enhanced 
under dry conditions, but drought can reduce NPP sufficiently to limit fuel loads and 
thus reduce fire frequency (e.g. Bistinas et al., 2014; Krawchuk et al., 2009; 
Westerling et al., 2006). Studies that consider the future role of fire should 
therefore not neglect the role of vegetation changes in altering fire regimes (Moritz 
et al., 2012; Archibald et al., 2013). CO2 increase will likely promote increased fuel 
loading and therefore increased fire risks, irrespective of temperature. On the other 
hand, CO2 increase promotes woody thickening, and burnt areas are generally 
much lower in forests than elsewhere – so it is entirely possible that rising CO2 will 
eventually reduce the incidence of fire in some regions (Kelley et al., 2014). Recent 
work by Scheiter et al. (2013) and Baudena et al. (2014) also highlights the 
importance of considering plant competition as a mediator of the effects of 
environmental change. 
We conclude that it is important to use process-based models in the assessment of 
future fire risks, which are likely to change in complex ways. Future projections 
should include the effects of fire, climate and CO2 on vegetation structure and 
productivity. But the available global-scale models are still quite simplistic in the 
way they treat plant adaptations to different fire regimes. More could be done to 
integrate new knowledge of plant allocation responses in fire-prone environments 
(see e.g. Altwegg et al., 2015), considering especially the role of belowground 
carbon storage in allowing plant survival and recovery after fire (Kgope et al., 2010; 
Moncrieff et al., 2014; Scheiter et al., 2013). These last two cited papers also 
provide a novel approach to represent quantitative trait shifts within PFTs, adopted 
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e.g. by Kelley and Harrison (2014) in their simulation of shifts in bark thickness in 
response to the fire regime. Adaptive approaches suggest a way to improve model 
realism without unlimited multiplication of PFTs, an important goal for ‘next-
generation’ models of ecosystems and the land surface (Prentice et al., 2014). 
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Chapter 5: Last millennium biomass burning: a model-data comparison 
for the Southern and Northern atmospheres 
 
This chapter puts together the CO data gathered from ice core records as a 
proxy for fire occurrence in the atmosphere, provided by Xavier Faïn, from the 
Laboratory of Glaciology and Environmental Geophysics (LGGE) in Grenoble, 
which is part of the French National Science Research Center (CNRS). Data 
from the charcoal database for the last millennium was provided by Jennifer 
Marlon. The millennium simulations were done in Tokyo by Ryouta O’Ishi, from 
the Center for Climate System Research, University of Tokyo, Kashiwa, Japan. 
The chemistry-transport model simulations for CO were performed by Maarten 
Krol, from Wageningen University Research Centre (WUR). The design of the 
study, all the comparative data analyses, and all discussions with the various 
co-authors, were done by the author of the thesis. Colin Prentice (Imperial 
College, Macquarie University) supervised the work. The resulting document is 
planned to be submitted to the journal Geophysical Research Letters for 
publication with the author of this thesis as the first author and Prentice, O’Ishi, 
Krol and Faïn as co-authors. Special thanks to Apostolos Voulgarakis and 
Markella Prokopiou for their useful advice and assistance with atmospheric 
transport modelling. 
Abstract 
A biomass burning simulation was conducted using the LPX model driven by a 
published palaeotemperature reconstruction of the last millennium based on 
multiple data sources. The model runs were compared against charcoal 
records from the Global Charcoal Database for different latitude bands, and 
atmospheric carbon monoxide (CO) records from ice cores retrieved from 
Greenland and Antarctica. A transport model including a parameterized 
oxidation of CO was used as a means to simulate the pyrogenic contributions 
to the CO concentrations in the Polar Regions, based on modelled pyrogenic 
sources of CO in the respective hemispheres. Modelled biomass burning 
reproduces the broadest features of the charcoal record for the northern and 
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southern extratropics, including the decline towards a minimum during the Little 
Ice Age and subsequent relatively rapid increase. Agreement is poor for the 
tropics, however. Simulated CO concentrations have the right general 
magnitude but observed, isotopically estimated “biomass burning CO” in 
Antarctica, especially, shows a far larger amplitude of variation than was 
simulated. The reasons for these discrepancies with the CO record are 
currently unresolved. 
Introduction 
Temperature reconstructions for the last millennium up to the beginning of the 
industrial era (Mann et al., 1998, 2008, 2009; Jones et al., 2009; Bothe et al., 
2013) show an overall cooling trend, especially in the northern hemisphere, 
overlain by two characteristic anomalies. A warm period, usually know as the 
Mediaeval Warm Period (MWP) (or Mediaeval Climate Anomaly, MCA), was 
characterized by generally dry and warm conditions relative to the millennial 
average (Crowley, 2000; Mann et al., 2009). The MWP took place during the 
centuries following 1000 AD, roughly speaking, but its length varies greatly 
depending on the particular study. The 5th Assessment Report from the 
International Panel of Climate Change defines the limits of the MCA between 
950 and 1250 AD (Masson-Delmotte et al., 2013). The data records from 
before 1600 AD are sparse, making a more precise definition difficult. There 
also appears to be a lack of synchrony between regions, suggesting that the 
phenomenon may have been at least in part due to unforced variability in the 
climate system.  
 
The MWP was followed by a global cooling from about 1450 to 1850 AD, which 
lasted approximately until the beginning of the industrial era. This cold interval 
is referred to as the Little Ice Age (LIA) and is extensively documented by 
historical records. The LIA is now generally attributed to a combination of 
reduced solar activity and enhanced volcanic activity, superimposed on the 
widespread cooling due to the gradual change in the Earth’s orbital parameters 
over the millennium (Bindoff et al., 2013). These changes had important 
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repercussions on ecosystems and human behaviour, and potentially provide 
an opportunity to develop a better understanding of how even relatively small 
changes in climate can influence fire regimes.  
 
The mechanisms by which fire regimes respond to climate and vegetation 
changes are undeniably complex, yet it is a good generalization that warmer 
periods in the past have tended to show higher rates of biomass burning 
(Daniau et al., 2012; Marlon et al., 2008). This may be either due to changes in 
fuel flammability (warm conditions increase the rate of fuel drying) or higher 
rates of primary production (increased fuel loads: Martin Calvo et al., 2014). It 
is already established that the characteristic pattern of warming and cooling 
during the past millennium, prior to the Industrial Revolution, is mirrored in 
global and continental records of biomass burning as shown in the 
sedimentary charcoal record (Marlon et al., 2008). The same has been shown 
for the biomass burning component of southern hemisphere carbon monoxide 
(CO) concentrations recorded in Antarctic ice (Wang et al., 2010; Prentice, 
2010). This chapter represents an attempt to model these changes, based on 
an existing quantitative reconstruction of temperature changes during the last 
millennium and the use of a process-based vegetation-fire model, LPX 
(Prentice et al., 2011). 
Fire records and simulations 
Sedimentary charcoal data (Marlon et al., 2008) show a peak in global biomass 
burning after the end of the Little Ice Age (LIA), followed by a dramatic 
decrease, which has been attributed to the rapid spread of European-style 
agriculture in the late 19th century (Kloster et al., 2015). Before the industrial 
revolution, however, when human influence was much less intensive, the 
general trend was a declining trend in biomass burning – with superimposed 
variations apparently related to the MWP and the LIA.  
 
Isotopic ratios of δ13C and δ18O in CO from ice cores have also be used in 
combination to reconstruct variations in biomass burning (Wang et al., 2010). 
Changes in CO abundance, especially if the biomass burning component can 
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be separated from their sources, can provide a quantitative approach to the 
assessment of past trends – complementing the semi-quantitative approach 
given by charcoal records. CO is a biomass burning by-product released 
during incomplete combustion, with a CO/CO2 ratio highly variable depending 
on the biome and environmental conditions (van der Werf et al., 2010; van 
Leeuwen & van der Werf, 2011; van Leeuwen et al., 2014). Ice core records of 
the past atmosphere exist because air bubbles become permanently trapped in 
ice. CO is unstable in the atmosphere, easily oxidized by OH radicals to form 
CO2 (Weinstock & Yup Chang, 2011). The amount of CO arriving in Polar 
Regions is thus reduced due to reaction with OH. 
 
The presence of OH in the atmosphere, as much of the atmospheric chemistry, 
is related to the effect of ultraviolet radiation of short wavelength on O3 and 
H2O, which leads to the formation of hydroxyl radicals (OH). Anthropogenic 
activities increase the amount of tropospheric O3, CH4 and NOx, hence 
affecting the chemical processes affecting CO concentration (Crutzen et al. 
1991). This presumably complicates the interpretation of ice core records in 
polluted areas (Faïn et al. 2014). Once trapped in ice, however, CO is isolated 
from further oxidation. So in principle it should be possible to model the CO 
observed in ice, by modelling the terrestrial sources of CO under past climate 
conditions, and applying a chemistry-transport model to reconstruct the losses 
of CO between the (predominantly tropical) terrestrial sources and the polar 
regions. 
 
The aim of this chapter is to find out to what extent the LPX model can predict 
the effects of global changes in temperature on biomass burning by making a 
transient simulation spanning the 1000 years before the industrial era and 
comparing the results to observations in both the northern and southern 
hemispheres. Biomass burning fluxes (of carbon and of CO, linked by standard 
emission factors) were simulated and compared against charcoal and CO 
records. This general modelling approach was pioneered by Pechony and 
Shindell (2010), who compared their results against charcoal data and ice-core 
δ
13C [CH4] measurements (an alternative, indirect proxy for biomass burning) 
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using a different fire model and a different chemistry-transport model. 
However, the model used by Pechony and Shindell (2010) apparently predicts 
little or no fire in fire-prone Southern areas such as Australia, limiting its 
usefulness for our purpose.  
Data and methods 
Climate inputs  
The LPX simulations were driven by Mann’s gridded reconstruction of year-by-
year temperature anomalies during the last millennium (Mann et al., 1998; 
Mann, 2003). This reconstruction is based on multiple high-resolution data 
sources, including tree rings as a major source. Mean monthly maximum and 
minimum temperatures were inferred by assuming diurnal temperature ranges 
unchanged from CRU TS3.1. Precipitation, cloudiness and wind data, also 
required to drive the model, were obtained from the MIROC climate model 
(Watanabe et al., 2011) forced by the Gao et al. (2008) reconstruction of 
volcanic activity, with solar activity from Bard et al. (2000), Crowley (2000) and 
Lean et al. (1995). Wet days were set to present values. Values of each 
variable were constructed by applying modelled climate anomalies (differences 
from the long-term model average) on top of the detrended CRU TS3.1 climate 
(http://catalogue.ceda.ac.uk/uuid/3f8944800cc48e1cbc29a5ee12d8542d, 
Jones and Harris, 2008). 
Post-processing of model outputs 
Carbon flux outputs for the model at 0.5˚ resolution were corrected following 
Martin Calvo et al.’s (2014) correction ratios for each biome, in order to 
compensate for known, biome-specific biases in the prediction of biomass 
burning fluxes by LPX. The resulting outputs were aggregated to a coarser (10˚ 
x 10˚) grid for input to the chemistry-transport model. All simulations were 
plotted as moving 12-year or 30-year averages of the annual outputs. 
 
	 90	
MOGUNTIA transport model 
The model MOGUNTIA (Crutzen & Zimmermann, 1991; Krol, 1994) is used in 
this experiment to simulate CO transport to the ice core locations in Greenland 
and Antarctica. The model uses wind fields of the year 1987 from the 
European Centre for Medium-Range Weather Forecasting (ECMWF) model, 
aggregated to monthly resolution. For this experiment, a prescribed OH 
concentration with a monthly time resolution is used (Spivakovski et al., 2000). 
OH oxidizes CO in the troposphere following the reaction: 
CO + OH  CO2 + H 
With a rate constant given by k=0.15 x 10-13(1 + 0.06p), and with p = 10 in the 
lowest model layer (1000 hPa), and p= 1 at the top model layer (100 hPa).  
Palaeodata 
The Global Charcoal Database (GCD) data for the last millennium, as 
published in Marlon et al. (2008), provides records from over 800 sites 
distributed around the world. Although representation of the different regions 
varies, and charcoal does not give a quantitative measure of fire, the data offer 
good insight into temporal trends at continental scales. Individual site records 
are standardized following the method described in Power et al. (2008), which 
ends with the conversion of the charcoal abundance values to Z-scores. The 
transformation provides a relative measure of variations, which can be 
compared against model outputs. Data were summarized for the Northern 
hemisphere, Northern extra-tropics (30-60˚N), Southern extra-tropics (30-
60˚S), tropics (30˚N-30˚S) and globally. High latitudes were disregarded given 
their very minor contribution to biomass burning fluxes. Despite the important 
differences in the amount of records available for each of the regions 
evaluated, the standardization process aimed to get rid of the biases derived, 
such as the relative influence of each region on the global results. 
 
Ice core records show the concentration of CO in the atmosphere at the 
moment air becomes trapped in the ice. Two sets of records were used in the 
comparisons: from Antarctica (South Pole and D47 ice cores), as published in 
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Wang et al. (2010), and Greenland (Eurocore), as published in Haan et al. 
(1996). In the case of Wang et al. (2010) the origin of the CO was established 
by analyzing isotopic ratios to differentiate CO from combustion (rich in C18O) 
from that coming from hydrocarbon oxidation. 
Results 
Temperature variations during the last millenium led to small changes in fire 
impact, as shown in figure 5.1. The medieval warming was characterized by 
higher temperatures in Europe, which translated in LPX simulations to more 
fire in those areas, which is manifested in the simulated CO flux to the 
atmosphere and burned area. The same occurs in Asia and Africa. The Little 
Ice Age showed the opposite pattern, as one would expect from the lower 
temperatures in those regions. America behaved in opposite direction than the 
other continents, also in agreement with the average temperature for those 
regions. 
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Figure 5.1: Global maps of area burned (in m2, left side) and carbon monoxide flux 
from fire to the atmosphere (in gC m-2, right side). Maps show the millenium average 
(top row), and the Medieval Warm Period (MWP) and Little Ice Age (LIA) anomalies 
(compared to the average values). 
 
Modelled carbon emissions from burning (Figure 5.2) show higher levels of 
biomass burned in the first half of the millennium. This is mainly due to the 
influence of the Northern extra-tropics, which seem to account for most of the 
global trend.  
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Figure 5.2: Comparisons between modelled C (in Pg) released from fire and charcoal 
(Z-scores) globally, and at different latitude regions. Simulated C curves are smoothed 
out for clarity, using a moving average with a 100-year window (dark grey). Charcoal 
reconstructions (red) are done using standardized Z-scores, which show differences in 
burning through time. The time scale in the X-axis represents years from 850 to 1850 
AD, highlighting the Medieval Warm Period (MWP, 950-1250) and Little Ice Age 
(1450-1850), as defined in this study. The shaded orange area represents the MWP, 
while the blue represent the LIA. 
 
The Southern extra-tropics seem to agree for the timing of the first maximum 
(around 1100 AD), followed by a small dip. It also has a clear minimum around 
1700 AD, which correlates with the temperature minimum (LIA). 
 
The tropical area, on the other hand, shows increasing biomass burning during 
the first half of the millennium reaching a maximum about 1500 AD. The 
simulations do not show the high values at the beginning of the period that 
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characterize the tropics, although they do show the rapid increase in global 
burning the last 50 to 100 years of the record. 
 
Data and model agree in locating the burning maximum in the Southern 
atmosphere around 1500 AD, but the increase in burning seems to be 
concentrated in the tropical area in the simulations and in the Southern extra-
tropics in the records. The first part of the millennium, which is characterized by 
two maxima in the simulations for the Northern atmosphere, seems to 
reproduce the maximum found in the data. The minimum represented in the 
records around 1700 AD is not as clearly marked in the simulations for the 
northern extratropics, however, as it is for the Southern extra-tropics.  
 
Comparisons against the ice-core CO records (figure 4.3) show that the 
general magnitudes of the CO concentration are well simulated in both Polar 
Regions. But there is a clear model-data disagreement in the temporal patterns 
and their amplitude.  The records from both Greenland and Antarctica show 
broad minima in CO during the LIA, consistent with the charcoal record. But 
this pattern is weak in the simulations for Greenland, and in both hemispheres 
there is a discrepancy in the amplitude of fluctuations in the CO concentration. 
In Antarctica, especially, the data indicate a far larger amplitude for the LIA 
minimum than is shown by the simulations. Several features of the modelled 
temporal pattern in Antarctic CO are also at variance with the CO data. For 
example, a sharp temperature minimum around 1350 AD is accompanied by a 
minimum in simulated biomass burning and yet at this time, biomass-burning 
CO was still high according to the ice-core data. 
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Figure 2: Plots comparing modelled CO in Greenland (green) and Antarctica (blue) 
against CO records from ice cores. Modelled CO is presented smoothed out with a 
moving average with a 100-year window for interpretation purposes, but the 1-sigma 
is shown with shading. Ice core records from Greenland (Haan et al. 1996) and 
Antarctica (Wang et al. 2010) are presented with circles and asterisks respectively. 
The graphs below isolate the model-record comparison so the temporal variations can 
be better appreciated  
 
Discussion 
The disagreement found between model and data will require deeper analysis 
to understand the root of the mismatch. Previous research has generally 
shown agreement in temporal pattern between CO from ice cores and charcoal 
records (Marlon et al., 2008; Prentice, 2010; Wang et al., 2010) for the last two 
millennia, both data sources showing a burning minimum around the LIA, 
which is reproduced (albeit rather weakly in the north) by the simulations of 
extra-tropical fires. However, these studies have compared patterns but not 
their amplitudes. The reasons for the major disagreement between the 
amplitudes of temporal variation between the simulations and the ice-core CO 
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records, as shown here, are unclear as there are several possible sources of 
uncertainty: in the temperature reconstructions, other (modelled) aspects of the 
climate which could be affected by uncertainties in both the volcanic and solar 
forcing fields and in the climate model, in the LPX model’s climatic sensitivity, 
and in the simplifying assumptions made in the modelling of atmospheric 
chemistry and transport.  
Using the MOGUNTIA transport model has important advantages in terms of 
computation speed, still taking into consideration the main reactions and 
atmospheric circulation. However, its approach is rather simplistic. For 
example, OH is prescribed and atmospheric transport is considered to be 
stable, which may imply that the effect of millennial fluctuations on these 
factors (and their role in CO distribution) is underestimated. When the 
concentrations are as small and stable as is the case for CO in Antarctica 
these effects can be rather important. 
It is remarkable that the agreement of modelled CO with Greenland CO 
records is somewhat better than for Antarctica, despite possible in situ 
pollution effects that might modify the CO concentration observed in the ice 
(Faïn et al., 2014). It is important to note that LPX does not model peat fires, 
which are an important source of CO mostly in the northern hemisphere (van 
der Werf et al., 2010). However, those fires are presumably included in the 
Greenland ice core records, so that’s a likely source of disagreement that does 
not seem clear in the comparisons. This may imply that biases in the 
simulations and the differences in the fires considered go in different directions, 
showing a unrealistic agreement between modelled and measured CO 
concentrations. 
The small amounts of CO arriving in Antarctica, for which the sources are 
mainly in the Southern hemisphere (Wang et al., 2010; Fisher et al., 2014), 
may be a problem: a misrepresentation of atmospheric processes by the 
transport model might explain part of the disagreement. Due to seasonality 
variations in transport (Seiler et al., 1984; Wai et al., 2014; Fisher et al., 2014), 
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and the complexity associated with modelling CO mixing ratio and reactions 
with OH (Fisher et al. 2014), estimations of tropospheric CO concentrations in 
particular regions are often unsuccessful for the Southern atmosphere. 
Pechony and Shindell (2010) found better agreement globally when comparing 
against charcoal and δ13C [CH4] from ice cores. Their approach nonetheless 
underestimated fire in the southern atmosphere. On the other hand, van der 
Werf et al. (2013) found a strong disagreement between their analysis on fire 
emissions transported to Antarctica (mostly from South America and Australia, 
and Africa on a smaller scale – Northern hemisphere CO emissions rarely get 
to the South Pole) under present-day atmospheric transport and Wang et al. 
results in terms of amplitude. The reason behind that remains unknown, and 
according to van der Werf’s paper, is unlikely to be explained just based on fire 
or pollution sources.  
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Conclusions 
 
The work presented in this thesis emphasizes the importance of acquiring a 
deeper understanding of the interactions between climate, fire and vegetation, 
and documents some steps towards that understanding. 
 
Process-based fire modelling is a very recent development. It is only in the last 
few years that global data on fire regimes have become available, through 
advances in remote sensing. In the absence of global data, it was impossible 
either to conduct empirical analyses of the controls of fire, or to test global fire 
models properly. The LPX model is a state-of-the-art global, fire-enabled GCM 
yet still suffers from large, biome-specific biases in its simulation of total 
burning amounts. A particular problem with fire modelling is the high sensitivity 
of fire regimes to relatively small changes in the environment, which was 
demonstrated in Chapter 2 as a high sensitivity to the choice of driving data 
set, particularly to wind data; and in Chapter 4 by strong non-linearities in the 
combination of CO2 and climate effects on biome distribution in the presence of 
fire. But this sensitivity is likely to be a feature of fire in the real world. As such, 
it is a significant cause for concern in a world where both CO2 concentration 
and climate are changing rapidly. On the other hand, Chapter 2 and 5 highlight 
the remaining disagreement between models and data, particularly regarding 
fire, due to the complexity of its relations with the environment. Although 
important steps are being taken towards developing numerical representations 
of the Earth system as a whole, fire is often misrepresented as a result of 
excessive simplification and lack of understanding of its environmental roles 
and constraints.  
 
Results presented in Chapters 3 and 4 have highlighted the importance of CO2 
concentration effects on the fire regime. Chapter 3 focused on the indirect 
relations between CO2 and biomass burning, and showed that is potentially 
much larger than it was previously estimated, even overriding that of 
temperature. By focusing on direct and synergic effects of fire, CO2 and climate 
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on NPP, Chapter 4 showed how combining environmental factors may 
increase their isolated effects, or compensate them. The role of CO2 under 
different conditions varied, generally increasing biomass production and 
forested areas, but also compensating the effect of fire on reducing the same 
variables at low concentrations. This is consistent with work by William Bond 
and colleagues, who first proposed an important role for fire in mediating the 
effect of glacial-interglacial CO2 changes on tree-grass competition – and 
therefore on the global distribution of grassland vs. forests. But it has not been 
much considered in discussions of the controls on fire regimes as revealed by 
global syntheses of charcoal data, another recent development that has 
transformed our empirical knowledge of fire regimes. This work demonstrates 
that CO2 concentration changes must be considered as a major influence on 
fire regimes, with importance comparable to that of climate.  
 
Chapter 5 provides a further illustration of the challenges in modelling fire 
regimes. Observed changes in fire during the past millennium, prior to 
industrialization, are consistent with major control by quite small temperature 
changes that distinguish the Mediaeval Warm Period from the Little Ice Age, 
but this attempt to model these changes using the best available tools – the 
best available data-based regional temperature reconstruction, and a process-
based fire model – was only partially successful; some key features of the 
observed, hemispheric-scale records were correctly simulated, but especially 
the simulation of biomass burning CO in Antarctica showed a major 
discrepancy in amplitude between modelled and observed values. 
 
This work has direct implications for the projection of fire risks into the future. 
Notably, empirical models based simply on the present-day relationship 
between fire and environmental predictors, however insightful about processes 
and controls, cannot realistically be applied to future conditions. Models will be 
required to incorporate recent research regarding the interactions of plant 
physiological processes with fire and CO2 and possible synergies between 
them and climate. 
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