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Abstract
We introduce a new approach to numerical quadrature on geometries defined by subdivision surfaces based
on quad meshes in the context of isogeometric analysis. Starting with a sparse control mesh, the subdivision
process generates a sequence of finer and finer quad meshes that in the limit defines a smooth subdivision
surface, which can be of any manifold topology. Traditional approaches to quadrature on such surfaces rely
on per-quad integration, which is inefficient and typically also inaccurate near vertices where other than
four quads meet. Instead, we explore the space of possible groupings of quads and identify the optimal
macro-quads in terms of the number of quadrature points needed. We show that macro-quads consisting
of quads from one or several consecutive levels of subdivision considerably reduce the cost of numerical
integration. Our rules possess a tensor product structure and the underlying univariate rules are Gaussian,
i.e., they require the minimum possible number of integration points in both univariate directions.
The optimal quad groupings differ depending on the particular application. For instance, computing
surface areas, volumes, or solving the Laplace problem lead to different spline spaces with specific structures
in terms of degree and continuity. We show that in most cases the optimal groupings are quad-strips
consisting of (1 × n) quads, while in some cases a special macro-quad spanning more than one subdivision
level offers the most economical integration.
Additionally, we extend existing results on exact integration of subdivision splines. This allows us to
validate our approach by computing surface areas and volumes with known exact values. We demonstrate
on several examples that our quadratures use fewer quadrature points than traditional quadratures. We
illustrate our approach to subdivision spline quadrature on the well-known Catmull-Clark scheme based
on bicubic splines, but our ideas apply also to subdivision schemes of arbitrary bidegree, including non-
uniform and hierarchical variants. Specifically, we address the problems of computing areas and volumes of
Catmull-Clark subdivision surfaces, as well as solving the Laplace and Poisson PDEs defined over planar
unstructured quadrilateral meshes in the context of isogeometric analysis.
Keywords: Numerical integration, subdivision surface, non-tensor-product splines, Gaussian quadrature
rules, isogeometric analysis.
1. Introduction
Subdivision surfaces [39] are a popular modelling tool due to their ability to represent shapes of arbi-
trary manifold topology and are the representation of choice in 3D animated films [17]. The most popular
subdivision scheme is that developed by Catmull and Clark [12]. Subdivision surfaces have also been used
in the context of numerical analysis. The seminal papers [13, 21] in this area are based on the subdivision
scheme of Loop [30] and pre-date the advent of isogeometric analysis (IgA) [15].
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The isogeometric paradigm is focused primarily on the use of tensor product B-splines and their hier-
archical counterparts [18, 19], which proved extremely successful in solving PDEs on surfaces. However,
due to the inherent restriction to trivial topologies when modelling with (hierarchical) tensor product con-
structions, (hierarchical) subdivision surfaces have recently been employed within the isogeometric paradigm
[3, 4, 36, 52, 53]. New models can be designed directly using subdivision, or existing CAD models can be
converted to the subdivision representation with arbitrary accuracy [46, 47].
Nevertheless, special care needs to be taken when using subdivision blending functions in IgA. First,
the linear independence of these functions, a precursor for fitting and numerical analysis, is not trivial, in
contrast to the tensor product case of B-splines. This is now well understood [37], including the hierarchical
setting [55]. Second, as some subdivision blending functions do not admit a closed form and consist of
infinitely many polynomial pieces, efficient quadrature rules remain elusive. While recent efforts [27, 34, 51]
address this issue to some extend, the employed quadratures are, as we show in the present paper, not
optimal. Before moving on, we note that there exist several finite patch-wise constructions [35, 44, 50] that
have been used in the context of numerical analysis. Depending on the application, these might be used as an
alternative to a subdivision-based approach. However, in cases when one wants to use the exact subdivision
surface as designed in a 3D modeller, there is no other option than to use the presented approach.
Efficient numerical integration is an essential ingredient of IgA. A quadrature rule, or quadrature in
short, is a computational scheme to approximate an integral by a weighted sum of function evaluations. The
points where the function is evaluated are known as nodes. It is desired to use quadrature rules that require
the minimal number of nodes (Gaussian quadrature) while guaranteeing the exactness of the integration for
every function from the space under consideration. In our case, with IgA as the main application, we focus
on polynomial subdivision spline spaces.
Even though complete results on existence and uniqueness of univariate Gaussian quadratures for splines
were derived in the late 70s by Micchelli and Pinkus [33], the actual rules (nodes and weights) have not been
known until very recently [6–8, 25]. Quasi-optimal quadratures are used frequently in the IgA community
[2, 26]. The half-point rule of Hughes et al. is asymptotically Gaussian, i.e., the rule is exact and optimal
as the number of elements approaches infinity. However, whenever applied to a domain with finitely many
elements, the rule does not integrate exactly. To overcome this drawback, additional nodes can be added
[2], but at the expense of using more nodes with potentially negative weights.
When building mass and stiffness matrices in IgA, alternative efficient integration methods have been
proposed recently [9, 31, 32]. While [9] design a weighted quadrature for each row of the mass/stiffness
matrix separately, [31, 32] exploit the observation that, under certain conditions, the optimal convergence
rate of the linear system can be achieved despite the fact that the integration rule is not exact. In contrast
to that work, we focus on quadrature rules that are exact for some specific spaces, that is, our quadrature
gives exact integrals up to machine precision.
The homotopy continuation approach [6] can be used to derive Gaussian quadrature rules for univariate
splines over finite domains. In particular, this methodology is well suited for non-uniform spline spaces. In
this work, we take advantage of homotopy continuation and derive Gaussian quadrature rules for specific
tensor-product spline spaces that appear when solving PDEs on subdivision surfaces based on quad meshes.
In particular, we investigate the integration in the neighbourhood of extraordinary vertices (EVs). At these
points of valency other than four, the subdivision splines do not possess the tensor product structure. We
show that the number of required nodes can be in some situations reduced by grouping quads from several
consecutive subdivision levels at EVs. This allows us to significantly reduce the number of nodes compared
to traditional approaches while still preserving exact integration.
To validate our new quadrature rules for subdivision surfaces, we extend existing results on exact integra-
tion of subdivision splines [24] and demonstrate that our quadrature rules produce the expected exact values
of areas and volumes of piecewise polynomial and subdivision surfaces [20, 22, 38]. We use the well-known
scheme of Catmull-Clark [12] in our examples, but our ideas extend to other subdivision schemes based on
tensor-product B-splines, including arbitrary-degree [49], non-uniform [10, 11], and (truncated) hierarchical
[3, 52, 53] variants. Although our ideas apply to various model problems in the context of isogeometric
analysis, we demonstrate the functionality and efficiency of our quadrature method on area and volume
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computations as well as solving Laplace and Poisson PDEs on Catmull-Clark subdivision surfaces defined
by (planar) unstructured quadrilateral meshes.
We start our study by summarising relevant known facts regarding subdivision splines and extend existing
results on their integration (Section 2). We then focus on the univariate spline spaces (Section 3) that form
the building blocks for obtaining efficient quadrature rules required in solving PDEs on Catmull-Clark
subdivision surfaces (Section 4). Our new quadrature rules are numerically validated on several examples
with exact solutions (Section 5). Finally, we conclude the paper and discuss avenues for future research
(Section 6).
2. Subdivision splines and exact integration
Our goal is to find efficient and exact quadrature rules for subdivision splines. To this end, we recall
existing results on subdivision splines [39] and extend known approaches to integration of subdivision splines
[24], products of subdivision splines, and most importantly we address integration of products of derivatives
of subdivision splines. Such integration arises in the context of IgA on subdivision surfaces. While the
ideas and techniques discussed in this section generalise to other subdivision schemes, for the simplicity of
argument, we focus solely on the case of Catmull-Clark subdivision.
2.1. Catmull-Clark subdivision surfaces
Interpreting a manifold quad mesh as the control net of a Catmull-Clark subdivision surface S, each quad
corresponds to a surface patch Si such that S =
⋃
i Si. Each patch Si is parameterised on some domain
Di as ~fi(u, v) : Di → R3, (u, v) 7→ ~fi(u, v) =
(
f1i (u, v), f
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. Using Stam’s method [48], we
parameterise each patch on the unit square Ω = [0, 1]2.
When all four vertices of the quad corresponding to a surface patch Si have the regular valency n = 4,
the surface patch is simply a bicubic patch (and thus can be integrated as such). Otherwise, one or more
vertices have valency n 6= 4, the so-called extraordinary vertices (EVs), and the corresponding surface patch
does not have a tensor-product structure. We focus on the case where a quad contains at most one EV
(which can always be established by subdividing an initial quad mesh once, or an initial polygonal mesh at
most twice). In this case, the surface patch is composed of an infinite sequence of L-shaped spline regions.
Considering the n quads sharing one EV, the L-shaped spline regions compose an infinite sequence of spline
rings around the EV; see Figure 1.
The control net of a patch Si consists of 2n+ 8 control points which are collectively referred to as Pi; see
Figure 2. The control net can be subdivided using a (2n + 8) × (2n + 8) subdivision matrix An. Using an
extended (2n+ 17)× (2n+ 8) matrix Ān instead of An, an additional 9 new control points can be obtained
(shown in yellow in Figure 2, middle). Subdividing the control net using Ān results in a subdivided patch
composed of four subpatches, three of which can be evaluated and/or integrated straight away as bicubic
patches, and a fourth one for which the corresponding quad in the subdivided control net contains the
(updated) EV.
The process can be repeated by first subdividing the original control net for the patch (l−1) times using
An followed by one more subdivision step using Ān. The relevant control points of the three subpatches
ready to be evaluated are selected using the extraction matrices X
(k)
n with k ∈ {1, 2, 3}; see Figure 2, right.
It follows that each subpatch Sk,li is parameterised on a square domain Ω
k,l (also referred to as a tile), where
here, and in the rest of the paper, l ∈ Z+ refers to the subdivision level, k marks the tiles as shown in





In short, points on a surface subpatch Sk,li can be evaluated as











where ~M(s, t) are the bicubic uniform B-splines (i.e., the segments spanning one knot span in both parametric
directions) defined on the unit square Ω. This means that (u, v) ∈ Ωk,l needs to be mapped to (s, t) using
a bilinear map mk,l(u, v) before Sk,li (s, t) is evaluated [48]; see Figure 3, right.
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Figure 1: Initial mesh followed by two steps of Catmull-Clark subdivision (left). Limit surface (middle), composed of regular
regions (dark green) and irregular regions (light green) with spline rings offset for visualisation purposes (right).
2.2. Subdivision splines
In the case of Catmull-Clark subdivision, the subdivision matrix An is non-defective for all n > 3 [48] and
can therefore be expressed as VnΛnV
−1
n . Note that Vn consists of the 2n+8 right eigenvectors ~αn,p (columns),
also referred to as the natural configuration(s), whereas V −1n consists of the 2n + 8 left eigenvectors, also























It follows that the 2n+ 8 subdivision splines ϕn,p(u, v) (i.e., the blending functions associated with the
control points Pi,p) are defined as



























is the column of functions often referred to as
eigenfunctions ~ψn(u, v) [24, 48]. These are the result of setting ~P = ~αn,p for p = 1 . . . 2n+ 8, where ~P only
has one component instead of the usual three components x, y and z (and is therefore a vector and not








, which is a row of zeroes with a 1 at the pth
position. It follows that the pth eigenfunction is












Figure 2: The 2n + 8 control points Pi (light green) defining a surface patch in the neighbourhood of an EV of valency n = 5
(left). One step of (virtual) subdivision using Ān, resulting in 2n + 17 new control points (2n + 8 light green and 9 yellow)
(middle). Application of X
(k)
n , in this case X
(2)





















Figure 3: The unit square Ω (left) composed of Ωk,l, where k ∈ {1, 2, 3} and l ∈ Z+ (middle). Each subtile Ωk,l is mapped by
mk,l to the unit square before the subpatch Sk,li is evaluated (right).
Note that we can now define the subdivision splines as




In most of the expressions that follow in this section, the focus lies on eigenfunctions. Results involving
subdivision splines are readily obtained by using (5).
2.4. Exact integration of subdivision splines
As illustrated in Section 2.1, the surface patches around an EV are in fact infinitely piecewise bicubic.
Integration on the associated domain is therefore not straightforward. In this subsection we take a closer
look at such integration, which originally appeared in [24, Appendix B] and later in [42].
We start with the observation that on any tile Ωk,l the pth subdivision spline (3) can be integrated















~M (s, t) |J | ds dt, (6)
where |J | =
∣∣∣∂(u,v)∂(s,t) ∣∣∣. From the bilinear map mk,l(u, v), which maps a square tile Ωk,l to the unit square, it












∣∣∣∣∣ = ( 14)l = 14 · ( 14)l−1.
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ω2,G ~M(s2,G, t2,G), (7)
where ω2,G are the integration weights and (s2,G, t2,G) the nodes of a suitable quadrature. In the case of
Catmull-Clark subdivision, one can use the 2× 2 Gauss-Legendre scheme which guarantees exactness of the
integration for the space of bicubic polynomials.









n in the expression above.













































ω2,G ~M(s2,G, t2,G). (8)





is a geometric series which is guaranteed to converge as the
dominant eigenvalue (i.e., the largest value in the diagonal matrix Λn) of An is 1 (which is then multiplied
by 14 ).
2.4.1. Integrating partial derivatives




∂v of a subdivision spline ϕn,p(u, v)
follows the same approach. The only notable difference is the additional factor ∂s∂u =
∂t
∂v = 2
l = 2·2l−1, which
results in the replacement of the factors 14 by
1
2 in (7) and (8). And instead of
~M(s, t), partial derivatives
of ~M(s, t) are now used.
In case of the second order partial derivatives, there is a factor 4l = 4 · 4l−1. Note that these can still
be integrated exactly, because the dominant eigenvalue λn,1 = 1 in Λn is associated with the constant
eigenfunction ψn,1(u, v), whose derivatives vanish. Thus, λn,1 can safely be replaced by a value less than 1
for this computation, and therefore (I − Λn) is still invertible.
2.5. Integration of products (of derivatives)
Although exact integration of subdivision splines or their partial derivatives is possible, the practical
applications of these integrals presented in the previous section are rather limited. We now take a closer
look at integrals of double and triple products of the subdivision splines or their partial derivatives, which
are required for area, volume (Section 5), and other computations.
2.5.1. Products
We first consider the integral of the product of two subdivision splines ϕn,p and ϕn,q, initially on Ω
k,l





























~βn,q du dv, (9)
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where ϕTn,p is interpreted as the transpose of the right-hand side of (3). Note that
~M ~MT is the tensor-product
of ~M with itself, which is a matrix of dimension 16× 16 with its entries being bidegree 6 polynomials. We
use the 4× 4 Gauss-Legendre scheme to integrate these entries exactly. Integrating on the (s, t) unit square


















































and the shorthand notation Γn
def





Γ0nC(k)n Γ0n + Γ1nC(k)n Γ1n + . . .+ ΓhnC(k)Γhn



















































2.5.2. Products of derivatives
In the case of products of first order partial derivatives, we now have the factor 2l = 2 · 2l−1 appearing
on both sides of the right hand side of (10). C(k)n now includes the products of the partial derivatives of ~M
instead of products of ~M (compare with the approach taken for integrating partial derivatives of subdivision





= 0 as partial
derivatives of the constant eigenfunction vanish, the first order partial derivatives are square integrable.
However, the second order partial derivatives are not square integrable using Stam’s parameterisation as
the factor 4l = 4 · 4l−1 on both sides of (10) results in Γ = 2Λn; see also [40].
2.5.3. Triple products
In order to deal with triple products (which are required for volume computations), we now switch to
tensor notation [28]. Third-order tensors are typeset using calligraphic symbols.
7




















Γ0n ~C(k)n + Γ1n ~C(k)n + . . .+ Γhn ~C(k)n























Comparing (14) to (12), a pattern emerges which turns out also to hold for triple (and in fact, still higher-










1− [Γn]aa [Γn]bb [Γn]cc
. (16)






















where ×1, ×2, and ×3 indicate the 1, 2, and 3-mode products of a tensor with a matrix (resulting in tensors
where each entry corresponds to the product of the matrix and the corresponding column, row or tube fiber
of the tensor), respectively. M is the 16× 16× 16 third-order tensor containing triple products of segments
of uniform bicubic B-splines, i.e., bivariate functions of bidegree 9, for which we use a 5× 5 Gauss-Legendre
scheme.


















where ×̄2 indicates the 2-mode product of a tensor with a vector (resulting in a matrix where each entry
corresponds to the inner product of the corresponding row fibre of S(k)n with ~βn,q; see [28]).
Using this tensor notation, the above method can readily be extended to computations of integrals
involving higher-order products to compute for instance centroids, moments of inertia, and radii of gyration
of subdivision surfaces.
Remark 1. For exact per-quad integration, as for instance in (18), one can use the tensor product of
standard polynomial Gauss rules for the corresponding degrees (bidegree 9 in (18) requires 5 quadrature
points in each parametric direction). However, due to the continuity of (subdivision) splines across elements,
this integration requires redundantly many quadrature points. We now focus on more efficient integration
schemes that integrate exactly splines spanning several elements.
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3. Gaussian quadrature for univariate B-splines
In this section, we give a brief overview of fundamental facts about piecewise polynomials (B-splines)
and associated Gaussian quadrature rules. We then focus on particular univariate spline spaces that appear
in the components of the tensor-product setting when using IgA on Catmull-Clark subdivision surfaces.
3.1. B-splines
Piecewise polynomials were introduced by Schoenberg in the late 50s [41] and have been widely studied
and applied since then [14, 16]. To define a univariate spline space over [a, b] consisting of N polynomial
pieces, we first define a knot vector as
t
def
= (a = t0, . . . , t0,︸ ︷︷ ︸ t1, . . . , t1,︸ ︷︷ ︸ . . . tN , . . . , tN︸ ︷︷ ︸ = b),
m0 m1 mN
(19)
which can be split into the domain partition p = (t0, t1, . . . , tN ) ∈ RN+1 and the vector of multiplicities
m = (m0,m1, . . . ,mN ) ∈ NN+1 with 1 ≤ mi ≤ d + 1, i = 0, . . . , N , where d is the polynomial degree.
We assume that t is an open knot vector on [a, b], i.e., m0 = mN = d + 1. We denote by πd the space of
polynomials of degree at most d and define the spline space associated with t as
SN,dt = {f ∈ Cd−mi at ti, i = 0, . . . , N and f |(ti−1,ti) ∈ πd, i = 1, . . . , N}. (20)
For example, for C2-continuous cubic splines appearing in Catmull-Clark subdivision, we have d = 3 and
mi = 1 for i = 1, . . . , N − 1. We refer the reader to [14, 16] for a detailed introduction to splines.
3.2. Gaussian quadrature rules for univariate B-splines
Consider the spline space SN,dt of degree d defined over an open knot vector t such that the space has
non-zero support on N elements in [a, b], and assume the space is of even dimension 2m. Then, according











= Iba[f ] (21)
for any f ∈ SN,dt , where τi are the quadrature nodes and ωi the quadrature weights.
Let D = {Di}2mi=1 be a basis of S
N,d
t . Since the rule Q exactly integrates the basis, the m nodes and
weights can be collected into a 2m-dimensional vector
x = (τ1, . . . , τm, ω1, . . . , ωm) ∈ R2m
that solves the well-constrained polynomial system
Qba[Di] = Iba[Di], i = 1, . . . , 2m. (22)
To build this system, one must know a-priori the correct knot-interval of each node, as explained later in
Remark 2.
As was shown in [6], knowing the quadrature rule for a certain spline space, one can derive quadratures
for ‘similar’ spline spaces using the homotopy continuation concept. More precisely, consider a source space
(e.g., a discontinuous polynomial space) with a known Gaussian rule (the union of classical polynomial Gauss
rules in our example), and consider a transformation of the spline space realised by knot vector modification.
The continuous transformation of a Gaussian rule can be viewed as a curve in 2m-dimensional space, and
the homotopy continuation method numerically traces this curve from the starting position (source rule) to
the final position (target rule). We refer the reader to [6] for a detailed description of this concept.
In case of odd dimension of SN,dt , one can either use a super-space of even dimension by incrementing
the dimension by one (for instance by adding a new knot or increasing the spline degree by one), or by
employing Gauss-Radau quadrature [8].







0 4 6 7
Figure 4: The basis functions D1, D2, . . . , D6 of the six-dimensional spline space S
3,3
t over the open knot vector t =
(0, 0, 0, 0, 4, 6, 7, 7, 7, 7) are shown. Gaussian quadrature for this space requires 3 nodes and weights (blue circles), computed by
solving (23). The values of nodes and weights are listed in Table 1 (top).
3.3. Quadrature rules for Catmull-Clark blending functions
We use the homotopy continuation method [6] outlined above to compute the nodes and weights of
Gaussian rules for C2 cubic spline spaces over two particular knot vectors. The choice of these spaces will
become apparent in Section 4. Due to the small sizes of the system (22) corresponding to these spaces,
we directly derive the equations for the target rules. These can then be used to compute solutions (i.e.,
Gaussian quadrature rules) with arbitrary numerical precision.
The first spline space spans N = 3 elements and is given by the knot vector t = (0, 0, 0, 0, 4, 6, 7, 7, 7, 7).
The dimension of this space is six, therefore three Gaussian nodes are sufficient to exactly integrate this
space. These nodes lie one in each element, i.e., τ1 ∈ [0, 4], τ2 ∈ [4, 6], and τ3 ∈ [6, 7], see Figure 4. The






























4 (4 + x2)
2 + 25504 (4 + x2)
3) + 121ω3(1− x3)








6 (4 + x2)








3 (6 + x3)
2 + 3163 (6 + x3)








3 (6 + x3)
2 − 139 (6 + x3)







where the quantities x1, x2, and x3 uniquely determine the positions of the nodes in their respective intervals,
i.e., τ1 = x1, τ2 = x2 + 4, and τ3 = x3 + 6. The obtained Gaussian rule is listed in Table 1 (top).
The second C2 cubic spline space we are particularly interested in is defined over the knot vector t =
(0, 0, 0, 0, 4, 6, 7, 8, 9, 9, 9, 9) and spans N = 5 elements. This space is eight-dimensional and therefore we
seek four nodes and weights to form the Gaussian rule. Homotopy continuation reveals that there is a single
node in each knot-interval, except the middle one. This is encoded as the nodal layout (1, 1, 0, 1, 1); see [6,
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Table 1: Univariate Gaussian quadrature rules for C2 cubic spline spaces over three (top) and five (bottom)
elements. The rules were computed by solving systems (23) and (24), respectively, with the precision of 20 decimal
digits.
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2 + 25504 (4 + x2)




1 + ω2(− 323 − 4x2 + (4 + x2)
2 − 13168 (4 + x2)









2 (7 + x3)
2 + 1124 (7 + x3)
3) + 16ω4(1− x4)
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4 (8 + x4)
2 + 1112 (8 + x4)








4 (8 + x4)
2 − 74 (8 + x4)







with τ1 = x1, τ2 = x2 + 4, τ3 = x3 + 7, and τ4 = x4 + 8. The numerical solution of this system is listed in
Table 1, bottom.
Remark 2. We emphasise that it is in general very difficult to determine the nodal layout of quadrature
rules over non-uniform knot vectors, even if they span only a few elements. For the two particular knot
vectors considered in this section, we computed the Gaussian rules using homotopy continuation [6], and,
as a by-product, we revealed the nodal layout to be (1, 1, 1) for N = 3 and (1, 1, 0, 1, 1) for N = 5. As a
consequence, the nodes and weights can be computed directly from the systems (23) and (24), respectively.
For small N , one could guess/conjecture the correct layout and solve one (or several) algebraic system(s).
For large N , however, such an approach is not feasible because of the exploding number of possible layouts.
4. Bivariate spline spaces and efficient integration in subdivision
The quadrature rules derived above are optimal in terms of the number of quadrature points, i.e., are
Gaussian. For example in the N = 3 case, only three nodes are needed. This is in contrast to traditional
per-element approaches where two nodes per element are required, and thus six nodes altogether. This then


















0 4 6 7 8 9
Figure 5: Tensor product Gaussian rule over 3 × 5 elements. The univariate cubic C2-continuous spline spaces contain eight
and six basis functions, respectively. The tensor product quadrature rule that exactly integrates this spline space requires only
12 quadrature points (blue dots) while the polynomial Gauss rule requires 36. The corresponding values of nodes and weights
are shown in Table 1.
the two spaces discussed above is used. The corresponding quadrature is then simply the tensor-product of
the two univariate quadratures and the savings in the number of nodes needed are even higher.
However, the situation is more complicated on subdivision control meshes; see Figure 6. At EVs, the
tensor-product structure is broken. Moreover, as explained in Section 2, one obtains infinitely many spline
rings defined over just as many rings of quads. And so compared to the univariate case, there arises
a question how to group quads into macro-elements (or strips) to take advantage of the smoothness of
subdivision splines in order to reduce the number of nodes needed while still guaranteeing exactness of
the rule. This is further complicated by the fact that different spline spaces (which are needed in various
applications) lead to different macro-elements.
It is the aim of this section to identify subdivision splines spaces that arise in IgA on subdivision surfaces
and to explore the space of possible macro-elements that lead to exact rules with a reduced number of nodes
when compared to per-element quadrature.
We primarily address quadrature on quads incident with EVs because these require special attention.
Regular quads with no incident EVs correspond to bicubic patches, as explained in Section 2.1, and can
thus be integrated as such.
Let d be the polynomial degree and c be the continuity of the original spline space. We denote by (d, c) the
degree-continuity pair that the spline space possesses. For example in the case of Catmull-Clark subdivision,
the underlying univariate space is encoded by (3, 2). In the tensor-product setting, this becomes (3, 2)×(3, 2).
This is then the space to be used when deriving a quadrature rule for the subdivision splines themselves.
However, in applications one typically needs to consider other spaces. For example, for area computations
one needs to integrate the product of first derivatives of subdivision splines, which we demonstrate in
Section 5. This then leads to the tensor-product space given by (5, 1) × (5, 1). This space and the spaces
for volume computation and solving the Laplace problem are summarised in Table 2. Other spaces can be
12
Figure 6: A 3-ring neighbourhood of an extraordinary vertex of valency 5 (marking of edges: original level is thick, after one
refinement thin, after two dashed, and after three refinement steps the new edges are dotted). For a C2 bicubic spline space,
the optimal quad-grouping in terms of quadrature points consists of five macro-elements (one shown in blue, left) positioned
cyclically around the EV. In order to give the macro-element a tensor-product structure, virtual knot-insertion is performed
(top left). Despite this redundancy, it is more economical in terms of quadrature nodes than using single-element integration
or strips of three quads (shown on the right); cf. Table 2.
derived similarly.
Having identified spline spaces of particular interest in IgA on subdivision surfaces, we now look at the
problem of grouping elements together to reduce the number of nodes needed. Our first observation is that
the structure of the control mesh at an EV of valency n possesses (topological) n-fold symmetry. This should
be reflected in the new rule. Additionally, we seek a rule that is independent of n. This suggests that quads
forming a spline ring should be grouped into n strips of three quads each; see Figure 6, right.
However, it turns out that in some cases, a better grouping strategy exists. The key observation here
is that we can group quads not only from one subdivision level, but from several levels at a time; see
Figure 6, left. As we show below, the optimal grouping for the (3, 2)× (3, 2) space is based on quads from
three consecutive subdivision levels. This leads to rectangular macro-elements composed of 3 by 5 quads.
Turning back to Section 3 and Figure 5, it follows that this macro-element requires only 12 nodes, while
integrating each of the involved quads separately needs 36, i.e., three times as many, nodes.
Table 2 lists the number of nodes in the case of Catmull-Clark subdivision for three particular applications
(area and volume computation, and the Laplace problem) using three integration strategies: per-element
integration (classical polynomial Gauss), strips, and macro-elements.
We have described on an example that the grouping of quads heavily influences the number of nodes
needed. We now proceed to a detailed exploration of the space of macro-elements and how they compare
in terms of required integration nodes, including higher-degree subdivision schemes. Note that strips are a
special case of macro-elements which group quads from one subdivision level only and thus always contain
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Application Spline space Gauss Strips Macro-elements (r = 3)
Subdivision spline (3, 2)× (3, 2) 2 ∗ 2 ∗ 9 = 36 2 ∗ 3 ∗ 3 = 18 3 ∗ 4 = 12
Area (5, 1)× (5, 1) 3 ∗ 3 ∗ 9 = 81 3 ∗ 7 ∗ 3 = 63 7 ∗ 11 = 77
Volume (8, 1)× (8, 1) 5 ∗ 5 ∗ 9 = 225 5 ∗ 12 ∗ 3 = 180 12 ∗ 19 = 228
Laplace (4, 1)× (6, 2) 3 ∗ 4 ∗ 9 = 108 3 ∗ 8 ∗ 3 = 72 6 ∗ 12 = 72
Table 2: The numbers of quadrature points for Catmull-Clark subdivision, i.e., the original tensor product spline space
(3, 2)× (3, 2). Three particular applications (rows) are compared based on using three quad-grouping strategies (columns). To
allow for a fair comparison, the number of nodes corresponds to integrating three rings at a time because the macro-elements
in this case span three rings.
only three quads.
Remark 3. The fact that strips (and also macro-elements) always have three quads in one of their directions
stems from the fact that we implicitly assume the considered subdivision schemes are binary. In case of
higher arity a, the number of quads in the same direction in a strip/macro-element is 2a−1. As subdivision
schemes with higher arities are very rare, we consider only a = 2, i.e., the binary case, in this paper.
4.1. Exploration of macro-elements
We now generalise the above ideas to arbitrary-degree subdivision surfaces [49] and explore that space
of macro-elements spanning r subdivision levels. These macro-elements are rectangular r × (r + 2) arrays
of quads. Since consecutive rings of quads do not share all knot-lines (see Figure 6), knot insertion (see
Figure 6, left) is needed to turn the collection of quads from r consecutive levels into a macro-element. On
the other hand, this knot insertion is only virtual and is never actually performed. Note that strips do not
require any (virtual) knot insertion since only one level is involved (see Figure 6, right).
The bivariate quadrature rule associated with a macro-element reads
ˆ
Ω









where mx and my are the numbers of nodes of the univariate Gaussian quadrature rules. An example of
such a rule for r = 3 with Ω = [0, 9]× [0, 7] is shown in Figure 5; the particular nodes and weights are listed
in Table 1.
As we are able to derive univariate Gaussian rules for spline spaces with non-uniform knot vectors
(Section 3), we can derive rules for macro-elements as well. At first sight it might appear that the situation
can only improve as r grows. However, the necessary virtual knot insertion (see Figure 6) partially negates
the advantage gained from using macro-elements over strips if r is sufficiently large, depending on the
underlying spline space.
We explore the space of macro-elements for three particular applications: area and volume computation,
and the Laplace problem. We assume the original spline space of degree d has the maximum possible
continuity, i.e., it is encoded by (d, d− 1). We compute the number of quadrature points needed to exactly
integrate the ‘application’ spline space. Recall that for the integration of a piecewise polynomial function of
degree d, traditional Gaussian quadrature needs dd+12 e nodes per element, while spline Gaussian rules for
c-continuous splines require asymptotically (for a large number of elements) only dd−c2 e nodes.
Figure 7 shows such an exploration for the area computation of a subdivision surface. The explored
variables are the polynomial degree d and the number of rings r in the macro-element. Three quadrature
schemes are compared: the classical (polynomial) per-element Gaussian quadrature, grouping into strips (of
size 1 × 3), and the grouping based on macro-elements of size r × (r + 2). For each grouping strategy, the
bivariate functions show the number of quadrature points needed to compute the area integrals over rings










Figure 7: Exploration of the number of quadrature nodes needed in area computation on subdivision surfaces of degree d
with various quad-grouping strategies. (a) In the d-direction, we explore the degree of the original spline space, while the
r-direction corresponds to the size of the macro-elements. The bivariate graphs (z-values) correspond to the total number of
quadrature points needed for exact integration over rings from r levels of subdivision at an EV, see (26). Three strategies
are shown: macro-elements (M), standard (polynomial) Gaussian quadrature (G), and segmentation into strips (S). (b) The
bottom view shows that, in general, the most economical segmentation is formed by strips. (c) A zoom-in to the region along
the d-axis, where, for higher polynomial degrees, the most economical integration is provided by macro-elements.
zSArea(d, r) = n · r · U(2d− 1, 3) · U(2d− 1, 1),
zMArea(d, r) = n · U(2d− 1, r) · U(2d− 1, r + 2),
zGArea(d, r) = 3 · n · r · d2,
(26)
where
U(d,N) = d(d+N)/2e (27)
is the number of univariate spline Gaussian quadrature points and N is the number of elements.
A similar exploration in the case of volume computations reveals that grouping to (3 × 1) strips is the
most economical strategy for Catmull-Clark subdivision. Other spaces and macro-elements can be explored
in a similar fashion.
For the Laplace problem, an analogous count to (26) gives the number of quadrature points as a function
of d and r needed for exact integration. However, we emphasise that the space for the Laplace problem is
not symmetric: the degree and continuity are different in different directions. This effectively means that
the number of needed quadrature nodes would be the sum of the two node counts for the different directions
in order to account for the asymmetry. To address this, we turn to the super-space containing the two
spaces as sub-spaces. In the case of Catmull-Clark subdivision and the Laplace problem, this results into
the (super-)space (6, 1)× (6, 1), which is symmetric. Continuing with our analysis based on this symmetric
space, the most economical numerical integration is revealed to be based on macro-elements with r = 2; see
the Appendix for the concrete values of the nodes and weights.
4.2. Tensor-product Gaussian rules for Catmull-Clark subdivision
The exploration of polynomial degrees and macro-elements has revealed the most economical quad-
grouping for each application. For Catmull-Clark subdivision, the integration of the original space is cheapest
by employing macro-elements with r = 3, while for area and volume computation the optimal grouping is
formed by strips. For the Laplace problem, the most economical grouping, however, consists of (2 × 4)
macro-elements (r = 2), which require 6 × 11 = 66 nodes, while per-element polynomial Gauss rules (for
bi-degree 6 polynomials) require 6× 16 = 96 nodes on the same macro-element; see Table 7 in Appendix.
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Table 3: Univariate Gaussian quadrature for a C1 quintic spline space, (d, c) = (5, 1), over N = 3 uniform elements.
This rule requires 2N + 1 Gaussian nodes and can be computed for arbitrary N using a recursive formula [5].









Table 3 summarises the nodes and weights of the univariate Gaussian rule for the C1 quintic space over
N = 3 uniform elements. This rule, combined with classical polynomial Gaussian rule for d = 5, forms the
bivariate tensor product rule that acts on strips in area computation of Catmull-Clark subdivision surfaces.
This most economical grouping strategy brings approximately a 22% reduction in the number of nodes when
compared to per-element integration (63 vs. 81, cf. Table 2) without affecting the exactness of the rule.
Tables with quadratures for other spaces arising in IgA on Catmull-Clark subdivision surfaces are included
in Appendix.
5. Examples
We now illustrate the effectiveness of several proposed quadrature schemes in the context of subdivision
surface area and volume computations, as well as isogeometric analysis on planar geometries. We imple-
mented a framework for subdivision surfaces in Matlab in order to compute the approximate integrals,
and, where possible, to validate our results against exact solutions that are computed using the geometric
series approach presented in Section 2.
We start by surface area and enclosed volume, and then move on to the more challenging Laplace and
Poisson PDEs.
5.1. Surface area
Given a planar Catmull-Clark subdivision surface S parameterised as in Section 2.1 (note that f3i (u, v) =
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∣∣∣∣∣ du dv, (28)

















It follows that A can be computed exactly using the geometric series approach. As the integrand is of


















Figure 8: Convergence plots (relative error in surface area A) comparing 3×3 Gauss-Legendre (blue) to the 3×7 strip approach
(orange) for two planar meshes.













V −1n . (31)
Recall that S(1)n + S(2)n + S(3)n is the (2n + 8) × (2n + 8) matrix of integrals of products of first order
partial derivatives of the eigenfunctions on Ω; see Section 2.5.
Once the exact surface area is computed, we can approximate the surface area using different quadrature
approaches and study their convergence behaviour. Below we compare the use of the 3× 3 Gauss-Legendre
scheme per subpatch to the 3× 7 strip per three subpatches as explained in Section 4. The example meshes
and resulting convergence behaviour are illustrated in Figure 8.
The first observation is that the 3× 3 Gauss-Legendre scheme and the 3× 7 Strip yield the same values
(up to machine precision, the highest difference we observed was in the order of 10−15) for the surface area
at a fixed level. Secondly, the strip approach clearly outperforms Gauss-Legendre as it uses fewer integration
points.
5.2. Volumes
Given a solid V with the (non-planar) boundary S being a Catmull-Clark subdivision surface param-



















∂v∣∣∣∂ ~fi∂u × ∂ ~fi∂v ∣∣∣ . (33)
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Figure 9: Convergence plots (relative error in volume V) comparing 5× 5 Gauss-Legendre (blue) to the 5× 13 strip approach
(orange) for the Tripod, TripleTorus and Spot (courtesy of Keenan Crane) meshes. Compare to Figure 8.
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1 dV , the value of this integral is in fact the volume V of our body V , which
can be computed exactly using the geometric series approach. As the integrand is of bidegree 8, a 5 × 5
Gauss-Legendre scheme is used on each subpatch.
As a benchmark, we use the Tripod mesh (see Figure 1). From [23] the volume of this mesh is known to
be V = 2.50400547615920543764371490988. Using our Matlab implementation, we obtained a volume of
V = 2.504005476159202, which is identical up to machine precision.










Figure 10: The patch test with known analytic solution. The approximate solution to Laplace’s problem (35) on a square
plate with Dirichlet boundary conditions on the x-aligned edges and Neumann conditions in the y-direction. The colour-coding
shows the difference between the exact solution (linear function) and the approximation (left). The L2 error as a function of
the number of quadrature points when refining the rings surrounding the EVs is shown (right). Right top: the two quadrature
schemes used: polynomial Gauss (blue) and spline Gaussian rule (orange); the radii of the dots reflect the weights.
the 5× 13 strip per three subpatches as explained in Section 4. Again, the strip approach outperforms the
Gauss-Legendre approach, albeit by a lower ratio than in the case of surface area.
5.3. Isogeometric analysis
We consider the Laplace and Poisson PDEs in an isogeometric context [15] and solve them on the two
planar meshes introduced in Section 5.1; see Fig. 8.
The exploration of macro-elements discussed in Section 4.1 reveals that the most economical grouping
for the Laplace problem consists of 2×4 quads. Moreover, in order to further reduce the number of function
evaluations, we consider a spline space that contains both (4, 1) and (6, 2), i.e., the (super-)space (6, 1). The
corresponding univariate spline Gaussian rules for the non-uniform spline spaces over 2 and 4 elements can
be found in Appendix, Table 7.
We compare two integration schemes: the standard polynomial tensor-product Gauss rule used per
element, as has so far been the case in the existing literature, and the spline Gaussian rule for the (6, 1)×(6, 1)
spline space over the 2 × 4 macro-element. While the classical approach uses 6 × 4 × 4 = 96 quadrature
points, the newly derived spline Gaussian rule requires only 6×11 = 66 quadrature points. Due to this fact,
our rules perform favourably in the error versus computational cost comparisons.
As a first example, we consider the Laplace problem with mixed boundary conditions on the unit square:
∆u = 0 on Ω = [0, 1]× [0, 1],
u = 0 on y = 0,
u = 1 on y = 1,
ux = 0 on x = 0 and x = 1
(35)
using a mesh containing EVs of valencies n = 3 and n = 5; see Fig. 8, left. The unique analytic solution is
linear, see Figure 10 left, which shows the resulting approximation colour-coded by the error to the exact
solution. As subdivision splines have linear precision [1] and are thus able to capture the solution exactly,
this simulation boils down to comparing the effectiveness of different quadrature schemes. Figure 10, right,
shows the L2 error between the approximate and exact solutions over Ω when using the two integration
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Figure 11: Approximation of the solution to Poisson’s PDE on a square plate with three vanishing Dirichlet boundary conditions,
and one vanishing Neumann condition (ux = 0) on x = 1. The colour shows the difference between the exact solution and
the approximation (left). The convergence behaviour for h-refinement is shown on the right, where h =
√
A/e with A = 1 the
surface area of the geometry and e the number of elements.
schemes described above. The total error is plotted as a function of the number of quadrature points needed
to integrate a neighbourhood of one EV. As expected, we observe a better error versus computational cost
behaviour using the spline Gaussian integration scheme.
We note that the challenge of integrating subdivision splines was identified e.g. in [45, Appendix C4].
With our new approach this issue is partially mitigated. However, it should be emphasised that it is not
only numerical quadrature that is to blame for numerical integration challenges when using subdivision.
The general reason for convergence issues when using Catmull-Clark splines in IgA are the derivatives of
the second and third eigenfunctions which are unbounded at EVs for valencies n > 4. As a result, the same
holds for certain derivatives of the subdivision splines [40], and therefore also for the Jacobian, which comes
into play in cases of non-trivial geometry maps.
As a second example, we consider Poisson’s problem −∆u = f on the unit square Ω with the same mesh
as above, and with
f = π2(5 cos(πx)− 4) sin(2πy),
vanishing Dirichlet boundary conditions along three boundary edges, and a vanishing Neumann boundary
condition along the x = 1 edge. The analytic solution of this problem is u = cos(πx) sin(2πy) − sin(2πy).
In this case, the exact solution does not lie in the space spanned by the subdivision splines. Our results are
displayed in Figure 11, showing the largest error around EVs with n > 4.
Finally, we solve the Laplace equation, using various mixed boundary conditions, on the square plate
with three holes; see Fig. 8, right. Two results are shown in Figure 12. In these cases, the analytic solutions
are unknown, and therefore we compute the Laplacian of the approximation (computed on the reference
element). The main approximation errors in these cases appear again around EVs (which is expected), but
also at the (interior) boundaries. Here, so-called phantom points [43] are used to define the elements on
the boundary, which effectively means that the space is locally spanned by only 12 instead of the usual
16 basis functions. While this behaviour can be improved by using full Bézier edge-conditions (see [29]
for a full treatment of end-conditions in the univariate case of subdivision based on polynomials) and also
by considering modified subdivision weights [54], these investigations fall beyond the scope of the present
paper, although our new approach to quadrature for subdivision splines still applies regardless of what









Figure 12: The Laplace equation solved on the square plate using the mesh with three holes from Fig. 8 right. Left: two
Dirichlet conditions were applied to the outline of two of the holes and zero Neumann conditions elsewhere. Right: zero
Dirichlet boundary conditions were applied on two sides of the plate and a non-zero value was set on one of the holes. The
colour represents the Laplacian of the approximation.
6. Conclusion
We have addressed the problem of quadrature for subdivision surfaces based on tensor-product poly-
nomials. We have shown that the naive per-element quadrature can be improved by considering various
groupings of quadrilateral elements while still preserving exactness of the integration. Building on existing
results on exact integration of subdivision splines, we have shown how to extend those results to multiple
products of (derivatives of) subdivision splines. This allowed us to validate our efficient quadrature rules on
several examples for which we could compute the area or volume exactly. The exact integration technique,
using the tensor approach, can also be used to compute the centre of mass and higher order moments of
volumes enclosed by subdivision surfaces.
On top of areas and volumes, we have demonstrated the effectiveness of our new quadrature rules in the
context of isogeometric analysis. Namely, we have solved the Laplace and Poisson problems on Catmull-Clark
subdivision surfaces defined over planar unstructured quadrilateral meshes.
We have focused on the case of Catmull-Clark subdivision, but our ideas extend also to higher degree
subdivision [49], non-uniform [10, 11] subdivision, and (truncated) hierarchical [3, 52, 53] variants. This
follows from the fact that all these schemes generate uniformly refined regions near extraordinary vertices.
The main focus of this paper is on extraordinary regions (light green in Figure 9). It remains an interesting
avenue for future research to employ optimal tensor-product quadrature on the remaining elements grouped
into rectangular regions such that the required number of nodes is reduced, or ideally minimised.
Additionally, our rules for macro-element integration may not be optimal. This stems from the fact that
the underlying spline space is not of a tensor-product nature (Figure 6, left). Instead, one could attempt
to design an optimal quadrature for the spline space defined on the underlying T-mesh. To the best of our
knowledge, there are no theoretical results on the existence and uniqueness of quadrature rules for such
non-tensor-product spline spaces.
Finally, it would be interesting to extend our ideas, both in the exact and numerical setting, to integration
of volumetric subdivision splines.
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[40] Ulrich Reif and Peter Schröder. Curvature integrability of subdivision surfaces. Advances in Computational Mathematics,
14(2):157–174, 2001.
[41] I. J. Schoenberg. Spline functions, convex curves and mechanical quadrature. Bulletin of the American Mathematical
Society, 64(6):352–357, 1958.
[42] Bernd Schwald. Exakte Volumenberechnung von durch Doo-Sabin-Flächen begrenzten Körpern. Diplomarbeit, Universität
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Appendix
Building on Section 4.2, we provide here further quadrature rules for IgA on Catmull-Clark subdivision
surfaces. Table 4 lists quadrature weights and nodes for volume computations of Catmull-Clark subdivision
surfaces. Since the space for volumes, encoded by (8, 1), is odd-dimensional, we derive the rules for the
super-space (9, 1); see Section 3.2. Tables 5 and 6 list the quadratures for the Laplace problem, and Table 7
lists the quadratures for the symmetric super-space (6, 1)× (6, 1) based on the Laplace problem in the case
of Catmull-Clark subdivision surfaces.
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Table 4: Univariate Gaussian quadrature rule for (9, 1) spline space over 3 uniform elements requires 13 nodes. As
the rule is symmetric on [0, 3], only a half of the nodes and weights are listed.









Table 5: A tensor-product Gaussian quadrature rule for the bivariate (4, 1) × (6, 2) spline space over a (2 × 4)
macro-element. The spline domain is [0, 3]× [0, 5] and the univariate Gauss and Gauss-Radau rules require 4 and
10 quadrature points, respectively. The univariate spline spaces are determined by the vectors of domain partition
p and knot multiplicities m.



















Table 6: A tensor-product Gaussian quadrature rule for the bivariate (4, 1) × (6, 2) spline space over a (4 × 2)
macro-element. The spline domain is [0, 5]× [0, 3] and the univariate Gauss and Gauss-Radau rules require 7 and
6 quadrature points, respectively. The univariate spline spaces are determined by the vectors of domain partition
p and knot multiplicities m.

















Table 7: A tensor-product Gaussian quadrature rule for the bivariate (6, 1) × (6, 1) spline space over a (4 × 2)
macro-element. The spline domain is [0, 3] × [0, 5] and the univariate Gauss rules require 6 and 11 quadrature
points, respectively. The univariate non-uniform spline spaces are determined by the vectors of domain partition
p and knot multiplicities m.








N = 4, p = (0, 2, 3, 4, 5), m = (7, 5, 5, 5, 7)
i τi ωi
1 0.18185290017891797150 0.45259280749113676534
2 0.84086288940035991270 0.79777568296969278972
3 1.62121562909000760386 0.68762477345815644137
4 2.15912602677494595113 0.43769372591712756838
5 2.60475816431512313246 0.44626288773165612947
6 2.99880804262144621298 0.35211507920734371708
7 3.38609997545107673461 0.43521953213902864887
8 3.81355819154319342282 0.38605131464693100757
9 4.16981064456985704150 0.36711516474717107854
10 4.57152802239185791389 0.40704416177654188371
11 4.90739232126353097188 0.23050486991521396993
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