We consider a family of compact manifolds which shrinks with respect to an appropriate parameter to a graph. The main result is that the spectrum of the Laplace-Beltrami operator converges to the spectrum of the (differential) Laplacian on the graph with Kirchhoff boundary conditions at the vertices. On the other hand, if the the shrinking at the vertex parts of the manifold is sufficiently slower comparing to that of the edge parts, the limiting spectrum corresponds to decoupled edges with Dirichlet boundary conditions at the endpoints. At the borderline between the two regimes we have a third possibility when the limiting spectrum can be described by a nontrivial coupling at the vertices.
Introduction
Graph models of quantum systems have a long history. Already half a century ago Ruedenberg and Scherr [RueS53] used this idea to calculate spectra of aromatic carbohydrate molecules, however, a real boom started from the late eighties when semiconductor graph-type structures became small and clean enough so that coherent effects in the corresponding quantum transport can play the dominating role. From the mathematical point of view these models were analyzed first thoroughly in [EŠ89] , for recent developments and bibliography see [KoS99] .
The free Hamiltonian of a graph model is the (differential) Laplacian on the graph. To define it properly one has to specify the boundary conditions which couple the wave functions at the vertices. They have to define a self-adjoint operator, however, this requirement itself does not specify the conditions uniquely: in a vertex joining n graph edges we have n 2 free parameters. A natural idea to remove this non-uniqueness is to regard the graph model as a limit case of a more realistic one with a unique Hamiltonian; an appropriate choice is a "thickened graph" composed of thin tubes which gives the original graph in the limit of a vanishing tube radius. Unfortunately, it is not easy to see what happens with spectral and/or scattering properties in such a limit. The spectral convergence when the "thick graph" is planar with Neumann boundary conditions has been solved recently by Kuchment-Zeng [KuZ01] , and Rubinstein-Schatzman [RubS01] ; Saito [Sa00] showed the convergence of the resolvent. Note that Colin de Verdière [CdV86] already established a similar result to prove that the first non-zero eigenvalue of a compact manifold of dimension greater than 2 can have arbitrary high (finite) multiplicity. The physically more interesting situation with Dirichlet boundary represents a longstanding open problem.
These two cases do not exhaust all possible ways in which a family of manifolds can approach a graph. One more choice are manifolds without a boundary of codimension one in R ν , ν ≥ 3, which encloses the graph like a system of "sleeves" 1 , with the limit consisting of the sleeve diameter shrinking. It is particularly interesting from the viewpoint of recent efforts to build circuits based on carbon nanotubes. Recall that recently discovered techniques -see, e.g., [AMSC01, PRL + 00, TBG + 02] -allow to fabricate branched nanotubes and thus in principle objects very similar to the mentioned "sleeved graphs".
In this paper we consider a more abstract setting of the problem which covers the "strip graphs" of [KuZ01, RubS01] and their generalizations to higher dimensions, as well as the "sleeved graphs" described above.
Let us briefly describe the structure of the paper. In Section 2 we define the Laplacian on a graph and give an abstract eigenvalue comparision tool (Lemma 2.1). In Section 3 we define the graph like manifolds associated to a graph. In Subsection 3.E we motivate the four different limiting procedures on the vertex neighbourhoods discussed in Sections 5 -8. In Section 4 we define the limit procedure of the edge neighbourhoods which remain the same in all cases. In the last section (Sec. 9 we give an application on the spectral convergence result in the case of periodic graphs.
Preliminaries

2.
A. Laplacian on a graph. Suppose M 0 is a finite connected graph with vertices v k , k ∈ K and edges e j , j ∈ J. Suppose furthermore that e j has length ℓ j > 0, i.e., e j ∼ = I j := [0, ℓ j ]. We clearly can make M 0 into a metric measure space with measure given by p j (x)dx on the edge e j where p j : I j −→ (0, ∞) is a smooth density function for each j ∈ J. We then have
We let H 1 (M 0 ) be the completion of Note that the weakly differentiable functions H 1 (I j ) on an interval are continuous, therefore H 1 (I j ) ⊂ C (I j ). Next we associate with the graph a positive quadratic form,
for all u ∈ H 1 (M 0 ). It allows us to define the (differential) Laplacian on the (weighted) graph M 0 as the unique self-adjoint and non-negative operator ∆ M 0 associated with the closed form u → u ′ 2 M 0 (see [K66, Chapter VI], [RS-1] or [Dav96] for details on quadratic forms). In other words, the operator and the quadratic form are related by
for u ∈ C 1 (M 0 ) belonging to the domain of ∆ M 0 . On the edge e j , the operator ∆ M 0 is given formally by
Note that the domain of ∆ M 0 consists of all functions u ∈ C (M 0 ) which are twice weakly differentiable on each edge. Furthermore, each function u satisfies (weighted) Kirchhoff boundary conditions 2 at each vertex v k , i.e., j, e j meets v k p j (v k )u ′ j (v k ) = 0 (2.3) for all k ∈ K where the derivative is taken on each edge in the direction away from the vertex. In particular, we assume Neumann boundary conditions at a vertex with only one edge emanating. 3 If we assume that p is continuous on M 0 , we can omit the factors p j (v k ) in (2.3). Note that different values of p j (v k ) for j can correspond in our limiting result to different radii of the thickened edges which are attached to a vertex neighbourhood (see (4.2) below). As we have mentioned in the introduction there are other self-adjoint operators which act according to (2.2) on the graph edges but satisfy different boundary conditions at the vertices -see [EŠ89, KoS99] for details. The corresponding quadratic forms differ from (2.1) by an extra term. In general there are many admissible boundary conditions; a graph vertex joining n edges gives rise to a family with n 2 real parameters. An example is represented by the so-called δ coupling for which the corresponding domain consists of all functions u ∈ C (M 0 ) which are twice weakly differentiable on each edge, and (2.3) is replaced by
is the common value of all the u j (v k ) at the vertex. One can ask naturally whether such graph Hamiltonians can be obtained from a family of graph-shaped manifolds. In Section 7 we will discuss a particular case of the limiting procedure leading to the spectrum which -although it does not correspond to a graph operator with the generalized boundary condition described above -is at least similar to that with a δ coupling. The difference is that in the boundary conditions (2.4) the coupling constant κ is replaced by a quantity dependent on the spectral parameter, the corresponding operator being defined not on L 2 (M 0 ) but on a slightly enlarged Hilbert space -cf. (7.1)-(7.4).
In Section 6 we obtain another limit operator due to a different limiting procedure. This operator is again no graph operator with boundary conditions as above, but decouples and the graph part corresponds to a fully decoupled operator with Dirichlet boundary conditons at each vertex.
The spectrum of ∆ M 0 is purely discrete. We denote the corresponding eigenvalues by λ k (∆ M 0 ) = λ k (M 0 ), k ∈ N, written in the ascending order and repeated according to multiplicity. With this eigenvalue ordering, we can employ the minmax principle (in the present form it can be found, e.g., in [Dav96] ): the k-th eigenvalue of ∆ M 0 is expressed as
where the infimum is taken over all k-dimensional subspaces L k of H 1 (M 0 ).
2.B. Comparison of eigenvalues.
Let us now formulate a simple consequence of the min-max principle which will be crucial for the proof of our main results. Suppose that H, H ′ are two separable Hilbert spaces with the norms · and · ′ . We need to compare eigenvalues λ k and λ ′ k of non-negative operators Q and Q ′ with purely discrete spectra defined via quadratic forms q and q ′ on D ⊂ H and D ′ ⊂ H. We set u 2 Q,n := u 2 + Q n/2 u 2 . Lemma 2.1. Suppose that Φ : D −→ D ′ is a linear map such that there exist constants n 1 , n 2 ≥ 0 and δ 1 , δ 2 ≥ 0 such that
for all u ∈ D and that D ⊂ dom Q max{n 1 ,n 2 }/2 . Then to each k there is a positive function η k given by (2.11) satisfying η k := η(λ k , δ 1 , δ 2 ) → 0 as δ 1 , δ 2 → 0, such that
. . , ϕ k be an orthonormal system of eigenvectors corresponding to the eigenvalues λ 1 , . . . , λ k . For u in the linear span E k of ϕ 1 , . . . , ϕ k , we have
where we have used (2.6) and (2.7) to get the first inequality and (2.8) to get the second one. From relation (2.6) we follow
and thus we can estimate the r.h.s. of (2.9) by
(2.11) provided 0 ≤ δ 1 < 1/(1 + λ n 1 k ). From (2.10) we also conclude that u = 0 holds if Φu ′ = 0, i.e., that Φ(E k ) is k-dimensional. From the min-max principle applied to the quadratic form q ′ we obtain
which is the desired result.
Graph-like manifolds
3.A. Laplacian on a manifold. Throughout this paper we study manifolds of dimension d ≥ 2. For a Riemannian manifold X (compact or not) without boundary we denote by L 2 (X) the usual L 2 -space of square integrable functions on X with respect to the volume measure dX on X. In a chart, the volume measure has the density (det G) 1/2 with respect to the Lebesgue measure, where det G is the determinant of the metric tensor G := (g ij ) in this chart. The norm of L 2 (X) will be denoted by · X . For u ∈ C ∞ c (X), the space of compactly supported smooth functions, we seť
Here the 1-form du denotes the exterior derivative of u whose squared norm in coordinates is given by
We denote the closure of the non-negative quadratic formq X by q X . Note that the domain dom q X of the closed quadratic form q X consists of functions in L 2 (X) such that the weak derivative du is also square integrable, i.e., q X (u) < ∞.
We define the Laplacian ∆ X (for a manifold without boundary) as the unique self-adjoint and non-negative operator associated with the closed quadratic form q X , i.e., the operator and the quadratic form are related by
Chapter VI], [RS-1] or [Dav96] ). Thus the Laplacian action on smooth functions u is given in a fixed chart by
If X is a compact manifold with piecewise smooth boundary ∂X = ∅ we can define the Laplacian with Neumann boundary condition via the closure q X of the quadratic formq X defined on C ∞ (X), the space of smooth functions with derivatives continuous up to the boundary of X. Note that the usual conditions on the normal derivative occurs only in the operator domain via the Gauss-Green formula. In a similar way other boundary conditions at ∂X may be introduced. The spectrum of ∆ X (with any boundary condition if ∂X = ∅) is purely discrete as long as X is compact and the boundary conditions are local. We denote the corresponding eigenvalues by λ k (∆ X ) = λ k (X), k ∈ N, written in increasing order and repeated according to multiplicity.
3.B. General estimates on manifolds. We will employ (partial) averaging processes on edge and vertex neighbourhoods which correspond to projection onto the lowest (transverse) mode. We start with such a general Poincaré-type estimate:
Lemma 3.1. Let X be a connected, compact manifold with smooth boundary ∂X. For u ∈ H 1 (X) define the constant function u 0 (x) := 1 vol X X u dX. Then we have u 0 2
Proof. The first inequality follows directly from Cauchy-Schwarz. For the second one, note that u − u 0 is orthogonal to the first eigenfunction of the Neumann Laplacian. By the min-max principle we obtain
for all δ > 0.
Next, we often need the following continuity of the map which restricts a function on X to the boundary ∂X. To this aim we use standard Sobolev embedding theorems:
Lemma 3.2. There exists a constant c 1 > 0 depending only on X and the metric g such that
Proof. See e.g. [Tay96, Ch. 4, Prop. 4.5 ]. An alternative proof similar to the proof of Lemma 6.7 exists, and follows easily from (6.20) together with a cut-off function.
3.C. Definition of the graph-like manifold. For each 0 < ε ≤ 1 we associate with the graph M 0 a compact and connected Riemannian manifold M ε of dimen- Figure 1 . The associated edge and vertex neighbourhoods with F = S 1 , i.e., U ε,j and V ε,k are 2-dimensional manifolds with boundary. sion d ≥ 2 equipped with a metric g ε to be specified below. We suppose that M ε is the union of compact subsets U ε,j and V ε,k such that the interiors of U ε,j and V ε,k are mutually disjoint for all possible combinations of j ∈ J and k ∈ K. We think of U ε,j as the thickened edge e j and of V ε,k as the thickened vertex v k (see Figures 1 and 2) . Note that the second picture describes the situation only rougly, since it assumes that M ε is embedded in R ν . More correctly, we should think of M ε as an abstract manifold obtained by identifying the appropriate boundary parts of U ε,j and V ε,k via the connection rules of the graph M 0 . This manifold Figure 2 . On the left, we have the graph M 0 , on the right, the associated graph-like manifold (in this case, F = S 1 and M ε is a 2-dimensional manifold).
need not to be embedded, but the situation when M ε is a submanifold of R ν (ν ≥ d) can be viewed also in this abstract context (see Remark 4.1).
As a matter of convenience we assume that U ε,j and V ε,k are independent of ε as manifolds, i.e., only their metric g ε depend on ε. This can be achieved in the following way: for the edge regions we assume that U ε,j is diffeomorphic to I j × F for all 0 < ε ≤ 1 where F denotes a compact and connected manifold (with or without a boundary) of dimension m := d − 1. For the vertex regions we assume that the manifold V ε,k is diffeomorphic to a ε-independent manifold V k for 0 < ε ≤ 1. Pulling back the metrics to the diffeomorphic manifold we may assume that the underlying differentiable manifold is independent of ε. Therefore, U ε,j = U j = I j × F and V ε,k = V k with an ε-depending metric g ε .
For further purposes, we need a decomposition of e j ∼ = I j into two halves. We reverse the orientation of one such half so that each half is directed away from its adjacent vertex and collect all halves I jk ending at the vertex v k , i.e., j ∈ J k , where
3) We denote U jk := I jk × F (and similar notation with subscript ε).
For further references, we denote the midpoint of the edge e j ∼ = I j by x * j and the endpoint of I j corresponding to the edge v k by x 0 jk , e.g., I jk = [x * j , x 0 jk ]. 3.D. Notation. In the sequel, we are going to suppress the edge and vertex subscripts j and k unless a misunderstanding may occur. Similarly we set, e.g., U := U 1 , in other words we omit the subscript ε if we only mean the underlying ε-independent manifold with metric g 1 , i.e., if we fix ε = 1.
3.E. Motivation for the different limit operators. Let us shortly motivate why the limit operator of ∆ Mε as ε → 0 should depend on the volume decay of the vertex neighbourhoods V ε,k in comparison with vol d−1 ∂V ε,k (or vol d U ε,j , which is of the same order when ε → 0 as we will see in Section 4). For simplicity, we assume that the radius of the transversal direction on the edge U ε,j is ε (i.e., p j ≡ 1). The assumptions on the edge neighbourhoods will be specified in the next section. We stress that our aim in this subsection is to present a heuristic idea, not a proof (for a suitable reasoning cf. [RueS53] or [Ku02] ).
Suppose ϕ = ϕ ε is an eigenfunction of ∆ Mε w.r.t the eigenvalue λ = λ ε . By the Gauss-Green formula, we have at the vertex
If the vertex volume vol d V ε decays faster then the boundary area vol d−1 ∂V ε only the boundary integral over ∂V ε survives in the limit ε → 0 and leads to
which is exactly the Kirchhoff boundary condition mentioned above in (2.3). This fast decaying vertex volume case will be treated in Section 5. If the vertex volume decays slower than vol d−1 ∂V ε , the integrals over V ε are dominant. In this case, vol V ε,k ≫ vol U ε,j and only slowly varying eigenfunctions on V ε,k lead to bounded eigenvalues λ = λ ε . Since vol V ε,k ≫ vol U ε,j , normalized eigenfunctions are nearly vanishing on V ε,k viewed from the scale on U ε,j . This roughly explains, why we end up in a decoupled operator with Dirichlet boundary conditions on M 0 plus extra zero eigenmodes at the vertices (the zero eigenmodes also survive the limit ε → 0). This slow decaying vertex volume case will be shortly be discussed in Section 6.
In the borderline case when vol d V ε ≈ vol d−1 ∂V ε , we also expect the eigenfunctions to vary slowly on V ε,k (since vol d V ε,k → 0), so the integral over dϕ, du should tend to 0, and in the limit
This borderline case will be treated in Section 7.
If vol V ε,k does not tend to 0, i.e., when V ε,k tends to a compact d-dimensional manifold V 0,k without boundary (and not to a point as in the cases above), we still expect a decoupled operator with Dirichlet boundary conditions on the edges by the same arguments as in the slow decaying case. In addition, not only the lowest eigenmode of V ε,k but all eigenmodes survive, i.e., the limit operator should consist of the direct sum of all Dirichlet Laplacians on the edges plus the Laplacians on V 0,k , k ∈ K. This non-decaying vertex volume case will be treated in Section 8.
It needs an extra effort to prove rigorously the conclusions of the above reasoning; recall that we have assumed e.g. that λ ε → λ 0 (which we want to show in this paper) and ϕ ε ∞ , dϕ ε ∞ ≤ c which is in general not true for normalized (L 2 -)eigenfunctions since vol M ε → 0 as ε → 0.
Edge neighbourhoods
4.A.
Definition of the thickened edges. Suppose that U = I ×F with metric g ε , where I corresponds to some (part of an) edge and F denotes (as before) a compact and connected Riemannian manifold of dimension m = d−1 with metric h. Without loss of generality we may assume that vol F = 1. We define another metricg ε on U ε bỹ
where r j (x) := (p j (x)) 1/m (4.2) defines a smooth function (specifying the radius of the fibre {x} × F at the point x), where p j is the density function on the edge e j introduced in Section 2.
We denote by G ε andG ε the d × d-matrices associated to the metrics g ε and g ε with respect to the coordinates (x, y) (here y stands for suitable coordinates on F ) and assume that the two metrics coincide up to an error term as ε → 0, more specifically
. uniformly on U. To summarize, we assume that the metric g ε is equal to the product metricg ε up to error terms.
Remark 4.1. This is a central assumption in our construction which describes how in fact the family of manifolds shrinks to the graph M 0 . One of the reasons why we introduce a pair of metrics is the following. While our construction uses intrinsic metric properties of the manifolds only, we want it to be applicable to manifolds embedded into some Euclidean space (e.g. in R d+1 if F = S 1 ). This is impossible if the cylindrical sleeves have the same length as the underlying graph edges, but it can be achieved with the length modified by a factor of o(1). It will be one of our aims to show that within the prescribed error margin such a "practically important" metric yields the same result as the product metric which is easier to handle.
In the next two examples we illustrate that a suitable smooth ε-neighbourhood of an embedded graph in R ν (ν ≥ d) as well as an embedded curved edge is covered by the above abtract setting of a pure product metric and an "almost" product metric.
Example 4.2. Embedded graphs. If we set ν = d = 2 and F = [−1, 1] (or more generally ν = d ≥ 2, F := { x ∈ R m | |x| ≤ 1 }) and if M ε is a suitable ε-neighbourhood of M 0 , we recover the situation treated in [KuZ01] .
Note that the error term o(1) in the first component in (4.3) allows us to start with a graph M 0 embedded in some Euclidean space R ν as we have already mentioned in Remark 4.1. The edge neighbourhoods U ε,j of the embedded manifold M ε have a length smaller than the length of the corresponding edge, with the error term o(1). By a simple transformation of the variable x we return to our setting with a fixed length of U j = I j × F .
Example 4.3. Curved edges and variable transversal radius. Suppose U ε is the ε-neighbourhood of a smooth curve γ = γ j : I j −→ R d parametrized by arc-length. If, e.g., ν = d = 2 and F = [−1, 1] a chart is given by
i.e., we thicken the curve γ in its normal direction n(x) at the point γ(x) by the factor εr(x) = εr j (x). The corresponding metric in (x, y)-coordinates is given by
where κ :=γ 1γ2 −γ 2γ2 is the curvature of the generating curve γ. Therefore, the error term o(1) comes from the curvature of the embedded curve γ whereas the off-diagonal error terms come from the variable radius of the transversal direction (note thatṙ = 0 if r(x) is constant). Furthermore, the metric density satisfies
We give a general treatment in the next lemma.
4.B.
Estimates on the thickened edges. Following the philosophy explained in Remark 4.1, we start with pointwise estimates where we compare the product metricg ε with the original metric g ε . Note that the assumption (4.3), while fully sufficient for our purposes, is optimal in a sense, i.e., that the following lemma ceases to be valid if we weaken its hypothesis even slightly.
Lemma 4.4. Suppose that g ε ,g ε are given as in (4.1) and (4.3), then
where d x and d F are the (exterior) derivative with respect to x ∈ I and y ∈ F , respectively. All the estimates are uniform in (x, y) as ε → 0.
Proof. The first equation follows from
For the second one, we consider the upper left component of
.
Inequality (4.6) is equivalent to
in the sense of quadratic forms. This will be true if we show that
However,
and the eigenvalues of the last matrix are of order o(ε), so
for some constant c > 0, and therefore it is sufficient to choose δ < c −1 . In the same way, inequality (4.7) is equivalent to
We are looking for δ = δ(ε) which tends to zero as ε → 0 such that
However, as before we have
4.C. Notation. The tilde in a symbol refers always to the product metricg ε . We denote, e.g., byŨ ε the manifold U ε with metricg ε and (abusing the notation a little bit) employ the symbol U ε for the manifold U ε with the metric g ε . As a motivation for the above choice of the metrics, let us calculate the norm of u ∈ L 2 (Ũ ε ) for a function u which is independent of the second argument y ∈ F , i.e. u(x, y) = u(x). This yields
(4.8) 4.D. Transversal averaging. We will employ averaging processes on edge neighbourhoods U ε = U ε,j which correspond to projection onto the lowest transverse mode:
Note that Nu(x) is well defined for u ∈ H 1 (U ε ), and moreover,
in view of eqs. (4.8), (4.4), and the Cauchy-Schwarz inequality.
In the following two lemmas we compare a function u and its derivative du with the normal averages Nu and d x Nu, respectively. Note that for the next lemma, (4.10) is not enough; we also need the opposite inequality:
Next we integrate over I j and obtain
using estimate (4.7). We put δ := o(ε) and apply (4.4) to obtain the result for the manifold U ε,j .
Lemma 4.6. For any u ∈ H 1 (U ε ) we have
Proof.
Uε holds in view of estimate (4.10) and (4.6).
Next we need a pointwise estimate on the behaviour of Nu at the boundary.
Lemma 4.7. We have
by Lemma 3.2 with X = U, (4.6) and (4.4).
Fast decaying vertex volume
5.
A. Definition of the thickened vertices. Remember that V ε,k = V k as manifold, whereas g ε denotes the ε-depending metric on V ε,k . Let g := g 1 , then we assume that
notice that α ≤ 1 is needed for (5.1) to make sense with 0 < ε ≤ 1. Thus the edge and vertex parts of the manifold need not shrink at the same rate but the vertex shrinking should not be too slower than that of the edges. This hypothesis expressed by (5.1) plays a central role here; other shrinking regimes will be discussed in the following sections.
Note that the manifold V ε,k shrinks at most as ε (in each direction) by the lower bound in (5.1). This ensures that a global smooth metric g ε exists on M ε with the requirements on U ε,j and V ε,k . Therefore, we do not need an intermediate part (called bottle neck ) between the edge and vertex neighbourhoods interpolating between the different scalings as in Sections 6 and 7 (see also Remark 5.11).
We easily obtain the following global estimates:
Proof. Using assumption (5.1) we obtain
Convergence of the spectra. The limit operator will concentrate only on the edge part in this case, therefore we define
i.e., the limit operator Q 0 is ∆ M 0 (see Def. (2.2)). With the above preliminaries we can finally formulate the main result of this section:
Recall that the eigenvalues λ k (M ε ) are by assumption ordered in the ascending order, multiplicity taken into account, so the label of a particular eigenvalue curve may change as ε moves. The spectrum of the manifold is in general richer than that of the graph and a part of the eigenvalues escapes to +∞ as ε → 0; the proof presented below shows that this happens, roughly speaking, for all states with the transverse part of the eigenfunction orthogonal to the ground state. Our aim is to find a two sided estimate on each eigenvalue λ k (M ε ) by means of λ k (M 0 ) with an error which is o(1) w.r.t. the parameter ε.
C. An upper bound. The mentioned upper eigenvalue estimate now reads as follows:
To prove it, we define the transition operator by
for any u ∈ H 1 (M 0 ). Theorem 5.3 is then implied by Lemma 2.1 in combination with the following result.
Lemma 5.4. We have Φ ε u ∈ H 1 (M ε ), i.e., Φ ε maps the quadratic form domain of the Laplacian on the graph into the quadratic form domain of the Laplacian on the manifold. Furthermore, for u ∈ H 1 (M 0 ) we have
Proof. The first assertion is true since Φ ε u is constant on each thickened vertex V ε,k and continuous on ∂V ε,k . Clearly, Φ ε u is weakly differentiable on each thickened edge U ε,j . Moreover, we have
where we have neglected the contribution to the norm of Φ ε u from the vertex parts of M ε and employed eqs. (4.4) and (4.8). The second relation follows from
in the same way as above and with (4.5); recall that Φ ε u is constant on V ε,k and independent of y ∈ F on U ε,j .
Note that to get the upper bound we did not use any estimate for the metric on the vertex neighbourhoods V ε,k .
5.D.
A lower bound. The opposite estimate is more difficult. Here, we will also employ averaging processes on the vertex neigbourhoods V ε,k which correspond to projection onto the lowest (constant) mode:
Recall that V = V k denotes the manifold V k with the metric g = g 1 (see Remark 5.7 for the reason why we use V k instead of V ε,k ).
Lemma 5.5. The inequality
holds by Lemma 3.2 and Lemma 3.1 with X = V k and metric g = g 1 , and Lemma 5.1.
Lemma 5.6. We have
Proof. Using again Lemmas 3.1 and 5.1 we infer
Notice that β > 0 is equivalent to α > d/(d+2) and the last inequality is satisfied due to (5.2) and the fact that d ≥ 2 holds by assumption.
Remark 5.7. For Lemma 5.6, the "natural" averaging C ε u := Vε u dV ε would yield the same result whereas Lemma 5.5 leads to the estimate O(ε β−d ) which is worse since 2α > β.
We conclude that in the fast decaying case the edge neighbourhoods lead to no spectral contribution in the limit ε → 0:
Corollary 5.8. The inequality
Proof. We start from the telescopic estimate
where we have used Lemmas 5.6, 5.5, and 4.7, and furthermore the inequality where ℓ(I j ) denotes the length of the edge e j ∼ = I j . Furthermore, x 0 = x 0 jk ∈ ∂I j is the edge point which can be identified with the vertex v k . Recall that I jk denotes the (closed) half of the interval I j ∼ = e j adjacent with the vertex v k and directed away from v k .
Proof. The first assertion follows from (Ψ ε u) j (x 0 jk ) = C k u. Furthermore, we have
where we have used the inequality
The last term in the sum can be estimated by O(ε m )δ −1 |Cu−Nu(x 0 )| 2 . Applying Lemma 5.5 we arrive at the bound by O(ε m+2α−d )δ −1 ( u 2 Mε + du 2 Mε ). Note that m + 2α − d = 2α − 1 > 0 since α > 1/2. Set δ := ε (2α−1)/2 . The remaining terms can be estimated by Corollary 5.8, Lemma 4.5, and estimate (4.10).
The second inequality can be proven in the same way, namely
with δ := ε (2α−1)/2 . Since the norm involving ρ ′ is a fixed constant, the result follows from Lemma 4.6 and Lemma 5.5.
Using Lemma 5.9 we arrive at the sought lower bound. Note that the error term η k in (2.11) can be estimated by some ε-independent quantity because λ k = λ k (M ε ) ≤ c k by the upper bound given in Theorem 5.3.
Theorem 5.10. We have λ k (M 0 ) ≤ λ k (M ε ) + o(1).
Theorem 5.2 now follows easily by combining the last result with Theorem 5.3.
Remark 5.11. If we allow a maximal shrinking factor α ′′ > 1 in (5.1), i.e., c − ε 2α ′′ g ≤ g ε ≤ c + ε 2α g we would have to introduce the bottle necks already in this section and we would need
the second inequality is due to Lemma 5.5 since we would need m+(2α−α ′′ d) > 0 in the proof of Lemma 5.9. We have omitted this general setting to keep the previous section simple.
Slowly decaying vertex volume
If the volume of the vertex region decays significantly slower than the volume of the edge neighbourhoods, the limit operator is different. At the ends of the edges we have Dirichlet boundary conditions, whereas for each vertex v k , k ∈ K, we obtain an additional eigenmode. In other words, we add a point measure at each vertex to the given measure on the graph M 0 ; the corresponding Hilbert space and quadratic form (domain) is therefore given by
and u k ∈ C. We sometimes omit the indices and simply write u instead of u j . Note that the point contributions u k do not occur in the quadratic form, i.e., the additional eigenmodes have zero energy. Furthermore, the associated operator
corresponds to a fully decoupled graph, i.e., a collection of independent edges, and its spectrum consists of all Dirichlet eigenvalues of the intervals I j and 0.
Here, 0 corresponds to the zero operator on C K . In order to define assumptions such that a smooth metric g ε exists globally with different length scalings on the vertex and edge neighbourhoods, we need to introduce some additional notation (see Figure 3 ): let V − k be a closed submanifold of V k of the same dimension with a positive distance from all adjacent edge neighbourhoods U jk , j ∈ J k . Furthermore, we assume that the cylindrical structure of the half vertex neighbourhood U jk extends to the component of
k is diffeomorphic to the disjoint union of cylinders [0, 1] × F . We denote the extended cylinder containing U jk together with the corresponding cylindrical end (the bottle neck ) of V k by U + jk = I + jk × F and the bottle neck alone by A jk = I 0 jk × F . Note that A jk = U + jk ∩ V k and that I + jk = I j ∪ I 0 jk . Again, we use the subscript ε to indicate the corresponding Riemannian manifold with metric g ε . 6.A. Assumption on the smaller vertex neighbourhood. We first fix the scaling behaviour on the smaller vertex neighbourhood V − k . Here, we assume that
2) (for the notation see (5.1)) where
i.e., V − ε,k scales at most as ε α in each direction and at least as ε α ′ where d d + 2 α < α ′ ≤ α, (6.4) e.g., a homogenious scaling (α ′ = α) would do. Note that α ′ ≤ α is necessary in order that (6.2) makes sense whereas αd/(d + 2) < α ′ ensures that the second Neumann eigenvalue of V − ε tends to ∞ as we will need in Lemma 6.5. 6.B. Assumptions on the bottle neck. Roughly speaking, we have to avoid that the bottle neck has more than a single neck separating V ε,k in more than one part as ε → 0. In that case more than one zero eigenmode occur in the limit. Such a counterexample will be given in Remark 6.12. We use the same notation as in Section 4 for the metric g ε on the bottle neck A = A jk and set g ε := a 2 ε (x)dx 2 + r 2 ε (x)h(y), (x, y) ∈ A = I 0 × F (6.5) for the (pure) product metric on A. Here, a ε = a ε,jk and r ε = r ε,jk are strictly positive smooth functions. Note that r ε defines the radius of the fibre {x} × F at the point x. Again, we denote by G ε andG ε the d × d-matrices associated to the metrics g ε andg ε with respect to the coordinates (x, y) ∈ I 0 × F ) and assume that the two metrics coincide up to an error term as ε → 0, more specifically
uniformly on A.
We prove the following lemma in the same way as Lemma 4.4:
Lemma 6.1. Suppose that g ε ,g ε are given as above then
where d x denotes the partial derivative with respect to x.
To make a smooth junction between the metrics on U j and V − k possible, we assume that
x 0 ] and r − := r j (x 0 ) (the radius of the fibre at x 0 , see also equation (4.1)). Furthermore, we assume that
(6.10) for some constant r + ≥ r − , where δ 0 = ε α and δ + = ε (1−α)m = ε α ε m−αd . These Figure 4 . The functions a ε and r ε in its allowed area (in grey). assumptions are needed in Lemma 6.7, e.g. to assure that the eigenfunctions of M ε do not concentrate on A ε,jk (i.e., (6.18) holds). 6.C. Convergence of the spectra. With the above prerequisites we can finally formulate the main result of this section: Theorem 6.2. Under the stated assumptions λ k (M ε ) → λ k (Q 0 ) as ε → 0. More precisely, the first |K| eigenvalues tend to 0, while the remaining bounded eigenvalue branches tend to Dirichlet eigenvalues of the intervals I j , i.e.,
where λ D n (
• j∈J I j ) denotes the Dirichlet eigenvalues λ D l (∆ I j ) of the operators on I j (j ∈ J) defined as in (2.2), reordered with respect to multiplicity. In particular, if the length of all the edges I j is ℓ and p j (x) = 1 for all j, we have
Again, our aim is to find a two sided estimate on each eigenvalue λ k (M ε ) by means of λ k (Q 0 ) with an error which is o(1) w.r.t. the parameter ε.
6.D. An upper bound. The following upper eigenvalue estimate is slightly more difficult to show than in the previous section:
for any u ∈ D 0 , where ρ is a smooth function as in (5.11) and x 0 = x 0 jk denotes the endpoint of the half-edge I jk corresponding to the vertex v k . Theorem 6.3 is then implied by Lemma 2.1 in combination with the following result. Lemma 6.4. We have Φ ε u ∈ H 1 (M ε ), i.e., Φ ε maps the quadratic form domain D 0 into the quadratic form domain of the Laplacian on the manifold. Furthermore,
Proof. Since u j ↾ ∂I j = 0, the function Φ ε u agrees on ∂V ε,k for both definitions. Clearly, Φ ε u is weakly differentiable on each thickened edge U ε,j . Moreover, we have
where we have used equation (4.4) and that V − ε,k ⊂ V ε,k . Note that the latter sum in the last line is equal to 0. To estimate the remaining sum, remember that Φ ε u is independent of y on U ε,jk . Therefore we can apply equation (4.8), and inequality (5.14) with δ := ε (m−αd)/2 yields the upper estimate
In the last inequality, we have used the estimate (vol V − ε,k ) −1 ≤ O(ε −αd ) which follows from the lower bound of (6.2). Note that δ = o(1) by assumption (6.3). The second relation follows from
≤ o(1) u 2 H 0 + q 0 (u) in the same way as above together with (4.5) for the second equality and (5.15) in the last line; recall that Φ ε u is constant on V ε,k .
Note that we need a counterpart to u 2 V ε,k on the limit problem Hilbert space H 0 . In the case of a fast decaying vertex volume in the previous section, the correponding norm vanished (see Corollary 5.8), but here we need the additional subspace C K in H 0 coming from extra point measures at the vertices. Furthermore, note that the upper bound estimate on λ k (M ε ) already proven in Lemma 5.4 remains valid in this setting, but it is too rough for the present purpose.
6.E. A lower bound. Again, the opposite estimate is more difficult. We will employ averaging processes also on the vertex neigbourhoods; this time with the ε-scaled manifold V − ε,k :
In the first lemma, we prove an estimate similar to the one in Lemma 5.6. Note that C − ε u ≤ u by Cauchy-Schwarz, but we need the opposite inequality. Lemma 6.5. For any
The next three results are valid independently of the assumptions on α given in (6.3) and (6.4). We will need these results also for the borderline case α = (d − 1)/d in the next section.
We need an estimate on the average |Nu(x 0 )| 2 . Since on the bottle neck A ε,jk , the estimates are quite delicate, we first prove the result for |Nu(x + )| 2 (i.e., on ∂V − ε,k where the scaling of the metric is of the right order. The error is controlled by (6.17). Note that this estimate is a counterpart to the estimate in Lemma 4.7 where we extended the function to the edge neighbourhood U ε,j (useful in the case of fast decaying vertex volume, αd − m > 0). This is not possible here, since αd − m < 0. Therefore, we extend the function to the vertex neighbourhood V − ε,k . Lemma 6.6. The inequality
by Lemma 3.2 with X = V − and the lower bound in assumption (6.3).
The next lemma is the key ingredient in dealing with the bottle neck. Here, we prove two Poincaré-like estimates. Since we want to avoid a cut-off function (leading to divergent terms when being differentiated) we only prove an estimate on the difference and not on Nu(x 0 ) itself in (6.17). For the same reason, an integral over F remains in (6.18). Note that I + ε (x 0 ) = vol A ε . Lemma 6.7. There is a constant C > 0 such that
Furthermore, under the assumption (6.10), we have
Proof. For a smooth function u we have
For the first assertion, we set x = x 0 , foremost integrate over y ∈ F and then apply Cauchy-Schwarz
The first integrand over x ′ can be estimated by Ca ε (x ′ )r −m ε applying (6.7). Therefore, the first integral is smaller than CI − ε (x 0 ). The second integral together with the integral over F can be estimated by O(1) du 2 Aε applying (6.9). For the second assertion, we first apply Cauchy-Schwarz (and (5.15) with δ = 1) to (6.19) and than integrate over y ∈ F to obtain
The first integral over x ′ can be estimated as before by CI − ε (x). Finally, multiplying with a ε (x)r m ε (x) and integrating over x ∈ I 0 yields
Applying (6.7) once more we obtain the desired estimate over A ε instead ofÃ ε (note that 2/(1 + o(1)) ≤ 4 provided ε is small enough). The general case of non-smooth functions can easily shown with approximation arguments. The integral estimates follow from
). The following corollary is again independent of the assumption we made about α in (6.3) and (6.4), in particular, it is also valid in the setting of the borderline case of Section 7.
Proof. We only have to put together (6.18) and Lemma 6.6.
We now formulate a consequence of the preceding lemmas under the assumption (6.3). Corollary 6.9. Suppose 0 < α < m/d = (d − 1)/d. Then we have
Proof. Applying (5.14) with δ = 1/2 to (6.17) we obtain
The second term is of order O(ε −αd ) by Lemma 6.6 and therefore also of order o(ε −m ) by the assumption on α.
In this section, we define the transition operator by
where ρ is a smooth function as in (5.11) and x 0 = x 0 jk denotes the endpoint of the half-edge I jk corresponding to the vertex v k . Lemma 6.10. We have Ψ ε u ∈ D 0 if u ∈ H 1 (M ε ). Furthermore,
Proof. The first assertion follows from the fact that (Ψ ε u) j (x 0 ) = 0. Furthermore, we have
The first difference is of the desired form by Lemma 6.5. Furthermore, the integral over the "bottle necks" A ε,jk can be estimated in the needed way by Corollary 6.8. Applying (5.14) to the remaining difference in the last sum we obtain the upper estimate by
For the first two terms we obtain the sought bound by virtue of Lemma 4.5 and (4.10); for the remaining term one has to apply Corollary 6.9. The second inequality can be proven in the same way, namely
We omit the norm contribution from V − ε,k and estimate the remaining difference with (5.15) and obtain (up to the summation)
For the first difference we obtain the needed estimate by virtue of Lemma 4.6. An upper bound for the remaining term is of the same form as before.
Using Lemma 6.10 we arrive at the sought lower bound. Note that the error term η k in (2.11) can be estimated by some ε-independent quantity because λ k = λ k (M ε ) ≤ c k by Theorem 6.3. Theorem 6.11. We have λ k (Q 0 ) ≤ λ k (M ε ) + o(1). Theorem 6.2 now follows easily by combining the last result with Theorem 6.3. Remark 6.12. Without assumption (6.10) on the metric on the bottle neck A jk , the second Neumann eigenvalue of V ε,k could tend to 0 (and not to ∞, as required in the proof of Lemma 6.5), for example, if V ε,k separates into more than one part as ε → 0 (i.e., V ε,k has an additional "throat").
7. The borderline case 7.A. Definition of the thickened vertices. If the volume of the vertex region decays at the same rate as the volume of the edge neighbourhoods, the limit operator acts again in the extended Hilbert space introduced in the previous section but it is not decoupled anymore. Thus it is not supported by the graph alone, in particular, it is not the Hamiltonian with the boundary conditions (2.4).
We start with the definition of the limit operator. The corresponding Hilbert space and quadratic form are given by
where the form domain D 0 of q 0 is given by those functions u = ((u j ) j∈J , (u k ) k∈K ) such that
for all j ∈ J k and k ∈ K, i.e., values of the functions at the edge endpoints v k ≡ x 0 jk are now coupled with the additional wave function components; recall that V − k denotes the manifold V − ε,k with ε = 1. The corresponding operator Q 0 is given by
it depends parametrically on vol(V − k ) but we refrain from marking this fact explicitly. Again, this operator has a purely discrete spectrum provided the graph M 0 is finite.
As we have said, Q 0 is not a graph operator with the conditions (2.4). Nevertheless, there is a similarity between the two noticed by Kuchment and Zeng in [KuZ03] . To solve the spectral problem Q 0 u = λu one has to find (u j ) j∈J such that −(p j u ′ j ) ′ /p j = λu j and at the vertices the functions satisfy the conditions
This looks like (2.4), the difference is that the coefficient at the right-hand side is not a constant but a multiple of the spectral parameter; in physical terms one may say that the coupling strength at a vertex is proportional to the energy. After this digression let us return to the limiting properties. We adopt again the assumption (6.10) in this section. Instead of (6.2) we suppose now that on the vertex neighbourhood the metric satisfies the relation
which corresponds to the above mentioned equal decay rate for the volume of the edge and vertex neighbourhoods. In particular, we have
k as in Lemmas 4.4 and 5.1. 7.B. Convergence of the spectra. With the above prerequisites we can finally formulate the main result of this section:
To prove it, our aim is again to find a two sided estimate on each eigenvalue λ k (M ε ) by means of λ k (Q 0 ) with an error which is o(1) w.r.t. the parameter ε.
7.C. An upper bound. Again, we first show the easier upper eigenvalue estimate:
We define the transition operator by
for any u ∈ D 0 , where ρ is a smooth function as in (5.11) and x 0 = x 0 jk denotes the endpoint of the half-edge I jk away from the vertex v k . Theorem 7.2 is then implied by Lemma 2.1 in combination with the following result.
Lemma 7.3. We have Φ ε u ∈ H 1 (M ε ), i.e., Φ ε maps the quadratic form domain D 0 into the quadratic form domain of the Laplacian on the manifold. Furthermore,
Proof. The argument is analogous to the proof of Lemma 6.4. The only difference is that we need the following estimate
The last difference is of order o(1) by (7.8).
7.D.
A lower bound. The estimate on λ k (M ε ) from below can be found in analogy with the slow-decay case in Section 6. Furthermore, we need the following averaging operator
Since we have an exact scaling of the metric of order ε α by (7.6), we also could use the ε-depending manifold V − ε,k here (cf. also Remark 5.7).
Proof. We have
The first difference can be estimated in the same way as Lemma 5.5 (replacing V k by V − k and using estimate (7.7), i.e., we arrive at
recall that now we have αd = m. For the second difference, use (6.17).
Proof. The proof is similar to the proof of Lemma 6.5: inequality (3.2) together with (7.7) and Lemma 3.1 for X = V − implies
Applying (7.8) and (7.7) once more, the result follows setting δ = ε α . Now we define the transition operator by
where ρ is a smooth function as in (5.11) and x 0 = x 0 jk denotes the endpoint of the half-edge I jk corresponding to the vertex v k .
for all u ∈ H 1 (M ε ).
Proof. The arguments are the same as in the proof of Lemma 6.10. For the vertex contribution, we need the estimate
The first difference can be treated with Lemma 7.5 and leads to an error term O(ε α ). The second term is of order o(1) u 2 V − ε,k by (7.7), (7.8) and Cauchy-Schwarz. Furthermore, Corollary 6.8 is also true in this setting (independent on the particular α). We also need Lemma 7.4.
Using Lemma 7.6 we arrive at the sought lower bound. Again, the error term η k in (2.11) can be estimated by some ε-independent quantity because λ k = λ k (M ε ) ≤ c k by Theorem 7.2.
Theorem 7.1 now follows easily by combining the last result with Theorem 7.2.
Non-decaying vertex volume
In this section, we treat the case when the vertex volume does not tend to 0. In some sense, this case corresponds to α = 0 in the previous notation but we need more assumptions to precise the convergence of the manifold V ε,k to a manifold V 0,k as ε → 0. We cite only the result here since it has already been presented in [P03] or with a more detailed proof in [P00] . A related result corresponding to the embedded case (see Example 4.2) as in [KuZ01] was proven by Jimbo and Morita in [JM92] or for manifolds (with non-smooth junctions between edge and vertex neighbourhoods) by Anné and Colbois in [AC95] .
In this section, we assume that the transversal direction is a sphere, i.e., F = S m . Let V 0,k be a compact d-dimensional manifold without boundary for k ∈ K. To each edge j ∈ J k eminating from the vertex v k , we associate a point x 0 jk ∈ V 0,k such that x 0 jk (j ∈ J k ) are mutually distinct points with lower bound 2ε 0 > 0 on their distance to each other. We assume for simplicity that the metric at x 0 = x 0 jk is locally flat within a distance ε 0 from x 0 (the general case can be found in [P03] ). Then the metric in polar coordinates (x, y) ∈ (0, ε 0 ) × S m looks locally like g = dx 2 + x 2 h y where h y is the standard metric on S m . Modifying the factor before h y , we define a new metric by g ε = dx 2 + r 2 ε (x) h y with a smooth monotone function r ε : (0, ε 0 ) −→ (0, ∞) such that r ε (x) = ε for 0 < x < ε/2 x for 2ε < x < ε 0 .
We denote the (completion of the) manifold (V 0,k \ j∈J k x 0 jk , g ε ) by V ε,k . Note that this manifold has |J k | attached cylindrical ends of order ε at each point x 0 jk . Now we can construct the graph-like manifold M ε as in Section 3.
As in the slow decaying case of Section 6 the limit operator 
Applications
Finally we comment on consequences of the spectral convergence. We begin with a general remark stating that we only have uniform control over a compact spectral interval: would converge to Θ 0 (t). But Weyl asymtotics are different in the two cases,
as t → 0 (cf. [Cha84, Sec. VI.4] and [Ro84, Thm. 1]). Recall that d ≥ 2 and vol 1 M 0 := j ℓ(I j ), i.e. the sum over the length of each edge. 9.A. Periodic graphs. Suppose we have an infinite graph X 0 on which a discrete, finitely generated group Γ operates such that the quotient M 0 := X 0 /Γ is a finite graph. In the same way as in the previous sections, we can associate a family of graph-like compact manifolds M ε to the graph M 0 . By a lifting procedure we obtain a (non-compact) covering manifold X ε of M ε with deck transformation group Γ, i.e., M ε is isometric to X ε /Γ. Furthermore, X ε is a graph-like manifold collapsing to the infinite graph X 0 . We are interested in spectral properties of the non-compact manifolds X ε . Assuming that Γ is abelian, we can apply Floquet theory (a non-commutative version is work in progress, cf. [LP03] ). Instead of investigating ∆ Xε we analyze a family of operators ∆ θ Mε , θ ∈Γ, whereΓ is the dual group, i.e., the group of homomorphisms from Γ into the unit circle T 1 . The operator ∆ θ Mε acts on a complex line bundle over the compact manifold M ε , or equivalently, over the closure of a fundamental domain D ε ⊂ X ε with θ-periodic boundary conditions. We call the closure D ε a period cell and denote it also by M ε (for details see e.g. or [P03] ). The direct integral decomposition implies
is a compact subset of [0, ∞), called the k-th band. 5 A similar assertion holds for the limit operator on X ε . 9.B. Spectral gaps. We are interested in the existence of spectral gaps of the operator ∆ Xε , i.e., the existence of an interval [a, b], 0 < a < b, such that spec ∆ X 0 ∩ [a, b] = ∅. Note that spec ∆ Xε is purely essential.
provided ε is small enough. In particular, an arbitrary (but finite) number of gaps open up in the spectrum of ∆ Xε provided the limit operator Q 0 has enough gaps and ε is small enough.
Proof. The spectral convergence can be proven in the same way as in the previous sections. Note that the error terms converge uniformly in θ ∈Γ since all error bounds are independent of θ. The only point where θ enters is the error estimate (2.11) for the lower eigenvalue estimate. In this case, we argue as follows: we have λ θ k (M ε ) ≤ λ D k (M ε ), i.e., the Dirichlet Laplacian eigenvalues form an upper bound on the θ-periodic eigenvalues. Here, we pose Dirichlet boundary conditions on the boundary of the period cell. Furthermore, λ D k (M ε ) → λ D k (M 0 ) by the same arguments as in the previous sections. Therefore, we can choose
independently of θ. Note that we cannot expect to show the existence of infinitely many gaps in X ε even if spec ∆ X 0 has infinitely many gaps since the convergence is not uniform in k (cf. Remark 9.1). This is related to the deep open problem about the validity of Bohr-Sommerfeld conjecture on such periodic manifolds.
Remark 9.3. If two neighboured bands B k (0) and B k+1 (0) overlap, i.e., intersect in a set of positive length, the same is true for B k (ε) and B k+1 (ε) provided ε is small enough. In contrast, if the bands intersect only in one point, i.e., if they touch each other, we cannot say anything about the (non-)existence of gaps in the spectrum of ∆ Xε . 9.C. Decoupling limit operators. Suppose that our graph-like periodic manifold X ε is constructed as in Sections 6 or 8. In this case, the limit operator is a direct sum of the limit operator on the quotient M 0 since the limit operator decouples. Therefore, the bands B k (0) degenerate to the points λ k (Q 0 ) where Q 0 is given as in Sections 6 or 8 and the limit operator on X 0 has infinitely many gaps. This means, in particular, that the limit spectrum is not absolutely continuous, while those of the approximating operators may be. Furthermore, Theorem 9.2 applies in this case. 9.D. Cayley graphs and Kirchhoff boundary conditions. In the following, we want to construct examples of graph-like manifolds with fast decaying vertex volume as constructed in Section 5 such that ∆ Xε has spectral gaps. In this case, the limit operator is the Laplacian ∆ X 0 on the graph X 0 with Kirchhoff boundary conditions as in (2.3). We want to calculate the spectrum of ∆ X 0 for certain graphs X 0 . For simplicity, we assume that p j ≡ 1.
Suppose that Γ is an abelian, finitely generated discrete group. Therefore, Γ ∼ = Z r 0 × Z r 1 p 1 × · · · × Z ra pa where Z p is the cyclic group of order p. Furthermore, r 0 > 0 since X 0 is noncompact and X 0 /Γ is compact. Denote r := r 0 + r 1 + · · · + r a . We assume that X 0 is the (metric) Cayley graph accociated to Γ w.r.t. the canonical generators ε 1 , . . . , ε r (ε j equals 1 at the j-th component and 0 otherwise), i.e., the set of vertices is Γ and two vertices γ 1 , γ 2 are connected iff γ 2 = ε j γ 1 for some 1 ≤ j ≤ r (see Figure 5 ). For simplicity, we assume that each edge has length 1. Note that X 0 is 2r-regular, i.e., each vertex meets 2r edges. We want to X 0 M 0 Figure 5 . The Cayley graph associated to the group Γ = Z × Z 2 and the corresponding period cell. Note that ∆ X 0 has no spectral gaps calculate the eigenfunctions and eigenvalues of the θ-periodic operator ∆ θ M 0 , i.e., functions u j on I j ∼ = [0, 1] satisfying −u ′′ j = λu j with the boundary conditions u j (0) = u(0), e −iθ j u j (1) = u(0) and r k=1 e −iθ k u ′ k (1) − u ′ k (0) = 0 (9.1) for all j = 1, . . . , r. Here, θ ∈ T r 0 × T r 1 p 1 × · · · × T ra pa where T p := { ξ ∈ R/Z | e iξp = 1 } is the group of p-th unit roots (isomorphic to Z p ). Note that we have identified θ ∈ T r with γ → e iθ·γ ∈Γ.
If λ = ω 2 > 0 (and ω > 0) we make the Ansatz u j (x) := Z cos(ωx) + A j sin(ωx) and arrive at the coefficient matrix M(ω) given by      e −iθ 1 sin ω 0 · · · 0 (e −iθ 1 cos ω − 1) 0 e −iθ 2 sin ω · · · 0 (e −iθ 2 cos ω − 1) . . . 0 . . . 0 0 · · · e −iθr sin ω (e −iθr cos ω − 1) (e −iθ 1 cos ω − 1) (e −iθ 2 cos ω − 1) · · · (e −iθr cos ω − 1) (− sin ω r k=1 e −iθ k ) The solutions ω = ℓπ correspond to Dirichlet eigenfunctions on each edge and produce therefore bands degenerated to a point {(ℓπ) 2 }. The multiplicity is r − 1 provided θ = 0 (if ℓ is even) resp. θ = π (if ℓ is odd) and r + 1 if θ = 0 resp. θ = π (modolo 2π). If ω = ℓπ, the eigenvalues are simple. Note that the bands at ω 2 = (ℓπ) 2 do not overlap, but touch each other.
For ω = 0, we need a special Ansatz. The only possibility is the case of periodic boundary conditions (θ = 0); the eigenvalue is simple.
Theorem 9.4. If one of the orders p 1 , . . . , p a is odd, the operator ∆ X 0 has infinitely many spectral gaps. In particular, Theorem 9.2 applies.
If all orders p 1 , . . . , p a are even, we have spec ∆ X 0 = [0, ∞).
Proof. We analyze the behaviour of ω in dependence of the continuous parameters θ 1 , . . . , θ r 0 ∈ T r 0 given by the relation (9.2). We have gaps iff 1 r r k=1 cos θ k in (9.2) does not cover the whole interval [−1, 1]. We reach the maximal value 1 iff all θ j = 0 (j = 1, . . . , r) and the minimal value −1 iff all θ j = π (j = 1, . . . , r). The latter can only occur if all group orders are even. Note that in this case, the whole interval [−1, 1] can be covered by an appropriate choice of the θ j 's, j = r 0 + 1, . . . , r.
We cannot say anything about the (non-)existence of gaps in the case when all orders p 1 , . . . , p a are even. If e.g. Γ = Z × Z 2 , the bands do not overlap, but touch each other and fill the whole half line [0, ∞) (cf. Remark 9.3).
X 0 M 0 Figure 6 . The Cayley graph associated to the group Γ = Z×Z 2 × Z 1 , where the trivial group Z 1 leads to the attachment of a loop at each vertex. On the right, the corresponding period cell is shown.
Note that ∆ X 0 has spectral gaps in contrast to the example without loops.
9.E. Cayley graphs with loops. If we set one (or more) of the group orders p j equal to 1 we formally attach a loop (or more) at each vertex (see Figure 6 ).
Theorem 9.5. The Laplacian of a Cayley graph associated to an arbitrary finitely generated abelian discrete group Γ has spectral gaps provided we attach at each vertex a fixed number of loops.
Proof. Formally, the assertion follows from Theorem 9.4. Note thatẐ 1 = {0}, i.e., the corresponding component of θ cannot be π and therefore, the minimum −1 cannot be achieved in (9.2). The situation in the case c > 0 is more complicated since the relation (9.4) is no longer 2π-periodic in ω. In such a case the spectrum could be more complicated; recall the example of a lattice graph discussed in [EG96] shows where numbertheoretic properties of parameters play role. This interesting question will be considered separately.
