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Resumen
En este trabajo se estudian las demostraciones de la Conjetura de De Giorgi para dimensiones
dos y tres. Se incluye una prueba para una versión más general de la conjetura que la formulada
por De Giorgi en dichas dimensiones. En el transcurso del trabajo probaremos resultados que
por sí solos son muy importantes en la teoría elíptica de ecuaciones diferenciales parciales de
segundo orden.
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Introducción
En 1978, Ennio De Giorgi planteó la siguiente conjetura.
Conjetura 0.1 ([DG]) Sea u 2 C2(Rn) una solución de
u+ u  u3 = 0;
tal que
juj  1, uxn > 0;
en todo Rn. Entonces todos los conjuntos de nivel (no vacíos) de u; fx 2 Rn= u(x) = cg ;
son hiperplanos, al menos si n  8.
La Conjetura está relacionada con la teoría de hipersupercies mínimas y transiciones de
fase. De hecho la Conjetura algunas veces es llamada " la "-versión del problema de Bernstein
para supercies mínimas". Se sabe que toda supercie mínima de una función denida en Rn 1
es un hiperplano si n  8. La relación con el problema de Bernstein es probablemente la razón
por la que De Giorgi arma "al menos si n  8".
El primer resultado parcial sobre la Conjetura se encontró en 1980 por Modica y Mortola en
[MM ]. Ellos probaron la Conjetura para n = 2 bajo la hipótesis adicional de que los conjuntos
de nivel de u son grácas de una familia equi-Lipschitziana de funciones. En 1985, Modica en
[M ] probó que si F  0 en R y F 2 C2(R), entonces toda solución acotada de u  F 0(u) = 0
en Rn satisface la cota del gradiente
1
2
jruj  F (u): (0.1)
En 1994, Ca¤arelli, Garofalo y Segala en [CGS] generalizaron esta cota para ecuaciones más
generales. Además probaron que si la igualdad en (0.1) ocurre en algún punto de Rn, entonces
la conclusión de De Giorgi es verdadera. Recientemente, Ghoussoub y Gui en [GG] probaron
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la Conjetura, cuando n = 2, para f 2 C1(R) arbitraria en lugar de u  u3: si
u+ f(u) = 0 en R2;
ju(x; y)j  1 y uy > 0 en R2, entonces los conjuntos de nivel de u son rectas.
Por otra parte, Berestycki, Ca¤arelli y Nirenberg en [BCN] probaron este mismo resultado
en dimensión dos.
Posteriormente, Alberti, Ambrosio y Cabré en [AAC] probaron la Conjetura para n = 3 y no
linealidades f 2 C1(R), tal como en [GG] y [BCN]. Recientemente, Farina, Sciunzi y Valdinoci
en [FSV] han probado versiones más generales de la Conjetura 0.1 en dimensiones dos y tres,
debilitando las hipótesis sobre u y f , admitiendo operadores más generales que , tales como
el p-Laplaciano. En 2008, Ovidiu Savin en [S] ha obtenido una respuesta armativa para la
Conjetura de De Giorgi, bajo las hipótesis adicionales:
lim
xn !1
u(x0; xn) = 1
y
lim
xn ! 1
u(x0; xn) =  1;
para 4  n  8: Sin embargo, la Conjetura tal y como la propuso De Giorgi permanece abierta
para dimensiones 4  n  8:
Por otra parte, Del Pino M., Kowalczyk y Wei J. en [DKW], han construido contraejemplos
a la Conjetura cuando n > 8.
En el presente trabajo estudiamos en detalle una de las demostraciones de la Conjetura
de De Giorgi en dimensiones dos y tres. En principio, nuestra referencia de orientación fue
[FV], que es un artículo resumen sobre desarrollos de la Conjetura. Cuando n = 2, nuestra
demostración es una versión detallada de aquella que se esboza en [FV]. Entre los detalles que
hemos estudiado, incluimos un resultado de acotamiento de jruj cuando u 2 C2(Rn)\L1(Rn)
satisface la ecuación
u+ f(u) = 0 en Rn;
donde f 2 C1(R); y un resultado tipo Liouvilleesbozado por Berestycki, Ca¤arelli y Niren-
berg (véase [BCN]). Este resultado es el siguiente:
Teorema 0.1 Sean n  2 un número natural y ' 2 L1loc(Rn), tal que ' > 0 c.t.p. en Rn. Sea
 2 H1loc(Rn) tal que '2 r 2 H1loc(Rn) y
 div('2r)  0 c.t.p. en Rn;
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donde las derivadas se entienden en sentido débil. Supongamos que para todo R > 0Z
BR
(')2dx  CR2
para alguna constante C > 0 independiente de R, donde BR es el conjunto denido por
BR := fx 2 Rn= jxj < Rg : Entonces  es constante casi todo punto en Rn.
Si n = 2, ru se puede escribir en forma polar como
ru = ei:
Así, el objetivo consiste en probar que  es constante, lo cual se logra usando el Teorema 0:1:
En el caso n = 3, presentamos básicamente la demostración detallada de la Conjetura
contenida en [AAC]. La idea consiste en considerar las funciones
x :=
ux
uz
, y :=
uy
uz
;
que están bien denidas pues uz > 0 por hipótesis en la Conjetura. A estas funciones eventual-
mente se les aplica el Teorema 0:1, con lo cual x y y resultan ser constantes, i.e.
ru = (c; d; 1)uz:
La Conjetura se sigue de este hecho.
El trabajo está organizado de la siguiente forma: En el Capítulo 1 presentamos algunas
deniciones básicas relacionadas con espacios de Sobolev y algunos resultados básicos de la
teoría de ecuaciones diferenciales elípticas, tales como el Principio del Máximo y la Desigualdad
de Harnack. En el Capítulo 2 probaremos el Teorema 0:1 tipo Liouville, así como la Conjetura
de De Giorgi para n = 2 y n = 3:
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Capítulo 1
Preliminares
En este capítulo se presentan algunos resultados de análisis funcional y de la teoría de ecuaciones
diferenciales parciales. Estudiaremos algunos teoremas clásicos como el Principio del Máximo
Débil y las reglas básicas para operar derivadas débiles. También veremos algunos estimativos
y resultados de regularidad de las soluciones de ciertas ecuaciones diferenciales elípticas de
segundo orden. Para esta última tarea necesitaremos los teoremas de encajes de Sobolev.
Todos los resultados que veremos están probados en los artículos y textos que se dan como
referencia.
1.1 Deniciones y propiedades básicas
Denición 1.1 Sea 
 un subconjunto abierto de Rn. El espacio de Sobolev W 1;p(
),
1  p  1, es el conjunto
W 1;p(
) =

u 2 Lp(
)= @u
@xi
2 Lp(
); 8i = 1; :::; n

;
donde @u@xi es el único elemento en L
p(
) que cumpleZ


u
@'
@xi
dx =  
Z


@u
@xi
'dx; 8' 2 C1c (
)
y C1c (
) := fu 2 C1(
)= supp u  
 es compactog. Las funciones @u@xi , i = 1; :::; n se
denominan derivadas débiles de u.
Para un entero m  2 y p un numero tal que 1  p  1 se dene
Wm;p(
) =

u 2Wm 1;p(
)= @u
@xi
2Wm 1;p(
); 8i = 1; :::; n

:
En adelante dotaremos a Wm;p(
) de la norma
kukWm;p := kukm;p;
 :=
X
0jjm
kDukLp ;
1
donde  es un multi-índice, es decir, una n-tupla (1; 2; :::; n), con i  0 entero, y denimos
jj =
nX
i=1
i y Du =
@1+::::+n
@x11 :::@x
n
n
u:
El espacio de Sobolev Wm;p0 (
) es por denición la clausura del conjunto C
1
c (
) en W
m;p(
).
Escribimos H1(
) :=W 1;2(
):
Se dene Wm;ploc (
) como el conjunto de las clases de funciones medibles que pertenecen a
Wm;p(
0) para todo abierto 
0  
.
Es bien sabido (véase [Br]) que W 1;p(
) es un espacio de Banach para 1  p  1. Además
W 1;p(
) es reexivo para 1 < p < 1 y separable para 1  p < 1: El espacio H1(
) es un
espacio de Hilbert separable con el producto interno
(u; v) :=
Z


uv +
Z


ru  rv; 8u; v 2 H1(
):
Por otro lado, si 
 es acotado entonces en el espacio H10 (
)  H1(
) con el producto interno
denido anteriormente es equivalente al producto interno dado por
(u; v)H10 :=
Z


ru  rv, 8u; v 2 H10 (
):
En adelante supondremos que H10 (
) está dotado de (u; v)H10 .
Los siguientes dos teoremas nos permiten hacer operaciones con derivadas débiles (véase
[Br] y [GT] para sus demostraciones).
Teorema 1.1 (Regla del producto para derivadas débiles) Sean u; v 2W 1;p(
)\L1(
)
con 1  p  1. Entonces uv 2W 1;p(
) \ L1(
) y
@
@xi
(uv) =
@u
@xi
v + u
@v
@xi
, i = 1; :::; n: (1.1)
Si, en particular, 
 es acotado, u; v 2 W 1;p(
); uv y @u@xi v + u @v@xi ; i = 1; :::; n, pertenecen a
Lp(
), entonces uv 2W 1;p(
) y se cumple la fórmula (1:1).
Teorema 1.2 (Regla de la Cadena para derivadas débiles) Sean f 2 C1(R) tal que
f 0 2 L1(R) y u 2W 1;p(
). Entonces f  u 2W 1;p(
) y (f  u)xi = f 0(u)uxi.
A continuación enunciaremos los resultados de encajes de Sobolev que se usarán a lo largo
del trabajo. Para ello introducimos las siguientes deniciones. En lo que resta de esta sección
nuestra referencia principal es [GT].
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Denición 1.2 (Hölder continuidad) Sean D 6=  un subconjunto de Rn y f : D ! R. Sea
 2 R tal que 0 <   1. Decimos que f es uniformemente Hölder continua con exponente
 en D; si la cantidad
[f ];D = sup
x;y2D
x6=y
jf(x)  f(y)j
jx  yj
es nita; y decimos que f es localmente Hölder continua en D con exponente  si f es
uniformemente Hölder continua con exponente  en subconjuntos compactos de D.
Sean 
  Rn un abierto y k un entero no negativo. Los espacios de Hölder Ck;(
)
(Ck;(
)) son denidos como los subespacios de Ck(
) (Ck(
)) conformados por las funciones
cuyas derivadas parciales de k-ésimo orden son uniformemente (localmente) Hölder continuas
con exponente  en 
. Escribimos por simplicidad C0;(
) =: C(
) y C0;(
) =: C(
): Si
denimos Ck;0(
) := Ck(
) y Ck;0(
) := Ck(
); podemos incluir los espacios Ck(
) (Ck(
))
en los espacios Ck;(
) (Ck;(
)) para 0    1.
Denición 1.3 (Dominios suaves) Sea 
  Rn un dominio acotado. Decimos que 
 y su
frontera son de clase Ck;; 0    1, k un entero no negativo, si para cada punto x0 2 @

existen una bola B = B(x0) centrada en x0 y una función 	 : B ! D  Rn biyectiva tal que
i) 	(B \ 
)  Rn+ ; ii) 	(B \ @
)  @Rn+ ; iii) 	 2 Ck;(B) y 	 1 2 Ck;(D).
El teorema de encajes de Sobolev que usaremos en el trabajo es el siguiente:
Teorema 1.3 Sea 
 un dominio en Rn de clase C0;1. Se tiene que:
i) Si kp < n entonces el espacio W k;p(
) está incluido continuamente en Lp

(
) con
p = npn kp : La inclusión es, además, compacta en L
q(
) para q < p.
ii) Si 0  m < k  np < m+1, el espacio W k;p(
) está incluido continuamente en Cm;(
)
con  = k   np  m. La inclusión es compacta en Cm;(
) para cualquier  < .
1.2 Resultados básicos para problemas elípticos
Sea 
 un dominio de Rn. A lo largo de esta sección, L será un operador de la forma
Lu = u+ cu;
donde c es una función escalar denida en 
. Con respecto a este tipo de operadores
elípticos de segundo orden tenemos un resultado muy importante conocido como el Principio
del Máximo Débil (véase [GT] pág. 32).
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Teorema 1.4 Sean 
 un dominio acotado en Rn y u 2 C2(
) \ C0(
) tal que u  0 ( 0)
en 
. Entonces el máximo (mínimo) de u en 
 se alcanza en @
, es decir,
sup
x2

u(x) = sup
x2@

u(x) ( inf
x2

u(x) = inf
x2@

u(x)):
En los enunciados de los teoremas que presentamos a continuación el Laplaciano se entiende
en el sentido de las derivadas débiles de u 2W 2;ploc (
).
El siguiente es un resultado de regularidad (véase [GT] pág. 243).
Teorema 1.5 Sea 
  Rn un dominio. Sean f 2W k;qloc (
), u 2W 2;ploc (
); con 1 < p; q <1 y
k  1. Si u = f c.t.p. en 
, entonces u 2W k+2;ploc (
):
El siguiente teorema es un estimativo interior para las segundas derivadas de las soluciones
de la ecuación elíptica u+ cu = 0 (véase [GT] pág. 235).
Teorema 1.6 Sean 
  Rn, abierto, u 2 W 2;pLoc(
) \Lp(
); con 1 < p < 1; y f 2 Lp(
). Si
u = f c.t.p. en 
, entonces para todo dominio 
0  
, existe C = C(n; p;
0;
) > 0 tal que
kuk2;p;
0  C(kukLp(
) + kfkLp(
)):
Con la misma notación del teorema anterior tenemos un resultado muy importante (véase
[GT], págs. 191-202).
Teorema 1.7 (Desigualdad de Harnack) Sean 
  Rn abierto, u 2 W 1;2(
); u  0 c.t.p.
en 
 y c 2 L1(
). Si u + cu = 0 c.t.p. en 
, entonces para cada bola B4R(y)  
, existe
una constante C = C
n+kCkL1(
)R
n > 0, donde Cn > 0 y n > 0 dependen sólo de n, tal que
sup
BR(y)
u  C inf
BR(y)
u:
Denición 1.4 (Valores y vectores propios) Sea  2 R: Diremos que  es un valor propio
de  + c; con condición de Dirichlet en @
; si existe una función ' 2 H10 (
); ' 6= 0, tal queZ


(r'  rv + c'v   'v) = 0 para toda v 2 C1c (
).
Además, diremos que ' es una función propia asociada al valor propio .
La referencia [GT] en las págs. 212-214 contiene el siguiente resultado que será muy útil.
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Teorema 1.8 Sea c : 
 ! R una función acotada. Existe un conjunto innito, discreto y
contable  de valores propios de   + c. Más aún,  es acotado inferiormente, inf  2  y
las funciones propias asociadas a inf  son de un signo.
Para la prueba de la Conjetura de De Giorgi en dimensión tres necesitaremos el siguiente
teorema (véase [CH] pág. 409). Ordenemos el conjunto  de valores propios de  + c en una
sucesión creciente fm(
)gm2N. Entonces se cumple el
Teorema 1.9 Sean 
 y 
0 dominios en Rn tales que 
0  
: Entonces
m(
)  m(
0), 8m 2 N:
Finalizamos esta sección con un resultado de regularidad, de las soluciones de ciertos
problemas elípticos, que usaremos en el Capítulo 2 en la demostración de la Conjetura de
De Giorgi para n = 3. Allí, aplicaremos el resultado en bolas abiertas en Rn 1.
Teorema 1.10 Sea 
  Rn; n  2; un dominio acotado de clase C1 y sea c 2 L1(
): Si
' 2 H10 (
) es tal que Z


r'  rv =  
Z


c'v; 8v 2 C1c (
),
entonces
' 2W 2;p(
) \W 1;p0 (
) \ C(
); si p > n:
Esquema de la prueba.
A continuación citamos de forma resumida los resultados de [GT] que llevan a la conclusión.
En primer lugar, por la nota posterior al Teorema 8:37 en [GT] (pág. 214), ' 2 C(
): Además,
por el Teorema 8:12 (pág. 186) de [GT], ' 2W 2;2(
): Así, ' 2W 2;2(
)\W 1;20 (
): Integrando
por partes en la igualdad de la hipótesis, se obtiene que
 
Z


'v =  
Z


c'v; 8v 2 C1c (
),
equivalentemente, Z


('  c')v = 0; 8v 2 C1c (
):
Luego, ' 2W 2;2(
) satisface (
'  c' = 0 c.t.p. en 

' 2W 1;20 (
):
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Sea 1 < p <1. El Teorema 9:15 (pág. 241) de la citada referencia arma que el problema(
u = f c.t.p. en 

u 2W 1;p0 (
)
tiene una única solución u 2W 2;p(
) cuando f 2 Lp(
): En particular, tomando f := c'
tenemos que f 2 Lp(
) pues c 2 L1(
), ' 2 C(
) y 
 es acotado. En consecuencia, existe
una única solución wp 2W 2;p(
) \W 1;p0 (
) del problema(
wp = c' c.t.p. en 

wp 2W 1;p0 (
):
(1.2)
Ahora, sea p > n  2. Como 
 es acotado, wp 2 W 2;2(
) \ W 1;20 (
): Por unicidad de la
solución de (1:2) con p = 2, wp = w2 = ': En consecuencia,
' = wp 2W 2;p(
) \W 1;p0 (
):
1.3 Acotamiento elíptico
En esta sección se prueba una desigualdad que permite acotar el gradiente de una solución
suave y acotada de una ecuación de la forma u = f . La demostración que presentamos es
una versión detallada de la que aparece en [GT], págs. 38-41.
Teorema 1.11 sean 
 un abierto acotado en Rn y u 2 C2(
)\C0(
) una función que satisface
la ecuación u = f en 
, donde f es una función acotada en 
. Sea
dx := dist(x; @
); 8x 2 
:
Entonces la función x 7 ! dx jru(x)j es acotada y, además,
sup
x2

dx jru(x)j  cn(sup
x2

ju(x)j+ sup
x2

d2x jf(x)j);
donde cn > 0 es una constante que sólo depende de n.
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Prueba.
Paso 1:
Sea z 2 
. Dado d > 0; denamos
Qz := fx = (x1; :::; xn) 2 Rn= jxi   zij < d; i = 1; :::; ng :
Tomemos un d > 0 tal que Qz  
. Primero probemos que
juxi(z)j 
n
d
sup
x2@Qz
ju(x)j+ d
2
sup
x2Qz
jf(x)j ; i = 1; :::; n: (1.3)
Por un argumento de translación, que no altera las derivadas involucradas, basta probar (1:3)
cuando 0 2 
 y z = 0. Es decir, basta probar que
juxi(0)j 
n
d
sup
x2@Q0
ju(x)j+ d
2
sup
x2Q0
jf(x)j ; i = 1; :::; n: (1.4)
Por conveniencia notacional, probaremos (1:4) sólo para i = n. Del argumento que presentamos
a continuación queda claro que la demostración cuando i 6= n es similar.
Introduzcamos el "cubo medio"
Q0 := fx = (x1; :::; xn) 2 Rn jxij < d; i = 1; :::; n  1 ; 0 < xn < dg :
Consideremos las funciones ' : Q0 ! R y 	 : Q0 ! R denidas por
'(x0; xn) :=
1
2

u(x0; xn)  u(x0; xn)

;
y
	(x0; xn) :=
M
d2
hx02 + xn(nd  (n  1)xn)i+N xn
2
(d  xn):
donde x0 = (x1; :::; xn 1), M := sup
x2@Q
ju(x)j y N := sup
x2Q
jf(x)j :
Nuestra intención consiste en aplicar el Principio del Máximo Débil, Teorema 1:4, a las
funciones
	 ' 2 C2(Q0) \ C0(
0) en Q0.
Para este fín, observemos que ' y 	 satisfacen las siguientes propiedades:
i) Si (x0; 0) 2 @Q0; entonces '(x0; 0) = 0  	(x0; 0):
ii) Se tiene que
sup
x2@Q0
j'(x)j  sup
x2@Q
ju(x)j =M
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iii) Si (x0; xn) 2 @Q0; xn 6= 0, entonces existe i 2 f1; :::; ng tal que xi = d. Si i = n tenemos
	(x0; d) :=
M
d2
hx02 + d2i M:
Si i 6= n tenemos
	(x0; d)  M
d2
x02 M:
En cualquier caso obtenemos que
	(x0; xn) M: (1.5)
iv) Si (x0; xn) 2 Q0, puesto que u = f en 
, entonces
'(x0; xn) = 12 u(x0; xn) u(x0; xn)

=
12 f(x0; xn)  f(x0; xn)

 sup
x2Q
jf(x)j = N: (1.6)
v) En Q0 se tiene que
	 =
nX
i=1
	xixi
=
n 1X
i=1
	xixi +	xnxn
=
M
d2
n 1X
i=1
2 +
M
d2
[ 2(n  1)] N =  N: (1.7)
De (1:6) y (1:7) tenemos que en Q0;
(	 ') = 	' =  N '  0
De i), ii) y iii) 	 '  0 en @Q0.
Si aplicamos el Principio del Máximo Débil, Teorema 1:4, a las funciones 	 + ' y 	   '
en Q0 obtenemos inmediatamente que
'(x0; xn)  	(x0; xn); 8(x0; xn) 2 Q0: (1.8)
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Tomando el límite en (1:8) cuando xn ! 0+ tenemos que:
juxn(0)j = lim
xn!0+
'(0; xn)xn
  lim
xn!0+
	(0; xn)
xn
=
n
d
M +
d
2
N:
Así, hemos probado (1:4) para i = n, y está claro que la demostración es similar cuando i 6= n
con pequeños cambios notacionales. Por las anotaciones al inicio de la prueba, hemos probado
(1:3) para todo z 2 
 y todo d > 0 tal que Qz  
.
Paso 2:
Sea x 2 
: Tomemos Q :=
n
y = (y1; :::; yn) 2 Rn= jyi   xij < dx2pn ; i = 1; :::; n
o
: Notemos
que, de la denición de dx, Q  
.
Entonces, de (1:3); para M := sup
x2@Q
ju(x)j y N := sup
x2Q
jf(x)j ;
juxi(x)j 
2n
3
2
dx
M +
dx
4
p
n
N; i = 1; :::; n:
Luego
jru(x)j = [
nX
i=1
(Diu(x))
2]
1
2  pn(2n
3
2
dx
M +
dx
4
p
n
N) =
2n2
dx
M +
dx
4
N:
De esta manera,
dx jru(x)j  2n2 sup
y2@Q
ju(x)j+ d
2
x
4
sup
y2Q
jf(y)j : (1.9)
Como u 2 C2(
) y satisface la ecuación u = f en 
, entonces f es continua en Q  
. Sea
y0 2 Q el punto donde f restringida a Q alcanza el valor máximo. Notemos que
dx := dist(x; @
)  dist(x; y0) + dist(y0; @
) = d(x; y0) + dy0 :
Así
dy0  dx   dist(x; y0)  dx  
dx
2
=
dx
2
:
Luego
d2x  4d2y0 :
Volviendo a (1:9) tenemos
dx jru(x)j  2n2 sup
y2@Q
ju(y)j+ d2y0f(y0)
 2n2sup
y2

ju(y)j+ sup
y2

d2y jf(y)j :
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Si escogemos cn := 2n2 (sólo depende de n) entonces
dx jru(x)j  cn(sup
y2

ju(y)j+ sup
y2

d2y jf(y)j); 8x 2 
:
Finalmente,
sup
x2

dx jru(x)j  cn(sup
x2

ju(x)j+ sup
x2

d2x jf(x)j);
como se quería.
Como consecuencia del teorema anterior obtenemos un acotamiento que vamos a utilizar en
la demostración de la Conjetura de De Giorgi en dimensiones dos y tres. En su demostración,
es clave el hecho de que la constante cn en el acotamiento anterior no depende de 
.
Corolario 1.1 Sea u 2 C2(Rn; [ 1; 1]) una función que satisface la ecuación u + f(u) = 0
en Rn, donde f 2 C1(R). Entonces jruj : Rn ! R es una función acotada.
Prueba. Notemos que u es una solución de la ecuación z = g(x); donde
g(x) :=  f(u(x)): Como u(x) 2 [ 1; 1], 8x 2 Rn; y f es continua, entonces jf  uj es acotada
superiormente en Rn digamos, por M . Sea x 2 Rn y tomemos

 := D(x; 1) = fy 2 Rn= jy   xj < 1g. Aplicando el teorema anterior tenemos
dx jru(x)j  sup
y2

dy jru(y)j  cn(sup
y2

ju(y)j+ sup
y2

d2y jf(u(x))j):
Pero en este caso dx = dist(x; @
) = 1 y dy  1 para todo y 2 
. Luego,
jru(x)j  cn(1 +M):
Dado que x 2 Rn es arbitrario y cn sólo depende de n; entonces jruj está acotada.
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Capítulo 2
Conjetura de De Giorgi
2.1 En dimensión dos
El siguiente resultado es un teorema del tipo Liouville. Su demostración está basada en las
ideas del artículo [BCN ] y es fundamental para lo que sigue. Usaremos la notación
BR := fx 2 Rn= jxj < Rg :
Teorema 2.1 Sean n  2 un número natural y ' 2 L1loc(Rn), tal que ' > 0 c.t.p. en Rn. Sea
 2 H1loc(Rn) tal que '2r 2 H1loc(Rn) y
 div('2r)  0 c.t.p. en Rn; (2.1)
donde las derivadas se entienden en sentido débil. Supongamos que para todo R > 0Z
BR
(')2dx  CR2 (2.2)
para alguna constante C > 0 independiente de R. Entonces  es constante casi todo punto en
Rn.
Prueba. La estrategia de la prueba consiste en probar que '2 jrj2 2 L1(Rn) yZ
Rn
'2 jrj2 dx = 0:
El resultado se seguirá entonces debido a la hipótesis de que ' > 0 c.t.p. en Rn. A n de
completar este objetivo, usamos una técnica de truncaciones mencionada en [BCN ] y [FV ].
Sea  2 C1(R; [0; 1]) tal que (t) = 1 si jtj  1 y (t) = 0 si jtj  2. La existencia de una
 con tales propiedades se puede obtener, entre otras formas, como consecuencia del Lema de
Existencia de Particiones de la Unidad (véase [Mu]). Para cada R > 0 denamos la función
 R como  R(w) := (
jwj
R ), w 2 Rn. Observemos que  R 2 C1c (Rn; [0; 1]).
Multipliquemos (2:1) por  2R e integremos sobre B2R. Observemos que esto es posible ya que
 2R 2 L1(B2R);  2 L2(B2R) y div('2r) 2 L2(B2R): Usando integración por partes, lo cual es
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posible pues  2R 2 H10 (B2R); y la fórmula para la derivada de un producto,
Teorema 1:1, tenemos:
0 
Z
B2R
 2R div('
2r)dx
=
Z
B2R
nX
i=1
 2R('
2xi)xidx
=  
nX
i=1
Z
B2R
( 2R)xi'
2xidx
=  
nX
i=1
Z
B2R
'2xi(2 R Rxi +  
2
Rxi)dx
=  
Z
B2R
'2 2R
nX
i=1
2xidx 
Z
B2R
2'2 R
nX
i=1
 Rxixidx
=  
Z
B2R
'2 2R jrj2 dx 
Z
B2R
2'2 R(r R  r)dx:
De esto, de la denición de  R, de la desigualdad de Hölder (recordemos que ' 2 L1loc(Rn) y
 2 H1loc(Rn)), tenemosZ
B2R
 2R'
2 jrj2 dx  2
Z
B2R
'2 R(r R  r) dx
= 2
Z
Rjxj2R
'2 R(r R  r) dx
 2
 Z
Rjxj2R
 2R'
2 jrj2 dx
! 1
2
 Z
Rjxj2R
'22 jr Rj2 dx
! 1
2
:(2.3)
Si denimos c1 := sup
y2[ 2;2]
0(y) tenemos que para R  jwj  2R,
 Rxi(w) = 
0(
jwj
R
)
1
R
1
jwjxi  c1
xi
R2
; i = 1; :::; n;
donde w = (x1; :::; xn). La última desigualdad es consecuencia de que jwj  R. Concluimos
que para todo w 2 Rn tal que R  jwj  2R,
jr R(w)j2  c
2
1
R4
(x21 + :::+ x
2
n)
 c
2
1
R4
4R2
= 4
c21
R2
: (2.4)
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Luego, de (2:3) y (2:4),
Z
B2R
 2R'
2 jrj2 dx  4c1
 Z
Rjxj2R
 2R'
2 jrj2 dx
! 1
2  1
R2
Z
B2R
(')2dx
 1
2
:
De esto y (2:2) concluimos
Z
B2R
 2R'
2 jrj2 dx  4c1
p
C
 Z
Rjxj2R
 2R'
2 jrj2 dx
! 1
2
 4c1
p
C
Z
B2R
 2R'
2 jrj2 dx
 1
2
: (2.5)
La desigualdad (2:5) implica que existe una constante D := 16c21C > 0, que no depende de R,
tal que Z
B2R
 2R'
2 jrj2 dx  D , 8R > 0:
Por el Lema de Fatou, tomando R = m 2 N,Z
Rn
(lim inf
m!1 
2
m'
2 jrj2)dx  lim inf
m!1
Z
Rn
 2m'
2 jrj2 dx
 D:
Como
lim inf
m!1 
2
m'
2 jrj2 = lim
m!1 
2
m'
2 jrj2 = '2 jrj2 ;
entonces '2 jrj2 2 L1(Rn). Usando el Teorema de la Convergencia Dominada, aplicado a la
sucesión
n
 2m'
2 jrj2
o
m
; que está dominada por '2 jrj2 2 L1(Rn), tenemos
lim
m!1
Z
B2m
 2m'
2 jrj2 dx = lim
m!1
Z
Rn
 2m'
2 jrj2 dx
=
Z
Rn
'2 jrj2 dx:
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De nuevo, por el Teorema de la Convergencia Dominada y tomando límite cuando m tiende a
innito en (2:5) tenemos que
Z
Rn
'2 jrj2 dx  4c1
p
C
 
lim
m!1
Z
mjxj2m
 2m'
2 jrj2 dx
! 1
2
= 4c1
p
C

lim
m!1
Z
Rn
[m;2m] 
2
m'
2 jrj2 dx
 1
2
= 4c1
p
C
Z
Rn
lim
m!1

[m;2m] 
2
m'
2 jrj2

dx
 1
2
= 0:
Como ' > 0 c.t.p en Rn; por hipótesis, entonces jrj = 0 c.t.p en Rn. De lo cual se sigue,
usando el Teorema 1.3, que  es igual a una constante c.t.p en Rn.
Estamos ahora en capacidad de probar la Conjetura de De Giorgi en dimensión dos.
Teorema 2.2 (Conjetura de De Giorgi para n=2) Sean u 2 C2(R2; [ 1; 1]) y f 2 C1(R):
Supongamos que u satisface
u+ f(u) = 0 y uy > 0; en R2: (2.6)
Entonces los conjuntos de nivel de u son líneas rectas.
Prueba. Recordemos que, dado (x; y) 2 R2, el conjunto de nivel de u que contiene a
(x; y) es ortogonal a ru(x; y). La idea de la demostración es probar entonces que ru tiene
dirección constante. Para desarrollar de manera precisa esta idea, escribamos ru en forma
polar, z := ru = ei donde  = arccos

ux
jruj

y  = jruj. Como uy > 0 entonces ru 2 R2+,
luego las expresiones anteriores están bien denidas, es decir, la escritura en forma polar es
válida. Nuestro objetivo es probar que  es constante y lo haremos usando el Teorema 2:1. Por
el Teorema 1:5, u 2 W 3;p(BR) para cualquier R > 0 y 1 < p < 1. Este hecho y el Teorema
1:2 permiten derivar (2:6) en sentido débil. Tenemos entonces que, c:t:p: en BR,
(uxx + uyy + f(u))x = 0
(uxx + uyy + f(u))y = 0,
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o equivalentemente
(ux)xx + (ux)yy + f
0(u)ux = 0
(uy)xx + (uy)yy + f
0(u)uy = 0:
En forma vectorial,
z + f 0(u)z = 0, c:t:p: en BR: (2.7)
Analicemos la diferenciabilidad de las funciones  y . Usando la denición de  y de , y la
regla de la cadena (con derivadas en sentido clásico) obtenemos
x =  uxx( 1
uy
) + ux(uxuxx + uyuyx)(
1
uy
)(
1
u2x + u
2
y
)
y =  uxy( 1
uy
) + ux(uxuxy + uyuyy)(
1
uy
)(
1
u2x + u
2
y
)
x =
uxuxx + uyuyxq
u2x + u
2
y
y =
uxuxy + uyuyyq
u2x + u
2
y
:
Las funciones 1uy ,
1
u2x+u
2
y
, 1p
u2x+u
2
y
pertenecen a C1(R2). Luego todas están en L1(BR). Como
u 2 C2(R2)\W 3;p(BR); queda claro, de las expresiones anteriores y el Teorema 1:1; que , x,
y, , x, y todas están en W
1;p(BR) \ L1(BR). Si calculamos zx obtenemos:
zx = xe
i + ieix
= (x + ix)e
i;
donde todas las derivadas se entienden en sentido clásico.
El Teorema 1:1 permite calcular z (en sentido débil) de la siguiente manera:
zxx = (xx + ixx + ixx)e
i + (x + ix)ie
ix
= (xx   2x + ixx + 2ixx)ei, c:t:p: en BR:
Similarmente,
zyy = (yy + iyy + iyy)e
i + (y + iy)ie
iy
= (yy   2y + iyy + 2iyy)ei, c:t:p: en BR:
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Reemplazando en la ecuación (2:7) obtenemos
[xx + yy   (2x + 2y) + i(xx + yy + 2xx + 2yy) + f 0(u)]ei = 0, c:t:p: en BR:
Tomando sólo la parte imaginaria (observar que esto evita completamente la no linealidad, que
sólo aparece en la parte real!),
 + 2r  r = 0, c:t:p: en BR:
Escrito en términos del divergente,
div(2r) = 0, c:t:p: en BR:
Como R > 0 es arbitrario entonces
div(2r) = 0, c:t:p: en R2:
Ahora aplicaremos el Teorema 2:1. Por el acotamiento elíptico, Corolario 1:1, 0 < jruj = 
está acotado. Debido a que  2 [0; ]; en particular  también está acotada. Como  y 
son acotados, tomando en el teorema anterior en calidad de ' y ,  y , respectivamente,
concluimos que
R
BR
(')2dx  CR2. Entonces  es constante y los conjuntos de nivel de u son
líneas perpendiculares al vector ei. Queda probada así la conjetura en dimensión dos.
2.2 En dimensión tres
Para probar la Conjetura de De Giorgi en dimensión tres necesitaremos varios resultados con-
tenidos en [AC] y [AAC]. A lo largo de la sección, F 2 C2(R). Sea u 2 C2(Rn) una solución
del problema
u  F 0(u) = 0 y uxn > 0 en Rn: (2.8)
Para una solución acotada de (2:8) denimos
u(x0) : = lim
xn!1
u(x0; xn) para todo x0 2 Rn 1
u(x0) : = lim
xn! 1
u(x0; xn) para todo x0 2 Rn 1;
funciones que están bien denidas por ser u acotada y monótona en la n-ésima variable.
Los siguientes dos lemas provienen de la referencia [AC].
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Lema 2.1 Sea u 2 C2(Rn) una solución acotada de (2:8) en Rn; donde F 2 C2(R): Entonces:
i) u 2 C2(Rn 1) y u es solución (clásica) de
u  F 0(u) = 0 en Rn 1:
ii) Para todo p > n existe una función ' 2W 2;ploc (Rn 1) tal que ' > 0 en Rn 1 y
'  F 00(u)'  0 c:t:p: en Rn 1;
donde las derivadas se entienden en sentido débil.
iii) En particular, si n = 3, entonces u es una función de sólo una variable.
Más precisamente,
a) La función u es constante ó
b) Existen (a; b) 2 R2, con j(a; b)j = 1, y h 2 C2(R) tales que h0 > 0 en R y
u(x; y) = h((a; b)  (x; y)), 8(x; y) 2 R2:
El mismo resultado se cumple para u.
Prueba. Sea p > n.
i) Veamos que u 2 C2(Rn 1) y que
u  F 0(u) = 0 en Rn 1:
Por conveniencia, consideraremos u como función de las variables x1; :::; xn 1 y xn: Para cada
j 2 N y cada (x0; xn) 2 Rn denamos la función
uj(x
0; xn) := u(x0; xn + j):
Observemos que cada uj satisface las siguientes propiedades:
a. uj  !
j!1
u puntualmente en Rn.
b.
inf u  uj(x0; xn)  supu; 8(x0; xn) 2 Rn:
c.
uj 2 C2(Rn) y uj   F 0(uj) = 0 en Rn:
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De c. y el Teorema 1:5 (tomando f := F 0(uj) 2 C1(Rn)), se sigue que
d.
uj 2W 3;ploc (Rn) 8j 2 N:
Por b., c. y el Corolario 1:1, tenemos
e.
9C > 0 tal que 8j 2 N, jruj j  C:
El objetivo es probar que, localmente, fujgj tiene alguna subsucesión que converge en C2:
Fijemos R > 0 y j 2 N. Derivando débilmente la ecuación en c., y teniendo en cuenta d.,
(uj)xi   F 00(uj)(uj)xi = 0 en Rn.
Observemos que F 00(uj) 2 C(Rn) \ L1(Rn); pues uj está acotada según b. También notemos
que
(uj)xi 2W 2;ploc (BR+1) \ Lp(BR+1);
por d. y e. Con esto, estamos en condiciones de aplicar el Teorema 1:6 a la función (uj)xi
para concluir que
k(uj)xik2;p;BR  eCR k(uj)xikLp(BR+1) ; (2.9)
donde eCR depende sólo de n; p; u y R (todos jos). De (2:9), e. y b. obtenemos que
kujk3;p;BR = kujkLp(BR) + krujk2;p;BR
 kukL1(Rn) jBRj
1
p + n eCRC jBRj 1p :
En conclusión, la sucesión fujgj está acotada en W 3;p(BR). Por aplicación de los
encajes de Sobolev, Teorema 1:3, con m = 2 y k = 3, obtenemos que existe una subsucesión,
convenientemente denotada por fujgj2N, tal que
uj  !
j!1
u en C2(BR);
para cierta u 2 C2(BR): Por a., u  u en BR y en particular u 2 C2(BR):
Tomando límite cuando j !1 en sentido uniforme en la ecuación diferencial en c.,
u  F 0(u) = 0 en BR:
Como esta conclusión es cierta para todo R > 0, y uxnxn  0, se sigue el resultado i).
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ii) Veamos primero queZ
Rn
jrvj2 + F 00(u)v2  0 , 8v 2 C1c (Rn): (2.10)
En efecto, sea v 2 C1c (Rn): Supongamos que supp v  BR. Recordemos que u 2 W 2;ploc (Rn).
Derivando (2:8); obtenemos que uxn satisface la ecuación
uxn   F 00(u)uxn = 0, c:t:p: en BR:
Multiplicando la ecuación anterior por   v2uxn 2 C
1
c (BR) e integrando por partes obtenemos,
0 =
Z
BR
 uxnv
2
uxn
+ F 00(u)v2
=
Z
BR
ruxn  r(
v2
uxn
) + F 00(u)v2
=
Z
BR
2vrv  r(uxn)
uxn
  v
2 jr(uxn)j2
(uxn)
2
+ F 00(u)v2:
Ahora
0  (vr(uxn) uxnrv) (vr(uxn) uxnrv) = v2 jr(uxn)j2 2v(uxn)rv r(uxn)+(uxn)2 jrvj2 :
Como uxn > 0 entonces
2vrv  r(uxn)
uxn
  v
2 jr(uxn)j2
(uxn)
2
 jrvj2 :
Luego Z
Rn
jrvj2 + F 00(u)v2 
Z
Rn
2vrv  r(uxn)
uxn
  v
2 jr(uxn)j2
(uxn)
2
+ F 00(u)v2
= 0:
Con la desigualdad (2:10) podemos probar queZ
Rn 1
jrj2 + F 00(u)2  0, 8 2 C1c (Rn 1): (2.11)
En efecto, sea  2 C1c (Rn 1): Para cada  > 0; escogemos una función 	 2 C1c (R) con
0  	  1,
	0  2, 	 = 0 en ( 1; ) [ (2 + 2;1) y 	 = 1 en ( + 1; 2 + 1). Ahora
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aplicamos (2:10) con v(x0; xn) := (x0)	(xn) para obtener,
0 
Z
Rn
jrvj2 + F 00(u)v2
=
Z
Rn 1
r(x0)2 dx0Z
R
	2(xn)dxn

+
Z
Rn 1
2(x0)dx0
Z
R
(	0)
2(xn)dxn

+Z
Rn 1
2(x0)
Z
R
F 00(u(x0; xn))	2(xn)dxn dx
0:
Dividiendo por  :=
R
R	
2
(xn)dxn; tenemos
0 
Z
Rn 1
r(x0)2 dx0 + Z
Rn 1
2(x0)dx0
 Z
R
(	0)2(xn)

dxn
!
+ (2.12)
Z
Rn 1
2(x0)
Z
R
F 00(u(x0; xn))
	2(xn)

dxn dx
0:
Por la construcción de 	,Z
R
(	0)
2(xn)dxn 
Z +1

(	0)
2(xn)dxn +
Z 2+2
2+1
(	0)
2(xn)dxn  4 y   :
Aplicando esto a (2:12) obtenemos que
0 
Z
Rn 1
r(x0)2 dx0 + 4

Z
Rn 1
2(x0)dx0 +
Z
Rn 1
2(x0)
Z
R
F 00(u(x0; xn))
	2(xn)

dxn dx
0:
(2.13)
Veamos queZ
Rn 1
2(x0)
Z
R
F 00(u(x0; xn))
	2(xn)

dxn dx
0  !
!1
Z
Rn 1
F 00(u(x0))2(x0)dx0
y al tomar límite cuando  tiende a innito en (2:13) concluiremos (2:11).
Sea  > 0. Si usamos un argumento de compacidad, teniendo en cuenta que u es creciente
en la última variable, es fácil probar (véase [Ru]) que u(; xn) converge uniformemente a u();
cuando xn tiende a innito, en subconjuntos compactos de Rn 1. Supongamos que supp   K
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para cierto K subconjunto compacto de Rn 1: Teniendo en cuenta la denición de  tenemos,
Z
Rn 1
2(x0)
Z
R
F 00(u(x0; xn))
	2(xn)

dxn dx
0  
Z
Rn 1
F 00(u(x0))2(x0)dx0

=

Z
K
2(x0)
Z
R
[F 00(u(x0; xn))  F 00(u(x0))]
	2(xn)

dxn dx
0


Z
K
2(x0)
Z 2+2

F 00(u(x0; xn))  F 00(u(x0)) 	2(xn)

dxn dx
0:
La función F 00 es uniformemente continua en el intervalo [inf u; supu]. Se aplica este hecho
así como la convergencia uniforme de u(; xn)  !
xn!1
u() en el compacto K para concluir que
existe N 2 N tal que si  > N entonces jF 00(u(x0; xn))  F 00(u(x0))j  kk2
L2(Rn 1)+1
: Esto
es posible pues F 2 C2(R), u , u son acotados, x0 está en un compacto y u(x0; xn) converge
uniformemente a u(x0), en subconjuntos compactos de Rn 1: Entonces, si  > N
Z
Rn 1
2(x0)
Z
R
F 00(u(x0; xn))
	2(xn)

dxndx
0  
Z
Rn 1
F 00(u(x0))2(x0)dx0

 kk2L2(Rn 1)
Z
K
2(x0)
Z 2+2

	2(xn)

dxn dx
0
 ;
como queríamos.
Para cada R > 1 denamos B0R :=

x0 2 Rn 1= jx0j < R	. En los argumentos que
presentamos a continuación haremos uso extensivo de los Teoremas 1:8, 1:9 y 1:10: Para
comenzar, notemos que para cada R > 1, el menor valor propio de   + F 00(u) en B0R, con
condición de Dirichlet en @B0R, es no negativo en virtud de (2:11) (aplicar la denición 1.4 con
v = '). Denotemos por R a dicho valor propio y tomemos una función propia 'R asociada
a él. Por el Teorema 1:10 'R 2 W 2;p(B0R) \W 1;p0 (B0R) \ C(B0R). Por el Teorema 1:8 y por
reescalamiento, podemos tomar 'R > 0 en B
0
R;y 'R(0) = 1. Recordemos que 'R satisfaceR
B0R
('R   F 00(u)'R)v =  R
R
B0R
'Rv 8v 2 C1c (B0R)
'R  0 en @ B0R.
(2.14)
Gracias al Teorema 1:9, los valores propios R decrecen como función de R 2 (1;1), así que
en particular el conjunto fR=R > 1g es acotado.
A continuación construiremos la función ' 2 W 2;ploc (Rn 1) tomando subsucesiones
adecuadas de la colección f'RgR>1. La construcción de ' en B02 se hace de la siguiente
manera:
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Consideremos la sucesión f'lgl2N;l3. Por la aplicación de La Desigualdad de Harnack,
Teorema 1:7, a cada 'l, que satisface
'l + (l   F 00(u))'l = 0; c:t:p: en B02;
tenemos que
sup
B02
'l  C2 inf
B02
'l
 C2'l(0)
 C2; (2.15)
para cierta constante C2 > 0, que depende de n y de kF 00(u)  lkL1(B02) :
Observemos, no obstante, que
F 00(u)  lL1(B02)  F 00(u)L1(B0R) + 1:
Luego, por la observación posterior al Teorema 1:7, la constante C2 en (2:15) se puede tomar
independiente de l. En consecuencia, (2:15) permite armar que
k'lkLp(B02)  C2
B02 1p ;
para todo l  3: Esta desigualdad, así como el resultado de estimativos locales en W 2;p,
Teorema 1:6, implican que
k'lk2;p;B02  C k'lkLp(B02)
 C 02;
donde C 02 es una constante positiva, que no depende de l.
En consecuencia, por reexividad de W 2;p(B02), existen una subsucesión
n
'lj
o
j2N
y
' 2 W 2;p(B02) tales que 'lj *j!1 ' (débilmente) en W
2;p(B02). Puesto que p > n,
los encajes de Sobolev, Teorema 1:3, garantizan que una subsucesión de
n
'lj
o
j
converge a '
en el sentido de C1(B0R): Denotemos por

'l;2
	
l2N a esta subsucesión, con lo cual 'l;2 * ' en
W 2;p(B02) y 'l;2  ! ' en C1(B02): Por una aplicación adicional de la Desigualdad de Harnack,
Teorema 1:7, tenemos:
1 = 'l(0)  sup
B02
'l  C2 inf
B02
'l  C2'l(x); 8x 2 B02;
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donde C2 > 0 no depende de l:
Al tomar límite cuando l tiende a innito se sigue que ' > 0 en B02:
Recursivamente construimos

'l;m+1
	
l2N ; subsucesión de

'l;m
	
l
; tomando la cola de la
sucesión

'l;m
	
l
de las funciones denidas en B0m+1 y aplicando el procedimiento que hemos
descrito cuando m = 2; se obtiene entonces que existe e' 2 W 2;p(B0m+1) \ C1(B0m+1) tal quee' > 0 en B0m+1 y
'l;m+1 *
l!1
e' en W 2;p(B0m+1)
y
'l;m+1  !
l!1
e' en C1(B0m+1):
Como

'l;m+1
	
l2N es una subsucesión de

'l;m
	
l
, en particular e' restringida a B0m es igual a
':
Usando un argumento diagonal, se construye una sucesión

'm;m
	
m2N que resulta ser
subsucesión de cada

'l;m
	
l
; y un elemento ' 2 W 2;ploc (Rn 1) \ C1(Rn 1) tales que ' > 0 en
Rn 1 y 'm;m  ! ' localmente en C1(Rn 1), esto es, en C1(K) para todo compacto K  Rn 1:
Probemos que
'  F 00(u)'+ ' = 0 c.t.p. en Rn 1;
con lo cual
'  F 00(u)' =  '  0 c.t.p. en Rn 1
y se seguirá el resultado. Sea  2 C1c (Rn 1). Tomemos R > 0 sucientemente grande tal que
supp   B0R: Tomemos m 2 N tal que m > R: Aplicando (2:14) a v =  e integrando por
partes,
 
Z
B0R
r'm;m  r  
Z
B0R
F 00(u)'m;m +
Z
B0R
m;m'm;m = 0:
Como fm;mgm2N es una sucesión decreciente de números no negativos entonces existe   0
tal que m;m  !
m!1  . Usando la convergencia 'm;m  ! ' en C
1(B0R), de la igualdad anterior
se sigue que
 
Z
B0R
r'  r  
Z
B0R
F 00(u)' +
Z
B0R
' = 0:
Aplicando nuevamente integración por partes,Z
B0R
['  F 00(u)'+ '] = 0:
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Como R > 0 es arbitrario entoncesZ
Rn 1
['  F 00(u)'+ '] = 0:
Como  2 C1c (Rn 1) es arbitrario se sigue que
'  F 00(u)' =  '  0 c:t:p en Rn 1:
iii) Finalmente, supongamos que n = 3. Denamos
x :=
ux
'
y y :=
uy
'
en R2;
donde ' 2 W 2;ploc (R2) \ C1(R2) es la función construida en ii) para n = 3. Las funciones
x y y estan bien denidas. Para probar la conclusión aplicaremos el teorema tipo Liouville,
Teorema 2:1. De la denición de x tenemos,
'2rx = 'rux   uxr':
Ahora, para cada R > 0 las funciones '; 'x; 'y; ux; uxx; uxy 2W 1;p(BR)\L1(BR). Aplicando
el teorema para operaciones con derivadas débiles, Teorema 1:1, obtenemos
div('2rx) = '(ux) +r'  rux   ux' r'  rux
= '(ux)  ux':
Teniendo en cuenta las propiedades de ',
x div('
2rx) = ux(ux)  (ux)2'
'
= (ux)
2F 00(u)  (ux)2'
'
 0:
Por el Corolario 1:1, 'x = ux es acotado en R2, entonces se cumple (2:2). Aplicando el
teorema tipo Liouville, Teorema 2:1, a esta desigualdad tenemos que existe una constante c tal
que
ux = c': (2.16)
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Similarmente, existe una constante d tal que
uy = d': (2.17)
Si c = d = 0 entonces u es igual a una constante C. Si alguno, c o d; es distinto de cero
entonces, por (2:16) y (2:17), ru en cada punto es paralelo al vector (c; d) . Tomando
(a; b) := j(c; d)j 1 (c; d), existe h 2 C2(R) tal que
u(x; y) = h((a; b)  (x; y)); 8(x; y) 2 R2: (2.18)
En efecto, basta escoger
h(t) := u(t(a; b)); 8t 2 R;
se verica (2:18), porque al ser los conjuntos de nivel de u líneas perpendiculares al vector (a; b),
entonces
u(x; y) = u([(x; y)  (a; b)] (a; b)) = h((a; b)  (x; y)); 8(x; y) 2 R2:
Si aplicamos (2:16) vemos que
c' = c j(c; d)j 1 h0((a; b)  (x; y)); 8(x; y) 2 R2:
Luego h0 > 0 en R.
Lema 2.2 Sea F 2 C2(R). Supongamos que existe una función acotada h 2 C2(R) tal que
h00   F 0(h) = 0; (2.19)
y h0 > 0 en R. Sean m1 := infR h y m2 := supR h . Entonces F (m1) = F (m2) y
F > F (m1) = F (m2) en (m1;m2):
Prueba. Multiplicando la ecuación (2:19) por h0 e integrando tenemos
(h0(x))2   2F (h(x))  (h0(0))2 + 2F (h(0)) = 2
Z x
0
(h00(t)h0(t)  F 0(h(t))h0(t))dt = 0; 8x 2 R:
Entonces para cierta constante c;
2F (h(x))  (h0(x))2 = c , 8x 2 R: (2.20)
Como h es acotada y creciente entonces, al aplicar el Teorema del valor medio entre m y m+1;
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8m 2 Z; existen sucesiones sm !  1 y tm ! 1 tales que h0(sm) ! 0 y h0(tm) ! 0, cuando
m!1. Luego,
lim
m!1h
0(sm) = 0
y
lim
m!1h
0(tm) = 0:
Si en (2:20) tomamos en calidad de x a sm y tm, y tomamos límite cuando m!1; entonces
2F (m1) = c = 2F (m2):
Como 2F (h) = c+ (h0)2 > c = 2F (m1) y el rango de h es (m1;m2); por el Teorema del Valor
Intermedio queda probado que
F > F (m1) = F (m2) en (m1;m2);
como se quería.
El siguiente teorema nos dice que una solución acotada del problema (2:8) es un minimizador
local de energía en cierto conjunto de perturbaciones . Este resultado es fundamental para
probar el estimativo (2:2). La prueba de este resultado es técnica y extensa (véase [AAC]).
Teorema 2.3 Sea u 2 C2(Rn) una solución acotada de (4:1) en Rn; donde F 2 C2(R): Sea

  Rn un dominio suave y acotado. Denamos
S :=

v 2 C1(
)= v  u en @
 y u(x0)  v(x0; xn)  u(x0), 8(x0; xn) 2 

	
:
Entonces Z



1
2
jruj2 + F (u)

dx = min
v2S
Z



1
2
jrvj2 + F (v)

dx:
Prueba. Para una prueba de este teorema véase la referencia [AAC].
Como una consecuencia de los resultados anteriores podemos ahora mostrar el estimativo
que nos permitirá usar el teorema tipo Liouville, Teorema 2:1.
Teorema 2.4 Sea u 2 C2(R3) una solución acotada de (2:8) en R3: Existe una constante
C > 0, que no depende de R, tal queZ
BR
jruj2 dx  CR2, para todo R > 1.
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Prueba. A n de estimar Z
BR
jruj2 dx;
constuiremos un elemento adecuado vR 2 S; donde S es como en el enunciado del Teorema 2:3.
Tendremos entonces que:Z
BR

1
2
jruj2 + F (u)

dx 
Z
BR

1
2
jrvRj2 + F (vR)

dx;
de lo cual, Z
BR
1
2
jruj2 dx 
Z
BR

1
2
jrvRj2 + F (vR)  F (u)

dx: (2.21)
La función vR 2 S se construye de tal forma que la integral en el lado derecho de (2:21) se
reduzca a la misma integral sobre BR nBR 1; R > 1; donde, además, el integrando sea acotado.
El resultado se seguirá entonces. Sea m = inf u y M = supu. Notemos que m = inf u y
M = supu. Denamos em = supu y fM = inf u:
Esta claro que em, fM 2 [m;M ]. Por el Lema 2:1; cada una, u y u, es solución constante de
(2:8) o bien es una solución monótona en una variable de (2:8).
Además, por el Lema 2:2,
F > F (m) = F (em) en (m; em); (2.22)
en el caso m < em , es decir, u no constante. Análogamente
F > F (M) = F (fM) en (fM;M); (2.23)
en el caso en que fM < M , es decir, u no constante.
Denamos
cu := min fF (s)= m  s Mg :
Armación: existe s 2 [em;fM ] tal que cu = F (s).
En efecto consideremos los cuatro casos posibles:
- u es constante y u es constante,
- u es constante y u no lo es,
- u no es constante y u es constante,
- u no es constante y u no es constante.
El primer caso es trivial, pues m = em y fM =M . En los casos segundo y tercero se procede
como en el cuarto caso, que es el que presentamos en detalle.
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Observemos que, de (2:22) y (2:23), necesariamente em  fM . Además, cu < F (t) para todo
t 2 (m; em) [ (fM;M). En consecuencia, si s 2 [m;M ] es un punto en el cual F alcanza su
mínimo en este intervalo, s 2 [em;fM ] [ fm;Mg. Puesto que F (m) = F (em) y F (M) = F (fM),
se sigue la armación.
Concluimos que
u(x; y)  em  s  fM  u(x; y), 8(x; y) 2 R2:
Para R > 0 consideremos R 2 C1(R3) tal que 0  R  1 en R3, R  1 en BR 1 , R  0
en R3nBR y krRk1  2. Denamos la función
vR := (1  R)u+ sR:
Para (x; y) 2 R2 tal que (x; y; z) 2 @BR;
vR(x; y; z) = [1  R(x; y; z)]u(x; y; z) + sR(x; y; z) = u(x; y; z):
Ahora si (x; y; z) 2 BR entonces
u(x; y) = [1  R(x; y; z)]u(x; y) + u(x; y)R(x; y; z)  [1  R(x; y; z)]u(x; y; z) + sR(x; y; z):
Por otro lado,
[1  R(x; y; z)]u(x; y; z) + sR(x; y; z)  [1  R(x; y; z)]u(x; y) + u(x; y)R(x; y; z) = u(x; y);
Concluimos que,
u(x; y)  vR(x; y; z)  u(x; y);
para todo (x; y; z) 2 BR.
Notemos que F (vR) está acotado por una constante que no depende de R, pues m  vR M:
Por otra parte,
rvR = (1  R)ru+ (u+ s)rR:
De esta expresión, notemos que los términos segundo y tercero están acotados pues
krRk1  2: El acotamiento del primer término proviene del Corolario 1:1. En consecuencia,
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por el Teorema 2:3, tenemos que
1
2
Z
BR
jruj2 dx 
Z
BR

1
2
jruj2 + F (u)  cu

dx

Z
BR

1
2
jrvRj2 + F (vR)  cu

dx
=
Z
BRnBR 1

1
2
jrvRj2 + F (vR)  cu

dx
 c jBRnBR 1j
=
4
3
cR3   4
3
c(R  1)3
 CR2 para R > 1;
como queríamos.
Teorema 2.5 (Conjetura de De Giorgi caso n=3) Sean f 2 C1(R) y u 2 C2(R3; [ 1; 1])
una función que satisface
u+ f(u) = 0, y uz > 0 en R3:
Entonces los conjuntos de nivel de u son planos.
Prueba. Al igual que en el caso n = 2, observemos que por los resultados de regularidad
del Capítulo 1, u 2 W 3;p(BR) para todo R > 0 y 1 < p < 1. Dado R > 0, denamos en BR
las funciones
' := uz, x :=
ux
'
y y :=
uy
'
:
Nuestra estrategia será aplicar el Teorema 2:1 a estas funciones. Notemos que por hipótesis
estas funciones están bien denidas y ', x, y 2 C1(BR). Derivando en sentido clásico,
obtenemos
'2rx = 'rux   uxr'
y
'2ry = 'ruy   uyr':
De estas expresiones, del hecho de que '; ux; uy 2 C1(BR) \W 2;p(BR) y del Teorema 1:1; se
sigue que '2rx, '2ry 2W 1;p(BR) \ L1(BR) y
div('2rx) = r'  rux + 'ux  rux  r'  ux' = 'ux   ux'
y
div('2ry) = r'  ruy + 'uy  ruy  r'  uy' = 'uy   uy';
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donde las derivadas se entienden en sentido débil.
Por otra parte, derivando la ecuación u + f(u) = 0 en sentido débil en BR, obtenemos
que ', ux y uy cumplen la ecuación
w + f 0(u)w = 0 c.t.p. en BR:
Luego
div('2rx) =  'f 0(u)ux + f 0(u)'ux = 0, c.t.p en BR:
Como R > 0 es arbitrario, entonces
div('2rx) = 0 en R3:
Similarmente
div('2ry) = 0 en R3:
Para aplicar el Teorema tipo Liouville, Teorema 2:1, sólo nos resta vericar queR
BR
('x)
2dx  CR2 y RBR('y)2dx  CR2 para cierta constante C independiente de
R, que en nuestro caso se traduce enZ
BR
(ux)
2dx  CR2 y
Z
BR
(uy)
2dx  CR2:
Resultado que es cierto según el teorema anterior.
Luego ux = auz y uy = buz, para ciertas constantes a y b 2 R. Lo cual implica que
ru = (a; b; 1)uz;
es decir, el gradiente de u siempre apunta en la misma dirección. Esto implica que las supercies
de nivel de u son planos perpendiculares al vector (a; b; 1). Queda probada la Conjetura en
dimensión tres.
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