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STRONG SOLUTION TO STOCHASTIC PENALISED NEMATIC LIQUID
CRYSTALS MODEL DRIVEN BY MULTIPLICATIVE GAUSSIAN NOISE
ZDZIS LAW BRZEZ´NIAK, ERIKA HAUSENBLAS, AND PAUL ANDRE´ RAZAFIMANDIMBY
Abstract. In this paper, we prove the existence of a unique maximal local strong solutions to a
stochastic system for both 2D and 3D penalised nematic liquid crystals driven by multiplicative
Gaussian noise. In the 2D case, we show that this solution is global. As a by-product of our investi-
gation, but of independent interest, we present a general method based on fixed point arguments to
establish the existence and uniqueness of a maximal local solution of an abstract stochastic evolution
equations with coefficients satisfying local Lipschitz condition involving the norms of two different
Banach spaces.
1. Introduction
Nematic liquid crystal (NLC) is a liquid crystal phase with has rod-shaped molecules which tend
to align along a particular direction denoted by a unit vector n, called the optical director axis.
In addition to n : Rd → R3 , the hydrodynamic of an isothermal and incompressible NLC is also
described by its pressure p : Rd → R and velocity v : Rd → Rd. We refer to [15] and [23] for a
comprehensive treatment of the physics of liquid crystals.
Using the Ericksen and Leslie continuum theory for liquid crystals, see [25] and Leslie [43], F.
Lin and C. Liu [44] derived the most basic and simplest form of the dynamical system modeling the
motion of a nematic liquid crystal (NLC) flowing in Rd(d = 2, 3). This system is given by
dv +
[
(v · ∇)v −∆v+∇p
]
dt = −∇ · (∇n⊙∇n)dt+ fdt, (1.1)
div v = 0, (1.2)
dn+ (v · ∇)ndt =
[
∆n+ |∇n|2n
]
dt+ gdt, (1.3)
|n|2 = 1, (1.4)
where f and g are forcings acting on the system. The entries of the matrix ∇n⊙∇n are defined by
[∇n⊙∇n]i,j =
3∑
k=1
∂n(k)
∂xi
∂n(k)
∂xj
, i, j = 1, . . . , d.
Before proceeding further, we should mention that (1.1)-(1.4) is obtained by neglecting several terms
such as the viscous Leslie stress tensor in the equation for v, the stretching and rotational effects
for d. Thus, it is not known whether the models (1.1)-(1.4) and (1.5)-(1.7) are thermodynamically
stable or consistent. However, these models still retain many mathematical and essential features of
the dynamics for NLCs. In the recent papers [32] [33], [34], [46] and [49] several thermodynamically
consistent and stable models of NLC have been developed and analysed.
This article is part of a project that is currently funded by the European Union’s Horizon 2020 research and
innovation programme under the Marie Sk lodowska-Curie grant agreement No. 791735 “SELEs”.
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In this paper, we fix a bounded domain O ⊂ Rd, d = 12, 3 with smooth boundary and we consider
the following stochastic system
dv +
[
(v · ∇)v −∆v +∇p
]
dt = −∇ · (∇n⊙∇n)dt+ S(v)dW1, (1.5)
div v = 0, (1.6)
dn+ (v · ∇)ndt =
[
∆n+ f(n)
]
dt+ (n× h) ◦ dW2, (1.7)
v = 0 and
∂n
∂ν
= 0 on ∂O, (1.8)
v(0) = v0 and n(0) = n0, (1.9)
where v0 : O → R
d, n0 : O → R
3 are given mappings, ν is the unit outward normal to ∂O, f is a
polynomial function satisfying some conditions to be fixed later. Here, W1 and W2 are respectively
independent cylindrical Wiener process and standard Brownian motion, (n×h)◦dW2 is understood
in the Stratonovich sense.
The Fre´edericksz transition, which is produced by applying a sufficiently strong external pertur-
bation (e.g. magnetic or electric fields) to an undistorted NLC, and its behaviour under random
perturbation have been extensively studied in several physics papers, see [38, 55, 56], all of which
neglected the fluid velocity. However, it is pointed out in [23, Chapter 5] that the fluid flow disturbs
the alignment and conversely a change in the alignment will induce a flow in the nematic liquid
crystal. It is this gap in knowledge that is the motivation for our mathematical study which was
initiated in the old unpublished preprints [7] and [8], see also the recent papers [6] and [5].
In this paper, we mainly prove the existence and uniqueness of a maximal local strong solution
which is understood in the sense of stochastic calculus and PDEs. This result is a corollary of
several abstract results which are proved in Section 5 and are of independent interest. In the case
d = 2, we show the non-explosion of the maximal solution by an adaptation and combination of
Khashminskii test for non-explosions and an idea of Schmalfuß elaborated in [57], see Section 3 for
more details. Our novelty is the extension of the Schmalfuß idea, which has been used so far to prove
the uniqueness of solutions of Stochastic Navier-Stokes equations and related problems, to the proof
of the global existence of a strong solution to the problem (1.5)-(1.9). In particular, we give another
proof of the global existence of 2D stochastic Navier-Stokes equations with multiplicative noise and
for initial data with finite enstrophy. Thus, our paper can also be seen as a generalization of the
results for the existence and uniqueness of maximal local and global solutions of strong solutions of
stochastic Navier-Stokes proved in [27], [22] and [51].
We should notice that some of the arguments elaborated in Section 5 have been already used in [1]
and [5] which respectively studied the strong solution of some stochastic hydrodynamic equations
(NSEs, MHD and 3D Leray α-models) driven by Le´vy noise, and the existence and uniqueness
of a maximal local smooth solution to the stochastic Ericksen-Leslie system (1.1)-(1.4) on the
d-dimensional torus. We are also strongly convinced that with these general results it is possible,
although it has not been done in detail, to prove the existence of strong solution of several stochastic
hydrodynamical models such as the NSEs, MHD equations, α-models for Navier-Stokes and related
problems.
While the deterministic version of (1.5)-(1.7) has been the subject of intensive mathematical
studies, see [28, 35, 44, 45, 47, 58, 18] and [14, 36, 37, 39, 63], there are fewer results related to
the stochastic system (1.5)-(1.7). The unpublished paper [7] proved the existence and uniqueness
of mxaimal local strong solution to the system (1.5)-(1.7) with a bounded nonlinear term f(n) =
1|n|≤1(1 − |n|
2)n. The paper [6] deals only with weak (both in PDEs and stochastic calculus
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sense) solutions and the maximum principle. Some of the results in [6] and the current paper have
already been used in several papers such as [9], [10], [65], [30], [29] and [64]. Very recently we have
become aware of a recent paper by Feireisl and Petcu [26], in which they proved the existence of a
dissipative martingale, as well as the existence of a local strong solution and weak-strong uniqueness
of the solution of the stochastic Navier-Stokes Allen-Cahn Equations. Note that in [26] the second
unknown n is a scalar field, the nonlinear term f(·) is globally Lipschitz and the derivative of a
double-well potential F (·), and the coefficient of the noise entering the equations for n is bounded.
The paper [5] is the first paper to deal with the the stochastic counterpart of the Ericksen-Leslie
equations (1.1)-(1.4). The results in present manuscript is not covered in [5] because in contrast to
our framework which considers initial condition (v0,n0) ∈ H
1 ×H2, the initial data in [5] satisfies
(v0,n0) ∈ H
α × Hα+1 for α > d2 , where d = 2, 3 is the space dimension. There is also the papers
[59] which seeks for a special solution (v,n) with the unknown n is replaced by an angle θ such
that n = (cos θ, sin θ). This model reduction considerably simplify the mathematical analysis of
(1.1)-(1.3).
To close this introduction, we emphasize that the analysis in the present paper might also be
of great interest in the numerical study of stochastic Ericksen-Leslie system. In fact, on the one
hand our assumptions on the polynomial f(n) enable us to consider the typical Ginzburg-Landau
function fε(n) =
1
ε2
(1 − |n|2)n, see Assumption 2.1 and Remark 2.5. In the numerical context,
handling the constraint |n| = 1 in the Ericksen-Leslie is a rather challenging task and to overcome
this difficulty, one usually use the Ginzburg-Landau approximation, see [62]. On the other hand, to
get convergence and a rate of convergence of a space discretization for parabolic SPDEs, one often
has to consider a regular solution in favour of weak solutions.
2. Preliminary results and notations
2.1. Functional spaces and linear operators. Following [6] we introduce in this section various
notations and results that are frequently used in this paper.
For two topological spaces X and Y the symbol X →֒ Y means that the embedding X is contin-
uously embedded in Y .
Let d ∈ {2, 3} and assume that O ⊂ Rd is a bounded domain with boundary ∂O of class C∞.
For p ∈ [1,∞) and k ∈ N the symbols Lp(O) or by Wk,p(O) (resp. by Lp(O) or by Wk,p(O))
respectively denote the Lebesgue and Sobolev spaces of functions v : Rd → Rd (resp. n : Rd → R3)
For p = 2 the function spaces Wk,2(O) and Wk,p are respectively denoted by Hk (Hk) and their
norms are denoted by ‖·‖k. The scalar products on L
2 and L2 are denoted by the same symbol
〈u, v〉 for u, v ∈ L2 (resp. u, v ∈ L2 ) and their associated norms is denoted by ‖u‖, u ∈ L2 (resp.
u ∈ L2). By H10 and W
1,r
0 , r > 2, we mean the spaces of functions in H
1 and W1,r that vanish on
the boundary on O. It is well known that if a = d4 , then there exists a constants c > 0 such that
|u|L4 ≤ c
{
|u|1−a
L2
|∇u|aL2 if u ∈ H
1
0
|u|1−a
L2
|u|a
H1
if u ∈ H1,
(2.1)
|u|L∞ ≤ c
{
|u|1−a
L4
|∇u|aL4 if u ∈W
1,4
0
|u|1−a
L4
|u|a
W1,4
if u ∈W1,4,
(2.2)
and since H2 →֒W1,4, we have
|u|L∞ ≤ ‖u‖
1−a
1 ‖u‖
a
2, u ∈ H
2. (2.3)
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We now introduce the following spaces
V =
{
u ∈ C∞c (O,R
d) such that divu = 0
}
V = closure of V in H10(O)
H = closure of V in L2(O).
As usual, we endow H with the scalar product and norm of L2, and we equip the space V with he
scalar product 〈∇u,∇v〉 which is equivalent to the H1(O)-scalar product on V.
Let Π : L2 → H be the Helmholtz-Leray projection from L2 onto H. We denote by A = −Π∆ the
Stokes operator with domain D(A) = V ∩ H2, see for instance [60, Chapter I, Section 2.6] . It is
well-known that the spaces Vβ := D(A
β), β ∈ R, are Hilbert spaces when endowed with the graph
inner product and V 1
2
= V. It is also well-known that the map Aδ : Vβ → Vβ−δ, β, δ ∈ R, is a
linear isomorphism. For all these facts we refer, for instance, to [17].
The Neumann Laplacian acting on Rd-valued function will be denoted by A1, that is,
D(A1) :=
{
u ∈ H2 :
∂u
∂ν
= 0 on ∂O
}
,
A1u := −
d∑
i=1
∂2u
∂x2i
, u ∈ D(A1).
Notice that the Neumann Laplacian A1 can be viewed as a linear map A1 : H
1 → (H1)∗ satisfying
(H1)∗〈A1u,n〉H1 = 〈∇u,∇n〉, for all u,n ∈ H
1. (2.4)
Thanks to [31, Theorem 5.31] one can define and characterize in standard way the spaces Xα =
D(Aˆα1 ), α ∈ [0,∞), where Aˆ1 = I + A1. Also, it can be shown that Xα →֒ H
2α, for all α ≥ 0 and
X := X 1
2
= H1, see, for instance, [61, Sections 4.3.3 & 4.9.2].
Now, let h ∈ L∞ be fixed and define a linear bounded operator G from L2 into itself by
G : L2 ∋ n 7→ n× h ∈ L2. (2.5)
It is straightforward to check that there exists a constant C > 0 such that
‖G(n)‖ ≤ C‖h‖L∞ |n|L2 , for all n ∈ L
2.
2.2. The nonlinear terms. Throughout this paper B∗ denotes the dual space of a Banach space
B. We also denote by 〈Ψ,b〉B∗,B the value of Ψ ∈ B
∗ on b ∈ B. Throughout, ∂xi =
∂
∂xi
and φ(i) is
the i-th entry of any vector-valued φ.
Let p, q, r ∈ [1,∞] such that 1p +
1
q +
1
r ≤ 1. Then, we define a trilinear form b(·, ·, ·) by
b(u,v,w) =
d∑
i,j=1
∫
O
u(i)
∂v(j)
∂xi
w(j)dx, u ∈ Lp,v ∈W1,q, and w ∈ Lr,
Note if v ∈W1,q and w ∈ Lr, then we have to take the sum over j from j = 1 to j = 3.
It is well known, see [60, Section II.1.2], that there is a bilinear map B : V ×V→ V∗ such that
〈B(u,v),w〉V∗ ,V = b(u,v,w) for w ∈ V, and u,v ∈ V. (2.6)
In a similar way, there is also a bilinear mapB˜ : V ×H1 → (H1)∗ such that
〈B˜(u,v),w〉(H1)∗,H1 = b(u,v,w) for all u ∈ V, v, w ∈ H
1. (2.7)
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The following lemma was proved in [60, Section II.1.2].
Lemma 2.1. The bilinear map B(·, ·) maps continuously V ×H1 into V∗ and
〈B(u,v),w〉V∗ ,V = b(u,v,w), for all u ∈ V,v ∈ H
1,w ∈ V, (2.8)
〈B(u,v),w〉V∗ ,V = −b(u,w,v) for all u ∈ V,v ∈ H
1,w ∈ V, (2.9)
〈B(u,v),v〉V∗ ,V = 0 for all u ∈ V,v ∈ V, (2.10)
|B(u,v)|V∗ ≤ C0|u|
1− d
4
L2
|∇u|
d
4
L2
|v|
1− d
4
L2
|L2∇v|
d
4
L2
, for all u ∈ V,v ∈ H1. (2.11)
Lemma 2.2. There exists a constant C1 > 0 such that
‖B˜(v,n)‖≤ C1‖v‖
1− d
4
L2
‖∇v‖
d
4
L2
‖n‖
1− d
4
H1
‖n‖
d
4
H2
, for all v ∈ V,n ∈ H2, (2.12)
〈B˜(v,n),n〉 = 0, for any v ∈ V,n ∈ H2. (2.13)
Proof. The estimate (2.12) follows from [6, Lemma 6.2] and the Gagliardo-Nirenberg estimate (2.1).
The proof of (2.13) and (2.10) are the same, see [60, Section II.1.2]. 
Let r, p, q ∈ (1,∞) such that 1p +
1
q +
1
r ≤ 1. For n1 ∈W
1,p, n2 ∈W
1,q and u ∈W1,r we set
m(n1,n2,u) = −
d∑
i,j=1
3∑
k=1
∫
O
∂xin
(k)
1 ∂xjn
(k)
2 ∂xju
(i) dx. (2.14)
Since d ≤ 4, the integral in (2.14) is also well defined for n1,n2 ∈ H
2 and u ∈ V.
We recall the following proposition which can be found in [6, Proposition 2.2 & Remark 2.3].
Proposition 2.3. Let d ∈ [1, 4]. There exists a bilinear map M : H2 ×H2 → V∗ such that
〈M(n1,n2),u〉V∗,V = m(n1,n2,u), n1, n2 ∈ H
2, u ∈ V, (2.15)
〈M(f ,g),v〉V∗ ,V = 〈Π[div(∇f ⊙∇g)],v〉 for all f ,g ∈ X1 and v ∈ H, (2.16)
〈B˜(v,n),A1n〉+ 〈M(n,n),v〉V∗ ,V = 0, for all v ∈ V,n ∈ X1, . (2.17)
In some places in this manuscript we use the following shorthand notations:
B(u) := B(u,u) and M(n) := M(n,n),
for all u and n such that the above quantities are meaningful.
We now fix the standing assumptions on the function f(·).
Assumption 2.1. Let Id be the set defined by
Id =
{
N := {1, 2, 3, . . .} if d = 2,
{1}, if d = 3.
(2.18)
We fix N ∈ Id and ak ∈ R, k = 0, . . . , N , with aN < 0. We define a function f˜ : [0,∞)→ R by
f˜(r) =
N∑
k=0
akr
k, for all r ∈ R+.
We define a map f : R3 → R3 by f(n) = f˜(|n|2)n where f˜ is as above.
We now assume that there exists F : R3 → R a Fre´chet differentiable map such that
F ′(n)[g] = f(n) · g, n ∈ Rd, g ∈ Rd.
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Note that if F˜ is a map such that F˜ ′ = f˜ and F˜ (0) = 0, then, there is U is a polynomial function
with deg(U) ≤ N and aN+1 < 0 such that F˜ (r) = aN+1r
N+1 + U(r).
Remark 2.4. (i) There exists a constant ℓ3 > 0 such that
|f˜ ′′(r)| ≤ ℓ3(1 + r
N−2), r > 0. (2.19)
(ii) From (2.19), we infer that there exist c0, c1, c3 > 0 such that
|f(n)| ≤ c0(1 + |n|
2N+1), |f ′(n)| ≤ c1(1 + |n|
2N ) and |f ′′(n)| ≤ c2(1 + |n|
2N−1) for all n ∈ Rn.
(iii) Let q˜ = 4N + 2. It is easy to show that there exists C > 0 such that for all n ∈ H2
‖A1n‖
2 =‖A1n+ f(n)− f(n)‖
2 ≤ 2‖A1n− f(n)‖
2 + 2‖f(n)‖2,
≤2‖A1n− f(n)‖
2 + C‖n‖q˜
Lq˜
+C. (2.20)
(iv) Since the norm ‖·‖2 is equivalent to ‖·‖+ ‖A1·‖ on D(A1), there exists C > 0 such that
‖n‖22 ≤ C(‖A1n− f(n)‖
2 + ‖n‖q˜
Lq˜
+ 1), for all n ∈ D(A1). (2.21)
(v) Since H1 →֒ L4N+2, N ∈ Id, we infer from (2.21) that n ∈ H
2 if n ∈ H1 and A1n−f(n) ∈ L
2.
Remark 2.5. Let ε > 0 and f˜ε(r) :=
1
ε2 (−r+1), r ∈ [0,∞). Examples of maps f and F satisfying
Assumption 2.1 are the following
f(n) := f˜(|n|2)n =
1
ε2
(1− |n|2)n and F (n) :=
1
4ε2
[f˜(|n|2)]2, n ∈ Rd.
2.3. The assumption on the coefficients of the noise.
Assumption 2.2. Throughout this paper we are given a complete filtered probability space (Ω,F ,P)
with the filtration F = {Ft : t ≥ 0} satisfying the usual hypothesis, i.e., the filtration is right-
continuous and all null sets of F are elements of F0.
Throughout, let K1 be a separable Hilbert space, and W1 = (W1(t))t≥0 and W2 = (W2(t))t≥0
be independent K1-cylindrical Wiener process and standard Brownian motion on (Ω,F ,F,P). If
K = K1 × R then we can assume that W = (W1(t),W2(t)) is K-cylindrical Wiener process.
Let K˜ and H˜ be a separable Hilbert and Banach spaces. We denote by γ(K˜, H˜) the space of
γ-radonifying operators which generalises the space of Hilbert-Schmidt operators T2(K˜, H˜) if H˜ is a
separable Hilbert space, see [2]. Let M 2(Ω× [0, T ];T2(K˜, H˜)) the space of all equivalence classes of
progressively measurable processes Ψ : Ω× [0, T ]→ T2(K˜, H˜) satisfying
E
∫ T
0
‖Ψ(s)‖2
T2(K˜,H˜)
ds <∞.
For a K˜-cylindrical Wiener process W˜ and Ψ ∈ M 2(Ω × [0, T ];T2(K˜, H˜)) the process M defined
by M(t) =
∫ t
0 Ψ(s)dW˜ (s), t ∈ [0, T ], is a H˜-valued martingale. For more detail on the theory of
stochastic integration we refer to [50, Section 26 ] and [19, Chapter 4].
Let G be the map defined in (2.5) and G2 = G ◦G. Then, we have the following relation identity
Stratonovich and Itoˆ’s integrals, see [3],
G(n) ◦ dW2 =
1
2
G2(n) dt+G(n) dW2.
We now introduce the standing set of hypotheses on the function S.
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Assumption 2.3. We assume that S : H → T2(K1,V) is a globally Lipschitz map. In particular,
there exists ℓ5 ≥ 0 such that
‖S(u)‖2T2(K1,V) ≤ ℓ5(1 + |u|
2
L2), for all u ∈ H. (2.22)
Remark 2.6. Notice that the assumption (2.22) implies that there exists a constant ℓ6 > 0 such
that
‖S(u)‖2T2(K1,V) ≤ ℓ5(1 + |∇u|
2
L2), for all u ∈ H. (2.23)
3. Existence and uniqueness of local and global strong Solution
Using the notations of Section 2, the system (1.5)-(1.9) can be written in the abstract form
dv(t) +
(
Av(t) +B(v(t),v(t)) +M(n(t))
)
dt = S(v(t))dW1, (3.1)
dn(t) +
(
A1n(t) + B˜(v(t),n(t)) − f(n(t))−
1
2
G2(n(t))
)
dt = G(n(t))dW2, (3.2)
v(0) = v0 and n(0) = d0. (3.3)
In this section we prove the existence and uniqueness of the strong solution to problem (3.1)-(3.3).
3.1. Definition of local solutions. Let (Bi, ‖·‖Bi), i = 1, 2, be two Banach spaces. We endow
B1 ×B2 with the norm ‖(b1, b2)‖=
√
‖b1‖2B1 + ‖b2‖
2
B2
. Henceforth, we put
H = H×X 1
2
, V = V ×X1 and E = V1 ×X 3
2
. (3.4)
Next, we denote by {S1(t)}t≥0 and {T(t)}t≥0 the analytic semigroups generated by −A on H and
by A1 on L
2, respectively. It is well-known that the space X 1
2
is invariant wrt {T(t)}t≥0. The
restriction of {T(t)}t≥0 to X 1
2
is also an analytic semigroup which will be denoted by {S2(t)}t≥0.
The minus infinitesimal generator A˜1 of {S2(t)}t≥0 is the part of A1 on X 1
2
, that is,
D(A˜1) = {u ∈ D(A1) : A1u ∈ X 1
2
}, A˜1u = A1u for all u ∈ D(A˜1).
Note that X 3
2
⊂ D(A˜1). With all the above notation, the problem (3.1)-(3.3) can be rewritten as
the following stochastic evolution equation in the space H ,
dy(t) +Ay(t)dt+ F(y(t))dt + L(y(t))dt = G(y(t))dW (t), (3.5)
where, for y = (v,n) ∈ E and k = (k1, k2) ∈ K,
Ay =
(
Av
A1n
)
, F(y) =
(
B(v,v) +M(n)
B˜(v,n) − f(n)
)
, (3.6)
L(y) =
(
0
−12G
2(n)
)
,G(y)k =
(
S(u)k1
G(n)k2
)
. (3.7)
The operator −A generates an analytic semigroup {S(t)}t≥0 on H = H×X 1
2
defined by
S(t)
(
v
n
)
=
(
S1(t)v
S2(t)n
)
, (v,n) ∈ H .
Important properties of {S(t) : t ≥ 0} are given in the next two lemma.
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Lemma 3.1. Let T ∈ (0,∞), g =
(
g˜
g
)
∈ L2(0, T ; H×X 1
2
) and
(
v(t)
n(t)
)
=
∫ t
0 S(t−s)g(s) ds, t ≥ 0.
Then, there exists c1 > 0 such that∥∥∥∥
(
v
n
)∥∥∥∥
C([0,T ];V×X1)
+
∥∥∥∥
(
v
n
)∥∥∥∥
L2(0,T ;D(A)×X 3
2
)
≤ c1
∥∥∥∥
(
g˜
g
)∥∥∥∥
L2(0,T ;H×X 1
2
)
.
Proof. This result is well-known and is a special case of [54, Lemma 1.2]. 
Lemma 3.2. Let T ∈ (0,∞), ζ =
(
ζ1
ζ2
)
∈ M 2(0, T ; H×X1) and
(
w1(t)
w2(t)
)
=
∫ t
0 S(t−s)ζ(s)dW (s), t ≥
0. Then, there exists C > 0 such that
E
∥∥∥∥
(
w1
w2
)∥∥∥∥
2
C([0,T ];V×X1)
+ E
∥∥∥∥
(
w1
w2
)∥∥∥∥
2
L2(0,T ;D(A)×X 3
2
)
≤ CE
∥∥∥∥
(
ζ1
ζ2
)∥∥∥∥
2
L2(0,T ;V×X1)
, T ≥ 0.
Proof. This result is also well-known, see [54, Lemma 1.4]. 
Let us recall the following notations/definition which are borrowed from [42], see also [3].
Definition 3.3. A random function τ : Ω → [0,∞] is called a stopping time, see [40, Definition
I.2.1], [50, Definition 4.1] and [24, section III.5], iff for each t ≥ 0, the set {ω ∈ Ω : t < τ(ω)} ∈ Ft
(or equivalently, {ω ∈ Ω : τ(ω) ≤ t} ∈ Ft). A stopping time τ : Ω → [0,∞] is called accessible,
see [42, section 2.1, p. 45], iff there exists an increasing sequence1 of stopping times τn: Ω→ [0,∞)
such that P-a.s. (i) for all n ∈ N, τn < τ ; (ii) and limn→∞ τn = τ .
The sequence (τn)n∈N as above is usually called an announcing sequence for τ .
Remark 3.4. Under the Assumption 2.2 we have the following facts.
(i) It follows from [50, Proposition 6.6 (3)] that a stopping time is accessible if and only if it is
predictable. Let us recall, see [50, Definition 4.9], that a stopping time τ is predictable iff its graph
[τ ] := {(t, ω) ∈ [0,∞) × Ω : t = τ(ω)} is a predictable set. The σ-field P of predictable sets is
generated by the family R := {(s, t]×F : 0 ≤ s ≤ t, F ∈ Fs}∪{{0}×F : F ∈ F0}, see [50, Theorem
3.3].
(ii) If (τn)n∈N is a sequence of accessible stopping times, then supn∈N τn is also an accessible stopping
times, see [50, Proposition 6.6]. In particular, If τ and σ accessible stopping times with announcing
sequences (τn)n∈N and (σn)n∈N, then τ ∨σ is an accessible stopping time with announcing sequence
(τn ∨ σn)n∈N. Furthermore, if A is an arbitrary family of accessible stopping times then a family
B := {sup C : C is a finite subset of A}
is also a family of accessible stopping times such that A ⊂ B and the supremum of each finite
subset of B belongs to B. In particular, if ∆ is the family of all accessible stopping times, then the
supremum of each finite subset of ∆ belongs to ∆.
Notation. For a stopping time τ we set
Ωt(τ) = {ω ∈ Ω : t < τ(ω)},
[0, τ)× Ω = {(t, ω) ∈ [0,∞) × Ω : 0 ≤ t < τ(ω)}.
1In the sense that for all n ∈ N, τn ≤ τn+1, P-a.s.
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Definition 3.5. Assume thatX is a topological space. AnX-valued process local process η : [0, τ)×
Ω→ X (we will also write η(t), t < τ) is admissible iff (i) it is adapted, i.e. η|Ωt(τ) : Ωt(τ)→ X is
Ft measurable, for all t ≥ 0; (ii) for almost all ω ∈ Ω, the function [0, τ(ω)) ∋ t 7→ η(t, ω) ∈ X is
continuous.
Two local processes ηi : [0, τi) × Ω → X, i = 1, 2 are called equivalent (and we will write
(η1, τ1) ∼ (η2, τ2)) iff τ1 = τ2 P-a.s. and, for all t > 0, the following condition holds
η1(·, ω) = η2(·, ω) on [0, t], ; for a.e. ω ∈ Ωt(τ1) ∩ Ωt(τ2).
Note that if two local admissible processes ηi : [0, τi)× Ω→ X, i = 1, 2 are such that for all t > 0
η1(t)|Ωt(τ1) = η2(t)|Ωt(τ2) P-a.s., then they are equivalent.
Remark 3.6. Let τ be an accessible stopping time with an announcing sequence (τn)n∈N and
η : [0, τ)×Ω→ X is a local process. Kunita [42, section 2.1, p. 46] defined η to be a local adapted
process iff the following condition is satisfied for every n, the stopped process (ηt∧τn)t≥0 is adapted.
We do not know how condition (i) from Definition 3.5 is related to Kunita’s definition.
Definition 3.7. Let τ be an accessible stopping time with an announcing sequence (τn)n∈N. Moti-
vated by [40, Proposition 2.18], a local process η : [0, τ)×Ω→ X is called progressively measurable
iff for every n, the stopped process (ηt∧τn)t≥0 is progressively measurable.
We now define some concepts of solution to (3.5), see [12, Definition 4.2] or [51, Definition 2.1].
Definition 3.8. Let y0 : Ω → V be F0-measurable random variable satisfying E‖y0‖
2
V
< ∞. A
local solution to problem (3.5)(with the initial time 0) is a pair (y, τ) such that
(1) τ is an accessible stopping time with an announcing sequence (τn)n∈N,
(2) y : [0, τ)× Ω→ V is an admissible process,
(3) for every n ∈ N and t ∈ [0,∞), we have
E
(
sup
s∈[0,t∧τn]
‖y(s)‖2V +
∫ t∧τn
0
‖y(s)‖2E ds
)
<∞, (3.8)
and P-a.s.
y(t ∧ τn) = S(t ∧ τn)y0 −
∫ t∧τn
0
S(t ∧ τn − s)[F(y(s∧τn)) + L(y(s∧τn)] ds + Iτn(t ∧ τn), (3.9)
where Iτn is a continuous V -valued process process defined by
Iτn(t) :=
∫ t
0
1[0,τn)(s)S(t− s)G(y(s ∧ τn)) dW (s), t ∈ [0,∞). (3.10)
Along the lines of the paper [3], we say that a local solution y(t), t < τ is global iff τ =∞ P-a.s.
Hereafter, we simply write local solution in place of local mild solution.
Remark 3.9.(i) Since τn is a stopping, the process 1[0,τn)(s), s ∈ [0,∞) is well-measurable, see [50,
Proposition 4.2]. Therefore, since by [50, Theorem 1.6], the σ-field of well measurable sets is smaller
than the σ-field of progressively measurable sets, it follows that the process 1[0,τn)(s), s ∈ [0,∞) is
progressively measurable. In particular, the integrand in (3.10) is progressively measurable.
(ii) On the other hand, one could use in (3.10) a process 1[0,τn](s), s ∈ [0,∞), which according [50,
Proposition 4.4], is predictable. However, here we still stick to the processes as in (i).
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Remark 3.10. Suppose that τ : Ω→ [0,∞) is an accessible stopping time and y : [0, τ ] × Ω→ V
is an admissible process such that for every t ∈ [0,∞)
E
(
sup
s∈[0,t∧τ ]
‖y(s)‖2V +
∫ t∧τ
0
‖y(s)‖2E ds
)
<∞, (3.11)
y(t ∧ τ) = S(t ∧ τ)y0 −
∫ t∧τ
0
S(t ∧ τ − s)[F(y(s ∧ τ)) + L(y(s ∧ τ)] ds + Iτ (t ∧ τ), P-a.s.,
(3.12)
where Iτ is a continuous V -valued process process defined by
Iτ (t) :=
∫ t
0
1[0,τ)(s)S(t− s)G(y(s ∧ τ)) dW (s), t ∈ [0,∞). (3.13)
Let us choose an announcing sequence (τn)n∈N for τ . Then, by using [11, Lemma A.1], we can show
that for every n, the conditions (3.8) and (3.9) are satisfied with Iτn defined by (3.10). Therefore
we infer that the restriction of the process y to the open stochastic interval [0, τ) × Ω is a local
solution to problem (3.5).
We now introduce the definition of a maximal local solution.
Definition 3.11. Consider a family LS of all local solution (u, τ) to the problem (3.5). For two
elements (u, τ), (v, σ) ∈ LS we write that (u, τ)  (v, σ) iff τ ≤ σ P-a.s. and v|[0,τ)×Ω ∼ u. Note that
if (u, τ)  (v, σ) and (v, σ)  (u, τ), then (u, τ) ∼ (v, σ). We write (u, τ) ≺ (v, σ) iff (u, τ)  (v, σ)
and (u, τ) 6∼ (v, σ). Then, the pair (LS,) is partially ordered. Each maximal element (u, τ) in
the set (LS,) is called a maximal local solution to the problem (3.5). The existence of an upper
bound of every non-empty chain of (LS,) is justified by Amalgamation Lemma 5.3.
If (u, τ) is a maximal local solution to equation (3.5), the stopping time τ is called its lifetime.
3.2. Existence and uniqueness of a maximal local solution: 2D and 3D cases. By using
Theorem 5.15 we will prove in this subsection that the problem (3.5) has a unique maximal local
solution. In order to do this, we need to establish several auxiliary results. Throughout this
subsection d = 2, 3 and a = d4 .
Lemma 3.12. There exists c2 > 0 such that for all ni ∈ H
3, i= 1, 2,
|M(n1)−M(n2)|L2 ≤ c2
(
‖n1 − n2‖2‖n1‖
1−a
2 ‖n1‖
a
3 + ‖n1 − n2‖
1−a
2 ‖n1 − n2‖
a
3‖n2‖2
)
. (3.14)
Proof. The proof of this result can be found in [6, Lemma 6.4] 
Lemma 3.13. There exist c3 > 0 such that for all (vi,ni) ∈ E , i= 1, 2,
‖B˜(v1,n1)− B˜(v2,n2)‖1 ≤ c3
(
‖∇(v1 − v2)‖‖n1‖
1−a
2 ‖n1‖
a
3 + ‖(n1 − n2)‖
1−a
2 ‖(n1 − n2)‖
a
3‖∇v2‖
)
.
(3.15)
Proof. Throughout this proof C > 0 is an universal constant which may change from one term to
the other. Let (vi,ni) ∈ E , i= 1, 2, and (w, n¯) = (v1 − v2,n1 − n2). Since B˜ is bilinear, we have
B˜(v1,n1)− B˜(v2,n2) = B˜(w,n1) + B˜(v2, n¯) = J1 + J2. (3.16)
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In order to estimate ‖Ji‖1,i = 1, 2,, we only focus on estimating ‖∇Ji‖, because by (2.12) estimating
‖Ji‖ is easy. By using the Leibniz rule, the Ho¨lder inequality, (2.1) and(2.3) we infer that
‖∇J1‖ ≤C
(
‖∇w‖‖∇n1‖L∞ + ‖w‖L4‖∇
2n1‖L4
)
≤C‖w‖1
(
‖∇n1‖
1−a
1 ‖∇n1‖
a
2 + ‖∇
2n1‖
1−a
L2
‖∇2n1‖
a
1
)
≤ C‖v1 − v2‖1‖n1‖
1−a
2 ‖n1‖
a
3 .
In a similar way, we can prove that
‖∇J2‖ ≤ C|∇v2|L2‖n1 − n2‖
1−a
2 ‖n1 − n2‖
a
3.
The inequality (3.15) easily follows from (2.12) and the estimates for ‖∇Ji‖, i = 1, 2, above. 
Lemma 3.14. Let Assumption 2.1 be satisfied. Then, there exists c4 > 0 such that
‖f(n1)− f(n2)‖1 ≤ c4
[
1 + ‖n1‖
2N
2 + ‖n2‖
2N
2
]
‖n1 − n2‖2, for all n1,n2 ∈ X1 ∩X 3
2
. (3.17)
Proof. Let N ∈ Id, k ∈ {0, . . . , N} and f be as in Assumption 2.1. By the Young inequality and
the fact that H2 is an algebra, we infer that there exists C > 0 such that for all n1,n2 ∈ H
2
‖|n1|
2kn2‖2 ≤ C‖n1‖
2k
2 ‖n2‖2 ≤ C‖n2‖2(1 + ‖n1‖
2N
2 . (3.18)
Thus, it is enough to establish (3.17) for the leading term aN |n|
2Nn. For doing so, we have
|n1|
2Nn1 − |n2|
2Nn2 = |n1|
2N (n1 − n2) + n2(|n1| − |n2|)(
2N−1∑
k=0
|n1|
2N−1−k|n2|
k),
from which along with (3.18) we infer that (3.17) is true for the leading term aN |n|
2Nn. 
Proposition 3.15. Let α = d4 , d = 2, 3. If Assumption 2.1 is satisfied, then there exists C0 > 0
such that for all yi = (vi,ni), i = 1, 2
‖F(y1)− F(y2)‖H ≤ C0‖y1 − y2‖
1−α
V
[
‖y1 − y2‖
α
V ‖y1‖
1−α
V
‖y1‖
α
E + ‖y1 − y2‖
α
E ‖y2‖V
]
+c4‖y1 − y2‖V
[
1 + ‖y1‖
2N
V + ‖y2‖
2N
V
]
.
Proof. The proposition is an easy consequence of Lemmata 3.12-3.14. Thus, we omit its proof. 
Using Theorems 5.14, 5.15 and 5.17 we obtain our first main result.
Theorem 3.16. Let d = 2, 3, (v0,n0) ∈ L
2(Ω;V×X1) be F0-measurable, h ∈ H
2. If Assumptions
2.1, 2.3 and 2.2 are satisfied, then the problem (3.5) has a unique maximal local solution ((v;n), τ˜∞)
satisfying the following properties.
(1) Given R > 0 and ε > 0 there exists τ(ε,R) > 0 such that if E‖(v0,n0)‖
2
V×X1
≤ R2, then
P
(
τ˜∞ ≥ τ(ε,R)
)
≥ 1− ε.
(2) We also have
P ({τ˜∞ <∞} ∩ {|∇v(t)|L2 + ‖n(t)‖2 <∞}) = 0, (3.19)
lim sup
tրτ˜∞
|∇v(t)|2L2 + ‖n(t)‖
2
2 +
∫ t
0
(
|Av(s)|2L2 + ‖n(s)‖
2
3
)
ds =∞ P-a.s. on {τ˜∞ <∞}. (3.20)
Proof. Lemma 3.1-3.2 show that {S(t)}t≥0 on H = H × X0 satisfies Assumption 5.3. Thanks to
Proposition 3.15 we can infer by applying Theorems 5.14, 5.15 and 5.17 that problem (3.5) has a
unique maximal local solution satisfying items (1) and (2) of Theorem 3.16. 
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3.3. Existence and uniquness of global strong solution: 2D case. By using the Khashminskii
test for non-explosions, see [41, Theorem III.4.1], and some arguments from [11], we prove in this
section that if d = 2 then the problem (3.5) has a unique global solution.
For all (u,d) ∈ C([0, T ]; H ×H1)
⋂
L2(0, T ; V ×H2) and t ∈ [0, T ] we put
E [u,d](t) =
1
2
(
|u(t)|2L2 + |d(t)|L2 + |∇d(t)|
2
L2
+
∫
O
F (d(t, x))dx
)
(3.21)
D [u,d](t) = |A
1
2u(t)|2L2 + |A1d(t)− f(d(t))|
2
L2
. (3.22)
Theorem 3.17. Let d = 2, N ∈ N, h ∈ H2 and (v0,n0) ∈ L
2(Ω;V ×X1) such that
E|E [v0, d0]|
2(4N+2)) = E
(
|v0|
2
L2 + |n0|
2
L2
+ |∇n0|
2
L2
+
∫
O
F (n0(x))dx
)2(4N+2)
<∞. (3.23)
If Assumptions 2.1, 2.2 and 2.3, then the problem (3.5) has a unique global strong solution.
The proof of this theorem is given at the end of this subsection.
Proposition 3.18. Let all the assumptions of Theorem 3.17 be satisfied and p ∈ [2, 2(4N + 1)].
Also, let (τk)k∈N be the sequence of stopping times defined by
τk = inf{t ∈ [0,∞) : |∇v(t)|
2
L2 + ‖n(t)‖
2
2 +
∫ t
0
(
|Av(s)|2L2 + ‖n(s)‖
2
3
)
ds > k2}, k ∈ N. (3.24)
Then, there exist an increasing function ϕ : [0,∞) → (0,∞) and κ0 = κ0(p, |h|W1,4) > 0 such that
for all k ∈ N
E sup
t∈[0,T ]
(E [v,n](t ∧ τk))
p+E
[∫ T∧τk
0
(
D [v,n](s) −
aN+1
2
|n(s)|2N+2
L2N+2
)
ds
]
≤ κ0ϕ(T )
(
1+E|E [v,n](0)|p
)
.
(3.25)
Proof. The proof of this proposition will be given in Section 4. 
Hereafter, we set
C0 = κ0ϕ(T )(1 + E|E(v,n)(0)|
2(4N+2)) (3.26)
Corollary 3.19. Let all the assumptions of Proposition 3.18 be satisfied. Then, there exists C > 0
such that for all k ∈ N
E
[∫ T∧τk
0
‖n(s)‖22
]2
≤ C(C0 + 1). (3.27)
Proof. By (2.21) and H1 →֒ L4N+2, which is valid for d = 2, there exists a constant C > 0 such
that
‖n‖22 ≤ C(|A1n− f(n)|
2
L2
+ ‖n‖4N+21 + 1), (3.28)
from which along with (3.25) we conclude the proof of the corollary. 
Let Ψ1 : H
2 → [0,∞), Ψ2 : D(A)→ [0,∞) and Ψ : D(A)×H
2 → 0,∞) be defined by
Ψ1(d) =
1
2
|A1d− f(d)|
2
L2
, d ∈ H2, (3.29)
Ψ2(u) =
1
2
|∇u|2L2 , u ∈ D(A), (3.30)
Ψ(u,d) = Ψ1(d) + Ψ2(u), (u,d) ∈ D(A)×H
2. (3.31)
Hereafter, Ψ′i and Ψ
′′
i , i = 1, 2, are the first and second Fre´chet derivatives of Ψi, i = 1, 2.
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Lemma 3.20. There exists κ1 > 0 such that for all d ∈ H
3 and u ∈ D(A) we have
−Ψ′1(d)[u · ∇d] ≤ κ1Ψ(u,d)
[
‖d‖21 + 1
]
‖d‖22 +
1
4
|Au|2L2 +
1
6
|∇(A1d− f(d))|
2
L2
. (3.32)
Proof. In this proof C > 0 is an universal constant which may change from one term to the other.
Let d ∈ H3 ∩D(A1) and u ∈ D(A). Observe that
Ψ′1(d)[g] = 〈∆d− f(d),A1g + f
′(d)[g]〉 for all g ∈ H2, (3.33)
and
−∆(u · ∇d) = −(∆u · ∇)d− (u · ∇)∆d− 2tr(∇u∇2)d
= −(∆u · ∇)d− 2tr(∇u∇2)d+ (u · ∇)[∆d− f(d)]− f ′(d)[u · ∇d]
Hence, by using the identities (2.13) and (3.33) we obtain
−Ψ′1(d)[u · ∇d] = 〈A1d− f(d), (∆u · ∇)d〉+ 2〈A1d− f(d), tr(∇u∇
2)d〉, (3.34)
which along with (2.1) and the Ho¨lder and Young inequalities imply that
−Ψ′1(d)[u · ∇d] ≤ C|A1d− f(d)|L4 [|Au|L2 |∇d|L4 + |∇u|L4 |∇
2d|L2 ]
≤
1
6
|∇(A1d− f(d))|
2
L2
+
1
4
|Au|2L2 + C|A1d− f(d)|
2
L2
[|∇d|4
L4
+ |∇2d|L2 ].
(3.35)
Now, (3.32) easily follows from the last line of the the above chain of inequalities. 
Lemma 3.21. There exists κ2 > 0 such that for all d ∈ H
3 ∩D(A1) and u ∈ D(A) we have
〈f ′(d)[A1d− f(d)],A1d− f(d)〉 ≤
1
6
|∇(A1d− f(d))|
2
L2
+ κ2Ψ(u,d)(1 + ‖d‖
4N
1 ). (3.36)
Proof. Using part (ii) of Remark 2.4, (2.1), the Ho¨lder and Young inequalities, and by H1 →֒ L4N
(that is valid for d = 2) we infer that there exist C > 0 and κ2 > 0 such that
〈f ′(d)[A1d− f(d)],A1d− f(d)〉 ≤ c1
∫
O
(1 + |d|2N )|A1d− f(d)|
2dx
≤ C|A1d− f(d)|
2
L4 |(1 + |d|
2N )|2
L2
≤
1
6
|∇(A1d− f(d))|
2
L2
+ κ2|A1d− f(d)|
2
L2(1 + ‖d‖
4N
1 ),
(3.37)
for all d ∈ H3 ∩D(A1) and u ∈ D(A). This completes the proof of the lemma. 
Lemma 3.22. Let h ∈ H2. Then, there exists κ5 = κ5(‖h‖2) > 0 such that
|Ψ′′1(d)[d×h,d×h]|+ |Ψ
′
1(d)[(d×h)×h]| ≤ Ψ1(d)+κ5(1+ ‖d‖
4N
1 )‖d‖
2
2, for all dD(A1). (3.38)
Proof. Let (u,d) ∈ D(A)×D(A1). We firstly recall that
Ψ′′1(d)[g,p] = 〈A1d− f(d),−f
′′(d)[g,p]〉+ 〈A1p− f
′(d)[p],A1g− f
′(d)[g]〉, p,g ∈ D(A1). (3.39)
Hence, by recalling that G(d) = d× h we have
Ψ′′1(d)[G(d), G(d)] = |A1(G(d)) − f
′(d)[G(d)]|2
L2
+ 〈A1d− f(d),A1(G(d)) − f
′′(d)[G(d), G(d)]〉
≤
1
4
|A1d− f(d)|
2
L2
+
∣∣A1(G(d)) − f ′′(d)[G(d), G(d)]∣∣2L2 + |A1(G(d)) − f ′(d)[G(d)]|2L2
= I1 + I2 + I3. (3.40)
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Secondly, by the part (ii) of Remark 2.4, H2 →֒ L∞, H1 →֒ L4,L4N and the Ho¨lder and Young
inequalities we infer that there exists a constant C = C(‖h‖2) > 0 such that
I2 ≤|∆(d× h)|
2
L2
+ ||d× h|2|f ′′(d)||2
L2
≤ 4
(
|∆d× h|2
L2
+ 2|∇d×∇h|2
L2
+ |d×∆h|2
L2
)
+ C(1 + |d|4N
L4N
)|d× h|2L∞
≤ C‖d‖22(1 + ‖d‖
4N
1 ).
(3.41)
In a similar way, we prove that there exists a constant C7 = C(‖h‖2) > 0 such that
I3 ≤ C‖d‖
2
2(1 + ‖d‖
4N
1 ). (3.42)
Combining this last inequality with (3.40) and (3.41) proves that
|Ψ′′1(d)[G(d), G(d)]| ≤
1
2
Ψ1(d) + C7‖d‖
2
2(1 + ‖d‖
4N
1 ).
In a similar way, we can also show that |Ψ′1(d)[(d × h)× h]| ≤
1
2Ψ1(d) +C7‖d‖
2
2(1 + ‖d‖
4N
1 ). One
easily conclude the proof of the lemma from the last two estimates. 
Lemma 3.23. Let h ∈ H2. Then, there exists κ5 = κ5(‖h‖2) > 0 such that for all d ∈ D(A1)
|Ψ′1(d)[d × h]| ≤ κ6
[
1 + Ψ1(d) + ‖d‖
4N+1
1 + ‖d‖1‖d‖2
]
. (3.43)
Proof. By part (ii) of Remark 2.4, (2.1), (2.2), (2.3), the Ho¨lder and Young inequalities and H1 →֒
L4N+2,L4, we infer that there exists κ6 = κ6(‖h‖2) > 0 such that for all d ∈ D(A1)
|Ψ′1(d)[d× h]| ≤ |A1d− f(d)|L2 (|[A1d− f(d)]× h+ 2∇d×∇h+ d×∆h− f(d)× h|L2)
≤ κ6
(
Ψ1(d) + |∇d|
2
L4
+ |d|2L∞ + |d|
4N+2
L4N+2
+ 1
)
,
≤ κ6
(
Ψ1(d) + ‖d‖1‖d‖2 + |d|
4N+2
1 + 1
)
.
This completes the proof of the Lemma 3.23. 
We will also need to the following results.
Lemma 3.24. There exists κ3 > 0 such that for all u ∈ D(A) and d ∈ D(A1)
−Ψ′2(u)(B(u,u)) = −〈B(u,u),Au〉 ≤
1
4
|Au|2L2 + κ3(|u|
2
L2 |∇u|
2
L2)Ψ(u,d). (3.44)
Proof. Using (2.1), the Ho¨lder and Young inequalities we infer that C > 0 such that
〈B(u,u),Au〉 = 〈u · ∇u,Au〉 ≤ |Au||u|L4 |∇u|L4
≤ |Au|
3
2 |u|
1
2
L2
|∇u|
1
2
L2
≤
1
4
|Au|2L2 + C|u|
2
L2 |∇u|
2
L2Ψ1(u),
(3.45)
for all (u,d) ∈ D(A)×D(A1). We easily conclude the proof of Lemma 3.24 from last line. 
Lemma 3.25. There exists κ4 > 0 such that
−Ψ′2(u)(M(d,d)) = −〈M(d,d),Au〉 ≤
1
4
|Au|2L2 +
1
6
|∇(A1d− f(d))|
2
L2
+ κ4Ψ(u,d)‖d‖
2
1‖d‖
2
2,
(3.46)
for all d ∈ D(A1) satisfying ∇(A1d+ f(d)) ∈ L
2, and u ∈ D(A).
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Proof. In this proof C > 0 is an universal constant. Let d ∈ D(A1) be such that∇(A1d+f(d)) ∈ L
2,
and u ∈ D(A). Firstly, since Π : L2 → H is self-adjoint, ∇F (d) = ∇df(d) and div Au = 0, we infer
that
〈M(d,d),Au〉 =
1
2
〈Au,∇|∇d|2〉 − 〈Au,∇d∆d〉
=− 〈Au · ∇d,A1d+ f(d)〉+ 〈Au,∇F (d)〉.
(3.47)
Secondly, applying the Ho¨lder, the Gagliardo-Nirenberg and the Young inequality yields
〈M(d,d),Au〉 =− 〈Au · ∇d,A1d+ f(d)〉 ≤ |Au|L2 |A1d− f(d)|L4 |∇d|L4
≤
1
4
|Au|2L2 +
1
6
|∇(A1d− f(d))|
2
L2
+ C|A1d− f(d)|
2
L2
‖d‖21‖d‖
2
2.
(3.48)
This completes the proof of Lemma 3.25 
Now, let κi, i = 1, . . . , 4 be the constants from Lemmata 3.20, 3.21, 3.24 and 3.25. For all t ≥ 0
we set
Φ(t) = exp
(
−
∫ t
0
[
(κ1 + κ4)(1 + ‖n(s)‖
2
1)‖n(s)‖
2
2 + κ2(1 + ‖n(s)‖
4N
1 ) + κ3|v(s)|
2
L2 |∇v(s)|
2
L2
]
ds
)
.
(3.49)
Let C0 > 0 be the constant defined in (3.26) and C1 > 0 the constant defined by
C1 = Ψ(v0,n0) + C0 + 1 (3.50)
Proposition 3.26. Let Ψ1, Φ, C0 and C1 be defined in (3.29), (3.49), (3.26) and (3.50), respectively.
Let (τk)k∈N be the sequence of stopping times defined in (3.24). Let d = 2, N ∈ N and h ∈ H
2.
If all the other assumptions of Theorem 3.17 are satisfied, then there exists an increasing function
ψ : [0,∞)→ (0,∞) and κ9 = κ9(N, ‖h‖2) > 0 such that for all k ∈ N
E sup
s∈[0,T ]
Φ(s ∧ τk)
(
|∇v(s ∧ τk)|
2
L2 +Ψ1(n(s ∧ τk))
)
≤ κ9ψ(T )C1, (3.51)
E
∫ T∧τk
0
Φ(s)
(
|Av(s)|2L2 + |∇(A1n(s) + f(n(s))|
2
L2
)
ds ≤ κ9ψ(T )C1. (3.52)
Proof. The proof of this proposition will be given in Section 4. 
Corollary 3.27. Under all the assumptions of Proposition 3.26, there exists a C > 0 such that for
all k ∈ N
E
∫ T∧τk
0
Φ(s)‖n(s)‖23ds ≤ C(C0 + C1 + 1). (3.53)
Proof. By part (ii) of Remark 2.4, the Ho¨lder inequality and H1 →֒ L8N →֒ L4 we infer that
|∇f(n)|2
L2
=|f ′(n)[∇n]|2
L2
≤ C((|1 + |n|2N )|∇n||2
L2
)
≤|∇n|2
L4
+ |n|4N
L8N
|∇n|2
L4
≤ C(‖n‖22 + ‖n‖
8N+2
1 ).
With this at hand we complete the proof by using (3.27), (3.52) and the fact
‖n‖23 ≤ ‖n‖
2
2 + 2|∇(∆n+ f(n))|
2
L2
+ 2|∇f(n)|2
L2
.

After all these preparations we now proceed to the promised proof of Theorem 3.17.
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Proof of Theorem 3.17. By Theorem 3.16 the problem (3.5) has a unique maximal local solution
((v,n); τ˜∞). We shall prove that P
(
τ˜∞ <∞
)
= 0. For this aim, let {τk; k ∈ N} be the sequence of
stopping times defined in (3.24). We first establish the following chain of inequalities
P (τk < t) ≤ E
(
1{τk<t}1
{e
∫ t∧τk
0 φ(r)dr≤k2}
)
+ E
(
1{τk<t}1
{e
∫ t∧τk
0 φ(r) dr>k2}
)
,
≤
1
k2
E
(
1{τk<t}k
2e−
∫ t∧τk
0 φ(s)ds
)
+ E
(
1{τk<t}1{
∫ t∧τk
0 φ(s) ds>2 log k}
)
=: I + II.
Now, we estimate I and II separately. Firstly, from the definition of τk and Φ we have
I ≤
1
k2
E
[
1{τk<t}Φ(t ∧ τk)
(
|∇v(t ∧ τk)|
2
L2 + ‖n(t ∧ τk)‖
2
2
)]
+
1
k2
E
[
1{τk<t}Φ(t ∧ τk)
∫ t∧τk
0
(
|Av(s)|2L2 + ‖n(s)‖
2
3
)
ds
]
≤
1
k2
E
[
Φ(t ∧ τk)
(
|∇v(t ∧ τk)|
2
L2 + ‖n(t ∧ τk)‖
2
2
)]
+
1
k2
E
[∫ t∧τk
0
Φ(s)
(
|Av(s)|2L2 + ‖n(s)‖
2
3
)
ds
]
From (3.28), (3.25) , (3.52) and (3.53) we infer that there exists a constant C > 0 such that for all
k ∈ N
I ≤
1
k2
C(C0 + C1 + 1).
Secondly, we estimate II as follows
II =E
(
1{τk<t}1{
∫ t∧τk
0 φ(r) dr>2 log k}
)
≤
∫
{τk<t}∩{
∫ t∧τk
0 φ(r) dr>2 log k}
∫ t∧τk
0 φ(r) dr
2 log k
dP
≤
1
2 log k
∫
{τk<t}
∫ t∧τk
0
φ(r) dr dP ≤
1
2 log k
E
∫ t∧τk
0
φ(r) dr.
Now, from (3.25) and (3.27) we infer that there exists a constant C > 0 such that for all k ∈ N
E
∫ t∧τk
0
|v(s)|2L2 |∇v(s)|
2
L2ds ≤
1
2
E sup
0≤s≤t∧τk
|v(s)|4L2 +
1
2
E
[∫ t∧τk
0
|∇v(s)|2L2ds
]2
≤ C(C0 + 1),
E
∫ t∧τk
0
(1 + 1‖n(s)‖2NH1 )
2ds ≤ C(C0 + 1),
E
∫ t∧τk
0
‖n(s)‖21‖n(s)‖
2
2ds ≤
1
2
E sup
0≤s≤t∧τk
‖n(s)‖41 +
1
2
E
[∫ t∧τk
0
‖n(s)‖22ds
]2
≤ C(C0 + 1).
Thus, there exists a constant C > 0 such that for all k ∈ N
II ≤
1
2 log k
E
∫ t∧τk
0
φ(s)ds ≤
C(C0 + 1)
log k
.
Collecting the information about I and II together, we infer that
lim
k→∞
P (τk < t) ≤ lim
k→∞
C(C0 + C1 + 1)
[
1
k2
+
1
log k
]
= 0.
Now, we easily infer from the last estimate and part (2) of Theorem 3.16 that P
(
τ˜∞ < ∞
)
= 0.
This completes the proof of Theorem 3.17. 
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4. Basic estimates for the solution (v,n)
Throughout this section, ((v,n); τ˜∞) is the maximal local solution to problem (3.5) from Theorem
3.16 and {τk : k ∈ N} is the sequence defined in (3.24). The first and second subsections are devoted
to the proofs of Proposition 3.18 and Proposition 3.26, respectively.
4.1. Proof of Proposition 3.18. Before proceeding to the actual proof of Proposition 3.18 we
state and prove the following result.
Lemma 4.1. Let h ∈W1,4.Then, there exists C = C(‖h‖W1,4) > 0 such that for all d ∈ H
1
|∇G(d)|2
L2
+ 〈∇d,∇G2(d)| ≤ C‖d‖21. (4.1)
Proof. Let h ∈W1,4. Using the Ho¨lder inequality, the embeddings H1 →֒ L4 andW1,4 →֒ L∞, and
a · [(b× c)× d] = −(a× d) · (b× c), ∀ a,b, c,d ∈ R3, (4.2)
we infer that for all d ∈ H1 and i ∈ {1, 2}
|∂i(d× h)|
2
L2
+ 〈∂id, ∂i[(d× h)× h]〉 =|d× ∂ih|
2
L2
+ 〈∂id× h,d× ∂ih〉+ 〈∂id, (d× h)× ∂ih〉
≤ |∂id|
2
L4
|∂ih|
2
L4
+ |∂id|
2
L2
|d|2
L4
|h|L∞ |∂ih|L4 ≤ C‖d‖
2
1|h|
2
W1,4
.
Hence, summing over i from 1 to 2 imply the desired inequality (4.1). 
We now give the promised of the proposition.
Proof of Proposition 3.18 . Without loss of generality (Wlog) we only give a proof for p = 2(4N+1).
Let h ∈W1,4. Throughout this proof C = C(‖h‖p,W1,4) > 0 is a constant which may change from
one term to the next one. Let k ∈ N be fixed and τk be defined by (3.24) .
Firstly, let Λ : H1 → [0,∞) be the map defined by
Λ(d) =
1
2
|d|2
L2
+ |∇d|2
L2
+
1
2
∫
O
F (|d(x)|2)dx, d ∈ H1. (4.3)
By Assumption 2.1 and [12, Lemma 8.10] the map Λ(·) is twice Fre´chet differentiable. Moreover,
elementary calculations and (4.2) imply
Λ′(d)[G(d)] = 〈∇d,d×∇h〉, (4.4)
1
2
Λ′(G2(d)) +
1
2
Λ′′[G(d), G(d)] =
1
2
|∇G(d)|2
L2
+
1
2
〈∇d,∇G2(d)〉. (4.5)
We also observe that if u ∈ V such that divu = 0, then
〈u · ∇d, f(d)〉 =
1
2
∫
O
u(x) · ∇F (d(x))dx = 0. (4.6)
Secondly, applying the Itoˆ formula to 12 |v(t∧τk)|
2
L2 +Λ(n(t∧τk)) and using (2.13), (2.10), (2.17),
(4.4), (4.5) and (4.6) yield
E [v,n](t ∧ τk)− E [v,n](0) +
∫ t∧τk
0
D [v,n](s) ds −
∫ t∧τk
0
〈n(s), f(n(s))〉ds −
1
2
∫ t∧τk
0
|∇G(n(s))|2
L2
ds
=
1
2
∫ t∧τk
0
〈∇n(s),∇G2(n(s))〉ds +
∫ t∧τk
0
〈v(s), S(v(s))dW1(s)〉+
∫ t∧τk
0
〈∇n(s),n(s) ×∇h〉dW2.
(4.7)
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Before proceeding further, we should observe that thanks to Assumption 2.1 and [12, Lemma 8.7]
we infer that there exists exists c > 0 independent of k such that
−aN+1
2
∫
O
|n(x)|2N+2dx− c
∫
O
|n(x)|2dx ≤ 〈−f(n),n〉.
Hence, plugging this inequality and (4.1) into (4.7) implies
E [v,n](t ∧ τk)− E [v,n](0) +
∫ t∧τk
0
D [v,n](s) ds −
aN+1
2
∫ t∧τk
0
|n(s)|2N+2
L2N+2
ds
≤
∫ t∧τk
0
〈v(s), S(v(s))dW1(s)〉+
∫ t∧τk
0
〈∇n(s),n(s)×∇h〉dW2 +
1
2
∫ t∧τk
0
E [v,n](s)ds.
Thirdly, by taking the supremum over s ∈ [0, t], raising to the power p, taking the mathematical
expectation to both sides of the above inequality and applying the Ho¨lder inequality we obtain
E sup
s∈[0,t]
|E [v,n](s ∧ τk)|
p + E
[∫ t∧τk
0
(
D [v,n](s) −
aN+1
2
|n(s)|2N+2
L2N+2
)
ds
]p
≤ CE|E [v,n](0)|p + Ctp−1E
∫ t∧τk
0
|E [v,n](s)|pds+ CE sup
s∈[0,t]
∣∣∣∣
∫ s∧τk
0
〈v(s), S(v(s))dW1(s)
∣∣∣∣
p
+ CE sup
s∈[0,t]
∣∣∣∣
∫ s∧τk
0
〈∇n(s),n(s)× h〉dW2(s)
∣∣∣∣
p
.
(4.8)
For the time being let us assume that there exists C = C(p, ‖h‖W1,4) > 0 such that
M (t ∧ τk) := CE sup
s∈[0,t]
∣∣∣∣
∫ s∧τk
0
〈v(s), S(v(s))dW1(s)
∣∣∣∣
p
+ CE sup
s∈[0,t]
∣∣∣∣
∫ s∧τk
0
〈∇n(s),n(s)× h〉dW2(s)
∣∣∣∣
p
≤
1
2
E sup
s∈[0,t]
|E [v,n](s ∧ τk)|
p + C1t
p
2 + C1t
p−2
2 E
∫ t∧τk
0
|E [v,n](s)|pds,
(4.9)
from which along with (4.8) we infer that there exists C = C(p, ‖h‖W1,4) > 0 such that
E sup
s∈[0,t]
|E [v,n](s ∧ τk)|
p + 2E
[∫ T∧τk
0
(
D [v,n](s) −
aN+1
2
|n(s)|2N+2
L2N+2
)
ds
]p
≤ CE|E [v,n](0)|p + Ct
p
2 + C(tp−1 + t
p−2
2 )E
∫ t∧τk
0
|E [v,n](s)|pds.
(4.10)
We then apply the Gronwall lemma and obtain the desired (3.25).
Thus, it remains to prove (4.9). For this purpose, by applying the Burkholder-Davis-Gundy (BDG),
the Ho¨lder and Young inequalities, and Assumption 2.3 (mainly (2.22)) we infer that
M (t ∧ τk) ≤ C4E
[∫ t∧τk
0
|v(s)|2L2 |S(v(s))|
2
T2
] p
2
+ C4E
[∫ t∧τk
0
|∇n(s)|2L2 |n(s)×∇h|
2
L2
] p
2
≤ C4t
p−2
2 E
∫ t∧τk
0
|E [v,n](s)|
p
2 [|S(v(s))|2T2 + |n(s)×∇h|
2
L2
]
p
2 ds
≤
1
2
E sup
s∈[0,t]
E|E [v,n](s ∧ τk)|
p + C5t
p−2
E
∫ t∧τk
0
[1 + |v(s)|2L2 + |n(s)|
2
L4
|∇h|2
L4
]pds.
The last line and H1 →֒ L4 imply (4.9). This completes the proof of Proposition 3.18. 
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4.2. Proof of Proposition 3.26. Before giving the promised proof we firstly state and prove two
important lemmata. The first one is inspired by [13, Lemma 6.3].
Lemma 4.2. Let V1,H1, V˜1 be there separable Hilbert spaces such that the embeddings V1 →֒ H1 →֒
V˜1 are dense and continuous. Let A : V1 → V˜1 be a bounded linear map and f : [0, T ] → H1 and
g : [0, T ]→ V1 measurable and progressively measurable respectively such that
E
∫ T
0
[|f(t)|2
V˜1
+ |g(t)|2H1 ]dt <∞. (4.11)
Let x : [0, T ]× Ω→ V1 be a progressively measurable and H1-continuous process such that
E
∫ T
0
|x(s)|2V1ds <∞, (4.12)
x(t) = x(0) +
∫ t
0
Ax(s) ds+
∫ t
0
f(s) ds +
∫ t
0
g(s)dW2(s) for all t P-a.s.. (4.13)
Now, let V2,H2 be two separable Hilbert spaces and V
∗
2 the dual of V2. We identify H2 with its dual
and we assume that the embeddings V2 →֒ H2 →֒ V
∗
2 are continuous and dense. Let B : V2 → V
∗
2 be
a bounded linear map. Let L : V˜1 → V
∗
2 be a twice Fre´chet differentiable map such that:
(1) L(V1) ⊂ V2 and L(H1) ⊂ H2,
(2) there exists H : V1 → H2 such that for every z ∈ V1
L′(z)[Az] = BL(z) +H(z). (4.14)
(3) The map L′′ is bounded on balls.
Then for every t ∈ [0, T ], P-a.s. the following identity holds in V ∗2
L(x(t)) = L(x(0)) +
∫ t
0
BL(x(s)) ds +
∫ t
0
(
L′(x(s))[f(s)] +H(x(s))
)
ds
+
1
2
∫ t
0
L′′(x(s))[g(s), g(s)]ds +
∫ t
0
L′(x(s))[g(s)]dW2(s).
(4.15)
Proof. Let t ∈ [0, T ] and ϕ ∈ V2. Let z ∋ Lϕ : H1 7→ Lϕ(z) := V ∗2 〈L(z), ϕ〉V2 ∈ R. By the
assumptions on L, Lϕ is twice Fre´chet differentiable, Lϕ and L
′
ϕ are continuous on H1, Lϕ, L
′
ϕ and
L′′ϕ are locally bounded. Hence, by Itoˆ formula, see [54, Theorem 3.2], we infer that P-a.s.
Lϕ(x(t)) = Lϕ(x(0)) +
∫ t
0
V ∗2
〈L′(x(s))[A(x(s)) + f(s)], ϕ〉V2 +
∫ t
0
H2〈L
′(x(s))[g(s)], ϕ〉H2dW2(s)
+
1
2
∫ t
0
H2〈L
′′(x(s))[g(s), g(s)], ϕ〉H2ds
Using (4.14) yields
Lϕ(x(t)) = Lϕ(x(0)) +
∫ t
0
V ∗2
〈B(x(s)), ϕ〉V2ds+
∫ t
0
V ∗2
〈L′(x(s))[f(s)] +H(x(s)), ϕ〉V2ds
+
1
2
∫ t
0
H2〈L
′′(x(s))[g(s), g(s)], ϕ〉H2ds+
∫ t
0
H2〈L
′(x(s))[g(s)], ϕ〉H2dW2(s).
This completes the proof of (4.15).
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Lemma 4.3. Let h ∈ H2 and {y(t) : t ∈ [0, τ˜∞)} be the local process defined by
y(t) := A1n(t)− f(n(t)), t ∈ [0, τ˜∞). (4.16)
Then, for all t ∈ [0, T ], k ∈ N, P-a.s. the following equation holds in (H1)∗
y(t ∧ τk) +
∫ t∧τk
0
(
A1y(r) + (A1 − f
′(n(r)))[v(r) · ∇n(r)]
)
dr −
∫ t∧τk
0
(A1 − f
′(n(r)))[G(n(r))]dW2
= y(0) +
1
2
∫ t∧τk
0
(
2f ′(n(r))y(r) + (A1 − f
′(n(r)))[G2(n(r))] − f ′′(n(r))[G(n(r)), G(n(r))]
)
dr.
(4.17)
Proof of Lemma 4.3. Let h ∈ H2. Let us put V1 = D((I + A1)
3
2 ), H1 = D(A1), V˜1 = H
1 and
A = B = −A1. We also set V2 = H
1, H2 = L
2, V ∗2 = (H
1)∗. The map L : H1 ∋ z 7→
L(z) := A1z − f(z) ∈ (H
1)∗satisfies the assumptions of Lemma 4.2. In particular, if we set H(z) =
A1f(z)− f
′(z)[A1z], z ∈ V1, then
L′(z)[A1z] = A1[A1z − f(z)] + A1f(z)− f
′(z)[A1z] = A1L(z) +H(z) ∈ (H
1)∗.
Now, let k ∈ N and
f = 1[0,τk)[−v · ∇n+ f(n) +
1
2
G2(n)], (4.18)
g = 1[0,τk)G(n). (4.19)
By Lemmata 3.13 and3.14, and the definition of τk we infer that there exists C > 0 such that
E
∫ t
0
|f(r)|2
H1
≤ E
∫ t∧τk
0
(
|v(r) · ∇n(r)|2
H1
+ |f(n(r))|2
H1
+ |
1
2
(n(r)× h)× h|2
H1
)
dr ≤ C, (4.20)
E
∫ t∧τk
0
|G(n(r))|2
H2
dr = E
∫ t∧τk
0
|n(r)× h|2
H2
dr ≤ C. (4.21)
These mean that f and g satisfy (4.11). Because the local strong solution y = (v,n) of (3.5) satisfies
(3.8), the process x(t) = n(t ∧ τk) satisfies (4.12) and (4.13) with f and g as defined above. By
setting y(t ∧ τk) = L(n(t ∧ τk)), t ≥ 0, and applying Lemma 4.2 we obtain
y(t ∧ τk) = y(0) +
∫ t∧τk
0
(
−A1y(r) + L
′(n(r))[f(r)] +H(ν(r))
)
dr
+
1
2
∫ t∧τk
0
L′′(n(r))[g(r), g(r)]dr +
∫ t∧τk
0
L′(n(r))[g(r)]dW2(r).
(4.22)
We complete the proof of the lemma by taking into account the last line and the following identity
L′(z) = A1 − f
′(z) and L′′(z) = −f ′′(z) for every z ∈ H1. (4.23)

We now give the promised proof of Proposition 3.26.
Proof of Proposition 3.26. Throughout, L(z) = A1z − f(z) and H(z) = A1f(z) − f
′(z)[A1z] be
defined as in the proof of Lemma 4.3. Keeping in mind the notations of 4.3, in particular (4.18),
(4.19) and (4.23), we set
v = −1[0,τk]A1L(n) + L
′(n)[f] + 1[0,τk]H(n) +
1
2
L′′(n)[g, g], k ∈ N. (4.24)
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Then, for all k ∈ N and F ∈ L2(Ω× [0, t];L2), t ≥ 0,
E
∫ t∧τk
0
|f ′(n(r))[F (r)]|2
L2
dr ≤ c21(1 + k
2)E
∫ t∧τk
0
|F (r)|2
L2
dr. (4.25)
In fact, from Remark 2.4(ii), the embedding H2 →֒ L∞ and (4.20) we infer that
E
∫ t∧τk
0
|f ′(n(r))[F (r)]|2
L2
≤E
∫ t∧τk
0
∫
O
|f ′(n(r, x))[F (r, x)]|2dxdr
≤ c21E
∫ t∧τk
0
(1 + |n(r, x)|4N )|F (r, x)|2dxdr
≤ c21E
(
[1 + sup
t∈[0,T ]
|n(t ∧ τk)|
4N
L∞ ]
∫ τk
0
|F (r)|2
L2
dr
)
≤ c21(1 + k
2N )E
∫ t∧τk
0
|F (r)|2
L2
dr.
In a similar way, we can prove that for all k ∈ N and g = 1[0,τk]n× h
E
∫ t∧τk
0
|f ′′(n(r))[g(r), g(r)]|2
L2
≤ c22‖h‖
4
2(1 + k
2N )E
∫ t∧τk
0
|n(r)|2
L2
dr. (4.26)
From the continuity of the linear map A1 : H
1 → (H1)∗, the embedding H1 →֒ L2, (4.25), (4.26)
along with (4.20) and (4.21) we infer that there exits C = C(k) > 0 such that
E
∫ t
0
|v(r)|2(H1)∗ ≤ CE
∫ t∧τk
0
(
|L(n(r))|2L2 + |f(r)|
2
H1
+ |f(n(r))|2
H1
+ |f ′′(n(r))[g(r), g(r)]|2
L2
)
dr <∞.
(4.27)
Next, let {y(t) : t ∈ [0, τ˜∞)} be the process defined in (4.16). The process {y(t ∧ τk) : t ≥ 0} is
an L2-valued process and satisfies the equivalent equations (4.17) and (4.22). Hence, by (4.27) we
can apply the Itoˆ formula to 12 |y(t∧ τk)|
2
L2
= 12 |A1d− f(d)|
2
L2
= Ψ1(d) (see [54, Theorem 3.2]), and
use the fact
−(A1 − f
′(n))[v · ∇n] + (f ′(n)y − (A1 − f
′(n))[
1
2
G2(n)]−
1
2
f ′′(n)[G(n), G(n)] ∈ L2,
to infer that for all k ∈ N and t ≥ 0
Ψ1(n(t ∧ τk)) +
∫ t∧τk
0
|∇(A1n(r)− f(n(r)))|
2
L2
dr +
∫ t∧τk
0
Ψ′1(n(r))[v(r) · ∇n(r)]dr
= Ψ1(n0) +
∫ t∧τk
0
Ψ′1(n(r))[
1
2
G2(n(r))]dr +
1
2
∫ t∧τk
0
Ψ′′1(n(r))[G(n(r)), G(n(r))]dr
−
∫ t∧τk
0
〈A1n(r)− f(n(r)), f
′(n(r))[A1n(r)− f(n(r))]〉dr +
∫ t∧τk
0
Ψ1(n(r))[G(n(r))]dW2(r).
(4.28)
In preparation of our next step, let us set
M(t∧τk) =
∫ t∧τk
0
Φ(s)Ψ2(v(s))◦S(v(s))dW1(s)+
∫ t∧τk
0
Φ(s)Ψ1(n(s))[G(n(s))]dW2(s), k ∈ N, t ≥ 0.
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With (4.28) and the definitions of Ψ2,Ψ and Φ (see (3.30), (3.31) and (3.49)) in mind, we apply the
Itoˆ formula to Υ(t ∧ τk) = Φ(t ∧ τk)Ψ(u,n)(t ∧ τk) and obtain that for all k ∈ N and t ≥ 0
Υ(t ∧ τk)−Υ(0) =M(t ∧ τk) +
∫ t∧τk
0
Φ(s)Ψ′2(v(s))[−B(v(s),v(s)) −M(n(s),n(s))]ds
+
∫ t∧τk
0
Φ(s)Ψ′1(n(s))[−v(s) · ∇n(s) +
1
2
G2(n(s))]ds
+
1
2
∫ t∧τk
0
Φ(s)Ψ′′1(n(s))[G(n(s)), G(n(s))]ds +
∫ t∧τk
0
d
ds
Φ(s)Ψ(v(s),n(s))) ds
−
∫ t∧τk
0
Φ(s)〈A1n(s)− f(n(s)), f
′(n(s))[A1n(s)− f(n(s))]〉ds
−
∫ t∧τk
0
Φ(s)
(
|∇(A1n(s))− f(n(s))|
2
L2
+ |Av(s)|2 − |S(v(s))|2T2(K1;V)
)
ds.
By Assumption 2.3, (2.23), Lemma 3.20-3.25 and the facts |Φ| ≤ 1 and
d
ds
Φ(s)Ψ(v(s),n(s))) =−
[
((κ1 + κ4)‖n(s)‖
2
2 + κ2)(1 + ‖n(s)‖
2
1) + κ3|v(s)|
2
L2 |∇v(s)|
2
L2
]
×Φ(s)Ψ(v(s),n(s)),
we infer that there exists κ7 > 0 such that for all k ∈ N and t ≥ 0
E sup
s∈[0,t]
Υ(s ∧ τk) +
∫ t∧τk
0
Φ(s)
[
1
4
|Av(s)|2L2 +
1
2
|∇(A1n(s) + f(n(s)))|
2
L2
]
ds
≤ Υ(0) + κ7T + κ7E
∫ t∧τk
0
Υ(s) ds+ κ5E
∫ t∧τk
0
(1 + ‖n(s)‖4N1 )‖n(s)‖
2
2ds+ E sup
s∈[0,t]
|M(s ∧ τk)|.
(4.29)
Next, by applying the BDG inequality, taking into account Assumption 2.3, (3.43) and the fact
|Φ| ≤ 1 we infer that there exists κ8 > 0 such that for all k ∈ N and t ≥ 0
E sup
s∈[0,t]
|M(s ∧ τk)|
≤ κ8E
(∫ t∧τk
0
Φ(s)Ψ2(s)[1 + Ψ2(s)]Φ(s) ds
) 1
2
+ κ8E
(∫ t∧τk
0
Φ2(s)|Ψ′1(n(s))[G(n(s))]|
2ds
) 1
2
≤
1
8
E sup
s∈[0,t]
[Φ(s)Ψ2(v(s))] + κ8T + κ8E
[∫ t∧τk
0
[Φ(s)Ψ1(n(s))]
2ds
] 1
2
+ κ8E
[∫ t∧τk
0
(
1 + ‖n(s)‖8N+41 + [‖n(s)‖1‖n(s)‖2]
2
)
ds
] 1
2
+ κ8E
∫ t∧τk
0
Φ(s)Ψ2(v(s))ds
≤
1
4
E sup
s∈[0,t]
Υ(s) + κ8T + κ8E
∫ t∧τk
0
Υ(s) ds+ κ8E
[∫ t∧τk
0
(
1 + ‖n(s)‖8N+21 + [‖n(s)‖1‖n(s)‖2]
2
)
ds
] 1
2
.
Using the last inequality and absorbing the term 14E sups∈[0,t]Υ(s) in the LHS of (4.29), and applying
Gronwall inequality imply that there exist an increasing function ψ : [0,∞)→ (0,∞) and a constant
STOCHASTIC NEMATIC LIQUID CRYSTALS WITH MULTIPLICATIVE NOISE 23
κ9 > 0 such that for all k ∈ N and T ≥ 0
E sup
s∈[0,T ]
Υ(s ∧ τk) + E
∫ T∧τk
0
Φ(s)
[
1
4
|Av(s)|2L2 +
1
2
|∇(A1n(s) + f(n(s)))|
2
L2
]
ds
≤ ψ(T )
(
1 + Υ(0) + E
[∫ T∧τk
0
(
1 + ‖n(s)‖8N+21 + [‖n(s)‖1‖n(s)‖2]
2
)
ds
]1
2
+E
∫ T∧τk
0
(1 + ‖n(s)‖4N1 )‖n(s)‖
2
2ds
)
(4.30)
Using the estimate (3.25) we easily conclude that there exists a constant κ˜0 > 0 such that
E
[∫ t∧τk
0
(
1 + ‖n(s)‖8N+21 + [‖n(s)‖1‖n(s)‖2]
2
)
ds
] 1
2
+ E
∫ t∧τk
0
(1 + ‖n(s)‖4N1 )‖n(s)‖
2
2ds
≤ κ˜0(C0 + 1),
which along with (4.30) complete the proof of Proposition 3.26 
5. Strong solution for an abstract stochastic equation
By a fixed point method we prove in this section general results about the existence and unique-
ness of maximal local solution to stochastic evolution equations (SEEs) with Lipschitz coefficients.
5.1. Notations and Preliminary. Let V , E andH be separable Banach spaces such that E →֒ V .
We denote the norm in V by ‖ · ‖ and for a, b ∈ [0,∞) with a < b we put
Xa,b := C([a, b];V ) ∩ L
2(a, b;E) (5.1)
with the norm |·|Xa,b defined by
|u|2Xa,b = sup
s∈[a,b]
‖u(s)‖2 +
∫ b
a
|u(s)|2E ds. (5.2)
If a = 0 we simply write Xa,b = Xb. If a = b then the space Xa,a is isomorphic to V .
Suppose that δ ∈ [0, T ] and a ∈ Xδ. Define
Xˆδ,T,a := {u ∈ XT : u|[0,δ] = a}. (5.3)
Obviously, Xˆδ,T,a is a closed subspace XT and hence a Banach space with the norm of |·|XT . Note
that if δ = 0, a ∈ X0 can be identified with = a(0) ∈ V and so Xˆ0,T,a = {u ∈ XT : u(0) = a(0)}.
Let F and G be two nonlinear mappings satisfying the following sets of conditions.
Assumption 5.1. Suppose that F : E → H is such that F (0) = 0 and there exist N ∈ N and
pi ≥ 1, αi ∈ [0, 1), i = 1, · · · , N , and C > 0 such that for all x, y ∈ E.
|F (y)− F (x)|H ≤ C
N∑
i=1
[
‖y − x‖‖y‖pi−αi |y|αiE + |y − x|
αi
E ‖y − x‖
1−αi‖x‖pi
]
. (5.4)
Assumption 5.2. Assume that G : E → V such that G(0) = 0 and there exists k ≥ 1, β ∈ [0, 1)
and CG > 0 such that
‖G(y)−G(x)‖ ≤ CG
[
‖y − x‖‖y‖k−β|y|βE + |y − x|
β
E‖y − x‖
1−β‖x‖k
]
, (5.5)
for all x, y ∈ E.
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Let (Ω,F ,P) be a complete probability space equipped with a filtration F = {Ft : t ≥ 0} satisfying
the usual hypothesis. By M 2(XT ) we denote the Banach space of all E-valued processes u that are
progressively measurable and with trajectories belonging to XT P-a.s., with the norm
|u|M 2(XT ) =
(
E
[
sup
s∈[0,T ]
‖u(s)‖2 +
∫ T
0
|u(s)|2E ds
]
.
) 1
2
(5.6)
Let us also formulate the following assumptions.
Assumption 5.3. Suppose that E →֒ V →֒ H. Consider (for simplicity) a one-dimensional Wiener
process W (t).
Assume that S(t), t ∈ [0,∞), is a family of bounded linear operators on the space H such that: the
following properties are satisfied.
(i) For every T > 0, the linear map
L2(0, T ;H) ∋ f 7→ {S ∗ f(t) =
∫ t
0
S(t− r)f(r) dr; t ∈ [0, T ]} ∈ XT ,
is continuous.
(ii) For every T > 0, the linear map
M
2(0, T ;V ) ∋ ξ 7→ {S ⋄ ξ(t) :=
∫ t
0
S(t− r)ξ(r) dW (r); t ∈ [0, T ]} ∈ M 2(XT ),
is continuous.
(iii) For every T > 0, the linear map
V ∋ u0 7→ {[0, T ] ∋ t 7→ Su0(t) := S(t)u0} ∈ XT ,
is continuous.
Now let us consider a semigroup S(t), t ∈ [0,∞) as above and the abstract SEE
u(t) = S(t)u0 +
∫ t
0
S(t− s)F (u(s)) ds +
∫ t
0
S(t− s)G(u(s))dW (s), for all t > 0 (5.7)
which is a mild version of the problem
{
du(t) = Au(t) dt+ F
(
u(t)
)
dt+G
(
u(t)
)
dW (t), t > 0,
u(0) = u0.
(5.8)
Definition 5.1. Assume that a V -valued F0 measurable random variable u0 is given. A local
solution to problem (5.8) (with the initial time 0) is a pair (u, τ) such that
(1) τ is an accessible stopping time,
(2) u : [0, τ) × Ω→ V is an admissible2 process,
2This also follows from condition (3) below.
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(3) there exists a sequence (τm)m∈N of finite stopping times such that τm ր τ P-a.s. and, for
every m ∈ N and t ≥ 0, we have
E
(
sup
s∈[0,t∧τm]
‖u(s)‖2 +
∫ t∧τm
0
|u(s)|2E ds
)
<∞, (5.9)
u(t ∧ τm) = S(t ∧ τm)u0 +
∫ t∧τm
0
S(t ∧ τm − s)F (u(s)) ds (5.10)
+
∫ t
0
1[0,τm)S(t− s)G(u(s ∧ τm)) dW (s).
Along the lines of [3], we said that a local solution u(t), t < τ is called global iff τ =∞ P-a.s.
Let us first formulate the following useful result.
Proposition 5.2. Assume that a pair (u, τ) is a local solution to problem (5.8).Then for every
finite stopping time σ, a pair (u|[0,τ∧σ)×Ω, τ ∧ σ) is also a local mild solution to problem (5.8).
Secondly, we state the following lemma result which is a generalisation of [24, Lemmata III 6A
and 6B].
Lemma 5.3. (The Amalgamation Lemma)
(1) Let ∆ be a family of accessible stopping times taking values in [0,∞]. Then a supremum of ∆,
i.e., τ := sup ∆, is an accessible stopping time with values in [0,∞] and there exists an ∆-valued
increasing sequence {αn}
∞
n=1 such that τ(ω) = limn→∞ αn(ω), for all ω ∈ Ω.
(2) Assume also that for each α ∈ ∆, Iα : [0, α) × Ω → V is an admissible process such that for all
α, β ∈ ∆ and every t > 0,
Iα(t) = Iβ(t) P-a.s. on Ωt(α ∧ β). (5.11)
Then, there exists an admissible process I : [0, τ) × Ω→ V , such that every t > 0,
I(t) = Iα(t) P-a.s. on Ωt(α). (5.12)
(3) Moreover, if I˜ : [0, τ)×Ω→ X is any process satisfying (5.12) then the process I˜ is a version of This statement is not in
Elworthy’s book. Ay
least I cannot find it.
the process I, i.e. for all t ∈ [0,∞)
P
({
ω ∈ Ω : t < τ(ω), I(t, ω) 6= I˜(t, ω)
})
= 0. (5.13)
In particular, if in addition I˜ is an admissible process, then
I = I˜ . (5.14)
Remark 5.4. Let us note that because both processes I : [0, τ) × Ω→ V and Iα : [0, α) × Ω → V
are admissible (and hence with almost sure continuous trajectories), and since α ≤ τ , condition
(5.12) is equivalent to the following one:
I|[0,α)×Ω = Iα. (5.15)
Similarly, condition (5.11) is equivalent to the following one
Iα|[0,α∧β)×Ω = Iβ |[0,α∧β)×Ω. (5.16)
Proof of Lemma 5.3. Let ∆ be the family of accessible stopping times with values in [0,∞]. This set
satisfies the assumptions of Lemma [24, Lemma III.6A], where the set ∆ is denoted by A. Indeed,
by Remark 3.4, the supremum of every finite subset of ∆ belongs to ∆. Therefore, there exists an
F-measurable function τ : Ω→ [0,∞] such that
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(i) if σ ∈ ∆, then τ ≥ σ, P-a.s.;
(ii) if a random variable η : Ω→ [0,∞] satisfies τ ≥ σ, P-a.s., for all σ ∈ ∆, then η ≥ τ , P-a.s..
(iii) there exists a sequence (αn)n∈N of elements of ∆ such that for all ω ∈ Ω, αn(ω) ≤ αn+1(ω) ≤
τ(ω) for all n ∈ N and τ(ω) = limn→∞ αn(ω) = supn∈N αn(ω).
Moreover, τ is unique in the sense that if τˆ satisfies the above conditions (i) and (ii), then τˆ ≥ τ ,
P-a.s.. Hence, since for every n ∈ N, αn, is an accessible stopping time, by [24, Proposition III.5B],
Remark 3.4 and [50, Proposition 4.11] we infer that τ an accessible stopping time. This proves part
(1) of Lemma 5.3.
The proof of parts (2) and (3) is the same as the proof of [24, Lemma III 6 B], so we omit it. 
Definition 5.5. Consider a family LS of all local solution (u, τ) to the problem (5.8). For two
elements (u, τ), (v, σ) ∈ LS we write that (u, τ)  (v, σ) iff τ ≤ σ P-a.s. and v|[0,τ)×Ω ∼ u. Note that
if (u, τ)  (v, σ) and (v, σ)  (u, τ), then (u, τ) ∼ (v, σ). We write (u, τ) ≺ (v, σ) iff (u, τ)  (v, σ)
and (u, τ) 6∼ (v, σ). Then, the pair (LS,) is partially ordered. Each maximal element (u, τ) in
the set (LS,) is called a maximal local solution to the problem (5.8). The existence of an upper
bound of every non-empty chain of (LS,) is justified by Amalgamation Lemma 5.3.
If (u, τ) is a maximal local solution to equation (5.8), the stopping time τ is called its lifetime.
A priori, there may be many maximal elements in (LS,) and hence many maximal local solu-
tions to the problem (5.8). However, if the uniqueness of local solutions holds, then the uniqueness
of the maximal local solution will follow.
Definition 5.6. A local solution (u, τ) to problem (5.8) is unique iff for all other local solution
(v, σ) to (5.8) the restricted processes u[0,τ∧σ)×Ω and v[0,τ∧σ)×Ω are equivalent.
Proposition 5.7. Suppose that u0 is a V -valued random variable and F0-measurable. Assume that
the following two conditions are satisfies:
(i) there exist at least one local solution (u0, τ0) to problem (5.8)
(ii) if (u1, τ2) and (u2, τ2) are local solutions, then for every t > 0,
u1(t) = u2(t) P-a.s. on Ωt(τ
1 ∧ τ2). (5.17)
Then, problem problem (5.8) has a unique maximal local solution (uˆ, τˆ) satisfying (u0, τ0)  (uˆ, τˆ).
Remark 5.8. Let us note that similarly to Remark 5.4, because both the local solutions u1 and u2
are admissible (hence with almost sure continuous trajectories), condition (5.17) is equivalent to
u1|[0,τ1∧τ2)×Ω = u
2
|[0,τ1∧τ2)×Ω. (5.18)
Proof of Proposition 5.7. Let us choose and fix a local solution (u0, τ0) to problem (5.8) and let us
consider the family LS of all local solution (u, τ) to the problem (5.8) such that (u0, τ0)  (u, τ).
By assumptions this set is non-empty. Due to the assumptions (i) and (ii) of Proposition 5.7, by
the Amalgamation Lemma 5.3 we infer that there exists an accessible stopping time
τˆ := sup {τ : (u, τ) ∈ LS}
and an admissible process uˆ : [0, τˆ )× Ω→ V , such that for all (u, τ) ∈ LS and for t > 0,
uˆ(t) = u(t) P-a.s. on Ωt(τ). (5.19)
Moreover, there exists an increasing sequence (τn) of accessible stopping times such that τ(ω) =
limn→∞ τn(ω), for all ω ∈ Ω.
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In order to complete the proof of the existence of a maximal lcoal solution, we shall prove that
(uˆ, τˆ) ∈ LS. For this aim, we closely follow the proof of [3, Theorem 2.26]. Let us define an auxiliary
process ηˆ =
(
ηˆ(t)
)
, t ∈ [0, τ), such that for each n ∈ N and t ≥ 0, the following equality holds P-a.s.
ηˆ(t ∧ τn) = S(t ∧ τn)u0 +
∫ t∧τn
0
S(t− s)F (uˆ(s ∧ τn)) ds + Iτn(t ∧ τn), (5.20)
where Iτn is a continuous V -valued process process defined by
Iτn(t) :=
∫ t
0
1[0,τn)(s)S(t− s)G(uˆ(s ∧ τm)) dW (s), t ≥ 0. (5.21)
Assume that (u, τ) ∈ LS. Define a process η =
(
η(t)
)
, t ∈ [0, τ) by the above formulae (5.20)-(5.21)
with uˆ replaced by u and the announcing sequence (τn) of the accessible stopping time τˆ replaced
by announcing sequence of the accessible stopping time τ . Because (u, τ) is a local solution, we
infer that the process η(t), t ∈ [0, τ) is a version of the process u(t), t ∈ [0, τ). Since uˆ satisfies
(5.19) and assumption (ii) of Proposition 5.7 is satisfied, we infer that
ηˆ(t) = u(t) P-a.s. on Ωt(τ). (5.22)
Hence, by the part (3) of Lemma 5.3, we infer that the process ηˆ(t), t ∈ [0, τˆ ), is a version of the
process uˆ(t), t ∈ [0, τˆ ) and therefore we can replace ηˆ by uˆ on the LHS of (5.20). Therefore, we
deduce that (uˆ, τˆ) ∈ LS. This completes the existence of a local maximal solution.
As a byproduct of the above proof of the existence of a local maximal solution (uˆ, τˆ ) we showed
that (uˆ, τˆ) ∈ LS. This, in conjunction with the definition of LS implies that (u0, τ0)  (uˆ, τˆ).
It remains to prove the uniqueness of the local maximal solutions. For this aim let us suppose
that (u1, τ1) and (u2, τ2) are two local maximal solutions. Let us put τ˜ = τ1 ∨ τ2. Then, by part
(ii) of Remark 3.4 τ˜ is an accessible stopping time with announcing sequence (τ˜n := τ
1
n ∨ τ
2
n)n∈N,
where (τ in)n∈N, i = 1, 2 is an announcing sequence of τ
i. By the uniqueness assumption (ii), we
infer that
(u1|[0,τ1∧τ2) , τ
1 ∧ τ2) ∼ (u2|[0,τ1∧τ2) , τ
1 ∧ τ2). (5.23)
We shall now prove that τ1 = τ2 P-a.s.. Suppose by contradiction that P({τ1 6= τ2}) > 0. Let
Ω1 := {τ
1 ≥ τ2} and Ω2 := {τ
2 > τ1}. We define a process (u˜, τ˜) by the following formula
u˜(t, ω) =
{
u1(t, ω) if ω ∈ Ω1 and t ∈ [0, τ
1(ω))
u2(t, ω) if ω ∈ Ω2 and t ∈ [0, τ
2(ω)).
(5.24)
We now claim that the process (u˜, τ˜ ) is a local solution to Problem (5.8). Let us fix n ∈ N and
t ≥ 0. By symmetry, we can assume that τ1n(ω) ≤ τ
2
n(ω) for all ω ∈ Ω and n ∈ N. Firstly, the proof
of the admissibility of u˜(t), t ∈ [0, τ˜ ) is very similar to the proof in [3, Corollary 2.28]. Secondly,
let us also observe that on Ω1 we have τ˜n < τ
1 ∧ τ2. Hence, we deduce from (5.24) and (5.23) that
u˜(t ∧ τ˜n) =u˜(t ∧ τ
2
n) = u
1(t ∧ τ2n) = u
2(t ∧ τ2n)
=S(t ∧ τ2n)u0 +
∫ t∧τ2n
0
S(t ∧ τ2n − s)F (u
2(s)) ds + I2τ2n(t ∧ τ
2
n) t ≥ 0,
where
I2τ2n
(t) :=
∫ t
0
1[0,τ2n)
(s)S(t− s)G(u2(s ∧ τ2n)) dW (s), t ≥ 0.
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The last equality follows from the fact that (u2, τ2) is a local solution. Since τ2n = τ˜n, by using
(5.23) and [3, Proposition 2.10] we deduce that
u˜(t ∧ τ˜n) =S(t ∧ τ˜n)u0 +
∫ t∧τ˜n
0
S(t ∧ τ˜n − s)F (u˜(s)) ds + I˜τ˜n(t ∧ τ˜n), t ≥ 0,
where
I˜τ˜n(t) :=
∫ t
0
1[0,τ˜n)S(t− s)G(u˜(s ∧ τ˜n))dW (s), t ≥ 0.
Hence, (u˜, τ˜) satisfies equation (5.10) on Ω1. In a similar way, we can also show that ‘(u˜, τ˜ ) satisfies
(5.10) on Ω2. Hence, (uˆ, τˆ) ∈ LS.
Now, by construction we have (ui, τ i)  (u˜, τ˜ ) for i ∈ {1, 2} and there exists i0 ∈ {1, 2} such
that (ui0 , τ i0) 6∼ (u˜, τ˜ ). This contradicts the maximality of (ui0 , τ i0) and completes the proof of
Proposition 5.7.

As a byproduct of the proof of the above Proposition 5.7 we deduce the following general result.
Corollary 5.9. Let (x, σ) and (y, τ) be two local solution to problem (5.8) such that for every t > 0,
y(t) = x(t) P-a.s. on Ωt(τ ∧ σ). (5.25)
Then the process (z, σ ∨ τ) defined by the following formula
z(t, ω) =
{
x(t, ω), if σ(ω) ≥ τ(ω) and t ∈ [0, σ(ω)),
y(t, ω), if σ(ω) < τ(ω) and t ∈ [0, τ(ω)),
(5.26)
is local solution to problem (5.8). The process (z, σ ∨ τ) is called supremum of (x, σ) and (y, τ).
5.2. An abstract result. In this subsection we prove by a fixed point method some results about
the existence and uniqueness of maximal local mild solution to (5.7).
Let θ : R+ → [0, 1] be a C
∞
c non increasing function such that
inf
x∈R+
θ′(x) ≥ −1, θ(x) = 1 iff x ∈ [0, 1] and θ(x) = 0 iff x ∈ [2,∞). (5.27)
and for n ≥ 1 set θn(·) = θ(
·
n). Note that if h : R+ → R+ is a non decreasing function, then
θn(x)h(x) ≤ h(2n), |θn(x)− θn(y)| ≤
1
n
|x− y|, for every x, y ∈ R. (5.28)
Proposition 5.10. Let F be a mapping satisfying Assumption 5.1. Assume that δ ∈ [0, T ], a ∈ Xδ.
Then the map
Φnδ,T,a : Xˆδ,T,a ∋ u 7→ θn(|u|X·)F (u) ∈ L
2(0, T ;H).
is globally Lipschitz and moreover, for all u1, u2 ∈ Xˆδ,T,a,
|Φnδ,T,a(u1)− Φ
n
δ,T,a(u2)|L2(0,T ;H) ≤ C(C + 1)
N∑
i=1
(2n)pi+2(T − δ)(1−αi)/2|u1 − u2|XT . (5.29)
In particular, the Lipschitz constant of Φnδ,T,a is independent of a.
The proof is based on a proof from [12] which in turn was based on a proof from [20, 21]. For
simplicity of notation, below we will write ΦT instead of Φ
n
δ,T,a.
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Proof of Proposition 5.10. Wlog we can assume that N = 1 and we will use notation α = α1 and
p = p1. In this case, the inequality (5.29) takes the following form. For every n ∈ N there exists
C(n) > 0 such that for all T > δ ≥ 0, all a ∈ Xδ and all u1, u2 ∈ Xˆδ,T,a,
|Φnδ,T,a(u1)− Φ
n
δ,T,a(u2)|L2(0,T ;H) ≤ C(n)(T − δ)
(1−α)/2|u1 − u2|XT . (5.30)
In what follows we will prove (5.30). Let us fix n ∈ N, T > δ ≥ 0, a ∈ Xδ and u1, u2 ∈ Xˆδ,T,a,
Note that ΦT (0) = 0. Assume that u1, u2 ∈ XT . Denote, for i = 1, 2,
τi = inf{t ∈ [0, T ] : |ui|Xt ≥ 2n}.
Note that if the set on the RHS above is empty, i.e. |ui|Xt < 2n for all t ∈ [0, T ], then τi = T .
Wlog we can assume that τ1 ≤ τ2. Because for i = 1, 2, θn(|ui|Xt) = 0 for t ≥ τ2, we have
|ΦT (u1)− ΦT (u2)|L2(0,T ;H) =
[ ∫ τ2
0
|θn(|u1|Xt)F (u1(t))− θn(|u2|Xt)F (u2(t))|
2
H dt
]1/2
≤
[ ∫ τ2
0
|
[
θn(|u1|Xt)− θn(|u2|Xt)
]
F (u2(t))|
2
H dt
]1/2
+
[ ∫ τ2
0
|θn(|u1|Xt)
[
F (u1(t))− F (u2(t))
]
|2H dt
]1/2
=: A+B
Next, since θn is Lipschitz with Lipschitz constant 2n and u1|[0,δ] = u2|[0,δ] = a we have
A2 =
∫ δ∧τ2
0
|
[
θn(|u1|Xt)− θn(|u2|Xt)
]
F (u2(t))|
2 dt+
∫ τ2
δ∧τ2
|
[
θn(|u1|Xt)− θn(|u2|Xt)
]
F (u2(t))|
2 dt
=
∫ τ2
δ∧τ2
|
[
θn(|u1|Xt)− θn(|u2|Xt)
]
F (u2(t))|
2 dt ≤ 4n2C2
∫ τ2
δ∧τ2
[
||u1|Xt − |u2|Xt |
]2
|F (u2(t))|
2
H dt
≤ 4n2C2
∫ τ2
δ∧τ2
|u1 − u2|
2
Xt |F (u2(t))|
2
H dt ≤ 4n
2C2|u1 − u2|
2
XT
∫ τ2
δ∧τ2
|F (u2(t))|
2
H dt.
Next, by assumptions and some elementary calculations∫ τ2
δ∧τ2
|F (u2(t))|
2
H dt ≤C
2
∫ τ2
δ∧τ2
‖u2(t)‖
2p+2−2α|u2(t)|
2α
E dt
≤C2 sup
t∈[δ∧τ2,τ2]
‖u2(t)‖
2p+2−2α
( ∫ τ2
δ∧τ2
|u2(t)|
2
E dt
)α
(τ2 − δ ∧ τ2)
1−α
≤C2(T − δ)1−α|u2|
2p+2
Xδ∧τ2,τ2
≤ C2(T − δ)1−α(2n)2p+2.
Therefore,
A ≤ C(T − δ)(1−α)/2(2n)p+2|u1 − u2|XT .
Since τ1 ≤ τ2, θn(|u1|Xt) = 0, t ≥ τ1, θn(|u1|Xt) ≤ 1, t ∈ [0, τ1) and u1|[0,δ] = u2|[0,δ] = a, we have
B =
[ ∫ τ2
0
|θn(|u1|Xt)
[
F (u1(t))− F (u2(t))
]
|2H dt
]1/2
≤
[ ∫ τ1
δ∧τ1
|F (u1(t)) − F (u2(t))|
2
H dt
]1/2
≤ B˜p,
where
B˜p := C
[ ∫ τ1
δ∧τ1
|u1(t)− u2(t)|
2α
E ‖u1(t)− u2(t)‖
2−2α‖u2(t)‖
2p dt
]1/2
+C
[ ∫ τ1
δ∧τ1
‖u1(t)− u2(t)‖
2‖u1(t)‖
2p−2α|u1(t)|
2α
E dt
]1/2
.
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This term can be estimated as follows
B˜p ≤C sup
t∈[0,T ]
‖u1(t)− u2(t)‖ sup
t∈[δ∧τ1 ,τ1]
‖u1(t)‖
p−α
[ ∫ τ1
δ∧τ1
|u1(t)|
2
E dt
]α/2
(τ1 − δ ∧ τ1)
(1−α)/2
+C sup
t∈[0,T ]
‖u1(t)− u2(t)‖
1−α sup
t∈[δ∧τ1,τ1]
‖u2(t)‖
p
[ ∫ τ1
δ∧τ1
|u1(t)− u2(t)|
2
E dt
]α/2
(τ1 − δ ∧ τ1)
(1−α)/2
≤C|u1 − u2|XT |u1|
p
Xτ1
(T − δ)(1−α)/2 + C|u1 − u2|XT |u2|
p
Xτ1
(T − δ)(1−α)/2
≤C(T − δ)(1−α)/2 |u1 − u2|XT
[
|u1|
p
Xτ1
+ |u2|
p
Xτ1
]
≤ C(2n)p+1(T − δ)(1−α)/2 |u1 − u2|XT .
Summing up, we proved the following inequality
|ΦT (u1)− ΦT (u2)|L2(0,T ;H) ≤ C
[
2nC + 1
]
(2n)p+1τ
(1−α)/2
2 |u1 − u2|XT ,
which competes the proof of the proposition. 
The following result is a special case of Proposition 5.10 with H = V .
Corollary 5.11. Let G be a nonlinear mapping satisfying Assumption 5.2. Assume that n ∈ N,
T > 0, δ ∈ [0, T ] and a ∈ X0,δ. Define a map Φˆ
n
δ,T,a by
Φˆnδ,T,a : Xˆδ,T,a ∋ u 7→ θn(|u|X·)G(u) ∈ L
2(0, T ;V ). (5.31)
Then Φˆnδ,T,a is globally Lipschitz and moreover, for all u1, u2 ∈ Xˆδ,T,a,
|Φˆnδ,T,a(u1)− Φˆ
n
δ,T,a(u2)|L2(0,T ;V ) ≤ (2n)
k+2CG(CG + 1)(T − δ)
(1−β)/2|u1 − u2|XT . (5.32)
In particular, the Lipschitz constant of Φˆnδ,T,a is independent of a.
Proposition 5.12. Assume that Assumptions 5.1 and 5.3 hold. Assume that n ∈ N, T > 0,
δ ∈ [0, T ] and a ∈ M 2(X0,δ). Then the map Ψ
n
δ,T,a defined by
Ψnδ,T,a : M
2(Xˆδ,T,a) ∋ u 7→ [S(·)](a(0)) + S ∗ Φ
n
δ,T,a(u) + S ⋄ Φˆ
n
δ,T,a(u) ∈ M
2(XT ), (5.33)
is globally Lipschitz and moreover, for all u1, u2 ∈ M
2(Xˆδ,T,a),
|Ψnδ,T,a(u1)−Ψ
n
δ,T,a(u2)|M 2(XT ) ≤ Cˆ(n)
[
max
1≤i≤N
(T − δ)1−αi ∨ (T − δ)1−β
] 1
2
|u1 − u2|M 2(XT ),
where Cˆ(n) is dependent only on n and is given by, for some D > 1,
Cˆ(n) = C1CF (CF + 1)
N∑
i=1
(2n)pi+2 + C2CG(2n)
k+2(CG + 1) ≤ C3n
D.
In particular, the Lipschitz constant of Ψnδ,T,a is independent of a.
Proof of Proposition 5.12. For simplicity of notation we will write ΨT instead of Ψ
n
δ,T,a. We will
also write ΦF (resp. ΦˆG) instead of Φ
n
δ,T,a (resp. Φˆ
n
δ,T,a). Obviously in view of Assumption 5.3 the
map ΨT is well defined. Let us fix u1, u2 ∈ M
2(Xδ,T,a). Then by the Fubini Theorem, Assumption
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5.3, Proposition 5.10 and Corollary 5.11 we infer that
|ΨT (u1)−ΨT (u2)|M 2(XT ) ≤ |S ∗ ΦF (u1)− S ∗ ΦF (u2)|M 2(XT ) + |S ⋄ ΦG(u1)− S ⋄ΦG(u2)|M 2(XT )
≤ C1|ΦF (u1)− ΦF (u2)|M 2(0,T ;H) + C2|ΦG(u1)− ΦG(u2)|M 2(XT )
≤ Cˆ(n)
[
max
1≤i≤N
(T − δ)1−αi ∨ (T − δ)1−β
] 1
2
|u1 − u2|M 2(XT ).
The proof is complete. 
Since our method is based on finding fixed points of Ψnδ,T,a, the following auxiliary result is useful.
Lemma 5.13. Assume that n ∈ N and T > S > 0 and x ∈ V . Assume that a ∈ M 2(Xˆ0,S,x) is a
fixed point of Ψn0,S,x. Then Ψ
n
S,T,a maps M
2(XˆS,T,a) into itself.
Proof of Lemma 5.13. Let us choose and fix n ∈ N, T > S > 0, x ∈ V and a ∈ M 2(Xˆ0,S,x), a
fixed point of Ψn0,S,x. We will show that Ψ
n
S,T,a maps M
2(XˆS,T,a) into itself. Take an arbitrary
u ∈ XˆS,T,a. Since by Proposition 5.12, v :=
[
ΨnS,T,a
]
(u) ∈ M 2(XT ) we only need to show that
v|[0,S] = a. For this aim let us observe that by Definition 5.33, we have for t ∈ [0, S],
v(t) = S(t)(a(0)) +
∫ t
0
S(t− r)θn(|u|Xr)F (u(r)) dr +
∫ t
0
S(t− r)θn(|u|Xr )G(u(r)) dW (r).
Because u|[0,S] = a, a(0) = x and, by assumptions Ψ
n
0,S,x(a) = a in M
2(Xˆ0,S,x), we infer that
v(t) = S(t)x+
∫ t
0
S(t− r)θn(|a|Xr )F (a(r)) dr +
∫ t
0
S(t− r)θn(|a|Xr)G(a(r)) dW (r)
= [Ψn0,S,x(a)](t) = a(t), t ∈ [0, S].
This completes the proof of Lemma 5.13. 
The first two main results of this subsection are given in the following two theorems.
Theorem 5.14. Suppose that Assumption 5.1-Assumption 5.3 hold. Let u0 be a F0-measurable
V -valued square integrable random variable u0 and (u, τ) and (v, σ) two local solutions of (5.7).
Then,
(u|[0,σ∧τ)×Ω, σ ∧ τ) ∼ (v|[0,σ∧τ)×Ω, σ ∧ τ). (5.34)
Proof of Theorem 5.14. Wlog we can assume in Assumptions 5.1 and 5.2 that N = 1 and pi = k
and will use the notations α1 = α, p1 = p = k. Let (u, τ) and (v, σ) be two local solutions of (5.7).
Let (τn)n∈N and (σn∈N) be the announcing sequences of τ and σ, respectively. By [50, Propositions
4.3 & 4.11 and Theorem 6.6] the stopping time ̺ := τ ∧ σ is accessible and it is easy to show that
(̺n)n∈N := (τn ∧ σn)n∈N is an announcing sequence of ̺.
Hereafter we fix n ∈ N. Since (v, σ) is a local solution to (5.8) and ̺n ≤ σn, by Corollary A.2 we
infer that for all t ≥ 0 P-a.s.
v(t ∧ ̺n) =St∧̺nu0 +
∫ t∧̺n
0
St∧̺n−rF (v(r))dr + Iσn(t ∧ ̺n)
=St∧̺nu0 +
∫ t∧̺n
0
St∧̺n−rF (v(r))dr + I̺n(t ∧ ̺n), (5.35)
where
Iσn(t) :=
∫ t
0
1[0,σn](r)St−rG(v(r))dW (r), t ≥ 0.
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The identity (5.35) proves that (v, σ∧ τ) is a local solution to (5.8). In a similar way, we prove that
(u, σ ∧ τ) is a local solution to (5.8) as well.
Thirdly, for k ∈ N we put ̺n,k = τn ∧ σn ∧ τ˜k ∧ σ˜k, where
τ˜k = inf{t ∈ [0, T ] : |v|Xt ≥ k} ∧ τ and σ˜k = inf{t ∈ [0, T ] : |v|Xt ≥ k} ∧ σ, k ∈ N.
We observe that for all k ∈ N ̺n,k ≤ ̺n,k+1 ≤ σn ∧ τn P-a.s. and ̺n,k ր σn ∧ τn P-a.s. if k → ∞.
Let us now fix k ∈ N. Arguing as in the proof of (5.35) we show that for all t ≥ 0, P-a.s.
v(t ∧ ̺n,k) =St∧̺n,ku0 +
∫ t∧̺n,k
0
St∧̺n,k−rF (v(r))dr + I̺n,k(t ∧ ̺n,k). (5.36)
In a similar way, we prove that the same identity holds with v replaced by u. Hence, setting
w = u− v we infer that for all t ≥ 0, P-a.s.
w(t ∧ ̺n,k) =
∫ t∧̺n,k
0
St∧̺n,k−r[F (u(r))− F (v(r))]dr + I˜̺n,k(t ∧ ̺n,k). (5.37)
where
I˜̺n,k(t) :=
∫ t
0
1[0,̺n,k](r)St−r[G(u(r)) −G(v(r))]dW (r), t ≥ 0.
Hereafter, c > 0 denotes an universal constant (independent of n and k) which may change from
one term to the other. Following the lines of [4, Proof of Lemma 3.8] or [11, Page 134] and using
Assumptions 5.3, 5.1 and 5.2 we infer that for all t ≥ 0
E|w|2Xt∧̺n,k
≤cE
∫ t∧̺n,k
0
[
|F (u(r)) − F (v(r))|2H + ‖G(u(r)) −G(v(r))‖
2
]
dr
≤cE
∫ t∧̺n,k
0
(
‖w(s)‖2‖u(s)‖2(p−α)|u(s)|2αE
)
ds+ cE
∫ t∧̺n,k
0
(
|w(s)|2αE ‖w(s)‖
2(1−α)‖v(s)‖2p
)
ds
=: cEI1 + cEI2. (5.38)
The Ho¨lder inequality and the definition of the stopping time ̺n,k imply that for all t ≥ 0, P-a.s.
I1 ≤c
(∫ t∧̺n,k
0
‖w(s)‖
2
1−α ‖u(s)‖
2(p−α)
1−α ds
)1−α(∫ t∧̺n,k
0
|u(s)|2Eds
)α
(5.39)
≤cR2α sup
s∈[0,t∧̺n,k]
‖u(s)‖2(p−α)
(∫ t∧̺n,k
0
‖w(s)‖
2
1−α ds
)1−α
(5.40)
≤cR2p|w|2αXt∧̺n,k
(∫ t∧̺n,k
0
‖w(s)‖2ds
)1−α
≤
1
4
|w|2Xt∧̺n,k
+ cR
2p
1−α
∫ t∧̺n,k
0
‖w(s)‖2ds. (5.41)
In a similar way one can prove that for all t ≥ 0, P-a.s.
I2 ≤c
(∫ t∧̺n,k
0
‖w(s)‖2‖v(s)‖
2p
1−αds
)1−α(∫ t∧̺n,k
0
|w(s)|2Eds
)α
(5.42)
≤
1
4
|w|2Xt∧̺n,k
+ cR
2p
1−α
∫ t∧̺n,k
0
‖w(s)‖2ds. (5.43)
Hence, plugging (5.41) and (5.43) in (5.38) and using ‖w(t ∧ ̺n,k)‖
2 ≤ |w|2Xt∧̺n,k
, we infer that
E‖w(t ∧ ̺n,k)‖
2 ≤ 2cR
2p
1−α
∫ t∧̺n,k
0
‖w(s ∧ ̺n,k)‖
2ds, ∀t ≥ 0. (5.44)
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This along the Gronwall lemma implies that for all t ≥ 0, E‖w(t ∧ ̺n,k)‖
2 = 0. Hence, by letting
k → ∞ we infer that for all t ≥ 0, E‖w(t ∧ τn ∧ σ)‖
2 = 0, which along with the continuity of w
completes the proof of the theorem. 
Theorem 5.15. Suppose that Assumptions 5.1-5.3 are satisfied. Then
(I) for every F0-measurable V -valued square integrable random variable u0 there exits a local process
u =
(
u(t), t ∈ [0, T1)
)
which is the unique local solution to problem (5.8),
(II) if R > 0 and ε > 0 then there exists a number T ∗(ε,R) > 0, such that for every set Ω1 ∈ F0
and every F0-measurable V -valued random variable u0 such that
‖u0‖ ≤ R P-a.s. on Ω1,
one has
P
(
{T1 ≥ T
∗(ε,R)} ∩ Ω1
)
≥ (1− ε)P(Ω1). (5.45)
Proof of Theorem 5.15. Wlog we can assume that N = 1 and we will use notation α = α1 and
p = p1. Let u0 ∈ L
2(Ω,P;V ). We also fix a natural number n ∈ N in Steps 1-5. In the first part
consisting of Steps 1-7 we will prove the part (I) of the Theorem, i.e. the existence and uniqueness
of a local solution to problem (5.8). Part (II) of the Theorem will be proven in Steps 8-9.
Proof of part (I)
Step 1. Let us fix n ∈ N and T > 0. Let Ψn0,T,u0 : M
2(Xˆ0,T,u0)→ M
2(Xˆ0,T,u0). By Proposition 5.12
the map Ψn0,T,u0 is well defined and for sufficiently small T = δn, and all a0, it is an
1
2 -contraction.
Thus, by the Banach Fixed Point Theorem, there exists a unique u[n,1] ∈ M 2(Xˆ0,δn,u0) such that
u[n,1] = Ψn0,δn,u0(u
[n,1]).
We fix u[n,1] for the rest of the proof. We also put M := Tδn ∈ N.
Step 2. By Lemma 5.13 Ψn
δn,2δn,u[n,1]
maps M 2(Xˆδn,2δn,u[n,1]) into itself and by Proposition 5.12 and
inequality (5.34) it is an 12 -contraction. Therefore, we can find a unique u
[n,2] ∈ M 2(Xˆδn,2δn,u[n,1]),
which we fix for the rest of the proof, such that
u[n,2] = Ψn
δn,2δn,u[n,1]
(u[n,2]) ∈ M 2(Xδ,2δn,u[n,1]).
Step 3. By induction we can construct a sequence (u[n,k])∞k=1 such that
u[n,k] = Ψn
(k−1)δn,kδn,u[n,k−1]
(u[n,k]) ∈ M 2(X(k−1)δn,kδn,u[n,k−1]), k = 2, . . . .
Note that by construction, the restriction of u[n,k] to interval [0, (k − 1)δn] is equal to u
[n,k−1].
Step 4. By Step 3 we can define a process un ∈ M 2(XT ) by u
n(t) = u[n,k](t), if t ∈ [0, kδn].
Moreover, for every t ∈ [0, T ], P-a.s.,
un(t) = Stu0 +
∫ t
0
St−r[θn(|u
n|Xr)F (u
n(r))]dr +
∫ t
0
St−r[θn(|u
n|Xr)G(u
n(r))]dW (r). (5.46)
Step 5. Let (τn)n∈N be a sequence of stopping times defined by
τn = inf{t ∈ [0,∞) : |u
n|Xt ≥ n}. (5.47)
Let us fix n ∈ N. By [11, Lemma A.1], we infer from (5.46) that for every t ∈ [0,∞), P-a.s.
un(t ∧ τn) = St∧τnu0 +
∫ t∧τn
0
St∧τn−r[θn(|u
n|Xr )F (u
n(r))] dr + I˜nτn(t ∧ τn), (5.48)
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where I˜nτn is a continuous V -valued
I˜nτn(t) :=
∫ t
0
1[0,τn)(s)St−r[θn(|u
n|Xr)G(u
n(r))]dW (r), t ∈ [0,∞).
By the definition of the function θn we infer that θn(|u
n|Xr) = 1 for r ∈ [0, t ∧ τn). Hence
θn(|u
n|Xr)F (u
n(r)) = F (un(r)), r ∈ [0, t ∧ τn), t ∈ [0,∞).
Therefore, we deduce that for every t ∈ [0,∞), P-a.s.
I˜nτn(t) =
∫ t
0
1[0,τn)(s)St−r[G(u
n(r))]dW (r) =: Inτn(t).
Thus, we infer that un satisfies, for every t ∈ [0,∞), P-a.s.
un(t ∧ τn) = St∧τnu0 +
∫ t∧τn
0
St∧τn−r[F (u
n(r))] dr + Inτn(t ∧ τn). (5.49)
Step 6. Arguing as in the proof of proof of [12, Lemma 5.1] we can show that for every n ∈ N,
τn < τn+1 P-a.s. (5.50)
and
un(t) = un+1(t) if t ∈ [0, τn) and n ∈ N, P-a.s. (5.51)
By taking appropriate modifications we can assume that (5.50) is satisfied on the whole space Ω.
Hence, the following limit exists
τ∞(ω) = lim
n→∞
τn(ω), ω ∈ Ω. (5.52)
Since our probability basis satisfies the usual hypothesis, τ∞ is an accessible stopping time, see [40,
Proposition 2.3 and Lemma 2.11] with (τn) being the announcing sequence for τ∞. The two claims
made at the beginning of Step 6 enable us to define a local process (u, τ∞) in the following way
u(t, ω) = un(t, ω) if t < τn(ω), ω ∈ Ω. (5.53)
Step 7. We claim that (u, τ∞) is a local solution to problem (5.8).
Indeed, arguing as in Step 5, in particular using [11, Lemma A.1], we can show that un satisfies,
for every t ∈ [0,∞), P-a.s.
u(t ∧ τn) = St∧τnu0 +
∫ t∧τn
0
St∧τn−r[F (u(r))] dr + Iτn(t ∧ τn). (5.54)
where Iτn is an V -valued continuous process defined by
Iτn(t) =
∫ t
0
1[0,τn)(s)St−r[G(u(r))] dW (r), t ∈ [0,∞).
Since, as observed above, τ∞ is an accessible stopping time with the announcing sequence (τn), by
definition 3.8 we infer that the local process (u, τ∞) is a local solution to problem (5.8).
This also ends the proof of the first part of Theorem 5.15.
Proof of part (III)
Let us recall that Ω1 ∈ F0. Let i : Ω1 →֒ Ω be the natural embedding and W
1 a process given by
W 1(t) := W (t) ◦ i, t ≥ 0.
We define F1t by
F1t :=
{
A ∩ Ω1 = i
−1(A) : A ∈ Ft
}
, t ≥ 0.
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Similarly we define F1. We put F1 =
(
F1t
)
t≥0
.
We also define a measure
P
1 : F1 ∋ A ∩ Ω1 7→
P(A ∩Ω1)
P(Ω1)
∈ [0, 1].
It is easy to check that
(
Ω1,F
1,P1,F1
)
is a filtered probability space satisfying the usual condi-
tions. Moreover, since the Wiener process W is independent of F0, W
1 is a Wiener process on(
Ω1,F
1,P1,F1
)
.
Hence, it is sufficient to prove our result in the case when Ω1 = Ω. Indeed, the following holds true.
Lemma 5.16. If a local process u =
(
u(t), t ∈ [0, τ)
)
is a local solution to problem (5.8) on the
original probability basis
(
Ω,F ,P,F
)
, then the process u1 =
(
u(t), t ∈ [0, τ1)
)
defined by
u1(t, ω1) := u(t, i(ω1)), t ∈ [0, τ(i(ω1)), ω1 ∈ Ω1,
and τ1 := τ ◦ i, is a local solution to problem (5.8) on the new probability basis
(
Ω1,F
1,P1,F1
)
.
Thus we assume that u0 is a F0-measurable V -valued random variable such that
‖u0‖ ≤ R P-a.s. on Ω.
Our proof follows the lines of [12, Theorem 5.3]. In order to simplify the notation we will write
ΨnT instead of Ψ
n
0,T,u0
, We will also write ΦnF (resp. Φˆ
n
G) instead of Φ
n
δ,T,a (resp. Φˆ
n
δ,T,a).
We modify the initial data u0 by replacing it by u˜0 = u01Ω1 . Then ‖u˜0‖ ≤ R on Ω.
Step 8. Let us fix ε > 0 and choose M such that M ≥ (C0 + 1)ε
− 1
2 , where C0 is the constant
appearing in inequality (5.55) below. Thanks to Propositions 5.10 and 5.12, Corollary 5.11 and
Assumption 5.3 we can find D˜i(n) > 0, i = 1, 2, n ∈ N such that for all u ∈ M
2(Xˆ0,T,u0) we have
|S ∗ΦnF (u)|M 2(XT ) ≤ D˜1(n)C˜1C˜2(2nC˜2 + 1)(2n)
p+2T (1−α)/2,
|S ⋄ ΦˆnG(u)|M 2(XT ) ≤ D˜2(n)C˜3C˜4(2n)
k+2[2nC˜4 + 1]T
(1−β)/2.
Hence, since 1−α, 1− β > 0 we infer that there exists a sequence (Kn(T ))n of numerical functions
such that for all n, limT→0Kn(T ) = 0 and
|S ∗ΦnT (u) + S ⋄ Φ
n
G(u)|M 2(XT ) ≤ Kn(T ), u ∈ M
2(XT ).
Let us put n =MR2 and choose δ1(ε,R) > 0 such that Kn(δ1(ε,R)) ≤ R. Let Ψ
n
T be the mapping
defined by (5.33). Since E‖u˜0‖
2 ≤ R2, we infer by the Assumption 5.3 that
|ΨnT (u)|M 2(XT ) ≤C0R+Kn(T ) ≤ (C0 + 1)R, (5.55)
for all T ≤ δ1(ε,R). Furthermore, Propositions 5.12 implies that there exists C > 0 such that
|ΨnT (u1)−Ψ
n
T (u2)|M 2(XT ) ≤ C3M
DRD
[
T (1−α)/2∨T (1−β)/2
]
|u1−u2|M 2(XT ), for all u1, u2 ∈ M
2(XT ).
Since M ≥ (C0 + 1)ε
1
2 we infer that
|ΨnT (u1)−Ψ
n
T (u2)|M 2(XT ) ≤ C3M
DRD
[
T (1−α)/2 ∨ T (1−β)/2
]
|u1 − u2|M 2(XT ).
Hence we can find δ2(ε,R) > 0 such that Ψ
n
T is a strict contraction for all T ≤ δ2(ε,R). Thus if
one puts T ∗(ε,R) = δ1(ε,R)∧ δ2(ε,R), the mapping Ψ
n
T has a unique fixed point uˆ
n which satisfies
E|uˆn|2XT∗(ε,R) ≤ (C0 + 1)
2R2. (5.56)
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Similarly to (5.47) we can define a new stopping time τˆn by
τˆn := inf{t ∈ [0,∞) : |uˆ
n|Xt ≥ n}.
Arguing as in Step 5 we can show that uˆn satisfies, for every t ∈ [0, T ], P-a.s.
uˆn(t ∧ τn) = St∧τnu0 +
∫ t∧τˆn
0
St∧τˆn−r[F (uˆ
n(r))] dr + Iˆnτˆn(t ∧ τˆn). (5.57)
where Iˆnτˆn is a continuous V -valued process defined by
Iˆnτˆn(t) :=
∫ t
0
1[0,τn)(s)St−r[G(uˆ
n(r))]dW (r), t ∈ [0, T ].
By the definition of the stopping time τˆn, {τˆn ≤ T
∗(ε,R)} ⊂ {|un|XT∗(ε,R) ≥ n}. Therefore, by
the Chebyshev inequality and inequality (5.56) we infer that
P(τˆn ≤ T
∗(ε,R)) ≤P(|un|2XT∗(ε,R) ≥ n) ≤
1
n
E|un|2XT∗(ε,R) ≤
1
n
(C0 + 1)
2R2.
Since n = NR2 and N ≥ (C0 + 1)
2ε−
1
2 we get
P(τˆn ≤ T
∗(ε,R)) ≤(C0 + 1)
2N−2 ≤ ε.
Hence, we have prove (5.45).
Step 9. To conclude the proof, we observe that in view of Remark 3.10, it follows from equality
(5.57) that the process uˆn restricted to the open random interval [0, τˆn) × Ω is a local solution
to problem (5.8). On the other hand, in Step 7 we proved that also (u, τ∞) is a local solution
to problem (5.8). Because local uniqueness holds for problem (5.8), see Theorem 5.14, we infer
by applying Corollary 5.9 that the supremum of (u, τ∞) and (uˆ
n, τˆn) is another local solution to
problem (5.8). Hence, the stopping time T1 = τ∞ ∨ τˆ
n satisfies the requirements of the theorem.
This concludes the proof of part (III) of Theorem 5.15 and thus of the whole theorem.

The next result is about the existence and uniqueness of a maximal solution and the characteri-
zation of its lifespan.
Theorem 5.17. Let u0 ∈ L
2(Ω,F0, V ). Then, problem (5.8) has a unique maximal local solution
(uˆ, τˆ). Moreover, (u, τ∞) ∼ (uˆ, τˆ ) and
lim
tրτˆ
|uˆ|Xt =∞ P-a.s. on {τˆ <∞}, (5.58)
P
(
{ω ∈ Ω : τˆ(ω) <∞ and sup
t∈[0,τˆ(ω))
|uˆ(t)(ω)|V <∞}
)
= 0. (5.59)
Proof. Let us choose and fix u0 ∈ L
2(Ω,F0, V ). Wlog we can assume that P({τˆ <∞}) > 0.
Firstly, we observe that it follows from the proof of Theorem 5.15 that the local process (u, τ∞)
defined in (5.53) is a local solution to (5.8). In particular, the set of local solutions to problem
(5.8) is non-empty. Since by Theorem 5.14 the local uniqueness holds for problem (5.8), we infer by
applying Proposition 5.7 that there exists a unique maximal local solution (uˆ, τˆ) to (5.8). Moreover,
(uˆ, τˆ) satisfies the following
τˆ ≥ τ∞ P-a.s. and uˆ|[0,τ∞)×Ω = u. (5.60)
Secondly, suppose that P
(
τˆ > τ∞
)
> 0. Let
(
τˆn
)
be the announcing sequence of τˆ . Since τˆn ր τˆ
P-a.s., we infer that there exists n ∈ N such that P
(
τˆ > τˆn > τ∞
)
> 0. Thus we infer that there
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exists t > 0 such that P
(
t > τˆ > τˆn > τ∞
)
> 0.
On the other hand, by the definition (5.47) of the announcing sequence (τn)n∈N for τ∞ and the
definition, see (5.53), of the local process (u, τ∞) that the sequence |u|Xτn converges to ∞ on
{τ∞ < ∞}. Hence we infer that |u|Xτ∞ = ∞ P-a.s. on
{
t > τˆ > τˆn > τ∞
}
. Since the probability
of the last set is > 0, this contradicts condition (5.9) of Definition 5.1 of a local solution. This
contradiction implies that P
(
τˆ > τ∞
)
= 0, and in view of (5.60), we also have (u, τ∞) ∼ (uˆ, τˆ ).
Thirdly, we infer from the definition (5.47) of the announcing sequence (τn)n∈N for τ∞ and the
definition, see (5.53), of the local process (u, τ∞) that the sequence |u|Xτn converges to ∞ on
{τ∞ <∞}. Since the function t 7→ |u|Xt is increasing, by (5.60), we infer that
lim
tրτ∞
|u|Xt = lim
nր∞
|u|Xτn =∞ P-a.s. on {τˆ <∞}. (5.61)
This proves (5.58).
Fourthly, we shall prove (5.59). By contradiction, we assume that there exists ε > 0 such that
P
(
{τ∞ <∞} ∩ { sup
t∈[0,τ∞)
|uˆ(t)|V <∞}
)
= 4ε > 0.
Hence we can easily deduce that there exists R > 0 such that
P
(
{|u(t)|V < R for all t ∈ [0, τ∞)}
)
≥ 3ε.
Let us now choose α such that α = 12T
∗(ε,R), where the number T ∗(ε,R) > 0 depending only on
ε and R comes from part (II) of Theorem 5.15. By the definition of an announcing sequence
(
τn
)
of τ∞ we infer that for arbitrary δ > 0 there exists n0 > 0 such that P(Ω0) ≥ (1 − δ)P(Ω˜), where
Ω0 := {ω ∈ Ω˜ : |u(t)|V < R for all t ∈ [0, τˆ ) and τˆ − τˆn0 < α}. Choosing δ =
1
3 we get P(Ω0) ≥ 2ε.
Let y0 = u(τn0). Note that y0 is Fτn0 -measurable and |y0|V ≤ R on Ω0. With the previously
chosen R, ε and T ∗(ε,R) > 0, by applying part (II) of Theorem 5.15 we find a local solution y(t),
t ∈ [τn0 , τn0 + T1) to problem (5.7) with the initial condition (starting at τn0) y(τn0) = y0 such that
P(T1 ≥ T
∗(ε,R)) > 1− ε. Also, let Ω1 := Ω0 ∩ {T1 ≥ T
∗(ε,R)}. Since P(τˆ − T0 <
1
2T
∗(ε,R)) ≥ 2ε,
we infer that
P
(
Ω1
)
≥ ε > 0.
By a generalization of [3, Corollary 2.28] to the case of SPDEs we infer that a local stochastic
process v(t), t ∈ [0, τn0(ω) + T1) defined by
v(t, ω) =
{
u(t, ω) if t ∈ [0, τn0(ω)],
y(t, ω) if t ∈ [τn0(ω), τn0(ω) + T1).
is a local solution to problem (5.7) with the initial data v(0) = u0. However, on the Ω1, we have
τn0 + T1 − τ∞ = T1 − (τ∞ − τn0) ≥ 2α− α = α > 0,
what contradicts the maximality of the solution (u, τ∞) proved in the earlier part of the theorem.
This completes the proof of (5.59) as well as the theorem.

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Appendix A. On stopped stochastic convolution processes
Let K and E be two separable Hilbert spaces. Suppose that W is a canonical cylindrical Wiener
process on K and that ξ : [0,∞)→ γ(K, E) is a progressively measurable process such that∫ t
0
‖ξ(s)‖2γ(K,E) ds <∞, for all t ≥ 0, P-almost surely. (A.1)
Assume that S =
(
St
)
t≥0
is a C0 semigroup on E. Let us define a process I by
I(t) :=
∫ t
0
St−sξ(s) dW (s), t ≥ 0. (A.2)
Assume that τ is a finite stopping time. Let us define a process Iτ by
Iτ (t) :=
∫ t
0
1[0,τ)(s)St−sξ(s) dW (s), t ≥ 0. (A.3)
Let us observe that since τ is a stopping, the stochastic process 1[0,τ)(s), s ∈ [0,∞) is well-
measurable, see [50, Proposition 4.2]. Therefore, since by [50, Theorem 1.6], the σ-field of well
measurable sets is smaller than the σ-field of progressively measurable sets, it follows that the
stochastic process 1[0,τ), is progressively measurable. In particular, the integrand in (3.10) is pro-
gressively measurable.
If both processes I and Iτ have continuous paths P-a.s, then the next lemma was proved in [11].
Lemma A.1.
St−t∧τ I(t ∧ τ) = Iτ (t) for all t ≥ 0, P-a.s., (A.4)
and
I(t ∧ τ) = Iτ (t ∧ τ) for all t ≥ 0, P-a.s. (A.5)
Let us observe that the process Iτ is well defined even if the integrand ξ is only defined on the
random interval [0, τ)×Ω and that it satisfies the following mofification of the condition (A.1), i.e.∫ t∧τ
0
‖ξ(s)‖2γ(K,E) ds <∞, for all t ≥ 0, P-a.s. (A.6)
In particular, if ξ is defined on the random closed interval [0, τ ] × Ω and that it satisfies (A.1), i.e.∫ τ
0
‖ξ(s)‖2γ(K,E) ds <∞, P-a.s. (A.7)
Let us now formulate a useful corollary of the above result.
Corollary A.2. Under the above assumptions, if ξ is a progressively measurable process defined on
[0, τ)× Ω and ξ satisfies condition (A.6) and σ is another stopping time such that σ ≤ τ , then
Iτ (t ∧ σ) = Iσ(t ∧ σ) for all t ≥ 0, P-a.s. (A.8)
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Proof of Corollary A.2. Let us define a new process η = 1[0,τ)ξ. Obviously, the process η satisfies
the assumptions of Lemma A.1. In particular, if we define continuous processes J and Jσ by formulae
(A.2)-(A.3) with τ replaced by σ and ξ replaced by η, i.e.
J(t) :=
∫ t
0
St−sη(s) dW (s) and Jσ(t) :=
∫ t
0
1[0,σ)(s)St−sη(s) dW (s) t ≥ 0, (A.9)
then by Lemma A.1 we have
J(t ∧ σ) = Jσ(t ∧ σ) for all t ≥ 0, P-a.s. (A.10)
On the other hand, we trivially have the following identities,
Jσ(t) = Iσ(t) for all t ≥ 0, P-a.s., (A.11)
J(t) = Iτ (t) for all t ≥ 0, P-a.s. (A.12)
Therefore, by (A.11), (A.9) and (A.12) (in that order), we infer that
Iσ(t ∧ σ) = Jσ(t ∧ σ) = J(t ∧ σ) = Iτ (t ∧ σ) for all t ≥ 0, P-a.s..
what proves equality (A.8) and the corollary. 
Remark A.3. The approach from [11] we follow here was used implicitly in several papers in
particular, in the paper [4], but it seems to have been discussed explicitly for the first time only in
[16], section 4.3 (in a way different from the one presented above).
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