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Abstract. We study distributionally robust optimization (DRO) problems where the ambiguity
set is defined using the Wasserstein metric. We show that this class of DRO problems can be
reformulated as semi-infinite programs. We give an exchange method to solve the reformulated
problem for the general nonlinear model, and a central cutting-surface method for the convex case,
assuming that we have a separation oracle. We used a distributionally robust generalization of the
logistic regression model to test our algorithm. Numerical experiments on the distributionally robust
logistic regression models show that the number of oracle calls are typically 20 ∼ 50 to achieve 5-digit
precision. The solution found by the model is generally better in its ability to predict with a smaller
standard error.
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1. Introduction. We consider a distributionally robust optimization problem
defined using the Wasserstein metric:
(WRO) inf
θ∈Θ
sup
P∈P
EP [h(θ, ξ)],
where θ are the decision variables, and ξ are the model parameters. We assume
that h(θ, ξ) is a continuous, but possibly a non-convex function in θ. Additional
assumptions are made as results are developed in Sections 3 and 4. Let ξ be a random
vector defined on a measurable space (Ξ,F), where Ξ is the support in Rn, and F
is a σ-algebra that contains all singletons in Ξ, i.e., {ξ} ∈ F , ∀ξ ∈ Ξ. We let the
distribution P followed by ξ be unknown, but assume that it belongs to an ambiguity
set P. Let M(Ξ,F) be the set of all probability distributions on (Ξ,F), and define
P by using the L1-Wasserstein metric:
(1) P := {P ∈M(Ξ,F) ∣∣W(P, P0) ≤ r0},
where P0 is an empirical distribution satisfying: P0(ξ
i) = 1/m, i ∈ [m], and {ξi ∈ Ξ :
i ∈ [m]} are the observed samples of ξ, and r0 > 0 is a scalar. The L1-Wasserstein
metric is defined as [23]:
(2) W(P1, P2) := inf
K∈S(P1,P2)
∫
Ξ×Ξ
d
(
s1, s2
)
K(ds1 × ds2),
where S(P1, P2) :=
{
K ∈ M(Ξ × Ξ,F × F) : K(A × Ξ) = P1(A), K(Ξ × A) =
P2(A), ∀A ∈ F
}
is the set of all joint probability distributions whose marginal dis-
tributions are P1 and P2, and d(·, ·) is a metric defined on Ξ, which is measurable in
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F × F . The set Ξ is partitioned as: Ξ = ∪m+1i=1 Ξi, where Ξi = {ξi} for i ∈ [m] and
Ξm+1 = Ξ \ (∪i∈[m]Ξi). We call (WRO) a Wasserstein-robust optimization problem
from hereafter.
Wasserstein metric has been used to study the convergence of an empirical distri-
bution from the i.i.d. samples to the true distribution. Specifically, Barrio et al. [1]
showed that under the Wasserstein metric the empirical distribution converges to the
true distribution almost surely as the number of samples go to infinity. Fournier and
Guillin [22] have further shown that if the true distribution Ptrue has a light tail, then
the probability Pr
{
W
(
P0, Ptrue
) ≥ r0} can be bounded from above by a function that
decays exponentially with the sample size and r0.
The (WRO) modeling framework allows to protect against ambiguity in the dis-
tribution when arriving at a decision. It also allows to perform sensitivity analysis
with respect to the empirical distribution. This is useful particularly when the sample
size m is small.
Contributions and organization of this paper. This paper makes the fol-
lowing contributions:
1. It is common in robust optimization to dualize the inner problem to develop a
reformulation of the original model [2, 4, 6, 7]. The definition of Wasserstein
metric in (2) uses a semi-infinite number of equality constraints, therefore
its direct use is not suitable for dualization of the inner problem. We prove
in Section 3 that the inner problem in (WRO) is equivalent to a conic linear
optimization problem. We show that this conic program can be dualized with
no duality gap, thus obtaining a semi-infinite programming reformulation of
(WRO). The constraint sets in this semi-infinite program decompose in the
observed samples. The decomposition allows for an independent separation
problem for each observed sample ξi for algorithms that use cuts to solve
the reformulated semi-infinite program. The results in Section 3 only assume
that h(θ, ξ) is a continuous and bounded function in θ, and Ξ is a compact set
(See Assumption 3.1). These results, for example, are applicable for problems
involving mixed-integer variables used in the definition of Ξ.
2. We adapt the exchange algorithm and the central cutting-surface algorithm
from [29] and [43] in Sections 4.1 and 4.2 for the general and convex cases,
respectively. We show finite convergence of the exchange method to a solution
with a desirable accuracy. The linear rate of convergence for the cutting
surface algorithm presented here exploits the structure of the semi-infinite
program. Specifically, a global linear rate of convergence is proved.
3. In Section 5.2 we present results on the computational performance of the
central cutting-surface algorithm for solving WRLR problems. We find that
the number of oracle calls are typically 20 ∼ 50, and the number of cuts added
to the model are typically 3 ∼ 10 times the number of training samples. The
solution time is . 100 times that of solving the ordinary logistic regression
model.
In Section 5.3, we present performance results on the quality of model ob-
tained by the Wasserstein-robust logistic regression (WRLR) approach and
compare it with the performance of the ordinary logistic regression (LR). Our
motivation is to study a setting in which the number of available samples is
small, and robustness is used to understand and possibly improve the quality
of the trained model. This is typically the case at an early stage of a study
(e.g., in healthcare) when limited data is available due to data collection ex-
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penses. We use m to be {50, 75, 100, 150} in the numerical experiments to
test the performance of the Wasserstein-robust logistic regression model (See
Section 5). Eleven data sets from UCI Machine Learning Repository are used.
We use area under the receiver operator characteristic curve (AUC) to evalu-
ate the performance of the models [69]. We find that the Wasserstein-robust
logistic regression WRLR model has a significantly better out of sample per-
formance than logistic-regression model (with α = 0.05) in 24 (55%) cases.
The predictive performance of WRLR is worse in 7 (16%) cases (α = 0.05),
and for the remaining 13 (29%) cases the difference is not statistically signif-
icant. The WRLR models also have smaller standard error when compared
to logistic regression, suggesting that the model is more robust.
2. Literature Review. We now provide a literature review of prior work on
distributionally robust optimization (DRO) and semi-infinite programming. These
topics are relevant because the (WRO) problem is reformulated as a semi-infinite
program, and a separation oracle is needed in the algorithms.
2.1. Distributionally robust optimization. Distributional robust optimiza-
tion is a generalization of robust optimization (RO) [10, 24, 64], where an ambiguity
set is used to model problem data distribution. The use of an ambiguity set in distri-
butionally robust optimization overcomes the weakness of traditional robust optimiza-
tion framework, as the RO model is often considered to be very conservative. Even
when a deterministic model is a convex optimization problem, its DR-counterpart
is NP-hard in most cases [2]. Therefore, literature on RO and DRO either makes
assumptions on the function form of the objective and constraints with respect to
uncertain parameters to ensure the convexity of the model [5, 11], or purposes convex
reformulations to approximate original problems [24, 62].
Studies of DRO focus on ways of defining the ambiguity set, reformulations of
these models into computationally tractable problems, probability guarantee of the
constraint satisfaction by the true distribution, and applications. We briefly review
these aspects and the literature below.
2.1.1. The ambiguity set. A common approach to describe ambiguity sets is to
use moments of the distribution followed by the random parameters [9, 12, 18, 19, 43,
52, 56, 57]. Bertsimas and Popescu [11] discuss properties of probability distributions
satisfying such constraints. It is also possible to use a statistical distance as a way
of measuring the difference of two probability distributions. The statistical distances
used in the DRO models are Wasserstein metric [21, 44, 49, 50, 54, 63], φ-divergence,
χ2-distance, Kullback-Leibler divergence [3, 13, 32, 41, 61, 67], and the Prokhorov
metric [20].
2.1.2. Reformulation of DRO models. Shapiro and Kleywegt [57] show that
under mild regularity conditions, the DRO problem with a deterministic set of con-
straints is equivalent to a stochastic programming problem based on a probability
distribution that is a linear combination of distributions in the ambiguity set of the
original DRO problem. It means that solving a DRO problem in this case is equiv-
alent to solving a stochastic programming problem. Goh and Sim [24] investigate
a two-stage DRO model whose objective has a linear structure, but can be used to
express piece-wise linear utility functions and CVaR constraints. They show that by
restricting the recourse variables to be affine mappings of uncertain parameters, this
two-stage DRO model can be reformulated as a minimax linear programming prob-
lem. Delage and Ye [18] show that DRO problems whose ambiguity sets are defined
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by the first and second moment inequalities are polynomial-time solvable under the
assumption that the objective is convex in the decision variables and concave in un-
certain parameters. They also provide semidefinite formulations for the data-driven
problems. As an often used objective, the least-square loss function is convex in both
decision variables and model parameters, hence violating the assumption in [18]. To
overcome this obstacle, Mehrotra and Zhang [44] give conic and semidefinite program-
ming reformulations of DR-least-squares problems with ambiguity sets defined using
the first two moments, Wasserstein metric, and bounds on the probability density
functions, respectively. Mehrotra and Papp [43] use the central cutting-surface algo-
rithm they developed to solve DRO models where the ambiguity set is specified using
arbitrarily many generalized moments. Wiesemann et al. [62] propose a framework
for modeling and solving distributionally robust convex optimization problems, in
which the ambiguity set is conically representable and constraint functions are piece-
wise affine in both decision variables and random parameters. They show that the
reformulated problem is polynomial-time solvable under a strict nesting condition of
the confidence sets. Esfahan and Kuhn [21] show that using the conic duality the-
ory, the data-driven DRO problem with a Wasserstein-metric ambiguity set can be
reduced to finitely many tractable convex optimization problems, if the loss function
can be expressed as the point-wise maximum of finitely many concave functions in
the uncertain parameter. However, this assumption on the loss function is violated
by many statistical learning models, such as the logistic regression model considered
in the computational section of this paper.
Many DRO problems involve robust chance constraints, which are often non-
convex. Jiang and Guan [33] study DR-chance constraints defined by the
φ-divergences. They show that these constraints are equivalent to ordinary chance
constraints based on some nominal probability measure. Hanasusanto et al. [26] show
that if the ambiguity set in the robust chance constraint is defined by moments and
satisfies a nested condition, the worst-case probability is an optimal solution of a
conic optimization problem. For a recent review on tractable reformulations of robust
chance constraints, see [51].
2.1.3. The probability bound. Studies on the probability that the true dis-
tribution is contained in the ambiguity set are related to the ambiguous chance con-
strained programming [14, 26, 70]. Erdog˘an and Iyengar [20] show that the sampling
of robust constraints is a good approximation for the DR-chance-constraint problem
with a high probability. Delage and Ye [18] use the size of the ellipsoid confidence
region using the second moment to satisfy a given level of probability guarantee. Es-
fahan and Kuhn [21] give a result on the out-of-sample performance guarantee of
the solution to the data-driven DRO problem with a Wasserstein-metric ambiguity
set. Calafiore and Ghaoui [14] show that chance constraints of linear inequalities
with respect to a radial distribution (i.e., Gaussian distribution and uniform distribu-
tion on ellipsoidal support) can be converted explicitly into convex second-order cone
constraints. Additionally, they show that distributionally robust chance constraints
of linear inequalities under a few important distribution families (distributions with
known mean and covariance, radially symmetric non-increasing distributions, etc.)
can be guaranteed by some deterministic convex constraints. Bertsimas et al. [10]
propose a novel scheme of constructing uncertainty sets for data-driven robust op-
timization problems using hypothesis tests. The resulting model is computationally
tractable and has application insights regarding using statistical estimate for chance
constraint violation. Ben-Tal et al. [3] show that the robust counterpart of linear
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optimization problems with uncertainty set defined by φ-divergence are tractable for
most choices of φ. Constructing confidence sets using φ-divergence is also studied in
[41, 67].
2.1.4. Applications of DRO Models. Modeling and solutions of the distri-
butionally robust counterparts of deterministic optimization models are investigated
in various areas in operations research, including but not limit to: inventory manage-
ment [68], scheduling and logistics [31, 37], and risk management [39, 45]. In statistical
learning, Lee and Mehrotra [36] study distributionally robust linear support vector
machine (DR-SVM) models with a Wasserstein-metric ambiguity set. They find that
the (DR-SVM) model can be reformulated as a semi-infinite program, in which the
master problems are convex quadratic programs and separation problems are linear
programs. They also find that (DR-SVM) models have improved generalization ca-
pabilities than ordinary (SVM) models. Shaeezadeh-Abadeh et al. [54] investigate a
distributionally robust logistic regression model using a Wasserstein-metric ambiguity
set. For the model in [54], the uncertainty set of the attribute vector is assumed to
be the entire Rn, and the authors show that the semi-infinite constraints in the dual
problem are equivalent to a single constraint obtained using the conjugate function.
The assumption in [54] is not practical in settings such as healthcare, where certain
physiological variables (e.g., heart rate, blood pressure) must necessarily be bounded.
In the framework of this paper, the uncertainty set is assumed to be compact. Addi-
tionally, feature variables can be integer-valued.
2.2. Theory and numerical methods for semi-infinite programming.
The study of distributional robust optimization models considered in this paper ben-
efit from the known literature on semi-infinite programming. Semi-infinite program-
ming (SIP) problems are optimization problems with constraints induced by a con-
tinuous parameter. The study of SIP is initialized by the work of Haar [25] and
Charnes [15, 16, 17] focusing on linear-SIP problems. Later, the first and second
order optimality conditions of general SIP were given in [27, 28, 30, 46, 47, 58]. For
reviews of the theory and methods for SIP, see [29, 40, 53].
Numerical methods for solving convex SIP problems include primal methods [60],
dual methods [29], penalty methods [38, 66], smooth approximation and projection
methods [65], and cutting-plane methods [34]. Primal methods are based on searching
for feasible descent directions, while dual methods are based on finding a solution of
the system of KKT optimality conditions. In a penalty method, constraints are pe-
nalized in the objective and the penalty term is an integral of the constraint function
over the continuous parameter. In a smooth approximation and projection method,
infinitely many functions are replaced by a integral entropy function as an approxi-
mation. The SIP is solved by the smoothing projected gradient method. In a cutting-
plane algorithm, a typical iteration involves solving a master problem with finitely
many constraints and adding violated constraints obtained from solving a separation
problem. Mehrotra and Papp [43] developed a central-cutting-surface algorithm with
a linear rate of convergence for solving convex SIP problems. They demonstrate that
adding cutting surfaces, as compared to cutting planes, can be computationally ef-
fective for problems in high dimension and ensure greater stability in the algorithm’s
performance. The central-cutting surface method is related to the exchange method
[29], however it uses a centrality parameter in the algorithm.
3. Reformulation of the Wasserstein-robust Optimization Problem. In
this section we show that (WRO) is equivalent to a semi-infinite program. This semi-
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infinite program decomposes in scenarios. We note that the definition of W(P, P0) ≤
r0 involves infinitely many equality constraints of the form K(A× Ω) = P, ∀A ∈ F .
Since this form is not suitable for dualization of the inner problem, Theorem 3.6 below
reformulates the inner problem in (WRO) as a conic linear program with finitely many
constraints. Proposition 3.3 provides an intermediate result, and shows the continuity
of the objective function of the inner problem in (WRO) with respect to the probability
measure. Lemma 3.5 is a technical result that generalizes similar convergent sequence
existence results for the finite dimensional sets to a set defined by the Wasserstein
metric. We make the following general assumption throughout this paper. Additional
assumptions are made at appropriate places as results are developed. Note that results
in this section make no assumption on the metric d(·, ·) used in defining (2).
Assumption 3.1. We assume that r0 > 0, ∀θ ∈ Θ in (2). The feasible region
Θ ⊆ Rn and the domain Ξ are compact. The function h(·, ·) is bounded on Θ × Ξ,
and for every θ ∈ Θ, there exists C(θ) > 0 such that the function h(θ, ·) satisfies
|h(θ, s1)− h(θ, s2)| ≤ C(θ)d(s1, s2), ∀s1, s2 ∈ Ξ.
Definition 3.2. Let (X , dX ) be a metric space formed by defining a metric dX
on the topological space X . A function f : X 7−→ R is continuous in (X , dX ) if
for a given x ∈ X , and ε > 0, ∃δ > 0 such that ∀x′ ∈ X , dX (x′, x) < δ we have
|f(x′)− f(x)| < ε.
Lemma 3.5 below shows that the interior of the Wasserstein ball has a sequence
of distributions that converge to a chosen point on the boundary of the ball. We need
the following two results, proved in Appendix A, in the proof of
Lemma 3.5.
Proposition 3.3. Let Assumption 3.1 hold, then the function f(θ, ·) :
M(Ξ,F) 7−→ R defined by f(θ, P ) := EP [h(θ, ξ)] is continuous in (M(Ξ,F),W).
Proposition 3.4. For any probability measure P ∈M(Ω,F), there exists a K ∈
M(Ξ × Ξ,F × F) such that K(A × A) = P (A) and K(Ξ × A) = K(A × Ξ) = P (A)
for any A ∈ F . For such a joint probability measure K, we have
(3)
∫
(s1×s2)∈Ξ×Ξ
d
(
s1, s2
)
K(ds1 × ds2) = 0.
Lemma 3.5. Let Assumption 3.1 hold, and P be defined as in (1). Let P ′ :=
{P ∈ M(Ξ,F) : W(P, P0) < r0} be the interior of P. Then for any P ∈ P, there
exists a sequence {Pn}∞n=1 ⊆ P ′ such that limn→∞ W(Pn, P ) = 0.
Proof. For any given P ∈ P and for any ε > 0, by the definition of the Wasserstein
metric, there exists Kε ∈M(Ξ×Ξ,F×F) such that Kε(Ξ×A) = P0(A), Kε(A×Ξ) =
P (A), ∀A ∈ F , and
(4)
∫
(s1×s2)∈Ξ×Ξ
d(s1, s2) K
ε(ds1 × ds2) ≤ W
(
P0, P
)
+ ε.
Define K0 ∈ M(Ξ × Ξ,F × F) such that K0(A × B) = P0(A ∩ B), ∀A,B ∈ F . By
Proposition 3.4, we have
(5)
∫
(s1×s2)∈Ξ×Ξ
d(s1, s2)K0(ds1 × ds2) = 0.
Now define {Pn}∞n=1 ⊆ M(Ξ,F) as: Pn := λnP + (1 − λn)P0 with λn ∈ (0, 1) and
λn → 1. Define Kεn := λnKε + (1 − λn)K0 as a probability measure in M(Ξ ×
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Ξ,F × F). It is straightforward to verify that Kεn(Ξ × A) = P (A) and Kεn(A ×
Ξ) = Pn(A), ∀A ∈ F , using their definitions, which means the joint measure Kεn
satisfies marginal conditions with respect to P and Pn. First, we need to verify that{
Pn
}∞
n=1
⊆ P ′. To see this, we have
W(Pn, P0) ≤ ∫
(s1×s2)∈Ξ×Ξ
d(s1, s2) K
ε
n(ds1 × ds2)
= λn
∫
Ξ×Ξ
d(s1, s2) K
ε(ds1 × ds2) + (1− λn)
∫
Ξ×Ξ
d(s1, s2) K0(ds1 × ds2)
≤ λn
[W(P, P0)+ ε]. using (4-5)(6)
Since ε can be chosen arbitrarily, we set
(7) ε = min
{
1,
1
2
(
1
λn
− 1
)
W(P, P0)}.
Substituting (7) into (6) yields W(Pn, P0) ≤ (1/2 + λn/2)W(P, P0) < r0, hence{
Pn
}∞
n=1
⊆ P ′.
It remains to verify that limn→∞W(Pn, P ) = 0. To see this, define K ∈M(Ξ×
Ξ,F ×F) such that K(A×B) = P (A∩B), ∀A,B ∈ F . By Proposition 3.4, we have
(8)
∫
(s1×s2)∈Ξ×Ξ
d(s1, s2)K(ds1 × ds2) = 0.
Let K˜εn := λnK + (1 − λn)Kε be a joint probability measure in M(Ξ × Ξ,F × F).
Then we have K˜ε(Ξ × A) = P (A) and K˜ε(A × Ξ) = Pn(A), ∀A ∈ F , which means
that K˜ε satisfies marginal conditions with respect to P and Pn. It follows that
(9)
W(Pn, P ) ≤ ∫
(s1×s2)∈Ξ×Ξ
d(s1, s2) K˜
ε
n(ds1 × ds2)
= λn
∫
Ξ×Ξ
d(s1, s2) K(ds1 × ds2) + (1− λn)
∫
Ξ×Ξ
d(s1, s2) K
ε(ds1 × ds2)
≤ (1− λn)
[W(P, P0)+ ε]. using (4),(8)
Since λn → 1, we have W
(
Pn, P
)→ 0 as n→∞.
Theorem 3.6. Let Assumption 3.1 hold, and P be defined as in (1). For a given
θ, the inner problem sup
P∈P
EP [h(θ, ξ)] has a finite optimal value, and it is equivalent
to the following conic linear program (CLP):
(CLP)
sup
µ
∫
s∈Ξ
h(θ, s)µ(ds× Ξ)
s.t. µ(Ξ× Ξi) = 1/m, i ∈ [m]
µ(Ξ× Ξm+1) = 0,∑
i∈[m]
∫
s∈Ξ
d(s, si)µ(ds× Ξi) ≤ r0,
µ  0,
where µ  0 denotes that µ is a positive measure.
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Proof. The inner problem in (WRO) can be written as:
(10)
sup
P∈M(Ξ,F)
∫
s∈Ξ
h(θ, s)P (ds)
s.t. W(P, P0) ≤ r0.
Let val(eqn#) denote the optimal value of a problem given by (eqn#). By Assump-
tion 3.1 Ξ is compact, and h(θ, ·) is bounded in Ξ. Hence, the objective EP [h(θ, ξ)] is
finite, and therefore val(10) is finite. We first show that val(10)=val(CLP). For this
purpose we consider the following auxiliary problem:
(11)
sup
P∈M(Ξ,F)
∫
s∈Ξ
h(θ, s) P (ds)
s.t. W(P, P0) < r0,
whose feasible set is the interior of P. We will prove that val(10) ≥ val(CLP) ≥
val(11), and val(10) = val(11), and hence val(10)=val(CLP).
We now show that val(CLP) ≥ val(11). Let P˜ be a feasible solution of (11). Since
we haveW(P˜ , P0) < r0, by the definition of the Wasserstein metric in (2), there exists
a K˜ ∈ S(P˜ , P0) satisfying:∫
Ξ×Ξ
d(s1, s2) K˜(ds1 × ds2) =
∑
i∈[m]
∫
s∈Ξ
d(s, si) K˜(ds× Ξi) ≤ r0.
Therefore, K˜ is a feasible solution of (CLP) with the objective value
∫
s∈Ξ h(θ, s)K˜(ds×
Ξ). Now observe that
∫
s∈Ξ h(θ, s) K˜(ds × Ξ) =
∫
s∈Ξ h(θ, s) P˜ (ds), because K˜ ∈
S(P˜ , P0). Consequently, for any sequence
{
P˜k
}∞
1
such that
∫
s∈Ξ h(θ, s)P˜k(ds) →
val(11), there exist
{
K˜k
}∞
1
satisfying
∫
s∈Ξ h(θ, s) K˜k(ds × Ξ) =
∫
s∈Ξ h(θ, s)P˜k(ds),
hence
∫
s∈Ξ h(θ, s) K˜k(ds× Ξ)→ val(11). It follows that val(CLP) ≥ val(11).
Next we show that val(10) ≥ val(CLP). Suppose K̂ is a feasible solution of (CLP).
Let P̂ ∈ M(Ξ,F) be the marginal distribution of K̂ such that P̂ (A) := K̂(A ×
Ξ), ∀A ∈ F . Due to the constraints of (CLP), P̂ satisfies W(P̂ , P0) ≤ r0; and hence
P̂ is a feasible solution of (10). Because K̂ ∈ S(P̂ , P0), we have
∫
s∈Ξ h(θ, s) P̂ (ds) =∫
s∈Ξ h(θ, s) K̂(ds× Ξ). Consequently, for any sequence
{
K̂k
}∞
1
such that∫
s∈Ξ h(θ, s)K̂(ds× Ξ)→ val(CLP), there exist a sequence
{
P̂k
}∞
1
satisfying∫
s∈Ξ h(θ, s) P̂k(ds) =
∫
s∈Ξ h(θ, s) K̂k(ds × Ξ). It follows that
∫
s∈Ξ h(θ, s) P̂k(ds) →
val(CLP), and hence val(10) ≥ val(CLP).
We now show that val(10) = val(11). Since val(10) is finite, there exists a sequence
of probability measures
{
Pm
}∞
m=1
⊆ P such that
(12) lim
m→∞
∫
s∈Ξ
h(θ, s) Pm(ds) = val(10),
where P := {P ∈M(Ξ,F) :W(P, P0) ≤ r0}. Let P ′ := {P ∈M(Ξ,F) :W(P, P0) <
r0
}
be the feasible set of (11). By Lemma 3.5, for any Pm (m ≥ 1), there exists a se-
quence {Pnm}∞n=1 ⊆ P ′ such that limn→∞W(Pnm, Pm) = 0. Let f(θ, P ) := EP [h(θ, ξ)],
then we have that val(10) ≥ val(11) ≥ f(θ, Pnm), ∀m,n ≥ 1. Moreover, we also have
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that
lim
m→∞ limn→∞ |f(θ, P
n
m)− val(10)|
≤ lim
m→∞ limn→∞
(
|f(θ, Pnm)− f(θ, Pm)|+ |f(θ, Pm)− val(10)|
)
= 0, [using Proposition 3.3 and (12) ]
which implies that val(11)=val(10).
Note that the infimum used in (CLP) is over the joint measure µ. Moreover, in (CLP)
both the objective and constraints are in linear form of the measure µ, which is a
‘new decision variable’ in the inner problem. Theorem 3.7 provides a dual of (CLP)
as a semi-infinite linear program in the linear space of signed measures using conic
programming duality. This theorem shows that the dual problem has a formulation
which decomposes in ξi, i ∈ [m].
Theorem 3.7. Let Assumption 3.1 hold. The dual of (CLP) can be written as
the following semi-infinite program:
(CLP-D)
min
v∈Rm+1
1
m
m∑
i=1
vi + r0 · vm+1
s.t. h(θ, s)− vi − vm+1 · d(s, ξi) ≤ 0, s ∈ Ξ, i ∈ [m]
v1, . . . , vm ∈ R, vm+1 ≥ 0.
Furthermore, strong duality holds, i.e., val(CLP)=val(CLP-D). Additionally,
for r0 > 0 the optimum solution of (CLP-D) can be bounded by the following polytope:
(13)
H :=
{
v ∈ Rm+1 : C1 ≤ vi ≤ (m+ 1)C2 −mC1, for i ∈ [m],
0 ≤ vm+1 ≤ (C2 − C1)/r0
}
,
where C1 and C2 are lower and upper bounds of h(·, ·) on Θ× Ξ, respectively.
Proof. We note that (CLP) can be rewritten as:
(14)
sup
µ
∫
(s1×s2)∈Ξ×Ξ
h(θ, s1) µ(ds1 × ds2)
s.t.
∫
(s1×s2)∈Ξ×Ξ
1Ξi(s2) µ(s1 × s2) = 1/m, i ∈ [m]∫
(s1×s2)∈Ξ×Ξ
1Ξm+1(s2) µ(s1 × s2) = 0,∫
(s1×s2)∈Ξ×Ξ
[ ∑
i∈[m]
d(s1, s2) · 1Ξi(s2)
]
µ(ds1 × ds2) ≤ r0,
µ  0,
where 1Ξi(s) is an indicator function. Note that the second constraint in (14) is
defined on the set Ξm+1 = Ξ\ (∪i∈[m]Ξi). For a given θ, we define functions
{
ψj
}m+2
j=0
as follows:
(15) ψj(s1, s2) =
 h(θ, s1) j = 01Ξj (s2) j ∈ [m+ 1]∑m
i=1 d(s1, s2) · 1Ξi(s2) j = m+ 2.
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Clearly {ψj}m+2j=0 are bounded F × F-measurable functions on Ξ × Ξ. It follows
that {ψj}m+2j=0 are µ-integrable for any µ  0. We will first put (14) in a standard
form of conic linear program. Let X be the linear space of finite signed measures,
and X+ := {µ ∈ X : µ  0} be the set of non-negative measures which is a
convex cone in X . Let X ′ be the set of functions that are µ-integrable for all µ ∈
X+, i.e., X ′ := {f : Ξ × Ξ → R | f ∈ L1(Ξ × Ξ, µ), ∀µ ∈ X+}. Define 〈µ, f〉 :=∫
(s1×s2)∈Ξ×Ξ f(s1, s2)µ(ds1 × ds2), ∀µ ∈ X , f ∈ X ′. Define the linear operator A :
X → Rm+2 as
(16) Aµ := [〈µ, ψ1〉, . . . , 〈µ, ψm+2〉]T .
Define a vector b as b =
[
1/m, . . . , 1/m︸ ︷︷ ︸
m
, 0, r0
]T ∈ Rm+2, and a convex cone K :=
0m+1 × (−∞, 0] in Rm+2. Using the above notations, (14) can be rewritten as:
(CLP1)
sup
µ
〈µ, ψ0〉
s.t. Aµ− b ∈ K
µ ∈ X+.
Using Lemma A.1(a) in Appendix A from [55], we have the following dual of (CLP1):
(17)
inf
w
−bT · w
s.t. A∗w + ψ0 ∈ −(X+)∗
w ∈ K∗,
where K∗ = Rm+1× (−∞, 0] is the dual cone of K, and −(X+)∗ = {f ∈ X ′ : 〈µ, f〉 ≤
0,∀µ  0} is the polar cone of X+. The adjoint operator A∗ acts on Rm+2 as:
A∗v = ∑m+2i=1 viψj , ∀v ∈ Rm+2. Therefore, the dual problem (17) can be expressed
as follows:
(18)
min
w
− 1
m
m∑
i=1
wi − r0 · wm+2
s.t. 〈µ, ψ0〉+
m+2∑
i=1
wi〈µ, ψi〉 ≤ 0, ∀µ ∈ X+,
wm+2 ≤ 0.
We have
m+2∑
i=1
wi〈µ, ψi〉+ 〈µ, ψ0〉 =
m∑
i=1
∫
Ξ×Ξi
[
wi + wm+2 · d(s1, ξi) + h(θ, s1)
]
µ(ds1 × ds2)
+
∫
Ξ×Ξm+1
[
wm+1 + h(θ, s1)
]
µ(ds1 × ds2).(19)
Since F contains all singletons in Ξ, all integrands on the RHS of (19) must be non-
positive to ensure the constraint
∑m+2
i=1 wi〈µ, ψi〉+ 〈µ, ψ0〉 ≤ 0, ∀µ ∈ X+. Otherwise,
we concentrate the measure µ on the points (sˆ × ξi), i ∈ [m], or the set (sˆ,Ξm+1)
at which one of the integrands is positive to achieve a contradiction. In other words,∑m+2
i=1 wi〈µ, ψi〉+ 〈µ, ψ0〉 ≤ 0, ∀µ ∈ X+ are equivalent to the following constraints:
wi + wm+2 · d(s, ξi) + h(θ, s) ≤ 0, ∀s ∈ Ξ i ∈ [m],(20)
wm+1 + h(θ, s) ≤ 0, ∀s ∈ Ξ.(21)
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Since wm+1 does not appear in the objective function of (18), and constraint (21) can
be satisfied by choosing wm+1 sufficiently small, we can remove wm+1 and constraint
(21) from the dual problem. By rewriting variables wi as −vi for i ∈ [m] and wm+2
as −vm+1, the dual problem (18) can be rewritten as (CLP-D).
We now show that strong duality holds. We only need to verify that val(CLP) is
finite and show that Sol(CLP-D) is nonempty and bounded [55] (see Lemma A.1(b),
in Appendix A). First, since the objective in (CLP) is an expectation of a bounded
function, val(CLP) is finite. Second, we note that the feasible set of (CLP-D), denoted
as Fsb(CLP-D), is a closed convex subset in Rm+1. Since C1 ≤ h ≤ C2 on Θ × Ξ,
v =
[
C2, . . . , C2︸ ︷︷ ︸
m
, 0
]T
is a feasible solution of (CLP-D), we have val(CLP-D) ≤ C2.
Moreover, substituting s = ξi in the ith constraint of (CLP-D), we have vi ≥ h(θ, ξi) ≥
C1, i ∈ [m], which means that C1 is a lower bound on vi, i ∈ [m]. To show that
Sol(CLP-D) is bounded, consider any v∗ ∈ Sol(CLP-D). Since val(CLP-D) ≤ C2, we
have 1m
∑m
i=1 v
∗
i + r0 · v∗m+1 ≤ C2. It follows that
(22)
v∗m+1 ≤
1
r0
(
C2 − 1
m
m∑
i=1
v∗i
)
≤ 1
r0
(C2 − C1),
v∗i ≤ m(C2 + r0 · v∗m+1)−
i−1∑
j=1
v∗j −
m∑
j=i+1
v∗j ≤ (m+ 1)C2 −mC1, i ∈ [m],
which provide upper bounds on v∗i , i ∈ [m + 1]. Therefore, Sol(CLP-D) is bounded
by the following compact set:
(23)
H :=
{
v ∈ Rm+1 : C1 ≤ vi ≤ (m+ 1)C2 −mC1, for i ∈ [m],
0 ≤ vm+1 ≤ (C2 − C1)/r0
}
.
Now Fsb(CLP-D)∩H is a non-empty compact set in Rm+1, and Sol(CLP-D) is a
subset of Fsb(CLP-D) ∩ H. By Weierstrass Theorem [8], there exists an optimal
solution to (CLP-D). Therefore, Sol(CLP-D) is nonempty, bounded, and attains its
optimum at a solution in H.
Corollary 3.8. Let Assumption 3.1 hold. The Wasserstein-robust optimization
problem (WRO) is equivalent to the following semi-infinite program:
(WRO-D)
min
θ,v
1
m
m∑
i=1
vi + r0 · vm+1
s.t. h(θ, s)− vi − vm+1 · d(s, ξi) ≤ 0, s ∈ Ξ, i ∈ [m]
θ ∈ Θ, v ∈ H.
Proof. From Theorem 3.7, the inner problem of (WRO) is reformulated as a
minimization problem with semi-infinite constraints. We can now combine (CLP-D)
with the outer problem of (WRO), and have an equivalent combined formulation
as (WRO-D). Since from Theorem 3.7 the optimal solution of the inner problem is
bounded in the polytope H, these additional constraints are added to (WRO-D).
We note that the constraints in (WRO-D) decompose in the scenarios ξi, i ∈ [m]; and
for a given s, d(s, ξi) is a constant.
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4. Algorithms for the (WRO) Refomulation. Corollary 3.8 shows that the
Wasserstein-robust optimization problem (WRO) is equivalent to (WRO-D), which
is a semi-infinite program. Any algorithm for solving a general semi-infinite program
can now be applied to solve (WRO-D). For a general continuous function h(θ, s) in θ
we present a modification of the exchange algorithm [29] in Section 4.1, which ensures
ε-optimality after solving a finite number of finitely constrained master problems. In
the special case where h(θ, s) is a convex function of θ, (WRO-D) is a convex semi-
infinite program. We adapt the cutting surface algorithm in [43] for (WRO-D) and
use its structure to achieve a global linear rate of convergence.
Let x = [θ, v] be the decision variables, and define the following functions:
(24)
f(x) :=
1
m
m∑
i=1
vi + r0 · vm+1,
gi(x, s) := h(θ, s)− vi − vm+1 · d(s, ξi), i ∈ [m].
The problem (WRO-D) can be rewritten as:
(SIP)
min
x
f(x)
s.t. gi(x, s) ≤ 0, s ∈ Ξ, i ∈ [m]
x ∈ X,
where X = Θ×H. Problem (SIP) is a semi-infinite program. An approach to obtain
a solution of such problems is to solve relaxation problems (master problems) with
a finite number of constraints, and add a violated constraint obtained from solving
a separation problem (defined for ∀ i ∈ [m]) to tighten the formulation iteratively.
In particular, the separation problem of (SIP) for identifying a violated constraint at
the solution (x˜, v˜) of the current master problem can be written as follows:
(Sep-i) max
s∈Ξ
gi(x˜, s) = h(θ˜, s)− v˜i − v˜m+1 · d(s, ξi), for i ∈ [m].
The inequality generated from solving (Sep-i) is called a feasibility cut.
For clarity of notations, we consider the following general form of a semi-infinite
program:
(gen-SIP)
min
x
f(x)
s.t. g(x, t) ≤ 0, t ∈ T,
x ∈ X,
where X ⊆ Rk1 and T ⊆ Rk2×Zk3 , allowing that T may be defined as a mixed-integer
set.
4.1. A modified exchange algorithm for (WRO) model. We now assume
that we have an oracle to solve the master and separation problems of (gen-SIP).
The modified exchange algorithm given in Algorithm 1 allows an ε-optimal solution
to (gen-SIP), when compared with the original exchange algorithm. Theorem 4.2
shows that our modified exchange method finds a solution of a desired accuracy in
finitely many iterations.
Definition 4.1. A point z0 ∈ Z is an ε-feasible solution of (gen-SIP) if
max
t∈T
g(z0, t) ≤ ε. A point z0 ∈ Z is an ε-optimal solution of (gen-SIP) if z0 is
ε-feasible and f(z0) ≤ val(gen-SIP).
DECOMPOSITION ALGORITHM FOR WASSERSTEIN-ROBUST OPTIMIZATION 13
Theorem 4.2. Let Z×T be compact, and g(z, t) be continuous on Z×T . Suppose
we have an oracle that generates an optimal solution of the problem min
z∈Z
{f(z) :
g(z, t) ≤ 0, t ∈ T ′} for any finite set T ′ ⊆ T , and an oracle that generates an ε-
optimal solution of the problem max
t∈T
g(z, t) for any z ∈ Z and ε > 0. Then Algorithm 1
returns an ε-optimal solution of (gen-SIP) in finitely many iterations.
Proof. Since g(z, t) is continuous on Z ×T , and Z ×T is compact, it follows that
g(z, t) is uniformly continuous on Z × T . Therefore, there exists an α > 0 such that
(25) |g(z′, t′)− g(z, t)| ≤ ε
2
, if ‖z′ − z‖+ ‖t′ − t‖ ≤ α.
First, we prove by contradiction that the algorithm terminates in finitely many
iterations. Suppose the algorithm generates infinite sequences Z = {zk}∞0 and
T = {tk}∞0 without terminating. We claim that tk+1 /∈ ∪ki=1B(ti, α) for every k,
where B(ti, α) is the closed ball of center ti and radius α in Rk2+k3 . If not, there
exists tk such that tk ∈ B(ti, α) for some i < k. Using (25) and ti ∈ Tz−1, we have
g(zk−1, tk) ≤ g(zk−1, ti) + ε2 ≤ ε2 , indicating that the termination criteria is satisfied.
Therefore, the above claim holds. Now consider the compact set: B = ∪{t∈T}B(t, α).
Since B(tk, α) ⊆ B for every k, and by the claim we have B(ti, α) ∩ B(tj , α) = ∅ for
every ti, tj ∈ T with i 6= j, it follows that
∑∞
i=0 vol(B(ti, α)) ≤ vol(B), which leads to
a contradiction.
We now prove that once the algorithm terminates, it returns an ε-solution. Sup-
pose it terminates at the end of the nth iteration. Then zn is an optimal solution
of the problem min
z∈Z
{f(z) : g(z, t) ≤ 0, t ∈ Tn}. It follows that f(zn) ≤ val(Tn) ≤
val(gen-SIP), where val(Tn) is the optimal value of the problem (gen-SIP) with con-
straint index set Tn. By the separation oracle and termination criteria, it also holds
that max
t∈T
g(zk, t) ≤ g(zn, tn+1) + ε2 ≤ ε. Hence, zn is an ε-optimal solution of
(gen-SIP).
Algorithm 1 A modified exchange algorithm to solve (gen-SIP).
Prerequisites: Two oracles specified in Theorem 4.2.
Output: An ε-optimal solution of (gen-SIP).
Step 1 Set T0 ← ∅, k ← 0.
Step 2 Determine an optimal solution zk of the problem min
z∈Z
{f(z) : s.t. g(z, t) ≤
0, t ∈ Tk}.
Step 3 Determine a ε2 -optimal solution tk+1 of the problem maxt∈T
g(zk, t). If
g(zk, tk+1) ≤ ε2 , stop and return zk; otherwise let Tk+1 ← Tk ∪ {tk+1}, k ← k + 1
and go to Step 2
4.2. A central cutting-surface algorithm for the convex case. In this
section we make the following additional assumption.
Assumption 4.3. The feasible region Θ is convex, and the function h(·, s) is con-
vex for every s ∈ Ξ. Furthermore, there exists a parameter B satisfying the following
condition:
(26) B > ‖η‖, ∀ η ∈ ∂θh(θ, s) ∀ θ ∈ Θ, s ∈ Ξ,
where ∂θh(θ, s) is the sub differential set of h(θ, s) at θ.
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Since the master problem of (SIP) is a convex optimization problem, we assume it
can be solved efficiently up to optimality. We now present a central cutting-surface
algorithm to solve (SIP). A pseudo-code for this algorithm is given in Algorithm 2.
The algorithm is initialized with a solution x(0) = [θ0,0m+1], where θ
0 may be taken
as a solution of the empirical deterministic optimization problem:
(EDO) min
θ∈Θ
1
m
m∑
i=1
h(θ, ξi).
At the kth iteration of this algorithm (Step 1) a master problem with a centering
argumentation is solved. This problem is defined by a set of constraints (with the
index set Q(k−1) ⊆ Ξ) inherited from the (k − 1)th iteration. The master problem at
the kth iteration is formulated as follows:
(Master)
max
x,w,t
w
s.t. t+ w ≤M (k−1),
f(x)− t+B · w ≤ 0,
gi(x, s) +B · w ≤ 0, ∀i ∈ [m], s ∈ Q(k−1),
x ∈ X.
The (Master) problem is a convex optimization problem. For clarity, we drop the
index i in (Master) in Algorithm 2. We assume that there is an oracle to find an
ε-optimal solution to (Sep-i) for any ε > 0. The algorithm terminates if no feasibility
cut is found. Otherwise, the newly found feasibility cut is added to the working set
(Step 4). At the end of each iteration, we may optionally drop certain constraints
that are not binding at the current solution of the master problem (Step 6).
Algorithm 2 A central cutting-surface algorithm from [43] to solve (SIP).
Prerequisites: Assumptions 3.1 and 4.3 hold. There exists an oracle to find an
ε-optimal solution to (Sep-i).
Input: A strict upper bound U of the objective function h, a centering parameter
B > 0 which satisfies (26), a tolerance error ε, an arbitrary α > 1 specifying how
aggressively cuts are dropped.
Output: An ε-optimal solution to (SIP).
Step 1 (Initialization). Set k ← 1, M (0) ← U , v(0) ← 0m+1, x(0) ← [θ0,0m+1],
x˜(0) ← x(0), where θ0 is a solution to (EDO). Let Q(0) ← {s(0)}, where s(0) = ξ.
Step 2 (Solve a master problem). Determine the optimal solution (x(k), w(k)) to
(Master).
Step 3 (Optimal soluton?). If w(k) = 0, stop and return x˜(k−1).
Step 4 (Feasible solution?). Find an ε-optimal solution denoted by s(k) to (Sep-i)
using the oracle. If g(x(k), s(k)) > 0 and go to Step 5, otherwise go to Step 6.
Step 5 (Add a cut). SetQ(k) ← Q(k−1)∪{s(k)}, x˜(k) ← x˜(k−1) andM (k) ←M (k−1).
Go to Step 6.
Step 6 (Update best know ε-feasible solution). Set Q(k) ← Q(k−1), x˜(k) ← x(k)
M (k) ← f(x(k)).
Step 7 (Optionally drop cuts). Let D =
{
s(l) ∈ Q(k) : l ∈ {0} ∪ [k] ∣∣
w(l) ≥ αw(k) and g(x(k), s(l)) +B · w(k) < 0} and set Q(k) ← Q(k) \D.
Set k ← k + 1 and go to Step 2.
DECOMPOSITION ALGORITHM FOR WASSERSTEIN-ROBUST OPTIMIZATION 15
The convergence of Algorithm 2 is given by Theorem 4.4. This theorem is a
refinement of the linear rate of convergence result proved in Theorem 8 of [43] (See
Appendix A) for the central cutting surface algorithm when specialized to (WRO-D).
Theorem 4.4. Convergence of the central cutting-surface algorithm.
(a) Algorithm 2 either finds an ε-optimal solution of (SIP) in finitely many it-
erations or generates {x˜(k)}∞k=1 that each accumulated point is an ε-optimal
solution of (SIP).
(b) Algorithm 2 converges linearly in objective function value between consecutive
feasibility cuts. The rate of convergence satisfies:
(27) ρ ≤ 1− 1
2B′ + 1
,
where B′ := max{
√
r20 + 1 + (1/m),
√
B2 + L2 + 1} and L = max{d(s, ξi) :
s ∈ Ξ, i ∈ [m]}.
Proof. Note that (SIP) is equivalent to the following reformulation:
(28)
min
x,t
t
s.t. f(x)− t ≤ 0,
gi(x, s) ≤ 0, ∀s ∈ Ξ, ∀i ∈ [m]
x ∈ X.
Treating t as x0 in (38), we now verify that (28) satisfies Assumption A.2 in Ap-
pendix A. Since Θ×Ξ is bounded and h(·, ·) is continuous, ∃C1, C2 such that h(·, ·) ∈
[C1, C2] on Θ × Ξ, and the objective value of (WRO) is in [C1, C2]. Also, since
there is no duality gap, we can set the dual objective C1 ≤ f(x) ≤ C2 for all
x ∈ X, and set t ∈ [C1, C2], without affecting the optimal solution and the op-
timal value. Hence, Assumption A.2 (1) is satisfied. To verify Assumption A.2
(2), we note that for any η > 0, we can verify that [t, x] is a Slater point of (28),
where t = C2 + 2η and x = [θ
0, (C2 + η)1m, 0] (1m is the m-dimensional vector
with all entries being 1). Now we show that Assumption A.2 (3) is also satis-
fied. Now let us take a subgradient of f(x) − t and gi(x, s) (∀i ∈ [m]) with re-
spect to the decision variables [t, x], and use Assumption 4.3, we can set the cen-
terality parameter B′ to be B′ := max{
√
r20 + 1 + (1/m),
√
B2 + L2 + 1}, where
L = max{d(s, ξi) : s ∈ Ξ, i ∈ [m]}. The oracle is assumed to be given based on the
prerequisites of Algorithm 2, hence Assumption A.2 (4) is satisfied.
We now apply Theorem A.3 on the semi-infinite program (28) and the correspond-
ing master problem (Master). Part (a) directly follows from Theorem A.3 (a)-(c). By
Theorem A.3 (d), for k ≥ k̂ iterations, where w(k̂) < η/B, we have
(29) ρ(k) ≤ 1− η −B
′w(k)
η +B′(t− f∗) ,
where f∗ is the optimal value of (28). Since (29) holds for every η > 0, we can
select an η to maximize η−B
′w(k)
η+B′(t−f∗) , hence minimizing the upper bound of ρ
(k) in
Theorem A.3. Let F (η) := η−B
′w(k)
η+B′(t−f∗) , and substitute t = C2 + 2η in F (η), we have
(30) F (η) =
η −B′w(k)
(2B′ + 1)η +B′(C2 − f∗) , F
′(η) =
B′w(k)(2B′ + 1) +B′(C2 − f∗)
[(2B′ + 1)η +B′(C2 − f∗)]2 .
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Since w(k) > 0, f∗ ≤ C2, we have F ′(η) > 0 for all η > 0. Therefore, the maximum
value of F (·) is:
(31) max
η>0
F (η) = F (∞) = 1
2B′ + 1
.
It follows that the uniform rate of convergence satisfies: ρ ≤ 1− 12B′+1 .
4.3. Computational tractability of the separation problem. We now dis-
cuss the computational difficulty of solving (Sep-i), which depends on the function
form of h(θ, s) in s for a given θ, the metric d, and the uncertainty set Ξ. Since
v˜m+1 ≥ 0 and in most applications d(·, ·) is chosen to be a vector norm, the term
−v˜i − v˜m+1d(s, ξi) in (Sep-i) is concave in s. Therefore, in the case where h(θ, s)
is concave in s, and Ξ is a convex set, (Sep-i) becomes a convex optimization prob-
lem. For a very general case where h(θ, ·) and d(ξi, ·) are continuously differentiable
over the compact (not necessarily convex) uncertainty set Ξ, drawing a sufficiently
many independent uniform samples st ∈ Ξ and verifying if objective value of (Sep-i)
is greater than ε can either identify a violated constraint (not necessarily the most
violated constraint), or conclude that the solution of the current master problem is
ε-optimal with high probability (See [43] Section 5.2). Furthermore, for cases where
h(θ, ·) is a polynomial function, d(·, ·) is an Euclidean norm, and Ξ is specified by
polynomial inequalities (e.g., an ellipsoid), (Sep-i) falls in to the category of poly-
nomial optimization. The global optimal solution in such cases can be obtained by
solving a sequence of SDP relaxations (a primal approach) [35] or a sequence of SOS
relaxations (a dual approach) [48].
For some important models from statistical learning such as linear regression,
linear support vector machine, logistic regression, etc., the loss function h has the
form h(θ0 + θ
Tx, y), where x is the feature vector and y is the response value. For
this case, (Sep-i) can be solved efficiently using a branch-and-bound scheme based
on piece-wise linear approximations of h(θ0 + θ
Tx, y). For more details about this
approach, see [42].
5. Numerical Experiments. We investigate the following Wasserstein-robust
logistic regression (WRLR) model as a numerical example to illustrate our algorithmic
ideas and the performance of (WRO):
(WRLR) min
[θ0,θ]∈Θ
max
P∈P
EP
[
log
(
1 + exp[−y(θ0 + θTx)]
)]
,
where x ∈ Rn is the feature vector, and y ∈ {0, 1} is the label. The semi-infinite
reformulation of (WRLR) is written as follows:
(32)
min
θ0,θ,v
1
m
m∑
i=1
vi + r0 · vm+1
s.t. log
(
1 + exp
[− y(θ0 + θTx)])− vi − vm+1 · d(s, ξi) ≤ 0, s ∈ Ξ, i ∈ [m],
[θ0, θ] ∈ Θ, v ∈ H,
where s = [x, y], and ξi = [xi, yi] is the ith (i ∈ [m]) observed sample. We assume
that only the feature vector x has uncertainty but not the label y. Therefore, the
uncertainty set Ξ can be written as Ξ = Ξ0∪Ξ1, where Ξ0, Ξ1 are the uncertainty sets
for feature vectors with the label 0, 1 respectively. The uncertainty set Ξ0 is defined as
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Table 1: Summary of data sets from UCI Machine Learning Repository
Data set Area No. Attrib. No. Observ.
BA Finance 4 1372
VC Health care 6 310
PID Health care 8 768
BCW Health care 9 699
ST-H Health care 13 270
EES Health care 14 14980
SPT-H Health care 22 267
ION Aerospace 34 351
SPTF-H Health care 44 267
SPAM Computer 57 4601
CB Aerospace 60 208
an n-dimensional hyper-rectangle such that each dimension corresponds to an interval
[xj ±σj ] for the feature xj , where xj is the sample mean of observations with label 0,
and σj is the sample standard deviation. The uncertainty set Ξ1 is defined similarly.
We used the l1 norm to define the metric d on Ξ0 (Ξ1), i.e., d(x, x
′) = ‖x− x′‖1.
5.1. Numerical setup. We present computational effort in solving the semi-
infinite dual problem (WRO-D) of (WRLR) using the cutting-surface algorithm (See
Section 4.2). We also present the out of sample predictive performance of the (WRLR)
model compared with the ordinary logistic regression model (LR). The algorithm
for solving (WRO-D) were implemented in C++, and the computational tests were
performed on an Intel Xeon CPU with 4 GB of RAM. The cutting-surface algorithm
for (WRO-D) consists of iteratively solving the master problem (Master) and the
separation problem (Sep-i). The convex master problem (Master) is solved using Ipopt
3.12.4 [59] which implements a primal-dual interior point method. The separation
problem (Sep-i) is solved using the branch-and-bound scheme based on sequentially
piece-wise linear approximating hθ(u) := log(1 + e
−u), and each convex optimization
subproblem is solved using CPLEX 12.6.3. We used 11 data sets (those with less
than 60 features) from the UCI machine learning repository in our computational
testing, which are: Banknote authentication (BA), Vertebral column (VC), Pima
Indians diabetes (PID), Breast cancer Wisconsin (BCW), Statlog heart (ST-H), EEG
eye state (EES), SPECT heart (SPT-H), Ionosphere (ION), SPECTF heart (SPTF-
H), Spambase (SPAM), Connectionist bench (CB). A summary of these datasets is
given in Table 1. We now describe the data generation for our test problems. We
chose m (m = 50, 75, 100, 150) observations from each of the UCI data sets. We kept
the class labels of the chosen observations unchanged.
5.2. Computational effort in solving WRLR. The computational effort in
solving the semi-infinite dual problem (WRO-D) of (WRLR) for 11 data sets is given in
Table 2 for different choices of m. The numbers are averaged over the 100 experiments.
Columns 4-8 give the number of outer iterations in Algorithm 2, total number of
constraints (cuts) added to the master problem at termination, the CPU time for
solving a problem instance, and the percentage of time spend in solving the master
and separation problems, respectively. We also provide the CPU time for solving
(LR) in Column 3. The results show that the number of calls to the master problem
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is approximately 4 ∼ 40 when solving (WRLR). Over these calls approximately 15m ∼
50m cutting surfaces are added. In other words, approximately 15m ∼ 50m artificial
samples are identified. For data sets with more features, the program spends a larger
fraction of time on solving master problems since their scale becomes larger. The
computational time of solving (LR) models is less than 1 second for data sets with
feature size less than 20, and for data sets with feature size between 30 ∼ 60 the
computational time is less than 20 seconds. The average time of solving (WRLR)
models is . 100 times that of solving the (LR) models.
5.3. Predictive performance of the WRLR model. We now compare the
predictive performance of the (WRLR) model with the (LR) model. For each data set,
we randomly select m samples out of all the observed samples to train both models.
For each combination of data set and the training sample size m, we performed 100
experiments. Both trained (LR) and (WRLR) models are used to predict the remain-
ing observations from the data set, and the corresponding AUC values (area under the
ROC curve) are recorded. AUC value is the most popular metric used for evaluating
the performance of a model used in medical literature. In each experiment, training
samples are selected randomly and independently. The mean AUC values (AUC)
over 100 experiments and the standard errors are listed in Table 2. The p-values
in this table are based on the hypothesis test: H0 : AUC
OOS
WRLR ≤ AUC
OOS
LR versus
H1 : AUC
OOS
WRLR > AUC
OOS
LR , where AUC
OOS
WRLR and AUC
OOS
LR denote the out of sam-
ple mean AUC values corresponding to (WRLR) and (LR), respectively. Statistically,
the smaller the p-value, the more likely H1 is true.
To train the (WRLR) model, one needs to specify the radius r0 of the Wasser-
stein ball. One way to determine this radius is to use the concentration inequality
Pr
(W(Ptrue, P0) ≤ r0) ≥ 1 − γ. The theoretical bounds in [22] are of limited value.
Instead we used six candidate empirical Wasserstein radii: {0, 0.01, 0.05, 0.1, 0.5, 1}1
and a cross-validation approach to select the best r0 from these. Specifically, we used
the following 4-fold cross-validation approach: we divided m training samples into
4 subsets and used any three of them to train WRLR with every candidate value
of r0 and tested the model on the remaining subset. We finally picked the r0 value
corresponding to the best mean AUC value over 4 folds. Once this r0 is selected, it is
used for out of sample testing on the remaining observations that is not part of the
chosen m samples.
The comparison shows that the quanity (AUC
OOS
WRLR − AUC
OOS
LR ) ranges from -
.0462 to .1005 and the relative difference ranges from -.3791 to .7122, in the studied
cases. We observe that AUC
OOS
WRLR is greater than AUC
OOS
LR in 34 (77%) cases out of
all 44 cases. The standard errors associated with (WRLR) are smaller than that of
(LR) in 31 (72%) cases. This suggests that not only the distributionally-robust model
is better, its performance is also more stable. It is seen from the p-values at the
significance level α = 0.05, (WRLR) outperformances (LR) in 24 (55%) cases which
are from seven data sets: BA, BCW, ST-H, SPT-H, ION, SPTF-H and SPAM. For 7
(16%) cases which are from data sets: VC, PID and EES, AUC
OOS
WRLR is significantly
smaller than AUC
OOS
LR , indicating (WRLR) is not as good as (LR) for these three data
sets. For the remaining 13 (29%) cases that are from data sets: PID, ST-H, EES,
SPT-H, SPAM and CB, the difference in mean AUC is not statistically significant.
1Note that with r0 = 0, the (WRLR) reduces to the (LR) model.
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6. Concluding Remarks. The computational results presented in this paper
used a Wasserstein-robust framework for the logistic regression model, where all the
decision variables are continuous, and the feasible set is assumed to be convex. The
modified exchange algorithm of this paper is applicable to a broad class of nonlin-
ear optimization problems. These algorithms can be implemented further within a
branch-and-bound framework. Since the decomposition framework for solving the
dual of (WRO) is suitable for possibly mixed-integer decision variables and model pa-
rameters, this framework can also be adapted to model and solve (WRO) application
problems such as those arising in scheduling, logistics and supply chain management.
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Appendix A. Proofs and supplements for Sections 3 and 4.
Proof of Proposition 3.3.
Proof. By the definition of Wasserstein metric in (2), if two probability measures
P1 and P2 satisfying W(P1, P2) < ε, ε > 0, then there exists a K ∈M(Ξ×Ξ,F ×F)
such that
K(A× Ξ) = P1(A), K(Ξ×A) = P2(A), ∀A ∈ F(33) ∫
(s1×s2)Ξ×Ξ
d
(
s1, s2
)
K(ds1 × ds2) ≤ ε.(34)
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Therefore, we have
(35)
|f(P1)− f(P2)| =
∣∣∣∣∫
s1∈Ξ
h(θ, s1)P1(ds1)−
∫
s2∈Ξ
h(θ, s2)P2(ds2)
∣∣∣∣
=
∣∣∣∣∫
s1∈Ξ
h(θ, s1)K(ds1 × Ξ)−
∫
s2∈Ξ
h(θ, s2)K(Ξ× ds2)
∣∣∣∣
=
∣∣∣∣∣
∫
(s1×s2)∈Ξ×Ξ
h(θ, s1)K(ds1 × ds2)−
∫
(s1×s2)∈Ξ×Ξ
h(θ, s2)K(ds1 × ds2)
∣∣∣∣∣
≤
∫
(s1×s2)∈Ξ×Ξ
|h(θ, s1)− h(θ, s2)|K(ds1 × ds2)
≤ C(θ)
∫
(s1×s2)∈Ξ×Ξ
d(s1, s2)K(ds1 × ds2)
≤ C(θ)ε,
which shows that f is continuous in (M(Ξ,F),W).
Proof of Proposition 3.4.
Proof. We divide the proof into the following two steps: (a) Show that such a joint
probability measure K exists. Define a probability measure K ∈M(Ξ×Ξ,F×F) such
that K(A×B) := P (A∩B) for all A,B ∈ F , and K (∪∞i=1Ai ×Bi) =
∑∞
i=1K(Ai×Bi)
for all countable collections
{
Ai × Bi
}∞
i=1
of pairwise disjoint sets in F × F . It is
straightforward to verify that such K is as desired.
(b) Show that
∫
(s1×s2)∈Ξ×Ξ d
(
s1, s2
)
K(ds1×ds2) = 0. We prove by contradiction.
Assume
∫
(s1×s2)∈Ξ×Ξ d
(
s1, s2
)
K(ds1×ds2) > ε, for some ε > 0, then we have K(A) >
0, where A := {(s1 × s2) ∈ Ξ × Ξ : d(s1, s2) > 0}. Let An := {(s1 × s2) ∈ Ξ × Ξ :
d(s1, s2) ≥ 1/n}. Since A = ∪∞n=1 An, it follows that ∃ m such that K(Am) > 0.
Since Am ∈ F × F , it can be expressed as: Am = ∪∞i=1S1i × S2i , where S1i , S2i ∈ F .
This implies that ∃ i such that K(S1i × S2i ) > 0. By the definition of K, we have
K(S1i ×S2i ) = P (S1i ∩S2i ) > 0, hence S1i ∩S2i is nonempty, implying that ∃ s ∈ S1i ∩S2i
and hence (s×s) ∈ S1i ×S2i ⊆ Am. However, since d(·, ·) is a metric, we have d(s, s) = 0
which contradicts to d(s, s) ≥ 1/m.
Duality theorem of conic linear programming.
Theorem A.1 (Proposition 2.8(iii) from [55]). Let V and W be linear spaces
(over real numbers), with V ′ and W ′ being their dual space respectively. Also let
C ⊆ V and K ⊆ W be convex cones. Let A : V → W be a linear mapping and
A∗ : W ′ → V ′ be its adjoint mapping. Consider the conic linear optimization problem
of the following form:
(P) min
v∈C
〈c, v〉(36a)
s.t. Av + b ∈ K.(36b)
Then the dual of (P) can be formulated as
(D) max
w∗∈−K∗
〈w∗, b〉(37a)
s.t. A∗w∗ + c ∈ C∗,(37b)
where C∗ and K∗ are the dual cones of C and K respectively.
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(a) The weak duality holds, e.g., val(P) ≥ val(D).
(b) If val(P) is finite, Y is a finite dimensional Banach space, and the optimal
solution set Sol(D) of (D) is nonempty and bounded, then val(P)=val(D).
Convergence of the central cutting surface algorithm for convex semi-
infinite programs. We summarize the convergence of the central cutting surface
algorithm from [43] for solving a general semi-infinite convex optimization problem of
the form:
(38)
minimize x0
subject to g(x, t) ≤ 0 ∀t ∈ T,
x ∈ X,
where the decision variable is x whose first coordinate (and also the objective) is
denoted by x0. Assume the following conditions are satisfied (following the notation
from [43]):
Assumption A.2. (1) The set X ⊆ Rn is compact and convex.
(2) There exists a Slater point x and η > 0 satisfying x ∈ X and g(x, t) ≤ −η
for every t ∈ T .
(3) The function f(·) and g(·, t) are convex and sub-differentiable for every t ∈ T ;
moreover, these sub-differentials are uniformly bounded: there exists a B > 0
such that for every x ∈ X and t ∈ T , every subgradient d ∈ ∂xg(x, t) satisfies
‖d‖ ≤ B.
(4) For every point x ∈ X that is not ε-feasible, there exists an oracle that can
find in finite time a t ∈ T satisfying g(x, t) > 0.
The master problem of (38) at the kth iteration has the following form:
(39)
maximize w
subject to x0 + w ≤M (k−1),
g(x, t) +Bw ≤ 0 ∀t ∈ Q(k−1),
x ∈ X.
Theorem A.3. ([43] Theorems 2-4 and Theorem 8) Let (x(k), w(k)) be the solu-
tion to the master problem at the kth iteration, and x˜(k) be the best know ε-feasible
solution at the end of the kth iteration. The following statements hold:
(a) If Algorithm 1 terminates in the kth iteration, then x˜(k−1) is an ε-optimal
solution to (38).
(b) If Algorithm 1 does not terminate, then there exists an index k̂ such that the
sequence {x˜(k̂+i)}∞i=1 consists entirely of ε-feasible solutions.
(c) If Algorithm 1 does not terminate, then the sequence {x˜(k)}∞i=1 has an ac-
cumulation point, and each accumulation point is an ε-optimal solution to
(38).
(d) Algorithm 1 converges linearly in objective function value between consecutive
feasible cuts after the first kˆ iterations, where k̂ satisfies w(k̂) < η/B. Denote
by x∗ an optimal solution of (38), and let ρ(k) = x˜
(k)
0 −x∗0
x˜
(k−1)
0 −x∗0
, then we have
(40) ρ(k) ≤ 1− η −Bw
(k)
η +B(x0 − x∗0)
