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OpinionA common feature of the mammalian striate cortex is the
arrangement of ‘orientation domains’ containing neu-
rons preferring similar stimulus orientations. They are
arranged as spokes of a pinwheel that converge at
singularities known as ‘pinwheel centers’. We propose
that a cortical network of feedforward and intracortical
lateral connections elaborates a full set of optimum
orientations from geniculate inputs that show a bias
to stimulus orientation and form a set of two or a small
number of ‘Cartesian’ coordinates. Because each genic-
ulate afferent carries signals only from one eye and its
receptive field (RF) is either ON or OFF center, the net-
work constructs also ocular dominance columns and a
quasi-segregation of ON and OFF responses across the
horizontal extent of the striate cortex.
Six decades of research into visual cortical organization
Over 50 years ago, David Hubel and Torsten Wiesel
reported what is arguably the single most important dis-
covery about the processing of sensory information by the
mammalian brain [1]. They described the remarkable
selectivity for the orientation of a bar or edge stimulus
in the responses of single neurons in the primary visual
cortex of cats, and later also in macaque monkeys [2]. Al-
though their model of how a cortical neuron acquires the
property of orientation selectivity turned out to be one of
the most intensely debated issues in visual neuroscience
[3–5], it stimulated a plethora of experiments and made
the primary visual cortex one of the most studied parts of
the brain. Their scheme assumed an excitatory conver-
gence of inputs to a ‘simple’ cell in layer 4 of the primary
visual (striate) cortex from several neurons in the dorsal
lateral geniculate nucleus (LGN). In this model, the indi-
vidual responses of the LGN cells are insensitive to the
orientation of the stimulus, but their RFs (see Glossary)
are aligned along a row in visual space (Figure 1A). Hubel
and Wiesel also proposed, on the basis of both single cell
recordings [1,2] and autoradiographic studies [6], that cells0166-2236/
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inhibition; lateral geniculate nucleus.tuned to similar properties are clustered together in ‘co-
lumnar’ systems. They described orientation columns in
which cells tend to have the same preferred orientation and
ocular dominance columns with cells dominated by inputs
from the same eye. Subsequent studies with optical imag-
ing of intrinsic signals [7] and two-photon calcium imaging
[8] have confirmed and extended this concept. They dem-
onstrated that orientation domains converge at singulari-
ties in a manner that resembles the spokes of a pinwheel.
Ocular dominance domains and spatial frequency domains
also have been reported to have a specific relationship to
these pinwheels [9]. We propose here a novel model where
this functional architecture arises from a cortical network
operating on sets of stimulus parameters in the geniculate
input, such as preference for stimulus orientation, eye of
origin of the signals, and ON or OFF center RF, as it
generates the feature selectivities of the individual cells.
Controversies surrounding the neural basis of
orientation selectivity
Although the original Hubel and Wiesel model [1]
(Figure 1A) of excitatory convergence has been consistent
with results of several studies [10–14], it has also been
seriously challenged. Alternative schemes have promoted
other mechanisms in place of or in addition to excitatory
convergence to explain orientation selectivity. These in-
clude intracortical cross-orientation inhibition [15–20]
(Figure 1B), intracortical iso-orientation facilitation
[3,18,21–24], mild orientation selectivity already present
in LGN responses [3,25–29] (Figure 1C), ON and OFF
spatially offset excitatory inputs [30,31] (Figure 1D), or
LGN cells with adjacent RFs that provide excitatory and
inhibitory inputs [32] (Figure 1E). Some have also impli-
cated multiple mechanisms in the generation of orienta-
tion selectivity [3,18,33].
Much of the discussion on the basis of orientation se-
lectivity has focused on the role of intracortical networks
versus feedforward mechanisms in generating the selec-
tivity. Studies that sought to silence cortical networks to
observe the ‘raw’ geniculate input to simple cells reported
that the cortical cell excitatory response is already fairly
sharply tuned to orientation and does not depend on
specific intracortical inhibition from non-optimum orienta-
tions [12,14,23,24]. These experiments were not onlyTrends in Neurosciences, August 2015, Vol. 38, No. 8 475
Glossary
Cortical maps: the 2D sensory receptor space is transformed to distorted 2D
maps of the cerebral cortex. This is very well known for the case of the
somatosensory ‘homunculus’ that represents the sensory surface of the skin in
the postcentral primary somatosensory cortex. The same is found in the
primary visual cortex for the 2D surface of the retina, which represents the
image of the visual world. These crude topographic cortical maps are
structured according to feature selectivity. In the case of the primary visual
cortex this means that for each point in a visual scene the features of
orientation, color, depth, and motion are represented for each eye along the
cortical surface. With modern imaging techniques (optical imaging of intrinsic
signals, two-photon calcium imaging, high-resolution fMRI) these maps can be
visualized. They show interesting characteristics such as orientation domains
and pinwheel centers.
Feature selectivity: in the visual system, from subcortical to early and higher
cortical processing the analysis of a visual scene is accomplished by neuronal
mechanisms that extract features of form (e.g., orientation of a contour, spatial
frequency), color (e.g., hue), or motion (e.g., direction, velocity). In subcortical
and cortical stages of visual processing single cells are found to be biased
(feature preference) or specialized (feature selectivity) for particular features.
Feature selectivity can be evoked by specific stimuli and electrophysiologically
recorded from single cells or visualized for larger populations of neurons with
imaging methods (optical imaging of intrinsic signals, two-photon calcium
imaging).
Intracortical inhibition: about 20% of sensory cortical neurons are inhibitory.
These neurons are generally involved in the homeostatic balance of cortical
excitability. In sensory cortices they also play an important role in sculpturing
and sharpening feature selectivities by providing inhibition to induce the ‘tip of
the iceberg’ effect for the selection of the prevalent excitatory input, by
establishing inhibition with spatial offset or by exerting feature dependent
‘cross-orientation’ inhibition to induce orientation selectivity.
Pinwheel centers and orientation domains: the visual cortical map in the
mammalian primary visual cortex is laid out in a characteristic pattern, where
similar image features for given areas of the retina or the visual field are
represented in a clustered way, leading to a discontinuous cortical representa-
tion of the visual world. Similar stimulus orientations are represented in larger
domains that form pinwheel centers at regular distances where all different
orientation domains converge to a point in a manner resembling the spokes of
a pinwheel. The size of the domains and the distance between the pinwheels
are characteristic values that differ between species and stimulate inferences
about their origin and development.
Receptive field (RF): represents the area of origin of inputs that can change the
response of a neuron. In the case of visual neurons the RF is the region in the
visual field from where excitatory or inhibitory responses can be evoked in the
neuron under study. The RF dimensions and properties of single cells are
determined using single cell recording techniques.
‘Tip of the iceberg’ effect: input signals are integrated by a target cell and their
voltage must pass a threshold to elicit a spiking response. If the input is
broadly tuned, and only the center of tuning reaches sufficiently high values of
excitation (tip of a Gaussian distribution), then thresholding results in
sharpening of the broadly tuned input. This mechanism is often referred to
as ‘tip of the iceberg’ effect, where the suprathreshold responses protrude
above the threshold, as does the tip of an iceberg above the water surface, and
is also much narrower than its broad base hidden in the water below. When
inhibition additionally pulls the voltage down away from the threshold, the
resulting response becomes even more narrowly tuned, akin to the tapering tip
of an iceberg that is sinking deeper into the water.
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[3,34] but, more importantly, one crucial assumption they
made for their paradigm to be a valid test of the model of
Hubel and Wiesel is contentious. They assume that any
orientation selectivity observed in the feedforward input
from the thalamus is through a process of excitatory con-
vergence from LGN cells with circular RFs. Such an as-
sumption ignores a large body of evidence for the presence
of mild but significant biases to stimulus orientation seen
in the responses of cells in the LGN [25–27,35–38] and the
retina [39,40] of every species studied so far. In addition,
excitatory convergence along the long axis of the RF is also
not essential in models that propose either excitation and
inhibition on a simple cell arising from two geniculate
inputs with spatially offset RFs [32] (Figure 1E) or pooling476of inputs from adjacent ON and OFF center units [30,31]
(Figure 1D).
What is particularly worth noting in the context of the
above studies [12,14,23,24] that sought to suppress intra-
cortical activity is the following: a biased thalamic input
from even a single LGN cell, when acted upon by any form
of suppression [14,23,24], or reduction in overall response
due to cooling [12], will lead to a residual excitatory
response in the cortical cell that will be sharply tuned to
orientation, often referred to as the ‘tip of the iceberg’
effect. Such a possibility has been directly demonstrated
by the marked sharpening of the orientation selectivity of
LGN cells when subjected to increased inhibition within
the LGN itself [34]. Furthermore, a recent study has shown
a close correspondence between the preferred orientation
of single LGN afferents to a cortical orientation column and
the preferred orientation of the cells in that column
[41]. Such a result will be expected if LGN biases provide
the basis for cortical orientation selectivity, but is not
predicted by the classical excitatory convergence model.
A recent computational study [29] showed that the
sharp tuning for orientation and spatial frequency of stri-
ate cortical cells can be achieved from an orientation-
biased geniculate input based on the well-known pattern
of geniculate inputs to a striate simple cell, namely mono-
synaptic excitation and disynaptic inhibition [42]. Such a
scheme [28,29] would also explain the length summation
seen in cortical cells, namely the increasing response seen
with increasing the length of a bar stimulus, to an extent
which is often many times the diameter of single LGN
RFs. The finding of such length summation was central to
the hypothesis of Hubel and Wiesel [1] as in Figure 1A.
However, it is to be noted that LGN cells, when tested with
bars of different lengths, exhibit the whole spectrum of
‘end-inhibition’ – from none to almost 100% [43]. This
range of surround inhibition – expressed via the excitatory
and inhibitory inputs from LGN cells to layer 4 simple cells
(as in Figure 1C or 1E) – will translate as the typical range
seen in the cortex: namely from extensive length summa-
tion to the complete suppression of response to a long bar
seen in many cortical ‘hypercomplex’ cells (a detailed
account is given in [28]). The length summation is then
due to disinhibition rather than to excitatory convergence,
except perhaps in the case of layer 6 cells, which seem to
receive extensive horizontal inputs from layer 5 cells with
co-oriented and coaxially aligned RFs [44].
Cross-orientation inhibition within the cortex (as
in Figure 1B), a widely observed phenomenon and
long claimed to sharpen cortical orientation selectivity
[15–20], has been included in a recent quantitative study
of intracortical excitation as one of the cortical mecha-
nisms that might account for part of the observed orien-
tation selectivity of cortical cells that could not be
accounted for by excitatory mechanisms [23]. The orien-
tation selectivity in the thalamic input is also possibly
further sharpened by facilitatory mechanisms within the
cortex, such as voltage-sensitive mechanisms within the
dendritic tree and intracortical excitation from cells
tuned to similar orientations [3,18,21–24].
It has often been pointed out [4] that contrast invariance
of orientation tuning (namely, the property of striate
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Figure 1. Five different models (A–E) of thalamocortical connectivity to explain orientation selectivity of striate simple cells. The first two columns on the left represent
schematic diagrams of the postulated neuronal connection between lateral geniculate nucleus (LGN) cells and a layer 4 (spiny stellate) simple cell in striate cortex,
contributing to the cell responses in a cortical orientation column (here vertical, shown in blue). Two cortical columns tuned to orthogonal orientations are shown by the
blue and red stripes. Only two orientations are represented here for the sake of clarity. The two columns on the right represent the spatial receptive field (RF) profiles of the
excitatory and inhibitory inputs to the simple cell and the final cortical RF itself. For simplicity, the surrounds of the RFs are not shown. (A) Orientation selectivity is
conferred by the convergence of several LGN cells with circular RFs which are arranged along a row in the visual field [1,2]. (B) Inhibition from cells in columns tuned to the
orthogonal orientation generates, or at least sharpens, the orientation selectivity [15–20]. (C) The direct geniculo-striate projection – monosynaptic excitation from an LGN
cell biased in its response to bars of different orientations, and a disynaptic inhibition not selective to orientation (or preferring the orthogonal orientation), lead to
sharpening of the bias transmitted from the retina by the thalamic neurons [3,25–29]. (D) Signals arising from adjacent retinal cells with spatially offset ON and OFF inputs
form a dipole that not only leads to the orientation selectivity of the cortical simple cell, but also the retinal mosaic of such dipoles seeds the cortical orientation domains
[30,31]. (E) Excitatory and inhibitory inputs from two LGN cells with spatially offset RFs of the same polarity (either both ON or both OFF) form the basis of the orientation
selectivity of the cortical cell [32].
Opinion Trends in Neurosciences August 2015, Vol. 38, No. 8cortical cells maintaining the same orientation selectivity
in the face of changes in the contrast of the visual stimulus)
cannot be explained by the classical model of excitatory
convergence. However, a combination of mechanisms have
been shown to generate the invariance, including greatervariability at low contrasts bringing responses to low
contrast stimuli above threshold and thus maintaining
the same tuning width as at high contrast [45]. However,
LGN cells not only exhibit contrast invariance of orienta-
tion tuning but also the same higher variance at low477
Opinion Trends in Neurosciences August 2015, Vol. 38, No. 8contrast as the underlying mechanism for the invariance
[46].
Most recently, orientation selectivity has not only been
shown to be present in geniculate cells in the mouse, but
their tuning was found to be equal to that of cells in the
primary visual cortex [36]. It is an open question whether
this reflects a species idiosyncrasy or it is a call for re-
evaluation of classical ideas on orientation selectivity in
cats, monkeys, tree shrews, and ferrets, who all show sharp
tuning for orientation only in the cortex. We suggest that a
revision of the classical model is warranted. For such a
basic property of the visual system as orientation selectiv-
ity, a common strategy – of sharpening a bias inherent in
retinal cells – may be adopted across all mammalian
species, instead of ignoring the subcortical biases and
evolving a new basis for orientation selectivity at the
cortical level. Recent work [47] in the mouse has also
shown that one class of retinal cells, which are direction-
and orientation-specific, project as a dedicated group via
the LGN to a specific cortical compartment of orientation-
selective cells in the striate cortex. This further supports
the concept of retinal specification of cortical orientation
selectivity.
However, it is worth noting that although the scheme
proposed here does not require Hubel and Wiesel type of
convergence, and explains several other characteristics
that the classical model does not, a small degree of conver-
gence of the LGN cells that provide the orientation bias to
cortical cells, at least in some cases, cannot be excluded.
Thus, all the five mechanisms described in Figure 1 and, in
addition, intracortical excitatory mechanisms that are not
specifically shown in the figure, may all be important to
varying degrees in the sharp orientation selectivity ob-
served in striate cortical cells, as already acknowledged by
many studies [3–5,18,33].
Search for a unified mechanism underlying orientation
selectivity and the functional architecture of the primary
visual cortex
Many computational models have been successful in show-
ing how the columnar system observed in cats and maca-
ques can efficiently represent many variables on the
cortical surface [48–50]. However, these models work on
the assumption that LGN RFs are circular, which we now
know is not the case. Many studies [3,19,25–29,34,41,51]
suggest that the LGN orientation biases may be important
in generating the orientation selectivity of individual cor-
tical neurons, but we propose further that these biases may
also be a defining factor in the generation of the overall
architecture of the striate cortex. In this respect, most
computational models might have omitted an essential
element needed to produce a comprehensive scheme that
underlies both individual response properties and the
overall functional architecture. Most have largely treated
generation of orientation selectivity and functional archi-
tecture as separate issues. The only exception [31] was a
model that assumed that the orientation selectivity of a
striate cortical simple cell arose from the converging inputs
of two LGN cells, one ON and one OFF, with spatially-
adjacent RFs [30]. It postulated that the inputs from
regularly spaced spatial mosaics of ON and OFF retinal478ganglion cells can potentially lead to a moire´ interference
pattern in the cortex generating the well-known orienta-
tion domains [31]. This model and some of the difficulties it
faces are discussed further in Box 1.
Outline of a new hypothesis for the generation of
cortical functional architecture
The scheme we propose here describes how the principles
of thalamocortical connectivity, reflecting three inherent
properties of geniculate afferents – eye of origin, preferred
stimulus orientation, and ON or OFF center RF – can lead
to the cortical architecture that we know. In particular, it
explains the fact that along all these three dimensions,
cortical cells show a range. (i) There is a spectrum in the
dominance of the inputs from the two eyes, classically
categorized in ocular dominance histograms [1,2] – from
cells with purely contralateral or ipsilateral inputs to those
with varying degrees of binocular input. (ii) A full range of
orientation preferences as represented in the cortical pin-
wheel arrangement [7,8]. (iii) Simple cell RFs show a range
in the strength of their ON and OFF subregions, from
predominantly unimodal to having nearly equal strengths
[52–56].
It is well recognized that afferents from the two eyes are
segregated in input layer 4 in the cortex [57], and more
recently that ON and OFF inputs are also similarly segre-
gated [55,56]. It follows that the spectrum of binocularity
exemplified in the ocular dominance categories described
by Hubel and Wiesel [1,2], and the spectrum of ON/OFF
subregions among striate cortical cells, could arise from
different degrees of overlap between the inputs – right and
left eye afferents for ocularity, and ON and OFF afferents
for spatial profile. However, the suggestion that orienta-
tion may follow a similar pattern [28,58] has not been
appreciated by most investigators. We propose that affer-
ent terminals representing one feature from each of the
three sets of parameters (e.g., ON center afferent terminals
carrying right eye signals and preferring vertical stimulus
orientation) form the center of a cortical domain. Figure 2
shows how, from such foci of geniculate afferents, each
carrying a set of primary trigger features and effectively
functioning as Cartesian coordinates, cortical networks
can elaborate domains for all orientations (as in the limb
towards the bottom), ocular dominance domains (as in the
limb to the right), as well as cells with different weights of
ON and OFF subregions (as in the limb to the top). In this
particular diagram, each of the foci has a conjunction of
three features: right or left eye driven, ON or OFF center
RF, and biased, for example, to a vertical or horizontal
stimulus.
Two cortical processes that are crucial for this model to
work are intracortical inhibition [15–20], to sharpen the
orientation bias in the afferent input, and a self-organizing
cortical network using excitatory and inhibitory horizontal
connections [50] to elaborate the whole set of visual cortical
response properties from the three sets of inputs. In the
orientation domain, the set of primary retinal coordinates
that contribute to the full range of preferred orientations in
the cortex will depend on the retinal location. This is
because the orientation that is most commonly preferred
at any one visual field locus has been shown to be the radial
Box 1. Comments on an alternative model of subcortical origin of orientation selectivity and orientation maps
Paik and Ringach [31] proposed that cortical orientation selectivity,
when generated from LGN transferring signals from a retinal
dipole of adjacent ON and OFF cells (Figure I), can also create
the orientation domains due to moire´ interference arising from
the retinal mosaics of ON and OFF cells. The model has the
strength that the simple spatial layout of detectors on the peripheral
sensory surface could in principle determine the organization of
higher-level detectors on the cortical map. However, the scheme
proposed by Paik and Ringach [31] is unlikely for the following
reasons:
(i) After intravitreal injection of APB to block activity of ON bipolar
cells in the retina of macaques and cats, most cortical cells still
retain their orientation selectivity [92,93].
(ii) Albus and Wolf [53] reported nearly normal orientation selectivity
in striate cortical cells of kittens aged 2 weeks, which had only
unimodal RFs – in other words having only a single ON or OFF
field.
(iii) ON and OFF inputs to striate layer 4 in the cat are largely segre-
gated [55,56], and there is also separation of the spatial phase in
the field-potential response [75]. It is then difficult to envisage
how they could form the ON/OFF dipoles projecting to single
striate cells.
(iv) Hore et al. [94] showed that there is no evidence in the observed
data of retinal ganglion cell distributions for the spatial correla-
tions between ON and OFF retinal mosaics that are required by the
model of Paik and Ringach [31] to create the orientation prefer-
ence maps in the cortex.
(v) A recent computational study [95] showed that neither the cat nor
the macaque retinal mosaic has the spatial structure that is
necessary for seeding the orientation preference maps of the
primary visual cortex.
(vi) The dipole model does not explain the impressive length sum-
mation [1,2,96,97] seen in many striate cells. By contrast, our
model based on LGN biases [28,29] can explain the different
categories of length response functions seen in striate cells.
(vii) The Paik and Ringach [31] model does not explain the emergence of
ocular dominance columns nor the intriguing relationships ob-
served between ocular dominance and orientation domains [7,9].
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Figure I. The ON–OFF dipole model contributing to cortical orientation selectivity
in some models [11,30,31,55]. Adjacent ON and OFF subregions of a cortical cell
can arise from inputs from LGN cells with circular ON and OFF centers. For
simplicity, the surrounds are not shown. The preferred stimulus orientation as
shown in the figure is then orthogonal to the dipole orientation.
Opinion Trends in Neurosciences August 2015, Vol. 38, No. 8orientation (i.e., the line joining the RF location to the
center of the retina) – and possibly its orthogonal in the
retinae of cats and monkeys [39,40] and the LGN of the cat
[25–27].
For the generation of cortical orientation selectivity, the
scheme proposed here relies mainly on inhibition acting on
a biased geniculate input, and it presumes neither a Hubel
and Wiesel type of excitatory convergence along the long
axis [1,2] nor a pooling of excitatory signals from adjacent
ON and OFF inputs [31]. The excitatory inputs are as-
sumed in most cases to be either from ON or OFF afferents
alone and not to any significant extent from both, except
along the middle sections of cortical areas between ON and
OFF foci (the upward limb in Figure 2). The surrounding
subregion of most cortical cells (e.g., the OFF flanks of an
ON-center simple cell) would then arise from an antago-
nistic surround. Such antagonism, consistent with obser-
vations [32], may either arise at the cortical level from
inhibitory inputs from the same cell type, either ON or
OFF, or reflect the antagonism already present in the
subcortical signal that provides the excitation to the corti-
cal simple cell. However, cells receiving both ON and OFF
excitatory inputs (in the middle section of the top limb of
Figure 2) would benefit from two mechanisms in sharpen-
ing their orientation tuning – one being the tip of the
iceberg effect happening at all places due to intracortical
inhibition [15–20], and the other being the ON/OFF dipole
projection to single cells. In fact, cells with bimodal RF
subregions were found to have sharper orientation tuning
than unimodal cells [54]. However, if the orientation sen-
sitivity originating in the retina and relayed by the LGN iscrucial for cortical orientation selectivity, as suggested by
our model and supported by experimental data [51,59], the
visual system must contend with some constraints; its
solution for these limitations has important implications
for sensory processing in general (Box 2).
The proposed scheme provides the basis both for feature
selectivity of individual cells and for the columnar archi-
tecture of the primary visual cortex. The cortical termina-
tion sites of the geniculate afferents reflecting the optimum
orientation of the afferents [41] can provide a scaffold for
the orientation domains. If coding of non-primary orienta-
tions that are not represented in the geniculocortical input
arises from a combination of activity in afferents tuned for
different primary orientations, their cortical representa-
tions would fall between those for the primary orienta-
tions. The pinwheel centers would thus represent the
farthest points from the surrounding centers of primary
orientations on a 2D topographic map (Figure 3). Pin-
wheels would thus often fall in a line between two foci of
different primary orientations that either both represent
the same eye or the two different eyes. Consequently they
should either be centered on ocular dominance columns or
be close to ocular dominance borders, as indeed they are
found to be [7]. Similarly, when two adjacent foci are tuned
to the same orientation, but receive inputs from different
eyes, the iso-orientation line will be perpendicular to the
borders between ocular dominance borders, as already
reported [9].
If, as we suggest, pinwheel centers happen to be regions
where the weights from different primary orientation foci
are equal, such a self-organizing system would lead to a479
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Figure 2. Model of the three Cartesian coordinate systems that specify cortical
feature selectivities for orientation, ocular dominance, and luminance (ON/OFF)
polarity. Each of the circles represents the center or focus of the terminals of a set
of lateral geniculate nucleus (LGN) afferents carrying signals from a single or a
small number of retinal cells, having a specific combination of eye of origin, ON or
OFF center receptive field (RF), and a preferred stimulus orientation. Cortical cells
in the space between these foci would integrate the signals in proportion to the
afferent contributions at that point from the two foci. Along the three limbs from
the middle of the diagram are shown the variations in only one of the three
parameters: in ocular preference to the right, in polarity to the top, and in
orientation preference to the bottom. For simplicity, in each limb, only variation in
one parameter is shown, but the gradual change could sometimes be in two
parameters. Furthermore, for clarity, only four possible different combinations of
the three parameters are shown, whereas there would be eight different
combinations if one assumes only two primary orientations.
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Figure 3. Emergence of pinwheels and orientation and ocular dominance
domains. Four foci of lateral geniculate nucleus (LGN) inputs (representing the
two eyes and the two orthogonal primary orientations, here vertical and
horizontal) are shown to illustrate the emergence of the intermediate orientation
and ocular dominance preferences from the corresponding Cartesian coordinates.
ON/OFF polarity is not represented here for the sake of simplicity. Trigger features
of cells in every area of cortex depend upon the relative inputs from the groups of
LGN afferents at the site. These in turn depend upon the relative distances of the
foci of LGN afferents around the site. When there is no change in the eye of origin
of the afferent signals, but if the orientation preferences are orthogonal (along the
left and right sides of the rectangle), the space between the two foci is an ocular
dominance domain with the orientation preference changing gradually. However,
when the foci differ in eye dominance, but prefer the same orientation (top and
bottom sides), the space in between is an orientation domain, but with a transition
from dominance of one eye to the other, with binocular cells populating the middle
section. The point where there is equal weightage between all the orientation
coordinates is then the center of the pinwheel.
Opinion Trends in Neurosciences August 2015, Vol. 38, No. 8constant number of pinwheels within a hypercolumn. In a
study analyzing data from three phylogenetically widely
separated species exhibiting cortical orientation columns
of different dimensions, the number of pinwheels per
hypercolumn was found to be the same [60]. Because, in
our scheme, generation of selectivities for the whole range
of orientations from the primary orientations in the tha-
lamic input is realized only through intracortical interac-
tions, our scheme is also consistent with the analysis that
the existence of long-range horizontal interactions within
striate cortex is crucial in determining the density of
pinwheels in primates and carnivores [60]. That mouse
V1 does not have orientation columns [61] may be related
to the fact that, in mice, orientation selectivity is already
fully developed in the LGN [36], further supporting our
general contention that the mechanism that generates
orientation selectivity, in the presence of the cortical hori-
zontal connectivity, also creates the classical orientation-
domain architecture.
Implicit in the above model is also the way ocular
preferences and ON/OFF dominance of cortical cells is laid
out across the cortex. Because each afferent carrying a bias
for a particular orientation is also driven by one eye or the480other, and is ON or OFF center, striate layer 4 is essen-
tially peppered with clusters of terminal afferents having
various combinations of the three properties. Cortical net-
works that elaborate a spectrum of properties between
such foci of geniculate inputs will produce not only a range
of orientations but also a range of ocular preferences and
ON/OFF dominances. If the foci are quasi-randomly dis-
tributed between adjacent foci having the same trigger
feature, for example both being driven from the same eye,
that stretch of cortex will be an ocular dominance domain
for that eye (right and left sides in Figure 3). Similarly, if
the foci code for the same primary orientation, then the
strip of cortex between the two foci will form an orientation
domain (top and bottom sides in Figure 3). Our scheme also
predicts another link between orientation and ocular dom-
inance systems, namely that the ‘fractures’ of rapidly-
changing preferred orientations seen in optical imaging
maps represent the cortex between two different orienta-
tion foci that happen to be closer than average. These
fractures would also bear the same relationship to ocular
dominance columns as iso-orientation lines running either
along the center of an ocular dominance column or perpen-
dicular to ocular dominance borders, as supported by evi-
dence [7,62].
Our scheme thus addresses three of the essential prop-
erties of cortical cells, but it can also be extended to others
such as color, spatial frequency, and temporal frequency. It
also shows how the very process of generating the selecti-
vities and a range of optima for these three properties is the
Box 2. General model of feature selectivity in primary sensory cortices
Despite the evidence linking cortical orientation selectivity to subcor-
tical biases, the fairly broad orientation tuning seen subcortically has
led to these not being recognized as being important in most models of
orientation selectivity. However, if the cortical orientation selectivity is
derived from these biases, as we propose, there are good reasons for
such subcortical selectivity to be broad, not any narrower. The situa-
tion is analogous to trichromatic color vision in primates, where three
types of cones with different spectral peaks but broad sensitivities code
for the whole visible spectrum (Figure IA). If cones were sharply tuned
for a narrow band of wavelengths, a large number of different cone
types would be necessary to cover the visible spectrum, leading to
severe loss of spatial resolution and sensitivity. Similarly (Figure I), if
orientation is also coded first by retinal cells, their peak sensitivities
should be restricted to a few primary orientations, and the tuning itself
would be broad [28,58]. Consistent with this general idea, not only is
subcortical orientation tuning very broad, but preferred peak orienta-
tions of subcortical cells in the cat [25–27,39] and monkey [40] are all
restricted to a few orientations. These comprise a preponderance of
cells tuned to the ‘radial’ orientation, and to its orthogonal orientation
[25–27,39,40]. Furthermore, a radial pattern of preferred orientations
has been reported also for the striate cortex, reflecting subcortical
preferences [98]. Unequal sizes of the domains representing different
orientations have been shown also in the ferret, with an over-repre-
sentation of the vertical and horizontal orientations [99]. Because there
is evidence for preponderance of both vertical and horizontal orienta-
tions as well as radial orientations at retinal, geniculate, and cortical
levels [25–27,39,40,98,99], we refer to these early channels as ‘primary’
orientations. Our crucial assumption is that there is only a limited
number of broadly tuned channels that carry orientation information
to the cortex.
The scheme we propose here is possibly the mechanism underlying
the wide range of stimulus preferences with narrow selectivities that
are seen for most features in all sensory cortices.
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Figure I. Emergence of a spectrum of sharply tuned feature detectors from a
small number of broadly tuned detectors. (A) In the cortex, the ratios of activities
in three chromatic channels of the retina (primary colors) are converted to
activity coded in a much larger number of cells, which are more narrowly tuned
for hue and together cover a large number of hue preferences (e.g., derived
colors). (B) Similarly, we suggest here that, from a limited number of broadly
tuned channels in the retina (primary orientations), detectors covering much
larger range of orientations can be built at the cortical level. For example, an
oblique orientation can be coded as equal activity in two broadly tuned
populations, one peaking for vertical orientation and the other for horizontal.
The breaking of symmetry and distinguishing between the two oblique
orientations can be achieved by taking into account the directional preferences
of the orientation detectors [58].
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ture.
Although the combination of the primary features from
each domain (R/L eye, ON/OFF, primary orientations) may
happen to a limited extent in layer 4 itself, the presence of
more-extensive horizontal connections in supragranular
layers makes it more likely that non-primary orientations,
binocular cells, and bimodal ON/OFF neurons are mostly
elaborated in layers 2/3. This is probably more true in the
macaque than in the cat because macaque layer 4 is domi-
nated by monocular cells with poor orientation selectivity.
Even in the cat, whose layer 4 has a proportion of binocular
cells and cells showing sharp orientation selectivity, the
difference in distribution of preferred orientations between
the first-order cells in layer 4 and the second-order cells insupragranular layers is as expected by our model
[63]. There are significantly more cells tuned to primary
orientations among first order cells.
Some numerical considerations
While a full-scale simulation of the model is beyond the
scope of this article, one can speculate on a few numerical
consequences. One issue is whether the scheme is consis-
tent with the convergence and divergence seen in retino-
geniculate and geniculocortical projections. In the cat, a
particular RF may be common to as many as six to 20 LGN
cells owing to the divergence in the retinogeniculate pro-
jection [64]. There is evidence for a convergence of about
10 LGN cells onto a layer 4 stellate cell in the cat striate
cortex [65,66], and it is almost the same in the monkey for481
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ry signals to a cortical layer 4 cell have been shown to
originate largely from only one retinal cell [68], and the
excitatory input to an LGN cell arises almost entirely from
a single retinal cell [69]. Thus the most parsimonious
scheme is one where there is an excitatory convergence
on to a single striate stellate cell from several LGN cells
which all have the same RF owing to the retinogeniculate
divergence. Such connectivity could be established during
development by Hebbian rules that facilitate the wiring of
correlated inputs on to the same cell [28].
The next question concerns which one of the mosaics in
the retina forms the scaffold for the cortical domains. This
is likely to be the transient Y cell in the cat and a subset of
the magnocellular (M) cells in the monkey. This is for two
reasons. (i) To establish the geniculocortical convergence
as per Hebbian rules, timing is of the essence, and for this
the transient and fast responses of Y and M cells are better
suited than the more-sustained responses of cat X and
macaque parvocellular cells. (ii) Empirical evidence indi-
cates that, in the cat, Y cells are more likely to drive the
map because Y cells project to both areas 17 and 18 and X
cells only to area 17 [70], but orientation and ocular
dominance domains are present in both areas, and their
spatial dimensions in the two areas are also fairly similar
to the dimensions of the respective afferent Y cell arbor-
izations [62]. Once the basic scaffold is formed, neighbor-
hood rules governing the development of neural
connections between topographic maps [71], and Hebbian
rules causing convergence of correlated inputs, would lead
to X cells following neighboring Y cells of similar feature
preferences.
The above assumptions can help in predicting the dis-
tance between cortical domains from the number of LGN Y
afferents that project to these domains. Assuming 
2500 retinal Y cells in the cat that project to each hemi-
sphere from each eye [72] over a striate cortical area of
400 mm2 [73], one would predict a separation between the
centers of the Y arbors from each eye to be about
400 microns. With the diameter of the ‘ocular dominance
beads’ of transneuronally transported radioactive tracers
from each eye averaging 667 microns [73], the overlap
between adjacent beads can form the basis for specifying
the range of orientations, ocular dominance, and ON/OFF
spatial profiles.
Needing at least two primary (Cartesian) orientations to
generate the full range of preferred orientations for any one
eye, the distance between nearest iso-orientation domains
would be 800 microns. If we allow a correction of +17% to
account for shrinkage in histological sections, a distance of
936 microns agrees fairly closely with the 700 to
1200 microns needed to execute a complete sequence of
1808 of preferred orientations as measured in electrode
penetrations parallel to the pia [74]. Optical imaging data
of 1070 microns [62] is in the same range. That the size of
iso-orientation domains may be related to the spread of
thalamocortical axons has also been suggested in this
study comparing data from cats and ferrets [62]. Extending
our model to spatial phase, we would again predict a width
for ON and OFF domains comparable to the separation of Y
cell afferents. Consistent with this prediction, a recent482study [75] found the width of ON domains to be 400 microns
and OFF domains 500 microns. In the case of ocular
dominance spacing, one would expect it to nearly match
the distance between the iso-orientation domains. This is
because the images formed by the two eyes are usually
congruent except for any horizontal disparity, and there-
fore Hebbian rules acting on cortical connectivity would
preclude the development of cortical strips of gradual
transition from one focus of orientation and eye to the
orthogonal orientation and the other eye. Thus, as in
Figure 2, the direct transitions across the cortex between
foci of two different eyes will always be for the same
orientation. Consistent with this expectation, ocular dom-
inance spacing has been found to be close to 1100 microns
in autoradiographic studies [76] and nearly 1000 microns
using optical imaging [9].
The role of Y afferents in establishing the columnar
architecture is further underpinned by the observation
that the large basket cells receive far more Y afferents
than X afferents from the LGN [77]. These basket cells are
GABAergic and have widespread lateral connections
[78,79], making them pivotal in mediating the inhibition
that is essential for establishing the architecture we have
proposed.
In extending the model to the macaque monkey, one can
effectively follow the same principles of organization with
the addition of two important aspects that are salient in
primates. One is the highly developed trichromatic vision;
the other the system of cytochrome oxidase blobs. At the
geniculate level, there are two main opponent color axes,
but in the cortex the preferred color vectors are far more,
and these do not fall into the two main chromatic axes of
the LGN [80]. In our scheme, cytochrome oxidase (CO)
blobs, and the cortical modules in line with them, would
represent the foci of inputs from each eye providing the
scaffold for the columnar systems. This is consistent with
the observation in macaques that CO blobs lie along cen-
ters of ocular dominance columns but do not coincide with
centers of pinwheels [7], although in New World owl mon-
keys no consistent relationship has been reported between
ocular dominance centers and CO blobs [81]. In macaques,
the center-to-center distance between iso-orientation
domains, the cycle width of ocular dominance domains,
average distance between CO blobs, etc., may also be
determined by a pathway comparable to the cat Y cell
pathway. Although the vast majority of cells in macaque
LGN are X-like, a small proportion (3% or less) of magno-
cellular cells, known as My or ‘upsilon’ cells, show transient
and rapid non-linear responses [82] and could play a
similar role to the Y cells of the cat in building the scaffold
for the columnar architecture. However, we lack reliable
data on the exact numbers of these My cells in the retina
and on the extent of the axonal arborizations in the cortex
of their LGN counterparts. Therefore it is premature to
make numerical predictions for the macaque as we have
done above for the role of cat Y cells.
Orientation domains versus pinwheels: implications for
cortical plasticity
Primary sensory areas are believed to reliably represent
the sensory world by way of the responses of their basic
Box 3. Outstanding questions
 Although several predictions that follow from the hypothesis have
been shown to be supported by already existing data, as explained in
earlier sections, many further predictions can also be made, includ-
ing the following:
(i) Simultaneous recordings from the LGN and striate cortex would
reveal that a majority of connected cell pairs between LGN and
layer 4 cells have fairly similar preferred orientations; also, cell
pairs having similar orientation preferences will show a higher
degree of coherence in their firing.
(ii) The center of an eye dominance column will most often coincide
with the center of a primary orientation domain (either the radial
orientation or its orthogonal), and also with the center of an ON
or OFF cluster.
(iii) The dominance between ON and OFF subregions will also vary
gradually between ON and OFF foci in a manner similar to the
gradual transitions observed in orientation and ocular domi-
nance domains.
(iv) Orientation domains for non-primary orientations will exhibit
greater susceptibility to environmental manipulations.
 What are the underlying mechanisms of the cortical network that
integrate signals from channels preferring primary orientations to
create preferences for non-primary orientations and a gradual pro-
gression of preferred orientations across the cortex?
 Can a computational model predict the ideal distribution of preferred
orientations across the retina from the typical functional architecture
of orientation domains observed in the cortex, or vice versa?
 Does the cortex of species such as rats, that do not have orientation
columns, have mostly only cortical neurons tuned to the primary
orientations?
 Is the cortex of species such as ferrets, that do not have ocular
dominance columns, relatively poorer in binocular neurons?
 What overall functional architecture in macaques does the extension
of the model to representations of color, spatial frequency, and
temporal frequency predict?
Opinion Trends in Neurosciences August 2015, Vol. 38, No. 8feature detectors. However, a degree of plasticity of this
cortex may be beneficial in adapting a developing sensory
system to the particular environment of the animal, as
well as in fine-tuning the processing of frequently pre-
sented stimuli of behavioral significance, as in perceptual
learning. In this respect, it has been found [83] that cells
near pinwheel centers are amenable to activity-depen-
dent changes, which is not the case for cells in iso-orien-
tation domains. This difference may be related to the
more broadly tuned subthreshold inputs at pinwheel
regions [84,85] and, in one study, also to spike responses
[86]. Intracellular recordings show membrane potential
responses to be much more broadly tuned to orientation
at pinwheel centers than in iso-orientation domains,
whereas spike responses are equally well-tuned at both
locations [84]. Therefore a significant input–output trans-
formation must occur near pinwheel centers. This is well
simulated in a recent computational model, using intra-
cortical excitatory and inhibitory connections [87], which
are also integral to the generation of the full range of
orientations from the primary orientations by the cortical
network in our model. This heterogeneity in the plastic
potential across the striate cortex is also consistent with
the finding from optical imaging studies that kittens
deprived of normal visual input do develop orientation
columns, but they are restricted to mainly two orienta-
tions [88]. We suggest that retinal dendritic fields, largely
determined by structural factors during development
[89], provide the input signals tuned to primary orienta-
tions for cortical cells. A main role of visual input during
development is then likely to be the elaboration of non-
primary orientations at the cortical level. Thus, the
domains of primary orientations, dominated by direct
thalamic inputs, would be more resistant to plastic
changes. By contrast, away from them and closer to
pinwheel centers, horizontal excitatory and inhibitory
interactions, potentially more modifiable than thalamo-
cortical inputs, may play a decisive role in both shaping
the sharp tuning for spikes from the broader synaptic
inputs and in generating preferences for non-primary
orientations. The cells in these regions would thus be
more capable of adaptive and plastic changes. Outstand-
ing questions are listed in Box 3.Concluding remarks
When Hubel and Wiesel first described orientation col-
umns they also pointed out an enigma: an orientation
column is only about 25–50 microns in width, but the
dendritic and axonal arbors of cortical cells stretch out
to many millimeters [90]. Even the dense proximal den-
dritic cluster of boutons is around 500 microns wide
[91]. Furthermore, cortical lateral connections are both
excitatory and inhibitory, and project to both iso- and
cross-orientation modules, although with a small bias of
a higher excitation-to-inhibition ratio in the projection to
iso-orientation domains [78]. However, all these are pre-
cisely the characteristics expected of the network that we
propose, which generates sharply tuned cortical minicol-
umns, and whose peak sensitivities cover the full range of
orientations, but which are built from a limited number of
channels broadly tuned to the primary orientations. The
sharpness of orientation tuning arises from a tip of the
iceberg effect of inhibition on a broadly tuned thalamic
input, supplemented by cross-orientation inhibition. The
overall cortical functional architecture for all the stimulus
parameters arises out of the cortical elaboration of the
spectrum of peak sensitivities from the limited number of
subcortical channels that carry the essential information
about each parameter, be it stimulus orientation, eye of
origin of the signal, polarity of contrast, or, for that matter,
other features such as hue, spatial frequency, or temporal
frequency. The final phenome of a cell is then represented
by a point in a multidimensional space, whose Cartesian
coordinates for each parameter are specified by a limited
number of channels that the two eyes and their limited
retinal surface areas can code for.
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