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Q3-D3-LSA
Lukas Borke and Wolfgang K. Ha¨rdle
Abstract QuantNet 1 is an integrated web-based environment consisting of differ-
ent types of statistics-related documents and program codes. Its goal is creating
reproducibility and offering a platform for sharing validated knowledge native to
the social web. To increase the information retrieval (IR) efficiency there is a need
for incorporating semantic information. Three text mining models will be exam-
ined: vector space model (VSM), generalized VSM (GVSM) and latent semantic
analysis (LSA). The LSA has been successfully used for IR purposes as a tech-
nique for capturing semantic relations between terms and inserting them into the
similarity measure between documents. Our results show that different model con-
figurations allow adapted similarity-based document clustering and knowledge dis-
covery. In particular, different LSA configurations together with hierarchical clus-
tering reveal good results under M3 evaluation. QuantNet and the corresponding
Data-Driven Documents (D3) based visualization can be found and applied under
http://quantlet.de. The driving technology behind it is Q3-D3-LSA, which is the
combination of “GitHub API based QuantNet Mining infrastructure in R”, LSA and
D3 implementation.
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1 Introduction – From Data to Information
The “QuantNet” concept is the effort to collect, interlink, retrieve and visualize all
the information in the scientific community with the particular emphasis on statis-
tics. The richness and diversity of various and heterogeneous data types, descrip-
tions and data sets submitted by various and numerous authors require an appropri-
ate text mining model to be established and tuned. The big collection of data has
now to be distilled to human-readable and applicable information and at the same
time a modern and robust visualization framework is crucial.
QuantNet was originally designed as a platform to freely exchange empirical as
well as quantitative-theoretical methods, called Quantlets. It supported the deploy-
ment of computer codes (R, Matlab, SAS and Python), thus helping to establish col-
laborative reproducible research (CRR) in the field of applied statistics and econo-
metrics at the Collaborative Research Center 649 (http://sfb649.wiwi.hu-berlin.de/),
operated at the Humboldt University of Berlin. The former PHP-based QuantNet
provided users a series of basic functions including registration, Quantlet uploading,
searching, demonstrating and downloading. Heterogeneous resources submitted by
diverse contributors were stored on a proprietary Linux server having its own Oracle
database. Hence, this IT-infrastructure was quite restrictive, maintenance-intensive
and also relatively susceptible to errors due to strict data type requirements, com-
plexity and constraints of the Oracle database.
With the time, some problems and drawbacks became increasingly apparent:
1. lack of version control (VC) and source code management (SCM)
2. lack of distinct abilities of collaboration and project management between teams
and heterogeneous groups of people
3. high personal maintenance costs of the infrastructure
4. database-restrictions and inflexibility of data handling
5. lack of a clear abstraction barrier between the data storage and the text mining
(TM) and visualization layer of the system architecture
The points 1, 2 and 3 could be easily solved by the immanent features of the
“GitHub’s philosophy”. As Marcio von Muhlen (Product Manager at Dropbox) elo-
quently expresses (http://marciovm.com/i-want-a-github-of-science/):
GitHub is a social network of code, the first platform for sharing validated knowledge native
to the social web. Open Science efforts like arXiv and PLoS ONE should follow GitHubs
lead and embrace the social web.
Point 4 could be tackled by using the YAML standard (http://yaml.org/) for meta in-
formation of the resources, thus replacing the necessity of a database system. More
about this human-readable data serialization language can be found on
https://github.com/yaml/yaml-spec. Point 5 could be realized via the GitHub API
(Cosentino et al., 2016). After the challenge of the abstraction barrier was solved
it was a straightforward procedure to connect the newly created Quantlet organi-
zation (https://github.com/Quantlet) on GitHub with the rest of the existing system
architecture comprising the TM and D3.js visualization layer.
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QuantNet (http://quantlet.de) is now an online GitHub based organization with
diverse repositories of scientific information consisting of statistics related docu-
ments and program codes. The advantages of QuantNet are:
• Full integration with GitHub
• Proprietary GitHub-R-API implementation developed from the core R package
github (Scheidegger, 2016) available as GitHub repository “R Bindings for the
Github v3 API” (https://github.com/cscheid/rgithub) from Carlos Scheidegger,
professor in the Department of Computer Science at the University of Arizona
• TM Pipeline providing IR, document clustering and D3 visualizations realized
via QuantMining, a “GitHub API based QuantNet Mining infrastructure in R”
• Tuned and integrated search engine within the main D3 Visu based on validated
meta information in Quantlets
• Ease of discovery and use of your technology and research results, everything in
a single GitHub Markdown page
• Standardized audit and validation of your technology by means of the Style
Guide (https://github.com/Quantlet/Styleguide-and-FAQ) and Yamldebugger
(https://github.com/Quantlet/yamldebugger) (Borke, 2016)
1.1 Transparency, Collaboration and Reproducibility
QuantNet – open access code-sharing platform:
• Quantlets: R, Matlab, SAS and Python programs, various authors and topics
• QuantNetXploRer: Q3-D3-LSA driven and GitHub based search engine
• Knowledge discovery of brand-new research topics but also of dormant and
archived research materials as required by good scientific practice
The Q3-D3-LSA technology comprises the following main components:
• Q3 (Quantlets, QuantNet, QuantMining): Scientific data pool and data mining
infrastructure for CRR
• D3 (Data-Driven Documents): Knowledge discovery via information visualiza-
tion by use of the D3 JavaScript library combining powerful visualization com-
ponents and a data-driven approach
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• LSA (Latent Semantic Analysis): Semantic embedding for higher clustering per-
formance and automatic document classification by topic labeling
Fig. 1 Wordcloud of the QuantNet terms
2 Related Work
Feinerer and Wild (2007) applied LSA based algorithms in a fully automated way
on transcripts of interviews. The machine results were compared against marketing
expert judgments with the outcome that the proposed algorithms provided perfect re-
liability with appropriate validity in automated coding and textual analysis. Feinerer
and Wild (2007) could guarantee reliability on a very high level avoiding at the same
time the main disadvantages of qualitative methods performed by humans like their
inherent subjectivity and their high costs.
Linstead et al. (2008) pointed out that while there has been progress in devel-
oping sourcecode-specific search engines in recent years (e.g. Koders, Krugle, and
Google’s CodeSearch), these systems continue to focus strictly on text information
retrieval, and do not appear to leverage the copious relations that can be extracted
and analyzed from code. By combining software textual content with structural in-
formation captured by their CodeRank approach, they were able to significantly im-
prove software retrieval performance. Developing and applying probabilistic models
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to automatically discover the topics embedded in the code and extracting topic-word
and author-topic distributions the authors provided a statistical and information-
theoretic basis for quantifying and analyzing developer similarity and competence,
topic scattering, and document tangling, with direct applications to software engi-
neering.
Encouraged by the presented studies we propose in this paper to use the latent
semantic analysis (LSA) (Deerwester et al., 1990) as a technique capturing seman-
tic relations between terms and inserting them into the similarity measure between
documents. In this approach, the documents are implicitly mapped into a “semantic
space”, where documents that do not share any terms can still be close to each other
if their terms are semantically related. The semantic similarity between two terms is
inferred by an analysis of their co-occurrence patterns: terms that co-occur often in
the same documents are considered as related. This statistical co-occurrence infor-
mation is extracted by means of a singular value decomposition (SVD) of the “term
by document” matrix, in the way described in Section 4.
3 Q3-D3 Genesis
D3 (https://d3js.org/) is a rather new and not traditional visualization framework,
introduced by Bostock et al. (2011). D3.js (or just D3 for Data-Driven Documents)
is a JavaScript library for producing dynamic, interactive data visualizations in web
browsers. It makes use of the widely implemented SVG, HTML5, and CSS stan-
dards. Instead of establishing a novel graphical grammar, D3 solves a different,
smaller problem: efficient manipulation of documents based on data. The software
design is heavily influenced by prior visualization systems, including Protovis.
The D3 gallery (available at http://bl.ocks.org/mbostock) demonstrates diverse
capabilities and performance of the D3 technology, providing a huge collection of
D3 visualization examples. Moreover, various applications and frameworks for data
visualization have been built using D3, combining its methods with other modern
technologies. Examples of these include, among many others, a data visualization
library Plotly (see https://plot.ly) and a Force-directed Network Visualization devel-
oped by Jim Vallandingham (see https://flowingdata.com/2012/08/02/how-to-make-
an-interactive-network-visualization/).
Impressed by the performance and universal applicability of the D3 framework
we decided to build the new QuantNet visualization upon this D3 architecture. The
first steps are summarized in chapter “I. Genesis (Nov 2013 - Aug 2014)”. Basically,
all main data objects from QuantNet could be exported to and visualized in the D3
framework templates, amongst them the whole “QuantNet universe” and “galaxies”
representing individual subsets like books and projects. Further, co-occurrence in-
formation about authors and keywords as well as further details like creation times
etc. could be exploited. Not only all source code files from Q3-D3 Genesis are
available for free use and reproducibility but also live examples on GitHub pages:
(https://github.com/Quantlet/D3Genesis).
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Fig. 2 Q3-D3 Genesis - Chapters
Fig. 3 The entire QNet-Universe
Fig. 4 Galaxy MVA with clusters
Fig. 5 The entire QNet-Universe
with clusters
Fig. 6 Adjacency matrix of XFG
Fig. 7 Authors: Co-occurrence
Fig. 8 Keywords: Co-occurrence
QuantNet contains also all Quantlets (which serve as supplementary examples
and exercises) from the following books: MVA (Ha¨rdle and Simar, 2015), SFE
(Franke et al., 2015), SFS (Borak et al., 2013), XFG (Ha¨rdle et al., 2008). These
book abbreviations are used in some figures in this section and in Section 5.
One of the most popular D3 layouts is the “Force-Directed Graph” which was ex-
tensively deployed in the “Genesis” chapter and is still one part of the final Quant-
Net visualization (https://bl.ocks.org/mbostock/4062045). The layout is based on
special graph-drawing methods called force-directed techniques. These techniques
represent a graph as a system of physical objects with diverse physical forces (e.g.
electric) pulling and pushing the objects apart. The optimal visualization layout im-
plies that all these forces are in equilibrium, see for more details Michailidis (2008).
Subsequently, other D3 layouts were examined, which is documented in the
chapters from “II. Shakespeare works” to “VI. QuantNet 2.0 @ GitHub”. Fig-
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Fig. 9 4 Visu examples from Q3-D3 Genesis Chapters II - VI
ure 9 shows four visualization examples based on three different D3 layouts: Cir-
cle Packing, Force Collapsible with names and Expandable Tree. They are real-
ized via the following D3 classes: d3.layout.pack, d3.layout.force and
d3.layout.tree.
Chapter “II. Shakespeare works” served as a simple and impressive example.
Further, diverse subsets of QuantNet documents and code files in different stages of
development were visualized in five different D3 layouts which are mainly designed
for the graphical representation of hierarchically structured data. Specially for this
purpose, a dendrogram parser was constructed. Starting with the “document term
matrix” of the Quantlets the R code generated the tree structure and cluster labels
based on the dendrogram which was created by the R function hclust. Finally, the
recursively structured tree list within R was transformed to a JSON (http://json.org)
file which is required by the D3 designs.
Finally, we see four different examples of the QuantNet Visu from quantlet.de,
see Figures 10, 11, 12, 13. The TM pipeline retrieves the meta information of
Quantlets via the GitHub-R-API, then the LSA model is applied, clusters and labels
generated and the processed data is output via JSON into the D3 Visu application.
In the following Section 4 the vector space representations, with LSA as a special
case of them, will be described.
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Fig. 10 Orbit clustering of QuantNet, grouped
by books and projects
Fig. 11 Force-Directed Graph of QuantNet,
linked by “see also” connections
Fig. 12 Orbit clustering of QuantNet, subset
containing and grouped by Springer books.
Quantlets containing the search query “black sc-
holes” highlighted in red
Fig. 13 Orbit clustering of QuantNet, LSA
model, k-means, 40 clusters. Quantlets contain-
ing the search query “big data” highlighted in
red
4 Vector space representations
4.1 Text to Vector
The vector space model (VSM) representation for a document d has been intro-
duced by Salton et al. (1975). Given a document, it is possible to associate with it
a bag of terms (or bag of words) by simply considering the number of occurrences
of all terms contained. Typically words are “stemmed” meaning that the inflection
information contained in the last few letters is removed.
A bag of words has its natural representation as a vector in the following way.
The number of dimensions is the same as the number of different terms in the cor-
pus, each entry of the vector is indexed by a specific term, and the components of
the vector are formed by integer numbers representing the frequency of the term in
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the given document. Typically such a vector is then mapped/transformed into some
other space, where the word frequency information is merged/rescaled considering
other information like word importance, relevance and semantic, assigning to unin-
formative words lower or no weight.
Suppose we have a set of documents Q and a set of terms T . Define t f (d, t) as
the absolute frequency of term t ∈ T in d ∈Q and id f (t) = log(|Q|/nt) as the inverse
document frequency, with nt = |{d ∈Q|t ∈ d}|. Let w(d)= {w(d, t1), . . . ,w(d, tm)}>,
d ∈Q, be the weighting vector of the given document. Each w(d, ti) is calculated by
a weighting scheme, see next Section 4.2. Then D = [w(d1), ..,w(dn)] is the “term
by document” matrix, or in abbreviated form TDM.
In this way a document is represented by a (column) vector w(d) in which each
entry reflects the relevance/importance of a particular word stem used in the docu-
ment. Typically d can have tens of thousands of entries, often more than the number
of documents. Furthermore, for a particular document the representation is typi-
cally extremely sparse, having only relatively few non-zero entries, more details in
Section 6.2.
4.2 Weighting scheme, Similarity, Distance
A widely used weighting scheme in IR and TM is the t f -id f , short for term fre-
quency - inverse document frequency. The concept of id f was introduced as “term
specificity” by Jones (1972). Although it has worked well as a heuristic, its theo-
retical foundations have been troublesome for at least three decades afterward, with
many researchers trying to find information theoretic justifications for it. Robertson
(2004) concludes 32 years later in the same journal “Journal of Documentation”:
However, there is a relatively simple explanation and justification of IDF in the relevance
weighting theory of 1976. This extends to a justification of TF*IDF in the Okapi BM25
model of 1994. IDF is simply neither a pure heuristic, nor the theoretical mystery many
have made it out to be. We have a pretty good idea why it works as well as it does.
Stephen Robertson worked from 1998 to 2013 in the Cambridge laboratory of Mi-
crosoft Research. Much of his work has contributed to the Microsoft search engine
Bing.
The (normalized) t f -id f weighting scheme is defined as
w(d, t) =
t f (d, t)id f (t)√
∑mj=1 t f (d, t j)2id f (t j)2
,m = |T |. (1)
Hence, the similarity of two documents d1 and d2 (or the similarity of a document
and a query vector q) can be computed based on the inner product of the vectors.
The (normalized t f -id f ) similarity S of two documents d1 and d2 is given by
S(d1,d2) =
m
∑
k=1
w(d1, tk) ·w(d2, tk) = w(d1)>w(d2). (2)
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A frequently used distance measure is the Euclidean distance:
dist2(d1,d2) =
√
m
∑
k=1
{w(d1, tk)−w(d2, tk)}2. (3)
It holds the general relationship:
cosφ =
x>y
|x| · |y| = 1−
1
2
dist2
(
x
|x| ,
y
|y|
)
, (4)
with φ as the angle between x and y. Substituting x|x| by w(d1) and
y
|y| by w(d2) we
have an easily computable transformation between the t f -id f similarity and the Eu-
clidean distance. In particular when dealing with big data this fact can be exploited,
since many standard clustering methods expect a distance matrix in advance. Usu-
ally, it is more efficient to first calculate the similarity matrix exploiting the strong
sparsity in text documents and then apply the transformation in Formula 4 to obtain
the distance matrix.
4.3 Shakespeare’s tragedies
The basic concepts of the introduced vector space representations will be illustrated
by the example of Shakespeare’s works, available under http://shakespeare.mit.edu.
Let Q= {d1,d2,d3} be the document corpus containing the following Shakespeare’s
tragedies: d1 = “Hamlet” (total word number: 16769); d2 = “Julius Caesar” (total
word number: 11003); d3 = “Romeo and Juliet” (total word number: 14237). After
some text preprocessing as in Section 6.1, the TDM is a 5521×3 matrix. Consider
the special vocabulary Ts selected amongst 100 most frequent words:
Ts = {art,bear,call,day,dead,dear,death,die,eye, f air, f ather, f ear,
f riend,god,good,heart,heaven,king, ladi, lie, like, live, love,
make,man,mean,men,must,night,queen, think, time}
= {t1, . . . , t32}
Fig. 14 Heatmap of Ts in 3 Shakespeare’s tragedies
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Fig. 15 Wordcloud of all words (tf ≥ 5) in 3
Shakespeare’s tragedies in corpus Q
Fig. 16 Radar chart: weightings of terms in Ts
of tragedies in corpus Q.
Figure 16 shows the weighting vectors w(d) of the tragedies in Q (Hamlet, Julius
Caesar, Romeo and Juliet) wrt. to the special vocabulary Ts in a radar chart. The
highest term weightings w(d, t) are distributed as follows: w(d1, t18), t18=ˆ “king”;
w(d1, t30), t30=ˆ “queen”; w(d2, t15), t15=ˆ “good”; w(d2, t27), t27=ˆ “men”; w(d3, t19),
t19=ˆ “ladi”; w(d3, t23), t23=ˆ “love”. The heatmap in Figure 14 displays the same
information in another representation.
MS and MD for 32 special terms in Ts:
MS =
 1 0.64 0.630.64 1 0.77
0.63 0.77 1
 MD =
 0 0.85 0.870.85 0 0.68
0.87 0.68 0

MS and MD for all 5521 terms:
MS =
 1 0.39 0.460.39 1 0.42
0.46 0.42 1
 MD =
 0 1.10 1.041.10 0 1.07
1.04 1.07 0

Finally, we present the similarity matrices MS and distance matrices MD for the
selected tragedies in Q. On the one hand, wrt. to the special vocabulary Ts, on the
other hand, wrt. to the full vocabulary containing 5521 terms. Every entry in MS
and MD corresponds to the value calculated by Formula 2 and 3, respectively, for
any given document pair di,d j ∈ Q. The weighting scheme was calculated via the
normalized t f weight. In the case of a few documents in the corpus the document
frequency id f is inappropriate as many frequent terms have a high probability to be
present in all documents, in this case only three. Therefore, the id f weighting share
would make many terms vanish, which would considerably decrease the overall
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similarity between two documents which is calculated by the scalar product of their
term weights.
4.4 Generalized VSM (GVSM)
One of the problems with basic VSM representations as presented in Section 4.1
is that they treat terms as uncorrelated, assigning them into orthogonal directions
in the feature space. A classical example is synonymous words which contain the
same information, but are assigned distinct components (Srivastava and Sahami,
2009). As consequence, only documents that share many terms (which serve as
vector components) can be clustered into common topics and clusters. But in reality
words are correlated, and sometimes even synonymous, so that documents with very
few common terms can potentially be on closely related topics. Such similarities
cannot be detected by the basic vector space model (BVSM) (Salton et al., 1975).
This raises the question of how to incorporate information about semantics into the
feature map, so as to link documents that share “related” terms?
So far, we have identified the following drawbacks of the classical t f -id f ap-
proach and of the BVSM in general: 1) uncorrelated/orthogonal terms in the feature
space, 2) documents must have common terms to be similar, 3) sparsity of document
vectors and similarity matrices.
Over the time many solutions were proposed by various researchers, first of them
Wong et al. (1985) and Deerwester et al. (1990). We will treat them later in this Sec-
tion. Other noteworthy books giving a general survey of the big topic “Text mining
and different models” are (Berry, 2003) and (Srivastava and Sahami, 2009). The
most popular solutions are: I) using statistical information about term-term cor-
relations (GVSM in Section 4.4.2); II) incorporating information about semantics
(semantic smoothing, LSA in Section 4.4.3).
More generally, we can consider transformations of the document vectors by
some mapping P. The simplest case involves linear transformations, where P is any
appropriately shaped matrix. In this case the generalized similarity S has the form:
SP(d1,d2) = (Pd1)>(Pd2) = d>1 P
>Pd2, d1,d2 ∈ Q. (5)
Every P defines another generalized vector space model (GVSM) resulting in the
similarity matrix:
M(P)S = D
>(P>P)D,
with D being the “term by document” matrix as defined in Section 4.1.
4.4.1 Basic VSM (BVSM)
The BVSM was introduced by Salton et al. (1975) and uses the vector representation
with no further mapping, the VSM shows P= I in this case. Even in this simple case
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the “matrix nature” of VSM allows different embeddings of t f -id f weightings into
the matrix representations.
• P = Im and w(d) = {t f (d, t1), . . . , t f (d, tm)}> lead to the classical t f -similarity
Mt fS = D
>D
• diagonal P(i, i)id f = id f (ti) and w(d) = {t f (d, t1), . . . , t f (d, tm)}> lead to the
classical t f -id f -similarity Mt f id fS = D
>(Pid f )>Pid f D
• starting with w(d) = {t f (d, t1)id f (t1), . . . , t f (d, tm)id f (tm)}> and P = Im results
in the classical t f -id f -similarity Mt f id fS = D
>ImD = D>D as well
4.4.2 GVSM – term-term correlations
An early attempt to overcome the limitations of the BVSM was proposed by Wong
et al. (1985) under the name of generalized VSM, or GVSM. A document is charac-
terized by its relation to other documents in the corpus as measured by the BVSM.
The mapping P and the resulting model specifications are as follows:
• P = D> is the linear mapping
• S(d1,d2) = (D>d1)>(D>d2) = d>1 DD>d2 is the document similarity
• MT TS = D>(DD>)D is the similarity matrix
DD> is called a “term by term” matrix, having a nonzero i j entry if and only if
there is a document containing both the i-th and the j-th term. Thus, terms become
semantically related if they co-occur often in the same documents. The documents
are mapped into a feature space indexed by the documents in the corpus, as each
document is represented by its relation to the other documents in the corpus. If the
BVSM represents a document as bag of words, the GSVM represents a document
as a vector of its similarities relative to the different documents in the corpus. If
there are less documents than terms, then we additionally achieve a dimensionality
reduction effect. In order to avoid misleading we will refer to this model as the
GVSM(TT) for the rest of our article, hence distinguishing it from other possible
GVSM representations which are induced by another mapping P.
4.4.3 GVSM – Latent Semantic Analysis (LSA)
Latent semantic analysis (LSA) is a technique to incorporate semantic information
in the measure of similarity between two documents (Deerwester et al., 1990). LSA
measures semantic information through co-occurrence analysis in the corpus. The
document feature vectors are projected into the subspace spanned by the first k sin-
gular vectors of the feature space. The projection is performed by computing the
singular value decomposition (SVD) of the matrix D =UΣV>. Hence, the dimen-
sion of the feature space is reduced to k and we can control this dimension by vary-
ing k. This is achieved by constructing a modified (or truncated) matrix Dk from
the k-largest singular values σi, i = 1,2,3, ...,k, and their corresponding vectors:
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Dk =UkΣkV>k . Based on the SVD factors, the resulting model specifications are as
follows:
• P =U>k := IkU> is the projection operator onto the first k dimensions, Ik is an
m×m identity matrix having ones only in the first k diagonal entries, k < m
• MLSAS = D>(UIkU>)D is the similarity matrix
• Dk = UPD = UkΣkV>k = UΣkV> is the truncated TDM which is re-embedded
into the original feature space, PD = ΣkV> is the corresponding counterpart in
the semantic space
• Derr =D−Dk =U(Σ−Σk)V> is the approximation error of the SVD truncation
The k dimensions can be interpreted as the main semantic components/concepts
and UkU>k =UIkU
> as their correlation. Some authors refer to UIkU> as a “seman-
tic kernel” or “latent semantic kernel”. It can be shown that MLSAS =VΛkV
>. Start-
ing with VΛV> =VΣ>ΣV> =VΣ>U>UΣV> = D>D and diagonal Λii = λi = σ2i
with eigenvalues of V , the truncated diagonal Λk consists of the first k eigenvalues
and zero-values else. It should be noted that D>D is the BVSM similarity matrix.
For more technical and scientific proofs and interpretations of this paragraph we
recommend the following publications: Cristianini et al. (2002), Berry (2003) and
Srivastava and Sahami (2009). The visualization of the “LSA anatomy” in Section
6.4 may also be helpful.
4.4.4 Closer look at the LSA implementation
Several classes of adjustment parameters can be functionally differentiated in the
LSA process. Every class introduces new parameter settings that drive the effective-
ness of the algorithm. The following classes have been identified so far by Wild and
Stahl (2007):
1. Textbase compilation and selection
2. Preprocessing: stemming, stopword filtering, special vocabulary etc.
3. Weighting schemes: local weights (none (i.e. tf), binary tf, log tf etc.); global
weights (normalisation, idf, entropy etc.)
4. Dimensionality: singular values k (coverage of total weight = 0.3, 0.4, 0.5 etc.)
5. Similarity measurement: cosine, best hit, mean of best, pearson, spearman etc.
The latent semantic space can be either created directly by using the documents,
in our case Quantlets, letting the matrix D be the weighting vectors of the Quantlets.
Or it can be first trained by domain-specific and generic background documents.
Generic texts add thereby a reasonably heterogeneous amount of general vocab-
ulary whereas the domain-specific texts provide the professional vocabulary. The
Quantlets would be then folded in into the semantic space which was created in the
previous SVD process. By doing so, one gains in general a higher retrieval perfor-
mance as the vocabulary set is bigger and more semantic structure is embedded.
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Bradford (2009) presented an overview of 30 sets of studies in which the LSA
performance in text processing tasks could be compared directly to human perfor-
mance on the same tasks. In half of the studies, performance of LSA was equal to
or better than that of humans.
Miller et al. (2009) proposed a family of LSA-based search algorithms which
is designed to take advantage of the semantic properties of well-styled hyperlinked
texts such as wikis. Performance was measured by having human judges rating the
relevance of the top four search results returned by the system. When given sin-
gleterm queries, the highest-performing search algorithm performed as well as the
proprietary PageRank-based Google search engine. The comparison with respect to
Google is especially promising, given that the presented system operated on less
than 1% of the original corpus text, whereas Google uses not only the entire corpus
text but also meta data internal and external to the corpus.
Ferna´ndez-Luna et al. (2011) proposed a recommender agent based on LSA for-
malism to assist the users that search alone to find and join to groups with similar
information needs. With this mechanism, a user can easily change her solo search
intent to explicit collaborative search.
A comparison of three WordNet related methods for taxonomic-based sentence
semantic relatedness was examined in Mohamed and Oussalah (2014). Using a hu-
man annotated benchmark data set, all three approaches achieved a high positive
correlation reaching up to r = 0.88 with comparison to human ratings. In parallel,
two other baseline methods (LSA as part of it) evaluated on the same benchmark
data set. LSA showed comparable correlation as the more sophisticated WordNet
based methods, (https://wordnet.princeton.edu).
4.4.5 GVSM Applicability for Big Data
Having n documents with a vocabulary of m terms and LSA truncation to k dimen-
sions, there are the following memory space requirements for the TDM representa-
tions: m×n matrix cells in BVSM (O(mn)); n2 matrix cells in GVSM(TT) (O(n2));
k× (k+m+ n) matrix cells in LSA(k) (O(kn)). In the context of big data the n
will usually dominate the other quantities m and k, furthermore k is fixed, see for
comparison Table 1. Clearly, the TDM D in the BVSM is the first step for all three
models. Hence, the basic calculation and storage demand is dictated by D. Concern-
ing the memory demands, the GVSM(TT)-TDM would be maximal. For a fixed k
the memory demand for a TDM in LSA would be less than in BVSM: O(kn) versus
O(mn). The calculation of the GVSM(TT)-TDM would involve a matrix multiplica-
tion D>D, see Section 4.4.2, implying n2×m multiplications. Concerning the LSA,
which is performed by SVD, the situation is more complex.
There are numerous theoretical approaches and software implementations with
respect to the SVD topic. Several state-of-the-art algorithms including the Lanczos-
based truncated SVD and the corresponding implementations are outlined in Ko-
robeynikov (2010) and Golyandina and Korobeynikov (2014). The R package svd
(Korobeynikov et al., 2016) provides “Interfaces to Various State-of-Art SVD and
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Eigensolvers” (https://github.com/asl/svd). This package is basically an R interface
to the software package PROPACK containing a set of functions for computing
the singular value decomposition of large and sparse or structured matrices, which
are written in Fortran and C (http://sun.stanford.edu/%7Ermunk/PROPACK/). Al-
though the R package lsa (Wild, 2015), which performs a full SVD, is sufficient
for the QuantNet data, Lukas Borke has run some benchmarks applying the func-
tion propack.svd() from the R package svd to examine its performance. The
main advantages are the time saving partial SVD calculation (depending on k) and
the fast C optimized implementation. For this purpose he has extracted several data
sets from GitHub by means of the “GitHub Mining Infrastructure in R” (see Sec-
tion 8.1). The collected data are meta informations describing samples of GitHub
organizations.
time in seconds for BVSM LSA(k) BVSM + LSA(k) size of TDM (BVSM)
10.570 Org’s 39 149 188 14238×10570
16.803 Org’s 51 264 315 16029×16803
30.437 Org’s 69 637 706 18501×30437
45.669 Org’s 93 990 1083 20368×45669
97.444 Org’s 159 2673 2832 23667×97444
Table 1 Benchmark for TDM matrix creation in BVSM (package tm) and LSA(k) (propack.svd()
from package svd), k = 100, elapsed time in seconds
As can be inferred from Table 1, the time complexity both for BVSM and LSA
TDM matrix creation is feasible. 10570 data sets from GitHub organizations require
less than 1 minute for BVSM and two and a half minutes for LSA. Increasing the
number of data up to roughly 100000 samples leads to less than 3 minutes calcu-
lation time for BVSM and 45 minutes for LSA. In simpler terms, one can create a
TDM for 100.000 documents both in BVSM and LSA in less than one hour on a
single CPU core without any parallelization expense. A smaller data set like 10.000
documents can be handled on a usual PC with 8 GByte RAM. For larger data sets
a Linux server (Research Data Center, https://rdc.hu-berlin.de) with an available
memory of 256 GiB was used. Since this benchmark was focused on the time com-
plexity, no deeper analysis was undertaken concerning the memory demand. At any
time point of the benchmark process the available RAM of 256 GiB was far away
from being exhausted.
Concluding we can say that a Linux server with 256 GiB RAM has sufficient
performance reserves for BVSM and LSA processing of big data, having 100.000
documents and an hour processing time as a “lower boundary”. As software one
needs only an R installation and some freely available R packages (tm, svd as the
most crucial ones). All tests were conducted on a single core, hence there is addi-
tional potential to speed up the calculation time. In Theußl et al. (2012) a tm plug-in
called tm.plugin.dc is presented implementing a distributed corpus class which can
take advantage of the Hadoop MapReduce library for large scale text mining tasks.
With a quadratic space complexity (memory demand) of O(n2) and a cubic time
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complexity of n2 ×m multiplications the GVSM(TT) model is the worst choice
among the considered TM models, unless some optimization (like parallelization,
exploiting theoretical properties like sparsity etc.) is done.
5 Methods
5.1 Cluster Analysis
If the data can validly be summarized by a small number of groups of objects, then
the group labels may provide a very concise description of patterns of similarities
and differences in the data. The need to summarize data sets in this way is increas-
ingly important because of the growing volumes of data now available in many areas
of science, and the exploration process of such data sets using cluster analysis and
other multivariate analysis techniques is now often called data mining. In the 21st
century, data mining has become of particular interest for investigating material on
the World Wide Web, where the aim is to gather and analyze useful information or
knowledge from web page contents (Everitt et al., 2011).
Our objectives are to determine topic labels and assign them to (text) documents.
A confident and reliable automatic process would completely bypass the expense of
having humans, whose task is to provide labels. But the process known as document
clustering is less than perfect. The labels and their assignment may vary depending
on humans or different objective processes that incorporate external information
such as stock price change. Document clustering assigns each of the documents in
a collection to one or more smaller groups called clusters (Weiss et al., 2012).
Fig. 17 k-means clustering of Shakespeare’s
works
Fig. 18 k-means clustering and metric MDS for
MVA quantlets via Plotly
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The result of clustering is typically a partition (also called clustering) C , a set
of clusters C. Each cluster consists of a number of documents d. Objects - in our
case documents - of a cluster should be similar and dissimilar to documents of other
clusters. The code for the reproducibility of the clustering in Figure 18 is available
as interactive Quantlet MVAQnetClusKmeans plotly in http://quantlet.de/
5.1.1 Partitional Clustering
k-means is a classical clustering method that has been adapted to documents. It is
very widely used for document clustering and is relatively efficient. The k-means
algorithm aims to partition n observations/objects into k clusters in which each ob-
servation is assigned to the cluster with the nearest mean, serving as a prototype of
the cluster. k-means typically converges to its minimum after relatively few itera-
tions.
k-medoids clustering is related to the k-means. It is also referred to as partitioning
around medoids or PAM. Both variants attempt to minimize the distance between
points labeled to be in a cluster and a point designated as the center/medoid of that
cluster. In contrast to the k-means, k-medoids chooses datapoints as centers and
works with an arbitrary matrix of distances. Concerning their R implementations
kmeans and pam, the function pam is more robust because it minimizes a sum
of unsquared dissimilarities. Moreover pam does not need initial guesses for the
cluster centers, contrary to kmeans (Kaufman and Rousseeuw, 2008).
Fig. 19 LSA:50 geometry of Quantlets via MDS (left) and t-SNE (right), clustered by k-means
with generated topics
In Figure 19 k-means clustering produced 8 clusters with the following topic
assignments: 1) distribut copula normal gumbel pdf; 2) call option blackschol put
price; 3) return timeseri dax stock financi; 4) portfolio var pareto return risk; 5)
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interestr filter likelihood cir term; 6) visual dsfm requir kernel test; 7) regress non-
parametr linear logit lasso; 8) cluster analysi pca principalcompon dendrogram.
Fig. 20 Quantlets clustered by k-means into 16 clusters, the tooltip on the right shows their topics
5.1.2 Hierarchical Clustering
Hierarchical clustering algorithms got their name since they form a sequence of
groupings or clusters that can be represented in a hierarchy of nested clusters (Stein-
bach et al., 2000). This hierarchy can be obtained either in a top-down or bottom-
up fashion. Top-down means that we start with one cluster that contains all docu-
ments. This cluster is stepwise refined by splitting it iteratively into sub-clusters.
One speaks in this case also of the so called “divisive” algorithm. The bottom-up
or “agglomerative” procedures start by considering every document as individual
cluster. Then the most similar clusters are iteratively merged, until all documents
are contained in one single cluster. In practice the divisive procedure is almost of no
importance due to its generally bad results. Therefore, only the agglomerative vari-
ants are outlined in the following. Typical agglomeration methods are “ward.D”,
“ward.D2”, “single”, “complete”, “average”. This family of agglomeration methods
will be abbreviated as HC in the following, all of them are available by means of the
R function hclust.
Hierarchical (agglomerative) clustering is a popular alternative to k-means clus-
tering of documents. As explained above, the method produces clusters, but they
are organized in a hierarchy comparable with a table of contents for a book. The
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binary tree produced by HC is a map of many potential groupings of clusters. One
can process this map to get an appropriate number of clusters. That is more difficult
with k-means, where the procedure usually must be restarted when we specify a new
value of k.
Hierarchical classifications produced by either the agglomerative or divisive
route may be represented by a two-dimensional diagram known as a dendrogram,
which illustrates the fusions or divisions made at each stage of the analysis. Two
examples of such a dendrogram are given in Figures 21 and 22.
Fig. 21 Combined representation of Shakespeare’s works: their similarity matrix via heat map, his-
togram of the matrix values and dendrograms of the row and column values (created via heatmap.2
function from the R package gplots)
5.2 Cluster validation measures
Internal validation measures take only the data set and the clustering partition as
input and use intrinsic information in the data to assess the quality of the clus-
tering. For internal validation, we decided for measures that reflect the compact-
ness, connectedness and separation of the cluster partitions. Connectedness relates
to what extent observations are placed in the same cluster as their nearest neighbors
in the data space, and is measured by the connectivity method as suggested by Handl
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Fig. 22 Dendrogram created by HC (ward-method) in LSA model, cut in 6 clusters and 30 sub-
clusters, 137 Gestalten, subset from the books SFE, SFS and the project IBT
et al. (2005). Compactness assesses cluster homogeneity, usually by looking at the
intra-cluster variance, while separation quantifies the degree of separation between
clusters, usually by measuring the distance between cluster centroids. Since com-
pactness and separation demonstrate opposing trends (compactness increases with
the number of clusters but separation decreases), popular methods combine the two
measures into a single score. The Dunn Index (Dunn, 1974) and Silhouette Width
(Rousseeuw, 1987) are both examples of non-linear combinations of the compact-
ness and separation. Together with the connectivity method they constitute the three
internal measures available in the R package clValid (Brock et al., 2008). The de-
tails of each measure are given below, and for a good overview of internal measures
in general see Handl et al. (2005).
5.2.1 Connectivity
The connectivity indicates the degree of connectedness of the clusters, as determined
by the k-nearest neighbors. The connectedness considers to what extent observations
are placed in the same cluster as their nearest neighbors in the data space. Let N
denote the total number of observations (documents) in a data set and M denote the
total number of variables (terms), which are assumed to be numeric. Define nni( j)
as the jth nearest neighbor of observation i, and let xi,nni( j) be zero if i and j are
in the same cluster and 1/ j otherwise. Then, for a particular clustering partition
C = {C1, . . . ,CK} of the N observations into K disjoint clusters, the connectivity is
defined as
Conn(C ) =
N
∑
i=1
L
∑
j=1
xi,nni( j) , (6)
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where L is a parameter giving the number of nearest neighbors to use. The connec-
tivity has a value between zero and ∞ and should be minimized.
5.2.2 Silhouette
The Silhouette of a datum is a measure of how closely it is matched to data within
its cluster and how loosely it is matched to data of the neighbouring cluster, i.e. the
cluster whose average distance from the datum is lowest. A Silhouette close to 1
implies the datum is in an appropriate cluster, while a Silhouette close to -1 implies
the datum is in the wrong cluster. For observation i, it is defined as
S(i) =
bi−ai
max(bi,ai)
, (7)
where ai is the average distance between i and all other observations in the same
cluster, and bi is the average distance between i and the observations in the “nearest
neighboring cluster”, i.e.
bi = min
Ck∈C \C(i)
∑
j∈Ck
dist(i, j)
n(Ck)
, (8)
where C(i) is the cluster containing observation i, dist(i, j) is the distance (e.g. Eu-
clidean, Manhattan) between observations i and j, and n(C) is the cardinality of
cluster C.
The Silhouette Width is the average of each observation’s Silhouette value. The
Silhouette Width thus lies in the interval [−1,1], and should be maximized. For
more information, see the help page for the silhouette function in the package
cluster (Rousseeuw et al., 2006).
5.2.3 Dunn Index
The Dunn Index is the ratio of the smallest distance between observations not in the
same cluster to the largest intra-cluster distance. It is computed as
Dunn(C ) =
min
Ck,Cl∈C ,Ck 6=Cl
(
min
i∈Ck, j∈Cl
dist(i, j)
)
max
Cm∈C
diam(Cm)
, (9)
where diam(Cm) is the maximum distance between observations in cluster Cm. The
Dunn Index has a value between zero and ∞, and should be maximized.
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5.3 Visual cluster validation
Cluster validation can simply be conducted using visual inspection of the generated
topics and comparing them with prior domain specific knowledge, as long as the
data set remains limited and manageable and the topic number is of modest size. Fig-
ure 23 demonstrates that. Clearly, the dominating first 8 clusters/topics (correspond-
ing to 96% of the data set) deal with “stochastic process simulation”, “returns”,
“dax”, “financial stocks”, “call option prices”, “assets”, “black scholes”, “normal
distribution density”, “probability”, “parameter computation”, “simulation”, “corre-
lation”, “model estimation”, “finance”, “options”, “implied volatility”. These key-
words were taken from the first eight cluster topics as displayed in the cluster legend
on the right in Figure 23. But also the remaining four topics (corresponding to 4% of
the data set) show good concordance with the content and topics (like “kernel den-
sity estimation”, “nonparametric regression”, “risk” etc.) which are covered by the
book SFE : “Statistics of Financial Markets” (Franke et al., 2015). Since the auto-
matically generated topic labels consist of stemmed words, the above listed “human
readable versions” were syntactically improved by the authors for illustration pur-
pose, see also Section 8.2.
Fig. 23 SFE Quantlets clustered by k-means into 12 clusters, the tooltip on the right shows their
topics
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6 Results
As data set for the following examination and analysis the whole QuantNet data
base was taken. At the time of the big data analysis the documents structure was
as follows: 1170 Gestalten (from 1826 individual Quantlets). That means that the
meta information was extracted from Quantlets, in the case that several Quantlet ver-
sions in different programming languages were available their meta information was
merged to a single and unique representation, called “Gestalt”. SFEGBMProcess
is such an example, see Figure 24.
Fig. 24 Gestalt “SFEGBMProcess” simulating the geometric Brownian motion comprises 3
Quantlets in 3 programming languages: R, Matlab and SAS
• Q = {d1, . . . ,dn} : set of documents (Quantlets/Gestalten)
• T = {t1, . . . , tm} : dictionary (set of all terms)
• t f (d, t) : absolute frequency of term t ∈ T in d ∈ Q
• D = [w(d1), . . . ,w(dn)] : “term by document” matrix TDM
Throughout the whole Section 6 we will use the definitions and notations from
Section 4 and 5. The first step is to transform the text documents into the quantities
listed above. This will be demonstrated in the next Section 6.1.
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6.1 Text Preprocessing results
Listing 1 Text preprocessing via R package tm
# p r e p r o c e s s i n g t e x t w i th t h i s f u n c t i o n
c l e a n C o r p u s = f u n c t i o n ( c o r p u s ) {
c o r p u s . tmp <− tm map ( corpus , r e m o v e P u n c t u a t i o n )
c o r p u s . tmp <− tm map ( c o r p u s . tmp , s t r i p W h i t e s p a c e )
c o r p u s . tmp <− tm map ( c o r p u s . tmp , removeNumbers )
c o r p u s . tmp <− tm map ( c o r p u s . tmp , c o n t e n t t r a n s f o r m e r ( t o l o w e r ) )
c o r p u s . tmp <− tm map ( c o r p u s . tmp , stemDocument )
c o r p u s . tmp <− tm map ( c o r p u s . tmp , removeWords , s t o p w o r d s ( ” e n g l i s h ” ) )
c o r p u s . tmp <− tm map ( c o r p u s . tmp , removeWords , q n s t o p w o r d s )
r e t u r n ( c o r p u s . tmp )
}
d o c c o r p u s <− VCorpus ( D i r S o u r c e ( d i r . name , e n c o d i n g = ”UTF−8”) ,
r e a d e r C o n t r o l = l i s t ( l a n g u a g e = ” en ” ) )
c o r p u s . c l e a n e d <− c l e a n C o r p u s ( d o c c o r p u s )
# TDM wi t h a l l t e r m s
t d m c l e a n e d <− TermDocumentMatrix ( c o r p u s . c l e a n e d )
# tr immed TDM, d i s c a r d i n g t f <= 2
t d m c l e a n e d t f 2 <− TermDocumentMatrix ( c o r p u s . c l e a n e d ,
l i s t ( bounds = l i s t ( g l o b a l = c ( 3 , I n f ) ) ) )
For the basic text preprocessing and calculation of the TDM the R package tm
(Feinerer and Hornik, 2015) was applied, see Listing 1. It provides a framework
for text mining applications within R (Feinerer et al., 2008). According to Table 2
we selected the preprocessing configuration “discarding tf ≤ 2” resulting in a TDM
with 1039×1170 entries.
terms Non-/sparse entries
all terms (after preprocessing) 2223 17878/2583032
discarding tf = 1 1416 17071/1639649
discarding tf ≤ 2 1039 16317/1199313
discarding tf ≤ 3 846 15738/974082
Table 2 Total number of documents in QuantNet: 1170 Gestalten/1826 Quantlets; term sparsity:
98%−99%
6.2 Sparsity results
The BVSM, GVSM(TT) and three LSA configurations with the dimension param-
eter k equal to 300, 171 (50% of the weight of all singular values) and 50 were
considered, see Table 3. Sparsity and density are terms used to describe the percent-
age of cells in a database table (or a matrix) that are not populated and populated,
respectively. The sum of the sparsity and density should equal 100%. Sparsity is
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the ratio of the number of zero entries to the total number of entries of a matrix.
In general, the lower the sparsity, the better, see also “drawbacks of the BVSM” in
Section 4.4.
Fig. 25 BVSM Fig. 26 GVSM(TT)
Fig. 27 LSA:300 Fig. 28 LSA:171(50%) Fig. 29 LSA:50
Heat maps with dendrograms of the similarity matrices in the appropriate model
configurations are displayed in Figures: 25, 26, 27, 28, 29. They allow an extensive
visual interpretation and characterization of the inherent cluster structure of the in-
cluded text documents. The method heatmap.2 from the R package gplots was
used for creating the heat maps (Warnes et al., 2016). This method simultaneously
performs reordering of the matrix rows and/or columns according to the row and/or
column means within the restrictions imposed by the dendrogram. Hence, an easier
identification of “similarity clusters” within the matrix is provided. The color map
on the left displays the meaning of the color keys: yellow values show the similarity
values close to 1, red values those close to zero, see also Formula 2.
Two interesting effects can be stated. I) GVSM(TT) and LSA similarity matrices
pronounce a higher concentration of “similarity clusters” around the diagonal than
those in the BVSM, thereby indicating subsets of documents allowing good cluster-
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ization into one particular group. II) LSA allows an adjusted sparsity reduction and
similarity enhancement, respectively, by varying the k parameter. We can see the
apparent relationship that lower k values imply clearer “similarity clusters” within
the matrix, compare the Figures 27, 28 and 29.
BVSM GVSM(TT) LSA:300 LSA:171(50%) LSA:50
TDM 0.99 0.65 0.51 0.51 0.47
MS 0.65 0.07 0.35 0.36 0.35
Table 3 Model performance regarding the sparsity of the “term by document” matrix TDM and
the similarity matrix MS in the appropriate models (weighting scheme: tf-idf normalized)
We can conclude that the more sophisticated models GVSM(TT) and LSA
clearly outperform the BVSM concerning both the TDM and similarity matrices.
Given the pure numbers in Table 3, we observe that the LSA configurations re-
duce the TDM sparsity to the greatest extent. In the case of similarity matrices
GVSM(TT) achieves the greatest sparsity reduction.
6.3 3 Models, 3 Methods, 3 Measures
For evaluation and benchmark purpose we have introduced the so-called M3 eval-
uation. All TM models, clustering methods and validation measures as presented
in the previous sections are combined in a 3× 3× 3 benchmark setup, hence the
name M3 evaluation. Every M stands for one of the dimensions: models, methods
and measures.
• 3 models: BVSM, GVSM(TT) and LSA
• 3 clustering methods: k-means, k-medoids, HC
• 3 cluster validation measures: connectivity, Silhouette width, Dunn index
More precisely, the current experimental design should be named as M33,3,3,250
(250 as the maximal cluster size to be evaluated). Later we will explain how it can
be extended to M3d1,d2,d3,max, with di encompassing more settings in the appropriate
dimension.
Concerning LSA two configurations were taken: k equal to 171 (50% of the
weight of all singular values) and 50. There is another implicit dimension in the
experimental design, namely the number of possible clusters, let’s call it i, which
is captured on the x-axis in the plot matrix in Figure 30. We have decided to run
the validation for the first 2, . . . ,250 i-values. Since our TDM has 1170 documents/-
columns, we regard the choice of 250 as the maximal cluster size as appropriate. On
the one hand, 250 is more than enough for the practical needs. On the other hand,
in the case of 250 clusters amongst 1170 objects one would obtain around 5 objects
in one cluster at average. This is quite close to the extreme case, one object in one
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Fig. 30 M3 plot matrix. Rows: connectivity, Silhouette, Dunn. Columns: HC, k-medoids, k-means.
Colors: BVSM, GVSM(TT), LSA, LSA50
cluster, what is trivial and honored by the most validation measures with the “high-
est score”. All things considered, our choice of the maximal cluster size was a good
compromise between the practical needs, the theoretical limits and computational
expense.
Listing 2 demonstrates the main idea of the M3 experimental design. For any
given TDM the main function clValid is executed. Afterwards, the evaluation
results for all considered TM models are aggregated with respect to any consid-
ered validation measure and clustering method, in our example, Silhouette and HC.
Apparently, the experimental design can be extended in any dimension: more TM
models, more clustering methods, more validation measures and, if necessary, more
cluster sizes. The increasing calculation time of the overall experiment should be
considered. A contemporary Intel Core i5 CPU needed one night to finish all calcu-
lations.
For any given M3-combination (fixed measure, method and model) the shape
of the function graph in the appropriate M3 plot matrix cell (a particular row, col-
umn and color) can exhibit an individual behavior, see Figure 30. Characteristic for
validation measures in our setup is the monotonous growth. In some cases there
are some fluctuations and oscillations for lower i values. After an initial period of
some i’s all function graphs start to consolidate their growth trend. Remarkable is
the unstable and noisy behavior of the k-means method, in particular in the BVSM.
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Another interesting observation is the combination Silhouette and LSA50. First the
graph has a strong oscillation with a decreasing trend, then a relatively steep ascent
and finally, after around a quarter of the interval length of i-values, the graph shows
a stable sideways movement.
Listing 2 Cluster validation via R package clValid
# l o a d t h e R package
l i b r a r y ( c l V a l i d )
# t r a n s p o s e t h e TDM i n t h e LSA model
A = t ( m l s a m a t )
# run t h e main e v a l u a t i o n f u n c t i o n
i n t e r n <− c l V a l i d (A, 2 : 2 5 0 , c lMethods =c ( ” h i e r a r c h i c a l ” , ” kmeans ” , ” pam ” ) ,
v a l i d a t i o n =” i n t e r n a l ” )
# b a s i c i n s p e c t i o n methods
summary ( i n t e r n )
p l o t ( i n t e r n )
m l sa = measures ( i n t e r n )
# a g g r e g a t e e v a l u a t i o n r e s u l t s f o r 4 d i f f e r e n t TM models ; S i l h o u e t t e / HC
x l = 250
p l o t ( 2 : x l , m b [ 3 , , 1 ] , pch =15 , y l im =c ( 0 . 0 1 , 0 . 7 ) , c o l =” b l u e ” ,
x l a b =” number o f c l u s t e r s / hc ” , y l a b =” S i l h o u e t t e c r i t e r i o n ” )
l i n e s ( 2 : x l , m t t [ 3 , , 1 ] , t y p e = ” p ” , pch =15 , c o l =” r e d ” )
l i n e s ( 2 : x l , m l sa [ 3 , , 1 ] , t y p e = ” p ” , pch =15 , c o l =” g r e e n ” )
l i n e s ( 2 : x l , m lsa50 [ 3 , , 1 ] , t y p e = ” p ” , pch =15 , c o l =” magenta ” )
l e g e n d ( ” t o p r i g h t ” , c o l = c ( ” b l u e ” , ” r e d ” , ” g r e e n ” , ” magenta ” ) , pch =15 ,
l e g e n d = c ( ”BVSM” , ”GVSM( TT ) ” , ” LSA” , ”LSA50 ” ) , l t y =3)
Measure Model Method
Connectivity LSA50 HC
Silhouette LSA50 HC
Dunn BVSM/LSA HC
Table 4 M3 evaluation results
The results of our M3 evaluation are summarized in Table 4. The most important
observations and conclusions are:
• HC better or comparable to other methods under all measures and in all models
• LSA50 superior with respect to the connectivity and Silhouette measures
• BVSM/LSA slightly better than LSA50 with respect to the Dunn measure, but
still comparable (small range of values in all models)
• Conclusion: LSA/LSA50 and HC is the optimal model/method combination un-
der M3 evaluation
6.4 LSA anatomy
Since the SVD truncation as performed in Section 4.4.3 results in the following
decomposition:
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D = Dk +Derr (10)
and
Dk =UkΣkV>k , (11)
the question arises how these six matrices, namely D,Dk,Derr,Uk,Σk and V>k , look
like?
6.4.1 SVD decomposition
Fig. 31 Heat maps with color key of D and Dk (from left to right)
All results, in particular all plots and figures, from this subsection can be exam-
ined and reproduced by the corresponding Quantlets, available under
https://github.com/Quantlet/Q3D3LSA. The reader can also “just browse” through
the GitHub repository and study the plots in a higher resolution, in particular the
high dimensional matrix representations. The most important incorporated R pack-
ages are lsa (Wild, 2015), gplots (Warnes et al., 2016) and ggplot2 (Wickham,
2009). In the beginning of every Quantlet the LSA space is created from the term
document matrix TDM of the Quantlets, which was created as described in Section
6.1.
In Figures 31, 32 and 33 we first see the heat maps of D,Dk and Derr (
LSA heatmaps sum) and then the histograms of the distribution of the correspond-
ing matrix values ( LSA basics, LSA basics hist box). D is our original TDM
from the BVSM, Dk the corresponding truncated and re-embedded TDM from the
LSA model (reduced to the first k dimensions) and Derr is the approximation error
matrix of the SVD truncation.
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Fig. 32 Histogram of the matrix values in D (to the left); heat map with color key of the error
matrix Derr (to the right)
Fig. 33 Histograms of Dk and Derr
Several things are characteristic. All three matrices are sparse what becomes ev-
ident looking at their color maps. The red color means positive matrix values close
to 1, white means values equal to zero and blue displays negative values covering a
subset of the interval [−1,0]. While the matrix D has only non-negative values (what
is clear from the definition in Formula 1), the matrices Dk and Derr include also neg-
ative ones. Their histograms and boxplots in Figures 33 and 36 allow a better anal-
ysis. Both of them are concentrated on a relatively small interval [−0.05,0.05]. Dk
exhibits a higher shift towards positive values, whereas Derr pronounces a higher
shift to the negative ones. Dk has a smaller sparsity than D due to its distribution
properties, compare also Table 3. Derr behaves more like a typical statistical error
term ε .
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Fig. 34 Heat maps of U>k , V
>
k , Σk (from top to bottom); plot showing the highest singular values
having a total sum of 50%
Fig. 35 Histograms of U>k , V
>
k
The SVD factor matrices Uk, Σk and V>k from Formula 11, their histograms and
boxplots are displayed in Figures 34, 35 and 36. The heat maps are produced via
LSA heatmaps factors. For reasons of space, the matrices Uk and V>k are both
displayed in a “horizontal way”.
The distribution of the matrix values in Uk (U>k resp.), whose columns (rows
resp.) represent the “semantic components”, can be appreciated by means of the
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Fig. 36 Boxplots of Derr , Dk, D, U>k , V
>
k
heat map and histogram ( LSA heatmaps factors, LSA basics hist box). The
distribution in Figure 35 indicates some kind of a “symmetric Pareto distribution”
behavior. Upper rows (i.e. rows with larger singular values) of U>k in Figure 34 show
higher concentration of non-zero values on several terms (i.e. columns). Down-
wards, the distribution of term frequencies (columns values) is getting more diffuse
and chaotic. A possible intuition could be that the lower “semantic components”
(rows) with lower singular values contribute consistently to all terms, but the con-
tribution impact is smaller. A lot of term values of the upper row coordinates of the
matrix are close to zero, for a smaller number of terms there is a distinct change
of colors, i.e. of term weights. Thus, the upper “semantic components” (with larger
singular values) influence some terms especially strong through all documents.
Concerning the matrix V>k we observe in the heat map in Figure 34 several sub-
sets ob neighbored columns which look very similar, i.e. having nearly the same
values (colors) in the row coordinates. Every column v>k, j in V
>
k contains the co-
efficients for any given document dLSAj (representing a particular Quantlet) in the
truncated LSA space:
dLSAj =UkΣkv
>
k, j. (12)
Hence, we can conclude that it is possible to observe the similarity of a group of
documents on the basis of the similarity of their coefficient vectors v>k, j. This is jus-
tified by the fact that the linear mapping x 7→UkΣkx is continuous in x (with respect
to any norm). This is in particular important for big data sets as the dimension of V>k
is k×n, with n as number of documents. Since the dimension of the original feature
space is m (dim(Uk) = m× k) one should consider to perform document clustering
not in m but only in k dimensions of the latent LSA space. The number of terms m
is fixed whereas k can be controlled and reduced via the SVD process. The price of
this is the approximation error Derr.
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The shape of the distribution of the matrix values in V>k is comparable to that of
Uk, see Figure 35. In the case that the assumption of a symmetric Pareto distribution
should hold the distribution of V>k would have a smaller shape parameter α . This
would also explain the higher concentration of the distribution of Uk on a smaller
interval around zero, apart from some outliers. Due to the fact that V>k and Uk are
truncations from orthogonal matrices no observations outside of the [−1,1] interval
can be made.
With respect, finally, to the diagonal and quadratic matrix Σk, everything is self-
explaining looking at its heat map and plot in Figure 34. The parameter k was chosen
in such a way that the biggest singular values with a subtotal of 50% were main-
tained, which resulted in k = 171. All steps can be reproduced by the Quantlet
LSA basics.
6.4.2 Semantic kernel
Fig. 37 Heat map of semantic kernel UkU>k , random subset 30×30
The “semantic kernel” UkU>k = UIkU
> as introduced in Section 4.4.3 can be
interpreted as correlation of terms in the lower k-dimensional semantic space. The
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Quantlet LSA kernel allows random samples of the full semantic kernel and
further experiments and visualizations as shown in the following figures.
Fig. 38 Histogram of the full semantic kernel UkU>k
Fig. 39 Heat map of the full semantic kernel UkU>k
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Figure 37 shows a randomly chosen 30× 30 sub matrix of the kernel. In oppo-
site to the BVSM, where the terms are orthogonal, LSA allows for establishing a
correlation structure between different words/terms. The word stem pairs “option-
pric/price”, “dividend/binomi”, “put/dividend”, “put/optionpric”, “factor/score” etc.
illustrate the statistical co-occurrence information extracted by means of the SVD.
Figures 38 and 39 visualize the full semantic kernel. The kernel UkU>k is a sym-
metric 1039×1039 matrix, every entry of which represents the correlation between
two given terms (dimensions of the matrix). The histogram in Figure 38 shows the
distribution of the correlation in a relevant range indicating that the semantic kernel
has a distinct shift towards positive correlations.
6.4.3 Semantic space versus HC
A fundamental question that arises is, how the “semantic components”, columns
of the matrix Uk or left-singular vectors in mathematical terms, can be interpreted?
Since the singular vectors (columns of U and V ) are only unique up to scalar multi-
ples of modulus one, in the case of real matrices +/- 1, the appropriate choice of the
sign (or “rotation”) should be considered. The Quantlet LSA PC rotation deter-
mines the proper sign (rotation) of the PC’s (semantic space Principal Components)
and extracts the top words of each PC for the given LSA space.
In more detail, the positive or negative sign is chosen based on the weights of the
positive and negative part of the PC (column of Uk). More precisely, PC+ and PC−
are compared and the sign is changed (the PC is multiplied by -1), if PC− > PC+.
As a reminder: f+(x) = max( f (x),0), f−(x) = −min( f (x),0), for a real-valued
function or vector f . Finally, the top words with the highest (positive) weights are
taken as “prototypes” for the PC’s topics, thereby allowing the determination of
possible labels for the “semantic components”.
Figure 40 shows on the left side two possible outputs of LSA PC rotation: one
PC representation without sign correction (no rotation), and the other with correc-
tion (auto determination of rotation). According to Table 5 in five of eight cases the
sign correction was performed determining other topic labels for the corresponding
PC’s. The cases with sign correction are marked with a star.
For comparison reasons, the two PC topic alternatives were contrasted against
the labels of the dendrogram clusters (https://github.com/Quantlet/D3Genesis ; “V.
QuantNet full - Hierarchical cluster analysis (3 levels) with Topics (Aug 30, 2015);
Expandable Tree”), see also Figure 40. The coincidence of the topic terms in the “se-
mantic components” and in the labels of the dendrogram clusters are summarized in
Table 5. We can observe the interesting effect that there is a perceptible correspon-
dence between the PC topics and HC cluster labels. A correspondence was recorded
every time there were at least two common terms both in the PC topics and HC la-
bels. In more than half of the cases even an unambiguous matching between PC and
HC topics/labels is possible. In the case of PC’s without rotation correspondences
towards six of eight HC cluster labels are possible ({1,3,5,6,7,8}). In the case of
auto-rotated PC’s correspondences towards all eight HC clusters can be recorded.
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Therefore it can be concluded that from the semantic point of view “semantic com-
ponents” (PC’s) and cluster labels (HC) provide good approximations to each other.
No determination of PC’s rotation:
PC1 (5.6): visual return option call distribut
PC2 (4.9): call option blackschol put price
PC3 (4.5): dsfm fpca dsfmbsyc dsfmfpcaic cluster
PC4 (4.4): dsfm copula distribut densiti gumbel
PC5 (4.3): return visual portfolio timeseri dax
PC6 (4.1): regress kernel nonparametr linear estim
PC7 (4.0): copula regress gumbel nonparametr var
PC8 (3.9): copula visual gumbel scatterplot clayton
Auto determination of PC’s rotation:
PC1 (5.6): visual return option call distribut
PC2 (4.9): visual densiti distribut copula normal
PC3 (4.5): dsfm fpca dsfmbsyc dsfmfpcaic cluster
PC4 (4.4): cluster analysi pca dendrogram principalcompon
PC5 (4.3): copula normal distribut gumbel call
PC6 (4.1): return copula cluster portfolio gumbel
PC7 (4.0): copula regress gumbel nonparametr var
PC8 (3.9): requir stflosst stfstab distribut approxim
Fig. 40 Topics of the first 8 “semantic components” (LSA on the left) versus cluster labels of the
dendrogram (HC on the right)
PC nr (no rotation) cluster nr (HC) PC nr (auto rotation) cluster nr (HC)
1 1,8 1 1,8
2 8 2? 1
3 6 3 6
4 3 4? 4
5 7 5? 3,1
6 5 6? 7,3
7 3,5 7 3,5
8 3 8? 2
Table 5 Coincidence table of PC numbers versus HC cluster numbers
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7 Application
The current implementation of the self-developed visualization framework for knowl-
edge discovery in QuantNet is displayed in Figure 41. The so-called D3 Visu ap-
plication is available as web page at http://quantlet.de. Driven by the Q3-D3-LSA
technology, which is the combination of our research findings, the integrated search
engine facilitates easier discovery of shared validated knowledge and collaborative
reproducible research (CRR). While the D3 based application provides an interac-
tive front end of IR, document clustering and visualization elements, one can rely
on the robust data storage infrastructure of GitHub in the background, comprising
the distinct abilities of version control (VC) and source code management (SCM).
A start page screenshot of the Quantlet GitHub organization is given in Figure 42.
Fig. 41 Front end view: all Quantlets in QuantNetXploRer, search term “big data”
The GitHub platform, having more than 14 million users and more than 35
million repositories, is currently the largest host of source code in the world.
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It provides access control, task management and collaboration features for all
project types. Thanks to the Style Guide (https://github.com/Quantlet/Styleguide-
and-FAQ), Yamldebugger R package (https://github.com/Quantlet/yamldebugger)
and introductory Quantlets https://github.com/Quantlet/yamldebugger intro the
Quantlet members have all necessary tools for a fast, transparent and iterative code
development and documentation process. Once a member or outside collaborator
has contributed valid Quantlets, the TM pipeline retrieves the meta information of
Quantlets via the GitHub-R-API and distills them to human-readable and applicable
information by means of the Q3-D3-LSA technology.
Fig. 42 Back end view: Quantlet organization on GitHub
Quantlets, which have been processed in that manner, are finally extracted into
the D3 Visu application layer, called QuantNetXploRer. Figure 41 demonstrates a
typical application. The hits of the entered search query, in this case “big data”,
are displayed both in textual form as in graphical form. Quantlets (represented by
nodes) containing the expression “big data” are highlighted in red color. The ap-
plication screen is divided into the central main visualization (“orbit clustering”
scheme), and auxiliary components like buttons, tool tips and legends. The upper
control panel allows the choice of different clustering schemes, D3 layouts, color
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palettes and allows the configuration of the dynamic and draggable legends. Two
legends allow to filter the nodes by programming languages or books and projects.
Other two legends display the cluster topics or GitHub repositories of the visualized
Quantlets. All relevant auxiliary components are draggable, can be deactivated and
are responsive, what means that the action performed in one element is reflected
in all other visualization components. For instance, if the user filters the nodes by
the programming language R, the contents of the main D3 Visu, the cluster topics
legend, the GitHub repositories legend are updated. The statistic of the remaining
language combinations in the programming languages legend is recalculated, too.
All updates of the main D3 Visu are realized via dynamic transition effects.
The Q3-D3-LSA engine of the QuantNetXploRer has many other characteristics
and features which are best explored by “learning by doing”:
Build Quantlets better, together, now (QuantNet @ GitHub).
8 Outlook
The benchmarks in Section 6 have shown that different GVSM configurations al-
low adapted similarity based document clustering. Concerning sparsity and higher
concentration of “similarity clusters” (as shown in Section 6.2) both the GVSM(TT)
and LSA configurations clearly outperform the classical BVSM. Incorporating term-
term correlations and semantics, GVSM(TT) and LSA provide considerable sparsity
reduction, thereby achieving higher clustering performance. The main advantage of
LSA is the flexible dimension reduction property which is controlled by the trunca-
tion parameter k within the SVD process. Additionally, the M3 evaluation identifies
the LSA/LSA50 and HC as the optimal model/method combination. The benefits of
the dimension reduction effect with smaller k values can be also observed in the M3
plot matrix (see Figure 30).
First benchmark results in Section 4.4.5 show that the LSA model seems to be
applicable for big data and has a modest time complexity. Thus, samples of 100.000
GitHub organizations could be processed within an hour. Potential bottlenecks are
the GitHub API extraction process or the calculation of big distance matrices for
some clustering methods. Both issues could be tackled by massive parallelization
and are beyond the actual subject “TM models”.
8.1 GitHub Mining Infrastructure in R
Our TM pipeline together with the GitHub-R-API implementation relies on several
sophisticated R packages like tm, lsa, svd, cluster, yaml, jsonlite and some more.
An essential element is the R package github (Scheidegger, 2016) “R Bindings for
the Github v3 API”. Taken as a whole we have a powerful “GitHub Mining infras-
tructure in R” which allows to incorporate any GitHub organization with its content
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for further analysis and possible data mining thanks to the official GitHub API v3
(https://developer.github.com/v3/). Currently, there are more than one million or-
ganizations on GitHub, among them Google, Facebook, Twitter, Yahoo, CRAN,
RStudio, D3, Plotly and many more.
Listing 3 shows how the content of any publicly available repository on GitHub
can be retrieved within R. The first parameter owner can be substituted by any or-
ganization or user name. Basically, the operating and mining scope of QuantNet can
be extended to any subset of GitHub. One challenge is to implement the appropriate
parsers for the specific repository structures and contents of new organizations. The
other is to adjust and calibrate the TM models to the new kind of information. Actu-
ally, QuantNet has already several parsers implemented. In addition to the Quantlet
organization, the repository “Introduction to Statistics with Python” (Haslwanter,
2016) (https://github.com/thomas-haslwanter/statsintro python) is also incorporated
via the Q3-D3-LSA engine.
Listing 3 GitHub API method Get contents returns the contents of a file or directory in any
repository on GitHub which is publicly available
g e t . r e p o s i t o r y . p a t h <− f u n c t i o n ( owner , repo , pa th ,
. . . , c t x = g e t . g i t h u b . c o n t e x t ( ) )
# Browser a s f u n c t i o n f o r
# h t t p s : / / g i t h u b . com / thomas−h a s l w a n t e r / s t a t s i n t r o p y t h o n
Q B r o w s e r 2 D i r O f f s e t = f u n c t i o n ( g h u s e r = ” thomas−h a s l w a n t e r ” ,
reponame = ” s t a t s i n t r o p y t h o n ” ,
p a t h o f f s e t = ” ISP / C o d e Q u a n t l e t s ” , showSummary = TRUE)
### S t a r t
r e p c = g e t . r e p o s i t o r y . p a t h ( g h u s e r , reponame , p a t h o f f s e t , c t x = c t x )
8.2 Future Developments
In the near future, Lukas Borke is going to publish 3 R packages under the overall
heading “GitHub API based QuantNet Mining infrastructure in R”. At this stage it
seems reasonable to organize this R infrastructure in the following packages:
• rGithubQ: an extension of the R package github, first of all, enabling file opera-
tions like Create a file, Update a file and providing a series of low level API help-
ing functions (see also https://github.com/cscheid/rgithub/blob/master/todo.org).
• tmPipelineQ: comprising the parser layer, TM models layer, clustering layer and
D3 export layer. This is the main component of the Q3-D3-LSA engine.
• mdGeneratorQ: GitHub Markdown generator, a special extended parser runs
trough the QuantNet repository structure, extracts resources like meta informa-
tion, source code, pictures etc., reformats, integrates and exports them via the
GitHub API into a single Markdown file for every Quantlet, see e.g. Figure 24.
The prototypes of the aforementioned 3 packages are already in operational and
working state and are continuously tested and improved. The tmPipelineQ and md-
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GeneratorQ prototypes operate independently from each other. Both components
require the rGithubQ functionality.
Furthermore, more TM models, clustering methods and validation measures
could be considered and studied for performance validation: from M3 to M3d1,d2,d3,max,
see Section 6.3. Optimization of the automatically generated cluster labels for easier
human readability and implementation of new “upgrades” into the D3 Visu could
contribute to a better usability of the Q3-D3-LSA technology.
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