Gromov proposed an averaged version of the Dehn function and claimed that in many cases it should be subasymptotic to the Dehn function. Using results on random walks in nilpotent groups, we confirm this claim for finitely-generated torsion-free nilpotent groups. In particular, if such a group satisfies the isoperimetric inequality F A(l) < Cl α for α > 2 then it satisfies the averaged isoperimetric inequality F Aavg(l) < C ′ l α/2 . In the case of nonabelian free nilpotent groups, the bounds we give are asymptotically sharp.
Introduction
Determining the asymptotic behavior of the Dehn function for a group is a classical problem in group theory. In [7] , Gromov proposed a variation on this problem: instead of asking for the largest area required to fill a closed curve of a given length, he asked what the average area is, taken over all closed curves. Gromov claimed that in many cases, this averaged Dehn function should be asymptotically smaller than the Dehn function, which was confirmed in the case of finite rank free abelian groups by [9] . Little is known about the averaged Dehn function; some open questions include whether it is invariant under changes of generators or quasi-isometries.
In this paper, we prove the following results:
Theorem 1. If G is a finitely-generated nilpotent group with centralized isoperimetric function ∆ cent (n) = Ω(n k ), then its averaged Dehn function for any presentation satisfies F A avg (n) = Ω(n k/2 ).
Theorem 2. If G is a finitely-generated nilpotent group with Dehn function F A(n) = O(n k ), then if k > 2, its averaged Dehn function for any presentation satisfies F A avg (n) = O(n k/2 ), and if k = 2, F A avg (n) = O(n log n)
Thus, nilpotent groups with Dehn function growing faster than linearly have averaged Dehn function strictly subasymptotic to their Dehn function. In addition, many nilpotent groups satisfy ∆ cent (n) = O(n k ) and F A(n) = O(n k ). When k > 2, the growth of the averaged Dehn function of such a group is independent of the chosen set of generators.
A related problem appears in statistical mechanics, where the behavior of a charged particle moving randomly in a magnetic field depends on the signed area of its path. The distributions of the signed area and the area of a random loop have thus been considered by mathematical physicists, see for instance, [5] and [4] . In the former, Colomo considers the area of a random loop in Z d as d goes to infinity and shows that, in contrast to the behavior in the finite dimensional case, when F A avg grows subquadratically, as d → ∞, F A avg (n) → n(n − 1)/6.
In section 2, we define Dehn functions and averaged Dehn functions. In section 3, we define the centralized isoperimetric function of a group and give a method to calculate it for a nilpotent group. In sections 4 and 5, we prove theorems 1 and 2.
Definitions
One can define the Dehn function in a variety of contexts; here, we define it in terms of a presentation of a group. We first define the filling area of a word.
Let G be a group with identity e, given by a presentation G = {e 1 , . . . , e d |r 1 , . . . , r s }.
Let R = r 1 , . . . , r s be the normal closure of the relators, and F be the free group on d generators, so that G = F/R. If w is a word in the e ±1 i that is the identity in G, then w lies in R when considered as an element of F . We can thus write
where the equality is taken in F . Define F A(w)(for "filling area") as the minimal k for which we can write such a decomposition. F A(w) counts the number of applications of relators required to reduce w to the trivial word. We can view this as an area by considering the 2-complex obtained by taking the Cayley graph of G and adding a face for each conjugate of a relator. Then w represents a curve in this complex, and F A(w) represents the minimal number of faces in a disc with boundary w.
We define the Dehn function of the presentation as the maximum filling area for words shorter than a given length. That is,
where B(n) denotes the ball of radius n in F . This depends on the choice of presentation, but changing the presentation changes the asymptotics only minimally. In particular, if F A(n) = Θ(n k ) for some k, the same is true for any other finite presentation of G.
Instead of taking the maximum, however, we can average the filling area over all words shorter than a given length that represent the identity to get an averaged version, F A avg of the Dehn function. In order to apply results on random walks, we will average over all "lazy" words of exactly a given length, that is, words of the form a 1 . . . a n , where a j ∈ {e ±1 i , e}. We will define F A avg using random walks. Let p ∈ M (G) be the measure
otherwise .
(For our purposes, any finitely supported probability measure such that p(e) > 0, p(x) = p(x −1 ), and the support of p generates G will suffice.) We use p to construct a random walk where at each step, the probability of moving from g to gh is given by p(h). Then p (n) (x), the nth convolution power of p, is the probability that an n-step random walk starting at e ends at x. We also define p (n) (x, y) ≡ p (n) (x −1 y), the probability of going from x to y in n steps and p(x, y) ≡ p (1) (x, y).
Define a measure ρ n on G n = G × · · · × G by
Then ρ n (g 1 , . . . , g n ) represents the probability that a random walk starting at g 1 follows the path g 1 , g 2 , . . . , g n . If we restrict ρ n to {e}×G n−1 , where e is the identity in G, then it is a probability measure. Moreover, the support of ρ n | {e}×G n−1 is isomorphic to the set of lazy words of length n−1, that is, words of the form a 1 . . . a n−1 , where a j ∈ {e ±1 i , e}, with isomorphism a 1 . . . a n−1 → (e, a 1 , a 1 a 2 , . . . , a 1 . . . a n−1 ). We can then define our averaged Dehn function by considering the measure ρ n | {e}×G n−2 ×{e} . This measure is nonzero, since ρ n (e, e, . . . , e) = p(e) n−1 > 0, so we can normalize it to a probability measureρ n and, using the isomorphism above, consider its support as the set of lazy words which are the identity in G. We then define the averaged Dehn function
Like the Dehn function, the averaged Dehn function depends a priori on the given presentation. In the theorems we will prove, a different presentation will only change the bounds by a constant, but it is unclear whether in general, the averaged Dehn functions of two different presentations for the same group are equivalent.
Centralized Isoperimetry
The lower bound we will give uses the centralized isoperimetric function defined in [3] ; we recall the definition. Let G = F/R = {e 1 , . . . , e d |r 1 , . . . , r s } as above. If w is a word which is the identity in G, we can write
Define ∆ cent (w) as the minimal k for which we can write such a decomposition (equivalently, the minimal s i=1 |b i |) , and for n ∈ N, define ∆ cent (n) = max
Equivalently, give F/[R, F ] the generating set {e 1 , . . . , e d } and give R/[R, F ] the generating set {r 1 , . . . , r s }. If we denote the distance functions induced by these generators by 
where G (k) is the lower central series of G,
With k as above
It will be convenient for us to note that F/[R, F ] is a central extension 
Let k be maximal such thatĀ 0 ∪H (k) = {1} as above, and thus max a∈Ā∪BH (n) dĀ(a, 1) = Θ(n k ).
.
dĀ(a, 1)
= Ω(n k ).
When applied to extensions by Z, this bound is a discrete analogue of the lower bound found by Pittet in [11] .
Conversely, if ∆ cent (l) = Ω(l k ), we can find an element z of R/[R, F ] of infinite order so that z ∈ (F/[R, F ]) (k) . Let α : R/[F, R] → Z take z to 1; we can construct a central extension of G by Z such that (1) commutes. Then max a∈Z∪BH (n) d Z (a, 1) = Ω(n k ).
Thus, to compute ∆ cent , it suffices to consider central extensions of G by Z.
Lower Bounds
Here we extend the bounds in Section 3 to the averaged Dehn function. We will be using theorems on the behavior of random walks on nilpotent groups, most notably Theorem 4 ([8]). Let G be a finitely generated group with polynomial volume growth of order D. Let p be a finitely supported probability measure such that p(e) > 0, p(x) = p(x −1 ), and the support of p generates G. Then there exist three positive constants C, C ′ , C ′′ such that, for all x ∈ G and all integers n, we have
where d(e, x) denotes distance in the word metric corresponding to the support of p and B(e, r) is the ball of radius r around e in this metric.
We will prove: Theorem 1. If G is a finitely-generated nilpotent group with centralized isoperimetric function ∆ cent (n) = Ω(n k ), then its averaged Dehn function for any presentation satisfies F A avg (n) = Ω(n k/2 ).
Proof. By the discussion in section 3, we know that there is a central extension
. Let z ∈ Z generate Z and choose a ′ i ∈ H that project to the a i . Then lazy words in the a i that are the identity in G correspond exactly to lazy words in the a ′ i representing elements in the image of Z. Theorem 4 suggests that a random lazy word of length n in a nilpotent group will represent an element of distance on average ≈ √ n from the identity. Because of the order k distortion of Z in H, this suggests that, on average, those lazy words which are elements of Z will represent elements of distance ∼ n k/2 from the identity in Z. Such a word w will have ∆ cent (w) ≥ n k/2 /c. This will give the lower bound we want.
We want to calculate the expected absolute value of l for lazy words in H representing powers z l of z. Letting p H be the measure corresponding to the generating set {a ′ 1 , . . . , a ′ d }, this is l∈Z |l| · p .
Note that since G is nilpotent, it has polynomial volume growth, say of order D.
We thus apply Theorem 4 to find l∈Z |l| · p (n)
For clarity, we replace expressions not depending on n with positive constants c i .
We make the substitutions x = (c 2 /n) k/2 l and y = (1/c 2 n) k/2 l. = Ω(n k/2 )
Upper Bounds
To obtain upper bounds, we will construct discs filling in random loops and bound their expected areas using Theorem 4.
Let w = a 1 a 2 . . . a n = e be a word with a i ∈ {e ±1 1 , . . . , e ±1 d , e}. We will think of w as a path in the Cayley graph and write w(i) = a 1 . . . a i . Fix shortest paths γ i,j between each pair of points w(i), w(j) on w. We can choose these such that γ i,j is γ j,i traced backwards.
We will inductively construct a disc with boundary w by gluing discs filling in geodesic triangles as in Figure 1 . For the first step, we start with two discs filling After the ith step, we have a disc filling the geodesic 2 i+1 -gon with vertices
, . . . , w 2 i+1 n 2 i+1 .
For the (i + 1)st step, we add 2 i+1 discs, filling the geodesic triangles with vertices
Finally, after the ⌊log 2 n⌋th step, the boundary is almost w. If two generators in the presentation represent the same element of G, it may not be exactly w, but we can apply a number of relators linear in n to get w exactly. It remains to estimate the area of the triangles added at each step. Roughly, we expect that the distance between w(x) and w(y) for a random w will grow about as |x − y|. Since G is nilpotent, its Dehn function can be bounded by a polynomial, say F A(n) < cn k and thus each of the 2 i+1 triangles added in the ith step can be filled with a disc of area on the order of
If we can prove this, the total area is then bounded by approximately
if k = 2. This suggests the bounds from theorem 2, which we restate: Proof. For a random closed path w of length n in G, we can construct a disc filling in w using the discussion above, and it remains only to find a rigorous estimate of the area. We first claim that E(d(w(s), w(t)) depends only on |s − t| and n. This is true because the map taking w = a 1 . . . a n to w ′ = a s a s+1 . . . a n a 1 a 2 . . . a s−1 preserves our measure on the space of words representing the identity and d(w(s), w(t)) = d(w ′ (0), w ′ (t − s)).
Thus to estimate the distances E(d(w(s), w(t)) for all pairs of s and t it suffices to estimate the distribution of d(e, w(t)) for all t. We want estimates of the moments of d(w(s), w(t), which are given by the follwing lemma:
Lemma 5. If G is as above, then for any n > 0, t < n, and m > 0 there is a constant c depending only on m such that E (d(e, w(t)) m ) < ct m/2 , where the expected value is taken with respect to ρ n+1 , i.e., over random closed paths of length n.
Proof. The probability that a random closed path of length n is at x at time t is:
Thus E (d(e, w(t)) m ) = x∈G d(e, x) m p (t) (e, x)p (n−t) (x, e) y∈G p (t) (e, y)p (n−t) (y, e) Using Theorem 4, we can estimate these sums. For clarity, we'll replace terms that don't depend on n or t with positive constants c i and we'll define λ = 1/t+1/(n−t). Without loss of generality, we can assume that t ≤ n/2. We're interested in what happens as t gets large, and thus our asymptotics will be in the limit as λ → 0. where #S(e, r) is the number of x ∈ G such that d(e, x) = r. We'd like to claim that #S(e, r) ≈ r D−1 , where D is the order of polynomial growth of G, but we can get the estimates we need by a summation by parts argument that uses just the fact that #B(e, r) ≈ r D . We first need to replace r m e −c1λr 2 with a decreasing function of r.
r m e −c1λr 2 has one extremum, a maximum of One can use the same techniques to show that
To find the expected area of the disc constructed above, we want to find the expected areas of the triangles used to construct the disc. The triangles added in the ith step of the construction connect points w(⌊jn/2 i+1 ⌋), w(⌊(2j + 1)n/2 i+2 ⌋), and w(⌊(j + 1)n/2 i+1 ⌋). By the lemma above, the kth moment of the expected distance between any two of these points is at most c(n/2 i+1 ) k/2 . Thus the kth moment of the perimeter of the triangle is at most 3 k c(n/2 i+1 ) k/2 . Since F A(l) < c ′ l k , the expected area necessary to fill the triangle is bounded by 3 k cc ′ (n/2 i+1 ) k/2 , and the claim follows from the discussion above.
For many nilpotent groups, F A(l) and ∆ cent (l) have polynomial growth of the same order; some examples of these are abelian groups, free nilpotent groups [3] , and the Heisenberg groups [1, 3] , though there are many more examples. For example, if G is a nilpotent group of nilpotency class c, such that G (c) contains elements of infinite order, then G/G (c) has a Dehn function and a central isoperimetric function both with polynomial growth of order c. The upper bound on the Dehn function follows from [6] , and the lower bound on the central isoperimetric function follows from Theorem 8 in [3] . When this growth is faster than quadratic, as in non-abelian free nilpotent groups, Theorems 1 and 2 give sharp estimates, independent of the generating set, of the growth of F A avg .
Conclusion
One natural question is whether similar theorems hold for other groups. This seems likely, but the proofs here rely on good upper and lower bounds for the offdiagonal transition probabilities of a random walk, which may not be obtainable in other classes of groups.
The crucial element seems to be the fact that the distance between two points in a random closed path grows sublinearly with the difference in time. One can then consider the behavior of random closed paths in general. For any n, we can construct a time-dependent random walkp describing the behavior of random closed paths of length n. Assume that p is symmetric, so that p(x, y) = p(y, x). The probability that a random path of length n from x to y is at z after time t is p (t) (x, z)p (n−t) (z, y) w p (t) (x, w)p (n−t) (w, y)
. Thus, if a random loop starting at e is at x after t steps, it must return to e after n − t more steps and we can writê p(x, y; t) = p(x, y)p (n−(t+1)) (y, e) w p(x, w)p (n−(t+1)) (w, e) as the probability that its next step will take it to y.
We can often write lim n→∞ p (n) (e, x) p (n) (e, e) = f (x); such a theorem is called a ratio limit theorem. In this case, That is, when n is large, a random closed path will look like the standard random walk on small timescales. The solvable Baumslag-Solitar groups BS (1, n) are examples of amenable groups for which the random walk goes to infinity at a sublinear rate [12] , but it seems likely that other methods would suffice to give a subexponential bound on the averaged Dehn function.
Sublinear growth of distances in random closed paths may be a fairly general phenomenon. In a free group, for example, the map w → d(w(i), e) taking random closed paths on the free group to random closed paths on N is measure-preserving, so, as in the nilpotent case, we find that E(d(s), d(t)) = O( |s − t|).
