A generalization of Gerschgorin's theorem is developed for the eigenvalue problem Ax = \Bx and is applied to obtain perturbation bounds for multiple eigenvalues. The results are interpreted in terms of the chordal metric on the Riemann sphere, which is especially convenient for treating infinite eigenvalues.
Introduction
We shall equip the projective complex line with the metric x defined by The justification of the use of the chordal metric lies in the simplicity of the final results, in particular in the uniform treatment of large and small eigenvalues. To illustrate this, we shall begin with an application to first order perturbation theory for a simple eigenvalue. The theory rests on a generalization of the Gerschgorin theorem, whose results are interpreted in terms of the chordal metric in the Riemann sphere.
This approach has the advantage that it deals readily with multiple and infinite eigenvalues.
Throughout this paper we shall identify the (possibly infinite) eigenvalue X = a/B with the point in the projective complex line defined by In the terminology of numerical analysis, the bound (1.1) says that v ^ is a condition number for the eigenvalue X, in the sense that it measures how perturbations in A and B will affect X. If v is small compared with E and F, then one can expect large changes in X. It should be noted that illconditioned eigenvalues need not be large, and conversely a large eigenvalue need not be ill-conditioned. For example, the bound (1.1) can be quite small even when (3=0 and hence X = 00 , which illustrates the utility of the chordal metric in dealing with this problem.
The factors cos 9 and sin 0 appearing in ( The above theory has two drawbacks. First, although the bound is asymptotically accurate, the theory does not provide a bound on the remainder, nor does it specify where it is applicable. Second, the theory is not applicable to multiple eigenvalues. It is thè object of the next two sections to remedy these defects. In Section 2 we shall develop a generalization of Gerschgorin 1 s theorem and in Section 3 apply it to develop a perturbation theory for multiple eigenvalues.
Throughout the paper we shall use Householder's notational conventions [2] # We shall use the symbols | |* | | (p = 1,2,°°) to denote the usual Holder vector norms.
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Gerschgorin Theory
Let A and B be matrices of order n. Set
that is a. is the vector formed from the i-th row of A by deleting its i-th Wilkinson has applied the Gerschgorin theorem to produce a perturbation theory for the eigenvalue problem. The heart of his theory is a technique in which off diagonal elements of order e are reduced to order 2 e by diagonal similarity transformations. In this section we shall show that the same technique can be applied to the generalized eigenvalue problem.
Since it is the technique rather than its specific applications that is of chief interest, we shall confine ourselves to one of the several cases treated by Wilkinson; the case where the problem has a complete set of eigenvectors.
Specifically we shall be concerned with the case where there are nonsingular matrices X and Y such that H Y AX = diagi^ ,of 2 ,.
•. ,a n ) and Y H BX = diag(| 1 ,l 2 ,...,e n ).
For definiteness we shall take X and Y to have columns of 2-norm unity. Of course the eigenvalues of Ax = \Bx are \^ = (i = l,2,...,n). We shall suppose that the first p eigenvalues are equal and distinct from the remaining q = n-p eigenvalues, and we shall apply the Gerschgorin theory of the last section to obtain perturbation bounds for this set of multiple eigenvalues.
Let E and F be matrices of order n and let e be an upper bound on the elements of the matrices Y^EX and Y^X. If e is small enough, the first p Gerschgorin regions will be disjoint from the others, and their union will contain exactly p eigenvalues which are necessarily near X-j • However we can obtain an even better result.
Let T ^ 0 be given. The eigenvalues of (A+E)X -X(B+F)X will be unchanged 
