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Abstract
For a large class of gauge theories a nilpotent BRS-operator s is constructed and its cohomology
in the space of local functionals of the off-shell fields is shown to be isomorphic to the cohomology
of s˜ = s + d on functions f(C˜, T ) of tensor fields T and of variables C˜ which are constructed of
the ghosts and the connection forms. The result allows general statements about the structure
of invariant classical actions and anomaly candidates whose BRS-variation vanishes off-shell. The
assumptions under which the result holds are thoroughly discussed.
1 Introduction
The BRS-formalism [2, 1] is an elegant and powerful tool for dealing with gauge symmetries in quantum
field theory. It is available for a large class of gauge theories whose classical symmetries have an algebra
which closes on the off-shell fields. In particular the BRS-formalism allows to characterize classical
actions and anomalies as BRS-invariant local functionals of the fields. Namely an action is a BRS-
invariant functional with ghost number 0 and anomalies correspond to BRS-invariant functionals with
ghost number 1. The latter can occur in the quantized theory if there is no regularization preserving
all symmetries of the classical theory. The BRS-invariance of the classical action follows from its
gauge invariance (and vice versa) and BRS-trivial contributions to the action can be used to construct
elegantly a gauge fixing and the corresponding Faddeev-Popov ghost contributions to the action [1].
The BRS-invariance of anomalies comprises consistency conditions which anomalies have to satisfy
as a consequence of the algebra of the symmetries of the classical theory and which have been first
derived for Yang–Mills theories [14]. In summary, actions and anomalies are solutions of the so-called
consistency equation
sWG = 0, gh (WG) = G (1.1)
where s denotes the BRS-operator and WG is a local functional with ghost number (gh ) G. In this
paper I restrict the investigation to the case that (1.1) holds identically in the fields (i.e. for off-
shell fields). I remark however that according to recent results [13, 8] there might be also anomalies
corresponding to on-shell solutions of (1.1). More precisely these functionals satisfy (1.1) only weakly in
the sense that they are BRS-invariant only up to functionals which vanish for solutions of the classical
field equations.
The above-mentioned locality ofWG is in the case of an invariant actionW0 a physical requirement
(input) and follows in the case of an anomaly W1 from renormalization theory. Here a functional is
called local if its integrand is a formal (not necessarily finite) power series in the undifferentiated
elementary fields and a polynomial in their partial derivatives. In addition the integrand may depend
explicitly on the coordinates (e.g. via background fields). The nilpotency of the BRS-operator (see
below) implies that (1.1) represents a cohomological problem, i.e. in order to solve (1.1) one has to
determine the cohomology of s in the space of local functionals with ghost number G. In particular
each functional of the form sXG−1 solves (1.1) and is therefore called a trivial solution provided XG−1
is a local functional. Two solutions of (1.1) are called equivalent if they differ by a trivial solution:
WG ∼=W ′G ⇔ WG −W ′G = sXG−1. (1.2)
∗Supported by Deutsche Forschungsgemeinschaft
1
A local functional of the fields is an integrated local volume form ωGD of the fields (the superscript of a
form denotes its ghost number, the subscript its form–degree, D denotes the space-time dimension)
WG =
∫
ωGD
and BRS–invariance of WG requires its integrand to satisfy
s ωGD + dω
G+1
D−1 = 0 (1.3)
where ωG+1D−1 is a local (D − 1)–form with ghost number G+ 1 and d denotes the exterior derivative
d = dxm∂m. (1.4)
The BRS-operator is by construction a nilpotent antiderivation which anticommutes with d:
s2 = {s, d} = d2 = 0. (1.5)
Therefore each volume form which can be written as s ηG−1D + d η
G
D−1 solves (1.3). Such solutions of
(1.3) are called trivial provided ηG−1D and η
G
D−1 depend locally on the fields. Analogously to (1.2) two
solutions of (1.3) are called equivalent if they differ by a trivial solution,
ωGD
∼= ω′GD ⇔ ω
′G
D − ω
G
D = s η
G−1
D + d η
G
D−1. (1.6)
(1.1) resp. (1.3) have been investigated by many authors for various theories. In particular (1.3)
has been solved completely for Yang–Mills theories [5] where the solutions can be divided into two
classes: ‘Lagrangian solutions’ constructed of tensor fields and undifferentiated ghosts and ‘chiral so-
lutions’ which can be written completely in terms of 0–forms given by the ghosts, connection 1–forms
constructed of the gauge fields and the corresponding curvature 2–forms. Examples for ‘Lagrangian
solutions’ are invariant Lagrangians (times the volume element dDx), examples of ‘chiral solutions’ are
Chern-Simons forms and the integrands of chiral anomalies (see e.g. [9, 15]). Analogous results hold
for Einstein–Yang–Mills theories in an Poincare´-invariant background [6]. The present paper shows
that the results for Yang–Mills and Einstein–Yang–Mills theories hold in a generalized form for a large
class of gauge theories. We shall see however that in the general case it does not make much sense
to distinguish ‘Lagrangian’ and ‘chiral solutions’—both arise from the same universal structure of so-
lutions. The derivation of this structure is the main result of this paper. It will become clear that it
originates in the very definition of the gauge theories investigated here and is intimately related with
a generalized tensor calculus. Therefore this definition will be thoroughly discussed. It will be given
in an approach which treats all gauge symmetries on an equal footing and in particular takes into
consideration diffeomorphisms ‘automatically’. As a consequence the latter always contribute to the
BRS-transformations. Therefore ordinary Yang–Mills theories are strictly speaking not covered by the
investigation of this paper, unlike Einstein–Yang–Mills theories. Other prominent theories to which
the results of this paper apply are supergravity theories [7].
The paper is organized as follows. Section 2 defines the class of gauge theories for which the results
of this paper hold, including the construction of the BRS–operator. Section 3 contains the result of
the investigation, section 4 sketches its proof. Sect. 5 comments on the importance of some underlying
assumptions for the validity of the result and in particular discusses modifications of the result if these
assumptions are not fulfilled. The paper is completed by a summary and an appendix which contains
the proof of two lemmas used in section 4.
2 Assumptions
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2.1 Algebra on tensor fields
The gauge theories treated in this paper can be characterized starting from an algebra of operators
∆M which is realized on tensor fields. I postpone a precise definition of tensor fields to subsection 2.3
but I remark that a tensor field is a function T (x, ϕ, ∂ϕ, ∂∂ϕ, . . .) depending on the elementary fields
and their partial derivatives (and explicitly on the coordinates via the background vielbein, see below)
such that the BRS–transformation of T has a special simple form. The operators ∆M whose number
is not necessarily finite are assumed to be independent and to have a closed algebra on tensor fields
which is of the form
[∆M ,∆N} := ∆M∆N − (−)
|M | |N |∆N∆M = FMN
P∆P , |M |, |N | ∈ {0, 1} (2.1)
where |M | denotes the grading of ∆M (i.e. we allow for bosonic and fermionic ∆’s) and the structure
functions FMN
P are generally field dependent, i.e. they are tensor fields themselves. According to
(2.1) they are symmetric or antisymmetric in their lower indices and even or odd graded depending on
the grading of the corresponding generators
FMN
P = −(−)|M | |N |FNM
P , |FMN
P | = |M |+ |N |+ |P | mod 2. (2.2)
By assumption they satisfy the Jacobi- resp. Bianchi-identities
∑
MNP
◦ (−)|M | |P |
(
∆MFNP
Q −FMN
RFRP
Q
)
= 0 (2.3)
which guarantee the consistency of the algebra (2.1). The sum in (2.3) is the cyclic sum, i.e.
∑
MNP
◦ (−)|M | |P |XMNP = (−)
|M ||P |XMNP + (−)
|N ||M |XNPM + (−)
|P ||N |XPMN . (2.4)
Notice that by assumption the operators ∆M are covariant in the sense that they map tensor fields
to tensor fields. It is not assumed that they can be defined on all fields in a way that (2.1) holds. In
particular they are generally not defined on the gauge fields Am
N and the ghost fields CˆN which can be
introduced elegantly by requiring that the exterior derivative d and the BRS–operator s act on tensor
fields T according to
dT = AN∆NT , (2.5)
s T = CˆN∆NT (2.6)
where AN denotes the gauge field 1–form
AN = dxmAm
N . (2.7)
Inserting d = dxm∂m and (2.7) into (2.5) one obtains
∂mT = Am
M∆MT . (2.8)
The grading of the ghosts, gauge fields and differentials is fixed by the requirement that s and d are
odd graded operators while ∂m is even graded. This gives
|CˆN | = |N |+ 1 mod 2, |Am
N | = |N |, |dxm| = 1. (2.9)
According to (2.5) and (2.6) both d and s can be written on tensor fields as linear combinations of the
operators ∆N where the coefficients are the gauge field 1–forms A
N in one case and the ghosts CˆN in
the other case. This similarity of s and d is one of the decisive reasons behind the result of this paper
and therefore it is commented now. (2.6) of course is the definition of the BRS–operator on tensor
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fields and at the same time serves as the defining property of tensor fields (see subsection 2.3). (2.5)
can be viewed as the definition of the covariant derivatives. Namely the latter form by assumption a
subset of {∆M}. In order to distinguish the covariant derivatives from the remaining ∆’s we label the
former by latin indices from the beginning of the alphabet and the latter by greek indices from the
middle of the alphabet. Furthermore the more customary notation Da is introduced for the covariant
derivatives:
{∆M} = {Da,∆µ}, Da ≡ ∆a, a = 1, . . . ,D, µ = D + 1,D + 2, . . .
The corresponding gauge and ghost fields are denoted by Am
a, Am
µ, Cˆa and Cˆµ. The covariant
derivatives of course are by assumption bosonic (even graded) operators:
|a| = 0. (2.10)
The special role played by the covariant derivatives originates in the important assumption that the
gauge fields Am
a form (at each point) an invertible D × D–matrix which is called the vielbein. We
shall therefore also use the more customary notation em
a instead of Am
a. The entries of the inverse
vielbein are denoted by Ea
m:
Am
a ≡ em
a, em
aEa
n = δnm, Ea
mem
b = δba. (2.11)
The invertibility of the vielbein allows to solve (2.8) for DaT and thus (2.5) indeed can be regarded as
the definition of the covariant derivatives according to
Da T = Ea
m(∂m −Am
µ∆µ)T (2.12)
which is familiar from the Einstein–Yang–Mills theory where the ∆µ are the elements of a Liealgebra.
Notice however that this restrictive assumption has been dropped and replaced by the more general
requirement that the ∆µ constitute together with the Da a set of independent (generally graded)
operators which have a closed algebra (2.1) on tensor fields. In addition the ∆M are assumed to be
local operators in the sense that each of them maps local tensor fields to local tensor fields.
2.2 BRS–operator and field strengths
So far three kinds of fields have been introduced, namely tensor, gauge and ghost fields. In order to be
able to construct a gauge fixed BRS-invariant action one introduces in addition an antighost ζN and a
‘Lagrange multiplier field’ bN for each gauge field with gradings given by
|ζN | = |N |+ 1 mod 2, |bN | = |N |.
On tensor fields the BRS–operator has been defined already in (2.6). In addition we define the BRS–
transformations of the antighosts, explicit coordinates and differentials according to1
s ζN = bN , s xm = 0, s dxm = 0 (2.13)
and further require that
(s+ d)2 = 0 ⇔ s2 = [s, ∂m] = [∂m, ∂n] = 0. (2.14)
This implies in particular
s ∂m1 . . . ∂mkζ
N = ∂m1 . . . ∂mkb
N , s ∂m1 . . . ∂mkb
N = 0. (2.15)
1The fields and their partial derivatives are not regarded as functions of variables x but as fundamental variables
themselves, see subsection 2.3.
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The BRS–transformations of the ghosts and gauge fields follow from requiring (2.14) to hold on tensor
fields. Notice that (2.5) and (2.6) imply
(s+ d)T = C˜N∆N T (2.16)
where
C˜N = CˆN +AN . (2.17)
(s+ d)2T can be evaluated using (2.1) and requiring it to vanish one obtains
(s + d) C˜P = 1
2
(−)|N |C˜N C˜MFMN
P (2.18)
which reads more explicitly
s CˆP = 1
2
(−)|N |CˆN CˆMFMN
P , (2.19)
sAm
P = ∂mCˆ
P + CˆMAm
NFNM
P , (2.20)
0 = ∂mAn
P − ∂nAm
P −Am
MAn
NFNM
P . (2.21)
Notice that (2.18) does not only define the BRS–transformation of the ghosts and gauge fields (2.19),
(2.20) but also contains the identity (2.21) which guarantees the consistency of (2.8) and [∂m, ∂n]T =
0. (2.21) is not a differential equation restricting the gauge fields and the structure functions but
determines the structure functions Fab
N in terms of the gauge fields, their partial derivatives and the
remaining structure functions Fµν
N and Fµa
N . Namely (2.21) can be solved for Fab
N due to the
invertibility of the vielbein:
Fab
N = −Ea
mEb
n(∂mAn
N − ∂nAm
N + en
cAm
µFµc
N − em
cAn
µFµc
N +An
νAm
µFµν
N ). (2.22)
(2.22) justifies to call the Fab
N the field strengths corresponding to Am
N . Notice that they generally do
not only depend on the gauge fields and their derivatives but also on additional fields which contribute
via the structure functions Fµν
N and Fµa
N to the r.h.s. of (2.22). In Einstein–Yang–Mills theory all
these structure functions are constant and the field strengths therefore depend only on the gauge fields
but, for instance, in supergravity theories this is not the case and (2.22) yields in this case the correct
extension of the Yang–Mills field strengths and the Riemann tensor and defines the field strengths of
the gravitino such that these fields transform covariantly under general coordinate, Yang–Mills, Lorentz
and supersymmetry transformations.
Using (2.16) and (2.18) one can check that (2.14) holds also for the ghosts and the gauge fields by
virtue of the Jacobi- and Bianchi-identities (2.3).
It will turn out that the solutions of (1.3) can be more easily written in terms of new ghost variables
Cm, Cµ than in terms of the ghosts CˆM . The different ghost basis’ are related by
Cˆa = em
aCm, Cˆµ = Cµ +CmAm
µ. (2.23)
The new ghost basis is chosen such that the BRS–transformation of a tensor field now takes the form
s T = (Cm∂m + C
µ∆µ)T (2.24)
as can be easily verified by inserting (2.12) into (2.6). In terms of the new ghost variables the BRS–
transformations of the ghosts and gauge fields read
s em
a = Cn∂nem
a + (∂mC
n) en
a + CµAm
NFNµ
a, (2.25)
sAm
µ = Cn∂nAm
µ + (∂mC
n)An
µ + ∂mC
µ +CνAm
NFNν
µ, (2.26)
sCm = Cn∂nC
m + 1
2
(−)|µ|CµCνFνµ
aEa
m, (2.27)
sCµ = Cn∂nC
µ + 1
2
(−)|ν|CνCρ(Fρν
µ −Fρν
aEa
mAm
µ). (2.28)
Of course this version of the BRS–algebra is completely equivalent to the version using the CˆM due to
the invertibility of the vielbein.
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2.3 Field content, variables and tensor fields
We restrict the investigation to theories whose field content can be characterized by means of the fields
introduced so far. Thus the ‘classical’ field content consists of the components em
a of the vielbein,
the set of gauge fields Am
µ and a set of further fields Ψi which by assumption are tensor fields. The
Ψi are therefore called elementary tensor fields. The field content is completed by the ghosts CN ,
the antighosts ζN and the Lagrange multiplier fields bN . By this assumption we exclude for instance
theories which contain gauge potentials B = dxm1 . . . dxmpBm1...mp but it is expected that the presence
of such fields (and corresponding ghosts and ghosts of ghosts) leads only to small modifications of the
result, at least in cases of interest (cf. the discussion of new minimal supergravity given in [7]).
However some additional remarks are in order. First it is stressed that not the fields em
a themselves
are regarded as elementary fields but their deviations hm
a from the entries eˆm
a(x) of some background
vielbein which is also assumed to be invertible (but else arbitrary)
em
a = eˆm
a(x) + hm
a. (2.29)
We allow that some (or all) gauge fields Am
µ are not elementary fields but local functions of the fields
hm
a, Ψi and the remaining gauge fields. Gauge fields Am
µ which are not elementary fields are called
composite gauge fields in the following2. I stress however that compositeness of gauge fields is required to
be consistent with eqs. (2.19)–(2.21) resp. (2.25)–(2.28) which must hold identically in the elementary
fields and their partial derivatives. In particular these equations must not impose differential equations
for the ghosts. Namely it is assumed that hm
a, Ψi, Cm ,Cµ, ζN , bN and a subset of {Am
µ} form a
complete set of elementary fields {ϕα} which means that there are no algebraic identities relating the
variables
∂m1 . . . ∂mkϕ
α, mi+1 ≥ mi, k ≥ 0 (2.30)
apart from those which follow from their grading according to (2.31). Thus we regard (2.30) as a set
of infinitely many independent variables on which the ‘partial derivatives’ ∂m act algebraically (for
instance ∂m maps the variable ϕ
α to the variable ∂mϕ
α, and ∂m∂nϕ
α and ∂n∂mϕ
α are regarded as the
same variable)3. Notice that here it is essential that all fields are off-shell fields. Explicit coordinates xm
and the differentials dxm are treated as additional independent variables on which the ∂m act according
to
∂m x
n = δnm, ∂m dx
n = 0.
Notice that these assumptions exclude cases where constant ghosts (corresponding e.g. to global
symmetries) are contained in s though these cases may be treated on a completely equal footing with
the case where constant ghosts are absent. Nevertheless the presence of constant ghosts complicates
the investigation as we shall see in section 5.
Each variable has a definite grading which determines its statistics according to
zAzB = (−)|z
A| |zB|zBzA, zA ∈ {∂m1 . . . ∂mkϕ
α, xm, dxm},
|∂m1 . . . ∂mkϕ
α| = |ϕα|, |xm| = 0, |dxm| = 1. (2.31)
I conclude this section with some remarks on tensor fields. In subsection 2.1 tensor fields have been
characterized by the property that the operators ∆M are realized on them according to the algebra
(2.1). In particular this allowed to define the BRS–transformation of tensor fields according to (2.6).
One may ask whether it is possible to characterize tensor fields more concretely. The answer is yes and
in fact surprisingly simple if we now use (2.6) as a defining property for a function of the fields to be
a tensor field. More precisely we require that a tensor field is a local function T of xm, hm
a, Ψi, Am
µ
2An example for a composite gauge field is the spin–connection in gravity or supergravity theories with vanishing
structure function (torsion) Fab
c.
3This approach can be formalized using the jet bundle theory, see e.g. [12].
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such that sT does not contain partial derivatives of the ghosts. Using this definition one can prove
that each tensor field depends on the fields and their partial derivatives only via the elements T r of
{T r} = {Da1 . . .DakΨ
i, Da1 . . .DakFab
N : k ≥ 0} (2.32)
where Fab
N is given by (2.22). In order to prove this statement one uses the fact that according to
appendix A each function of xm, hm
a, Am
µ, Ψi and their partial derivatives can be written also in
terms of the variables xm, T r and the elements of
{Ul} = {hm
a, Am
µ, ∂(mk . . . ∂m1em0)
a, ∂(mk . . . ∂m1Am0)
µ : k ≥ 1}
which is a subset of {ul} defined in appendix A. The requirement that the BRS–transformation of a
local function f(x,T , U) does not depend on derivatives of the CˆM is then easily seen to require that
f does not depend on the Ul at all
4.
Thus each tensor field can be written as a function of the T r which of course are tensor fields
themselves, i.e. we know all tensor fields constructable of the fields and their partial derivatives.
Notice that the T r are ‘created’ by acting with Da on Ψ
i and Fab
N . Therefore the Da are in a sense
not only a subset of {∆M} but also generate the space on which the ∆M are realized, similarly as
the ∂m generate the variables (2.30). Notice that the invertibility of the vielbein is responsible for
this special part played by the Da compared to the remaining ∆’s since it relates the set {Da,∆µ} of
operators to the set {∂m,∆µ} (on tensor fields).
Finally I remark that the definition of tensor fields given above requires that each tensor field
transforms scalarly under general coordinate transformations since otherwise its BRS–transformation
would contain partial derivatives of the ghosts Cm of diffeomorphisms. This definition represents no
loss of generality since ‘world indices’ m,n, . . . which indicate a nonscalar behaviour under general
coordinate transformations can always be converted to ‘flat indices’ a, b, . . . by means of the vielbein
and its inverse (here of course the invertibility of the vielbein again is essential). Notice however that
this in particular means that neither the vielbein (or a metric gmn built from it) is considered as a
tensor field nor, for instance, the quantities Fmn
N := em
aen
bFab
N .
3 Result
In order to formulate the result of this paper I define the cohomology of
s˜ = s+ d (3.1)
on local functions
f g(C˜,T ) = C˜N1 . . . C˜NgfN1...Ng(T ). (3.2)
This cohomology is denoted by Hg(s˜). It is well-defined since s˜ leaves the space of functions f(C˜,T )
invariant, i.e. the s˜-variation of a function f(C˜,T ) can be always written completely in terms of the
variables C˜N , T r due to (2.16) and (2.18). Recalling basic properties of cohomological problems I
remark that the general solution of
s˜ f g(C˜,T ) = 0 (3.3)
is a linear combination of solutions f gi which, loosely speaking, form a basis for the solutions of (3.3).
More precisely {f gi } is a set of solutions of (3.3) which represent the cohomology classes of H
g(s˜):
f g(C˜,T ) ∼=
∑
i
ai f
g
i (C˜,T ), s˜ f
g
i (C˜,T ) = 0,
∑
i
ai f
g
i (C˜,T )
∼= 0 ⇔ ai = 0 ∀ i
4I stress that this holds due to the assumption that the ghosts are elementary fields.
7
where ai are constant coefficients (c-numbers) and two solutions of (3.3) are called equivalent if they
differ only by a trivial solution or a constant piece:
f g(C˜,T ) ∼= f ′g(C˜,T ) ⇔ f ′g(C˜,T )− f g(C˜,T ) = s˜ hg−1(C˜,T ) + const. . (3.4)
I remark that the inclusion of the constant in (3.4) in our case serves to treat elegantly the fact that
c-numbers are solutions of (3.3) with g = 0 (and in fact they are the only solutions with g = 0 according
to the corollary given below). Notice that a constant can contribute to f g(C˜,T ) only for g = 0 as
a consequence of our assumption that constant ghosts are absent. On the other hand there are no
contributions s˜ h−1 in the case g = 0 since there are no functions (3.2) for g < 0. Thus f g ∼= f ′g in fact
holds in the case g = 0 iff f0− f ′0 = const. and in the case g > 0 iff f ′g− f g = s˜ hg−1. I stress however
that in presence of constant ghosts the inclusion of constants is less trivial.
Furthermore we define Hn,p(s|d) as the cohomology of s modulo d on local p–forms with ghost
number n. This cohomology is defined by the problem
sωnp + dω
n+1
p−1 = 0, ω
n
p
∼= ω′np ⇔ ω
n
p − ω
′n
p = sη
n−1
p + dη
n
p−1 (3.5)
where ωnp , ω
n+1
p−1 , η
n−1
p and η
n
p−1 are local forms whose subscript (superscript) denotes their form degree
(ghost number). Again the general solution of (3.5) can be written as
ωnp
∼=
∑
i
ai (ω
n
p )i
where {(ωnp )i} denotes a set of solutions of (3.5) which represent the cohomology classes of H
n,p(s|d).
In particular in order to solve (1.3) one has to determine HG,D(s|d), i.e. one has to find a set {(ωGD)i}.
The main result of the present paper is the following:
Theorem: In contractible manifolds the cohomologies HG,D(s|d) and HG+D(s˜) are isomorphic,
i.e. the cohomology classes of HG,D(s|d) correspond one-to-one to those of HG+D(s˜) provided there
are no constant ghosts. This correspondence is very explicit: If fG+Di (C˜
a, C˜µ,T ) is a solution of (3.3)
representing a cohomology class of HG+D(s˜) then the corresponding cohomology class of HG,D(s|d) is
represented by a nontrivial solution (ωGD)i of (1.3) given by
(ωGD)i =
[
fG+Di (e
a, Cµ +Aµ,T )
]
D
, ea = dxmem
a, Aµ = dxmAm
µ (3.6)
where [fG+Di (e
a, Cµ+Aµ,T )]D denotes the volume form contained in f
G+D
i (e
a, Cµ+Aµ,T ). Thus the
solutions of (1.3) can be easily obtained from those of (3.3).
This theorem will now be spelled out in some more detail in order to comment it and give some
insight into its origin. Each function fG+D(C˜,T ) decomposes according to
fG+D(C˜,T ) =
D∑
p=0
ωG+D−pp (3.7)
where ωG+D−pp is a p–form with ghost number (G+D−p). (3.3) decomposes into the so-called descent
equations
0 < p ≤ D : sωG+D−pp + dω
G+D−p+1
p−1 = 0, sω
G+D
0 = 0. (3.8)
In particular (3.8) contains (1.3) i.e. the volume form ωGD contained in f
G+D(C˜,T ) solves (1.3). In
order to realize that this part is given by (3.6) one uses
C˜a = C˜mem
a, C˜µ = Cµ + C˜mAm
µ, C˜m = dxm + Cm (3.9)
which holds according to (2.23) and (2.17). Written in terms of the Cm and Cµ, fG+D(C˜,T ) therefore
depends on the ghost Cm and the differential dxm only via their sum C˜m. Since the C˜’s anticommute
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fG+D(C˜,T ) contains no piece of higher degree than D in the C˜’s. This implies that the volume form
contained in fG+D(C˜,T ) is given by
[
fG+D(C˜a, C˜µ,T )
]
D
=
[
fG+D(ea, Cµ +Aµ,T )
]
D
(3.10)
and thus leads to (3.6). Notice that ωGD does not depend on the ghosts of diffeomorphisms C
m at all.
This holds in particular for G = 1 and thus may indicate that diffeomorphisms are not anomalous for
the theories investigated here. I stress that this result holds due to our assumptions that the vielbein
is invertible and that the manifold is contractible. In fact, in noncontractible manifolds which allow for
closed but not exact 1–forms ωˆ1 = dx
mωm(x) there are generally solutions of (1.3) with G = 1 which
depend on the Cm (and on the ωˆ1) as will be shown in section 5. Notice that (3.10) shows that ω
G
D
is more conveniently written using the ghost basis {Cm, Cµ} than using the basis {CˆN}. In contrast,
the 0–form ωG+D0 is most conveniently written in terms of the ghosts Cˆ
N according to lemma 1 of the
next section since it is BRS-invariant:
ωG+D0 = f
G+D(Cˆ,T ). (3.11)
For all other forms occurring in the descent equations there is no preferred ghost basis in which they
take a simple form since they depend both on the differentials (via the gauge field 1–forms AN ) and
on the ghosts Cm.
Remarks:
(i) Notice that (2.17) and (2.23) imply
fG+D(Cˆ,T ) = ω(Cm, Cµ,Am
N ,T ) ⇒ fG+D(C˜,T ) = ω(C˜m, Cµ,Am
N ,T ). (3.12)
Thus we can describe our result also in the following way: Modulo trivial contributions each solution
{ωG+D−pp : 0 ≤ p ≤ D} of the descent equations can be obtained from a BRS-invariant 0–form
ωG+D0 = f
G+D(Cˆ,T ) by expressing the latter in terms of the ghosts Cm and Cµ and then replacing
each ghost Cm by C˜m = dxm + Cm. The resulting function ω(C˜m, Cµ,Am
N ,T ) is the formal sum
of all ωG+D−pp . Such a result has been derived already in [6] for the special case of Einstein–Yang–
Mills theory. The derivation given in [6] however uses the assumption that the background vielbein is
constant. The result of the present paper shows that this assumption is superfluous.
(ii) According to (3.6) each solution of (1.3) with negative ghost number is trivial since the r.h.s.
of (3.6) does not depend on fields with negative ghost number. The isomorphism of HG,D(s|d) and
HG+D(s˜) implies then that (3.3) has nontrivial solutions only for g ≥ D. These statements are in fact
not restricted to contractible manifolds. Namely the vanishing of HG,D(s|d) for G < 0 is a well-known
consequence of the simple BRS-transformation sζN = bN of the antighosts and can be proved as the
analogous statement in Yang–Mills theories (see e.g. [5]). The vanishing of Hg(s˜) for g < D is proved
as follows: A solution f g =
∑
p ω
g−p
p of (3.3) with g < D decomposes into the descent equations (3.8)
with vanishing volume form ωg−DD (recall that a function (3.2) does not contain parts of negative ghost
number). By means of arguments used at the end of section 4 one concludes from ωg−DD = 0 that in
fact all forms ωg−pp are trivial and thus that f
g is trivial.
Corollary: Hg(s˜) is zero for g < D provided there are no constant ghosts.
4 Proof of the result
In this section the result given in the previous section is proved by means of the following lemmas:
Lemma 1:
a) Nontrivial contributions to local BRS–invariant forms can be chosen to depend on the fields and
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their derivatives only via the undifferentiated ghosts CˆN and via the tensor fields T r:
s ω(dx, x, ϕ, ∂ϕ, ∂∂ϕ, . . .) = 0
⇒ ω = f(dx, x, Cˆ,T ) + s η(dx, x, ϕ, ∂ϕ, ∂∂ϕ, . . .). (4.1)
b) A local function of the variables dxm, xm, CˆN ,T r is BRS–trivial (in the space of local forms) if and
only if it is the BRS–variation of a local function of the same variables:
∃ η : f(dx, x, Cˆ,T ) = s η(dx, x, ϕ, ∂ϕ, ∂∂ϕ, . . .)
⇔ ∃ g : f(dx, x, Cˆ,T ) = s g(dx, x, Cˆ,T ). (4.2)
Lemma 1 is proved in appendix A.
Lemma 2: BRS-invariance of a function ω(Cˆ,T ) implies s˜-invariance of the function ω(C˜,T )
which arises from ω(Cˆ,T ) by replacing CˆN with C˜N = CˆN +AN :
s ω(Cˆ,T ) = 0 ⇒ s˜ ω(C˜,T ) = 0. (4.3)
Lemma 2 holds since s˜ acts on the variables C˜N and T r exactly as s acts on the variables CˆN and T r,
see (2.6), (2.19), (2.16) and (2.18).
Lemma 3: Algebraic Poincare´ Lemma in contractible manifolds and in absence of constant ghosts:
In the space of local forms
ωp = dx
m1 . . . dxmpωm1...mp(x, ϕ, ∂ϕ, ∂∂ϕ, . . .)
closed forms are also exact unless they are volume forms or constant 0–forms. Volume forms are exact
if and only if their Euler derivative
∂ˆ
∂ˆϕα
=
∑
n≥0
∑
mr+1≥mr
(−)n∂m1 . . . ∂mn
∂
∂(∂m1 . . . ∂mnϕ
α)
with respect to each elementary field ϕα vanishes:
p = 0 : dω0 = 0 ⇔ ω0 = const.,
0 < p < D : dωp = 0 ⇔ ωp = dωp−1,
p = D : ωD = dωD−1 ⇔ ∀ϕ
α : ∂ˆωD/∂ˆϕ
α = 0.
(4.4)
For forms which do not depend explicitly on the coordinates but only on the ϕα and their partial
derivatives this lemma has been proved e.g. in [3, 5, 12]. In appendix B this result is used to prove a
generalized version of lemma 3.
We now turn to the proof of the result stated in the previous section. In order to simplify the
notation the ghost number of the forms is omitted in the following. Assume that ωD solves (1.3).
Applying s to (1.3) one concludes by means of (1.5) that sωD−1 satisfies d(sωD−1) = 0. Since sωD−1
is not a volume form this implies according to (4.4) the existence of a local (D − 2)–form such that
sωD−1 + dωD−2 = 0. Repeating the argument one deduces the existence of a set of local p–forms ωp
which satisfy
sωD + dωD−1 = 0, sωD−1 + dωD−2 = 0, . . . , sωL+1 + dωL = 0, sωL = 0. (4.5)
We shall see that in contractible manifolds one actually has L = 0, i.e. in this case the descent
equations (4.5) terminate always with a nontrivial 0–form unless ωD solves (1.3) trivially (this does
not hold for instance in pure Yang–Mills theory unless one includes diffeomorphisms in s). I first note
that the set of forms ωp is not unique since if the set {ωp} satifies eqs. (4.5) then the set {ω
′
p} with
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ω′p = ωp − sηp − dηp−1 also satisfies these equations where {ηp} denotes an arbitrary set of local forms
with gh (ηp) = gh (ωp)−1. The sets {ωp} and {ω
′
p} are called equivalent since their elements differ only
by trivial contributions. In particular, trivial contributions sηL + dηL−1 to ωL can be always absorbed
by choosing an equivalent set. By means of (4.1) one therefore concludes that without loss of generality
ωL can be assumed to depend on the fields and their derivatives only via the Cˆ
N and T r
ωL = ωL(dx, x, Cˆ,T ).
Evidently ωL can be written in the form
ωL =
∑
τ
ωτ (dx, x)fτ (Cˆ,T ) (4.6)
where the ωτ are linear independent L–forms which do not depend on the fields and the fτ are linear
independent functions of the variables CˆN , T r. Without loss of generality one can further assume that
no nontrivial linear combination of the fτ combines to a BRS–trivial function:
∑
τ
λτfτ = sB ⇔ λ
τ = 0 ∀ τ. (4.7)
Namely otherwise an appropriate trivial piece sηL can be subtracted from ωL such that (4.7) holds for
ω′L = ωL − sηL (cf. eq. (3.10) of [6] and the arguments used there). sωL=0 requires
sfτ = 0 ∀ τ (4.8)
due to the linear independence of the ωτ . According to (4.3) each fτ can be completed to a solution
f˜τ = fτ (C˜,T ) of s˜f˜τ = 0. In particular this implies the existence of a 1–form hτ whose BRS–
transformation equals −dfτ :
dfτ + shτ = 0, hτ = A
N ∂
∂CˆN
fτ (Cˆ,T ). (4.9)
Inserting (4.6) into the last but one eq. (4.5) one obtains (using (4.9))
∑
τ
(dωτ ) fτ + s(ωL+1 −
∑
τ
ωτhτ ) = 0. (4.10)
If dωτ does not vanish for all τ then (4.10) requires that a nontrivial linear combination of the fτ is
BRS-exact. This however contradicts (4.7) and therefore each of the forms ωτ has to be closed,
dωτ = 0 ∀ τ. (4.11)
Furthermore the ωτ can be assumed not to be exact,
ωτ 6= dητ ∀ τ (4.12)
since ωτ = dητ implies that the contribution ωτfτ to ωL is trivial due to (4.9) and therefore can be
subtracted from ωL:
ωτ = dητ ⇒ ωτfτ = d(η
τ fτ ) + s(η
τhτ ) (no summation over τ).
Since we assumed the manifold to be contractible we conclude from (4.11) and (4.12) that ωτ is a
constant 0–form, i.e. in fact ωL is a 0–form depending only on the Cˆ
N and T r:
ωL = ω0(Cˆ,T ). (4.13)
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Thus we have proved that to each nontrivial solution ωD of (1.3) there corresponds a solution ω0 of
s ω0(Cˆ,T ) = 0, ω0 6= s η0(Cˆ,T ). (4.14)
From (4.3) we also know that conversely each nontrivial solution ω0 of (4.14) gives rise to a solution
ω˜ of (3.3) which in fact is nontrivial since ω˜ = s˜η˜ would imply the existence of a function η0 such
that sη0 = ω0 in contradiction to (4.14). Finally each nontrivial solution of (3.3) gives rise to a
nontrivial solution ωD of (1.3) according to the following argument: Suppose that ωD is trivial, i.e.
that there are local forms ηD and ηD−1 such that ωD = sηD + dηD−1. Inserting this into (1.3)
one obtains d(−sηD−1 + ωD−1) = 0 which implies according to (4.4) the existence of a local form
ηD−2 such that ωD−1 = sηD−1 + dηD−2. Thus the triviality of ωD implies the triviality of ωD−1.
Repeating the arguments one concludes that all other forms ωp are trivial as well and thus that ω˜ = s˜η˜
which contradicts the assumption that ω˜ is nontrivial. Thus the nontrivial solutions of (1.3) and (3.3)
correspond one-to-one which completes the proof.
5 Discussion of some assumptions
This section comments on three assumptions which have been made in order to derive the results
presented in sect. 3. These assumptions are the contractibility of the manifold, the absence of constant
ghosts, and the algebraic independence of the ghosts and their partial derivatives. For simplicity it is
only discussed how the results may change if only one of these assumptions is not fulfilled respectively.
a) Noncontractible manifold:
If the manifold is not contractible there may be non-exact solutions of (4.11) apart from constant
0–forms and thus the descent equations (4.5) may terminate with a form ωL whose degree L differs
from 0 and is of the form
ωL =
∑
τ
ωˆτL(dx, x)fτ (Cˆ,T ) (5.1)
where fτ (Cˆ,T ) are BRS-invariant functions satisfying (4.7) and the ωˆ
τ
L(dx, x) are closed but not exact
L–forms which can be chosen such that no nontrivial linear combination of them combines to an exact
form:
dωˆτL(dx, x) = 0 ∀τ,
∑
τ
λτ ωˆτL(dx, x) = dη(dx, x) ⇔ λ
τ = 0 ∀τ. (5.2)
One easily completes (5.1) to an s˜-invariant function:
ω˜ =
∑
τ
ωˆτL(dx, x)fτ (C˜,T ). (5.3)
ω˜ decomposes into parts of definite form degree and ghost number which solve the descent equations
(4.5) and in particular contains a solution of (1.3) which is given by
ωGD =
∑
τ
ωˆτL(dx, x)
[
fτ (C˜,T )
]
D−L
(5.4)
where
[
fτ (C˜,T )
]
D−L
denotes the (D−L)–form contained in fτ (C˜,T ). Notice that (5.4), unlike (3.6),
generally depends on the ghosts of diffeomorphisms Cm even if one writes it in terms of the ghost basis
{Cm, Cµ} since ω˜ depends on Cm and dxm not only via their sum C˜m = Cm + dxm unless L = 0. I
remark however that the corollary given at the end of section 3 implies that without loss of generality
functions fτ contributing to (5.1) resp. (5.3) can be assumed to have degree g ≥ D in the Cˆ
N resp.
C˜N (provided there are no constant ghosts). One easily verifies that this implies
L = D +G− g ≤ G (5.5)
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i.e. only closed but not exact forms with degree L ≤ G can contribute to a solution ωGD. In particular,
apart from constant 0–forms, closed but not exact forms can contribute to anomalies only if they are
1–forms.
b) Presence of constant ghosts
If the manifold is contractible the descent equations always terminate at form–degree 0 (unless ωD
is trivial) but in presence of constant ghosts their general form is not given by (3.8) but reads
0 < p ≤ D : sωG+D−pp + dω
G+D−p+1
p−1 = 0, sω
G+D
0 = ωˆ
G+D+1
0 (C0),
⇔ s˜ fG+D = ωˆG+D+10 (C0), f
G+D =
D∑
p=0
ωG+D−pp (5.6)
where the possible occurrence of a nontrivial function ωˆG+D+10 of the constant ghosts, denoted col-
lectively by C0, complicates the situation. A simple example shows that such a function really may
occur. We introduce the following set of fields: the vielbein fields em
a, a set of bosonic scalar fields
Ψµ, a corresponding set of constant fermionic ghosts Cµ0 = C
µ, µ = D, . . . , 2D and the ghosts Cm of
diffeomorphisms. On these variables we define the BRS–operator according to
sem
a = Cn∂nem
a + en
a∂mC
n, sΨµ = Cm∂mΨ
µ + Cµ, sCm = Cn∂nC
m, sCµ = 0.
I remark that this example can be formulated in the framework given in sect. 2 according to
[Da,Db] = Fab
cDc, [Da,∆µ] = [∆µ,∆ν ] = 0, Fab
c = Ea
mEb
n(∂nem
c − ∂men
c),
DaΨ
µ = Ea
m∂mΨ
µ, ∆νΨ
µ = δµν ,
i.e. the set {∆µ} consists in this case of abelian generators ∆µ = ∂/∂Ψ
µ which commute with the
covariant derivatives and the corresponding gauge fieldsAm
µ vanish. One can easily verify that s˜ = s+d
acts on the variables Ψµ and Cµ according to
s˜Ψµ = Fµ + Cµ, s˜Cµ = s˜Fµ = 0, Fµ := C˜m∂mΨ
µ, C˜m = dxm + Cm
(notice that one has Cµ = Cˆµ = C˜µ in this case). Furthermore one can check that a solution of (5.6)
with G = 0 is given by
ωˆD+10 = εµ0...µDC
µ0 . . . CµD ,
fD = εµ0...µDΨ
µ0(Cµ1 . . . CµD − Fµ1Cµ2 . . . CµD
+Fµ1Fµ2Cµ3 . . . CµD − . . .+ (−)DFµ1 . . . FµD)
(all terms in s˜fD cancel apart from εµ0...µDC
µ0 . . . CµD and εµ0...µDF
µ0 . . . FµD ; the latter vanishes
since it has degree (D + 1) in the D anticommuting variables C˜m).
c) Identities relating the ghosts:
The third assumption which is commented here is the assumption that the ghosts are elementary
fields (of course it does not matter whether one regards the CˆN or the Cm, Cµ as the basic ghost fields).
This assumption is needed for the proof of lemma 1 (see appendix A) and the following example shows
that the results given in section 3 indeed generally do not hold if this assumption is not satisfied. We
consider D–dimensional gravity with Weyl transformations, i.e. the set ∆µ consists in this case of the
generators lab = −lba of Lorentz transformations and the generator δ of Weyl transformations. The
algebra (2.1) is chosen torsionless, i.e. it is given by
[Da,Db] = −
1
2
Rab
cdlcd − Fabδ, [δ,Da] = −Da, [lab,Dc] = ηbcDa − ηacDb,
[lab, lcd] = 2ηa[cld]b − 2ηb[cld]a, [lab, δ] = 0 (5.7)
13
where ηab = diag(1,−1, . . . ,−1) denotes the D-dimensional Minkowski-metric, and Rab
cd and Fab
denote the components of the Riemann tensor and the field strength of Weyl–transformations. They
are obtained from (2.22) which gives in this case (with Rmn
ab = em
cen
dRcd
ab, Fmn = em
aen
bFab)
Rmn
ab = ∂mωn
ab − ∂nωm
ab − ωmc
aωn
cb + ωnc
aωm
cb, (5.8)
Fmn = ∂mAn − ∂nAm, (5.9)
0 = ∂men
a − ∂nem
a − ωmb
aen
b + ωnb
aem
b + em
aAn − en
aAm (5.10)
where ωm
ab are the components of the spin-connection (gauge field for Lorentz transformations) and
Am denote the components of the gauge field for Weyl transformations (indices a are raised and lowered
by means of ηab). (5.10) expresses the vanishing of the torsion in [Da,Db]. It can be solved for ωm
ab
and thus determines it in terms of the vielbein and Am:
ωm
ab = EanEbr(ω[mn]r − ω[nr]m + ω[rm]n),
ω[mn]r =
1
2
era(∂men
a + em
aAn − ∂nem
a − en
aAm). (5.11)
The covariant derivatives (2.12) take the form
Da = Ea
m(∂m −
1
2
ωm
ablab −Amδ) (5.12)
and the BRS–transformations (2.25)–(2.28) of em
a, Am and the ghosts read
s em
a = Cn∂nem
a + en
a∂mC
n + Cb
aem
b + Cem
a, (5.13)
sAm = C
n∂nAm +An∂mC
n + ∂mC, (5.14)
sCm = Cn∂nC
m, (5.15)
sC = Cn∂nC, (5.16)
sCab = Cn∂nC
ab + Cc
bCac (5.17)
where Cab denote the Lorentz ghosts and C is the Weyl ghost. As long as hm
a, Am, C
m, Cab and C
are elementary fields the results given in section 3 are valid. However there is a particular choice of
C in terms of Cm and em
a for which (5.13)–(5.17) are satisfied without dropping the assumption that
the remaining fields are elementary. This choice is
C = −
1
eD
∂m(C
m e), e = det(em
a) (5.18)
One can check that the identification (5.18) does not contradict any of the assumptions given in section
2 apart from the assumption that all ghosts are elementary fields. In particular Am is still an elementary
field and not a function of hm
a and its derivatives, and the hm
a are not subject to some identity which
restricts their independence (like, for instance, e = const.). As a consequence of (5.18) there are local
solutions of (1.3) which are not obtainable by (3.6). They are simply given by dDx times an arbitrary
function of e:
ω0D = d
Dx f(e). (5.19)
(5.19) indeed solves (1.3) due to
s e = 0 (5.20)
which can be explicitly verified using (5.13) and (5.18). (5.19) is a nontrivial solution of (1.3) since
it is not a total derivative (unless f = const.). The descent equations arising from (5.19) just read
sω0D = 0, i.e. they terminate at form-degree D, not at degree 0. In particular there is no element of
HD(s˜) which corresponds to (5.19). Thus the results given in section 3 evidently do not hold in this
case. This shows that the assumption that the ghosts are elementary fields is indeed decisive for the
validity of the results given in section 3. I remark that (5.13)–(5.18) is the non-supersymmetric version
of an analogous example discussed in [11] for D=4, N=1 supergravity.
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6 Summary
It has been shown for the class of gauge theories described in section 2 that each off-shell solution of
the consisteny equation (1.1) can be obtained from a nontrivial solution of (3.3). This follows from
the fact that the descent equations (3.8) which emerge from the consisteny equation and which can be
written compactly in the form
s˜ fG+D = 0, fG+D =
D∑
p=0
ωG+D−pp , s˜ = s+ d
have a solution of the form
fG+D ∼= C˜N1 . . . C˜NG+DfN1...NG+D(T )
where ∼= denotes equality up to trivial solutions of the form s˜g. Thus the nontrivial part of fG+D
can be written as a function of the tensor fields T given in (2.32) and the variables C˜ given in (2.17)
(resp. (3.9)). The latter should be considered as appropriate generalizations of the connection 1–forms
AN = dxmAm
N .
This particular form of fG+D implies a remarkable statement about the dependence of the solu-
tions ωGD of (1.3) on the various variables (fields and their partial derivatives, explicit coordinates and
differentials). Namely according to (3.6) ωGD can be written, up to trivial contributions, entirely in
terms of the undifferentiated ghosts Cµ, the 1–forms ea = dxmem
a and Aµ = dxmAm
µ and the tensor
fields. In particular the differentials and the gauge fields (including the vielbein) contribute only in
the combination of the 1–forms AN ∈ {ea,Aµ} apart from the dependence of the tensor fields on the
gauge fields. Since ωGD is a volume form with ghost number G it is of the form
ωGD
∼= AN1 . . .ANDCµ1 . . . CµG ΓN1...NDµ1...µG(T ). (6.1)
If one converts the ‘world index’ m of Am
µ into a ‘flat index’ a according to
Aa
µ = Ea
mAm
µ ⇒ Aµ = eaAa
µ
then the differentials contribute in (6.1) only via the 1–forms ea. Using
ea1 . . . eaD = dDx e εa1...aD , dDx = dx1 . . . dxD, e = det(em
a), ε1...D = 1
one therefore can write ωGD as the volume element d
Dx e times a function of the Cµ, Aa
µ and T r whose
degree in the Cµ is fixed by its ghost number and which is a polynomial of degree D in the Aa
µ:
ωGD
∼= dDx e
D∑
n=0
Cµ1 . . . CµGAa1
ν1 . . .Aan
νn ωa1...anν1...νn µ1...µG(T ). (6.2)
I stress that these results hold for arbitrary background metric eˆm
a(x) (provided it is invertible). In
particular, though we allowed ωGD to depend arbitrarily (but locally) on hm
a and explicit coordinates,
it has been shown that the solutions in fact depend on these variables only via em
a = eˆm
a(x) + hm
a
and its derivatives up to trivial contributions which of course can depend arbitrarily on hm
a and xm.
Furthermore the fact that ωGD does not depend on the ghosts of diffeomorphisms may indicate that
diffeomorphisms are not anomalous (provided the vielbein is invertible). I stress again that the results
may change if the assumptions are weakend, see section 5. In particular nontrivial solutions ωGD of
(1.3) may depend on the ghosts of diffeomorphisms if the manifold is not contractible and possesses
closed but not exact p–forms with p ≤ G. These forms then generally contribute also themselves to ωGD
according to (5.4). This does not affect the results for classical actions since they have ghost number
0, but there may be anomaly candidates which depend linearly on the Cm and on closed but not
exact 1–forms if the manifold allows for such 1–forms. I remark that this holds also for Yang-Mills
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theories in non-contractible manifolds as follows from the results of [10] (recall that pure Yang–Mills
theories are strictly speaking not covered by the investigation of this paper unless one extends them to
Einstein–Yang–Mills theories).
One can check our result for known examples of solutions of (1.3). E.g. in D = 4 Einstein–Yang–
Mills theory the solution of (1.3) corresponding to the nonabelian chiral anomaly can be written in the
following ways (see e.g. [6]):
ω14,chir = Tr
{
Cd(AdA+ 1
2
A3)
}
(6.3)
= Tr
{
C(F 2 − 1
2
A2F − 1
2
AFA− 1
2
FA2 + 1
2
A4)
}
(6.4)
= d4x e εabcd Tr{C (FabFcd −
1
2
AaAbFcd −
1
2
AaFbcAd −
1
2
FabAcAd +
1
2
AaAbAcAd)} (6.5)
with
C = CiTi, A = dx
mAm
iTi, Aa = Aa
iTi, F = dA+A
2 = 1
2
eaebFab
where fij
k are the structure constants of the Liealgebra G of the Yang–Mills gauge group, {Ti} is a set of
constant matrices representing G according to [Ti, Tj ] = fij
kTk and C
i and Am
i denote the Yang–Mills
ghost and gauge fields whose BRS–transformations (2.28) resp. (2.26) read
sCi = Cm∂mC
i − 1
2
CjCkfjk
i, sAm
i = Cn∂nAm
i +An
i∂mC
n + ∂mC
i −CjAm
kfjk
i.
(6.4) evidently is of the form (6.1) and (6.5) is of the form (6.2) since the entries of Fab are tensor fields.
Furthermore one can verify that ω14,chir arises via (3.6) from
f5chir(C˜,T ) = Tr(CF
2 − 1
2
C3F + 1
10
C5), C = C˜iTi, F = 12 C˜
aC˜bFab
which solves (3.3) as one can verify easily by means of s˜ C = −C2 + F , s˜F = FC − CF . Namely one
obtains s˜f5chir(C˜,T ) = Tr(F
3) which is a 6-form in the anticommuting C˜a and therefore vanishes in
four dimensions.
Appendix
A Proof of Lemma 1
In order to prove Lemma 1 of section 4 we introduce variables which are better suited to this problem
than the original set of variables containing the elementary fields and their partial derivatives. The
new set of variables is given by
{dxm, xm, CˆN ,T r, ul, vl}, vl = s ul,
{ul} = {hm
a, Am
µ, ζN , ∂(mk . . . ∂m1Am0)
N , ∂(mk . . . ∂m1)ζ
N : k ≥ 1} (A.1)
where total symmetrization is defined according to
T(m1...mn) =
1
n!
∑
pi
Tmpi(1)...mpi(n)
(pi runs over all permutations in the symmetric group Sn). We claim that each local function of the
variables dxm, xm, ϕα, ∂mϕ
α, ∂m∂nϕ
α, . . . can be also expressed as a function of the variables (A.1), i.e.
ω(dx, x, ϕ, ∂ϕ, ∂∂ϕ, . . .) = Ω(dx, x, Cˆ,T , u, v). (A.2)
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In order to prove (A.2) it is sufficient to show that each of the variables ∂mk . . . ∂m1ϕ
α can be expressed
as a local function of the variables (A.1). This can be shown by induction on the order k of partial
derivatives of the ϕα. For k = 0 the statement is obviously true. Let us denote an arbitrary kth order
partial derivative of one of the ϕ’s by ∂(k)ϕ and assume that the statement has been proved up to order
k, i.e. ∂(k)ϕ = Ω(k)(x, Cˆ,T , u, v). In order to prove it for order k + 1 we consider
∂m∂
(k)ϕ = ∂mΩ
(k)(x,C,T , u, v) =
{
∂
∂xm
+ (∂mCˆ
N )
∂
∂CˆN
+ (∂mT
r)
∂
∂T r
+(∂mul)
∂
∂ul
+ (∂mvl)
∂
∂vl
}
Ω(k)(x,C,T , u, v). (A.3)
Now one considers the various terms appearing on the r.h.s. of (A.3). According to (2.20) ∂mCˆ
N can
be written as sAm
N − CˆMAm
PFPM
N which for all values of N is a function of the xm, CˆN ,T r, ul, vl
since by assumption FPM
N = FPM
N (T ) and since sem
a = shm
a. According to (2.8) ∂mT
r can be
written as Am
N∆NT
r which is evidently a function of the variables xm,T r, ul since by assumption
∆NT
r is a function RN
r(T ). Therefore the first three contributions to the r.h.s. of (A.3) can indeed be
written in terms of the variables (A.1) but we still have to show that ∂mul and ∂mvl can also written
in terms of these variables. This is trivial if ul or vl denote derivatives of ζ
N or bN and holds for the
remaining u’s and v’s if it holds for all derivatives of the A’s and Cˆ’s. To prove it for all ∂(k+1)A we
use
∂mk+1 . . . ∂m1Am0
N = ∂(mk+1 . . . ∂m1Am0)
N + k+1
k+2
∂(m1 . . . ∂mkXmk+1)m0
N (A.4)
where
Xmn
N = ∂mAn
N − ∂nAm
N .
According to (2.21) the second term on the r.h.s. of (A.4) is proportional to
∂(m1 . . . ∂mk(Amk+1)
MAm0
PFPM
N )
and can be expressed as a polynomial in the ∂(n)A, n ≤ k with coefficients which are functions of the
T r (recall that FMN
P = FMN
P (T ) and ∂mT
r = Am
NRN
r(T )). Thus each partial derivative of Am
N
of order k + 1 can be expressed in terms of the variables (A.1) provided this holds also for all lower
orders and since it holds for k = 0 it is true for all k. In order to prove that ∂(k+1)Cˆ can be expressed
in terms of the variables (A.1) we use
∂(m1 . . . ∂mk+1)Cˆ
N = s ∂(m1 . . . ∂mkAmk+1)
N − ∂(m1 . . . ∂mk(Cˆ
NAmk+1)
PFPM
N ). (A.5)
Since the second term on the r.h.s. depends only on those ∂(n)Cˆ with n ≤ k and on derivatives of A’s
and T ’s the induction works also for the derivatives of the CˆN . This completes the proof of (A.2).
One now can apply standard techniques (for instance the Basic Lemma [4]): One introduces the
‘contracting’ operator r defined by
r =
∑
l
ul
∂
∂vl
whose anticommutator with s is the counting operator N for the variables ul and vl,
{r, s} =
∑
l
(vl
∂
∂vl
+ ul
∂
∂ul
) =: N ,
decomposes a solution Ω of sΩ = 0 according to Ω =
∑
nΩn(dx, x, Cˆ,T , u, v) into eigenfunctions Ωn of
N with eigenvalue n and concludes that each part Ωn, n 6= 0 is BRS-exact. The locality of Ω implies
that Ω0 does not depend on the ul and vl and this proves lemma 1.
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I stress that this proof takes advantage of the fact that there are no algebraic identities between the
u’s and v’s since otherwise neither N nor r are well-defined. The decisive assumption which guarantees
the absence of such identities is the assumption that the ghosts are independent elementary fields.
Namely on the one hand this guarantees the absence of algebraic identities between the v’s and on
the other hand it requires also the absence of algebraic identities containing the variables u’s since the
BRS-variation of each identity between the u’s would imply an identity involving the v’s.
B Proof of an extension of the algebraic Poincare´ lemma
We prove a lemma which reduces to lemma 3 of section 4 if the manifold is contractible and if there
are no constant ghosts. The latter are denoted by C0 as in section 5. The non-constant ghosts are
contained in {ϕα}.
Lemma 4: Closed but not exact contributions to local forms
ωp = dx
m1 . . . dxmpωm1...mp(x,C0, ϕ, ∂ϕ, ∂∂ϕ, . . .)
do not depend on the ϕα and their partial derivatives unless ωp is a volume form with nonvanishing
Euler derivative ∂ˆ/∂ˆϕα with respect to at least one ϕα:
p = 0 : dω0 = 0 ⇔ ω0 = ωˆ0(C0),
0 < p < D : dωp = 0 ⇔ ωp = dωp−1 + ωˆp(dx, x,C0),
p = D : ωD = dωD−1(dx, x,C0, [ϕ]) + d
D xL(x,C0, [ϕ]) + ωˆD(dx, x,C0),
∃α : ∂ˆL/∂ˆϕα 6= 0.
(B.1)
The closed but not exact parts ωˆp(dx, x,C0) are linear combinations of closed forms ωˆ
τ
p(dx, x) with
linear independent coefficients fτ (C0),
ωˆp(dx, x,C0) =
∑
τ
fτ (C0)ωˆ
τ
p(dx, x), dωˆ
τ
p(dx, x) = 0 (B.2)
which can be chosen such that
∑
τ
λτ ωˆτp(dx, x) = dη(dx, x) ⇔ λ
τ = 0 ∀τ. (B.3)
Lemma 4 is an extension of an analogous result which holds for forms depending locally on the
elementary fields ϕα and their partial derivatives but not explicitly on the coordinates. Using the
notation [ϕ] for the variables (2.30) this result reads
Algebraic Poincare´ lemma for local forms ωp(dx, [ϕ]) [3, 12, 5]:
p = 0 : dω0([ϕ]) = 0 ⇔ ω0 = const.,
0 < p < D : dωp(dx, [ϕ]) = 0 ⇔ ωp = dωp−1(dx, [ϕ]) + ωˆp(dx),
p = D : ωD(dx, [ϕ]) = dωD−1(dx, [ϕ]) ⇔ ∂ˆωD/∂ˆϕ
α = 0 ∀ϕα.
(B.4)
Of course the lemma holds analogously in presence of constant ghosts which then just have to be added
to the arguments of all forms and functions appearing in (B.4) in order to get the correct version of
the lemma for local forms ωp(dx,C0, [ϕ]). Using (B.4) we now prove (B.1) by an inspection of the
dependence of a closed form ωp(dx, x,C0, [ϕ]) on the partial derivatives of the ϕ
α. To this end we
introduce the counting operator N∂ of the total number of partial derivatives acting on the ϕ
α. It acts
as follows:
N∂ ∂
(r)ϕα = r ∂(r)ϕα, N∂ (∂
(r)ϕα∂(s)ϕβ) = (r + s) ∂(r)ϕα∂(s)ϕβ, . . .
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where ∂(r)ϕα denotes an arbitrary partial derivative of ϕα of rth order, i.e. ∂(r)ϕα ∈ {∂m1 . . . ∂mrϕ
α}.
Each local form ωp(dx, x,C0, [ϕ]) can be decomposed uniquely into N∂–eigenfunctions ω
(n)
p where n
denotes the N∂–eigenvalue. The locality of ωp guarantees that only nonnegative integers n appear in
this decomposition and that there is a largest eigenvalue which is denoted by n¯:
ωp(dx, x,C0, [ϕ]) =
n¯∑
n=0
ω(n)p (dx, x,C0, [ϕ]), N∂ ω
(n)
p = nω
(n)
p . (B.5)
d is decomposed into a part dx which acts nontrivially only on the variables xm and a part dϕ acting
nontrivially only on the variables [ϕ]:
dx dxm = dx C0 = 0, d
x xm = dxm, dx ∂(r)ϕα = 0,
dϕ dxm = dϕ C0 = 0, d
ϕ xm = 0, dϕ ∂(r)ϕα = dxm∂m∂
(r)ϕα.
(B.6)
Evidently dx and dϕ satisfy [N∂ , d
x] = 0, [N∂ , d
ϕ] = dϕ. Therefore dωp = 0 decomposes into the set of
equations
dxω(0)p = 0, 0 ≤ n < n¯ : d
ϕω(n)p + d
xω(n+1)p = 0, d
ϕω(n¯)p = 0. (B.7)
Keeping in mind that dϕ treats the variables x and C0 as constants one concludes by means of (B.4)
from the last of the equations (B.7) that ω
(n¯)
p (i) is dϕ–exact or (ii) is a volume form with nonvanishing
Euler derivative with respect to at least one ϕα or (iii) does not depend on the [ϕ] at all. (i) can hold
only if n¯ 6= 0 and p 6= 0, (iii) only if n¯ = 0. Thus one has one of the following mutually excluding cases:
(i) n¯ 6= 0, p 6= 0 : ω
(n¯)
p = dϕω
(n¯−1)
p−1 (dx, x,C0, [ϕ]),
(ii) p = D : ∃α : ∂ˆω
(n¯)
D /∂ˆϕ
α 6= 0,
(iii) n¯ = 0 : ωp = ωp(dx, x,C0).
(B.8)
In the case (i) one considers the form ω′p defined by
(i) : ω′p(dx, x,C0, [ϕ]) := ωp(dx, x,C0, [ϕ]) − dω
(n¯−1)
p−1 (dx, x,C0, [ϕ]) (B.9)
where ω
(n¯−1)
p−1 is the form appearing in (B.8(i)). (B.9) states that ωp is exact up to a closed form ω
′
p
whose decomposition into N∂–eigenfunctions ω
′ (n)
p contains only parts with eigenvalues n < n¯ as can
be seen by inserting (B.5) into (B.9) taking into account (B.8(i)). In the case (ii) one analogously
considers the form
(ii) : ω′D := ωD − ω
(n¯)
D (B.10)
which also contains only N∂–eigenfunctions with eigenvalues smaller than n¯. By induction on n starting
from the highest eigenvalue n¯ one therefore can prove
p = 0 : ω0 = ω0(x,C0),
0 < p < D : ωp = dωp−1(dx, x,C0, [ϕ]) + ωˆp(dx, x,C0),
p = D : ωD = dωD−1(dx, x,C0, [ϕ]) + d
D xL(x,C0, [ϕ]) + ωˆD(dx, x,C0),
∃α : ∂ˆL/∂ˆϕα 6= 0 (B.11)
where ωp−1, ωD−1 and L are local since they are finite linear combinations of forms whose N∂–
eigenvalues do not exceed n¯ as follows from the proof. Finally one easily verifies that dω0 = 0 requires
ω0 = ω0(C0) and that the forms ωˆp(dx, x,C0) appearing in (B.11) for p > 0 can be chosen to satisfy
(B.3) by absorbing exact contributions into ωp−1. This completes the proof of (B.1) but I add a remark
about the global existence of ωp−1. It is assumed that ωp(dx, x,C0, [ϕ]) exists globally (on the whole
manifold) with regard to its dependence on the xm. Together with dωp = 0 this requires:
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a) each ω
(n)
p exists globally (in the same sense) since the ω
(n)
p are independent due to the assumption of
the independence of the variables (2.30) (cases where this assumption is not justified are clearly beyond
the scope of this paper),
b) due to a) each dϕω
(n)
p also exists globally since dϕ does not change the x–dependence,
c) (B.7) and b) shows that dxω
(n)
p exists globally.
One conludes:
d) (B.8(i)) shows that ω
(n¯−1)
p−1 and d
xω
(n¯−1)
p−1 exist globally since this holds for ω
(n¯)
p and dxω
(n¯)
p according
to a) and c).
e) Due to a) and d), ω′p given in (B.9) also exists globally. The same holds of course for ω
′
D in (B.10).
Since ω′p and ω
′
D contain only parts with N∂–eigenvalues smaller than n¯ one proves by iteration of the
arguments that all forms occurring in (B.11) exist globally.
The version (4.4) of (B.1) holding in contractible manifolds follows from the fact that in this case
each closed form ωˆp(C0, dx, x) is exact apart from constant 0–forms ωˆ0(C0).
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