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The low-energy limits of the string theory lead to the higher-order curvature corrections
for Einstein gravity. Also, they give the higher-order derivative corrections for the Maxwell
or linear electrodynamics, which suggests the nonlinear electrodynamics. Inspired by this,
in this paper we investigate d-dimensional holographic superconductors in the probe limit in
the framework of Einstein-Gauss-Bonnet gravity and exponential nonlinear electrodynamics.
Based on the Sturm-Liouville eigenvalue method, we compute the critical temperature, the
condensation value, and the critical exponent. It is observed that the critical temperature
decreases when the Gauss-Bonnet (GB) parameter or the nonlinear parameter increases,
but it increases with the higher dimension of the spacetime at the efficiently low charge
density. In addition, we found that the condensation value becomes larger as increasing
the GB parameter, the nonlinear parameter as well as the spacetime dimension. Finally,
we calculate the optical conductivity and study the effects of the GB term and exponential
nonlinear electrodynamics on superconducting energy gap.
I. INTRODUCTION
The BCS theory provides a microscopic description with great accuracy for conventional or low
temperature superconductors [1]. Here, the occurrence of the superconducting state is a result of
the spontaneously broken U(1) symmetry due to the condensation of Cooper pairs which are formed
by the attractive interaction coming from the virtual exchange of the phonons. However, the BCS
theory fails in explaining of the pairing mechanism in the high temperature superconductors in
which the system is strongly coupled. Since, understanding the mechanism of the high temperature
superconductors has been one of the most important problems in condensed-matter physics and it
requires new theoretical approaches.
The AdS/CFT correspondence, proposed firstly by Maldacena, indicates a correspondence be-
tween a weakly coupled garvity theory in a d-dimensional anti-de Sitter (AdS) spacetime and a
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2strongly coupled conformal field theory (CFT) sitting on the (d− 1)-dimesnional boundary of the
bulk AdS spacetime [2–5]. Thus, the AdS/CFT correspondence provides a powerful tool to calcu-
late the properties of the strongly coupled systems by exploiting the weakly coupled gravitational
systems. By the computational power of the AdS/CFT correspondence, it has been widely used to
study open problems in condensed-matter physics, especially the high temperature superconduc-
tors.
It was proposed by Hartnoll et al. that s-wave superconductors can be described by the grav-
itational system in one higher dimension in the probe limit, well-known as holographic super-
conductors [6, 7]. Basically, the holographic model of s-wave superconductors contains a planar
AdS-Schwarzschild black hole and a charged scalar field coupled minimally to a Maxwell field. Here,
the Maxwell field and charged scalar field describe the U(1) symmetry and the charged scalar op-
erator in the dual field theory, respectively. It was found that below a critical temperature there
has the formation of a scalar hair, indicating a condensation in the dual field theory, due to the
breaking of the U(1) symmetry near the event horizon [8, 9]. This corresponds to a phase transition
from a black hole with no hair (normal/conducting phase in the dual field theory) to a black hole
with scalar hair (superconducting phase in the dual field theory). Following the remarkable work
of Hartnoll et al., holographic superconductors have attracted a lot of attention and have been
investigated extensively in the literature [10–17]. Also, other works have been devoted to study
s-wave holographic superconductors concerning the modifications of the two gauge fields [18–22].
All of the above mentioned works of the holographic superconductors are considered in the
framework of the linear or Maxwell electrodynamics. Interestingly, the low-energy limit of the
heterotic string theory [23–27] and calculating one-loop approximation of QED [28] lead naturally
to the nonlinear electrodynamics. Thus, the nonlinear electrodynamics has drawn attention in
investigating holographic superconductors [29–41].
Exponential nonlinear electrodynamics is one of Born-Infeld-type electrodynamics forms, be-
sides Born-Infeld and logarithmic nonlinear electrodynamics. It should be emphasized here that
the forms of Born-Infeld-type electrodynamics possess the special properties such as the absence of
the shock waves, the birefringence phenomena [42] as well as enjoying an electric-magnetic duality
[43]. Another property of the exponential nonlinear electrodynamics is that it would reduce to
Maxwell electrodynamics in the region of the weak field or the small nonlinear parameter. The
exponential form of the nonlinear electrodynamics was introduced in Ref. [44] to obtain the black
hole solutions whose asymptotic properties are the same as the charged BTZ solution. It was
indicated that the exponential nonlinear electrodynamics can not remove the divergency of the
3electric field at r = 0, but its singularity is much weaker than the Einstein-Maxwell theory [45, 46].
Various charged black hole solutions have been found with the source of the exponential nonlinear
electrodynamics [47–51]. In addition, holographic superconductors with the exponential nonlinear
electrodynamics have been investigated in the (3 + 1)-dimensions in the probe limit [32]. Ref. [32]
indicated that the exponential nonlinear electrodynamics has stronger effect on the condensation
of the (3 + 1)-dimensional superconductor compared to other nonlinear electrodynamics models.
It is widely believed that Einstein gravity or General Relativity (GR) is no longer true in
the regime of the very high energy or very short distance at which the corrections of a more
fundamental theory of the gravitation, e.g. quantum gravity, must be taken into account. Einstein-
Gauss-Bonnet gravity is one of the natural generalizations of GR with including the higher-order
curvature corrections, because it arises from the low-energy limit of heterotic string theory [52–56].
The properties of GB holographic superconductors have been investigated in many works with
Maxwell electrodynamics as well as various forms of the nonlinear electrodynamics [57–76]. GB
holographic superconductors with the exponential nonlinear electrodynamics for the case of the
five-dimensional spacetime already has been done using matching method [74]. It was found that
increasing the GB coupling parameter should make the condensation harder. However, the critical
exponent of the system is not affected by the GB corrections, which is consistent with mean field
theory.
So far, studying GB holographic superconductors with the exponential nonlinear electrodynam-
ics in the arbitrary spacetime dimension as well as calculating the optical conductivity have not
been done yet. Thus, in this paper we investigate holographic superconductors in the arbitrary
spacetime dimension in the context of Einstein-Gauss-Bonnet gravity and the exponential nonlinear
electrodynamics. We study how the GB corrections, the nonlinear parameter as well as the space-
time dimension affect the critical temperature, condensation value, critical exponent, the optical
conductivity, and superconducting energy gap. For the analytical study, we use the Sturm-Liouville
eigenvalue method and then compare the analytical results to the numerical results.
This paper is organized as follows. In Sec. II, we build a holographic dual model which consists of
a d-dimensional planar GB AdS black hole background and a charged scalar field coupled minimally
to a nonlinear gauge field whose Langrangian is the exponential form. In Sec. III, we obtain the
relation between the critical temperature and the charge density based on the analytical method,
and then compare the analytical results with the numerical results. In Sec. IV, we compute the
condensation value and critical exponent of the superconducting system. In Sec. V, we study
the behavior of the optical conductivity (as a function of the frequency) and superconducting
4energy gap, by turning on the fluctuations of the vector gauge field in the bulk. Finally, we make
conclusions in the last section, Sec. VI.
II. HOLOGRAPHIC DUAL MODEL
In this section, we will build a holographic dual model which is used for the subsequent com-
putation of critical phenomena and conductivity. We start with a d-dimensional action which
describes Einstein-Gauss-Bonnet gravity, a nonlinear electromagnetic field and a charged scalar
field in the AdS spacetime background as follows
S =
1
16π
∫
ddx
√−g [R− 2Λ + αLGB + Lm] , (1)
where R is the scalar curvature of the spacetime, Λ is the negative cosmological constant related
to the curvature radius l of the AdS spacetime background as
Λ = −(d− 1)(d− 2)
2l2
, (2)
LGB is the GB term given as
LGB = R2 − 4RµνRµν +RµνρλRµνρλ, (3)
and α is the GB coupling parameter1. The matter term is given as
Lm = 1
b
(
e−bF − 1
)
− |(∇µ − iqAµ)ψ|2 −m2|ψ|2, (4)
where F ≡ FµνFµν4 with Fµν = ∂µAν − ∂νAµ to be the strength tensor of the nonlinear electromag-
netic field Aµ, b is the nonlinear parameter, and ψ refers to the scalar field of the charge q and the
mass m.
Varying the action (1) with respect to the metric gµν , one can find the Einstein-Gauss-Bonnet
field equations as
Gµν + αH
µ
ν − (d− 1)(d− 2)
2l2
δµν = T
µ
ν(matter), (5)
where
Hµν = 2
(
RRµν − 2RµσRσν − 2RσρRµσνρ +RµρσλRνρσλ
)
− 1
2
δµνLGB , (6)
1 The GB term appears in the heterotic string theory at which α is regarded as the inverse string tension [54, 56].
Thus, in this paper only the case α ≥ 0 is considered.
5and T µν(matter) is the energy-momentum tensor of the matter field. In this work, we study
the system in the probe limit which means that the scalar and Maxwell fields decouple from the
gravity. Since their backreaction on the spacetime geometry is ignored or T µν(matter) ≃ 0. On
the other hand, in the probe limit the scalar and Maxwell fields are considered in a given spacetime
background which is a planar-symmetric GB AdS black hole determined by the following metric
[77]
ds2 = −f(r)dt2 + dr
2
f(r)
+ r2hijdx
idxj , (7)
where the function f(r) is given by
f(r) =
r2
2α˜
1−
√√√√1− 4α˜
l2
(
1− r
d−1
+
rd−1
) , (8)
with r+ to be the event horizon radius, α˜ = α(d−3)(d−4), and hijdxidxj = dx21+dx22+ ...+dx2d−2
is the line element of the (d − 2)-dimensional planar hypersurface. Near the asymptotic region
(r →∞), the function f(r) becomes
f(r) =
r2
l2eff
, (9)
where
l2eff =
2α˜
1−
√
1− 4α˜
l2
, (10)
is defined as the effective AdS radius. It should be noted here that α˜ ≤ l2/4 must be satisfied
for the theory defined. The Hawking temperature of the black hole, which is interpreted as the
temperature of the dual field theory, is given by
T =
f ′(r+)
4π
=
(d− 1)r+
4πl2
. (11)
By varying the above action with respect to the electromagnetic field Aµ and the scalar field ψ,
we obtain the equations of motion as
∇ν
(
e−bFFµν
)
+ iq [ψ∗(∇µ − iqAµ)ψ − ψ(∇µ + iqAµ)ψ∗] = 0,
(∇µ − iqAµ) (∇µ − iqAµ)ψ −m2ψ = 0. (12)
Now we find a solution of these equations with the following ansatz
Aµ = φ(r)δ
t
µ, ψ = ψ(r). (13)
6By substituting this ansatz into Eq. (12), we obtain the equation for the functions φ(r) and ψ(r)
as [
1 + bφ′2(r)
]
φ′′(r) +
d− 2
r
φ′(r)− 2q
2φ(r)
f(r)
ψ2(r)e−
b
2
φ′2(r) = 0, (14)
ψ′′(r) +
[
f ′(r)
f(r)
+
d− 2
r
]
ψ′(r) +
[
q2φ2(r)
f2(r)
− m
2
f(r)
]
ψ(r) = 0, (15)
where the prime is denoted the derivative with respect to the coordinate r. One can see that these
nonlinear equations possess several scaling symmetries as
1. φ→ λ1φ, ψ → λ1ψ, q → λ−11 q, b→ λ−21 b.
2. φ→ λ2φ, ψ → λ1/22 ψ, b→ λ−22 b α˜→ λ−12 α˜, l→ λ−1/22 l, m→ λ1/22 m.
Using these scaling symmetries, one can set q = l = 1. In order to solve Eqs. (14) and (15) and
obtain the behavior of the gauge field and scalar field, first we need to impose the appropriate
boundary conditions for φ(r) and ψ(r) at the event horizon r+. The matter fields are regular at
the event horizon r+, which means that their value must be finite at r+. Since, the regularity
condition for the matter fields leads to the following boundary conditions
φ(r+) = 0, ψ(r+) =
f ′(r+)ψ
′(r+)
m2
. (16)
Solving Eqs. (14) and (15) in the the asymptotic limit (r → ∞), we obtain the behavior of φ(r)
and ψ(r) near the AdS boundary as
φ(r) = µ− ρ
rd−3
, (17)
ψ(r) =
〈O−〉
r∆−
+
〈O+〉
r∆+
. (18)
Here, the parameters µ and ρ are regarded as the chemical potential and the charge density,
respectively. According to the AdS/CFT dictionary, the coefficients 〈O−〉 and 〈O+〉 are interpreted
as the source and the expectation value of the condensation operator (dual to the bulk scalar
field) in the dual field theory, respectively. Because the U(1) symmetry is required to be broken
spontaneously, we should turn off the source, 〈O−〉 = 0, which keeps up the stability of the AdS
space [10]. And, the conformal dimension ∆± of 〈O±〉 is given as
∆± =
1
2
[
(d− 1)±
√
(d− 1)2 + 4m2l2eff
]
, (19)
which implies the Breitenlohner-Freedman (BF) bound [78, 79] for the mass of the scalar field
m2 ≥ −(d− 1)
2
4l2eff
. (20)
7In preparation for proceeding, let us rewrite Eqs. (14) and (15) in the new coordinate z = r+r
as [
1 +
bz4
r2+
φ′2(z)
]
φ′′(z) +
2bz3
r2+
φ′3(z) +
4− d
z
φ′(z)− 2r
2
+φ(z)
z4f(z)
ψ2(z)e
−
bz4
2r2+
φ′2(z)
= 0, (21)
ψ′′(z) +
(
f ′(z)
f(z)
+
4− d
z
)
ψ′(z) +
r2+
z4
(
φ2(z)
f2(z)
− m
2
f(z)
)
ψ(z) = 0, (22)
where the prime is denoted the derivative with respect to the coordinate z, and
f(z) =
r2+
2α˜z2
(
1−
√
1− 4α˜ (1− zd−1)
)
. (23)
III. CRITICAL TEMPERATURE VERSUS CHARGE DENSITY
In this section, we will find the relation between the critical temperature Tc and the charge
density ρ for GB holographic superconductors in the exponential nonlinear electrodynamics. Ana-
lytic study for this is based on the Sturm-Liouville eigenvalue method. Also, we use the numerical
method to study this relation and then compare the results of these methods.
In order to do this, first we need to obtain a solution of Eq. (21) at the critical temperature
Tc. At Tc, the condensation is zero and thus the scalar field vanishes, ψ = 0. As a result, Eq. (21)
leads to [
1 +
bz4
r2+
φ′2(z)
]
φ′′(z) +
2bz3
r2+
φ′3(z) +
4− d
z
φ′(z) = 0. (24)
The solution of this equation is given as
φ(z) = r+c
∫ 1
z
√
W
(
bCz˜2(d−2)
r
2(d−2)
+c
)
√
bz˜2
dz˜, (25)
where r+c is denoted the event horizon radius of the black hole with the temperature Tc, C is an
integral constant, and W (x) is the Lambert function defined as [80]
W (x)eW (x) = x. (26)
Note that, we have used the boundary condition φ(1) = 0. By using the following expansion√
W (x) = x1/2 − x
3/2
2
+O
(
x5/2
)
, (27)
we can expand the solution (25) around b = 0 as
φ(z) =
√
C
(d− 3)rd−3+c
(
1− zd−3
)
− bC
3/2
2(3d − 7)r3d−7+c
(
1− z3d−7
)
+ · · · , (28)
8From this expansion and the asymptotic behavior of φ given at (17), we can find C = ρ2(d− 3)2.
Near the AdS boundary (z → 0), we express the functions φ(z) as follows
φ(z) = λr+cξ(z), (29)
where λ = ρ
rd−2+c
and the function ξ(z) is given as
ξ(z) =
1
λ
∫ 1
z
√
W
(
bCz˜2(d−2)
r
2(d−2)
+c
)
√
bz˜2
dz˜,
=
√
1
bλ2
∫ 1
z
√
W
(
bλ2(d− 3)2z˜2(d−2))
z˜2
dz˜. (30)
In the following, we calculate bλ2 by performing the perturbatively iterative procedure. First,
let us split the nonlinear parameter b into the steps as bn = n∆b (for n = 0, 1, 2,...) where
∆b = bn+1 − bn is the step size which is small for applying the perturbative expansion. And, we
denote λ2n, λ
2
n−1, λ
2
n−2,..., λ0 to be the values of λ
2 at bn, bn−1, bn−2,... , b0, respectively. Then, bλ
2
n
at the n-th step is perturbatively related to bλ2n−1 at the (n− 1)-th step as, bλ2n = bλ2n−1+O (∆b).
Using the perturbatively iterative procedure, bλ2 is computed as follows
bλ2 = bλ2n−1 +O (∆b) ,
bλ2n−1 = bλ
2
n−2 +O (∆b) ,
...
bλ21 = bλ
2
0 +O (∆b) . (31)
This approximation is more accurate if we consider the smaller step size.
With the solution of φ(z) at the temperature Tc, we can find the equation for ψ in the limit
T → Tc as
0 = ψ′′(z) +
2α˜(d− 5)zd−1 − 2
(
1− 4α˜−
√
1− 4α˜ (1− zd−1)
)
z
√
1− 4α˜ (1− zd−1)
(√
1− 4α˜ (1− zd−1)− 1
) + 4− d
z
ψ′(z)
+
 4α˜2λ2ξ2(z)(√
1− 4α˜ (1− zd−1)− 1
)2 + 2α˜m2
z2
(√
1− 4α˜ (1− zd−1)− 1
)
ψ(z). (32)
Near the AdS boundary, we express ψ(z) as follows
ψ(z) = 〈O+〉z
∆+
r
∆+
+
F (z), (33)
9where F (z) is the trial function satisfying the boundary condition F (0) = 1 and F ′(0) = 0. By
substituting Eq. (33) into Eq. (32), we obtain the following equation for F (z)
F ′′(z) + p(z)F ′(z) + q(z)F (z) + λ2w(z)ξ2(z)F (z) = 0, (34)
where
p(z) =
4− d+ 2∆+
z
+
2α˜(d− 5)zd−1 − 2
(
1− 4α˜−
√
1− 4α˜ (1− zd−1)
)
z
√
1− 4α˜ (1− zd−1)
(√
1− 4α˜ (1− zd−1)− 1
) ,
q(z) =
∆+(3− d+∆+)
z2
+
2∆+
[
α˜(d− 5)zd−1 −
(
1− 4α˜−
√
1− 4α˜ (1− zd−1)
)]
z2
√
1− 4α˜ (1− zd−1)
(√
1− 4α˜ (1− zd−1)− 1
)
+
2α˜m2
z2
(√
1− 4α˜ (1− zd−1)− 1
) ,
w(z) =
4α˜2(√
1− 4α˜ (1− zd−1)− 1
)2 . (35)
It is written in the form of the Sturm-Liouville equation as[
T (z)F ′(z)
]′ −Q(z)F (z) + λ2P (z)F (z) = 0, (36)
where
Q(z) = −T (z)q(z),
P (z) = T (z)w(z)ξ2(z),
T (z) = e
∫
p(z)dz = z2∆++2−d
(
1− zd−1
) [
1− α˜zd−1 + α˜2
(
2z2d−2 − 3zd−1
)
+O (α˜3)] . (37)
It is known from the Sturm-Liouville eigenvalue problem that the eigenvalues of Eq. (36) are
obtained by minimizing the following expression
λ2 =
∫ 1
0 T (z)F
′2(z)dz +
∫ 1
0 Q(z)F
2(z)dz∫ 1
0 P (z)F
2(z)dz
, (38)
where the trial function F (z) is chosen as F (z) = 1 − az2 [12]. For calculating the integrals in
(38), we use the exact form of the function ξ(z) given in Eq. (30), and thus the value of the
nonlinear parameter b considered is arbitrary without restricting the small value. With the given
parameters, these integrals can be appropriately separated and then integrated numerically. As a
result, from Eq. (11), the critical temperature Tc can be obtained for given nonlinear parameter
b, GB parameter α and spacetime dimension d as
Tc =
(d− 1)r+c
4π
=
d− 1
4π
(
ρ
λmin
) 1
d−2
≡ γρ 1d−2 , (39)
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FIG. 1: Plots of the critical temperature in terms of the charge density, at b = 0.1. Left panel: α = 0.001
and m2 = −2. Right panel: α = 0.005 and m2 = −3.
where γ = d−14π λ
1
2−d
min is the coefficient of Tc. As an example, we determine the coefficient γ in the
case for d = 5, α = 0.05, b = 0.05, ∆b = 0.05, and m2 = −2. First, let us calculate λ2|b=0 as
λ2|b=0 = 1.66965 − 2.55683a + 1.23137a
2
0.0310475 − 0.0329515a + 0.0101823a2 , (40)
which has a minimum λ2min|b=0 = 36.7815 at a = 0.784748. This leads to bλ2|b=0.05 ≈ bλ2|b=0 =
1.83908. Then, we derive the expression for λ2|b=0.05 as
λ2|b=0.05 = 1.66965 − 2.55683a + 1.23137a
2
0.0109467 − 0.0105178a + 0.00303046a2 , (41)
whose minimum is λ2min|b=0.05 = 91.9388 at a = 0.834335. Thus, the expression of the critical
temperature given in Eq. (39) becomes Tc = 0.149831ρ
1
3 . In more detail, we present our analytical
result in Table I and Fig. 1.
α = 0.02 α = 0.04 α = 0.06
b Analytical Numerical b Analytical Numerical b Analytical Numerical
0 0.194ρ1/3 0.196ρ1/3 0 0.191ρ1/3 0.193ρ1/3 0 0.188ρ1/3 0.190ρ1/3
0.05 0.174ρ1/3 0.168ρ1/3 0.05 0.171ρ1/3 0.164ρ1/3 0.05 0.168ρ1/3 0.159ρ1/3
0.1 0.159ρ1/3 0.153ρ1/3 0.1 0.156ρ1/3 0.148ρ1/3 0.1 0.152ρ1/3 0.143ρ1/3
0.15 0.147ρ1/3 0.141ρ1/3 0.15 0.143ρ1/3 0.136ρ1/3 0.15 0.139ρ1/3 0.131ρ1/3
TABLE I: A comparison between analytical and numerical values of the critical temperature Tc, for the
various values of α and b, at d = 5 and m2l2
eff
= −3.
From Table I, we can see that the critical temperature Tc should decrease as increasing the
nonlinear parameter b or the GB parameter α, for the other parameters kept fixed. It means that the
superconducting phase transition is harder to achieve within the nonlinear electrodynamics as well
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as Einstein-Gauss-Bonnet gravity. This can been seen more clearly when we study condensation
value in later. Furthermore, from Fig. 1, we observe that the superconducting phase transition
in the higher (lower) dimensional systems can achieve at the higher critical temperature at the
efficiently low (high) charge density.
Now we introduce the numerical study relying on the shooting method to check the result
obtained by the analytic or Sturm-Liouville method. First, it should be noted that Eqs. (21) and
(22) can be written as
[
1 + bz4φ¯′2(z)
]
φ¯′′(z) + 2bz3φ¯′3(z) +
4− d
z
φ¯′(z)− 2φ¯(z)
z4h(z)
ψ2(z)e−
bz4
2
φ¯′2(z) = 0, (42)
ψ′′(z) +
(
h′(z)
h(z)
+
4− d
z
)
ψ′(z) +
1
z4
(
φ¯2(z)
h2(z)
− m
2
h(z)
)
ψ(z) = 0, (43)
where φ¯(z) ≡ φ(z)/r+ and h(z) = f(z)/r2+. For obtaining the initial values, we use the behavior
of φ¯ and ψ near the horizon (z → 1), given as
φ¯(z) = φ¯′(1)(z − 1) + φ¯
′′(1)
2
(z − 1)2 + φ¯
′′′(1)
3!
(z − 1)3 + · · · , (44)
ψ(z) = ψ(1) + ψ′(1)(z − 1) + ψ
′′(1)
2
(z − 1)2 + ψ
′′′(1)
3!
(z − 1)3 + · · · . (45)
By replacing these expansion into Eqs. (42) and (43), we can calculate the coefficients φ¯′′(1),
φ¯′′′(1),... and ψ′(1), ψ′′(1), ψ′′′(1),... in terms of φ¯′(1) and ψ(1). Note that, the higher order terms
are very small and thus can be neglected. Near the critical temperature, the value of ψ is very
small and thus we can set ψ(1) = 10−6. Using the shooting method, we should solve numerically
Eqs. (42) and (43), with the given parameters, near the horizon with the shooting parameter φ¯′(1)
to get proper solutions at the AdS boundary (z = 0). Here, the behavior of φ¯ and ψ near the AdS
boundary is given as
φ¯(z) =
µ
r+
− ρ
rd−2+
zd−3, (46)
ψ(z) =
〈O−〉
r
∆−
+
z∆− +
〈O+〉
r
∆+
+
z∆+ . (47)
For the specific value of φ¯′(1), we impose the boundary condition 〈O−〉/r∆−+ = 0. With this value
of φ¯′(1), we can specify the coefficients in the asymptotic behavior of and φ¯ and ψ. From the
specified value of ρ
rd−2+c
, we can find the relation between the critical temperature and the charge
density. The numerical values are compared to the analytic values in Table I. Here, we can see
that both results are in good agreement with together. It should be noted that in the calculations
we only stop up to the second-order in the GB parameter and the step size is ∆b = 0.05. If the
12
higher-order terms in the GB parameter are taken into account and the step size ∆b is smaller, it
is expected to reduce the disparity between the analytic and numerical methods.
IV. CONDENSATION VALUE AND CRITICAL EXPONENT
In this section, we will calculate the condensation value 〈O+〉 and the critical exponent for
GB holographic superconductors in the exponential nonlinear electrodynamics. Thus, we need to
study the behavior of the gauge field near the critical temperature Tc. The equation describes the
behavior of the gauge field near Tc up to second-order in the nonlinear parameter b as
0 = φ′′(z) +
4− d
z
φ′(z) +
(d− 2)bz3
r2+
φ′3(z) +
(2− d)b2z7
r4+
φ′5(z)
−2r
2
+φ(z)ψ
2(z)
z4f(z)
[
1− 3bz
4
2r2+
φ′2(z) +
13b2z8
8r4+
φ′4(z)
]
+O (b3) . (48)
(It should be noted that the equation of the gauge field for Born-Infeld and exponential nonlinear
electrodynamics are same together up to first-order in the nonlinear parameter b.) Near the critical
temperature Tc, the condensation value 〈O+〉 is very small. Since we can expand the φ(z) in 〈O+〉
in the vicinity of the AdS boundary as
φ(z)
r+
= λξ(z) +
〈O+〉2
r
2∆+
+
χ(z) + · · · , (49)
where the function χ(z) satisfies the boundary condition, χ(1) = χ′(1) = 0. By substituting this
expansion into Eq. (48), we find
0 = χ′′(z) +
[
4− d
z
+ 3(d− 2)bλ2z3ξ′2(z) + 5(2− d)b2λ4z7ξ′4(z)
]
χ′(z)
−2λr
2
+ξ(z)
f(z)
z−4+2∆+F 2(z)
[
1− 3bλ
2
2
z4ξ′2(z) +
13b2λ4
8
z8ξ′4(z)
]
= 0. (50)
Using Eq. (24) whose solution is given at (29), we find
bλ2z4ξ′′(z)ξ′(z) = (d− 4)bλ2z3ξ′2(z) + (2− d)b2λ4z7ξ′4(z) +O (b3) . (51)
With this relation, Eq. (50) can be written up to second-order in the nonlinear parameter b as
[
g(z)χ′(z)
]′
=
2λr2+ξ(z)
f(z)
z−d+2∆+F 2(z), (52)
where the function g(z) is given as
g(z) = z4−de
bλ2z4ξ′2(z)
2 [3−bλ
2z4ξ′2(z)]. (53)
13
Then, by integrating the above equation with using the condition χ′(1) = 0, we obtain
χ′(z) = zd−4e
bλ2z4ξ′2(z)
2 [3−bλ
2z4ξ′2(z)]
∫ z
1
2λr2+ξ(z˜)
f(z˜)
z˜−d+2∆+F 2(z˜)dz˜. (54)
From Eqs. (17) and (49), we get the relation
µ
r+
− ρ
rd−2+
zd−3 = λξ(z) +
〈O+〉2
r
2∆+
+
[
χ(0) + χ′(0)z +
χ′′(0)
2
z2 + · · ·+ χ
(d−3)(0)
(d− 3)! z
d−3 + · · ·
]
. (55)
By comparing the coefficients of the terms relating to zd−3 in the right-hand and left-hand sides
of the above equation, we find
ρ
rd−2+
= λ− 〈O+〉
2
r
2∆+
+
χ(d−3)(0)
(d− 3)! . (56)
[Also, we can determine χ′(0) = χ′′(0) = · · · = χ(d−4)(0) = 0 which is consistent to the expression
of χ′(z) given in Eq. (54).] From this, we find the expression for the order parameter 〈O+〉 as
〈O+〉 = βT
∆+
√
d− 2
√(
Tc
T
)d−2
− 1 ≈ βT∆+c
√
1− T
Tc
, (57)
where
β =
(
4π
d− 1
)∆+√
−λ(d− 2)!
χ(d−3)(0)
. (58)
This expression indicates that the critical exponent is 1/2 which is universal independently on the
nonlinear electrodynamics and GB corrections.
In order to calculate β, we use a fact that in the limit z → 0 Eq. (50) becomes
χ′′(0) =
d− 4
z
χ′(z)
∣∣∣
z→0
. (59)
This leads to the following relation between the n-th and first-order derivatives of χ at z = 0
χ(n)(0) = (d− 4)(d− 5)...(d − 2− n)χ
′(z)
zn−1
∣∣∣
z→0
. (60)
Using this relation with χ′(z) given at Eq. (54), we find β as
β =
(
4π
d− 1
)∆+√(d− 2)(d− 3)
A , (61)
where A is given by
A =
∫ 1
0
2r2+ξ(z)
f(z)
z−d+2∆+F 2(z)dz,
= 4α˜
√
1
bλ2
∫ 1
0
z2(1+∆+)−d(1− az2)2
1−
√
1− 4α˜(1− zd−1)
∫ 1
z
√
W
(
bλ2(d− 3)2z˜2(d−2))
z˜2
dz˜
 dz, (62)
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FIG. 2: The dimensionless condensation operator as a function of the dimensionless temperature for the
different values of b, at d = 5 and m2 = −3. Left panel: α = 0.04. Right panel: α = 0.08.
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FIG. 3: The dimensionless condensation operator as a function of the dimensionless temperature for various
dimension, at b = 0.1. Left panel: α = 0.005 and m2 = −3. Right panel: α = 0.01 and m2 = −2.
which can be, with the given parameters, integrated numerically.
Effects of the nonlinear electrodynamics, the GB corrections and spacetime dimension on the
condensation value are explicitly shown in Figs. 2 and 3. These figures indicate that, for T/Tc
kept fixed, the condensation value becomes larger as increasing the nonlinear parameter, the GB
parameter, or the spacetime dimension, with the other parameters kept fixed. It means that
the nonlinear electrodynamics, the GB correction, or the higher sapcetime dimension make the
condensation harder, which is consistent to what we obtained in the previous section.
V. HOLOGRAPHIC CONDUCTIVITY
In this section, we will study the optical conductivity (the conductivity as a function of the
frequency) and superconducting energy gap for GB holographic superconductors in the exponential
nonlinear electrodynamics. According to AdS/CFT correspondence, the fluctuations of the vector
gauge field in the bulk theory gives rise the conductivity in the boundary theory. Thus, in order
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to compute the conductivity, we should turn on, for simplicity, the small perturbation of the
component Ax in the background of the bulk gauge potential as
Ax = Ax(r)e
−iωt, (63)
with ω to be the frequency. Then, the equation for Ax(r) is obtained up to the linear order in
Ax(r) as
A′′x(r) +
[
d− 4
r
+
f ′(r)
f(r)
+ bφ′(r)φ′′(r)
]
A′x(r) +
ω2
f2(r)
Ax(r)− 2ψ
2(r)
f(r)
Ax(r)e
−
b
2
φ′2(r) = 0. (64)
In the asymptotic limit (r →∞), this equation becomes
A′′x(r) +
d− 2
r
A′x(r) +
ω2l4eff
r4
Ax(r) = 0, (65)
whose solution is given by
Ax =

A
(0)
x +
A
(1)
x
r2
+
ω2l4effA
(0)
x ln(Λr)
2r2
+ · · · , for d = 5,
A
(0)
x +
A
(1)
x
r3
+
ω2l4effA
(0)
x
2r2
+ · · · , for d = 6,
A
(0)
x +
A
(1)
x
r4
+
ω2l4effA
(0)
x
r2
+
ω4l8effA
(0)
x ln(Λr)
16r4
+ · · · , for d = 7,
(66)
where Λ is a constant with the dimension of the inverse length.
According to the AdS/CFT correspondence, the expectation value of the current operator in
the dual field theory on the boundary is determined as [6, 7]
〈Jx〉 = δSo.s
δA
(0)
x
, (67)
where So.s is the on-shell action given by
So.s =
∫
dd−1x
∫
∞
r+
dr
√−gLm, (68)
which is calculated on the equations of motion. In the approximation to quadratic order with
respect to the pertubation of the gauge field component Ax and up to the irrelevant terms, we have
So.s =
∫
dd−1x
∫
∞
r+
drrd−2
[
−e bφ
′(r)2
2
(
ω2
2r2f(r)
A2x +
f(r)
2r2
A′2x
)
− ψ
2
r2
A2x
]
. (69)
Using Eq. (64), the on-shell action is rewritten as
So.s = −1
2
∫
dd−1x
∫
∞
r+
dre
bφ′(r)2
2
{[
(d− 4)rd−5f(r) + rd−4f ′(r) + rd−4f(r)bφ′(r)φ′′(r)
]
A′xAx+
+rd−4f(r)A′2x + r
d−4f(r)A′′xAx
}
,
= −1
2
∫
dd−1x
[
e
bφ′(r)2
2 rd−4f(r)A′xAx
] ∣∣∣
r→∞
. (70)
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It is important to note here that in the above expression there are the appearance of divergences,
such as the logarithmic divergence in the case of five dimensions. However, these divergences are
removed by the holographic renormalization by adding a suitable counterterm at the boundary.
For constructing the boundary counterterm action, we use Skenderis’s holographic renormalization
method [81–83]. More explicitly, the boundary counterterm action is given as
Sc.t. =

− l2eff2 ln
(
ǫ
Λ
) ∫
d4xAi∂
2
tAi
∣∣∣
r=ǫ−1
, for d = 5,
l2eff
2ǫ
∫
d5xAi∂
2
tAi
∣∣∣
r=ǫ−1
, for d = 6,
l6eff
8 ln
(
ǫ
Λ
) ∫
d6xAi∂
4
tAi
∣∣∣
r=ǫ−1
+
l2eff
ǫ2
∫
d6xAi∂
2
tAi
∣∣∣
r=ǫ−1
, for d = 7,
(71)
where ǫ−1 is the cutoff length. With this result, we derive the expectation value of the boundary
current operator as
〈Jx〉 =

A
(1)
x
l2eff
− ω2l2effA
(0)
x
2 , for d = 5,
3A
(1)
x
2l2eff
, for d = 6,
2A
(1)
x
l2eff
+
31ω4l6effA
(0)
x
16 , for d = 7.
(72)
With Ex = −∂tAx = iωAx, we obtain the electric conductivity as
σ =
〈Jx〉
Ex
=

A
(1)
x
iωl2effA
(0)
x
+
iωl2eff
2 , for d = 5,
3A
(1)
x
2iωl2effA
(0)
x
, for d = 6,
2A
(1)
x
iωl2effA
(0)
x
− 31iω3l6eff16 , for d = 7.
(73)
We observe that the electric conductivity is directly dependent on the GB coupling and the space-
time dimension. The nonlinear parameter b affects indirectly the electric conductivity via A
(0)
x and
A
(1)
x . With this expression, we can calculate the electric conductivity by solving numerically Eq.
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FIG. 4: The real part of the conductivity as a function in terms of ω/T for the different values of T/Tc and
b, at d = 5, α = 0.06 and m2l2
eff
= −3. Left panel: b = 0.05. Right panel: b = 0.1.
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FIG. 5: The behavior of the imaginary part of the conductivity in terms of ω/T for the different values of
T/Tc and b, at d = 5, α = 0.06 and m
2l2
eff
= −3. Left panel: b = 0.05. Right panel: b = 0.1.
(64). Let us rewrite this equation in the coordinate z as
0 = A′′x(z) +
[
6− d
z
+
f ′(z)
f(z)
+ bz3φ′(z)
[
zφ′′(z) + 2φ′(z)
]]
A′x(z) +
ω2
z4f2(z)
Ax(z)
−2ψ
2(z)
z4f(z)
Ax(z)e
−
bz4
2
φ′2(z), (74)
and solve it with an ingoing wave boundary condition
Ax(z) = f(z)
−
iω
d−1
[
1 + a1(z − 1) + a2(z − 1)2 + · · ·
]
, (75)
where a1, a2,... are the coefficients of the Taylor expansion.
The numerical results for the behavior of the real and imaginary parts of the conductivity in
terms of ω/T , under the different values of T , b and α, are given in Figs. 4, 5, 6, and 7. As seen in
Fig. 4, below the critical temperature, there has the formation of a frequency gap in the real part
of the conductivity. This points to the formation of a superconducting energy gap in the spectrum
of charged excitations. The superconducting energy gap should be larger when decreasing the
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FIG. 6: The real part of the conductivity as a function in terms of ω/T for the different values of b and α,
at d = 5, T/Tc ≈ 0.47 and m2l2eff = −3. The green, red and blue lines correspond to b = 0, 0.05, 0.1. Left
panel: α = 0.02. Right panel: α = 0.06.
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FIG. 7: The behavior of the imaginary part of the conductivity in terms of ω/T for the different values of b
and α, at d = 5, T/Tc ≈ 0.47 and m2l2eff = −3. The green, red and blue lines correspond to b = 0, 0.05, 0.1.
Left panel: α = 0.02. Right panel: α = 0.06.
temperature. This is because the superconducting energy gap is relevant to the minimum energy
which needs to break the condensation that becomes stronger as the temperature or the thermal
motion (which prevents the formation of the bound state) decreases. Fig. 6 shows the effects of the
nonlinear electrodynamics and the GB term on the superconducting energy gap. We can see that
as increasing the nonlinear parameter, the superconducting energy gap becomes smaller, which
is similar to the effect of the Born-Infeld electrodynamics. Whereas, the superconducting energy
gap enlarges when the GB parameter increases. Also, for the region of the large frequency, the
behavior of the real part of the conductivity obeys the power law [84], Re[σ] ∝ ωd−4, which shows
a normal state. Figs. 5 and 7 show the pole at ω = 0 in the imaginary part of the conductivity.
By the Kramers-Kronig relation, this indicates a delta function at ω = 0 in the real part of the
conductivity.
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VI. CONCLUSION
It is interesting that the low-energy limits of the string theory lead to not only the higher-
order curvature corrections for Einstein gravity but also the higher-order derivative corrections for
the Maxwell or linear electrodynamics which implies the nonlinear electrodynamics. Motivated by
this, we have investigated s-wave holographic superconductors, in the probe limit, in the framework
of Einstein-Gauss-Bonnet gravity and the exponential nonlinear electrodynamics. This nonlinear
electrodynamics was introduced in Ref. [44] with the aim of obtaining the new charged BTZ black
hole solutions. Using the Sturm-Liouville eigenvalue method, we have analytically obtained the
expression of the critical temperature in terms of the charge density and the spacetime dimension.
The presence of the nonlinear parameter in the expression of the critical temperature is showed
indirectly. It is observed that the larger nonlinear or GB parameter leads to the lower critical
temperature. Whereas, the effect of the spacetime dimension on the critical temperature depends
on the region of the charge density. More specifically, the superconducting phase transition in the
higher (lower) dimensional systems can occur at the higher critical temperature at the efficiently
low (high) charge density. It is showed that the analytic results are in very good agreement with
the numerical results using the shooting method.
Also, we have analytically calculated the condensation value and the critical exponent which is
1/2 independently on the nonlinear electrodynamics and GB term. It is found that the condensa-
tion value gets larger as increasing the nonlinear parameter, the GB parameter, and the spacetime
dimension. This means that the nonlinear electrodynamics, the GB correction, and the higher
sapcetime dimension make the condensation harder. Finally, we have studied the optical conduc-
tivity whose real part indicates, below the critical temperature, a superconducting energy gap in
the spectrum of charged excitations. It is observed that the superconducting energy gap becomes
larger when increasing GB parameter. But, as increasing the nonlinear parameter it becomes
smaller.
We would like to note that, in this paper, we only investigate s-wave holographic supercon-
ductors in the probe limit. However, it is interesting to study the effects of the backreaction of
the scalar and gauge fields on the black hole spacetime background. In addition, based on the
symmetry of the spatial part of the wave function of the bound state, superconductors can be
classified as the s-wave, p-wave superconductors, etc. Since it is natural to extend this work to
study p-wave holographic superconductors. These issues will be investigated in our future works.
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