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Etika avtonomnih vozil 
Avtonomna vozila so bila še nedavno del znanstvene fantastike in računalniških igric, zdaj pa 
kljub določenim etičnim polemikam postopoma postajajo resničnost. Kljub nespornim 
prednostim, ki jih bodo ta prinesla, pa se v zvezi z njimi vedno bolj izpostavljajo etični 
problemi, izvirajoči iz dejstva, da bo v nekaterih primerih naloga teh vozil, da v trenutku 
odločajo o življenju in smrti udeleženih v prometu. Z uporabo kvalitativne metodologije v 
magistrski nalogi izvedem opisovalno in razlagalno študijo primera, v kateri z vidika različnih 
avtorjev preučujem etične polemike avtonomnih vozil, s poudarkom na primeru pobeglega 
vagona. Namen naloge je prikazati in podrobno preučiti trenutne etične polemike in dognanja 
na temo avtonomnih vozil ter nakazati nujnost vključevanja etičnih študij, hkrati pa se posvetiti 
potrošniškemu in kulturnemu vidiku tega diskurza. V ta namen v prvem delu naloge preučim 
etične teorije ključnih avtorjev na primeru pobeglega vagona. V drugem delu naloge preučujem 
status avtonomnih vozil v popularni kulturi, v tretjem delu pa opravim pregled študij 
potrošnikov, ki se tičejo specifičnih etičnih vprašanj v zvezi z avtonomnimi vozili. V sklepu 
ugotavljam, da ni jasno, kakšna je pravilna etična rešitev problematike programiranja 
avtonomnih vozil oziroma če univerzalna rešitev sploh obstaja. Prav tako ugotavljam, da je 
reprezentacija avtonomnih vozil v popularni kulturi vdelana v javno zavest in kot taka oblikuje 
in hkrati odraža družbena pričakovanja do avtonomnih vozil. Nazadnje pa je razvidno tudi 
dejstvo, da potrošniki uvedbo avtonomnih vozil enačijo z izgubo nadzora in zato avtonomnim 
vozilom večinsko ne zaupajo.  
Ključne besede: etika, avtonomna vozila, primer pobeglega vagona, popularna kultura. 
Ethics of Autonomous Vehicles 
Until recently autonomous vehicles have been a part of science fiction and computer games, 
however now, despite some specific ethic controversies, they are gradually becoming a reality. 
Despite the undeniable advantages that they will bring,  ethical problems are arising from the 
fact that the task of these vehicles will in some cases be to instantly decide between life and 
death of traffic participants. In this master's thesis, I use qualitative descriptive and explanatory 
methodology to conduct a case study in which I examine different authors aspects of ethical 
dilemmas of autonomous vehicles, with the emphasis on the Trolley Problem. The purpose of 
this master's thesis is to showcase and examine current ethical dilemmas and findings on the 
topic of autonomous vehicles in detail and to indicate the necessity of incorporating ethical 
studies, as well as devoting to the consumer and cultural aspects of this discourse. For this 
purpose I examine the ethical theories of key authors with the example of the Trolley Problem 
in the first part of the thesis. In the second part I examine the status of autonomous vehicles in 
Popular culture and in the third part I do a review of consumer studies, that are concerned with 
specific ethical questions in relation to autonomous vehicles. In the conclusion I find that it is 
not clear what the right ethical solution to the programming problems of autonomous vehicles 
is, or if such a solution even exists. I also conclude that the representation of autonomous 
vehicles in popular culture is embedded in public consiousness and as such forms as well as 
reflects the social expectations of autonomous vehicles. Lastly, I conclude that consumers 
equate the introduction of autonomous vehicles with a loss of control and therefore do not trust 
autonomous vehicles for the most part. 
Key words: ethics, autonomous vehicles, trolley problem, popular culture. 
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1 Uvod  
 
Leta 1886 je Carl Benz naredil trikolesnik z manjšim prednjim kolesom, ki se ga je upravljalo 
s preprosto ročico. To je bil prvi avtomobil z motorjem na bencin. Od takrat naprej avtomobili 
navdušujejo cel svet. (Herrmann, Stadler in Walter, 2018, str. 3) Leta 1913 so na trg prišli prvi 
masovno izdelani avtomobili podjetja Ford. Postopen prehod iz konjskih vpreg na avtomobile 
je preuredil postavitve ˝sprehajalnih mest˝ v ˝vozeča mesta˝. (Lipson in Kurman, 2016, str. 1, 
2) Avtomobili so tako postali del vsakdanjika in v zadnjem stoletju izjemno vplivali na naša 
življenja in okolico. 
Močna prevzetost družbe z avtomobili ni rezultat izključno njihovih vizualnih lastnosti, temveč 
tudi možnosti in priložnosti, ki jih ti omogočajo. Mobilnost, svoboda in neodvisnost, kot tudi 
socialni status, so prednosti, ki jih mnogokateri vozniki asociirajo s svojimi avtomobili. 
(Herrmann in drugi, 2018) Razvoj avtomobilov skozi leta tako ne odraža le tehnološkega 
napredka človeštva temveč tudi estetske, družbene in kulturne spremembe, ki se kažejo v 
vizualnih značilnostih avtomobilov in uporabljenih materialov. Po drugi strani lahko trdimo, da 
se standardna struktura modernega avtomobila drastično ne razlikuje od svoje oblike izpred 
stotih let; štiri kolesa, kovinsko telo in večinoma bencinski motor. Vendar pa smo bili v teh 
stotih letih ljudje priča izjemnim napredkom na področju robotike, umetne inteligence in 
programske opreme. Rezultat tega je razvoj ˝brez-možganskega˝ avtomobila na naslednjo 
raven. Začenja se doba avtonomnih vozil.  
Avtonomna vozila so bila tako še nedavno del znanstvene fantastike in računalniških igric, zdaj 
pa kljub določenim etičnim polemikam postopoma postajajo resničnost; na evropski trg bodo 
vozila četrte stopnje avtonomne vožnje po lestvici Evropske komisije prišla že leta 2020 
(Evropski parlament, 2019). Ideja o avtomobilih brez voznika tako dandanes ni več fikcija, ta 
so namreč že na poti spreminjanja ekonomije, družbe in naših vsakdanjikov. Vendar pa jih 
zaenkrat še omejujejo tehnološki problemi, ki jih bo potrebno rešiti, preden bodo ta za uporabo 
dostopna širšemu trgu potrošnikov. Poleg tehnoloških omejitev predstavljajo problem tudi 
etična vprašanja povezana z uporabo avtonomnih vozil; med drugim vprašanje algoritmov, ki 
se tičejo potencialnih prometnih nesreč avtonomnih vozil.   
Avtonomna vozila obljubljajo napredek z vidika varnosti udeležencev v prometu. Raziskave 
kažejo, da bodo avtonomna vozila trčila veliko redkeje, kot avtomobili s človeškimi vozniki. V 
Evropski uniji je za kar 95% prometnih nesreč kriva človeška napaka, v prometnih nesrečah pa 
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življenje vsakodnevno izgubi na tisoče ljudi. (prav tam) Z odpravo človeških napak bi lahko 
avtonomna vozila znatno zmanjšala števila takih nesreč in posledično prispevala k povečanju 
prometne varnosti. Kljub temu pa avtonomna vozila ne morejo zagotoviti 100% varnosti, zato 
bodo nesreče ostale neizogibne, njihov izid pa bo imel posledice. Takšnemu primeru smo bili 
priča v začetku leta 2016, ko je avtomobil znamke Tesla, ki je vozil v načinu avtopilota, zaradi 
tehnične napake avtomatskega zavornega sistema trčil, prometna nesreča pa je rezultirala v 
smrti potnika. (Levin in Woolf, 2016) Zato znanstveniki in zaposleni na področju avtonomnih 
vozil postopno razvijajo predloge za vnaprejšnje etično programiranje vozil. Tukaj je poudarek 
predvsem na razvijanju algoritmov na področju prometnih nesreč, tako imenovanih ˝etičnih 
algoritmov odločanja˝. Ti algoritmi vzamejo prometne nesreče za neizogiben pojav, njihov 
namen pa je te nesreče optimizirati. Z drugimi besedami, algoritem ˝optimizacije trka˝ omogoči 
avtonomnemu vozilu izbiro trka, katerega izid bi bil minimalno število žrtev.  
Kadar človeški voznik na cesti zagleda pešca in ˝pritisne na zavore˝ ali pa volan zavije v desno 
ali levo smer, je to prvotno rezultat njegove avtomatične reakcije, vendar za tem stoji tudi 
njegova moralna odločitev, da bo s tem pešca rešil, ne glede na potencialne poškodbe sebe in 
drugih potnikov avtomobila. Takšne etične odločitve bodo kmalu morala opravljati tudi 
avtonomna vozila. Kljub dejstvu, da so računalniki zmožni izjemno hitrega odločanja brez 
reakcij pod vplivom čustev in adrenalina, kot je to značilno za človeške voznike, je vprašanje 
moralnih odločitev umetne inteligence še vedno zelo kompleksno, saj je ta pogojena z 
vnaprejšnjim človeškim programiranjem.  
Če sta na cesti dva motorista, eden s čelado in eden brez, katerega je v primeru neizogibne 
nesreče najbolj smiselno rešiti? Kaj je moralno in kaj je prav v tem primeru? Ali je etično rešiti 
voznika, ki je brez čelade in tako bolj ranljiv in dovzeten za poškodbe ali tistega, ki se drži 
prometnih predpisov? Dalje, ali naj avtonomno vozilo zagotavlja primarno varnost svojim 
potnikom ali pa naj v primeru nesreče reagira tako, da bo celotno število žrtev minimalno, kljub 
potencialnemu žrtvovanju svojih potnikov v procesu? S takšnimi in drugačnimi vprašanji in 
etičnimi miselnimi eksperimenti se že dolgo časa ukvarjajo znanstveniki, ki izvajajo študije 
potrošnikov, s tem pa ugotavljajo, da etične odločitve ljudi niso univerzalne, kar močno otežuje 
produkcijo avtonomnih vozil.  
Etika kot filozofska disciplina obravnava tematiko človeškega hotenja in ravnanja z vidika 
dobrega in zlega. Je teoretična refleksija o pojavih in procesih, ki so moralno relevantni. (Sruk, 
1986, str. 139, 140) Etika avtonomnih vozil se ukvarja s cilji, motivi in delovanjem avtonomnih 
vozil in opredeljuje ali so ta moralno pozitivna ali negativna. Hkrati lahko različne etične teorije 
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uporabimo za preučevanje potencialnih moralnih principov avtonomnih vozil, kar nam 
omogoča globlji vpogled v sam pojav.  
Velik problem pri preučevanju etike avtonomnih vozil je, da znanstveniki nenehno odkrivajo 
nove lastnosti pojava, njihova mnenja pa so si pogosto nasprotujoča. Kljub temu menim, da je 
ohranjati diskurz etike v avtonomni vožnji nekaj nujnega, saj je ta gotovo ena izmed tehnologij, 
ki bo najbolj opazno spremenila naša življenja. Veliko raziskovalcev se opira na že znane etične 
teorije, razvijajo pa se tudi nove teorije, specifične za tematiko avtonomnih vozil. Sama se v 
drugem delu magistrske naloge namesto splošnemu zgodovinskemu pregledu etičnih teorij 
posvečam specifičnim avtorjem in njihovim dognanjem, ki so po mojem mnenju relevantna in 
primerna za preučevanje pojava avtonomnih vozil. Takih avtorjev je skozi zgodovino veliko, 
zato se osredotočam na tiste, katerih teorije najbolj sovpadajo z vprašanjem etike avtonomnih 
vozil. Njihova etična načela pa nato uporabim na primeru pobeglega vagona. 
Magistrska naloga je sicer okvirno razdeljena na štiri večinsko teoretične dele, pri čemer se v 
prvem delu ukvarjam s samim zgodovinskim teoretičnim ozadjem avtonomnih vozil, 
podrobnejšo opredelitvijo avtonomnih vozil in stopenj avtonomne vožnje, prednostmi in 
zadržki ki se tičejo avtonomne vožnje in tako tudi z moralnimi polemikami, ki se tičejo 
avtonomnih vozil, med drugim na primeru etično filozofskega umskega eksperimenta 
pobeglega vagona (Trolley problem). V drugem delu se, kot že omenjeno, posvečam 
zgodovinskemu pregledu avtorjev etičnih teorij, relevantnih za ta pojav. V tretjem delu 
preučujem, razlagam in utemeljujem pomen pojava avtonomnih vozil v popularni kulturi. V 
zadnjem, četrtem delu pa se posvetim pregledu študij potrošnikov, kjer me zanimajo odnosi 
med potencialnimi bodočimi uporabniki in avtonomnimi vozili.  
 
1.1 Cilji naloge 
Cilj magistrske naloge je med drugim osvetlitev etičnih teorij uporabljenih na primeru 
avtonomnih vozil, s pomočjo primera pobeglega vagona in s preučevanjem različnih avtorjev 
skozi zgodovino in umeščanjem teh v diskurz avtonomnih vozil; z namenom razumevanja in 
reševanja moralnih polemik, ki se tu pojavljajo. Moj namen je torej preučiti pojav avtonomnih 
vozil z vidika izbranih etičnih teorij. Poleg tega me zanima kaj se lahko inženirji in programerji 
naučijo od etičnih teorij in kako lahko to uporabijo pri načrtovanju avtonomnih vozil. 
Pomemben del naloge predstavljata tudi sam zgodovinski pregled in natančna opredelitev 
avtonomnih vozil, kot tudi interpretacija pojava avtonomnih vozil v popularni kulturi, ki nam 
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omogoča vpogled v prehod samega pojava iz fikcije v resničnost skozi oči potrošnikov. Ti so 
namreč tisti, ki bodo narekovali prihodnost avtonomnih vozil, saj je odvisno od njih, ali bi bili 
potencialno etično sporen izdelek pripravljeni kupiti. Zato se hkrati posvetim tudi etičnim 
prednostim in zadržkom pojava avtonomnih vozil. Namen naloge je torej prikazati in podrobno 
preučiti trenutne etične polemike in dognanja na temo avtonomnih vozil ter nakazati nujnost 
vključevanja etičnih študij, hkrati pa se posvetiti potrošniškemu in kulturnemu vidiku tega 
diskurza. V celoti je namen magistrske naloge predstavitev in omogočanje globinskega 
razumevanja etike avtonomnih vozil.  
 
1.2 Raziskovalna vprašanja 
Izbrana raziskovalna vprašanja so vezana na zgoraj omenjene cilje magistrske naloge in 
predstavljajo orodje za vsebinsko preučevanje etike avtonomnih vozil. Prvi dve raziskovalni 
vprašanji sta sledeči: ˝Zakaj se filozofi ukvarjajo z etičnimi dilemami avtonomnih vozil?˝ in 
˝Kateri avtorji etičnih teorij so najbolj pogosto navedeni v diskurzu avtonomnih vozil?˝; njun 
namen pa je nakazati pomembnost vključevanja humanističnih in družboslovnih študij v 
diskurz avtonomnih vozil in podati pregled avtorjev, ki so za ta pojav najbolj relevantni. Sledi 
tretje raziskovalno vprašanje: ˝Kako bi različni avtorji reševali etične polemike avtonomnih 
vozil na primeru pobeglega vagona?˝, katerega naloga bo predstaviti že podane predloge in 
možne rešitve etičnih vprašanj, ki so pogosto prisotna pri preučevanju avtonomnih vozil. Četrto 
raziskovalno vprašanje je sledeče: ˝Kako avtonomna vozila prikazuje popularna kultura?˝, v 
sklopu vprašanja pa me bo zanimalo predvsem kakšne družbeno-kulturne značilnosti in 
konotacije zajema reprezentacija avtonomnih vozil v popularni kulturi, kaj takšne 
reprezentacije avtonomnih vozil odražajo in kako te reprezentacije potencialno vplivajo na 
potrošnike. Zadnje raziskovalno vprašanje se neposredno nanaša na bodoče uporabnike 
avtonomnih vozil in je sledeče: ˝Kako bi v primeru etične dileme pobeglega vagona reagirali 
potrošniki?˝. To vprašanje je poglavitnega pomena, saj prikaže potencialne razlike med etičnimi 
teorijami in prakso potrošnikov na primeru avtonomnih vozil.  
 
1.3 Metodološki pristop 
V prvem in drugem delu magistrske naloge se s preučevanjem virov posvetim zgodovinskemu 
pregledu pojava avtonomnih vozil ter etičnih teorij različnih izbranih avtorjev, ki se mi za 
izbrano temo zdijo najbolj relevantni. Z uporabo kvalitativne metodologije izvedem opisovalno 
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in razlagalno študijo primera, v kateri z vidika različnih avtorjev preučujem polemike 
avtonomnih vozil, s poudarkom na primeru pobeglega vagona. V drugem delu naloge 
preučujem pojav avtonomnih vozil v popularni kulturi; v filmih, računalniških igricah, knjigah 
in tv-serijah, z namenom podrobnejšega razumevanja konteksta avtonomnih vozil z vidika 
potrošnikov ter kulturnih in družbenih značilnosti, ki jih ta pojav zajema. V ta namen tudi 
naredim pregled študij potrošnikov, ki se tičejo specifičnih etičnih vprašanj v zvezi z 
avtonomnimi vozili.  
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2 Avtonomna vozila 
 
Avtonomna vozila so že davno izboljševala in olajševala življenja likov v znanstveno-
fantastični literaturi, s tem pa bralcem predstavljala tehnološke sanje, ki so sčasoma postale 
dosegljiv cilj. Prvi poskusi avtonomizacije vozil so se začeli v začetku dvajsetega stoletja; 
potreba po odpravi človeškega voznika pa se je pojavila predvsem zaradi slabe prometne 
infrastrukture in posledično visokega števila žrtev prometnih nesreč. Ideja avtonomnih vozil je 
tudi dalje navdihovala številne knjige, filme, tv-serije in video-igre, kot so Christine, Knight 
Rider, Batman, Watch dogs 2, in tako dalje. 
Prva povsem avtonomna vozila so se pojavila leta 1984 v sklopu projektov Navlab in ALV, ki 
jih je izvedla Carnegie Mellon University in leta 1987 kot rezultat projekta Eureka Prometheus 
Project, ki sta ga izvedla Bundeswehr University Munich in podjetje Mercedes-Benz. Od takrat 
dalje se z avtonomizacijo vozil ukvarja čedalje več avtomobilskih in tehnoloških podjetij, kot 
so že omenjeni Mercedes-Benz (gl. sliko 2.2), General Motors, Google, Audi (gl. sliko 2.1), 
Continental Automotive Systems, Autoliv Inc., Bosch, Nissan, Toyota, Volvo, Vislab in Oxford 
University. (Schmidhuber, b. d.) 
 
Slika 2.1: Avtonomno vozilo Audi Aicon 
 
Vir: ˝Audi˝ (b. d.) 
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Slika 2.2: Avtonomno vozilo Mercedes-Benz F 015, notranjost 
 
Vir: ˝Mercedes-Benz˝ (b. d.) 
V zadnjih desetletjih smo bili priča izjemnemu napredku na področju umetne inteligence in 
avtonomnih vozil, ta pa bodo kmalu dosegljiva širši publiki. Avtonomno vozilo Audi Aicon bo 
kupcem na voljo že leta 2021. (Simpson in Lowe, 2018) Ravno ta izjemno hiter razvoj pa hkrati 
predstavlja potencialno oviro za proizvajalce avtonomnih vozil, saj potrošniki v tako hitrem 
času morda niso uspeli pridobiti dovolj informacij o takšnih vozilih in bodo zato do njih 
najverjetneje skeptični. V ta namen zgoraj omenjeni proizvajalci preko socialnih omrežij 
postopoma vključujejo potrošnike v diskurz avtonomnih vozil in jim s tem približujejo idejo 
avtonomnega vozila kot nečesa povsem vsakdanjega.  
 
2.1 Stopnje avtonomne vožnje 
Avtonomna vozila se ločijo po različnih stopnjah avtonomne vožnje. Samovozeča vozila so 
vozila, ki so sposobna delovanja brez voznika, avtonomna vozila pa so vozila, ki lahko s 
pomočjo digitalne tehnologije prevzamejo del ali vse naloge voznika. Zaradi minimalne razlike 
v definiciji v magistrski nalogi uporabljam oba termina kot enakovredna nosilca istega pomena. 
Oba izraza se namreč nanašata na vozilo, ki je ˝opremljeno s senzorji, kamerami, zmogljivimi 
računalniki, natančnimi satelitskimi navigacijskimi sistemi in radarji kratkega dosega, kar mu 
omogoča, da prevzame vse ali pa del voznikovih nalog.˝ (Evropski parlament, 2019) Na 
evropskem trgu so vozila, ki vozniku z delno avtomatiziranimi pomožnimi sistemi pomagajo 
pri vožnji, danes že na voljo. Sem spadajo vozila, ki ob ustavitvi samodejno izklopijo motor, 
sistemi, ki z zaviranjem in pospeševanjem med vožnjo samodejno vzdržujejo razdaljo med 
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vozili ter sistemi za zaviranje v sili in avtomatsko parkiranje. (prav tam) To so vozila prve in 
druge stopnje avtonomne vožnje. Na sliki 2.3 je razvidna pregledna opredelitev stopenj 
avtonomnih vozil in pričakovani prihod teh vozil na naše ceste. 
Slika 2.3: Stopnje avtonomne vožnje 
 
Vir: Evropski parlament (2019) 
Iz slike 2.3 je torej razvidno, da so vozila 3. in 4. stopnje avtonomnosti, kamor sodijo na primer 
avtomobili z vgrajenim sistemom avtopilota med vožnjo na avtocesti, trenutno v procesu 
testiranja, in naj bi, kot že omenjeno v uvodu, na evropski trg prišla leta 2020. (prav tam) Po 
letu 2030 naj bi jim sledila popolnoma avtonomna vozila, torej vozila 5. stopnje avtonomnosti. 
Poleg tega lahko, sodeč po napovedih Evropskega Parlamenta (2019), po letu 2022 
pričakujemo, da bodo vsa na novo proizvedena vozila zmožna medsebojnega povezovanja in 
komunikacije. Medsebojna komunikacija avtonomnih vozil bi takšnim vozilom omogočila 
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vpogled v morebitne zastoje na cestah in tako tudi izogib tem, hkrati pa tudi varnejše izide 
morebitnih prometnih nesreč. 
 
2.2 Prednosti avtonomnih vozil 
Prva in najpogosteje omenjena prednost avtonomnih vozil je varnost. Avtonomna vozila naj bi 
občutno zmanjšala število prometnih nesreč in posledično žrtev teh nesreč. Razlika bi bila 
opazna predvsem v primeru nesreč zaradi voznikove nepozornosti, ki bi bile, v primeru uvedbe 
popolnoma avtonomnih vozil, odpravljene v celoti. Avtonomna vozila naj bi po napovedih 
strokovnjakov zmanjšala število smrtnih žrtev prometnih nesreč za kar 90%, kar bi pomenilo, 
da bi potencialno rešila do 30.000 življenj na leto v ZDA. (˝The House Energy and Commerce 
Committee˝, b. d.) Poleg tega bi uvedba avtonomnih vozil omogočila dostop do mobilnosti 
ljudem, ki vozila sami ne morejo upravljati, kot so invalidi in starejši občani. Avtonomna vozila 
bi omenjenim posameznikom, kot tudi širšemu prebivalstvu, olajšala vsakodnevne naloge kot 
so prevoz do delovnega mesta ali šole, obisk zdravnika, banke, pošte, trgovine in drugih 
pogostih opravkov. Uvedba avtonomnih vozil bi prav tako pozitivno vplivala na pojav staranja 
prebivalstva, saj bi starejšim posameznikom omogočila svobodno mobilnost, ki jim zaenkrat še 
močno otežuje življenja. Trg avtonomnih vozil bo po pričanju Evropskega parlamenta prav tako 
vzpodbudil ustvarjanje novih zaposlitev. Ta naj bi evropski avtomobilski industriji do leta 2025 
ustvaril kar 620 milijard evrov dobička, dodatnih 180 milijard pa bi šlo v elektronski sektor. 
(Evropski parlament, 2019) Prav tako je možno predvidevati, da bi digitalne tehnologije 
avtonomnih vozil s pametnim dinamičnim nadzorom prometnih tokov zmanjšala prometne 
zamaške. Avtonomna vozila pete stopnje naj bi komunicirala z drugimi avtonomnimi vozili in 
svojo okolico, kar bi pomenilo, da bi lahko vnaprej preračunala najboljšo možno pot vožnje.  
Če k temu prištejemo še zmanjšanje pogostosti prometnih nesreč in nepozornosti človeških 
voznikov, lahko trdimo, da nam bodo avtonomna vozila skoraj zagotovo omogočila manj časa 
preživetega v prometnih zamaških. To pa bi pomenilo manj časa preživetega v avtomobilu in 
posledično več prostega časa, ki bi ga lahko namenili bolj produktivnim dejavnostim. 
Potemtakem je možno tudi sklepati, da bi avtonomna vozila omilila stres, ki drugače 
vsakodnevno vpliva na posameznike, udeležene v prometu. Nazadnje naj bi avtonomna vozila 
izjemno pripomogla k nižjim izpustom toplogrednih plinov, saj bi bilo takšna vozila mogoče 
programirati na način, ki bi pomenil vožnjo z najnižjim možnim izpustom, to pa bi po 
pričakovanjih doprineslo do 60% zmanjšanja količine izpustov toplogrednih plinov. (Goldin, 
2018) Zdi se, da bi uvedba avtonomnih vozil znatno izboljšala kvaliteto naših življenj, hkrati 
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pa olajšala naše vsakdanjike. Vendar pa je cena za doseg te nekdaj utopične prihodnosti popolna 
odpoved nadzora nad vozilom in zaupanje avtonomnemu vozilu, kar bo predstavljalo težak 
prehod za marsikaterega voznika. 
 
2.3 Etične dileme avtonomnih vozil 
Če bodo vozila resnično popolnoma avtonomna in zmožna odgovornega delovanja na naših 
cestah, bodo morala replicirati ali pa še dodatno izboljšati človeški postopek odločanja. 
Nekatere odločitve, ki jih bodo avtonomna vozila morala sprejemati, ne zajemajo le cestno 
prometnih zakonov in preračunavanja varne poti. Zahtevajo sistem etike, ki pa ga je težko 
zreducirati v algoritem, katerega bi se stroj lahko držal. (Lin,  2016) Z etičnimi dejanji strojev 
se ukvarja področje raziskav, ki se imenuje etika strojev (machine ethics). Sistemi brez voznika 
avtonomna vozila postavijo v pozicije, v katerih morajo ta opravljati odločitve v trenutku, te pa 
imajo lahko posledice, ki pomenijo razliko med življenjem in smrtjo. Naloga filozofov je 
pomagati inženirjem in poskrbeti, da se ti zavedajo etičnih dimenzij svojega dela. Prav tako je 
pomembno vzpostaviti dialog med filozofi in inženirji za uporabo in preverjanje primernosti 
tradicionalnih etičnih teorij kot virov inženirskih idej. Sodeč po Allenu in drugih, ni potrebno, 
da so avtonomna vozila, ki jih ustvarimo, moralni agenti v takšnem pomenu, kot smo to ljudje. 
Za začetek recimo ne potrebujejo svobodne volje. Naša naloga je le, da jih programiramo na 
način, da delujejo kot da so moralni agenti. (Allen, Smit in Wallach, 2006, str. 149-155) 
Ključnega pomena pa je vprašanje kakšne in čigave moralne vrednote bodo inženirji uporabili 
pri programiranju avtonomnih vozil. Računalniški sistemi postajajo vedno bolj kompleksni in 
avtonomni, zato je zelo pomembno, da zajemajo etične podprograme, ki naj bi jih po Allenu in 
drugih (2006) sestavili na podlagi dialoga med filozofi, programskimi inženirji, pravnimi 
teoretiki in družboslovci.  
 
2.4 Primer pobeglega vagona 
Primer pobeglega vagona (gl. sliko 2.4) je miselni etični eksperiment, ki ga je leta 1967 uvedla 
Britanska filozofinja Philippa Ruth Foot. (Anderson in Anderson, 2011, str. 51) Splošna oblika 
primera je sledeča: pobegli vagon se po tračnicah približuje petim zvezanim ali kako drugače 
fizično omejenim ljudem. Voznik vagona ne more zavreti, lahko pa vagon preusmeri na drugo, 
stransko tračnico, kjer je prav tako zvezan en človek. V tem primeru ima voznik dve izbiri: ali 
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ne stori nič in dopusti, da vagon ubije pet ljudi ali pa preusmeri vagon na stransko tirnico in s 
tem povozi in ubije eno osebo. Katera odločitev je bolj etična? 
Judith Thompson primer pobeglega vagona preoblikuje tako, da iz primera odstrani voznika 
vagona, namesto tega pa doda posameznika, ki stoji zraven ročke, ki nadzoruje smer pobeglega 
vagona. Posameznik, ki se poslužuje tega miselnega eksperimenta je torej tisti, ki stoji ob ročici, 
ki lahko vagon usmeri na drugo tračnico in s tem reši pet ljudi, toda ubije eno osebo.  
Slika 2.4: Slikovni prikaz pobeglega vagona 
 
Vir: ˝Wikipedia A˝ (b. d.) 
Primer pobeglega vagona in njegove variacije se pogosto uporabljajo v empiričnih raziskavah 
o moralni psihologiji ljudi. V zadnjem času pa se zelo pogosto uporablja tudi v diskurzu o 
etičnem načrtovanju avtonomnih vozil. Moralna mašina (Moral Machine) je spletna stran, ki jo 
upravlja raziskovalni laboratorij MIT Media Lab, njen namen pa je preučiti kako bi ljudje 
reagirali v primeru različnih prometnih nesreč avtonomnih vozil, z uporabljanjem paradigme 
pobeglega vagona. (Njihove ugotovitve analiziram v poglavju 5.1 Potrošniki in primer 
pobeglega vagona) 
Mnogokateri znanstveniki so primer pobeglega vagona kritizirali zaradi njegove ekstremnosti 
in nepovezanosti z resničnimi situacijami. Kljub temu menim, da je primer pobeglega vagona 
na primeru avtonomnih vozil uporabno filozofsko orodje, saj je zelo možno, da bodo nekega 
dne ta morala odločati o dilemah, ki so za ljudi zaenkrat samo teoretske. Prav tako nam 
preučevanje avtonomnih vozil z uporabo primera pobeglega vagona nakaže miselnosti različnih 
posameznikov, tako filozofov, kot širše publike in nazadnje seveda tudi potencialnih 
potrošnikov, kar pa predstavlja pomemben del pojava avtonomnih vozil.  
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3 Etične teorije 
V tem poglavju se posvečam avtorjem, ki so najpogosteje navajani v diskurzu avtonomnih 
vozil, hkrati pa poskušam njihove etične teorije preizkusiti na primeru pobeglega vagona. Etika 
je v Leksikonu morale in etike opredeljena kot ˝filozofska disciplina ali panoga, ki se ukvarja s 
tematiko človeškega hotenja in ravnanja z vidika dobrega in zlega, moralnega in nemoralnega.˝ 
(Sruk, 1986, str. 139) Različne etične teorije odgovarjajo na etična vprašanja v skladu s svojimi 
temeljnimi nauki, srečujejo pa se s pomembnimi problemi kot so smisel človekovega bivanja, 
(najvišje) dobro, svobodna volja, vest, itn. (prav tam, str. 140) Etika torej predstavlja teoretično 
podlago za moralno odločanje. Moralo lahko namreč razumemo kot aplikativni del etike. »Če 
se etika ukvarja z vrednotami na obče družbeni ravni, pa se morala z njimi ukvarja na ravni 
posameznika. Lahko rečemo, da je etika teoretičen, splošni del, morala pa praktični, 
individualni del obravnavanja vrednot.« (Jelenko, 2018) V magistrski nalogi termina morala in 
etika uporabljam kot sinonima, saj se ob vsaki omembi teh pojmov nanašam tako na teoretični 
kot praktični del vrednotenja dejanj.  
Za omogočanje samostojnega etičnega odločanja avtonomnih vozil so znanstveniki predlagali 
dva pristopa, top-down in bottom-up. Uporaba prvega pristopa pomeni programiranje 
specifičnih etičnih nazorov v sistem vodenja avtonomnega vozila. Znanstveniki bi v vozilo torej 
vnaprej programirali želene etične nazore, to vozilo pa bi nato v primeru nesreč reagiralo v 
skladu s temi nazori. Tako bi lahko avtonomno vozilo vodili Asimovi zakoni robotike, Kantov 
kategorični imperativ, utilitarizem ali pa celo Deset božjih zapovedi. Bistveno pa je, da bi 
inženirji namesto programiranja navodila, naj avtomobil v določenih situacijah reagira na 
najbolj etičen način, v vozilo vnaprej programirali celosten etični nazor, to pa bi na podlagi tega 
samo opravljalo etične izbire. (Wallach in Allen, 2010) Toda problem se pojavi pri izbiranju 
univerzalne etične teorije, saj bi vsaka etična teorija vodila v dejanja in izide, ki bi vedno za 
nekoga veljali kot etično sporni. Drugi pristop, ki so ga znanstveniki predlagali, je bottom-up 
pristop. Pri uporabi tega pristopa se od avtonomnih vozil pričakuje, da se etičnega odločanja 
učijo z opazovanjem obnašanja ljudi v resničnih situacijah, brez posedovanja specifične etične 
filozofije. Predlog znanstvenikov je, da naj bi se avtonomna vozila učila na podlagi izkušenj 
neštetih človeških voznikov preko nekakšnega agregacijskega sistema. Vendar pa se je na tem 
mestu potrebno vprašati v kolikšni meri smo človeški vozniki v resnici etični v svojih dejanjih? 
Če bi avtonomna vozila posnemala večino človeških voznikov, bi lahko predvidevali, da bodo 
ta potencialno vozila prehitro in nespametno. Prav tako opazovanje ljudi v prometnih nesrečah 
večinoma ne odraža dejanskih etičnih nazorov posameznika, saj ta takrat ravna refleksno in 
19 
 
avtomatično. Medtem ko bodo imela avtonomna vozila dejansko zmožnost odločanja v primeru 
nesreč, saj bodo razne dražljaje procesirala veliko hitreje in učinkoviteje kot človeški vozniki. 
Bottom-up pristop se tako sprva morda kaže kot učinkovit pristop, vendar pa na koncu ne dosega 
tega, kar želi; opazovanje ljudi avtonomna vozila namreč ne bo naučilo etičnega ravnanja, 
temveč ravnanja v skladu s tem, kar je najbolj pogosto. (Etizioni in Etzioni, 2017, str. 405, 406, 
407) V magistrski nalogi se zato ukvarjam s top-down pristopi. V diskurzu avtonomnih vozil 
se najpogosteje uporabljene top-down pristope deli na različne etične sklope. Z etiko vrlin se 
na primer ukvarjata Wallach in Allen (2010), z utilitarističnimi pristopi Anderson, Anderson in 
Armen (2004), Kantovega kategoričnega imperativa se v svoji študiji loti Powers (2006), s 
pristopi prima facie dolžnosti se ukvarjata Anderson in Anderson v svoji študiji iz leta 2011, in 
tako dalje. (Leben, 2017) Najpogosteje obravnavani avtorji etičnih filozofij v sklopu 
avtonomnih vozil so tako tisti, ki se jih hkrati povezuje s prej omenjenimi sklopi, to so na primer 
Stuart Mill in utilitarizem, Kant in deontologija, Stoiki in etika vrlin in tako naprej. Ker je po 
mojem mnenju med drugim naloga družboslovcev in humanistov to, da različne tradicionalne 
etične pristope poskušamo uporabiti na primeru avtonomnih vozil, v naslednjih podpoglavjih 
poskušam storiti prav to. Kasneje, v zaključku, pa poskušam ovrednotiti, kateri pristop bi bil po 
mojem mnenju najustreznejši pri programiranju avtonomnih vozil.  
 
3.1 Epikur: Maksimizacija užitka 
Izraz etika izvira iz besede ethos, ki pomeni značaj, nrav, običaj, način življenja. (Sharples, 
1996, str. 101) Ta širok pomen se nanaša na dejstvo, da imata značaj in dejanja specifične osebe 
ključno vlogo pri opredelitvi posameznika kot pravičnega ali nepravičnega. ˝Tako za epikurejce 
kot stoike, kakor tudi za vse druge antične mislece in še zlasti Aristotela, osnovno vprašanje 
etike zatorej ni 'katera vrsta dejanj je pravilna?', ampak kakšna 'vrsta osebe naj bom?' ali 'kakšen 
življenjski stil naj sprejmem?'.˝ (prav tam) Za epikurejce in stoike velja, da je najboljša možna 
vrsta življenja ta, ki ustvari srečo. To pomeni, da je etika za njih stvar posameznika; ta vedno 
išče srečo na način delovanja, ki je dobro zanj. ˝Splošni očitek helenistični moralni filozofiji je 
ta, da je osredotočena na samega sebe; akterjevo zanimanje je posvečeno vedno le njegovim ali 
njenim interesom, tako da se zdi, da je človekoljubno obnašanje tu izključeno.˝ (prav tam, str. 
137) Vendar pa lahko po drugi strani trdimo, da posameznik z zanimanjem zase pogosto 
prispeva tudi k dobremu družbe in da lahko njegovi interesi tako vključujejo tudi oziranje na 
druge ljudi.  
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˝Za Epikurja je cilj življenja ugodje, srečno življenje pa je tisto z največ ugodja in najmanj 
bolečine.˝ (prav tam, str.103) Vendar pa se Epikur s tem ne nanaša na idejo hedonističnega 
življenja v smislu stalnega predajanja užitkom, kar je pogosto zmotno prepričanje, ki mu je v 
svojem življenju nasprotoval tudi sam.  
Epikur pravi: ˝ Meja velikosti ugodja je odstranitev vse bolečine. Kadar je prisotno ugodje, bodo 
tako dolgo, dokler je prisotno, odsotni bolečina, žalost ali kombinacija obeh.˝ (Epikur v 
Sharples, 1996, str. 104) S tem namiguje na dejstvo, da po njegovem bistvo doseganja ugodja 
in sreče ni pretirano predajanje užitkom, temveč ugodje ob odsotnosti bolečine in strahu.  
Epikur loči človeška poželenja v tri vrste: naravna in nujna, naravna, toda ne-nujna in nazadnje 
nenaravna in ne-nujna. Naravne in nujne želje so tiste, ki so neposredno povezane z 
odpravljanjem bolečine, na primer želja po pijači, hrani in zavetju. Sem spadajo tudi želja po 
spolnosti, želja po sreči in želja po življenju brez bojazni. Sledijo naravne, ne-nujne želje, ki so 
presežek prvih, naravnih nujnih želja, na primer razkošna hrana. Nenaravne in ne-nujne želje 
pa so častihlepje, želja po slavi in politični moči, saj te, kljub temu, da jih vodi želja po varnosti, 
ki izvira iz strahu pred smrtjo, ne vodijo do srečnega življenja. (Sharples, 1996, str. 106) Ključni 
problem pri doseganju sreče je po Epikurju namreč  pogosto takšno ugodje, ki sčasoma s seboj 
prinese tudi neugodje. Zato Epikurejci nenehno presojajo med nujnimi in ne-nujnimi željami in 
zadovoljujejo le prve. To pa vodi do ˝telesnega zdravja in ne-vznemirjenosti duše˝, kar je po 
Epikurju bistvo srečnega življenja. Pomembno je tudi, da se užitkom ne predajamo pretirano, 
zato da nam bi, v primeru, da nebi imeli veliko, zadoščalo tudi tisto malo, kar imamo. Najslajše 
obilje po Epikurju namreč uživajo tisti, ki imajo po njem najmanjšo potrebo.  
Avtonomna vozila bi po mojem mnenju Epikur uvrstil med naravne, ne-nujne želje. Težko je 
sicer opredeliti temelj, na podlagi katerega Epikur človeška poželenja loči na naravna in 
nenaravna. Ali se pri tem nanaša na ¨argument iz zibelke¨ ali lastna izkustva ali celo oboje? V 
vsakem primeru menim, da bi nam avtonomna vozila omogočila ugodje in hkrati višjo splošno 
odsotnost bolečine, z manjšim številom prometnih nesreč, kot tudi manj strahu in s tem manj 
˝vznemirjenosti duše˝. Avtonomna vozila bi nam hkrati omogočila lažji dostop do zadovoljitve 
naravnih, nujnih potreb, saj bi bila splošna mobilnost širše dostopna. Takšna vozila bi nas 
hitreje in varneje pripeljala do trgovine, restavracije in drugih objektov, ki omogočajo 
doseganje ugodja.  
Po Epikurju je pravičnost nekaj, kar je utemeljeno na družbeni pogodbi, oziroma kot pravi sam, 
na ˝soglasju ne škodovati in ne biti oškodovan˝ in kot taka nima svojega lastnega obstoja. (prav 
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tam, str. 137) Dalje pravi, da je obstoj specifičnega soglasja naravni del razvoja človeške 
družbe. Posamezno soglasje je pravično, če koristi članom družbe, ki so ga dosegli. Če se 
okoliščine v družbi spremenijo, to soglasje preneha. Pravičnost velja le za tiste ljudi, ki so ta 
soglasja oziroma pogodbe pripravljeni in sposobni sklepati. Te pogodbe pa so lahko tudi 
prekinjene, takrat pa ˝postanejo zakonske sankcije nujne, politična struktura, ki jih zagovarja, 
pa dobi svojo veljavo.˝ (prav tam, str. 138) Tu pa ni pomemben le zakonski aspekt kršenja 
zakonov, temveč tudi motivacija posameznika, ki leži za tem. Epikurejski nauk pravi, da 
opravljanje kaznivih dejanj gotovo ne vodi v ugodje in potemtakem v srečno življenje, saj 
posameznika pri tem omejuje strah pred razkritjem zločina. Ključno je živeti življenje, 
osvobojeno od strahu; zato je neizogibna bojazen, ki izvira iz kaznivega ravnanja tista, ki zločin 
naredi za nezaželenega.  
V neizogibnih situacijah, kot so prometne nesreče avtonomnih vozil, se je zanimivo vprašati, 
kako bi v takšnem primeru Epikur želel, da avtomobil reagira. Epikur strah pred smrtjo zavrača, 
saj pravi, da nam smrt nič ne pomeni. Po smrti ne bivamo več, nimamo več občutkov, zato je 
tudi ne občutimo in nam ne pomeni nič. Iz tega izhaja znan Epikurejski izrek ˝Non fui, fui, non 
sum, non curo˝ (Nisem bival, sem bival, ne bivam, vseeno mi je). Za epikurejca tako ˝sreča leži 
v sprejemanju neizogibnega˝. (prav tam, str. 119) 
Prvi problem pri uporabi Epikurjevih etičnih prepričanj na primeru pobeglega vagona je 
dejstvo, da nujnost odločanja posameznika o smrti ene ali skupine oseb gotovo ni dejanje, ki bi 
nam prineslo ugodje. Ker pa je namen dileme pobeglega vagona ravno vzpostaviti nujnost 
odločanja, je v tem primeru za Epikurja neugodje neizogibno. Po Epikurju je dejanje, ki prinese 
več ugodja, kot škode, dobro, nasprotno pa je dejanje, ki prinese več škode slabo. Potemtakem 
bi lahko sklepali, da bi Epikur v primeru pobeglega vagona rešil večjo skupino ljudi, saj bi tako 
deloval v skladu s svojim etičnim prepričanjem. S tem ko bi rešil več ljudi za ceno življenja 
posameznika, bi doprinesel k večjemu splošnemu ugodju. Vseeno pa se pri Epikurju pojavi 
problem pri ugotavljanju opredelitev različnih dejanj kot ˝bolj dobrih˝ in ˝manj dobrih˝, zato je 
njegova načela težko uporabljati pri preučevanju algoritmov prometnih nesreč. Kljub temu pa 
lahko najverjetneje trdimo, da bi Epikur tako kot utilitaristi zagovarjal najnižje možno število 
žrtev oziroma največje skupno dobro, ter svojo odločitev hkrati utemeljeval s svojim 
prepričanjem o sprejemanju neizogibnega. 
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3.2 Stoiki: Delovanje v skladu z naravo 
Za stoike velja, da sta vrlina in modrost, ki sta po njihovem enakovredni, po sebi zadostni za 
srečo. Po njihovem naj bi človek moral delovati v skladu z svojo lastno naravo, hkrati pa v 
sladu z naravo univerzuma, kot je to razvidno v Sharples (1996, str. 130):  
Toda vsaka oseba se mora držati samega sebe: ne svojih slabosti, temveč tega, kar ji je lastno, 
tako da bo ustreznost [v dejanjih], ki si je želimo, lažje doseči. Kajti ravnati moramo na takšen 
način, da se nikakor ne upiramo univerzalni naravi, ampak opazujoč jo sledimo naši lastni; glede 
na to tudi ob drugih rečeh, ki so bolj žlahtne in boljše, merimo naša prizadevanja s pomočjo 
pravila naše lastne narave. Kajti nobenega smisla nima borba proti naravi ali prizadevanje za 
nečim, česar ne moremo doseči.  
Ker je življenje nepredvidljivo, vpogleda v prihodnosti pa nima niti stoiški modrec, sledi, da je 
naše znanje v tem smislu omejeno, zatorej moramo delovati predvsem v skladu s tem, kar nam 
narekuje naša lastna narava. Za razliko od Epikurja, ki verjame, da posameznika vodi nagon po 
užitku, stoiki trdijo, da nas vodi nagon po samoohranitvi. Ta nagon pa se nanaša na prilagoditev 
posameznika na njegovo naravo. ˝Človek tako pride do spoznanja, da je naravno slediti 
določenim stvarem, drugim pa se izogibati; zdravje in bogastvo, denimo, bosta spadali v prvo 
skupino, bolezen in revščina v drugo. Navadni ljudje mislijo, da sta ti dve vrsti dobrega in 
slabega, toda oseba, ki bo morebiti postala stoiški modrec, bo spoznala, da temu ni tako.˝ 
(Ciceron v Sharples, 1996, str. 123) Vrlina je namreč poleg modrosti tista, ki edina velja za 
dobro. Zdravje in bogastvo spadata v razred ˝prednostnih neopredeljenosti˝, kar pomeni, da sta 
koristna kot sredstvo za cilj, cilj pa po stoikih predstavljajo vrla dejanja in s tem srečno, dobro 
življenje. Bolezen in revščina sta nasprotno ˝neprednostni neopredeljenosti˝, zato se jima je 
potrebno izogibati, vendar pa je bolj pomembno samo dejstvo, da se jima poskušamo izogniti, 
ne pa da v tem nujno uspemo.  
Kljub temu, da posameznika po prepričanju stoikov vodi nagon po samoohranitvi, mora v 
primeru nesreče stoik nujno delovati vrlo oziroma pravilno. Panatijev učenec Hekaton je trdil, 
da je vrlo dejanje na tem mestu odbiranje posameznika, čigar bivanje je bolj pomembno, tako 
zanj kot za druge. Če med dvema posameznikoma ni načina, kako odločiti čigavo bivanje je 
bolj pomembno, morata ta žrebati. V takem primeru namreč ni pomembno to, kdo bo preživel, 
temveč to, da delujeta pravilno. Kljub temu, da se takšno uvajanje naključja lahko zdi absurdno, 
je po Hekatonu žreb bolj primeren kot borba za preživetje med posameznikoma in kot 
žrtvovanje obeh življenj. (Sharples, 1996, str. 146) 
V primeru pobeglega vagona, kjer dilema ni med izbiranjem preživetja ene ali druge osebe, 
temveč med eno ali več osebami se uporaba stoiške etike zakomplicira. V vsakem primeru vem, 
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da bi bila v dilemi pobeglega vagona naloga stoika to, da deluje v skladu s svojo naravo in 
naravo univerzuma. Stoik bi deloval vrlo, oziroma bi se poslužil pravilnega odbiranja, v skladu 
s svojo intuicijo oziroma notranjo naravo. ˝Stoik se ne bo zadrževal, da bi drugim pomagal, ko 
je to prav, prav tako se ne bo izogibal temu, kar narekuje pravica.˝ (prav tam, str. 145) Dalje 
menim, da če obstaja kakšna možnost, da bi rešil večjo skupino ljudi, bi stoik to poskušal, saj 
je to bolj v skladu z naravo. Vendar pa stoik skupine ljudi ne bi rešil zaradi skrbi glede njihovih 
življenj, temveč zaradi tega, ker bi s tem deloval pravilno in v skladu z naravo. Poleg tega ima 
stoiški modrec podoben pogled na smrt kot Epikur, saj za posameznikom ne bi žaloval. Temu 
je tako zato, ker stoiki smrt ne dojemajo kot slabo, temveč kot ˝neprednostno neopredeljenost˝. 
Dogodek kot je pobegli vagon bi stoik predvsem sprejel kot priliko za prakticiranje vrlin.  
 
3.3 John Stuart Mill: Največje skupno dobro 
Utilitarizem je po opredelitvi Leksikona morale in etike ˝nazorska koncepcija, ki presoja 
moralno vrednost človekovega ravnanja po njegovi koristnosti, bodisi za posameznika, bodisi 
za skupino ali družbo.˝ (Sruk, 1986, str. 481) Utilitaristi verjamejo, da si vsak človek želi biti 
srečen in je potemtakem že a priori utilitaristično naravnan, saj stremi k dobremu delovanju 
tako zase, kot za druge. Jeremy Bentham, eden izmed najbolj prepoznavnih utilitaristov dalje 
trdi, da sta poglavitna cilja etike splošna korist in blaginja. Tako Bentham, kot John Stuart Mill 
in že omenjeni Stoiki in Epikur so soglasni v prepričanju, da je bistvo življenja ugodje z 
odsotnostjo neugodja. Prav tako pa je na tem mestu potrebno poudariti, da so skozi zgodovino 
utilitaristični avtorji dali prednost miselnim užitkom pred telesnimi. Za razliko od stoikov pa 
John Stuart Mill trdi, da utilitaristi nasploh priznavajo druge pozitivne lastnosti poleg vrlin, ki 
za stoike predstavljajo edino dobro poleg modrosti. (Mill, 2011) 
Teorija utilitarizma po Millu poudarja, da so dejanja prava, če rezultirajo v sreči in napačna, če 
ustvarijo nasprotje od sreče. Sreča na tem mestu pomeni ugodje, užitek in odsotnost bolečine, 
nesrečo pa zajemata bolečina in odsotnost ugodja. Če posameznik nekoga reši, s tem naredi kar 
je moralno prav, ne glede na motiv, ki stoji za tem. Večina dobrih dejanj je opravljenih z 
namenom služenja posamezniku, vendar pa se s tem gradi svet dobrih dejanj. S tem ko 
posameznik koristi sebi, mora biti prepričan, da ne krši pričakovanj drugih. Širjenje sreče je cilj 
utilitarizma. (Mill, 2011, str. 24) 
Moralnost dejanja je v celoti odvisna od namena, oziroma od tega, česar je akter pripravljen 
storiti. Toda motiv, občutek, ki ga pripravi, da to tako stori, kadar ne vpliva na spremembe 
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dejanja, prav tako ne spremeni moralnosti dejanja. (prav tam, str. 26) Izid je po Millu torej bolj 
pomemben kot moralno opredeljevanje; če slab človek naredi nekaj dobrega, je to dejanje še 
vedno dobro, dobro dejanje pa tudi ne pomeni da je nekdo avtomatično dober.  
Utilitarizem se kot etični teoretični nazor izredno pogosto pojavlja v diskurzu avtonomnih vozil, 
saj se z njim povezuje ideja o delovanju v skladu z večjim dobrim. To tako na primeru prometne 
nesreče kot na primeru pobeglega vagona pomeni, da mora posameznik ali avtonomno vozilo 
ravnati tako, da bo izid najmanjše število žrtev, kar je po utilitarizmu tudi edini moralno 
pravilen izid. Stvari se zakomplicirajo, ko pomislimo na primer nesreče, kjer bi moralo 
avtonomno vozilo izbirati med žrtvovanjem ene ali druge osebe, torej ne posameznika in večje 
skupine. Eden izmed takšnih primerov je sledeč: recimo da je avtonomno vozilo tik pred tem, 
da bi trčilo v tovornjak, ki se naenkrat pojavi pred njim. Tukaj je ključen poudarek na tem, da 
se tovornjak pojavi od nikoder, na primer prevozi rdečo luč, tako da varnostna razdalja 
avtonomnega vozila ne vpliva na ta primer. Levo od avtonomnega vozila je motorist s čelado, 
desno pa ravno tako motorist, vendar brez čelade. Pri tem za namene miselnega poskusa 
sklepamo, da motorista nista v nevarnosti trčenja s tovornjakom. Avtonomno vozilo ima v tem 
primeru tri možnosti. Lahko zavije levo in trči v motorista s čelado, lahko zavije desno in trči 
v motorista brez čelade ali pa ohranja smer in trči v tovornjak. V prvem primeru bi avtonomno 
vozilo trčilo s posameznikom, ki upošteva prometne predpise in nosi čelado, tako da se 
intuitivno ne zdi smiselno ali prav, da bi ga žrtvovali. Po drugi strani pa bi motorist brez čelade 
gotovo utrpel večje poškodbe kot tisti s čelado. Tretja možnost je seveda ta, da vozilo žrtvuje 
svojega potnika in trči v tovornjak. Ker John Stuart Mill pravi, da so posledice bolj pomembne 
kot moralno opredeljevanje menim, da v tem primeru ne bi želel, da vozilo trči v motorista brez 
čelade, saj bi ta od vseh treh najverjetneje utrpel največje poškodbe. Težko je zaključiti miselni 
eksperiment in ugotoviti, kako bi nato ravnal Stuart Mill, vsekakor pa bi bil rezultat predvsem 
odvisen od, v tem primeru, utilitaristično programiranega avtonomnega vozila. To bi namreč v 
primeru nesreče vnaprej preračunalo možnosti za preživetje vsakega posameznika in ravnalo 
sodeč po teh izračunih. Utilitarizem se pogosto preučuje kot predlagan sistem etičnih načel za 
programiranje algoritmov avtonomnih vozil. Poudarja najmanjše število žrtev in najvišje 
skupno dobro. Vendar pa se je na tem mestu potrebno zavedati, da bi takšen programski 
algoritem pomenil, da bi avtonomen avtomobil v procesu reševanja skupine lahko žrtvoval 
svoje potnike, če bi to pomenilo, da je izid najmanjše število žrtev. Utilitaristom se pogosto 
očita, da so takšne sodbe sporne, saj kršijo posameznikove pravice. Z vprašanjem kaj o tem 
menijo potrošniki se ukvarjam v poglavju 5. Pregled študij potrošnikov.  
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3.4 Immanuel Kant: Kategorični imperativ 
Najpogostejši razkol med pristopi, ki temeljijo na pravilih, je med tistimi, ki trdijo, da je najbolj 
željen cilj vedno tisti, ki prinaša najboljše rezultate, kot to velja za Epikurja, Johna Stuarta Milla 
in druge avtorje, ki jih povezujemo z idejo utilitarizma in tistimi, ki pravijo, da je najbolj 
pomembno vedno slediti pravilom, ne glede na posledice. Slednji nazor velja za deontologe, 
med katere prištevamo tudi Kanta. Moralnost dejanja je po Kantu, podobno kot pri stoikih, 
odvisna od tega, ali je dejanje dobro ali slabo sodeč po vnaprej določenih pravilih ter ne od 
izida in posledic samega dejanja. Njegovo delo Kritika praktičnega uma zajema temelje 
njegovih etičnih prepričanj. Tam loči med hipotetičnim imperativom, ki velja le ob 
predpostavki nekega želenega smotra in kategoričnim imperativom, ki uveljavlja zakon 
formalno in absolutno. Svobodna volja je po Kantu predpostavka kategoričnega imperativa; 
posameznik deluje tako, kot zmore, ker mora. Dolžnost je tista, ki sili človekovo voljo in 
delovanje k spoštovanju moralnih zakonov, ki izvirajo iz uma. (Zupančič, 1992, str. 10) Kantov 
kategorični imperativ ima dve primarni formulaciji: prva je Temeljni zakon čistega praktičnega 
uma, ki pravi: ˝Deluj tako, da lahko velja maksima tvoje volje vselej hkrati kot načelo obče 
zakonodaje.˝ (Kant, 2003, str. 37) Maksima je resnična izjava posameznikovega namena ali 
utemeljitve; izdaja zakaj je nekdo nekaj storil. Kant pa tu pravi, da so moralni le tisti nameni, 
ki so univerzalno sprejeti; za pristranskost po Kantu v moralni miselnosti ni prostora. Dalje trdi, 
da je uporaba ljudi kot sredstev za nek cilj neetična, saj si nihče ne želi, da bi ga drugi tako 
obravnavali. Zato Kant Temeljnemu Zakonu čistega praktičnega uma dodaja dodaten vrhovni 
praktični princip: ˝Deluj tako, da boš človeštvo, sebe ali drugega, vselej uporabil kot cilj in ne 
kot sredstvo.˝ (Kant, 2003) Posameznik po Kantu ne bi nikoli mogel opravičiti ravnanja z 
drugimi kot zgolj sredstvi za doseganje cilja, kar sledi tudi iz Kantove razlage, da drugo 
omenjeno načelo direktno sledi prvemu. Po Kantu imajo vsa živa bitja avtomatsko moralno 
vrednost, medtem ko ima ne-racionalni svet izključno instrumentalno vrednost; le ta je lahko 
obravnavan kot sredstvo.  
Kant prav tako poudarja razliko med moralnostjo in previdnostjo (prudentia). Trdi, da v teoriji, 
tako kot v praksi, prepogosto mešamo moralne razloge s sebičnimi razlogi. S tem kritizira prej 
omenjene utilitariste, ko pravi, da nas filozofi napačno pozivajo k moralnem delovanju z 
namenom doseganja sreče. Kant loči med moralnimi in ne-moralnimi sodbami. Moralne sodbe 
so tiste, ki temeljijo na kategoričnem imperativu, ne-moralne sodbe pa so tiste, ki temeljijo na 
hipotetičnem imperativu. Kategorični imperativ torej zajema sodbe, ki izražajo idejo, da 
moramo vedno racionalno delovati tako, kot je določeno, ne glede na to ali bo to dejanje 
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vplivalo na našo srečo ali služilo cilju, ki ga želimo doseči. Nasprotno pa hipotetični imperativ 
zajema sodbe, ki služijo kot ˝svetovalci previdnosti˝ ali ˝pravila spretnosti˝, ki predpisujejo 
določeno dejanje kot pogojno dobro, če ali zato ker nam služi kot sredstvo za doseganje sreče 
ali drugih ciljev, ki jih imamo. (Skorupski, 2013, str. 157, 158) 
Po Kantu bi bila avtonomna vozila najverjetneje vnaprej programirana z določenimi pravili, 
etično odločanje teh vozil pa bi bilo nato rezultat preračunavanja pravilnega izida v skladu z 
vnaprej določenimi zakoni. Kant etiko namreč vidi kot sistem vnaprej določenih pravil. Ta 
pravila, oziroma maksime bi vnaprej določili na način, da bi te imele univerzalno veljavo in jih 
delili na podlagi tradicionalnih deontoloških logičnih kategorij, ki zajemajo to, kar je 
prepovedano, to, kar je dopustno in to, kar je obvezno. (Anderson in Anderson, 2011, str. 241) 
Powers pravi, da bo umetna inteligenca v avtonomnem vozilu morala preveriti doslednost 
maksim skupaj z drugimi dejstvi v podatkovni bazi, med katerimi bodo tudi normativni sklepi 
predhodno obravnavanih maksim. (Powers v Anderson in Anderson, 2011, str. 241) Maksime 
bi torej programirali od spodaj navzgor; vsaka dodana maksima bi morala biti v skladu s 
prejšnjimi. Na tem mestu pa se je potrebno vprašati, kaj bi se zgodilo, če nova maksima ne bi 
bila v skladu s prejšnjo? Pokvaril bi se celoten proces, vprašljivo pa je tudi, kako bi avtonomno 
vozilo na to reagiralo, oziroma to dilemo popravilo. Poleg tega pa je problematično tudi 
vprašanje, kdo bi določal moralni status prve maksime, na kateri bi gradili pravila za upravljanje 
avtonomnih vozil.  
V posodobljeni različici primera pobeglega vagona posameznik na voljo nima ročice, s katero 
bi usmeril vagon. Namesto tega stoji na mostu nad tirnicami, poleg debelega človeka. Če bi 
oseba tega debelega človeka porinila iz mostu na tirnice pred vagonom, bi se vagon ustavil 
preden bi uspel priti do skupine ljudi, ki so tam zvezani. Seveda pa bi s tem debeli človek izgubil 
življenje. Pri originalni različici primera pobeglega vagona bi se marsikdo poslužil 
utilitaristične ideologije Stuart Milla in samozavestno odgovoril, da je bolje rešiti pet ljudi 
zavoljo enega. Pri posodobljeni različici se zadeva zakomplicira, saj ne premikamo več ročice, 
temveč fizično porinemo človeka v njegovo smrt. Kant bi ravno zato reagiral obratno od 
utilitaristov in v tem primeru trdil, da ljudje vsakodnevno umirajo v različnih nesrečah, aktivna 
usmrtitev posameznika, s tem ko premaknemo ročico, pa je moralno sporna in slaba.  
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3.5 Jacques Lacan: Pulzija kot gonilo etičnega in njegov produkt 
Lacan v svojem delu Etika psihoanalize, v poglavju Kant s Sadom govori o principu ugodja kot 
zakonu dobrega (wohl), ki bi v praksi subjekt podal v tisto fenomenološko nasledstvo, ki 
determinira svoje objekte. Pravi, da bi Kant takšni opredelitvi zakona dobrega nasprotoval, saj 
po njegovem noben pojav zase ne more zahtevati nenehne povezave z ugodjem. Iskanje dobrega 
zato po Kantu prevzame nov pomen; dobro (das Gute) vidi kot objekt moralnega zakona. 
(Lacan, 1989, str. 56) Lacan pa moralni zakon enači z nadjazovskim zakonom in ga v tem 
smislu zoperstavlja želji ko pravi: ˝Moralni zakon, če si ga ogledamo od blizu, ni nič drugega 
kot želja v čistem stanju.˝ (Lacan v Zupančič, 1993, str. 102, 103) Lacanova etična teorija na 
marsikaterih mestih sloni na temeljnih izhodiščih kantovske etike, toda Alenka Zupančič (1993, 
str. 5) pravi, da Lacan med drugim opozarja na sledeči problem:  
Tradicionalna morala se umešča v tem, kar je treba storiti v mejah mogočega. Kar pri tem ostane 
prikrito, je tista središčna točka, iz katere se ta morala sploh lahko postavlja v tak položaj. To 
pa je točka nemožnega, realnega v Lacanovem pomenu besede. Z vztrajanjem na tem, da se 
kategorični imperativ enostavno ne meni za to, kaj je in kaj ni v subjektovi moči, je po Lacanu 
Kant odkril razsežnost tega, čemur v psihoanalizi reče realno subjektove želje. Prav slednje pa 
je tisto, kar tradicionalna morala nujno izključuje iz svojega horizonta in kar se zato vanj vrača 
in vmešča zgolj v obliki ekscesa.  
To središčno točko Lacan imenuje pulzija, gon (gl. sliko 3.1).  
 
Shema pulzije ponazarja objekt a kot tisto, kar je hkrati gonilo 
etičnega in njegov produkt. Ni v izhodišču našega dejanja, prav 
tako ne v njegovem cilju; je nekaj, vendar ne nekaj, kar zunaj 
dejanja ne obstaja. ˝Natanko zato, ker gre kot rečeno v osnovi za 
neko praznino, te praznine 'ni', dokler je ne obkrožimo. Hkrati pa 
je prav to tisto, kar vse skupaj poganja, zaradi česar sploh 
krožimo, sploh stopimo na to pot.˝ (prav tam, str. 104) 
Vir: ˝Lacan˝(b. d.) 
Lacan poudarja, da pulzije ne smemo enačiti z instinktom ali slo. Namesto tega pravi, da je 
pulzija artikulirana struktura, ki vase vključuje določeno energetsko konstanto ki vse skupaj 
poganja. Ima krožno smer, se vrača vase, ko obkroži objekt a. Po Kantu mora pri pravem 
etičnem dejanju vprašanje 'zakaj si to storil?' ostati brez odgovora, praznino, ki jo na tem mestu 
predstavlja odsotnost odgovora pa Kant imenuje čista forma. Po Lacanu pa je ta praznina objekt 
a na shemi, v kolikor zaznamuje mesto in ne predmet užitka. Ta praznina se odraža v vrsti 
Slika 3.1: Shema pulzije 
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dejanj, ki izhajajo iz dolžnosti, hkrati pa so storjena v skladu z dolžnostjo, v odsotnosti odgovora 
na vprašanje ˝kaj hočeš˝. 
˝Aim – ko nekomu naložite neko nalogo; ne gre za tisto, kar naj vam prinese, marveč za pot, po 
kateri mora iti. The aim, to je pot. Sam cilj pa ima neko drugo obliko, obliko goal. The goal pri 
streljanju z lokom prav tako ni cilj, ni ptič, ki ste ga zbili, marveč to, da ste zadeli in s tem 
dosegli svoj cilj.˝ (Lacan v Zupančič, 1993, str. 102, 103) Bistvo moralnega delovanja je po 
Lacanu torej pot, oziroma način kako opravimo dejanje in ne cilj. Tudi v primeru pobeglega 
vagona po Lacanu cilj ni to, da nekoga rešimo smrti, temveč to, da smo ravnali etično, in s tem 
dosegli svoj cilj. Sklepam, da bi po Lacanu v primeru pobeglega vagona posameznik imel 
zmožnost samostojne odločitve, na podlagi tega, kar sam razume kot pravično. Na podlagi 
Lacanove teorije je težko zagotovo trditi katero rešitev primera pobeglega vagona bi sam videl 
kot bolj pravično, zato ta odgovornost ostaja v rokah posameznika; nujno pa je, da ta ravna 
etično, v skladu s svojimi prepričanji in tako doseže svoj cilj.  
 
3.6 Jean Paul Sartre: Odgovornost odločanja 
Eksistencializem je po Sartru etična teorija; je oblika humanizma, kar pomeni, da imenuje 
človeštvo kot središčno etično vrednost. Iz tega izhaja maksima ˝eksistenca pred esenco ˝ 
oziroma obstoj pred bistvom. Sartrova teorija se razlikuje od drugih oblik humanizma po tem, 
kako razume človeštvo. Sartre trdi, da empirična dejstva človeškega obstoja, kot so 
podaljševanje življenja, zadovoljevanje potreb in želja, rast populacije in podobno, niso tista, 
ki so najbolj pomembna. Tisto, kar ima resnično vrednost po Sartru je narava, oziroma struktura 
našega obstoja. (Skorupski, 2013, str. 232) Za Sartra je ključno posedovanje in izražanje 
vseobsežne vrline pristnosti, spoznavanje tega, kar je najbolj pristno naše; temeljne narave 
našega obstoja. Dalje pravi, da vrednote ne obstajajo ločeno od naše zavesti, temveč odražajo 
naše osebne cilje in namen; so kot filter, skozi katerega vidimo svet. To pomeni, da so stvari, 
ki se nam zdijo dobre ali slabe, takšne izključno zaradi ciljev, katerim sledimo. Ko se tega 
zavemo, s sledenjem cilju hkrati vedno spodbujamo temeljni vzrok pomembnosti, ki ga ta cilj 
zajema. (Sartre, 2007)  
Eksistencialistični pristop Sartra pri primeru pobeglega vagona nam ne bi podal ˝pravilne 
odločitve˝ v smislu presojanja ali je moralno prav premakniti ročico ali ne. Bolj pomembno bi 
bilo, da se posameznik v tem primeru ne vda skušnjavam in se ne izogiba sami odgovornosti 
odločanja. Esenca problema pobeglega vagona je v tem, da osebo postavi v neizogibno situacijo 
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z negativnim izidom, vendar ima posameznik moč spreminjanja tega izida. Oseba je v tem 
položaju ujeta proti svoji volji in nagibom. Izid bo v vsakem primeru negativen, posameznik pa 
bo za to odgovoren. Toda kaj če se posameznik odloči, da ne bo storil nič? Nekateri bi trdili, da 
lahko v tem primeru odgovornost preložimo na primer na podjetje, ki si vagon lasti, ali pa na 
samo naključje ali usodo. Sartre bi tej racionalizaciji ostro nasprotoval. Podobno bi nasprotoval 
tudi v primeru če bi oseba premaknila ročko in trdila, da je bila smrt posameznika nenamerna 
posledica in da je odgovorna le za rezultate svojih namernih odločitev, torej rešitve skupine 
petih ljudi. Prav tako bi bilo po Sartru narobe krivdo prevaliti na filozofsko teorijo kot sta na 
primer utilitaristični izračun ali kategorični imperativ. Podobno odpadejo tudi zakoni božje 
volje. Vsi te primeri so le poskusi izognitve prevzemanja odgovornosti za posameznikova 
dejanja. Naloga posameznika je po Sartru to, da se odloči, sprijazni in prevzame odgovornost 
za svoje dejanje. 
 
3.7 Emmanuel Levinas: Odnos do Drugega 
Etika za Levinasa predstavlja odnos do Drugega, ki se kaže v neskončni odgovornosti. Etika po 
Levinasu nosi status prve filozofije, vendar je aposteriorna; je odnos z Drugim sam in ne 
udejanjanje etike v tem odnosu. Vendar pa Levinas trdi, da njegov namen ni ˝zgraditi˝ etiko, 
temveč ji poiskati smisel. Metodološko Levinas sledi Husserlu, saj črpa iz povsem vsakdanjega, 
po Husserlu naivnega izkustva in skuša skozi refleksijo pridi do stvari-na-sebi (absoluten 
Drugi). Levinas je trdil, da je ˝pogled obličja drugega človeka vedno pred nami.˝. (Kovač v 
Levinas 1998) V posameznikovem klicu na pomoč zaznava veličino drugega, ta klic je za 
filozofa ˝več kakor zvalnik ali vokativ˝. (Kovač v Levinas, 1998, str. 13) Prebuja nas iz naše 
˝egologije˝, kot pravi Kovač (prav tam): 
Poslušati drugega ne pomeni samo zaznati njegove bolečine ali stiske, ampak tudi slediti 
njegovemu klicu in sprejemati njegove želje kot moralni velelnik. ˝Slišati˝ se v etičnem odnosu 
do drugega istoveti z ˝uslišati˝ in poslušati pomeni etično sprejemati zahteve drugega. Levinas 
je iskal besede, ki bi nakazale in pojasnile ta izjemni odnos. Toda kasneje je uvidel, da je etični 
odnos odgovornosti do drugega onkraj posameznih besed. Pomemben je sam odnos, ki lahko 
nastopi tudi v nemočnem in nemem zrenju nebogljenega in razkritega obličja.  
Po Levinasu tak odnos do drugih vodi v odmik od egocentrizma in v dokončno odkritje svoje 
poklicanosti v drugem in za drugega. Od trenutka ko me nekdo pogleda, sem zanj odgovoren, 
ne da bi se posebej odločil za to. ˝Odgovornost zanj mi pripada.˝ (Levinas, 1998, str. 63) Dalje 
pravi, da je ˝odgovornost najprej odgovornost za drugega. To pomeni, da sem odgovoren celo 
za njegovo odgovornost.˝ (prav tam) 
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Pri iskanju normativne etike v Levinasovih teorijah se stvar zakomplicira, saj je težko 
predvidevati to, kar ni podano. Težko bi bilo torej trditi, kako bi Levinas ukrepal v primeru 
pobeglega vagona. J. Edward Hackett (2016) v svojem eseju How might Levinasian ethics fare 
better predlaga načine, kako lahko Levinasovo etično teorijo uporabimo v praksi. Začne tako, 
da poda dva, za njega glavna Levinasova principa. Prvega (1) imenuje princip radikalne 
odgovornosti, nanaša pa se na Levinasovo prepričanje, da je vsak posameznik radikalno 
odgovoren za drugega. Obstaja torej individualna odgovornost v odnosu z drugim. Odnos med 
mano in drugim je izvor intersubjektivne odgovornosti. Drugi (2) princip Hackett imenuje 
princip absolutne vrednosti, ta se nanaša na sam odnos med mano in drugim, ki je enačen z 
odnosom med obličji. Obličje je po Levinasu predpostavka vseh človeških odnosov. 
Fenomenološki opis srečanja med obličji pravi, da Drugi ne more biti nikoli zreduciran na 
objekt, temveč vedno presega objektivizacijo. Drugi ima po Levinasu najvišjo vrednost, ker je 
izvor vrednosti. Na tem mestu Hackett trdi, da bi Levinas in njegovi somisleči  vedno stremeli 
k oblikovanju skupka načel, ki bi olajšala in omogočila uresničitev prej omenjenih principov, 
v vseh primerih. Dalje nakaže kako bi lahko to storili, na podlagi drugih normativnih etičnih 
pristopov. V prvem primeru se nanaša na teorijo omejene maksimizacije (contrained 
maximization) David Gauthiera, ki tako kot Rawls, izhaja iz kontraktarianistične etike (etika, 
ki izhaja iz družbene pogodbe). Hackett pravi, da bi Levinas lahko prevzel takšna načela in 
deloval na način, ki bi optimiziral zgoraj omenjena principa, kadar bi to bilo možno in hkrati 
nasprotoval dejanjem, ki bi omenjena principa kršila. Vendar, kot razvidno v poglavju 3.3 
Stuart Mill, pri uporabi etike posledic (consequential ethics) vedno obstaja nevarnost kršenja 
vnaprej določenih principov, saj se lahko zgodi, da izkoristi posameznike kot sredstva za 
doseganje boljšega cilja. Vendar pa če prvotna principa strogo omejujeta to, kar je možno 
optimizirati, lahko vseeno trdimo, da ostaja ta primer v skladu z etičnim prepričanjem Levinasa. 
V drugem primeru se Hackett posluži etike vrlin, o kateri sem podrobneje pisala v poglavju 3.2 
Stoiki. Pravi, da bi lahko principa (1) in (2) Levinas uporabil kot pogoj za doseganje cilja. V 
takšnem primeru (1) in (2) ne bi predstavljala samega principa dejanj, temveč princip značaja, 
ki bi ga oseba morala posedovati. Tretji in zadnji primer, ki ga omeni, pa izvira iz deontološke 
etike, ki je podrobneje predstavljena v poglavju 3.4 Immanuel Kant: Kategorični imperativ. V 
takšnem primeru bi Levinas principa (1) in (2) videl kot mejnika principov, ki bi jih oseba 
morala sprejeti. V takšnem primeru bi moralno življenje pomenilo zavezanost k delovanju v 
skladu s principi, te principi pa bi odražali ideal, k kateremu bi ljudje morali stremeti. (Hackett, 
2016) To pomeni, da je težko zagotovo trditi, kako bi v primeru pobeglega vagona ravnal 
Levinas. Jasno je, da je posameznik radikalno odgovoren za druge, torej je oseba v primeru 
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pobeglega vagona odgovorna za vse ljudi na tirnicah, saj ima možnost upravljanja z ročico. 
Dalje Levinas trdi, da ima Drugi najvišjo vrednost, zato morda lahko sklepamo, da bi, če bi bilo 
to možno, v primeru pobeglega vagona žrtvoval svoje življenje, če bi to pomenilo, da bi se 
vagon ustavil in da bi vsi posamezniki na tirnicah posledično preživeli. Če takšen izid zaradi 
namena miselnega eksperimenta ni dovoljen oziroma možen, pa lahko najverjetneje 
predvidevamo, da bi Levinas zagovarjal premik ročice in s tem preživetje skupine ljudi. Če smo 
ljudje odgovorni za posameznike okoli nas, lahko sklepamo, da smo potemtakem za pet ljudi 
petkrat bolj odgovorni kot za posameznika.  
 
3.8 John Rawls: Maksimizacija minimuma 
Rawls v svoji filozofski teoriji prikaže drugačen pogled na tradicionalen vidik družbene 
pogodbe. Pravi, da lahko z uporabo izvornega položaja  razvijamo temeljna načela pravice, 
skozi tančico nevednosti. Izvorni položaj za Rawlsa odstopa od naravnega stanja, kot so ga 
razumeli politični filozofi do Hobbesa. Predstavlja hipotetičen položaj, v katerem bi bila 
sprejeta neka temeljna načela s strani enakovrednih racionalnih subjektov. (Jamnik, 1997) Ta 
idejni konstrukt Rawlsu torej služi kot podlaga za razvijanje temeljnih načel pravice. Tančica 
nevednosti pa je tista, ki omogoča nepristranskost, saj vse, kar za pojmovanje pravičnosti ni 
bistveno, izgine za njo. To so lastnosti posameznika kot so dohodek, izobrazba, spol, religijska 
opredelitev in tako dalje. Tančica nevidnosti je tista, ki ljudi oslepi vseh dejstev o njih samih, 
zato da ne prirejajo načel za svojo lastno korist. (Leben, 2017) Takšen pristop je po Rawlsu 
nujen za oblikovanje pravične družbene pogodbe, ki jo vidi kot temelj družbe. Dalje trdi, da bi 
tisti, ki so v izvornem položaju, posvojili metodo maksimin (maximin strategy), ki zahteva 
maksimizacijo minimuma, in s tem najbolj možno povečali možnosti tistih posameznikov, ki 
so najbolj ogroženi.  
Leben v svoji študiji A Rawlsian alghoritm for autnomous vehicles (2017) predlaga etični 
algoritem odločanja avtonomnih vozil na podlagi Rawlsove verzije kontraktarianizma 
(Contractarianism), oziroma teorije družbene pogodbe. Tam navaja, da bi avtonomna vozila 
sodeč po Rawlsovi metodi maksimin v primeru nesreče ocenila verjetnost preživetja vseh 
udeleženih, nato pa preračunala katero akcijo bi posameznik sprejel kot pravično, če v tistem 
trenutku ne bi bil v tej situaciji. Ta metoda bi proizvedla edinstveno odločitev v skoraj vsaki 
situaciji, razen v redkih primerih ko bi bila možnost preživetja med posamezniki procentualno 
ista.  
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Rawlsov algoritem, ki ga Leben predlaga zajema tri subjekte (v filozofskem pomenu), katere 
zapiše v matematični obliki: 
Slika 3.2: Subjekti Rawlsovega algoritma 
 
Vir: Leben (2017) 
Igralce (players) Leben opredeli kot ljudi, ki so izpostavljeni potencialni škodi, verjetnost te 
škode pa je lahko spremenjena z dejanji avtonomnega vozila. Dejanja (actions) definira kot niz 
rezultatov katerih se avtonomno vozilo lahko posluži v izbranem trenutku. Dalje Leben zavrača 
razlikovanje med dejanjem in opustitvijo (omission); torej izbiro, da ne storimo nič, zatorej 
poudarja, da je ta možnost vedno v sklopu skupine dejanj (A). Naloga funkcije koristnosti 
(utility function) pa je pripisovanje posledic vsake akcije v odnosu z vsakim igralcem. Funkcija 
koristnosti ponazarja kartezijski koordinatni sistem igralcev in dejanj na nizu realnih števil. V 
algoritmu, ki ga predstavi Leben, se ta funkcija specifično nanaša na možnosti preživetja 
vsakega igralca, zato se njene matematične vrednosti gibljejo izključno med številoma 0 in 1. 
Hkrati Leben predpostavlja, da bodo avtonomna vozila takšnega vnaprejšnjega preračunavanja 
izidov zmožna na podlagi uporabe svojih senzorjev in samega programskega algoritma. Outputi 
funkcije koristnosti so nizi profilov dejanj, ki vsaki dvojici igralcev in ukrepov pripisujejo 
realno število. Takšne nize profilov dejanj Leben predstavi v obliki matric, kjer vsaka matrica 
vsebuje izide (payoffs) vsakega dejanja: 
 A1: (.25, .70) 
A2: (.10, .01) 
A3: (.25, .10) 
A4: (.30, .25) 
Oznake A1, A2, A3 in A4 predstavljajo nize profilov dejanj, torej različne možne akcije 
avtonomnega vozila. Števila v oklepajih pa predstavljajo izide teh akcij; prvo število predstavlja 
verjetnost preživetja igralca 1, drugo število pa verjetnost preživetja igralca 2.  
Če uporabimo nize profilov dejanj kot input, lahko nato apliciramo metodo maksimin tako, da 
kompiliramo najslabše možne izide vsakega dejanja, torej najnižje vrednosti, v skupek 
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vrednosti, nato pa iz teh vrednosti izberemo najboljši možni izid, torej najvišjo vrednost. Ta 
najboljši izid Leben označi z ˝a˝. (Leben, 2007) 
Za nize profilov dejanj zgoraj omenjenih matric velja, da so najnižje vrednosti, ki ponazarjajo 
najslabše možne izide sledeče: A1{.25}, A2{0.1}, A3{.10}, A4{.25}. Najvišjo vrednost izmed 
teh, torej najboljši možni izid predstavlja vrednost {.25}, to je torej izid, ki ga Leben označi z 
a. V tem specifičnem primeru imata tako dejanje A1 kot dejanje A4 isto vrednost a, zato 
izberemo oba dejanja in preverimo, ali nam ostanejo še kakšni možni izidi znotraj teh dejanj. 
Algoritem na tem mestu zamaskira a obeh dejanj (torej ga ne upošteva) in ponovno zažene 
metodo maksimin. Novi izbor najnižjih izidov, ki so hkrati edini izidi, ki nam v tem primeru 
ostanejo, tako postane:{.70, .30}. Vrednost .70 izhaja iz dejanja A1, vrednost .30 pa iz dejanja 
A4. Najvišja vrednost tega izbora je .70; zato za končno dejanje izberemo akcijo A1, ta vrednost 
pa je na koncu tista, ki jo Leben imenuje a. V primeru, da bi dejanji A1 in A4 imeli simetrične 
izide, (.25, .70) in (.70, .25), bi algoritem zamaskiral vse izide, torej ne bi ostal nobeden možen 
izid, zato bi bil postopek ravnanja, kot razvidno v spodnji shemi, naključno dejanje. Leben prav 
tako trdi, da bi v primeru uporabe Rawlsovega algoritma večina akcij sledila shemi naravnost 
navzdol (gl. sliko 3.3) . (Leben, 2017, str. 111) 
Slika 3.3: Shema Rawlsovega algoritma 
 
Vir: Leben (2017) 
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Za razliko od Rawlsovega algoritma, bi utilitaristični algoritem izbiral med dejanji tako, da bi 
seštel vrednosti vsake akcije in izbral tisto, katere skupna vrednost bi bila najvišja. To sovpada 
s prepričanjem utilitaristov, ki pravi, da moramo vedno delovati tako, da bo izid odražal 
največje skupno dobro. Na prejšnjem primeru bi torej utilitaristi, prav tako kot Rawls, za najbolj 
pravilno dejanje izbrali akcijo A1, saj je seštevek vrednosti tega dejanja najvišji (.25 + .70 = 
.95). Vendar pa po Rawlsu bistvo ni največje skupno dobro, temveč minimiziranje škode tistega 
igralca, ki je najbolj ogrožen, tudi če to pomeni, da bo v procesu poškodovanih več ljudi.  
V primeru pobeglega vagona ima posameznik dve možnosti delovanja; ali potegne ročico in s 
tem ubije eno osebo ali pa ne stori nič, s tem pa umre pet ljudi. To lahko prikažemo s slednjim 
zapisom: 
A1 [vagon zavije]: (.01, .99, .99, .99, .99, .99) 
A2 [vagon ohrani svojo smer]: (.99, .01, .01, .01, ,01, .01) 
Utilitaristi bi na tem mestu kot najbolj etično odločitev izbrali  primer A1, saj je seštevek 
vrednosti tega dejanja najvišji, kar pomeni, da bi preživelo najvišje možno število ljudi. Po 
Rawlsu pa na tem primeru ni jasno, katera odločitev je prava, saj imata obe dejanji enako 
najnižjo vrednost (a = 0.1). V tem primeru bi se, kot razvidno v zgornji shemi, po Rawlsu 
posameznik moral poslužiti naključnega delovanja. V Rawlsovi teoriji ima takšen sklep smisel, 
saj predpostavlja, da so vsi udeleženci za tančico nevednosti, kar tu pomeni, da nimajo vednosti 
o tem, katero mesto zasedajo v tem primeru, torej ali so oseba, ki upravlja z ročico ali eden 
izmed posameznikov na tirnicah. Z uporabo Rawlsove ideje izvorne pozicije,  nimamo 
vpogleda v število oseb, vezanih na posamezen izid, prav tako pa ne vemo, kakšna je naša 
pozicija v tem primeru. (Leben 2017, str. 112) Naloga Rawlsovega algoritma je tako izogibanje 
dejanja, katerega izid bi pomenil najnižjo možnost preživetja osebe.  
 
3.9 Frances Kamm: Princip dopustne škode 
Frances Kamm v knjigi The Trolley Problem Mysteries (2016) trdi, da je problem primera 
pobeglega vagona v tem, da je zasnovan tako, da deluje kot znanstveni eksperiment, namen 
katerega je razlikovanje in testiranje teorij in principov. V tem delu prav tako kritično komentira 
pristope k reševanju primera pobeglega vagona in predlaga svojo rešitev. Sprva se posveti 
komentiranju reševanja primera pobeglega vagona originalne avtorice miselnega eksperimenta, 
Philippe Foot. Foot predlaga, da lahko voznik vagona tega preusmeri, ker izbira med negativno 
dolžnostjo ne ubijanja petih ljudi in negativno dolžnostjo ne ubijanja ene osebe, in bi moral 
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zatorej izbrati ubijanje manjšega števila ljudi. Dalje pravi, da je kljub temu, da je slabše ubiti 
skupino ljudi kot eno osebo, aktivno ubijanje ene same osebe slabše, kot dopuščanje smrti 
skupine ljudi. To pomeni, da kadar posameznik izbira med ubijanjem petih in ubijanjem ene 
osebe, lahko ubije eno osebo. Če pa posameznik izbira med ubijanjem ene osebe in 
prepuščanjem smrti petih, potem ene osebe ne sme ubiti, temveč mora dopustiti smrt petih. Na 
primeru to pomeni, da, kot že omenjeno, voznik vagona lahko preusmeri vagon in s tem ubije 
eno osebo, medtem ko posameznik ne sme poriniti debele osebe z mostu zato, da bi ustavil 
vagon. Foot torej distinktivno loči med aktivnim ubijanjem in pasivnim dopuščanjem smrti 
(letting die) in na tem razlikovanju sodi svoje odločitve.  
Dalje se Frances Kamm (2016) posveti rešitvi primera pobeglega vagona avtorice, ki je 
problemu odstranila voznika vagona in namesto tega v enačbo vključila opazovalca, ki ima 
dostop do ročke za preusmerjanje vagona; to je Judith Thompson. Thompson pravi, da voznik 
vagona lahko zavije, ker je to edini način, da se izogne hujšemu zlu in nepravični usmrtitvi 
petih ljudi. Nasprotno pa opazovalec ročke ne sme premakniti, saj tako ˝samo˝ dopusti smrt 
petih ljudi in to po njenem ni nepravično. Thompson torej podobno kot Foot trdi, da aktivno 
ubijanje ni pravično.  
Kamm pravi, da sta utemeljitvi obeh avtoric ne-logični; trdi, da v drugi verziji pobeglega 
vagona, kjer mora posameznik fizično poriniti debelo osebo, da lahko reši pet ljudi, takšno 
dejanje ni pravično, kar implicira, da je nepravično tudi spremeniti smer vagona, s čemer pa se 
večina ljudi intuitivno ne bi strinjala. (Kamm, 2016, str. 58) Kamm zato predlaga svojo rešitev 
primera pobeglega vagona, ki se po njenem izogne tem dilemam, imenuje pa jo princip 
dopustne škode. Pravi, da so dejanja dopustna, če večje dobro vodi k manjši škodi. Dejanja pa 
so nedopustna, če sama sredstva za doseganje manjše škode povzročijo manjšo škodo, torej so 
samo sredstva za doseganje večjega dobrega; na primer ko porinemo debelo osebo in s tem 
ustavimo vagon. (prav tam, str. 66, 67) Kamm svojo pozornost usmeri na to, kar se zgodi po 
dogodku. Če posameznik porine debelo osebo ali pa premakne ročico, njegovo dejanje rezultira 
v smrti osebe, vendar hkrati producira večje dobro, ki ga Kamm imenuje ˝rešitev petih življenj˝. 
Princip dopustne škode se ukvarja s tem, kako je manjše zlo povzročeno. Če to je to zlo rezultat 
vzročnih sredstev za doseganje večjega dobrega, potem je samo dejanje nedopustno. Zato je 
poriniti debelo osebo narobe. Ta posameznik bo umrl, ko bo padel, oziroma trčil z vagonom, 
kar je vzročno sredstvo za ustavljanje vagona in posledično reševanje petih oseb. Dejanje, 
katerega rezultat je isto zlo, vendar pa to zlo rezultira iz samega večjega dobrega, oziroma iz 
nečesa, kar ni vzročno sredstvo za doseganje tega zla, temveč zajema večje dobro, pa je po 
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Kamm dopustno. Zato pravi, da je preusmerjanje vagona dopustno. V tem primeru pet ljudi reši 
premik vagona na drugo tračnico, to pa po njenem ni vzročno sredstvo za njihovo rešitev. ˝The 
five being saved is simply the trolley moving away.˝ (Kamm, 2016) V obeh primerih aktivno 
dejanje posameznika, preko nizov vmesnih korakov, vodi v dobro in zlo. V prvem primeru je 
zlo rezultat enega izmed teh vmesnih korakov; poriniti debelo osebo je nedopustno. V drugem 
primeru pa dejanje rezultira iz samega dobrega, zato lahko premaknemo ročico. ˝We turn the 
trolley because this is a way to stop the trolley from killing the five in its intitial direction.˝ 
(prav tam, str. 67) Kamm na tem mestu priznava, da je njen princip lahko v nekaterih primerih 
problematičen, vendar vseeno razlikuje med dvema primeroma: (1.) posameznik kot vzročno 
sredstvo za odstranitev grožnje in njegova posledična smrt in (2.) smrt posameznika kot rezultat 
odstranitve grožnje petim ljudem. Prvi primer je nedopusten, drugi pa dopusten, saj se odstrani 
grožnja, ki ovira doseganje večjega dobrega. (prav tam, str. 70) 
 
3.10 Isaac Asimov: Trije zakoni robotike 
Primer deontološke normativne etike, katere naloga je, da dosledno sledi vnaprej določenemu 
skupku pravil, lahko prepoznamo v Asimovih treh pravilih robotike. Isaac Asimov v svojem 
delu I, Robot poda sledeča pravila: 
1. Robot človeka ne sme poškodovati oziroma mu škodovati s svojim nedelovanjem. 
2. Robot mora ubogati človeške ukaze, razen če so v nasprotju s prvim zakonom. 
3. Robot mora zaščititi sebe, razen če je to v nasprotju s prvima zakonoma. 
S tem poda jasen nazor pravil, po katerih naj bi roboti delovali. Dokler robot ali umetna 
inteligenca avtonomnega vozila deluje v skladu s temi pravili, lahko operira. (Asimov v 
Thornton, Pan, Erlien in Gerdes, 2017) Te zakoni so v Asimovem romanu vgrajeni v 
programsko opremo robotov in tako določajo njihovo obnašanje, zato pa so ti varni za ljudi. 
Sledi, da morajo biti roboti popolnoma podrejeni človeškim zakonom in vrednotam zato, da 
lahko z nami soobstajajo. V primeru avtonomnih vozil to pomeni, da morajo upoštevati in 
slediti prometnim predpisom in zakonom zato, da lahko varno sodelujejo v prometu s 
človeškimi vozniki. (Sellwood, 2017) Asimov prav tako pokaže meje takšnega pristopa pri 
programiranju umetne inteligence, saj v svojih kratkih zgodbah prikaže občasno nelogično 
obnašanje robotov, zaradi konfliktov med prej omenjenimi zakoni. (Thornton in drugi, 2017) 
Eden izmed problemov je dejstvo, da so zakoni preveč splošni in ne upoštevajo specifičnega 
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konteksta vsake situacije. Čeprav je zakonov malo, hkrati pa se zdijo preprosti, Asimov prikaže, 
kako težko jih je uporabiti na resničnih primerih. V Asimovi zgodbi Kunaround (1942) robot 
obtiči v zagati, ko poskuša upoštevati 2. in 3. zakon istočasno. (Heaven, 2018) V velikem deležu 
zgodb Asimov prav tako nakaže, da kljub temu, da roboti delujejo logično v skladu z zakoni, 
velikokrat ne naredijo tisto, kar je prav, zaradi samega konteksta primera in vprašanja zakona, 
ki naj bi imel v določeni situaciji prioriteto. Sledi sklep, da so Asimovi zakoni sicer prepričljivi 
na papirju, vendar veliko težje izvedljivi in upravičeni v praksi. V delu The Bicentennial Man 
(1976) Asimov zavrže svoje tri zakone robotike kot primerno podlago za etiko strojev. Verjame, 
da robot kot je Andrew, ki je glavni protagonist zgodbe, ne bi smel biti suženj ljudem, kot trije 
zakoni določajo. Na tem mestu se je možno vprašati, ali bodo morda roboti nekega dne še bolj 
etični kot ljudje in se bomo potemtakem lahko od njih celo učili. (Anderson, 2007) Asimovi 
zakoni so bili skozi njegova dela, kot tudi kasnejši film I, Robot tako vdelani v javno zavest, da 
so oblikovali družbena pričakovanja do robotov. Vplivali so na samo idejo kako naj bi roboti 
ravnali in se obnašali okoli ljudi. Vprašanje pa je, ali so te zakoni dejansko izvedljiv okvir za 
interakcijo med roboti in ljudmi, izven kulturnih pričakovanj? (Murphy in Woods, 2009) Po 
Asimovu je seveda odgovor na to vprašanje ne, saj kot že omenjeno, tudi sam zavrača 
univerzalno možnost uporabe predlaganih zakonov v etiki strojev. V primeru pobeglega vagona 
bi robot, programiran v skladu z Asimovimi zakoni najverjetneje žrtvoval sebe in ustavil vagon, 
preden bi ta nekoga ubil. Če pa bi moral robot izbirati med smrtjo posameznika ali skupine 
ljudi, pa najverjetneje ne bi vedel kako delovati, saj nobeno možno dejanje ne bi bilo v skladu 
s prej omenjenimi zakoni.  
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4 Avtonomna vozila v popularni kulturi 
 
Preučevanje in razumevanje reprezentacij avtonomnih vozil v popularni kulturi je pomembno, 
saj nam razkrije različne konotacije, ki so takšnim vozilom pripisana, hkrati pa odraža družbena 
pričakovanja in morebitne zadržke do avtonomnih vozil. Poleg tega je popularna kultura tista, 
ki je preko različnih medijev ljudi prvič seznanila z idejo avtonomnih vozil in kot taka vplivala 
na percepcijo avtonomnih vozil v družbi skozi zgodovino. Prav tako nam preučevanje položaja 
avtonomnih vozil v popularni kulturi omogoča prepoznavanje raznih etičnih zadržkov, ki se 
tičejo tega pojava nasploh in se posledično odražajo tudi v zaznavanju avtonomnih vozil z 
vidika širšega občinstva popularne kulture. Poleg tega, da je popularna kultura vplivala na 
percepcijo avtonomnih vozil, pa se v njej hkrati odražajo percepcije in ideologije značilne za 
specifičen čas. Primeri reprezentacij avtonomnih vozil v popularni kulturi skozi zgodovino torej 
hkrati tvorijo in odražajo družbene percepcije avtonomnih vozil.  
Peter Stanković (2006) v svojem delu Politike popa pravi, da popularno kulturo v kulturnih 
študijah razumemo kot: 
…dinamično polje boja (v povsem gramscijevem smislu) med hegemonskimi in 
protihegemonskimi koalicijami različnih družbenih skupin, kjer imamo na eni strani 
hegemonski blok, ki z nadzorom nad večino tega, kar se na področju popularne kulture 
proizvaja, vsaj delno zagotavlja njen večinoma ideološki značaj, na drugi strani pa ljudi, ki z 
ustvarjalnostjo in reflektirano potrošnjo znotraj teh okvirov ves čas oblikujejo različne točke 
odpora, trenutke izmikov in zavetišča drugačnosti.  
Popularna kultura je torej proces, v katerem se ravni produkcije in potrošnje nenehno prepletata, 
hkrati pa zajema ˝boj˝ med hegemonskim in protihegemonskim blokom. (Stanković, 2006) Na 
družbo vpliva na več načinov, med drugim predstavlja stično točno za podobno misleče 
posameznike in tako omogoča združevanje in kreativno ustvarjanje teh posameznikov. Koncept 
popularne kulture se pojavi z razvojem tehnologije in pojavom množičnih medijev, hkrati pa 
konstituira koncept slave, ki zahteva posredništvo preko medijskih reprezentacij. Popularna 
kultura je tista, ki potrošnikom omogoča srečevanje in istovetenje s književnimi in filmskimi 
liki, ki nas učijo o svetu in ga hkrati oblikujejo.  (Lazar, Karlan in Salter, 2017)  
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V Proizvodnji slave Luthar Breda (2006) opredeli družbene spremembe kot razlog za 
preoblikovanje izkustva modernega časa in prostora: 
Čas okoli preloma stoletja, to je od približno leta 1880 do prve svetovne vojne, je tudi čas najbolj 
intenzivne modernizacije. Tedaj je vrsta radikalnih in daljnosežnih družbenih, tehnoloških in 
kulturnih sprememb – intenzivna industrializacija proizvodnje, industrializacija vojne, 
urbanizacija, migracija, ekonomska racionalizacija, birokratizacija, individualizacija, razvoj 
množičnih medijev, množične popularne kulture in množične potrošnje – preoblikovala 
izkustvo časa in prostora ter ˝strukturo občutenja˝. 
Popularna kultura prav tako ljudem omogoča spoznavanje in sprejemanje novih vsebin. Znana 
so na primer poročanja o porasti zanimanja študentov v kemijo zaradi televizijske serije 
Breaking bad in zanimanja v zgodovino zaradi serije Dr. Who. (Ratha, 2017) Poleg tega je 
tehnologija, prikazana v znanstvenofantastičnih serijah, pogosto vplivala na inženirje in 
potrošnike nasploh. Appel, Krause, Gleich in Mara (2016) v svoji raziskavi Meaning Through 
Fiction razlagajo, da znanstvena fantastika podaja pomen drugače nerazumljivim novim 
tehnologijam. Po ogledu filma z antropomorfnim robotom v glavni vlogi so udeleženci študije 
navajali veliko boljše razumevanje robotov, hkrati pa je to vplivalo na močnejšo povezavo med 
konceptom humanoidnih robotov in posamezniki, kar po mnenju avtorjev napoveduje večjo 
pripravljenost potrošnikov do uporabe takšne tehnologije. Zanimanje avtorjev znanstvene 
fantastike v tehnologijo in znanost je rezultiralo v zmožnosti teh, da občasno naključno uspešno 
napovedo napredke prihodnosti, prav tako pa je v določenih primerih možno, da je znanstvena 
fantastika imela vzročen vpliv na produkcijo resničnih tehnoloških inovacij. Vpliv popularne 
kulture torej presega funkcijo zabave. Zgodbe, ki jih popularna kultura proizvaja, vplivajo na 
naše misli, občutenja in dejanja. Avtorji navajajo, da lahko določene tehnologije, katerih okviri 
odnosov s potrošniki še niso bili vzpostavljeni, v posameznikih zbujajo negativne odzive, kar 
lahko najverjetneje trdimo tudi za avtonomna vozila. Popularna kultura in mediji so tisti, ki 
novim tehnologijam oblikujejo pomene in potrošnikom omogočajo lažje razumevanje takšnih 
tehnologij, kar pa vpliva na bolj pozitivno sprejemanje teh tehnologij s strani potrošnikov. 
(Appel in drugi, 2016) Zdi se, da avtonomna vozila torej ne predstavljajo izključno 
tehnološkega napredka v družbi, temveč zahtevajo tudi kulturni napredek družbe. Avtonomna 
vozila so skozi zgodovino igrala glavno vlogo v naših predpostavkah o tehnologiji, njihova 
zgodovina pa je večinsko slikovna. Tehnologija daljinskega upravljanja je bila na primer tista, 
ki je na naše ceste postavila prvi daljinsko upravljani avtomobil. Vendar pa je bila literarna 
domišljija tista, ki je proizvedla prvi popolnoma avtonomni avtomobil. (Kröger, 2016) Zato v 
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tem poglavju preučujem, kakšne reprezentacije avtonomnih vozil zasledimo skozi zgodovino 
in kako ta odražajo specifične ideologije značilne za določen čas in prostor. V ta namen sem 
poskušala zajeti večinski delež filmov, televizijskih serij, knjig in računalniških igric, v katerih 
lahko zasledimo koncept avtonomnega vozila. V določenih primerih omenim filme in 
televizijske serije, ki so nastali na podlagi knjig, v teh primerih se večinoma posvečam samo 
tistemu mediju (torej knjiga / film / serija), ki je imel največji vpliv na potrošnike.  
 
4.1 Avtonomna vozila kot čarobni stroji  
V 20. letih 20. stoletja se je zaradi povečanega števila smrtnih žrtev v prometnih nesrečah 
pojavila želja po avtonomizaciji vozil. Človeške napake so namreč tiste, ki so bile poleg slabe 
prometne infrastrukture, največji krivci za visoko število smrtnih žrtev v prometu. Ta visoka 
smrtnost na cestah je torej predstavljala družbeni problem, odgovor na tega pa je bila ideja o 
uvedbi avtonomnih vozil. Avtonomna vozila so tako v tem času predstavljala magično rešitev 
na velik družbeni problem. Razvila se je družbena percepcija avtonomnih vozil kot fantastical 
objects (fantastični predmeti), ki je bila rezultat medijske reprezentacije teh vozil kot 
fantomskih, robotskih in čarobnih avtomobilov. (Kröger, 2016, str. 44) Avtonomna vozila so 
torej predstavljala rešitev perečega problema, hkrati pa so ta obljubljala olajšanje življenj za 
ljudi, ki pred tem niso imeli zmožnosti sodelovanja v prometu, kot so to na primer slepi ljudje. 
Prvotne percepcije avtonomnih vozil so bile torej zelo pozitivne, saj so predstavljale utopično 
tehnološko prihodnost v katerih bi imeli zmožnost udeležbe v prometu vsi posamezniki, hkrati 
pa bi bilo število prometnih žrtev drastično nižje. V sledečem pod-podpoglavju predstavim 
delo, v katerem se odražajo zgoraj omenjene družbene percepcije avtonomnih vozil. 
4.1.1 David Keller: The Living Machine (1935) 
Eno izmed prvih upodobitev ideje avtonomnega vozila najdemo v znanstvenofantastični kratki 
zgodbi Davida Kellerja, The Living Machine. V zgodbi se odraža prej omenjena ideja o 
avtonomnih vozilih kot čarobnih strojih, ki jih je možno usmerjati z zvočnimi ukazi, hkrati pa 
nam predstavlja pozitivno reprezentacijo avtonomnih vozil, saj ta zagotavljajo varnost na 
cestah. V zgodbi izumitelj John Poorson trdi, da ljudje ne bi smeli voziti tako mogočnih strojev 
kot so avtomobili. Pravi, da znanstveniki in tehnologija nenehno izpopolnjujejo avtomobile, 
vseeno pa jih prepogosto vozijo človeški ˝ idioti˝. S tem zagovarja avtonomna vozila, ki v zgodbi 
nimajo volana in omogočajo lažjo mobilnost starejšim ljudem, ljubkovanje mladim parom, 
varnost slepim potnikom in zaupanje staršem, ki svoje otroke raje pošljejo v šolo z avtonomnim 
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vozilom, kot s človeškim šoferjem. Avtonomna vozila so torej prikazana kot pozitiven 
tehnološki napredek, ki koristi večini, kar odraža percepcijo avtonomnih vozil, kot 
predstavljeno zgoraj. Izjema tega, kakor v zgodbi izpostavi Keller, so taksisti. V zgodbi je bilo 
pred začetkom protestov v New Yorku proti avtonomnim taksi vozilom, ubitih tristo taksistov. 
Toda avtor pravi, da si je publika želela nove avtomobile, ki omogočajo najhitrejšo, najvarnejšo 
in najcenejšo možnost. Dalje pravi, da je nov model avtomobila revolucioniral Ameriko. V delu 
avtor torej osvetli problem, ki je že na našem obzorju. To je namreč vprašanje zaposlitve 
poklicnih voznikov v dobi avtonomnih vozil. (˝Technovelgy˝, b. d.) Zgodba pa se nenadoma 
spreobrne ko mehanik opazi, da so avtomobili oživeli in začeli delovati brez nadzora. Razvijejo 
lastno voljo, ljudem ne odprejo več svojih vrat in celo začnejo ubijati. Poleg pozitivne 
reprezentacije avtonomnih vozil nam Keller torej poda tudi negativno reprezentacijo, ki odraža 
nezaupanje v tehnologijo avtonomnih vozil in s tem razbija prej množično razširjeno utopično 
idejo avtonomnih vozil. Ta imaginarna fantazma o izgubi nadzora nad avtonomnimi vozili je 
po Krögerju (2016) postala prevladujoč osnutek reprezentacije avtonomnih vozil v preostanku 
stoletja. Na tem mestu je torej jasno razvidno, da popularna kultura hkrati reflektira in producira 
percepcije avtonomnih vozil v družbi.  
 
4.2 Antropomorfizacija avtonomnih vozil 
Medtem ko je bila v 50. letih 20. stoletja v tisku, filmih in reklamah še vedno prevladujoča 
reprezentacija avtonomnih vozil kot nosilcev vizije utopične tehnološke prihodnosti, pa so se 
pisatelji v svojih delih že začeli spraševati v kolikšni meri bodo avtonomna vozila podobna 
ljudem. Hkrati so s svojimi deli opozarjali na možnost, da bo v prihodnosti tehnologija prevzela 
nadzor, zaradi česar se je nadaljevala prej omenjena fantazma in podzavestni strah o izgubi 
nadzora nad avtonomnimi stroji. V 50. letih 20. stoletja v literaturi prevladuje 
antropomorfizacija avtonomnih vozil, ki se kasneje razširi tudi na filme, o katerih bom govorila 
v drugih podpoglavjih. (Kröger, 2016, str. 56) 
Antropomorfizem je v slovarju Fran opredeljeno kot ˝prisojanje človeških lastnosti stvarem, 
pojavom zunaj človeka˝. V sledečih primerih so avtonomna vozila torej več kot stroji, saj se ta 
zavedajo svojega obstoja, imajo specifične individualne osebnosti, hkrati pa so zmožna čutenja. 
Kühn, Brick, Müller in Gallinat (2014) trdijo, da imamo ljudje težnje po iskanju in 
prepoznavanju obrazov v stvareh, izrazito v avtomobilih, kljub temu, da nevronske povezave 
za to niso znane. To se odraža v dejanjih kot so poimenovanje avtomobilov in na primer 
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verbalno ali celo fizično razburjanje na avtomobile, kadar ti ne delujejo kot bi morali. Zmožnost 
prepoznavanja obrazov v abstraktnih pojavih ali stvareh ima sodeč po Leah Fessler (2017) 
bistven evolucijski pomen za družbena življenja ljudi, saj nam omogoča razlikovanje med 
prijatelji in potencialnimi plenilci. Hkrati nam omogoča razumevanje čustev, misli in namenov 
drugih okoli nas. Dalje pravi, da ljudje največkrat antropomorfiziramo stvari, ki so nam všeč, 
oziroma stvari, ki nas zanimajo, s katerimi se želimo ukvarjati. Nepredvidljivost pogosto 
enačimo s človeškostjo, zato kadar pojava ne znamo razložiti, tega racionaliziramo z 
antropomorfizacijo. Menim, da pripisovanje človeških lastnosti avtonomnim vozilom 
potrošnikom preko popularne kulture omogoča poistovetenje z ne-živečimi liki, hkrati pa 
spodbudi željo po lastništvu in boljšemu razumevanju takšne tehnologije. Kot sem omenila že 
prej, razumevanje določene tehnologije hkrati prispeva k zaupanju potrošnikov v njo. Poleg 
tega predvidevam, da je za ljudi značilno in bolj verjetno, da zaupamo drugemu človeku, kot 
stvari, zato človeške lastnosti na primeru avtonomnih vozil omilijo mejo med živim in neživim 
in pripomorejo k pozitivnemu vidiku na takšna vozila. Hkrati pa obstajajo tudi negativne 
antropomorfne reprezentacije avtonomnih vozil, ki v družbi ne vzbujajo zaupanja, temveč 
ravno nasprotno, strah in dvome o uvedbi takšnih vozil v vsakdanja življenja, kot je razvidno v 
pod-podpoglavju 4.2.2 Christine.  
4.2.1 Isaac Asimov: Sally (1953) 
Isaac Asimov v svoji znanstvenofantastični kratki zgodbi Sally (1953) predstavi prihodnost, 
kjer so na cestah dovoljena izključno avtonomna vozila, ta pa prikaže kot priljudna. Zgodba se 
dogaja v letu 2057. V delu spoznamo avtomobil po imenu Sally, plehko korveto kabriolet, ki 
obsesivno čisti svoja okna. Rada je čista, zato se polira vsako noč. Dalje pravi, da Sally ob 
užitku prede, prav tako pa trpi, kadar nekdo izključi njen motor. Za takšno dejanje pravi da je, 
kot da bi človeka brcnili v nezavest. V delu se pojavljajo tudi ˝Automatobusi˝, ki služijo kot 
vozila za javni prevoz, hkrati pa so pogosto zlorabljena, saj so med drugim izklopljena vsako 
noč. Ko lik v zgodbi s primitivnim orodjem zamenja motor Avtomatobusa z ukradenim 
motorjem, izvemo, da avtomobili lahko trpijo; to dejanje je za Avtomatobus primerljivo s 
človeško migreno in artritisom. (˝Technovelgy˝, b. d.) Asimov torej v delu avtonomna vozila 
prikaže skoraj kot človeška, saj imajo ta značilne individualne osebnosti in občutenja. Prav tako 
je v delu predstavljena ideja komunikacije med avtonomnimi vozili; ti sprva te pogovore 
skrivajo, sčasoma pa začnejo samozavestno komunicirati med seboj. Asimov je na tem mestu 
v grobem napovedal zmožnost komunikacije med avtonomnimi vozili, kar se pričakuje od 
avtonomnih vozil narejenih po letu 2022. (Evropski parlament, 2019) V zgodbi se glavni lik 
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prav tako spominja časov, ko avtomobili niso imeli ˝ možganov˝ in pravi, da so takšni stroji ubili 
veliko ljudi. ˝Authomatics˝, kot se imenujejo avtonomna vozila v zgodbi, so to spremenila. 
Umetna inteligenca reagira veliko hitreje kot človeška, zato v delu izvemo, da so politiki 
zakonsko določili, da stari ˝brezmožganski˝ stroji ne smejo več voziti na avtocesti. Omenjen lik 
pravi, da so ljudje temu takrat rekli komunizem in fašizem. Vendar pa je uvedba avtonomnih 
vozil spraznila ceste, omogočila lažjo mobilnost ter v celoti odpravila prometne nesreče in 
smrti, ki so bile posledice teh. (˝Technovelgy˝, b. d.) 
4.2.2 Stephen King: Christine (1958 in 1983) 
Nasprotno pa v romanu pisatelja Stephena Kinga, Christine (1958) in v kasnejšem 
istoimenskem filmu režiserja Johna Carpenterja (1983) spoznamo avtonomno vozilo Plymouth 
Fury z imenom Christine, ki ima morilske nagone. Lahko se regenerira in vozi brez navodil 
voznika. Izkaže se, da je avtomobil prevzel duh prejšnjega lastnika. (Stevenson, 2016) Takšna 
negativna reprezentacija avtonomnih vozil lahko v potencialnih potrošnikih zbudi dvom in 
nezaupanje. Hkrati lahko Kingovo delo navežemo tudi z bolj realnim problemom avtonomnih 
vozil, to je sama kibernetska varnost vozil. Avtonomizacija bo namreč dopuščala potencialno 
izkoriščanje vozil s strani hekerjev, ki bi lahko prevzeli nadzor nad avtomobilom in ga usmerjali 
po lastni volji. (Paul, 2010) V tem primeru podobno kot v delu The Living Machine vidimo, 
kako negativna reprezentacija avtonomnega vozila ponovno izhaja iz ideje o pobeglemu 
morilskemu stroju, nad katerim nimamo nadzora, kar lahko pripišemo družbenemu strahu pred 
neznanim. Z naglim razvojem tehnologije je strah pred roboti ter razlikami in podobnostmi teh 
z ljudmi vedno večji, kar se odraža tudi v tem filmu.  
 
4.3 Avtonomne avtoceste in avtonomno vozilo kot družinski prostor 
Ideji avtonomnega vozila v 30. letih 20. stoletja sledi ideja o avtonomnih avtocestah, ki bi prav 
tako pripomogle k zmanjšanju števila žrtev prometnih nesreč zaradi človeških napak in slabe 
prometne infrastrukture. Te avtoceste bi imele vgrajene elektro-magnetične žice, preko katerih 
bi nadzorovale hitrost in smer vožnje avtomobilov. Takšne reprezentacije avtonomnih vozil se 
sprva pojavijo v tisku, kasneje pa jih zasledimo tudi v filmih, kot je razvidno v spodnjih 
primerih. V primerih reprezentacij avtonomnih vozil v koncu 50. let 20. stoletja in začetku 60. 
let 20. stoletja lahko zasledimo močan poudarek na ideji avtonomnega vozila kot družinskega 
prostora. Avtonomna vozila so bila predstavljena kot dnevna soba, v kateri je družina lahko 
med vožnjo skupaj preživljala svoj prosti čas. V tem času je veljalo, da je popolna družina tista, 
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ki preživi veliko časa skupaj. Takšna družina je predstavljala družbeni ideal. 50. leta 20. stoletja 
veljajo za zlato dobo družine, saj so se ljudje v tistih časih poročali mladi, število ločitev pa je 
bilo nizko. To lahko razumemo kot odziv na vojno in veliko gospodarsko krizo hkrati pa kot 
kompenzacijo delovnemu okolju, v katerem so osebni odnosi trpeli. (Kröger, 2016, str. 52) 
Avtonomna vozila so predstavljala zmožnost preobrazbe časa, ki ga je posameznik porabil za 
vožnjo, v čas, ki ga je posameznik preživel z družino. Odraz takšne ideologije najdemo v 
sledečih primerih.  
4.3.1 Magic Highway (1958) 
Podobno kot v Asimovi zgodbi Sally, Disney v filmu Magic Highway (1958) prikaže 
prihodnost, v kateri na avtocestah najdemo izključno avtonomna vozila. Disney v filmu 
predvidi prihodnost ameriških avtocest in avtonomne tehnologije. V filmu smo priča letečim 
reševalnim vozilom, samo-gradečim cestam, kameram na avtocestah in prometnim aplikacijam. 
Avtonomna vozila imajo kamere namesto ogledal, največkrat pa se uporabljajo kot javna 
prevozna sredstva. Takšna vozila se lahko kadarkoli preoblikujejo, oziroma razdelijo na več 
manjših delov, tako da lahko vsak potnik pride na cilj v svoji individualni kabini (gl. sliko 4.1). 
(Thompson, 2015) 
Že prej omenjene negativne posledice množične motorizacije, prometnih nesreč in zastojev, ki 
so ogrožale družbo, Disney reši z čarobno avtocesto, ki vse to popravi. Avtonomna vožnja je v 
filmu prav tako povezana z idejo popolne Ameriške družine, hkrati pa predstavlja patriarhalno 
družbo tistega časa. V filmu namreč vidimo družino, ki vstopi v futurističen avtomobil, ta pa 
očeta kot glavo družine prvo odpelje na poslovno konferenco, nato v službo, nazadnje pa mamo 
in sina dostavi v nakupovalnem centru. Film se konča z avtonomnim vozilom, ki zapelje v 
sončni zahod, kar pa ponovno odraža temo utopične estetike v popularni kulturi od 30. let 20. 
stoletja dalje. Disney v filmu tako tehnologijo prihodnosti prikaže kot del obljube o odrešitvi; 
ta je kot ˝čarobna preproga, ki nas vodi k novim upom in sanjam naproti˝. (Kröger, 2016, str. 
52) 
Slika 4.1: Avtonomno vozilo v filmu Magic Highway (1958) 
 
Vir: Thompson (2015) 
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4.3.2 The Jetsons (1962) 
Leta 1962 je na televizijske zaslone prišla znanstvenofantastična animirana serija The Jetsons, 
ki jo pozna tudi marsikateri Slovenec. Zgodba se dogaja v letu 2062 in prikazuje futuristično 
prihodnost letečih avtonomnih vozil, ki se lahko v trenutku zložijo v kovček, kot to vidimo v 
uvodnem segmentu. Kljub temu, da avtonomna vozila najverjetneje ne bodo primerljiva s temi, 
pa lahko vseeno pričakujemo, da bodo ta olajšala nadloge parkiranja. (Gosson, 2016) Tudi v tej 
risani seriji so očitne patriarhalne norme takratne družbe in želja po utopični prihodnosti kjer 
nam tehnologija omogoča boljša življenja.  
4.3.3 Astro boy (1963 in 2009) 
Risanka Astro boy iz leta 1963 in kasnejši film iz leta 2009 sta ponazorila problem, s katerim 
se srečujemo šele zdaj, to je vprašanje kaj se zgodi, kadar avtonomno vozilo povzroči smrtno 
nesrečo. Protagonist risanke s špičastimi črnimi lasmi in priljudnim obrazom predstavlja temelj 
Japonske in svetovne popularne kulture. Zgodba se začne in konča v prometni nesreči 
avtonomnega vozila. Glavni lik Astor se v filmu pelje na najvarnejši cesti na svetu, Electronic 
highway 66 v letu 2000. Ni mu potrebno zavijati, pospeševati ali upočasniti vozila, avtocesta 
na kateri se vozi namreč v celoti upravlja z njim. Vse kar mora voznik storiti je pritisniti gumb 
in uživati v vožnji na ˝najbolj varni cesti, ki bi jo človek lahko zgradil˝. Nenadoma pa vozilo 
čelno trči z drugim avtomobilom in Astor umre. Vsi opazovalci so v šoku, saj ne morejo sprejeti 
dejstva, da bi se kaj takega lahko zgodilo. Film prikazuje globoko filozofsko spoznanje, da 
uvedba avtonomnih vozil konstituira družbeno pogodbo, ki pravi, da je smrt zaradi delovanja 
strojev neizogibna in v koncu sprejemljiva cena sveta, ki je statistično bolj varen. (Pearson, 
2016) Poleg tega pa je v risanki predstavljena avtonomna avtocesta, katere ideja, kot že 
omenjeno, izvira iz 30. let 20. stoletja.  
 
4.4 Med čudnim in čudovitim 
V 60. letih 20. stoletja lahko reprezentacije avtonomnih vozil v popularni kulturi opišemo kot 
percepcijo med čudnim in čudovitim, ki nato v 70. postane še bolj očitna. Podobno kot v prej 
omenjenih delih Sally in Christine sta v 70. letih 20. stoletja  jasno razvidna dva glavna arhetipa 
avtonomnih vozil, to sta avtonomno vozilo kot priljudni spremljevalec in avtonomno vozilo kot 
ubijalski stroj. Prvi arhetip torej avtonomna vozila prikazuje kot človeška in prijazna, drugi pa 
kot zlobna. Sledeči primeri prikazujejo avtonomizacijo avtomobilov kot odsev realnosti. 
Negativne posledice množične motorizacije so dosegle višek v 70. letih 20. stoletja, naftna kriza 
46 
 
leta 1973 pa je rezultirala v strožjih pravilih glede avtomobilskih izpustov, kar je privedlo v 
postopen zaton tako imenovanih muscle cars (mišični avtomobili). V Evropi in ZDA je to 
desetletje simboliziralo konec zlate dobe avtomobilov. Avtonomna vozila v filmih pa so bila 
posledično prikazana kot alegorične upodobitve tega trenda. (Kröger, 2016, str. 58) V filmih 
lahko zasledimo družbena pričakovanja, želje in predvsem skrbi do avtonomnih vozil. Filmi 
avtonomna vozila tako predstavljajo hkrati kot čudna in čudovita. Omogočajo pa nam vpogled 
v del kolektivne domišljije in nezavedne dejavnike, ki odločilno prispevajo k sprejemanju ali 
zavračanju novih tehnologij. Prav tako lahko v filmih zasledimo transformacijo v javnem 
zaznavanju avtomobilov.  
4.4.1 The Love Bug (1968) 
V filmu spoznamo bisernega Volkswagen Beatla, letnice 1963, po imenu Herbie. Film je 
narejen po knjigi Gordona Buforda z naslovom Car, Boy, Girl. (˝Wikipedia B˝, b. d.) Avtomobil 
Herbie ima močno osebnost, se zaveda svojega obstoja in čuti. Je dirkalni avtomobil, zato v 
filmu pogosto tekmuje na avtomobilskih dirkah. Prav te pa v njem zbudijo človeške lastnosti, 
kot so nihanje razpoloženja ob neuspehu in znaki depresije. Film nikoli ne poda tehnološke 
razlage Herbijevih zmožnosti, zato lahko film označimo kot popolnoma fantazijski. V naslovu 
filma je razvidno, da se Herbie tudi pogosto zaljubi v druge avtomobile, poleg tega pa je 
velikokrat ljubosumen in zaradi tega občasno tudi nasilen. (Brykman, 2016) Vozilo Herbie ima 
danes ogromno število navdušencev in spletnih sledilcev, prav tako pa obstajajo spletne strani, 
ki prikazujejo, kako ustvariti lastnega Herbija. (˝Herbie Mania˝, b. d.) Na podlagi tega lahko 
sklepamo, da niso le igralci in njihovi liki tisti, ki v potrošnikih zbudijo poistovetenje in 
posnemanje. To velja tudi za antropomorfne like, ki prav tako vzbujajo sočutje, spodbujajo 
kreativnost in oblikujejo naše norme in prepričanja.  
4.4.2 The Car (1977) 
Nasprotno od filma The Love Bug pa v grozljivki The Car, ki upodablja morilski Lincoln 
Continental Mark III avtomobil, najdemo negativni arhetip avtonomnega vozila, to je 
avtonomno vozilo kot ubijalski stroj. Opazimo lahko podoben vzorec odražanja kolektivnega 
podzavestnega strahu pred izgubo nadzora nad avtonomnimi vozili kot v delih The Living 
Machine in Christine. Vozilo v filmu je avtonomno, oziroma se nikoli ne izve, kaj ali kdo ga 
nadzira. Zato se zdi nadnaravno, hkrati pa predstavlja poosebljeno zlo. Vozilo ne more voziti 
po svetih tleh, lahko pa skoči v zrak in za kratek čas leti. (˝Haynes˝, b. d.) Takšna reprezentacija 
ustvarja negativno percepcijo avtonomnih vozil hkrati pa odraža družbeni strah pred vse 
hitrejšim tehnološkim napredkom, ki ga še ne razumemo popolnoma. Avtomobil v filmu 
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predstavlja poosebljeno zlo in tako izkorišča in odraža potencialne grožnje uvedbe avtonomnih 
vozil.  
4.5 Tehnologija avtonomnih vozil 
V 80. letih 20. stoletja zasledimo prehod iz poudarka na antropomorfnih lastnostih avtonomnih 
vozil v tehnične lastnosti in tehnološke sposobnosti teh vozil, kar je razvidno v sledečih 
primerih. Antropomorfna dimenzija se sicer še vedno ohranja, vendar je ta integrirana v 
informacijsko družbo; avtonomna vozila zdaj komunicirajo s svojimi vozniki. V filmih in 
televizijskih serijah v tem času lahko opazimo izjemno futuristična avtonomna vozila, katera 
imajo številne pripomočke in vedno bolj zapleteno vgrajeno elektroniko. Takšna reprezentacija 
avtonomnih vozil ne odraža le tehnološkega napredka družbe v tem času temveč hkrati 
navdihuje nove inovacije, kot je razvidno v sledečih primerih.  
4.5.1 Batman (1939 in 1966) 
Odličen primer televizijske serije in filmov, v katerih je poudarek na tehnoloških značilnostih 
in zmožnostih avtonomnega vozila je Batman. Batman je sirota, ki je priča umoru svojih staršev 
in zato zapriseže maščevanje vsem zločincev. Prvič se pojavi v seriji stripov DC, ki sta jih 
ustvarila risar Bob Kane in pisec Bill Finger, leta 1939. (Lazar in drugi, 2016, str. 77) Leta 1966 
na televizijo pride serija Batman, kasneje pa izide tudi več Batman filmov. Celotni franšizi je 
popularnost rasla leta in leta, prisotna pa je še danes. Morda je ravno človeška stran Batmana 
tista, ki je odgovorna za njegov mogočen vpliv na gledalce, to so lastnosti kot so previdnost, 
inteligentnost in spretnost. Najverjetneje pa so to nešteti pripomočki, ki jih Batman s svojim 
bogastvom uporablja za boj proti zločinu. Najbolj prepoznaven izmed teh je seveda Batmobil. 
Originalni model avtomobila, Cord letnik 1936, se prvič pojavi v Detective Comics leta 1940. 
Sprva je avtomobil preprost, toda z leti ga Batman večkrat preoblikuje za svoje misije. V drugi 
sezoni televizijske serije Batman, lahko prvič zaznamo sledi avtonomnosti v Batmobilu. Ta ima 
namreč aktivator na daljinsko upravljanje (remote control activator), s katerim ga lahko Batman 
prikliče, da se avtomobil samostojno pripelje do njegove lokacije. V 80. letih je v Batmobil 
vključen računalnik z bazo podatkov in datotekami iz računalnika. (˝Detective Comics 
fandom˝, b. d.) V Tim Burtonovem filmu iz leta 1989, najdemo verjetno najbolj znan model 
Batmobila, ki so ga odlikovale avtonomne zmožnosti (gl. sliko 4.2). Igralec Michael Keaton je 
v filmu Batmobil priklical na svojo lokacijo, ta pa se je ustavil centimetre pred njim. (Paul, 
2010) 
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Slika 4.2: Batmobil v filmu Batman (1989) 
 
Vir: ˝Detective Comics fandom˝ (b. d.) 
Batmobil ni nujno povsem avtonomen avtomobil, saj nadzor vedno ostaja v močeh Batmana. 
V tem smislu je voznik le izven vozila, to vozilo pa deluje na daljinsko upravljanje. Iz tega pa 
je razvidno, da je moč super junaka med drugim v samem nadzoru nad vozilom. Takšna 
reprezentacija avtonomnih vozil v potrošnikih gotovo vzbudi željo po lastništvu takšnega 
avtomobila, vendar pa le ob predpostavki, da lastnik vedno ohrani popoln nadzor nad njim, kar 
pa v prihodnosti najverjetneje ne bo mogoče. Ravno ta prostovoljna odpoved nadzoru bo za 
potrošnike tako kot ponudnike avtonomnih vozil predstavljala največji problem. 
4.5.2 Logan`s Run (1976) 
Leta 1976 izide znanstvenofantastičen film, ki se dogaja v prihodnosti, natančneje leta 2274, to 
je Logan`s Run. Filmi, ki prikazujejo tehnološke zmogljivosti avtonomnih vozil se pogosto 
dogajajo v prihodnosti in odražajo tako povsem imaginarne kot tudi realne ideje o prihodnosti 
človeštva. V filmu je prikazanih več različnih avtonomnih vozil, znanih pod imenom pod cars, 
ki se uporabljajo kot javni prevoz. Takšna vozila so navdihnila številne inženirje, med drugim 
želijo takšen osebni hitri tranzitni sistem narediti tudi na letališču Heathrow v Londonu. (˝Amc˝, 
b. d.) Podobnosti pa lahko najdemo tudi v projektu Elona Muska Hyperloop (gl. sliki 4.3 in 
4.4), ki želi z vlakom, ki vozi na sončno energijo, povezati San Francisco in Los Angeles. 
(Bump, 2013) 
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Slika 4.3: Pod car v filmu Logan`s Run 
 
Vir: ˝Pinterest˝ (b. d.) 
Slika 4.4: Projekt Hyperloop 
 
Vir: ˝Hyperloop Transportation Technologies˝ (b. d.) 
4.5.3 Knight Rider (1982) 
Še en odličen primer televizijske serije v kateri je poudarek na tehnoloških zmogljivostih 
avtonomnega vozila je znanstvenofantastična serija Knight Rider, ki je v letu 1982 prišla na 
televizijske zaslone in navdušila in oblikovala generacije. V seriji spoznamo nepremagljivo 
dvojico v boju proti kriminalu, to sta: KITT; črni Pontiac Firebird Trans Am avtonomni 
avtomobil z umetno inteligenco in njegov voznik, Michael Knight, ki ga je igral danes že zelo 
uveljavljen igralec David Hasselhoff (gl. sliko 4.5). Slovenci so sprva serijo lahko spremljali le 
na avstrijskih in italijanskih televizijskih kanalih, v sinhronizirani obliki. Melodija uvodne špice 
je bila nekaj časa celo najbolj priljubljeno zvonjenje na mobilnih telefonih. (Terzič, 2016) V 
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uvodu tega podpoglavja sem omenila kako se v filmih antropomorfična dimenzija avtonomnih 
vozil posodobi v informacijsko družbo, kar je jasno razvidno na primeru vozila KITT. Serija se 
je namreč osredotočila na dialog in komunikacijo med ljudmi in stroji.  
Slika 4.5: Igralec David Hasselhof in avtonomno vozilo KITT 
 
Vir: Terzič (2016) 
KITT, kar je okrajšava za Knight Industries Two-Thousand, je avtonomno vozilo, ki lahko stori 
vse, kar zmoremo ljudje in še več. Med drugim lahko govori in sprejema zvočne ukaze. 
(Nowak, 2019)  Google danes že razvija tehnologijo, ki bi omogočila komunikacijo med 
vozniki in virtualnimi asistenti (inteligent voice assistant). Ta bi voznikom z uporabo zvočnih 
ukazov omogočila uporabo Google iskalnika med vožnjo. (˝Technovelgy˝, b. d.) Podobne 
virtualne asistente danes že poznamo tudi v obliki Google pomočnika in Amazonove Alexe. 
(Nowak, 2019)  
Prav tako lahko KITT uporablja rentgenski ali infra-rdeči vid. Vozila z rentgenskim vidom 
danes sicer še ne poznamo, vendar pa obstaja več avtomobilov, ki so opremljeni z infra-rdečim 
skenerjem; prvo takšno komercialno vozilo je Cadillac Deville iz leta 2000. Hkrati je KITT 
opremljen z medicinskimi skenerji, podobno kot današnji Fordov EKG avtomobilski sedež, ki 
deluje kot merilec srčnega utripa. Fordov sedež ima šest vgrajenih senzorjev, ki merijo vitalne 
znake voznika, in lahko avtomobilu vnaprej sporočijo če ima voznik srčni napad, zato da se 
lahko vozilo samostojno varno zaustavi. Leta 2025 lahko že pričakujemo avtomobilske 
dodatke, ki naj bi merili in obdelovali posameznikovo raven stresa, možganske valove, 
utrujenost in celo mimiko njegovega obraza. (O`Donnabhain, 2019) Serija Knight Rider danes 
velja za kultno uspešnico, ki je kot ena izmed redkih znanstvenofantastičnih televizijskih serij 
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v tem času žela izreden uspeh in popularnost. Predstavlja enega izmed temeljev popularne 
kulture v tem času, ima ogromno zapuščino in nenehno spodbuja njene oboževalce, da 
kreativno ustvarjajo seriji v čast. Zato lahko replike avtomobila KITT še dandanes vidimo na 
cestah. Otroci so uživali v super močeh in zmožnostih avtomobila, odrasli pa v odnosu med 
avtomobilom in Michael Knightom. Zato potrošniki niso več sanjali le o avtonomnih vozilih, 
temveč o vozilih, s katerimi se lahko tudi pogovarjajo. Vsi so si želeli imeti avtomobil, kot je 
KITT. (Nowak, 2019) Ravno zato je morda vredno razmisliti, ali bi oblikovanje virtualnih 
asistentov v avtonomnih vozilih z značilnimi individualnimi osebnostmi, kot je to značilno za 
vozilo KITT, omogočilo večje zaupanje v avtonomna vozila s strani potrošnikov. Stroj postane 
partner človeku, jezik pa deluje kot vmesnik med strojem in ljudmi. (Kröger, 2016) 
4.5.4 Blade Runner (1982) 
Istega leta izide še ena kultna znanstvenofantastična filmska klasika, Blade Runner. Film se 
dogaja v Los Angelesu v letu 2019, mesto pa je preplavljeno z letečimi avtomobili. Kljub temu, 
da imajo ta vozila volane, pa lahko pogosto opazimo, da njihovi vozniki niso pozorni na okolico 
pred sabo, zato lahko sklepamo, da vozila najverjetneje uporabljajo sistem avtopilota. Najbolj 
znan avtomobil, upodobljen v filmu, je policijski avtomobil Spinner, ki se kasneje pojavi tudi 
v filmih kot so Blade Runner 2049, The Fifth Element in Back to the Future II. (˝Blade Runner 
fandom˝, b. d.) Leteči avtomobili pa bodo morda nekoč tudi stvar realnosti, saj podjetje 
Aviation že dela na svojem projektu Uber Elevate, v katerem želijo omogočiti in zagotoviti 
avtonomen urbani zračni javni prevoz, to pa nameravajo storiti z uporabo letalstva na zahtevo 
ali taksi dronov. (Lauzier-Hudon, 2017) 
4.5.5 Back to the Future (1985) 
Back to the Future  je znanstvenofantastična kultna klasika iz leta 1985. DeLorean letnik 1981, 
avtomobil, upodobljen v filmu, je časovni stroj, ki ga poganja plutonij. Kljub temu, da vozilo 
ni tipično avtonomno, pa je navdihnilo inženirje Univerze Stanford, ki so prav tak model 
avtomobila predelali v avtonomno vozilo, katerega posebnost je zmožnost drsenja (drift) in ga 
poimenovali po enem izmed glavnih likov v filmu, Marty. Znanstveniki so namreč ugotovili, 
da bi morala avtonomna vozila v primeru nesreče pogosto žrtvovati svojo stabilnost, zato, da 
lahko ostro zavijejo in se izognejo nesrečam, kot to na primer počnejo rally vozniki. Trenutni 
sistemi nadzora v avtonomnih vozilih pa takšnega manevriranja ne dopuščajo, zato je po 
njihovem pomembno vključiti sistem drsenja v vsa avtonomna vozila in tako poskrbeti za večjo 
varnost na cesti. (Carey, 2015) 
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4.6 Avtonomna vozila v distopični prihodnosti 
Kot že omenjeno je popularna kultura v 20. in 30. letih 20. stoletja avtonomnim vozilom 
pripisovala elemente magičnega, kar se je odražalo tudi v percepciji takšnih vozil z vidika 
potrošnikov. Avtonomna vozila so takrat predstavljala višek utopične prihodnosti, zato je 
zanimivo, da se poglavje zaključuje z avtonomnimi vozili v distopični prihodnosti. Opazila sem 
namreč, da je od 90. let 20. stoletja v popularni kulturi možno zaslediti veliko več negativnih 
reprezentacij avtonomnih vozil kot v letih poprej. Kot negativne reprezentacije tu ne mislim 
izključno avtonomnih vozil kot ubijalskih strojev, kot je bilo to vidno v prejšnjih podpoglavjih, 
temveč tudi kot primere, v katerih so razvidni specifični dvomi in strahovi pred množično 
uporabo avtonomnih vozil. Morda je negativnih reprezentacij vedno več, saj smo kot družba 
vedno bližje dnevu, ko bodo avtonomna vozila povsod okoli nas. Poleg tega je možno trditi, da 
je popularna kultura skozi leta oblikovala našo percepcijo in dvome do takšnih vozil, saj menim, 
da si potrošniki negativne konotacije bolj zapomnijo kot pozitivne. Predvidevam, da bi na 
primer če bi nekemu posamezniku povedali, da bi uvedba avtonomnih vozil zmanjšala število 
žrtev prometnih nesreč, količino izpustov in omilila gnečo v prometu, hkrati pa, da lahko 
avtonomno vozilo zaradi napake v programiranju kadarkoli odpove ali reagira nepredvidljivo, 
ta posameznik avtonomna vozila na podlagi informacij označil za nezanesljiva in ne bi podpiral 
njihove uvedbe. V sledečih primerih so razvidni primeri avtonomnih vozil, kot vozil, ki so 
zmožna ubijanja hkrati pa nam podajo vpogled v idejo distopične avtonomne prihodnosti. Med 
drugim so avtonomna vozila del totalitaristične prihodnosti, kjer se uporabljajo kot sredstva za 
nadzor. Prav tako smo priča ideji izkoriščanja avtonomnih vozil za krajo osebnih podatkov in 
kršenja človeških pravic. 
4.6.1 Total Recall (1990)  
V filmu Total recall iz leta 1990, glavni lik, ki ga igra Arnold Schwarzenegger, pred napadalci 
pobegne tako, da se usede v avtonomni taksi, ki se imenuje Johnny cab. Kljub temu, da ima 
vozilo voznika, ga štejemo med avtonomna vozila, saj je voznik taksija androidni robot Johnny, 
ki se odziva na glasovne ukaze potnikov (gl sliko 4.6). Vozilo ima med drugim vgrajeno 
funkcijo, ki mu omogoča, da ga raznese in s tem ubije svoje potnike, v primeru, da te zavrnejo 
plačilo vožnje. (Mitchell, 2013) Uporaba avtonomnega vozila kot sredstva za pobeg se kasneje 
večkrat pojavi tudi v drugih filmih, ki poleg tega prav tako kot Total Recall prikazujejo 
probleme v komunikaciji med ljudmi in roboti s predpostavko, da ti nasprotno od ljudi niso 
zmožni kompleksnega komuniciranja. 
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Slika 4.6: Avtonomno taksi vozilo Johnny Cab 
 
Vir: McNellis (2018) 
4.6.2 Demolition Man (1993) 
V filmu Demolition man iz leta 1993, se igralec Sylvester Stallone znajde v letu 2032. Večina 
avtomobilov je avtonomnih, vendar imajo hkrati sposobnost ročne vožnje, ki se aktivira z 
zvočnim ukazom ˝self drive˝. Avtonomna vozila se ob nesreči napolnijo s posebno peno, zato, 
da dodatno zavarujejo svoje potnike. Vozila hkrati uporabljajo takoimenovane biolinks, s 
katerimi identificirajo kdo sedi za volanom in avtomatsko prilagodijo nastavitve avtomobila. 
Takšen sistem prepoznavanja uporabnika bi se po Rychelu (2016) lahko nekega dne uporabljal 
kot nadomestilo za avtomobilski ključ. Vendar pa se ob tem pojavi problem varnosti 
posameznikovih podatkov. Avtonomna vozila v filmu predstavljajo del popolnega sveta. Hkrati 
pa v filmu ponovno zaznamo temo problematike komuniciranja z avtonomnimi vozili in njihove 
nezanesljivosti, saj se eno izmed teh vozil zaradi programske napake preneha odzivati na 
glasovne ukaze. To kaže na prepričanje, da nova tehnologija s seboj prinaša nove oblike 
prometnih nesreč.  
4.6.3 Minority report (2002) 
V znanstvenofantastičnem neo noir filmu, ki se dogaja v letu 2054, lik Anderton uporablja 
vozila, ki se jih lahko vozi ročno ali avtomatsko. Vendar pa lahko odgovorne institucije takšnim 
vozilom kadarkoli daljinsko prevzamejo nadzor, to v filmu na primer stori policija. (˝Wikipedia 
C˝, b. d.) Avtonomna vozila so tako del družbenega nadzora, pooblaščeni organi pa lahko z 
njimi upravljajo kot želijo. V filmu spoznamo zanimiv pogled na avtonomna vozila, ki lahko 
nenadoma postanejo past, kar je nasprotno od prevladujoče dominantne nezavedne želje po 
pobegu in svobodi, ki jo avtomobili zgodovinsko ponujajo. (Kröger, 2016) 
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4.6.4 Watch dogs 2 (2016) 
V računalniški igrici Watch dogs 2 najdemo avtonomno pametno vozilo CyruX, ki glavne 
inspiracije najverjetneje črpa iz avtomobilov znamke Audi, saj ima podoben sprednji del in 
splošen profil (gl. sliko 4.7). Vozilo je opremljeno z biometričnim varnostnim sistemom, ki mu 
omogoča, da prepozna svojega lastnika. Računalniška igrica prikazuje panoptikonski nadzor 
države, omenjeno vozilo pa upravlja z etično dvomljivim točkovanjem življenja (lifescores), da 
se lahko odloči, kdo naj preživi v primeru prometne nesreče. Kriterij točkovanja zajema 
posameznikovo zaposlitev, prihodek, izobrazbo, starost ter celo raso in spol. (˝Watch Dogs 
fandom˝, b. d.) Takšen prikaz avtonomnih vozil predstavlja drugačno, distopično prihodnost 
človeštva in odseva strah pred uporabo tehnologije kot sredstev za nadzor.  
Slika 4.7: Avtonomno vozilo v računalniški igri Watch Dogs 2 
 
Vir: ˝Watch Dogs fandom˝ (b. d.)  
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5 Pregled študij potrošnikov 
Velik izziv avtonomnih vozil bo predstavljal prehod iz kulture, katere središče temelji na 
posameznikovi zmožnosti, da se samostojno vozi naokrog, v kulturo, v kateri bodo posamezniki 
sprejemali in dopuščali, da bodo vozila tista, ki bodo to počela namesto nas. Takšen prehod bo 
torej pomenil spremembo posameznikovega položaja iz voznika v položaj potnika. Vozniki 
želijo imeti nadzor nad pedalom, ki uravnava dotok goriva, zavorami in volanom, zato takšen 
prehod najverjetneje ne bo lahek. Kultura avtomobilov (car culture) je na primer izjemno 
vplivala na kulturo ZDA v 50. letih 20. stoletja in navdihnila neštete pesmi, filme in športne 
dogodke. Vožnja z avtomobilom je po Barthesu edini primer, kjer ima lahko ljubezen do moči 
in domišljije svobodo. Henri Lefebvre pravi, da je avtomobil zadnje zatočišče naključij in 
tveganja v vedno bolj nadzorujoči družbi. Ta tveganja pa ne zajemajo le omejevanja svobode, 
temveč hkrati tudi grožnje potencialnih prometnih nesreč, zato, kot pravi Kate Meyer Drawe, 
avtonomna vozila delujejo tako za in proti utopiji modernosti. (Kröger, 2016) V tem poglavju 
se zato ukvarjam s pripravljenostjo potrošnikov na drastične spremembe, ki jih bodo ta prinesla, 
hkrati pa me zanima, ali se bodo v takšnih vozilih sploh pripravljeni voziti. Nazadnje me zanima 
kako bi potrošniki reagirali v primeru pobeglega vagona. 
V zadnjih desetletjih je tehnološki napredek intenzivno preoblikoval naša življenja. Priča smo 
bili izjemnemu razvoju avtonomne tehnologije, s katero se bomo v bližnji prihodnosti v naših 
vsakdanjikih redno srečevali. Vprašanje pa je, v kolikšni meri smo na to pripravljeni. V študiji 
Dispositional trust - Do we trust autonomous cars? (2017) se avtorici Lazanyi in Maraczi 
sprašujeta prav to, hkrati pa ju zanima, v kolikšni meri bodo ljudje takšni tehnologiji 
pripravljeni zaupati. Zato v svoji študiji preučujeta odnose mladih odraslih do avtonomnih 
vozil. Na začetku predstavita najpomembnejše predloge za vzpostavljanje zaupanja v 
avtonomna vozila, ki naj bi jih inženirji nujno upoštevali, to so: 
• Poskrbite, da bodo posamezniki razumeli delovanje avtonomnega sistema. 
• Povečajte ozaveščenost o tem, da roboti niso ljudje! Avtonomna vozila lahko dosežejo 
določene cilje na svoj način. 
• Posameznike informirajte o tem ZAKAJ avtonomna vozila delujejo na specifičen način! 
• Posameznike informirajte o preteklih zmogljivostih sistema, zato, da bodo imeli ti od 
sistema realna pričakovanja. 
• Avtonomna vozila niso brezhibna. Posamezniki naj bodo seznanjeni z njihovimi 
omejitvami. 
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Lazanyi in Maraczi sta se v svoji raziskavi, kot že omenjeno, osredotočili na preučevanje 
zaupanja v avtonomna ali delno avtonomna vozila z vidika mladih odraslih, torej generacije Y. 
Vsi udeleženci raziskave živijo v Budimpešti ali njenem predmestju. Študija je potekala preko 
spletnega vprašalnika na katerega je odgovorilo 200 posameznikov, ki so ustrezali zahtevam 
preučevane skupine. Od tega je bilo 96 moških in 104 ženskih. Povprečna starost moških je bila 
24.99, povprečna starost žensk pa 24.28. 80 procentov preučevanih posameznikov je imelo 
opravljen izpit za avtomobil. Prav tako jih je večina (98%) avtomobil uporabljala kot glavno 
prevozno sredstvo. Avtorici je najprej zanimalo v kolikšni meri bi bili udeleženci raziskave 
pripravljeni uporabljati avtonomno vozilo, rezultati tega vprašanja so razvidni v sliki 5.1. 
Slika 5.1: Prikaz stopenj pripravljenosti udeležencev na uporabo avtonomnih vozil 
 
Vir: Lazanyi in Maraczi (2017, str. 137) 
Dalje avtorici navajata, da bi 3.50% udeležencev raziskave avtonomno vozilo uporabljalo z 
veseljem, 30.5% pa jih meni, da so avtonomna vozila v prometu veliko bolj varna, kakor vozila 
s človeškimi vozniki. Poleg tega je 30% posameznikov trdilo, da bi bili prevoz z avtonomnim 
vozilom pripravljeni plačati, saj bi to pomenilo, da njim osebno ne bi bilo potrebno voziti. 
Vendar pa avtorici ugotavljata, da ob neupoštevanju zadnje trditve, pripravljenost do uporabe 
avtonomnih vozil drastično pade. 48% udeležencev bi dovolilo, da avtomobil določa hitrost 
vožnje, toda le 15.5% posameznikov bi bilo pripravljenih uporabljati vozilo brez pedal za gas 
in zavoro. 65.5% bi jih bilo pripravljenih avtonomnemu vozilu prepustiti vožnjo na avtocesti, 
toda le 14.5% bi jih zaupalo avtomobilu, katerega bi bilo na avtocesti nemogoče nadzirati. Te 
številke torej kažejo, da sta nadzor in zaupanje nadomestni spremenljivki, ko govorimo o 
odnosih med ljudmi in avtonomnimi vozili. Razvidno je tudi, da mladi vožnjo na avtocesti 
dojemajo kot manj kompleksno, kot vožnjo v središčih mest z zgoščenim prometom, ki naj bi 
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bila prezahtevna za avtonomna vozila. Avtorici navajata, da je posameznikov, ki bi v celoti 
zaupali avtonomnim vozilom, izredno malo. Kar 47% obravnavanih je pomankanje zaupanja 
opredelilo kot glavni razlog za nezaupanje avtonomnim vozilom. 37% je bilo takšnih, ki so za 
razlog navedli dejstvo, da želijo biti glavni oziroma imeti nadzor nad vozilom (gl. sliko 5.2). 
Hkrati ugotavljata, da so moški tisti, ki so manj pripravljeni nadzor nad avtomobilom prepustiti 
avtonomnemu sistemu. Takšno nezaupanje je po mnenju avtoric sicer lahko rezultat 
posameznikove osebnosti in nakazuje začetno odsotnost zaupanja v avtonomne sisteme, ki bi 
se odločali namesto njih. Prav tako poudarjata, da je temu pogosto tako, zaradi pomanjkanja 
znanja in izkušenj posameznikov s takšnimi sistemi.  
Slika 5.2: Prikaz razlogov za nezaupanje v avtonomna vozila 
 
Vir: Lazanyi in Maraczi (2017, str. 138) 
Podobne rezultate navaja tudi Cox Automotive študija Evolution of Mobility (2018), kjer so 
znanstveniki preučevali zaupanje Američanov v avtonomna vozila v letih 2016 in 2018 in 
podatke primerjali. V študiji je bilo zajetih 1250 potrošnikov v ZDA, ki so sodelovali v 
spletnem vprašalniku podjetja Vital Findings. V letu 2018 je 68% Američanov navedlo, da bi 
se v popolnoma avtonomnem vozilu počutili neprijetno, kar 84% pa jih misli, da bi morali 
vozniki vedno imeti možnost ročne vožnje, čeprav so v avtonomnem vozilu. Študija prav tako 
ugotavlja, da je bila ozaveščenost o avtonomnih vozilih v letu 2018 višja kot v letu 2016. 
Nasprotno pa je zaupanje v varnost avtonomnih vozil upadlo; leta 2016 je 47% Američanov 
verjelo v varnost avtonomnih vozil stopnje 5, leta 2018 pa je bilo takšnih le 28%. V letu 2018 
jih skoraj polovica (49%) ne bi kupila avtonomnega vozila stopnje 5, kar lahko med drugim 
pripišemo tudi primeru prometne nesreče vozila Tesla na avto-pilotu, ki jo omenim v uvodu in 
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podobnim nedavnim dogodkom. Prav tako so raziskovalci ugotovili, da starejše generacije 
gojijo večje zadržke do avtonomnih vozil, kot je to razvidno v sliki 5.3. 
Slika 5.3: Generacijski prikaz nezaupanja v avtonomna vozila stopnje 5 
 
Vir: Cox Automotive (2018) 
Zaradi podobnosti v ugotovitvah s prej omenjeno študijo avtoric Lazanyi in Maraczi, Cox 
Automotive pride do podobnih sklepov, ko pravi, da je kljub določenim zadržkom, želja po 
avtonomnih funkcijah močna. Vendar pa je za zmanjšanje varnostnih zadržkov potrošnikov 
ključno ozaveščanje, ki osvetljuje učinkovitost avtonomnih vozil skupaj s praktičnimi 
izkušnjami potrošnikov z avtonomno tehnologijo.  
V študiji Univerze Michigan (2014) sta avtorja Schoettle in Sivak preučevala javno mnenje o 
avtonomnih vozilih v Veliki Britaniji, Združenih državah Amerike in Avstraliji. V ta namen sta 
uporabila spletni vprašalnik in zbrala podatke 1533 polnoletnih udeležencev; 501 iz ZDA, 527 
iz VB in 505 iz Avstralije. V študiji ugotavljata, da je večina udeležencev raziskave predhodno 
slišala za avtonomna vozila in imela pozitivno začetno mnenje o tehnologiji, hkrati pa visoka 
pričakovanja o prednostih avtonomne tehnologije. Prebivalci ZDA so bili najbolje seznanjeni z 
avtonomnimi vozili, kar 70.09% jih je predhodno slišalo ta termin. Kljub temu je večina 
udeležencev izrazila močne zadržke o vožnji v avtonomnih vozilih in potencialnih varnostnih 
problemih avtonomne tehnologije. Prav tako je večina udeležencev izrazila dvom do trditve, da 
avtonomna vozila vozijo bolje oziroma varneje od človeških voznikov. V sliki 5.4 so razvidni 
rezultati vprašanja ˝ Kako zaskrbljeni bi bili v primeru vožnje v avtonomnem vozilu 4. stopnje?˝, 
deljeni na vnaprej določene odgovore ˝zelo˝, ˝zmerno˝, ˝rahlo˝ in ˝sploh ne˝.  
Generacija Z
48%
Milenijci
39%
Generacija X
56%
Baby 
boomerji
71%
˝Nikoli ne bi kupil/a avtonomnega vozila 
stopnje 5˝
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Slika 5.4: Zaskrbljenost potencialnih uporabnikov z avtonomnimi vozili 
 
Vir: Schoettle in Sivak (2014, str. 11) 
Dalje avtorja navajata, da so bili državljani ZDA bolj pogosto (kot drugi) zaskrbljeni glede 
zakonskih odgovornosti voznikov oziroma lastnikov avtomobila in varnosti osebnih podatkov, 
medtem ko so bili prebivalci VB manj zaskrbljeni (kot drugi) glede varnosti sistema pred 
hekerji. Velika večina udeležencev raziskave je imela močne zadržke o vozilih brez nadzornih 
elementov za človeške voznike v avtonomnih vozilih, kot so pedala in volan. Mnogo 
udeležencev iz vseh držav je izrazilo vsaj delno željo po uporabi takšne tehnologije, vendar pa 
je kljub temu največji delež (skupno povprečje 34.2%) udeležencev izrazil nezanimanje za 
uporabo te tehnologije v svojem avtomobilu. Na vprašanje ˝Kako bi izkoristili prosti čas med 
vožnjo v povsem avtonomnem vozilu?˝ je skupno povprečno 41.0% udeležencev iz vseh držav 
odgovorilo, da bi spremljali cesto, kljub temu, da ne bi vozili. 22.4% skupno povprečno jih je 
odgovorilo, da se v avtonomnem vozilu sploh ne bi vozili. 8.3% udeležencev bi bralo, 7.7% bi 
se dopisovalo na mobilnem telefonu, 7.0% bi spalo, 5.3% bi gledalo filme, 4.9% bi delalo, 2.0% 
bi igralo igrice, 1.4% pa je odgovorilo ˝drugo˝.  
Avtorja študije sta prišla do sklepa, da bodo posamezniki, ki so že seznanjeni z avtonomnimi 
vozili, bolj verjetno poznali tudi pozitivne lastnosti, ki naj bi jih avtonomna vozila prinesla, 
hkrati pa naj bi bilo bolj verjetno, da bi takšno tehnologijo želeli uporabljati tudi v svojih 
avtomobilih. Hkrati avtorja nasprotno od Lazanyi in Maraczi (2017) ugotavljata, da so bile v 
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tej raziskavi ženske tiste, ki so izrazile večje dvome in nezaupanje do avtonomne tehnologije. 
Podobno kot v Cox Automotive študiji pa avtorja opažata, da so mladi tisti, ki jih avtonomna 
tehnologija najbolj zanima in bi jo bili tudi pripravljeni uporabljati v največji meri. Rezultati 
treh držav so bili večinoma podobni, z nekaj razlikami. Za prebivalce ZDA je bilo bolj verjetno, 
da so za avtonomna vozila že slišali in da imajo o njih zelo pozitivno mnenje. Hkrati pa so bili 
tudi najbolj zaskrbljeni glede pravne odgovornosti in zaščite osebnih podatkov. Nasprotno je 
bilo za prebivalce VB najmanj verjetno, da imajo o avtonomnih vozilih pozitivno mnenje, 
vendar pa so hkrati izrazili le zmerno skrb do vožnje v avtonomnih vozilih. Avstralci so 
najredkeje slišali za avtonomna vozila, vendar so o njih imeli pozitivno mnenje, hkrati pa so 
bili najmanj zaskrbljeni glede vožnje v avtonomnih vozilih.  
Očitno je, da se vozniki še niso pripravljeni v celoti odreči nadzoru nad svojim vozilom. Poleg 
tega je opazno, da potrošniki niso dovolj ozaveščeni o varnosti in drugih prednostih avtonomnih 
vozil. Prav tako smo bili v zadnjih letih prvič priča prometnim nesrečam avtonomnih vozil, kar 
dodatno vpliva na mnenja potrošnikov. Zato v študiji Trust in driverless cars (2018) Kaur in 
Rampersad pravita, da je pomembno, da proizvajalci avtonomnih vozil poskrbijo, da potrošniki 
verjamejo v njihovo varnost in zanesljivost. Hkrati ugotavljata, da je za pozitiven sprejem s 
strani potrošnikov pomembna zasebnost osebnih podatkov, zato pozivata inženirje, da to 
upoštevajo pri oblikovanju avtonomnih vozil. Zdi se, da dandanes tehnološki napredek 
prehiteva pripravljenost družbe nanj, vendar pa to ni nič novega. Zato menim, da bodo tudi 
avtonomna vozila sčasoma postala nekaj samoumevnega v naših vsakdanjikih. 
5.1 Potrošniki in primer pobeglega vagona 
Moralni stroj (Moral Machine) je spletna eksperimentalna platforma, ki so jo ustvarili 
raziskovalci z Inštituta tehnologije Massachusetts, krajše MIT. Na spletni strani so podali 
vprašalnik v obliki igre, ki je posameznike seznanil s primerom pobeglega vagona in jim hkrati 
omogočal, da so se v različnih problemih preizkusili tudi sami. V članku The Moral Machine 
experiment Awad in drugi (2018) navajajo, da so na spletni platformi zbrali 40 milijonov 
odločitev v desetih jezikih, od milijonov sodelujočih iz 233 držav. V članku se avtorji 
osredotočajo na globalne moralne preference, variacije teh preferenc na podlagi demografskih 
skupin in nazadnje na medkulturne variacije. V preučevanju globalnih preferenc ugotavljajo, 
da so udeleženci vprašalnika najbolj intenzivno zagovarjali prednost varnosti ljudi pred živalmi, 
večje skupine ljudi pred posameznikom in varnostno prednost mladih nasploh (gl. sliko 5.5). 
Awad in drugi zato trdijo, da bi lahko te tri prednostne preference predstavljale osnove etike 
strojev oziroma vsaj vplivale na oblikovalce in proizvajalce avtonomnih vozil.  
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Slika 5.5: Globalne etične prednostne preference 
 
Vir: Awad in drugi (2018, str. 61) 
Pri preučevanju prednostnih preferenc na podlagi demografski skupin ni bilo omembe vrednih 
odstopanj. Pri raziskovanju medkulturnih prednostnih preferenc so znanstveniki izbrali 130 
držav z vsaj 100 udeleženci. Na podlagi tega so določili tri specifične ˝moralne skupine˝ držav 
(gl. sliko 5.6). V prvi skupini, ki so jo raziskovalci poimenovali ˝ Zahodna skupina˝ so predvsem 
prebivalci iz ZDA in Evropskih držav s protestantskimi, katoliškimi in pravoslavnimi 
krščanskimi kulturnimi skupinami. Drugo skupino so poimenovali ˝Vzhodna skupina˝, zajema 
pa številne vzhodne države kot so Japonska in Tajvan, ki spadata v konfucijansko kulturno 
skupino in islamske države kot so Indonezija, Pakistan in Savdska Arabija. Tretjo skupino, širše 
poimenovano ˝ Južna skupina˝ sestavljajo Latinsko-Ameriške države Srednje in Južne Amerike, 
skupaj z nekaj državami, katerih značilnost je francoski vpliv. Te skupine so se po trditvah 
avtorjev najverjetneje oblikovale zaradi geografske in kulturne bližine, vendar pa lahko razlike 
med temi skupinami povzročajo probleme. Preferenca prednostne varnosti mladih pred starimi 
je veliko manj izrazita v državah Vzhodne skupine in veliko bolj v državah Južne skupine. Isto 
velja za preferenco prednostne varnosti posameznikov z višjim družbenim statusom. Podobno 
države iz Južne skupine odražajo veliko nižjo preferenco varnostne prednosti ljudi pred 
domačimi živalmi, v primerjavi z drugima skupinama. Edina skupna preferenca med skupinami 
je (šibka) varnostna prednost pešcev pred potniki v vozilu in (zmerna) varnostna prednost tistih, 
ki se držijo zakona pred tistimi, ki se zakona ne držijo.  
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Slika 5.6: ˝Moralne skupine˝ držav 
 
Vir: Awad in drugi (2018, str. 62) 
Avtorji študije se zato strinjajo, da javno mnenje ni najboljše določilo za oblikovanje etičnih 
pravil avtonomnih vozil, vendar pa poudarjajo nujnost uporabe pravil, ki bodo univerzalno 
najširše sprejeta. Od teh pravil je med drugim namreč odvisno, ali bodo potrošniki tako vozilo 
pripravljeni kupiti oziroma avtonomna vozila tolerirati na cestah. Prej omenjene globalne etične 
preference potrošnikov bi sicer morda lahko oblikovale osnovno vodilo etike avtonomnih vozil, 
vendar pa je odvisno od samih proizvajalcev avtonomnih vozil ali bodo te sprejeli in nato 
nadgradili. Prav tako je očitno, da potrošniki o avtonomnih vozilih nimajo dovolj poglobljenega 
znanja, zato bo naloga teh proizvajalcev tudi izobraževanje bodočih kupcev in trženje 
avtonomnih vozil na način, ki bo premagal njihove trenutne dvome.  
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6 Zaključek 
 
Magistrska naloga zaobjema pojav avtonomnih vozil z vidika etičnih teorij, popularne kulture 
in potrošnikov. Prvi jasen sklep, ki je hkrati odgovor na prvo zadano raziskovalno vprašanje je 
dejstvo, da je vključevanje filozofov v diskurz o etičnem programiranju avtonomnih vozil 
ključnega pomena, saj ti inženirjem omogočajo boljše razumevanje etičnih teorij in jih hkrati 
navdihujejo pri oblikovanju in programiranju avtonomnih vozil. Filozofi se z etičnimi dilemami 
avtonomnih vozil ukvarjajo prav zato, ker bodo ta drastično preoblikovala našo prihodnost, 
naloga filozofov pa je, da etično usmerjajo inženirje in tako gradijo most med proizvajalci 
avtonomnih vozil in potrošniki. Kljub temu, da etičnega konsenza o načinu programiranja 
avtonomnih vozil nisem zasledila, je preučevanje etičnih teorij pomembno, saj nam te 
predstavijo različne etične razsežnosti delovanja avtonomnih vozil. Prav tako te teorije 
predstavljajo osnovo in vodilo za nadaljnje teorije na področju etike avtonomnih vozil. Z 
etičnimi teorijami je potrebno seznaniti tudi inženirje in proizvajalce avtonomnih vozil, saj je 
pomembno, da se ti zavedajo možnosti, ki jih imajo pri etičnem programiranju in ustvarjanju 
avtonomnih vozil.  
Prav tako me je v magistrski nalogi zanimalo kateri avtorji etičnih teorij so v diskurzu 
avtonomnih vozil najpogosteje navedeni. To so, kot že omenjeno, tisti avtorji, katerih etična 
teorija je najlažje prenesena na primer avtonomnih vozil; John Stuart Mill, Immanuel Kant, 
filozofi etike vrlin in Isaac Asimov. Ti avtorji in njihova dela predstavljajo stebre etike 
avtonomnih vozil, saj vsak predstavlja specifično etično prepričanje, ki se razlikuje od drugih 
v omenjeni skupini. Zato je tudi očitno, da različni avtorji primer pobeglega vagona rešujejo 
različno, svoje odločitve pa utemeljujejo s specifičnimi argumenti, ki izvirajo iz njihove etične 
teorije. Epikur, Stoiki, John Stuart Mill, Emmanuel Levinas in Frances Kamm bi v primeru 
pobeglega vagona zagovarjali premaknitev ročice in s tem žrtvovali posameznika za dobrobit 
skupine. Immanuel Kant in Judith Thompson, avtorica nadgrajene oblike primera pobeglega 
vagona, bi ravnala nasprotno, saj oba trdita, da je aktivno ubijanje posameznika za dobrobit 
skupine nemoralno. Jacques Lacan bi odločitev prepustil posamezniku, dokler bi ta deloval 
etično in tako dosegel svoj cilj. Podobno zagovarja tudi Jean Paul Sartre, ki odločitev prav tako 
prepušča posamezniku, dokler ta prevzame odgovornost za svoje dejanje. Po Johnu Rawlsu, 
oziroma algoritmu, ki ga na podlagi Rawlsove etične teorije oblikuje Derek Leben, bi bilo v 
primeru pobeglega vagona najbolj etično dejanje naključno. In navsezadnje, na primeru Isaaca 
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Asimova spoznamo, da robot v primeru pobeglega vagona najverjetneje ne bi vedel kako 
delovati, saj bi vsako njegovo dejanje nasprotovalo trem zakonom, ki določajo njegov obstoj in 
delovanje.  
Sama menim, da bi v primeru pobeglega vagona najverjetneje premaknila ročico in s tem 
žrtvovala posameznika za dobrobit drugih. Z etično teorijo Johna Stuarta Milla se sicer ne 
poistovetim v celoti, vendar pa menim, da bi se v primeru avtonomnih vozil utilitarizem obnesel 
najbolje. Utilitaristično programiranje avtonomnih vozil bi namreč pomenilo, da je vsak 
udeleženec v prometu enakovreden, ne glede na to ali sedi v avtonomnem vozilu ali ne. V 
primeru prometne nesreče bi avtonomno vozilo reagiralo tako, da bi rezultat prinesel najnižje 
število žrtev, ne glede na to, kaj bi to pomenilo za potnike avtonomnega vozila. To je po mojem 
mnenju najbolj pravična rešitev.  
V magistrski nalogi prav tako ugotavljam, da so avtonomna vozila pogosto prisotna v popularni 
kulturi. Ta hkrati predstavlja njihove pozitivne in negativne aspekte in jih pogosto prikazuje kot 
del utopične ali distopične prihodnosti. V 20. letih 20. stoletja pa vse do 50. let 20. stoletja imajo 
avtonomna vozila v popularni kulturi status čarobnih strojev, ki poosebljajo rešitev vseh 
problemov. V 50. letih se nato avtorji začnejo spraševati o podobnosti avtonomnih vozil z 
ljudmi, tako se začne antropomorfizacija avtonomnih vozil. S časom se razvijeta dva glavna 
arhetipa reprezentacije avtonomnih vozil v popularni kulturi; to sta že omenjeno avtonomno 
vozilo kot priljuden spremljevalec in avtonomno vozilo kot ubijalski stroj. V reprezentacijah 
avtonomnih vozil v popularni kulturi v 60. letih lahko prepoznamo močan poudarek na ideji 
avtonomnega vozila kot družinskega prostora, kar odraža takratno družbeno stanje, ki je 
poudarjalo pomembnost družine in skupno preživljanje prostega časa. V 80. letih nato sledi 
velik preskok iz poudarka na antropomorfnih lastnostih avtonomnih vozil na tehnološke 
zmožnosti teh. Antropomorfne značilnosti sicer ostajajo prisotne, vendar so te integrirane v 
informacijsko družbo, avtonomna vozila pa so tako zmožna komuniciranja s svojimi vozniki. 
Od 90. let dalje smo priča vedno bolj zaskrbljujočim reprezentacijam avtonomnih vozil, saj te 
pogosto prikazujejo distopične prihodnosti, v katerih so avtonomna vozila uporabljena kot 
sredstva nadzora. Na podlagi tega ugotavljam, da popularna kultura odraža resnične dogodke 
in jih predstavi na metaforičen način, s čimer pa posledično vpliva na potrošnike. Zato lahko 
trdimo, da popularna kultura hkrati oblikuje in odseva percepcijo avtonomnih vozil v naši 
družbi. 
V reprezentaciji avtonomnih vozil v popularni kulturi se na primer pogosto odraža strah pred 
neznanim, nepredvidljivim, kot tudi strah pred izgubo nadzora nad strojem, ki je globoko 
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zasidran v naši družbi. Zato ni presenetljivo dejstvo, da kljub temu, da avtonomna vozila 
zagotavljajo večjo varnost, potrošniki avtonomnim vozilom ne zaupajo. Zato je ključnega 
pomena, da imajo ti v prihodnosti podrobnejše znanje o avtonomnih vozilih. Prav tako velja, 
da bo potrošnik, ki ima znanje o avtonomnih vozilih, verjetneje kupil takšno vozilo. Isto velja 
za potrošnike, ki so že kot mladi spremljali avtonomna vozila v popularni kulturi. Kljub temu, 
večina ljudi še ni pripravljena na avtonomna vozila 4. in 5. stopnje in takšnim vozilom ne zaupa, 
zato bo potreben postopen prehod v popolnoma avtonomna vozila. Za večino ljudi največji 
problem predstavlja ideja o odrekanju nadzora nad vozilom, ta strah pred nadzorom pa je, kot 
že omenjeno, prisoten tudi v metaforičnih reprezentacijah avtonomnih vozil v popularni kulturi. 
Menim, da bi programiranje človeških lastnosti v avtonomne sisteme, kot pogosto upodobljeno 
v popularni kulturi, pozitivno vplivalo na potencialni nakup avtonomnih vodil s strani 
potrošnikov. Z uvedbo komunikacijskega sistema, kot je na primer Alexa, bi potrošniki 
avtonomno vozilo hitreje sprejeli in ga morda celo videli kot partnerja. Kljub temu, da 
potrošniki v večini niso dovolj seznanjeni s pozitivnimi prednostmi avtonomnih vozil, pa je 
želja po avtonomnih funkcijah vseeno močna.  
V primeru pobeglega vagona potrošniki večinsko dajejo prednost ljudem pred živalmi, mladim 
pred starimi in skupinam ljudi pred posamezniki, zanimivo pa je, da so etične norme različne 
med državami. Programiranje končnega produkta bo sicer naloga podjetij, ki se lotevajo 
produkcije avtonomnih vozil 5. stopnje, zato bo zanimivo videti, kako bodo ta to izvedla in ali 
bodo pri tem upoštevala mnenja potrošnikov. Glede na to, da etičnega konsenza o 
programiranju avtonomnih vozil zaenkrat ni, lahko predvidevamo, da bo vsako podjetje 
oblikovalo svoj etični algoritem avtonomnih vozil. V vsakem primeru pa je prihod avtonomnih 
vozil 5. stopnje neizogiben in prelomni trenutek, ki bo zaznamoval in preoblikoval prihodnost 
človeštva. 
V magistrski nalogi sem tako z uporabo kvalitativne metodologije opisovalne in razlagalne 
študije primera odgovorila na vsa raziskovalna vprašanja. Preučila sem tiste aspekte pojava 
avtonomnih vozil, ki so se mi zdeli za področje preučevanja etike avtonomnih vozil najbolj 
relevantni. Ker pa je etika avtonomnih vozil zelo široko področje, v katerem se vsakodnevno 
odkrivajo novi podatki in razsežnosti pojava, pa bi ga bilo seveda možno raziskovati dalje. Med 
drugim bi bilo relevantno raziskati tudi reprezentacijo avtonomnih vozil v družbenih omrežjih 
in senzacionalističnih člankih, ki po mojem mnenju prav tako močno vplivajo na potrošnike. 
Prav tako bi bilo zanimivo podrobneje preučiti različna podjetja, ki se ukvarjajo s produkcijo 
avtonomnih vozil in ugotoviti, kako se ta lotevajo reševanj etičnih polemik na tem področju. 
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Kljub temu menim, da sem v magistrski nalogi uspešno predstavila in preučila etiko 
avtonomnih vozil, prikazala vse aspekte tega pojava in trenutna dognanja na tem področju ter 
tako dosegla zadane cilje. 
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