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QUADRATIC SEQUENCES OF POWERS AND MOHANTY’S
CONJECTURE
NATALIA GARCIA-FRITZ
To the memory of Jerzy Browkin.
Abstract. We prove under the Bombieri-Lang conjecture for surfaces that
there is an absolute bound on the length of sequences of integer squares with
constant second differences, for sequences which are not formed by the squares
of integers in arithmetic progression. This answers a question proposed in 2010
by J. Browkin and J. Brzezinski, and independently by E. Gonzalez-Jimenez
and X. Xarles.
We also show that under the Bombieri-Lang conjecture for surfaces, for
every k ≥ 3 there is an absolute bound on the length of sequences formed by
k-th powers with constant second differences. This gives a conditional result
on one of Mohanty’s conjectures on arithmetic progressions in Mordell’s elliptic
curves y2 = x3 + b. Moreover, we obtain an unconditional result regarding
infinite families of such arithmetic progressions. We also study the case of
hyperelliptic curves of the form y2 = xk + b.
These results are proved by unconditionally finding all curves of genus 0 or
1 on certain surfaces of general type. Moreover, we prove the unconditional
analogues of these arithmetic results for function fields by finding all the curves
of low genus on these surfaces.
1. Introduction and main results
In this paper we study certain arithmetic and geometric problems arising from
sequences of powers with constant second differences. Let us recall that a sequence
a1, . . . , an has constant second differences if for all 3 ≤ i ≤ n, one has
(ai − ai−1)− (ai−1 − ai−2) = D,
with D not depending on i. Equivalently, if for all 4 ≤ i ≤ n the following equality
holds
ai − 3ai−1 + 3ai−2 − ai−3 = 0.
Any arithmetic progression xi = ai+b with 1 ≤ i ≤ n, satisfies that the sequence
of its squares has constant second differences equal to 2a2; we call such examples
trivial sequences. It is a classical problem to study the maximal length M of non-
trivial sequences of integer or rational squares.
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A sequence of M rational squares with constant second differences corresponds
to a quadratic polynomial f(x) = ax2+ bx+ c ∈ Q[x] such that f(x) is a square for
M consecutive integer values of x, and a trivial sequence gives a polynomial which
is a square. The proof of these facts is elementary, see the Appendix of [7]. In fact,
the same proof applies if we replace Q by any field of characteristic zero.
In 1986 Allison [1] found infinitely many non-trivial integer sequences of length
M = 8, corresponding to polynomials of the form a(x2 + x) + c evaluated at
−3,−2, . . . , 3, 4 (these are called symmetric polynomials). Subsequent work by
Bremner [4] and by Gonzalez-Jimenez and Xarles [13] gives a complete description
of non-trivial sequences of integer squares with constant second differences in the
symmetric case, and it turns out that the maximal length in this case is eight, as
achieved by Allison.
In the case where symmetry is not assumed, Browkin and Brzezinski [5] proved
that there are infinitely many non-trivial sequences of six rational squares with
constant second differences, and they conjecture that for M = 8 the only non-
trivial rational sequences are the ones found by Allison (and it is known that they
cannot be extended to sequences of length nine). However, even the existence of
some M as required is an open problem:
Problem 1. Does there exist an integer M such that the only sequences of rational
numbers x1, . . . , xM whose squares have constant second differences correspond to
trivial sequences?
We can also consider the problem for k-th powers with a fixed k ≥ 3. Note
that the sequence 1,1,1,...,1 and its scalar multiples ak, ak, ..., ak are degenerate
sequences of k-th powers with constant second differences, and one is of course only
interested in the non-degenerate case. We propose the following:
Problem 2. Let k ≥ 3. Does there exist an integer M such that there are no
sequences of rational numbers x1, · · · , xM whose k-th powers form a non-degenerate
sequence with constant second differences?
Note that in Problem 2 we expect no analogue of the trivial sequences from
Problem 1.
One can relate Problem 2 to questions about y-arithmetic progressions on Mordell
elliptic curves. If we have a y-arithmetic progression with common differences equal
to d on the Mordell elliptic curve y2 = x3 + b, that is
y20 = x
3
0 + b
(y0 + d)
2 = x31 + b
...
(y0 + nd)
2 = x3n + b,
then we have
2d2 = x3i+2 − 2x
3
i+1 + x
3
i(1)
for all 0 ≤ i ≤ n−2. Therefore y-arithmetic progressions on a Mordell elliptic curve
with common differences equal to d give sequences of cubes with constant second
differences equal to 2d2.
From this we see that Problem 2 is closely related to the following conjecture
of Mohanty [21] on Mordell elliptic curves: Let b be an integer different from zero.
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There does not exist length five or greater y-arithmetic progression of Z-integral
points on y2 = x3 + b.
Actually, Mohanty also conjectures an analogous statement for x-arithmetic pro-
gressions on Mordell elliptic curves, but we will only deal with y-arithmetic progres-
sions in this work. In 1992, Lee and Velez [17] found infinitely many y-arithmetic
progressions of length four, five and six (see also [2]). Therefore Mohanty’s conjec-
ture is not true for the bound five proposed by him, but we still expect that Mo-
hanty’s conjecture holds for some larger bound independent of the Mordell curve:
Conjecture 3 (Mohanty’s conjecture). There exists an absolute constant M > 0
such that for any b ∈ Q∗, there are no length M or greater y-arithmetic progression
of Q-rational points on y2 = x3 + b.
Ulas [24] worked on the analogue of Mohanty’s conjecture for hyperelliptic curves
of the form y2 = xk + b, in the aspect of x-arithmetic progressions.
It is important to note that to consider all y-arithmetic progressions on all
Mordell curves at the same time, we need to find a bound for the length of se-
quences of cubes with constant second differences which does not depend on the
common differences d of the y-arithmetic progression, that is, a bound on sequences
of cubes with constant second differences not depending on 2d2, see Equation (1).
Problem 1, Problem 2 and Conjecture 3 remain open and much of the literature
around them is focused on constructing examples of long sequences rather than
showing the expected bounds on the length. The purpose of this paper is to prove
some results in the latter direction, and in fact, we give affirmative answers under
the Bombieri-Lang conjecturea for surfaces, as well as some unconditional results
for the function field analogues.
On the other hand, if instead we consider sequences of powers with given second
differences, then there are several results in the literature in the case of second
differences equal to two.
The particular case of Problem 2 when we require the second differences to be
equal to two, was studied in the author’s thesis [11], and in [12]. However, such
a result is not enough to reach the applications obtained in the present paper; for
example, it does not have consequences for Mohanty’s conjecture, although it has
some other applications of independent interest related to sharpness of bounds, cf.
[12].
The particular case of Problem 1 concerning sequences of squares with second
differences equal to two is called Bu¨chi’s Problem, which has received special at-
tention due to its applications in Logic related to Hilbert’s Tenth Problem (see
[18], [20]). Such sequences correspond to monic quadratic polynomials, and trivial
sequences are formed by the squares of consecutive numbers. Hensley [15] found
non-trivial sequences of four integer squares with second differences equal to two,
but no example has been found for M = 5 in the integers. In the case of ratio-
nal numbers, Lipman (see [20]) showed that there are infinitely many non-trivial
sequences of length M = 5.
Bu¨chi’s problem was solved positively in 2000 under the Bombieri-Lang conjec-
ture for surfaces by Vojta [25], inspired by the work of Bogomolov (cf. [3], [8]).
Vojta did this by finding all the curves of genus zero or one on the surfaces defined
by the equations associated to Bu¨chi’s problem.
aStrictly speaking, we should call it Bombieri’s question, since we only require it for surfaces.
See Conjecture 51 and the comments after it for details.
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We will generalize and use Vojta’s method from [25] to find all curves of genus
zero or one on the surfaces defined by the equations associated to Problem 1 and
Problem 2. From this we obtain arithmetic results under the Bombieri-Lang con-
jecture on the length of nontrivial sequences of k-th integer powers with constant
second differences, and we prove unconditional analogues for function fields. Finally,
we give a conditional result towards Mohanty’s conjecture, and an unconditional
result on parametric families of y-arithmetic progressions on Mordell elliptic curves.
Our method originates in work of [25], but one needs a more systematic approach
in order to make it work for Problems 1 and 2. Such a systematic approach was
spelled-out and refined in Chapter 3 of the author’s thesis, and it was applied in
[12] for sequences of powers with second differences equal to two; we recall this
method in Section 2. The problems addressed in this paper, however, lead to some
additional complications (for instance, the relevant symmetric differential is more
involved) so that when our results are specialized to the context of second differences
equal to two, we deduce weaker bounds than in [25] and [12] (in particular, certain
examples of Brody-hyperbolic surfaces of low degree obtained in [12] do not follow
from the present paper). This is not surprising; for instance, at present there are
no known sequences of six rational squares with second differences equal to two,
while Allison found parametric families of infinitely many sequences of eight integer
squares with constant second differences.
Since the geometric part of this paper uses the method discussed in the previous
paragraph, some of the routinary computations (such as verifying irreducibility and
smoothness of varieties, or computing the genus of some curves) will be similar to
the analogous steps in the applications considered in [25] and [12]. However, the
varieties considered in this work are different, and therefore we have included the
computations when necessary.
The problem of k-th powers with constant second differences (not necessarily
equal to two, and not fixing the common value of the second differences) is related
to the following projective surfaces
(2) Xn,k :


xk1 − 3x
k
2 + 3x
k
3 = x
k
4
...
xkn−3 − 3x
k
n−2 + 3x
k
n−1 = x
k
n,
which in the case k = 2 were defined by Browkin and Brzezinski [6]. For each
field K of characteristic zero, we can see that a K-rational point on the projective
surface Xn,k corresponds, up to scaling, to a sequence of length n formed by k-th
powers in K with constant second differences.
Gonzalez-Jimenez and Xarles [13] speculated that Vojta’s method [25] might
be adapted to be applied on these surfaces (with k = 2), to obtain a conditional
solution of Problem 1 under the Bombieri-Lang conjecture. We will show in the
present paper that this is in fact possible.
From now on, by genus we mean the geometric genus of a curve. Our main
result is the following:
Theorem 4. Let g ≥ 0 be an integer.
• If k ≥ 3 and n > 4max{g,1}+1k−1 + 5, then there are no curves C ⊆ Xn,k of
genus g(C) ≤ g.
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• If k = 2 and n > max{10, 4g + 6}, the only curves of genus at most g on
Xn,k are the lines [s+ t : ±(2s+ t) : · · · : ±(ns+ t)] with [s : t] ∈ P1.
Note that we do not require the curves to be smooth.
Theorem 4 specializes in the case g ≤ 1 as follows:
Theorem 5. • If k ≥ 3 and n > 5k−1 + 5, then there are no curves of genus
0 or 1 on Xn,k.
• If k = 2 and n ≥ 11, then the only curves of genus 0 or 1 on Xn,k are the
lines [s+ t : ±(2s+ t) : · · · : ±(ns+ t)] with [s : t] ∈ P1.
Note that a point [x1 : · · · : xn] lying on a curve [s+ t : ±(2s+ t) : · · · : ±(ns+ t)]
satisfies that x2i = (is+ t)
2, that is, it gives rise to a trivial sequence.
Using standard techniques of Nevanlinna theory (as in [25]), from Theorem 5
and the proof of Theorem 4 it is obtained a result regarding Brody-hyperbolicity
of these surfaces.
Theorem 6. If k ≥ 3 and n > 5k−1 + 5, then Xn,k is Brody-hyperbolic.
Theorem 4 also gives us a result in the arithmetic of function fields.
Theorem 7. Let K be a function field of genus g with constant field C, and let
n > 4max{g,1}+1k−1 + 5. Let f1, . . . , fn ∈ K be such that the k-th powers of this
sequence have second differences equal to a fixed f ∈ K.
• If k ≥ 3, then the sequence (f1, . . . , fn) is proportional to a sequence of
complex numbers.
• If k = 2, then the sequence (f1, . . . , fn) is either proportional to a sequence
of complex numbers, or it is of the form fj = ǫj(aj + b) for some a, b ∈ K
and ǫj ∈ {−1, 1}.
Browkin and Brzezinski [6] observed that if one is able to prove a result like
Theorem 5, then we get the following arithmetic consequence (which we prove in
Section 9) which gives a conditional solution to Problem 1:
Theorem 8. Assume the Bombieri-Lang conjecture for Q-rational points on the
surface X11,2. Then there are (up to scaling) finitely many sequences of 11 ratio-
nal numbers whose squares have constant second differences, but which are not in
arithmetic progression (up to sign). Moreover, there exists an M > 0 such that
if x1, . . . , xM is a sequence of rational squares having constant second differences,
then the sequence is trivial.
Of course, an analogous result holds for number fields, provided that we assume
the Bombieri-Lang conjecture for surfaces over the corresponding number field.
Theorem 8 formulated in terms of square values of polynomials is as follows:
Theorem 9. Assume the Bombieri-Lang conjecture for Q-rational points on the
surface X11,2. Then, up to scaling by a rational square, there are only finitely many
quadratic polynomials P (t) ∈ Q[t] which are not the square of a polynomial, and
satisfying that the values P (1), P (2), . . . , P (11) are all squares. Moreover, there
exists an integer M > 0 such that if P (t) ∈ Q[t] is a quadratic polynomial for
which the values P (1), P (2), . . . , P (M) are squares, then P (t) is the square of a
polynomial.
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Observe that in the previous theorem M is independent of the polynomial P .
We remark that for Bu¨chi’s Problem (i.e. for monic quadratic polynomials)
there is a completely different approach by Pasten [23] using a version of the ABC
conjecture, and unconditional over function fields. However, despite the strength
of his results, Pasten remarks in [23], p. 2967 that it is not clear that his method
can be adapted to the general case (i.e. not necessarily monic polynomials), that
we consider here.
Related to Problem 2, we obtain the following result from Theorem 5:
Theorem 10. Assume the Bombieri-Lang conjecture for Q-rational points on the
surfaces Xn,k with k ≥ 3 and n >
5
k−1 + 5. Then there are, up to scaling, finitely
many sequences of n rational numbers whose k-th powers have constant second
differences. Moreover, there exists an M > 0 (depending only on k) such that there
are no non-degenerate sequences of length M formed by k-th rational powers with
constant second differences.
From this theorem we obtain a result towards Mohanty’s conjecture. In order
to state this result, let us first introduce some definitions
Definition 11. Let k ≥ 3 and n ≥ 3 be integers. A y-arithmetic progression of
length n on the curve y2 = xk + b is a sequence {(xj , yj)}
n
j=1 of points in the curve
such that the y coordinates are of the form yj = u+ vj for some u, v with v 6= 0.
We remark that the condition v 6= 0 is imposed as part of the definition in order
to avoid uninteresting examples, while the condition n ≥ 3 is required so that the
y-coordinates are in a true arithmetic progression. Observe that not all the xj are
equal, because n ≥ 3 and the yj are distinct.
Definition 12. Let K be a field of characteristic zero. Let n ≥ 3 be an integer, let
s = {(xj , yj)}
n
j=1 and s
′ =
{
(x′j , y
′
j)
}n
j=1
be K-rational y-arithmetic progressions
on the curves y2 = xk + b and y2 = xk + b′ for some b, b′ ∈ K∗ respectively. We
say that s and s′ are K-equivalent if there are λ, µ ∈ K such that λk = µ2 and for
each j we have x′j = λxj and y
′
j = µyj.
Note that in this case, b′ = µ2b = λkb.
Showing that Q-scalar multiples of a sequence of k-th powers correspond to
Q-equivalent y-arithmetic progressions gives us the following result.
Theorem 13. Let k ≥ 3 and n > 5k−1 + 5 . Assume the Bombieri-Lang con-
jecture for Q-rational points on the surfaces Xn,k. Then the set of all Q-rational
y-arithmetic progressions of length n appearing on at least one curve y2 = xk + b
as b ∈ Q∗ is finite up to Q-equivalence. Moreover, there exists an integer Mk > 0
(not depending on b) such that there are no y-arithmetic progressions of length Mk
on y2 = xk + b for any b ∈ Q∗.
We can also obtain the unconditional analogous result for function fields of char-
acteristic zero from Theorem 7. Here, instead of Q one considers the function field
K of a curve defined over the complex numbers. Note that over C we can have
arbitrarily large y-arithmetic progressions on curves y2 = xk + b with b complex.
The next result shows that for function fields, these sequences of complex points
are the only long sequences up to equivalence.
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Theorem 14. Let C be a smooth projective curve over C of genus g, and let K
be the function field of C. Let k ≥ 3 and n > 4max{g,1}+1k−1 + 5 be positive integers.
Every K-rational y-arithmetic progression of length n on a curve of type y2 = xk+B
with B ∈ K∗, is K-equivalent to a C-rational y-arithmetic progression on a curve
of type y2 = xk + b with b ∈ C∗.
We can also obtain unconditional results on parametric families of sequences for
Mohanty’s conjecture. To state the result in a precise way, we need the following
definitions.
Definition 15. Let k ≥ 3 be an integer. A parametric family of Q-rational y-
arithmetic progressions of length n ≥ 3 on curves of type y2 = xk+b is a K-rational
y-arithmetic progression {(fj , gj)}
n
j=1 on y
2 = x3 + B for some B ∈ K∗, where K
is the function field of a smooth projective curve C defined over Q such that C(Q)
is infinite.
The idea behind this definition is the following observation: except for the
finitely many a ∈ C(Q) that are poles of some fj or gj, or that are zeros of B,
for each rational point a ∈ C(Q) we obtain a Q-rational y-arithmetic progression
{(fj(a), gj(a))}
n
j=1 on the curve y
2 = xk + B(a) (which is defined over Q). The
rational points a ∈ C(Q) are the parameters for the family. This definition is con-
sistent with the existing literature on parametric families of examples for Mohanty’s
conjecture, see for instance [17].
Given a Q-rational y-arithmetic progression s on some curve y2 = xk + b, the
scaling process can be used to produce a parametric family starting from s. These
parametric families do not provide a genuine source of infinitely many y-arithmetic
progressions, and it is natural to distinguish them from the other parametric fami-
lies.
Definition 16. A parametric family F = {(fj , gj)}
n
j=1 of Q-rational arithmetic
progression (for the function field K of a curve C defined over Q) is non-genuine
if there are φ, ψ ∈ K and a Q-rational y-arithmetic progression {(xj , yj)}
n
j=1 on a
curve y2 = xk + b with b ∈ Q∗, such that ψk = φ2 and for each j we have fj = ψxj
and gj = φyj. Otherwise, we say that F is genuine.
From Theorem 7 we obtain the following unconditional result regarding para-
metric families of y-arithmetic progressions.
Theorem 17. Let k ≥ 3 be an integer and let n > 5k−1 + 5. There are no genuine
parametric families of Q-rational y-arithmetic progressions of length n on curves of
type y2 = xk + b.
Part of this work (the case k = 2) corresponds to Chapter 4 of the author’s PhD
thesis at Queen’s University. I thank my supervisor Professor Ernst Kani for his
dedicated supervision and helpful revisions on early versions of this work. I thank
Manfred Kolster for his feedback and suggestions that led me to extend the work
from my thesis to higher powers. I also thank Andrew Bremner, Juliusz Brzezinski
and Xavier Xarles for their comments on previous versions of this work and for
pointing out some useful references.
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2. Outline of the method
In this section we recall the method given in Chapter 3 of [11], which is an
extension of the method implicit in Vojta’s work [25]. As in [12], we include some
improvements to [25] which allow us to obtain better bounds in applications.
Let us first list the relevant definitions
Definition 18. Let X be a smooth variety over a field of characteristic zero, let L
be an invertible sheaf on X and let ω ∈ H0(X,L⊗ SrΩ1X/C), where r is an integer.
An irreducible curve C on X is said to be ω-integral if the image of the section
ϕ∗Cω in H
0(C˜, ϕ∗CL ⊗ S
rΩ1
C˜
) is zero, where ϕC : C˜ → X is the normalization of
C ⊂ X.
Let X be a smooth irreducible surface. Let U ⊂ X be an affine open subset such
that L|U ∼= OX|U and so that there are u, v ∈ OX(U) satisfying that du, dv form a
basis of Ω1X/C(U). In this open subset, any given ω ∈ H
0(X,L ⊗ SrΩ1X/C) has the
form
∑r
i=0 Ai(du)
r−i(dv)i, where Ai ∈ OU (U). We can then define the following:
Definition 19. Let δ ∈ K := k(X) be the discriminant of the monic polynomial
Σri=0
Ai
A0
T r−i ∈ K[T ]. We define the discriminant of ω to be the Zariski closed set
∆U := (X/U) ∪VU (A0) ∪VU\VU (A0)(δ) ⊂ X
(where VU (A0) denotes the zero locus of A0 ∈ OU (U) on U).
Definition 20. Let f : Y → Z be a morphism of varieties, and let L be an invertible
sheaf on Z. We define
f• : H0(Z,L ⊗ SrΩ1Z/C)→ H
0(Y, f∗L ⊗ SrΩ1Y/C)
to be the map induced by the following composition
L ⊗ SrΩ1Z/C → f∗f
∗(L ⊗ SrΩ1Z/C)
→ f∗(f
∗L ⊗ f∗SrΩ1Z/C)
→ f∗(f
∗L ⊗ Srf∗Ω1Z/C)
→ f∗(f
∗L ⊗ SrΩ1Y/C).
Definition 21. Given a smooth irreducible surface X, an effective Cartier divisor
D of X with associated subscheme Y = YD, a locally free sheaf F and a section
s ∈ H0(X,F), we say that s vanishes identically along D if the image of s under
the map H0(X,F)→ H0(X,F ⊗ iY ∗OY ) is zero.
The general outline of the method is as follows: Given a smooth projective
surface X embedded in a fixed projective space, we can attempt to find the curves
on X with geometric genus bounded by a number g as follows:
• We choose a morphism π : X → P2, an invertible sheaf L on P2, and a
section ω ∈ H0(P2,L⊗SrΩ1
P2/C) so that each irreducible component of the
branch divisor B of π is ω-integral.
• Find all ω-integral curves in P2.
• Find all π•ω-integral curves in X .
• If L satisfies that degC˜(ϕ
∗
CL) < r(2−2g) for all curves C of genus less than
g, then all curves of genus less than g will be π•ω-integral.
• If the previous condition is not satisfied, one modifies L and ω using the
fact that the branch curves of π are ω-integral.
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So finally, to find all curves of genus less than g on X , we only have to check which
curves in our list of π•ω-integral curves have genus less than g.
Now we explain in detail the method. To construct the differential ω we heavily
use the condition that the irreducible components of the branch divisor are ω-
integral, which will be useful in further steps of the method. Vojta instead uses
computer search in positive characteristic. In Appendix A of [25], he explains how
he found his differential for Bu¨chi’s Problem.
Then we need a way to find ω-integral curves. The following result will allow us
to check for any C ⊂ X whether or not C is ω-integral (see Corollary 3.72 in [11]):
Theorem 22. Let X be a smooth surface, let ω ∈ H0(X,L⊗SrΩ1X/C). Let C be an
irreducible curve in X, let U = Spec(A) be an open set in X such that C ∩ V 6= ∅,
and L|U ∼= OU . Let I = (g) be an ideal in A such that C ∩U is generated by I. Let
ω0 be the image of ω by the maps
H0(X,L ⊗ SrΩ1X/C)→ H
0(U,L ⊗ SrΩ1X/C)
h
→ H0(U, SrΩ1U/C) = S
rΩ1A/C.
If ω0 ∈ SrΩ1A/C lies in gS
r(Ω1A/C) + dgS
r−1Ω1A/C, then C is ω-integral.
Once we find some ω-integral curves in P2, we want to check that we have all
of them. For this we count the number of ω-integral curves passing through each
point on a Zariski open subset of P2 (which we can determine from the equations
of ω). The following result allows us to do this (see Theorem 3.76 in [11]):
Theorem 23. Let ω ∈ H0(X,L ⊗ SrΩ1X/C), and let ∆U be defined as before. For
any given point P ∈ X\∆U there are at most r ω-integral curves passing through
P . More precisely, the sum of the multiplicities µP (C) for all ω-integral curves C
passing through P is at most r.
Hence, if we find r ω-integral curves for a point P ∈ X\∆U we know that these
are all the ω-integral curves passing through P . Verifying that there are r ω-integral
curves passing through each point of X\U and checking if the component curves of
∆U are ω-integral (using Theorem 22) leads us to know that our list of ω-integral
curves of X is complete.
After we find all ω-integral curves in P2, we want to find all π•ω-integral curves
in X . They will be exactly the pullbacks under π of the ω-integral curves thanks
to the following result (see Theorem 3.35 in [11])
Theorem 24. Let π : X ′ → X be a morphism of smooth surfaces. Let C′ ⊂ X ′
be an irreducible curve and C = π(C′) be an irreducible curve on X. Let L be an
invertible sheaf on X and let ω ∈ H0(X,L⊗SrΩ1X/C). The following are equivalent
• The curve C is ω-integral;
• The curve C′ is π•ω-integral.
The last step is to prove that any irreducible curve C ⊂ Xn,k of genus less than
or equal to g is in the list of ωn-integral curves, for n sufficiently large (depending
on g). This is done by showing that the degree of the sheaf ϕ∗CL ⊗ S
rΩ1
C˜/C
(from
Definition 18) over the normalization C˜ of a curve of genus less than or equal to g
on Xn,k is negative, so the section ϕ
•
Cωn is forced to be zero.
If a sheaf ϕ∗CL does not satisfy that condition, we can still find another invertible
sheaf L′ on X for which it is more likely to satisfy the condition. From the following
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result (see Theorem 3.87 in [11] and Lemma 2.10 in [25]) we see how to use the fact
that all irreducible components of the branch divisor of π are ω-integral.
Theorem 25. Let X and X ′ be smooth integral surfaces defined over C. Let
π : X ′ → X be a dominant morphism and let D ⊆ X ′ be a prime divisor such
that C = π(D) is a curve. Suppose that π has ramification index e = eD/C(π) >
1 at D. Let L be an invertible sheaf on X, let r be a positive integer, and let
ω ∈ H0(X,L ⊗ SrΩ1X/C). If C is ω-integral, then π
•ω ∈ H0(X ′, π∗L ⊗ SrΩ1X′/C)
vanishes identically along (e− 1)D.
Note that in Vojta’s work the conclusion of Lemma 2.10 is that π•ω vanishes
identically along D. It was unnecessary in his work to consider higher ramification
indices. However, in this work it will be very useful to have (e − 1)D instead of
D to obtain better bounds in applications. Since π•ω vanishes identically along
(e− 1)D, there exists a unique section ω′ ∈ H0(X,O(−(e− 1)D)⊗ π∗L⊗SrΩ1X/C)
and such that all ω′-integral curves are π•ω-integral. See Proposition 3.88 in [11]
or Corollary 2.11 in [25] for details.
Proposition 26. Let X be a smooth integral surface and let ω ∈ H0(X,L ⊗
SrΩ1X/C). Let D be an effective divisor on X. Suppose that ω vanishes identically
along D. Then there is a symmetric differential ω′ ∈ H0(X,O(−D)⊗L⊗SrΩ1X/C)
such that all ω′-integral curves are among the ω-integral curves.
3. Preliminary study of the surfaces Xn,k
In this section, we will study the varieties Xn,k ⊆ Pn−1 given by Equations (2),
and we will describe some useful properties about them. By convention, for any
k ≥ 2 we let X3,k = P2.
The following result can be proved by induction.
Lemma 27. Let fi = x
k
i − 3x
k
i+1 + 3x
k
i+2 − x
k
i+3 be the generators of the ideal
defining Xn,k, and let
gi =
i(i+ 1)
2
xk1 − ((i + 1)
2 − 1)xk2 +
(i+ 1)(i+ 2)
2
xk3 − x
k
k+3.
Then we have the equality of ideals (f1, . . . , fn−3) = (g1, . . . , gn−3) in C[x1, . . . , xn].
In particular, the gi for 1 ≤ i ≤ n− 3 are also defining equations for Xn,k, and for
any 1 ≤ m ≤ n the points [x1 : . . . : xn] ∈ Xn,k satisfy
(m− 3)(m− 2)
2
xk1 − ((m− 2)
2 − 1)xk2 +
(m− 2)(m− 1)
2
xk3 = x
k
m.
The following observation will be useful for proving several smoothness results.
Lemma 28. If [x1 : · · · : xn] is a point on Xn,k, then no three of x1, . . . , xn can be
simultaneously zero.
Proof. This follows from the last statement in Lemma 27. 
We now will study some morphisms between the surfaces Xn,k. For n ≥ 4, let
πn : Xn,k → Xn−1,k
be the restriction of the linear projection
π˜n : P
n−1\{[0 : . . . : 0 : 1]} → Pn−2
[x1 : . . . : xn] 7→ [x1 : . . . : xn−1]
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Proposition 29. For each n, the map πn is a finite surjective morphism of degree
k, ramified only at the components of Rn = divXn,k(xn).
Proof. If πn([x1 : · · · : xn]) is undefined, then we get x1 = · · · = xn−1 = 0. By
Lemma 27 we obtain that xn = 0, contradicting the fact that [x1 : · · · : xn] ∈ Pn−1.
Therefore πn is a morphism.
Now let P = [x1 : · · · : xn−1] ∈ Xn−1, and let P˜ := [x1 : . . . : xn] ∈ P
n−1 be a
preimage of P with respect to π˜n. Then P˜ lies on Xn,k if and only if
xkn =
(n− 2)(n− 1)
2
xk3 − ((n− 2)
2 − 1)xk2 +
(n− 3)(n− 2)
2
xk1 ,
by Lemma 27. Since we can always solve this, we have that πn is a surjective
quasi-finite morphism. Moreover, it is finite of degree k because it is projective.
The curve
(n− 2)(n− 1)
2
xk3 − ((n− 2)
2 − 1)xk2 +
(n− 3)(n− 2)
2
xk1 = 0
in P2 is irreducible when n 6= 1, 2, 3. Since each point on this curve has only one
preimage under π˜n in Xn,k, it follows from Lemma 27 that πn is totally ramified
at each component of Rn. 
We have a tower of finite morphisms:
P2 = X3,k
π4← X4,k
π5← X5,k
π6← · · ·
Define ρn,k = π4 ◦ · · · ◦ πn. This morphism is finite of degree kn−3. Note that by
Lemma 27, the image under ρn,k of Rn in the surface X3,k = P
2 is
Cn :
(n− 3)(n− 2)
2
xk1 − ((n− 2)
2 − 1)xk2 +
(n− 2)(n− 1)
2
xk3 = 0,
so ρn,k(Rn) = Cn.
Lemma 30. For n ≥ 4 we have ρ∗n,k(Cn) = kRn.
Proof. Recall that
Cn = divX3,k
(
(n− 3)(n− 2)
2
xk1 − ((n− 2)
2 − 1)xk2 +
(n− 2)(n− 1)
2
xk3
)
.
Then by Lemma 27 we have
ρ∗n,k(Cn) = divXn,k
(
(n− 3)(n− 2)
2
xk1 − ((n− 2)
2 − 1)xk2 +
(n− 2)(n− 1)
2
xk3
)
= divXn,k(x
k
n) = kRn.

Lemma 31. Each irreducible component of Xn,k has dimension two.
Proof. By Theorem I.7.2 in [14], since Xn,k is the intersection of n−3 hypersurfaces
in Pn−1, we obtain that each irreducible component of Xn,k has dimension greater
than or equal to two. By Lemma 30, the morphism ρn,k is finite and surjective, so
each irreducible component of Xn,k has dimension at most two. 
Lemma 32. For each n ≥ 3, the variety Xn,k is smooth.
12 NATALIA GARCIA-FRITZ
Proof. Since X3,k ∼= P2 we know that X3,k is smooth. Now let n ≥ 4. By Ex.4.2.10
in [19], we only have to show that the Jacobian matrix of the homogeneous equations
g1, . . . , gn−3 of Xn,k has maximal rank when evaluated at the point [x1 : . . . : xn] ∈
Xn,k. This is the following (n− 3)× n matrix
k
2


2xk−11 −6x
k−1
2 6x
k−1
3 −2x
k−1
4 0 ··· 0
6xk−11 −16x
k−1
2 12x
k−1
3 0 −2x
k−1
5
. . .
...
...
...
...
...
. . .
. . . 0
(n−3)(n−2)xk−11 2((n−2)
2−1)xk−12 (n−2)(n−1)x
k−1
3 0 ··· 0 −2x
k−1
n


We will prove by induction that this matrix has maximal rank equal to n − 3.
Suppose that the following (i− 3)× i matrix with 4 ≤ i ≤ n− 1 has maximal rank.
Mi =
k
2

 6xk−11 −16xk−12 12xk−13 0 −2xk−15
. . .
...
...
...
...
...
. . .
. . . 0
(i−3)(i−2)xk−11 2((i−2)
2−1)xk−12 (i−2)(i−1)x
k−1
3 0 ··· 0 −2x
k−1
i


and consider the (i− 2)× (i + 1) matrix
Mi+1 =
k
2


2xk−11 −6x
k−1
2 6x
k−1
3 −2x
k−1
4 0 ··· 0
6xk−11 −16x
k−1
2 12x
k−1
3 0 −2x
k−1
5
. . .
...
...
...
...
...
. . .
. . . 0
(i−2)(i−1)xk−11 2((i−1)
2−1)xk−12 (i−1)(i)x
k−1
3 0 ··· 0 −2x
k−1
i+1

 .
If xi+1 6= 0 then the matrix Mi+1 has rank Mi + 1 = i− 2.
Now suppose that xi+1 = 0. By Lemma 28, at most one among x1, . . . , xi can
be zero. If all xj with 4 ≤ j ≤ i are non-zero, then we are done. If xj = 0 for some
4 ≤ j ≤ i, then we only have to prove that the (j − 3)-th row is not a multiple of
the (i − 2)-nd row. By Lemma 28 we have that none of x1, x2, x3 is zero. Then
the j-th row is not a multiple of the first row by analyzing their entries in the first
three columns, thus the matrix Mi+1 has maximal rank i− 2.
We know from Lemma 28 that for i = 4 the matrix Mi has maximal rank (equal
to 1), therefore the Jacobian matrix of Xn,k has maximal rank and hence Xn,k is
smooth. 
Proposition 33. For n ≥ 3, the variety Xn,k is a smooth and irreducible surface.
It is a complete intersection. The canonical sheaf of Xn,k is O(k(n − 3) − n), so
Xn,k is of general type for n >
3k
k−1 .
Proof. Since Xn,k is a smooth complete intersection by Lemma 32, we get from
[14], Ex.II.8.4(c), that Xn,k is connected, and since it is smooth we obtain that
Xn,k is irreducible. It is a surface by Lemma 31. From [14], Ex.II.8.4(e) we have
that the canonical sheaf of Xn,k is O(k(n− 3)− n). 
4. A suitable symmetric differential on X3,k
Let {Ui} ⊆ P2 be the usual affine open cover of X3,k = P2 with Ui = D+(Xi).
Working on the open set U3 with affine coordinates x1 =
X1
X3
, x2 =
X2
X3
, let us
introduce the following symmetric differential
x2k−21 x
2
2dx1dx1+(x
k−1
1 x2−4x
k−1
1 x
k+1
2 −x
2k−1
1 x2)dx1dx2+4x
k
1x
k
2dx2dx2 ∈ S
2Ω1U3/C.
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Proposition 34. The previous symmetric differential form in U3 can be extended
to a form
ω ∈ H0(P2,O(2k + 3)⊗ S2Ω1
P2/C).
Proof. In the open set U1 with affine coordinates x2 :=
X2
X1
, x3 :=
X3
X1
the section ω
becomes
x22
x2k3
d
1
x3
d
1
x3
+
(
x2
xk3
− 4
xk+12
x2k3
−
x2
x2k3
)
d
1
x3
d
x2
x3
+ 4
xk2
x2k3
d
x2
x3
d
x2
x3
=
1
x2k+33
(4xk2x3dx2dx2 + (−x2x
k
3 + x2 − 4x
k+1
2 )dx2dx3 + x
2
2x
k−1
3 dx3dx3).
Similarly, in the open set U2 with affine coordinates x1 :=
X1
X2
, x3 :=
X3
X2
, the
section ω becomes
1
x2k+33
(x2k−21 x3dx1dx1 + (−x
2k−1
1 − x
k−1
1 x
k
3 + 4x
k−1
1 )dx1dx3 + x
k
1x
k
3dx3dx3).
Therefore our symmetric differential extends to a global section
ω ∈ H0(P2,O(2k + 3)⊗ S2Ω1
P2
).

Remark 35. Note that this symmetric differential ω is substantially different from
the ones constructed in [25] and [12], because it is constrained by the geometry of
the problem under consideration, and it is not intrinsic to the method.
Remark 36. Now we will find the complete set of ω-integral curves in X3,k = P
2.
For this it will be useful to note that if k is an even integer, then the polynomial
Q(x1, x2) := x
2k
1 − 8x
k
1x
k
2 − 2x
k
1 + 16x
2k
2 − 8x
k
2 + 1
factors in irreducible factors as follows
Q = (x
k/2
1 − 2x
k/2
2 − 1)(x
k/2
1 − 2x
k/2
2 + 1)(x
k/2
1 + 2x
k/2
2 − 1)(x
k/2
1 + 2x
k/2
2 + 1),
however, when k is odd then Q(x1, x2) is irreducible.
Proposition 37. The following irreducible curves in X3,k are ω-integral:
(i) Cα :
(α−3)(α−2)
2 x
k
1 − ((α− 2)
2 − 1)xk2 +
(α−2)(α−1)
2 x
k
3 = 0, α ∈ C\ {1, 2, 3};
(ii) C∞ : x
k
1 − 2x
k
2 + x
k
3 = 0;
(iii) The coordinate axes x1 = 0, x2 = 0, x3 = 0;
(iv) If k is even, the four curves x
k/2
1 ± 2x
k/2
2 ± x
k/2
3 = 0.
(v) If k is odd, the curve x2k1 − 8x
k
1x
k
2 − 2x
k
1x
k
3 + 16x
2k
2 − 8x
k
2x
k
3 + x
2k
3 = 0.
Proof. The curves of type (i), (ii), (iii) and (iv) are clearly irreducible. The curve
of type (v) is irreducible by the previous discussion on the polynomial Q(x1, x2).
Let Cα be a curve of type (i). The curve Cα restricted to U3 has equation
xk2 =
α−1
2(α−1)x
k
1 +
α−2
2(α−3) . Taking differentials we obtain dx2 =
α−2
2(α−1)
xk−11
xk−12
dx1.
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Thus the restriction of ω to Cα has equation
x2k−21 x
2
2dx1dx1 + (x
k−1
1 x2 − 4x
k−1
1 x
k+1
2 − x
2k−1
1 x2)dx1dx2 + 4x
k
1x
k
2dx2dx2
= x2k−21 x
2−k
2
(
xk2 + (1− 4x
k
2 − x
k
1)
α− 2
2(α− 1)
+ 4
(
α− 2
2(α− 1)
)2
xk1
)
dx1dx1
= x2k−21 x
2−k
2
((
1− 4
α− 2
2(α− 1)
)(
α− 2
2(α− 1)
xk1 +
α− 2
2(α− 3)
)
+(1− xk1)
α− 2
2(α− 1)
+ 4
(
α− 2
2(α− 1)
)
xk1
)
dx1dx1
= 0
Hence by Theorem 22, the curves of type (i) are ω-integral.
It can be similarly checked that curves of type (ii), (iii) and (iv) are ω-integral
in the corresponding cases.
Now let C be a curve of type (v). Restricted to U3, this curve has equation
x2k1 − 8x
k
1x
k
2 − 2x
k
1 + 16x
2k
2 − 8x
k
2 + 1 = 0. Taking differentials, we obtain
xk−11 dx1 =
4xk−12 (x
k
1 − 4x
k
2 + 1)
xk1 − 4x
k
2 − 1
dx2.
Hence the restriction of ω to C is(
16x2k2 (x
k
1 − 4x
k
2 + 1)
2
(xk1 − 4x
k
2 − 1)
2
+
4xk−12 (x
k
1 − 4x
k
2 + 1)
xk1 − 4x
k
2 − 1
x2(1− 4x
k
2 − x
k
1) + 4x
k
1x
k
2
)
dx2dx2
=
4xk2
(xk1 − 4x
k
2 − 1)
2
(
4xk2(x
k
1 − 4x
k
2 + 1)
2 − (xk1 − 4x
k
2 + 1)(x
k
1 + 4x
k
2 − 1)(x
k
1 − 4x
k
2 − 1)
+xk1(x
k
1 − 4x
k
2 − 1)
2
)
dx2dx2
=
−4xk2
(xk1 − 4x
k
2 − 1)
2
(
x2k1 − 8x
k
1x
k
2 − 2x
k
1 + 16x
2k
2 − 8x
k
2 + 1
)
dx2dx2
= 0
Thus C is ω-integral. 
Lemma 38. The curves from Proposition 37 are the only ω-integral curves on the
surface X3,k = P
2.
Proof. The restriction of ω to U3 is
x2k−21 x
2
2dx1dx1 + (x
k−1
1 x2 − 4x
k−1
1 x
k+1
2 − x
2k−1
1 x2)dx1dx2 + 4x
k
1x
k
2dx2dx2.
We have from Definition 19
∆U3 = (P
2\U3) ∪
{
P ∈ U3 : A0(P ) = 0 or A
2
1(P )− 4A0(P )A2(P ) = 0
}
⊆ P2.
with
A21(P )− 4A0(P )A2(P ) = (x
k−1
1 x2 − 4x
k−1
1 x
k+1
2 − x
2k−1
1 x2)
2 − 16x3k−21 x
k+2
2
= x2k−21 x
2
2(x
2k
1 − 8x
k
1x
k
2 − 2x
k
1 + 16x
2k
2 − 8x
k
2 + 1).
(3)
This factors as follows when k is even:
A21(P )− 4A0(P )A2(P ) = x
2k−2
1 x
2
2
∏
ǫ2,ǫ3∈{−1,1}
(x
k/2
1 + ǫ2x
k/2
2 + ǫ3).(4)
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We also have A0 = x
2k−2
1 x
2
2. Therefore ∆U3 is an union of ω-integral curves.
From Theorem 23 we only need to prove that for any P /∈ ∆U3 there are at least
two ω-integral curves passing through P . Let P = [x1 : x2 : x3] be a point outside
∆U3 . The point P lies on a curve Cα if and only if
(α− 3)(α− 2)
2
xk1 − ((α − 2)
2 − 1)xk2 +
(α− 2)(α− 1)
2
xk3 = 0,
and it is in C∞ if and only if x
k
1 − 2x
k
2 + x
k
3 = 0. Since P /∈ ∆U3 , we have that
xi 6= 0 for i = 1, 2, 3 (because ∆U3 contains the coordinate axes). The discriminant
of the quadratic equation (with α the unknown)
(α− 3)(α− 2)
2
xk1 − ((α− 2)
2 − 1)xk2 +
(α− 2)(α− 1)
2
xk3 = 0(5)
is (
−
3
2
xk3 + 4x
k
2 −
5
2
xk1
)2
− 4
(
xk3 − 3x
k
2 + 3x
k
1
)(xk3
2
− xk2 +
xk1
2
)
=
1
4
(x2k1 − 8x
k
1x
k
2 − 2x
k
1x
k
3 + 16x
2k
2 − 8x
k
2x
k
3 + x
2k
3 ),
which is different from zero at P because it is outside ∆U3 (by Equation (4)). The
leading coefficient with respect to α from the quadratic Equation (5) is 12 (x
k
1 −
2xk2 + x
k
3). Suppose that P is not in C∞, then Equation (5) has degree 2 in α.
Noting that Equation (5) is the equation of Cα (see Proposition 37), we get that
there are precisely two values of α such that the curve Cα passes through P . On
the other hand, if P ∈ C∞, then Equation (5) is linear in α and it has exactly one
solution α0 and we get that C∞ and Cα0 pass through P . Since this holds for every
P outside ∆U3 we know from Theorem 23 that there are no more ω-integral curves
in X3,k. 
5. Pullbacks of curves of type (i), (ii) and (iii)
From Proposition 37, we have the complete list of ω-integral curves of X3,k ∼= P2.
Now we will compute their pullbacks to the surfaces Xn,k for greater values of n,
so we can later know all ρ•n,kω-integral curves on the surfaces Xn,k. In this section,
we will study the pullbacks of curves of type (i), (ii) and (iii).
Lemma 39. The pull-back under ρn,k of a curve of type (iii) of Proposition 37 is
a smooth complete intersection curve.
Proof. Let C be the pullback of a curve of type (iii). It is given by the equations
xi = 0
xk1 − 3x
k
2 + 3x
k
3 = x
k
4
...
(n− 3)(n− 2)
2
xk1 − ((n− 2)
2 − 1)xk2 +
(n− 2)(n− 1)
2
xk3 = x
k
n,
with i ∈ {1, 2, 3}. Since C is a curve defined by n− 2 equations we get that it is a
complete intersection. Its Jacobian matrix evaluated at the point [x1 : . . . : xn] ∈
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Xn,k is a (n− 2)× n matrix of the form

a b c 0 0 0 0
kxk−11 −3kx
k−1
2 3kx
k−1
3 −kx
k−1
4 0 ··· 0
3kxk−11 −8kx
k−1
2 6kx
k−1
3 0 −kx
k−1
5
. . .
...
...
...
...
...
. . .
. . . 0
(n−3)(n−2)
2 kx
k−1
1 ((n−2)
2−1)kxk−12
(n−2)(n−1)
2 kx
k−1
3 0 ··· 0 −kx
k−1
n


with exactly one of a, b, c different from zero (and equal to 1). By a reasoning similar
to the proof of Lemma 32, this (n− 2)× n matrix will have maximal rank. 
Lemma 40. The pull-back under ρn,k of the curve Cα of type (i) of Proposition
37 with α 6= 4, . . . , n is a smooth complete intersection. The pull-back under ρn,k
of the curve C∞ of type (ii) is a smooth complete intersection.
Proof. Let C = Cα be the pullback of a curve of type (i) with α 6= 4, . . . , n. It is
given by the system of equations
(α− 3)(α− 2)
2
xk1 − ((α− 2)
2 − 1)xk2 +
(α− 2)(α− 1)
2
xk3 = 0
xk1 − 3x
k
2 + 3x
k
3 = x
k
4
...
(n− 3)(n− 2)
2
xk1 − ((n− 2)
2 − 1)xk2 +
(n− 2)(n− 1)
2
xk3 = x
k
n.
Therefore it is a complete intersection. The Jacobian matrix of C evaluated at
[x1 : . . . : xn] ∈ Xn,k is the (n− 2)× n matrix
k
2


(α−3)(α−2)xk−11 2((α−2)
2−1)xk−12 (α−2)(α−1)x
k−1
3 0 0 0 0
2xk−11 −6x
k−1
2 6x
k−1
3 −2x
k−1
4 0 ··· 0
6xk−11 −16x
k−1
2 12x
k−1
3 0 −2x
k−1
5
. . .
...
...
...
...
...
. . .
. . . 0
(n−3)(n−2)xk−11 2((n−2)
2−1)xk−12 (n−2)(n−1)x
k−1
3 0 ··· 0 −2x
k−1
n

 .
A computation similar to the proof of Lemma 32 gives us that the curve Cα is
smooth.
The curve C∞ is given by the equations
xk1 − 2x
k
2 + x
k
3 = 0
xk1 − 3x
k
2 + 3x
k
3 = x
k
4
...
(n− 3)(n− 2)
2
xk1 − ((n− 2)
2 − 1)xk2 +
(n− 2)(n− 1)
2
xk3 = x
k
n.
The analysis for this curve is similar. 
Lemma 41. For 3 ≤ i ≤ n, the curves (πi+1 ◦ · · · ◦ πn)∗Ri are smooth complete
intersections, with Ri as defined in Proposition 29.
Proof. The curve (πi+1 ◦ · · · ◦ πn)∗Ri is given by the system of equations
xi = 0
xk1 − 3x
k
2 + 3x
k
3 = x
k
4
...
(n− 3)(n− 2)
2
xk1 − ((n− 2)
2 − 1)xk2 +
(n− 2)(n− 1)
2
xk3 = x
k
n.
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Therefore it is a complete intersection.
The Jacobian matrix of this curve evaluated at the point [x0 : . . . : xn] ∈ Xn,k is
the (n− 2)× n matrix
k
2


0 0 0 0 ··· 2/k 0
2xk−11 −6x
k−1
2 6x
k−1
3 2x
k−1
4 0 ··· 0
6xk−11 −16x
k−1
2 12x
k−1
3 0 2x
k−1
5
. . .
...
...
...
...
...
. . .
. . . 0
(n−3)(n−2)xk−11 2((n−2)
2−1)xk−12 (n−2)(n−1)x
k−1
3 0 ··· 0 2x
k−1
n


where the non-zero component on the first row is on the i-th column, and 2xk−1i = 0.
Interchange the (i − 2)-nd row and the first row. Then a computation similar to
the proof of Lemma 32 gives that this matrix has maximal rank, hence the curve
Ri is smooth. 
We conclude:
Lemma 42. The pullbacks under ρn,k of curves of type (i) with α 6= 4, . . . , n, of
type (ii) and of type (iii) are irreducible and reduced. The pullback of curves of type
(i) with α = 4, . . . , n is ρ∗n,k(Cα) = kRα, where Rα are irreducible and reduced.
Proof. The pullbacks of the curves of type (i) with α 6= 4, . . . n, of type (ii) and of
type (iii) are smooth and complete intersections by Lemma 39 and Lemma 40. From
[14], Ex.II.8.4(c) we have that these curves are connected, and therefore irreducible.
By Lemma 30 we have that
ρ∗n,kCi = (πi+1 ◦ · · · ◦ πn)
∗ρ∗i,kCi = k(πi+1 ◦ · · · ◦ πn)
∗Ri
when 4 ≤ i ≤ n. Since the pullbacks (πi+1 ◦ · · · ◦ πn)∗Ri are smooth and complete
intersections by Lemma 41, we obtain that they are irreducible by [14], Ex.II.8.4(c).
Thus (ρ∗n,k(Ci))red = (πi+1 ◦ · · · ◦ πn)
∗Ri is smooth and irreducible. 
6. Pullbacks of curves of type (iv) and (v)
We now study the pullbacks of the curves of type (iv), when k is an even number,
and of curves of type (v), when k is odd.
For k an even integer, let Ckǫ2,...,ǫn ⊆ P
n−1 be defined by
−x
k/2
1 + 2ǫ2x
k/2
2 = ǫ3x
k/2
3
...
−(n− 2)x
k/2
1 + (n− 1)ǫ2x
k/2
2 = ǫnx
k/2
n .
Remark 43. Note that for k = 2, the curve C2ǫ2,...,ǫn is the line parametrized by
[s+ t : ǫ2(2s+ t) : . . . : ǫn(ns+ t)]
with [s : t] ∈ P1.
It will be convenient to write Gn for the multiplicative group {±1}
n−1
, and for
ǫ¯ = (ǫ2, . . . , ǫn) ∈ Gn we write Ckǫ¯ = C
k
ǫ2,...,ǫn .
Lemma 44. For k even and ǫ¯ ∈ Gn, the scheme C
k
ǫ¯ is a smooth irreducible curve
contained in Xn,k. These curves satisfy πn(C
k
ǫ2,...,ǫn) = C
k
ǫ2,...,ǫn−1 . In addition, if
ǫ¯ 6= ǫ¯′, then Ckǫ¯ 6= C
k
ǫ¯′ .
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Proof. Let us first check that Ckǫ2,...,ǫn ⊆ Xn,k. From the first equation defining
Ckǫ2,...,ǫn we deduce
xk1 − 4ǫ2x
k/2
1 x
k/2
2 + 4x
k
2 = x
k
3 ,
and more generally, the (j − 2)-th equation gives
(j − 2)2xk1 − 2(j − 2)(j − 1)ǫ2x
k/2
1 x
k/2
2 + (j − 1)
2xk2 = x
k
j .
Hence for every 3 ≤ j ≤ n, the points of Ckǫ2,...,ǫn satisfy
(j − 3)(j − 2)
2
xk1 − ((j − 2)
2 − 1)xk2 +
(j − 2)(j − 1)
2
xk3 = x
k
j ,
and so Ckǫ2,...,ǫn is in Xn,k.
It is easy to check that πn(C
k
ǫ2,...,ǫn) = C
k
ǫ2,...,ǫn−1 . Since C
k
ǫ2,ǫ3 ⊆ P
2 is a smooth
irreducible curve, one sees by induction (using the maps πn) that C
k
ǫ2,...,ǫn has all its
irreducible components of dimension one. In particular, it is a complete intersection
in Pn−1.
The Jacobian matrix of the equations defining Ckǫ2,...,ǫn evaluated at a point
[x1 : . . . : xn] is the following matrix:
k
2


−x
k
2
−1
1 2ǫ2x
k
2
−1
2 −ǫ3x
k
2
−1
3 0 ··· 0
−2x
k
2
−1
1 3ǫ2x
k
2
−1
2 0 −ǫ4x
k
2
−1
4
. . .
...
...
...
...
. . .
. . . 0
−(n−2)x
k
2
−1
1 (n−1)ǫ2x
k
2
−1
2 0 ··· 0 −ǫnx
k
2
−1
n

 .
As in the proof of Lemma 32, one verifies that it has maximal rank at every point
of Ckǫ2,...,ǫn . Since C
k
ǫ2,...,ǫn is a smooth complete intersection, we obtain that it is
irreducible.
Finally, if ǫ¯ 6= ǫ¯′, the curves Ckǫ¯ and C
k
ǫ¯′ have different images under the linear
projection [x1 : . . . : xn] 7→ [x1 : x2 : xj ] for suitable choice of j. 
Lemma 45. Let k be an even integer, and let ǫ2, ǫ3 ∈ {±1}. Then we have the
following equality of divisors in Xn,k:
ρ∗n,kC
k
ǫ2,ǫ3 =
∑
ǫ4,...,ǫn∈{±1}
Ckǫ2,...,ǫn .
Proof. Recall from Lemma 44 that πj(C
k
ǫ2,...,ǫj) = C
k
ǫ2,...,ǫj−1 for all 4 ≤ j ≤ n.
Moreover, from the equations defining these curves, we see that the map πj|Ckǫ2,...,ǫj
is finite of degree k/2. Therefore ρn,k(C
k
ǫ2,...,ǫn) = C
k
ǫ2,ǫ3 and
(ρn,k)|Ckǫ2,...,ǫn
: Ckǫ2,...,ǫn → C
k
ǫ2,ǫ3
is finite of degree (k/2)n−2.
From Lemma 44, all the curves Ckǫ2,...,ǫn for ǫ4, . . . , ǫn ∈ {±1} are distinct. Thus
there are 2n−2 distinct curves Ckǫ2,...,ǫn in the preimage of C
k
ǫ2,ǫ3 . At this point, we
know that
ρ∗n,kC
k
ǫ2,ǫ3 ≥
∑
ǫ4,...,ǫn∈{±1}
Ckǫ2,...,ǫn .
The previous inequality of divisors is actually an equality because a general point
in Ckǫ2,ǫ3 has exactly k
n−2 preimages by ρn,k on each side of the inequality. 
QUADRATIC SEQUENCES OF POWERS AND MOHANTY’S CONJECTURE 19
For k odd, let C
(v)
n,k be the pull-back under ρn,k to Xn,k of the curve of type (v)
of X3,k. We have the following:
Lemma 46. Let k be odd. Then C
(v)
n,k ⊆ Xn,k is a reduced and irreducible curve.
Moreover, the 2n curves C2kǫ2,...,ǫn ⊆ Xn,2k are isomorphic to each other, and are
birational to C
(v)
n,k.
Proof. Let Fn : Xn,2k → Xn,k be the morphism given by [x1 : . . . : xn] 7→ [x21 : . . . :
x2n]. This morphism is finite of degree 2
n−1.
The group Gn = {±1}n−1 has order 2n−1 and since k is odd, it acts faithfully on
Xn,2k by τ(Xn,2k) = Xn,2k. Moreover, this action satisfies Fn(τ · [x1 : . . . : xn]) =
Fn([x1 : . . . : xn]). So Fn : Xn,2k → Xn,k is Galois with Galois group Gn. We have
the commutative diagram
Xn,2k
Fn−−−−→ Xn,k
ρn,2k
y yρn,k
X3,2k −−−−→
F3
X3,k
The curve C
(v)
3,k ⊆ X3,k is defined by the homogenization of the polynomialQ(x1, x2)
from Remark 36, hence it is irreducible. Factoring Q(x21, x
2
2) we get F
∗
2C
(v)
3,k =∑
ǫ¯∈G3
C2kǫ¯ . By Lemma 45 we obtain
(F2 ◦ ρn,2k)
∗C
(v)
3,k =
∑
ǫ2,ǫ3∈{±1}
∑
ǫ4,...,ǫn∈{±1}
C2kǫ2,...,ǫn =
∑
ǫ¯∈Gn
C2kǫ¯ .
By definition C
(v)
n,k = ρ
∗
n,kC
(v)
3,k , so by the previous commutative diagram
(6) F ∗nC
(v)
n,k =
∑
ǫ¯
C2kǫ¯ ,
in particular C
(v)
n,k is reduced by Lemma 46.
Since k is odd, we see that for all ǫ¯ ∈ Gn we have
(7) ǫ¯ · C2k(1,...,1) = C
2k
ǫ¯
so C
(v)
n,k = Fn(C
2k
ǫ¯ ) for all ǫ¯ ∈ Gn, hence C
(v)
n,k is irreducible.
Finally, all the curves Cǫ¯ ∈ Gn are isomorphic by Equation (7), and the degree of
Fn|C2kǫ¯ : C
2k
ǫ¯ → C
(v)
n,k is one, because deg(Fn) = 2
n−2, which is exactly the number
of curves in the right hand side of Equation (6). 
We finally obtain
Lemma 47. If k is even, then the pullbacks of the curves of type (iv) is the union
of the curves Ckǫ¯ with ǫ¯ ∈ G which are irreducible and reduced. If k is odd, the
pullback of the curve of type (v) is irreducible and reduced.
Proof. From Lemma 45, we know that the curves of type (iv) are irreducible and
reduced. By Lemma 46, we have then that the curve of type (v) is irreducible and
reduced. 
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7. The genus of integral curves on Xn,k
Recall that ρn,k = π4 ◦ · · · ◦ πn. Using the notation ρ
•
n,k defined in Section 2, let
ωn = ρ
•
n,kω ∈ H
0(Xn,k,OXn,k(2k + 3)⊗ S
2Ω1Xn,k/C),
using the fact that ρ∗n,kOP2(1) = OXn,k(1).
Lemma 48. Let k ≥ 2 and n ≥ 4. The following curves on Xn,k are irreducible
and ωn-integral, and moreover, every ωn-integral curve is one of these curves:
(a) ρ∗n,kCα, with α ∈ C\ {1, · · · , n}. They have genus
1
2k
n−2(n(k−1)−2k)+1.
(a’) (πi+1 ◦ · · · ◦ πn)∗Ri = (ρ∗n,k(Ci))red, with 4 ≤ i ≤ n. They have genus
1
2k
n−3(n(k − 1)− 3k + 1) + 1.
(b) ρ∗n,kC∞. It has genus
1
2k
n−2(n(k − 1)− 2k) + 1.
(c) The pullbacks under ρn,k of the coordinate axes x1 = 0, x2 = 0, x3 = 0 of
X3,k = P
2. They have genus 12k
n−3(n(k − 1)− 3k + 1) + 1.
(d) For k even, the irreducible components of the pullbacks of the curves x
k/2
1 ±
2x
k/2
2 ± x
k/2
3 = 0. They have genus
1
2
(
k
2
)n−2 (nk
2 − k − n
)
+ 1.
(e) For k odd, C
(v)
ǫ2,...,ǫn . It has genus
1
2k
n−2(n(k − 1)− 2k) + 1.
Proof. Let C ⊂ Xn,k be an irreducible curve. By Theorem 24, the curve C is ωn-
integral if and only if its image D = ρn,k(C) is ω-integral, that is, D is one of the
curves of type (i)-(v) of Proposition 37. From this we know that C is an irreducible
component of ρ∗n,kD, hence C is one of the curves of type (a), (a’), (b), (c), (d) or
(e), by Lemmas 42 and 47.
Now we compute the genus of these curves. We have from Ex.IV.3.3.2 in [14]
that degC i
∗OPn(1) = deg(C), which is equal to
∏n−2
i=1 di with di the degrees of
the equations defining C, by [9] Theorem III-71. From [14], Ex.II.8.4.(e) we have
that for curves of type (a), (a’), (b), (c) and (d) the canonical sheaf is KC =
O(
∑n−2
i=1 di− (n− 1)− 1). Therefore the geometric genus of C in the cases (a), (b),
(c) and (d) is
g(C) =
1
2
(
n−2∏
i=1
di
)(
n−2∑
i=1
di − n
)
+ 1
because C is smooth in these cases. From Lemma 46, we know the genus of curves
of type (e), because C
(v)
ǫ2,...,ǫn is birational to a curve C
2k
ǫ2,...,ǫn . 
8. Curves of low geometric genus on Xn,k
Now we will prove that all the curves in Xn,k, whose geometric genus is bounded
by a certain explicit constant (depending on n and k) must be ωn-integral, and
hence they are of type (a), (a’), (b), (c), (d) or (e).
Lemma 49. For each n ≥ 4, the section ωn ∈ H0(Xn,k,OXn,k(2k+3)⊗S
2Ω1Xn,k)
determines a unique section ω′n ∈ H
0(Xn,k,OXn,k(n(1−k)+5k)⊗S
2Ω1Xn,k). More-
over, all ω′n-integral curves are ωn-integral curves.
Proof. Let i = 3, . . . , n, and let Rn,i = (πi+1 ◦ · · · ◦πn)
∗Ri. By Lemma 30, we have
that ρi,k(Ci) = kRi. Since the curves Ci with 4 ≤ i ≤ n are ω-integral, we have by
Proposition 25 that ωn vanishes identically along (k − 1)
∑n
i=4Rn,i. Since Rn,i is
the intersection of Xn,k and {xn = 0}, it is a hyperplane section in Xn,k ⊆ P
n−1,
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and hence its ideal sheaf is O(−1). Thus by Proposition 26, we get that for each n,
the section ωn ∈ H0(Xn,k,OXn,k(2k + 3) ⊗ S
2Ω1Xn,k) determines a unique section
ω′n ∈ H
0(Xn,k,OXn,k(2k+3− (k− 1)(n− 3))⊗ S
2Ω1Xn,k) which makes ω
′
n-integral
curves to be ωn-integral. 
Lemma 50. Let n > 4max{g,1}+1k−1 + 5, and let C ⊆ Xn,k be an irreducible curve of
genus g. Then C is ωn-integral, and hence is one of the curves of type (a), (a’),
(b), (c) or (d).
Proof. For n > 4max{g,1}+1k−1 + 5, and an irreducible curve C ⊆ Xn,k of genus g, let
ϕC : C˜ → Xn,k be the normalization of C. We will first prove that C is ω′n-integral.
Since n > 5k−1 + 5, we obtain
degC˜(ϕ
∗
CO(n(1− k) + 5k)⊗ S
2Ω1
C˜/C
) = degC˜(ϕ
∗
CO(n(1− k) + 5k)) + 2(2g − 2)
= (n(1− k) + 5k) deg(C) + 4g − 4
< n(1− k) + 5k + 4g − 4 < 0
Hence H0(C˜, ϕ∗CO(n(1 − k) + 5k) ⊗ S
rΩ1
C˜/C
) = 0, and so ϕ∗Cω
′
n = 0. From this,
the curve C must be ω′n-integral. By Lemma 49, we get that C is ωn-integral. The
last statement holds by Lemma 48. 
9. Proof of the main results
Proof of Theorem 4. From Lemma 50 we have that all the curves of genus g in Xn,k
are ω′n-integral. Hence by Lemma 49, these curves are ωn-integral.
Note that when n > 4g+1k−1 + 4 (with g ≥ 1) we have
1
2
kn−2(n(k − 1)− 2k) + 1 >
kn−2
2
((
4g + 1
k − 1
+ 4
)
(k − 1)− 2k
)
+ 1
=
kn−2
2
(4g + 2k − 4) + 1 ≥ 4g + 4− 4 + 1 ≥ g.
hence curves of type (a) and (b) have genus greater than g.
We also have
1
2
kn−3(n(k − 1)− 3k + 1) + 1 >
kn−2
2
((
4g + 1
k − 1
+ 4
)
(k − 1)− 3k + 1
)
+ 1
=
kn−2
2
(4g + k − 2) + 1 ≥ g.
So curves of type (a’) and (c) have genus greater than g.
If k = 2, we have
1
2
(
k
2
)n−2(
nk
2
− k − n
)
+ 1 =
1
2
(n− 2− n) + 1 = 0.
Thus when k = 2, the curves of type (d) have genus 0.
However, if k ≥ 3
1
2
(
k
2
)n−2(
nk
2
− k − n
)
+ 1 ≥
1
2
(
k
2
)n−2(
n
(
1 +
k
2
·
k − 2
k
)
− k − n
)
+ 1
=
1
2
(
k
2
)n−2(
nk
2
·
k − 2
k
− k
)
+ 1
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>
1
2
(
k
2
)n−2
(
4g+1
k−1 + 4
)
k
2
·
k − 2
k
− k

+ 1
=
1
2
(
k
2
)n−2(
4g + 1
2
·
k − 2
k − 1
+ k − 4
)
+ 1
≥
27
16
(
4g + 1
2
·
1
2
+ 3− 4
)
+ 1
=
27
16
(
g −
3
4
)
+ 1 > g
so curves of type (d) when k ≥ 3 have genus greater than g. From this calculation,
we also see that the curve of type (e) for k ≥ 3 odd has genus greater than g.
From this we obtain that if k = 2, then the only curves of genus less than or
equal to g in Xn,k are the curves of type (d), and if k ≥ 3, then there are no curves
of genus less than or equal to g on Xn,k. 
Proof of Theorem 5. Let C be a curve of genus 0 or 1. If k = 2, then by Theorem
4, we have that for n ≥ 11 all the curves of genus 0 or 1 are the curves of type (d).
If k ≥ 3, then by Theorem 4 we have that for n ≥ 5k−1 + 5 there are no curves of
genus 0 or 1 on Xn,k. 
Proof of Theorem 6. Similar to Theorem 6.1 in [25]. 
Proof of Theorem 7. Let k ≥ 2 and let n > 4g+1k−1 + 4. Let K be a function field
of genus g, and let CK be a curve with function field K. The solutions over K
(up to scaling by elements of K) of the system of equations (2) are in one to one
correspondence with the morphisms {f : CK → X/C}, in such a way that constant
morphisms are in correspondence with sequences of proportional to a sequence of
complex numbers. By Riemann-Hurwitz, these morphisms are either constant, or
must map the curve CK to curves in X with genus less than or equal to g. By
Theorem 4, the only curves with genus less than or equal to g are the curves of
type (d), and only in the case that k = 2. The result follows from Theorem 4 
Now we will prove our arithmetic results. For the convenience of the reader, we
state the Bombieri-Lang conjecture:
Conjecture 51. If X is a smooth projective algebraic variety of general type defined
over a number field K, then there exists a proper Zariski-closed subset Z of X such
that the set X(K) \ Z(K) is finite.
See [22] for Bombieri’s version in the case of surfaces, and see [16] for Lang’s
version in all dimensions (which claims additional uniformity on the number field).
In the case of surfaces, the set Z can only be a finite union of curves of genus 0 or
1, by Faltings’ Theorem (cf. [10]).
Proof of Theorem 8. Let n ≥ 11 and let an, . . . , a1 be a sequence of n rational
numbers whose squares have constant second differences. Hence for all 4 ≤ i ≤ n,
it satisfies a2i−3 − 3a
2
i−2 + 3a
2
i−1 = a
2
i .
If k = 2 and the sequence an, . . . , a1 is not in arithmetic progression (up to signs),
then there are no s, t ∈ Z such that a2i = (si + t)
2. Thus, the point [a1 : . . . : an]
is in Xn,2, and it is not in one of the curves of type (d). By the Bombieri-Lang
conjecture on Xn,2 and Theorem 5 we can only have finitely many of these points.
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To deduce an absolute bound (possibly larger than 11) from the finiteness, we
follow an elementary combinatorial idea of Vojta [25] adapted to our case.
Suppose that there are, up to scaling, exactly N sequences of squares x21, . . . , x
2
12
with xi ∈ Q having constant second differences and such that the sequence is non-
trivial (i.e. the xi are not an arithmetic progression up to sign). We claim that
there is no nontrivial sequence of rational M = N + 12 squares with constant
second differences.
Indeed, suppose that a21, . . . , a
2
M is such a non-trivial sequence. Then for all
1 ≤ i ≤ N + 1 we have that a2i , . . . , a
2
i+11 also has constant second differences
and we claim that it is non-trivial. Suppose that it is trivial, then in particular
there are signs ǫ, τ ∈ {1,−1} with ai − 2ǫai+1 + τai+2 = 0. Note that [ai : ai+1 :
ai+2] ∈ X3,k = P2 lies on a curve of type (iv) and [ai : . . . : aM ] ∈ XM−i+1, so it is
in a curve of type (d), so ai, ai+2, ai+3, . . . , aM is an arithmetic progression up to
sign. Similarly a1, . . . , ai, ai+2, ai+3 is an arithmetic progression up to sign (using
the same signs for a1, a2, a3), and we get that the sequence a1, . . . , aM is trivial, a
contradiction with the fact that it is non-trivial.
Thus, we obtain non-trivial sequences a2i , . . . , a
2
i+11 for all 1 ≤ i ≤ N + 1. We
claim that they are non-proportional. Indeed, there is a polynomial f(t) = ut2 +
vt + w such that f(n) = a2n for all 1 ≤ n ≤ M because the an have constant
second differences, and our sequence is non-degenerate (because it is non-trivial)
so f is non-constant. It is easy to check that the function F : A1 → P2 defined by
t 7→ [f(t) : f(t+ 1) : f(t+ 3)] is injective, proving our claim.
Finally, this is a contradiction because there are at most N non-proportional
non-trivial sequences of length 12 and we have produced N + 1 of them. This
proves that there is no non-trivial sequence of length M = N + 12. 
Proof of Theorem 10. If k ≥ 3, and n > 5k−1 + 5 then the point [a1 : . . . : an] is in
Xn,k. By the Bombieri-Lang conjecture and Theorem 5 we can only have finitely
many points of this form in Xn,k. The rest of the proof is the same as the proof of
Theorem 8. 
Proof of Theorem 13. Let M ≥ 3 be a positive integer. Let s = {(xj , yj)}
M
j=1 be
a Q-rational y-arithmetic progression on the curve y2 = xk + b for some b ∈ Q∗.
Then x1, . . . , xM is a sequence of rational numbers whose k-th powers have con-
stant second differences. Let s′ =
{
(x′j , y
′
j)
}M
j=1
be another Q-rational y-arithmetic
progression on a curve y2 = xk + b′, with b′ ∈ Q∗.
We claim that there is c ∈ Q∗ such that x′j = cxj for each 1 ≤ j ≤M if and only
if s and s′ are equivalent. After this claim is proved, the result will follow from
Theorem 10.
If s and s′ are equivalent then, in particular, there is λ ∈ Q∗ such that x′j = λxj ,
so we can take c = λ.
Conversely, suppose that x′j = cxj for each 1 ≤ j ≤ M . Since s and s
′ are
y-arithmetic progressions, there are u, v, u′, v′ ∈ Q with v, v′ 6= 0 and such that for
each j we have yj = u+ vj and y
′
j = u
′ + v′j. Taking second differences of xkj and
x′j
k
we get
2v′2 = x′
k
j+2 − 2x
′k
j+1 + x
′k
j = λ
k(xkj+2 − 2x
k
j+1 + x
k
j ) = λ
k · 2v2
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and we see that λk is a square, and there is µ ∈ Q (of appropriate sign) which
satisfies µ2 = λk and v′ = µv. Taking the first differences of xkj and x
′
j
k we get
2u′v′ + (2j + 1)v′
2
= x′
k
j+1 − x
′k
j = µ
2(xkj+1 − x
k
j ) = µ
2(2uv + (2j + 1)v2)
so we obtain u′ = µu, and we get y′j = µyj . Therefore, s and s
′ are equivalent. 
Proof of Theorem 14 and Theorem 17. The proof is similar to that of Theorem 13,
replacing Q by the function fields of a curve over C or Q respectively, and using
Theorem 7 instead of Theorem 10. 
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