This work deals with an inverse problem of identifying the radiative coefficient of heat conduction equations from discrete measurement data. On the basis of the interpolation technique, we find a new way to reconstruct the unknown coefficient by using the optimization method. The results obtained in the work are interesting and useful and may be applied in a variety of fields.
Introduction
The identification of coefficients in parabolic equations is an ill-posed problem that has received considerable attention from many researchers in a variety of fields, using different methods. Some detailed treatments of problems in these areas can be found in [1, 4, 6, 7, 11] .
In this work, we study an inverse problem of recovering the radiative coefficient of heat conduction equations from some additional conditions. The problem can be stated in the following form: Problem P. Consider an initial-boundary value problem for a second-order parabolic equation as follows:
where φ(x) is a given smooth function on interval (0, 1), q(x) is an unknown coefficient in (1.1) . Assume that an extra condition is given as follows: In physics, this model (1.1) describes the heat conduction procedure in a given homogeneous medium Q . Usually u(x, t) represents the temperature, while the unknown coefficient q(x) is called the radiative coefficient which is often related to the medium properties. The continuous case, where the final observation is given as the following form:
has been investigated by several authors, e.g., in [2, 3, 8, 10, 12] . In [3] , the Hölder space method is applied to determine the unknown coefficient q(x). Existence and uniqueness for the determination of q(x) are derived in [8] by using the contraction mapping principle. In [10] , the method of quasireversibility is applied to obtain the numerical solution of q(x). In [2, 12] , motivated by heuristic arguments, the optimization method is applied to stabilize the inverse problem.
The extra condition (1.3) facilitates theoretical analysis, while in practice, it is not applicable. In fact, considering the measurement cost, it is impossible to obtain all the temperatures u(x, T ) for x ∈ (0, 1) (similar cases may also appear in finance; see, for instance, [5] ). So we can only assume that the final observations are known at limited points x i and (1.2) is an appropriate form. For the sake of simplicity, in this work we assume that the measurement points x i are equidistant, i.e.,
where the mesh parameter h = 1 N+1 . We should point out that the inverse Problem P is improperly posed in the sense of Hadamard (see [11] ). Though Problem P is well defined in physics, there is neither uniqueness nor stability of the solution for it. In fact, Problem P is underdetermined in mathematics; namely from the given extra condition (1.2) one may not identify the unknown coefficient q(x) uniquely and stably. In [12] we show that if the extra condition (1.3) is given, then q(x) can be identified uniquely and stably under the condition that T is small enough. On the basis of the idea of [12] , we find a way to reconstruct q(x) approximately.
Firstly, by using linear interpolation, we obtain a new continuous function
(1.5)
Then we consider the following problem:
Problem P N . Assume that an extra condition is given as follows:
Determine the functions u and q satisfying (1.1).
It is obvious that there exists a unique solution of Problem P N by the results obtained in [12] . The main purpose of this work is to discuss the asymptotic behavior of the solution as h → 0.
Optimal control problem
In [12] , we have considered the following optimal control problemP:
Findq(x) ∈ A such that:
u(x, t; q) is the solution of Eq. (1.1) for a given coefficient q(x) ∈ A and σ is the regularization parameter.
For problemP, we have the following theorem.
Theorem 2.1. If T 1, then there exists a unique solutionq of the optimal control problemP and
4)
for any ω ∈ A, where (u, v;q) satisfies the following system:
For ProblemP N , we'd still like to use the optimization method to discuss it as we did in [12] , i.e., we consider the following optimal control problem P N :
where
Similarly, we have the following theorem for problem P N .
Theorem 2.2. If T 1, then there exists a unique solution q N of the optimal control problem P N and
9)
for any ω ∈ A, where (u N , v N ; q N ) satisfies the following system:
(2.11) Lemma 2.3. For u, v, and v N , we have the following estimates:
14)
where the constant C is independent of T .
The proof of (2.14) is similar to that of (2.13), while the proofs of (2.12) and (2.13) are available in [12] .
Convergence results
In this section, we will discuss the asymptotic behavior of the discrete reconstruction q N (x) as h → 0.
We shall require that the given function g(x) in (1.2) satisfies g(x) ∈ C 2 (0, 1), max x∈(0, 1) |g (x)| ≤ M,
where M is a positive constant. 
In fact, for R N (x) we have (see [9] )
Therefore, from (3.1) we have , where x 0 is a fixed point in (0, 1).
Setting
then U and V satisfy where C is independent of T .
The proof of this lemma is similar to that in [12] . 
where C is independent of T .
QvV dxdt.
This yields
QvV dxdt
where we have used estimate (3.9).
Then we have
This completes the proof of Lemma 3.4.
Theorem 3.5. Let q N (x) and q(x) be the minimizers of the optimal control problems P N andP respectively. If there exists a point
then for T 1, we have as h → 0, q N → q in C (0, 1).
Proof. By taking ω = q N in (2.4) and taking ω = q in (2.9), we have This completes the proof of Theorem 3.5.
