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GROUND STATE SOLUTIONS FOR QUASILINEAR SCALAR FIELD EQUATIONS
ARISING IN NONLINEAR OPTICS
ALESSIO POMPONIO AND TATSUYA WATANABE
ABSTRACT. In this paper, we study a class of quasilinear elliptic equations which appears in
nonlinear optics. By using the mountain pass theorem together with a technique of adding one
dimension of space [16, 17], we prove the existence of a non-trivial weak solution for general
nonlinear terms of Berestycki-Lions’ type. The existence of a radial ground state solution and a
ground state solution is also established under stronger assumptions on the quasilinear term.
1. INTRODUCTION
In this paper, we study the following quasilinear elliptic problem:
(1.1)

− div
{
φ
(
u2 + |∇u|2
2
)
∇u
}
+ φ
(
u2 + |∇u|2
2
)
u = g(u) in RN ,
u(x)→ 0 as |x| → +∞,
whereN > 3. The purpose of this paper is to establish the existence of nontrivial solutions and
ground states solutions of (1.1) for general nonlinear term g by using the variational method.
On the map φ : [0,+∞)→ R, we assume:
(φ1) φ ∈ C([0,+∞)) and there exist two constants 0 < φ0 < φ1 such that
φ0 6 φ(s) 6 φ1 for all s ∈ [0,+∞);
(φ2) the map t 7→ Φ( t22 ) is strictly convex on R, where Φ(s) =
∫ s
0 φ(τ) dτ .
We note that the condition (φ2) is equivalent to
the map t 7→ tφ(t2) is increasing on [0,+∞).
Typical examples of φ(s) are given by
• φ(s) = K + (1 + s)−α with 0 6 α 6 12 ,K > 0 or α > 12 , K ≫ 1;
• φ(s) = K − (1 + s)−α with α > 0, K > 1;
• φ(s) = K+(1+ s)−α− (1+ s)−β with 0 6 α 6 12 , β > 0,K > 1 or α > 12 , β > 0,K ≫ 1;
• φ(s) = K + (1 + s)−αsβ with 0 6 β 6 α 6 β + 12 , K > 0 or β > 0, α > β + 12 ,K ≫ 1;
• φ(s) = K + log (1 + (1 + s)−α)with α > 0, K ≫ 1.
In the case φ(s) = 1+ 1√
1+s
, the operator div{φ(|∇u|2)∇u} is exactly the sum of the Laplacian
∆ and the mean curvature operator div
(
∇u√
1+|∇u|2
)
. General quasilinear elliptic problems of
the form:
− div{φ(|∇u|2)∇u} = g(u)
have been studied, for example, in [2, 7, 9, 13, 14, 22]. Especially the assumption (φ2) is related
with so-called ∆2-condition in the literature.
In our problem (1.1), the quasilinear term depends not on |∇u|2 but on u2+|∇u|22 . This par-
ticular quasilinear term appears in the study of a nonlinear optics model describing the prop-
agation of self-trapped beam in a cylindrical optical fiber made from a self-focusing dielectric
material. (See [33, 34] for the derivation.) In this model, (φ2) plays a fundamental role as well.
We also refer to [19, 32] for similar problems in a bounded domain.
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On the nonlinearity g, we require that
(g1) g ∈ C(R,R) and g is odd;
(g2) there existsm ∈ (−φ0,+∞) such that
−∞ < lim inf
s→0
g(s)
s
6 lim sup
s→0
g(s)
s
= −m;
(g3) denoting by 2∗ = 2N
N−2 , it holds
−∞ 6 lim sup
s→+∞
g(s)
s2∗−1
6 0;
(g4) there exists ζ > 0 such that G(ζ) > Φ( ζ
2
2 ), where G(s) =
∫ s
0 g(τ) dτ .
Wheneverm ∈ (−φ0, 0), instead of (φ2), we assume
(φ2’) the map t 7→ Φ
(
t2
2
)
+ m2 t
2 is strictly convex on R.
The conditions (g1)-(g4) can be seen as a variant of Berestycki-Lions’ condition [4] for the
semilinear scalar field equation:
(1.2) −∆u = g(u) in RN .
Indeed, under additional assumptions on φ(s), one can show that (g3) and (g4) are almost op-
timal for the existence of non-trivial solutions of (1.1). (See Theorem 5.4 below.) An important
feature is that the mass constant m in (g2) can be negative because of the presence of a mass
term in φ
(
u2+|∇u|2
2
)
by (φ1). Our assumption (g2) means that a total mass is positive so that
our problem (1.1) is actually the positive mass case.
To state our main results, we prepare some notations. By a weak solution of (1.1), we mean
a solution which satisfies (1.1) in the distribution sense, equivalently, a critical point of the
associated functional I : H1(RN )→ R defined by
I(u) :=
∫
RN
Φ
(
u2 + |∇u|2
2
)
dx−
∫
RN
G(u) dx.
Our first result is the following one.
Theorem 1.1. Assume (g1)-(g4), (φ1) and (φ2) when m ∈ [0,+∞), or (φ2’) when m ∈ (−φ0, 0).
Then there exists a non-negative non-trivial weak solution of (1.1).
Next we consider the existence of a regular solution of (1.1), that is, a solutionwhich belongs
to the class C1(RN ) (indeed C1,σ(RN ) for some σ ∈ (0, 1)). For this purpose, we impose the
following slightly stronger condition on φ(s):
(φ3) φ ∈ C1([0,+∞)) and there exists C > 0 such that s|φ′(s)| 6 C for all s ∈ [0,+∞).
Moreover
φ0 6 φ(s) + 2sφ
′(s) for all s ∈ [0,+∞).
We notice that (φ3) implies (φ2) and (φ2’) respectively. One can see that (φ3) is fulfilled if
• φ(s) = K + (1 + s)−α, with 0 6 α 6 12 , K > 0;
• φ(s) = K − (1 + s)−α, with α > 0, K > 1.
Then we have the following result.
Theorem 1.2. Suppose that (φ1), (φ3) and (g1)-(g4) hold. Then there exists a positive regular solution
of (1.1), namely, a solution which is of the class C1,σ(RN ) for some σ ∈ (0, 1).
Once we have the regularity of solutions in hand, we are able to apply the Pohozaev iden-
tity (see Lemma 5.1 below) to obtain the existence of a radial ground state solution, namely, a
solution of (1.1) having least energy among all non-trivial radial solutions.
Theorem 1.3. Suppose that (φ1), (φ3) and (g1)-(g4) hold. Then there exists a radial ground state
solution of (1.1), which is of the class C1,σ(RN ) for some σ ∈ (0, 1) and positive on RN .
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Finally, we are interested in the existence of a ground state solution without restricting
ourselves to the space of radial functions. For this purpose, we need the following additional
assumption on φ(s).
(φ4) φ ∈ C2([0,+∞)) and there exists C > 0 such that s2|φ′′(s)| 6 C for all s ∈ [0,+∞).
Moreover
3φ′(s) + 2s|φ′′(s)| 6 0 and 0 6 φ(s) + 5sφ′(s)− 2s2|φ′′(s)| for all s ∈ [0,+∞).
We observe that (φ4) requires
(1.3) φ′(s) 6 0 for all s ∈ [0,+∞).
This further implies that
(1.4) t2φ(t2) 6 Φ(t2) for all t ∈ R.
Elementary (but complicated) calculations show that (φ4) is satisfied for φ(s) = K+(1+s)−α,
with 0 6 α 6
√
57−7
4 , K > 0 or
√
57−7
4 < α 6
1
2 , K ≫ 1. Under the stronger assumption (φ4),
we are able to obtain the following result, which can be seen as an extension of the result in
[4] for the semilinear case φ(s) ≡ 1.
Theorem 1.4. Assume (φ1), (φ3), (φ4) and (g1)-(g4). Then (1.1) possesses a ground state solution
u, namely, u has least energy among all non-trivial solutions. Moreover, u is with fixed sign on RN ,
radially symmetric with respect to some point and of the class C1,σ(RN ) for some σ ∈ (0, 1).
Here, we briefly introduce some ideas to obtain our main results. By (φ1) and (g1)-(g4),
one can see that the functional I has the mountain pass geometry. Then the existence of a
non-trivial critical point of I can be shown by establishing the Palais-Smale condition. Indeed
oncewe could have the boundedness of Palais-Smale sequences in hand, one can expect the strong
convergence of Palais-Smale sequences by decomposing the nonlinear term g into two parts
as in [3, 4, 27] and restricting ourselves to the space of radial functions. However, as is well-
known, the most difficult part is to prove the boundedness of Palais-Smale sequences.
A standard strategy of constructing a bounded Palais-Smale sequence is to apply so-called
monotonicity trick as in [18, 31]. However in the process of obtaining the boundedness, one
needs to use the Pohozaev identity, causing the necessity of additional assumption on φ in our
problem. To avoid this technical difficulty, we adapt another strategy, namely, a technique of
adding one dimension of space as established in [16, 17]. This approach enables us to construct a
bounded Palais-Smale sequence without using the Pohozaev identity.
Even if we could obtain the existence of a bounded Palais-Smale sequence, we face another
difficulty in our quasilinear problem. In general, the boundedness of a Palais-Smale sequence
{un} guarantees the weak convergence to some u in H1(RN ) and I ′(u) = 0 from I ′(un) → 0.
Then the strong convergence can be obtained by considering the difference between I ′(un)[un]
and I ′(u)[u]. However in our problem, one cannot show I ′(u) = 0 a priori, because the weak
convergence of un ⇀ u in H
1(RN ) provides us no information of the pointwise convergence
of ∇un(x) → ∇u(x). To overcome this difficulty, in the case m > 0, we apply the theory of
monotone operator [10] for the functional
Ψ0(u) :=
∫
RN
Φ
(
u2 + |∇u|2
2
)
dx, u ∈ H1(RN )
to obtain the pointwise convergence of the gradient. Then by considering Ψ0(u) − Ψ0(un) −
Ψ′0(un)[un − u], together with the convexity of Φ( t
2
2 ), we are able to prove the strong conver-
gence of un → u in H1(RN ) and I ′(u) = 0 a posteriori. The case m ∈ (−φ0, 0) can be treated
analogously.
Finally in order to prove Theorem 1.4, as in [20], one establishes that
(1.5) m0 = b,
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where
m0 := inf
u∈S
I(u), S := {u ∈ H1(RN ) \ {0} ; I ′(u) = 0},
b := min
u∈P
I(u), P := {u ∈ H1(RN ) \ {0} ; u satisfies the Pohozaev identity for (1.1)}.
In the semilinear case (1.2), we can prove (1.5) by adapting the scaling θ 7→ u(·/θ) and using
the variational characterization:
(1.6) m0 = inf
{∫
RN
|∇u|2 dx ;
∫
RN
G(u) dx = 1
}
.
In our problem (1.1), we cannot readily see that (1.5) holds because of the loss of scaling
property. Once we could have the variational characterization (1.5) in hand, one can argue as
in [1, 8]. Indeed (φ4) guarantees the convexity of some functions related with the Pohozaev
identity for (1.1). This enables us to apply the generalized Polya-Szego¨ inequality [15] to
prove that minimizing sequences for m0 can be assumed to be radially symmetric. Then the
existence of a ground state of (1.1) can be shown similarly as Theorem 1.1.
This paper is organized as follows. In Section 2, we investigate some basic properties of
the operator Ψ0. We prove Theorem 1.1 by applying the mountain pass theorem in Section
3. Section 4 is devoted to the study of regularity and positivity of weak solutions of (1.1).
Theorems 1.2 and 1.3 will be shown in Section 5. Finally, we prove Theorem 1.4 in Section 6.
We conclude this introduction fixing some notations. For any p > 1, we denote by Lp(RN )
the usual Lebesgue spaces equipped by the standard norm ‖ · ‖Lp . In our estimates, we will
frequently denote by C > 0 fixed constants, that may change from line to line, but are always
independent of the variable under consideration. We also use the notations on(1) to describe
a quantity which goes to zero as n→ +∞. Moreover, for any R > 0, we denote by BR the ball
of RN centered in the origin with radius R.
2. FUNDAMENTAL PROPERTIES OF THE OPERATOR Ψ0
In this section, we investigate fundamental properties of the operator Ψ0 : H
1(RN ) → R
defined by
Ψ0(u) :=
∫
RN
Φ
(
u2 + |∇u|2
2
)
dx, u ∈ H1(RN ).
For later use, we also denote,
Ψm(u) := Ψ0(u) +
m
2
∫
RN
u2 dx,
Ψ˜m(u) :=
∫
RN
{
Φ
(
u2 + |∇u|2
2
)
+m
(
u2 + |∇u|2
2
)}
dx = Ψm(u) +
m
2
∫
RN
|∇u|2 dx,
wherem ∈ (−φ0,+∞) is defined in (g2). Then one readily finds that
Ψ0(u) 6 Ψm(u) 6 Ψ˜m(u) ifm ∈ [0,+∞),(2.1)
Ψ˜m(u) 6 Ψm(u) 6 Ψ0(u) ifm ∈ (−φ0, 0).(2.2)
Moreover from (φ1), it is standard to prove that Ψ0, Ψm, Ψ˜m ∈ C1(H1(RN ),R) and
Ψ′m(u)[ϕ] =
∫
RN
{
φ
(
u2 + |∇u|2
2
)
(uϕ+∇u · ∇ϕ) +muϕ
}
dx, ϕ ∈ H1(RN ).
First we recall the following convergence result, which appears in the theory of monotone
operators [10, Lemma 6].
Proposition 2.1. Let X be a finite dimensional real Hilbert space with norm | · | and inner product
〈·, ·〉. Suppose that β : X → X is a continuous function which is strictly monotone, i.e.
〈β(ξ) − β(ξ¯), ξ − ξ¯〉 > 0 for every ξ, ξ¯ ∈ X with ξ 6= ξ¯.
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Let {ξn} ⊂ X and ξ ∈ X be such that
lim
n→+∞〈β(ξn)− β(ξ), ξn − ξ〉 = 0.
Then {ξn} converges to ξ inX.
Using Proposition 2.1, we are able to obtain the following pointwise convergence result of
the gradient.
Lemma 2.2. Assume (φ1) and (φ2) when m ∈ [0,+∞), or (φ2’) when m ∈ (−φ0, 0). If {un} ⊂
H1(RN ) satisfies un ⇀ u weakly inH
1(RN ) and Ψ′m(un)[un − u]→ 0 as n→ +∞, then
∇un(x)→ ∇u(x) as n→ +∞ a.e. in RN .
Proof. First since un ⇀ u weakly in H
1(RN ), it follows that Ψ′m(u)[un − u] → 0 as n → +∞.
Hence by the assumption, we get
on(1) =
(
Ψ′m(un)−Ψ′m(u)
)
[un − u](2.3)
=
(
Ψ′0(un)−Ψ′0(u)
)
[un − u] +m
∫
RN
(un − u)2 dx.
We distinguish the proof into the casesm ∈ [0,+∞) andm ∈ (−φ0, 0).
Whenm ∈ [0,+∞), (2.3) yields that
(2.4) lim sup
n→+∞
(
Ψ′0(un)−Ψ′0(u)
)
[un − u] 6 0.
On the other hand, a direct computation shows that(
Ψ′0(un)−Ψ′0(u)
)
[un − u]
=
∫
RN
{
φ
(
u2n + |∇un|2
2
)
∇un − φ
(
u2 + |∇u|2
2
)
∇u
}
· ∇(un − u) dx
+
∫
RN
{
φ
(
u2n + |∇un|2
2
)
un − φ
(
u2 + |∇u|2
2
)
u
}
(un − u) dx.
Putting X = R × RN , ξn = (un(x),∇un(x)), ξ = (u(x),∇u(x)) and β(ξ) = ξ√2φ
( |ξ|2
2
)
, one
finds that
(2.5)
(
Ψ′0(un)−Ψ′0(u)
)
[un − u] =
√
2
∫
RN
〈β(ξn)− β(ξ), ξn − ξ〉 dx,
where 〈·, ·〉 is the standard inner product on RN+1. Moreover by (φ2), as performed in [19]
and [32], it follows that
〈β(ξ)− β(ξ¯), ξ − ξ¯〉 = 1√
2
φ
( |ξ|2
2
)
|ξ − ξ¯|2 > 0 whenever |ξ| = |ξ¯| and ξ 6= ξ¯,
〈β(ξ)− β(ξ¯), ξ − ξ¯〉 = φ
( |ξ|2
2
)〈
ξ√
2
, ξ − ξ¯
〉
− φ
( |ξ¯|2
2
)〈
ξ¯√
2
, ξ − ξ¯
〉(2.6)
>
{ |ξ|√
2
φ
( |ξ|2
2
)
− |ξ¯|√
2
φ
( |ξ¯|2
2
)}
(|ξ| − |ξ¯|) > 0 whenever |ξ| 6= |ξ¯|.(2.7)
Thus from (2.4) and (2.5), we obtain
0 = lim
n→+∞
∫
RN
〈β(ξn)− β(ξ), ξn − ξ〉 dx
and hence
(2.8) 〈β(ξn)− β(ξ), ξn − ξ〉 → 0 as n→ +∞ a.e. in RN .
By (2.6), (2.7) and (2.8), we are able to apply Proposition 2.1 to conclude that ξn → ξ a.e. in
R
N+1 and so∇un(x)→ ∇u(x) a.e. in RN .
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Next we consider the casem ∈ (−φ0, 0). In this case, we first find that
on(1) =
(
Ψ′m(un)−Ψ′m(u)
)
[un − u]
=
(
Ψ˜′m(un)− Ψ˜′m(u)
)
[un − u]−m
∫
RN
|∇(un − u)|2 dx.
Putting βm(ξ) =
(
φ
(
|ξ|2
2
)
+m
)
ξ√
2
, one gets fromm < 0 that
(2.9) lim sup
n→+∞
∫
RN
〈βm(ξn)− βm(ξ), ξn − ξ〉 dx 6 0.
Moreover since m > −φ0, we have from (φ2’) that the function t 7→
(
φ
(
t2
2
)
+m
)
t√
2
is
increasing on [0,+∞). Arguing as done previously, this implies that
(2.10) 〈βm(ξ)− βm(ξ¯), ξ − ξ¯〉 > 0 for any ξ, ξ¯ with ξ 6= ξ¯.
Then from (2.9) and (2.10), we conclude as above. 
Finally we establish the following Brezis-Lieb type convergence result.
Lemma 2.3. Assume (φ1) and (φ2) when m ∈ [0,+∞), or (φ2’) when m ∈ (−φ0, 0). If {un} ⊂
H1(RN ) satisfies un ⇀ u weakly inH
1(RN ), ∇un(x)→ ∇u(x) a.e. in RN and
lim sup
n→+∞
Ψm(un) 6 Ψm(u).
Then, up to a subsequence, un → u strongly inH1(RN ).
Proof. Again, we distinguish the cases m ∈ [0,+∞) and m ∈ (−φ0, 0). First we suppose that
m ∈ [0,+∞). One finds that
(2.11) Ψm(un)−Ψm(u)−Ψm(un − u) = Ψ0(un)−Ψ0(u)−Ψ0(un − u) +m
∫
RN
u(un − u) dx.
Now setting
fn(x) :=
(
un(x)
2 + |∇un(x)|2
2
) 1
2
, f(x) :=
(
u(x)2 + |∇u(x)|2
2
) 1
2
,
we may assume that fn(x) → f(x) a.e. in RN . Moreover putting j(s) = Φ(s2), one knows
from (φ2) that j(s) is continuous, convex on R and j(0) = 0. Then by the Brezis-Lieb lemma
[5, Theorem 2 and Examples (b)], it follows that
lim
n→+∞
∫
RN
|j(fn)− j(f)− j(fn − f)| dx = 0
and hence
(2.12) lim
n→+∞
{
Ψ0(un)−Ψ0(u)−Ψ0(un − u)
}
= 0.
From (2.11) and (2.12), Ψm > 0 and by the assumptions of this lemma, we get
0 6 lim inf
n→+∞Ψm(un − u) 6 lim supn→+∞ Ψm(un − u) = lim supn→+∞
{
Ψm(un)−Ψm(u) + on(1)
}
6 0,
from which we conclude
lim
n→+∞Ψm(un − u) = 0.
Since, from (2.1), 0 6 Ψ0(un − u) 6 Ψm(un − u) whenm ∈ [0,+∞), this also yields that
lim
n→+∞Ψ0(un − u) = 0.
Then from (φ1), we conclude that un − u→ 0 in H1(RN ), as desired.
Next we assume thatm ∈ (−φ0, 0). First one observes that
Ψm(un)−Ψm(u)−Ψm(un − u) = Ψ˜m(un)− Ψ˜m(u)− Ψ˜m(un − u)−m
∫
RN
∇u · ∇(un − u) dx.
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Letting jm(s) = Φ(s
2)+ms2, we have from (φ2’) that s 7→ jm(s) is convex. Then we can apply
the Brezis-Lieb lemma to obtain
lim
n→+∞
{
Ψ˜m(un)− Ψ˜m(u)− Ψ˜m(un − u)
}
= 0.
In a similar argument as the casem ∈ [0,+∞), it follows that
lim
n→+∞Ψm(un − u) = 0.
Since, from (2.2) and (φ1),
Ψm(u) > Ψ˜m(u) >
φ0 +m
2
∫
RN
(|∇u|2 + u2) dx ifm ∈ (−φ0, 0),
we deduce that un − u→ 0 in H1(RN ). 
3. VARIATIONAL SETTING AND EXISTENCE OF A NON-NEGATIVE NON-TRIVIAL SOLUTION
In this section, we perform a variational setting of (1.1) and prove the existence of a non-
negative non-trivial solution of (1.1).
First as in [3, 4, 27], we decompose the nonlinear term g as follows. Let s0 := min{s ∈
[ζ,+∞) ; g(s) = 0}, s0 = +∞ if g(s) 6= 0 for any s > ζ and g˜ : R → R be the continuous
function such that
(3.1) g˜(s) =
{
g(s) on [0, s0],
0 on R+ \ [0, s0] for s > 0.
For s < 0, g˜ is defined by g˜(s) = −g(−s). As we will see in Proposition 3.1, any weak solution
u ∈ H1(RN ) of (1.1) with g˜ in the place of g satisfies |u| 6 s0. Thus hereafter we may replace
g by g˜, so that g fulfills (g1), (g2), (g4) and a stronger condition
(3.2) lim
s→±∞
|g(s)|
|s|2∗−1 = 0.
Next we put
g1(s) :=
{
(g(s) +ms)+ for s > 0,
0 for s < 0,
g2(s) := g1(s) − g(s) for s > 0 and extend g2(s) as an odd function for s < 0. Then from (g2)
and (3.2), one has
lim
s→0
g1(s)
s
= 0,(3.3)
lim
s→±∞
g1(s)
|s|2∗−1 = 0(3.4)
and
(3.5) g2(s) > ms for s > 0.
We set Gi(s) =
∫ s
0 gi(τ) dτ , i = 1, 2. Observing that G1(s) = 0 for s < 0, we also deduce that,
for any ε > 0, there exists Cε > 0 such that
(3.6) 0 6 g1(s) 6 ε|s|+ Cε|s|2∗−1 for s ∈ R,
(3.7) 0 6 G1(s) 6
ε
2
s2 +
Cε
2∗
|s|2∗ for s ∈ R.
Moreover from (g2), (3.2) and (3.7), for suitable c1, c2 > 0, it holds that
(3.8)
ms2
2
6 G2(s) = G2(|s|) 6 G1(|s|) + |G(|s|)| 6 c1|s|2 + c2|s|2∗ for s ∈ R.
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Under these preparations, we define the functional
I(u) :=
∫
RN
Φ
(
u2 + |∇u|2
2
)
dx+
∫
RN
G2(u) dx−
∫
RN
G1(u) dx.
Then from (φ1), (3.7) and (3.8), I is well-defined and C1 onH1(RN ).
Proposition 3.1. Assume (g1)-(g3) and (φ1). If u ∈ H1(RN ) is a critical point of I , then u is a weak
solution of (1.1).
Proof. It suffices to show that 0 6 u 6 s0. Letting u
− := min{0, u}, we have u− ∈ H1(RN ) and
hence I ′(u)[u−] = 0. We denote Ω := {x ∈ RN ; u(x) < 0}. Then from (φ1), (3.5) and the fact
g1(s) = 0 for s < 0 from (3.1), one finds that
φ0‖∇u‖2L2(Ω) + (φ0 +m)‖u‖2L2(Ω) 6
∫
Ω
φ
(
u2 + |∇u|2
2
)(
u2 + |∇u|2) dx+ ∫
Ω
g2(u)u dx
=
∫
Ω
g1(u)u dx = 0,
by which, since φ0 +m > 0, we deduce that u
− = 0 on RN .
Next we put Ω0 := {x ∈ RN ; u(x) > s0} and assume that Ω0 6= ∅. Since g(u) = 0 on Ω0, it
follows that
φ
(
u2 + |∇u|2
2
)
u− g(u) > 0 on Ω0.
This implies that u ∈ H1(RN ) is a weak solution of the differential inequality:
divA(u,∇u) > 0 in Ω0,
whereA(u,p) = φ
(
u2+|p|2
2
)
p for (u,p) ∈ R× RN . From (φ1), it follows that
A(u,p) · p = φ
(
u2 + |p|2
2
)
|p|2 > φ0|p|2,
and hence we can apply the weak maximum principle [28, Theorem 3.2.1] to conclude that
max
Ω0
u(x) = max
∂Ω0
u(x).
This is a contradiction to the definition of Ω0. Thus it holds that Ω0 = ∅ and u(x) 6 s0 a.e. in
R
N . This completes the proof. 
Hereafter, we work on the function space:
H1r (R
N ) = {u ∈ H1(RN ) ; u is radial}
and set ‖u‖2 := ∫
RN
(|∇u|2 + u2) dx. Next we establish the mountain pass geometry.
Lemma 3.2. Assume (g1)-(g4) and (φ1). Then the functional I : H1r (R
N ) → R has the mountain
pass geometry, i.e.
(i) there exist α, ρ > 0 such that I(u) > α for ‖u‖ = ρ;
(ii) there exists z ∈ H1r (RN ) with ‖z‖ > ρ such that I(z) < 0.
Proof. (i). From (φ1), (3.7) and (3.8), taking ε ∈ (0, φ0 +m), we have
I(u) >
φ0
2
∫
RN
(|∇u|2 + u2) dx+
∫
RN
G2(u) dx −
∫
RN
G1(u) dx
>
φ0
2
‖∇u‖2L2 +
φ0 +m− ε
2
‖u‖2L2 −
Cε
2∗
∫
RN
|u|2∗ dx for any u ∈ H1r (RN ).
Then, by the Sobolev inequality, there exist α, ρ > 0 such that I(u) > α for ‖u‖ = ρ.
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(ii). Following [4], for any R > 0, we set wR ∈ H1r (RN ) so that
wR(x) =


ζ if |x| 6 R,
ζ(R+ 1− |x|) if R 6 |x| 6 R+ 1,
0 if |x| > R+ 1,
where ζ is defined in (g4). Using the monotonicity of the map t 7→ Φ(t2) on [0,+∞), we have
I(wR) =
∫
RN
Φ
(
w2R + |∇wR|2
2
)
dx+
∫
RN
G2(wR) dx−
∫
RN
G1(wR) dx
=
∫
BR
Φ
(
ζ2
2
)
dx+
∫
BR+1\BR
Φ
(
w2R + |∇wR|2
2
)
dx
+
∫
BR
G2(ζ) dx+
∫
BR+1\BR
G2(wR) dx−
∫
BR
G1(ζ) dx−
∫
BR+1\BR
G1(wR) dx
6
∫
BR
{
Φ
(
ζ2
2
)
+G2(ζ)−G1(ζ)
}
dx+
∫
BR+1\BR
{
Φ
(
ζ2
)
+G2(wR)−G1(wR)
}
dx
6 C
{
Φ
(
ζ2
2
)
−G(ζ)
}
RN + C max
s∈[0,ζ]
∣∣Φ (ζ2)−G(s)∣∣RN−1.
By (g4), we can find sufficiently large R > 0 so that I(wR) < 0 and ‖wR‖ > ρ. Putting z = wR,
we finish the proof. 
By Lemma 3.2, denoting
Γ :=
{
γ ∈ C([0, 1],H1r (RN )) ; γ(0) = 0, I(γ(1)) < 0} ,
we infer that Γ is non-empty and
c := inf
γ∈Γ
max
t∈[0,1]
I(γ(t)) > α > 0.
Now, following [16, 17], we define the functional J : R×H1r (RN )→ R as
J(θ, u) = I
(
u(e−θ·))
= eNθ
∫
RN
Φ
(
u2 + e−2θ|∇u|2
2
)
dx+ eNθ
∫
RN
G2(u) dx − eNθ
∫
RN
G1(u) dx.
With similar arguments of Lemma 3.2, J also has the mountain pass geometry and we can
define its mountain pass level as
c˜ := inf
(θ,γ)∈Σ×Γ
max
t∈[0,1]
J
(
θ(t), γ(t)
)
,
where
Σ :=
{
θ ∈ C([0, 1],R) ; θ(0) = θ(1) = 0} .
Arguing as in [16, Lemma 4.1], we derive the following.
Lemma 3.3. The mountain pass levels of I and J coincide, namely c = c˜.
Now, as a immediate consequence of Ekeland’s variational principle, we have the result
below, whose proof follows as in [17, Lemma 2.3].
Lemma 3.4. Let ε > 0. Suppose that η ∈ Σ× Γ satisfies
max
t∈[0,1]
J(η(t)) 6 c˜+ ε.
Then there exists (θ, u) ∈ R×H1r (RN ) such that
(i) distR×H1r (RN )
(
(θ, u), η([0, 1])
)
6 2
√
ε;
(ii) J(θ, u) ∈ [c− ε, c + ε];
(iii) ‖DJ(θ, u)‖R×(H1r (RN ))′ 6 2
√
ε.
10 A. POMPONIO AND T. WATANABE
Arguing as in [16, Proposition 4.2], by Lemmas 3.3 and 3.4, the following proposition holds
Proposition 3.5. There exists a sequence {(θn, un)} ⊂ R×H1r (RN ) such that, as n→ +∞,
(i) θn → 0;
(ii) J(θn, un)→ c;
(iii) ∂θJ(θn, un)→ 0;
(iv) ∂uJ(θn, un)→ 0 strongly in (H1r (RN ))′.
Next we recall the Strauss compactness lemma. (See [4, Theorem A.1], [30].) It will be a
fundamental tool in our arguments.
Lemma 3.6. Let P and Q : R→ R be two continuous functions satisfying
lim
|s|→+∞
P (s)
Q(s)
= 0.
Suppose that {vn} and v are measurable functions from RN to R such that
sup
n∈N
∫
RN
|Q(vn(x))| dx < +∞ and P (vn(x))→ v(x) a.e. in RN .
Then ‖(P (vn)− v)‖L1(B) → 0 for any bounded Borel set B.
Moreover, if we have also
lim
s→0
P (s)
Q(s)
= 0 and lim
x→∞ supn∈N
|vn(x)| = 0,
then ‖(P (vn)− v)‖L1(RN ) → 0.
Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. First by Proposition 3.5, there exists a sequence {(θn, un)} ⊂ R×H1r (RN )
such that
eNθn
∫
RN
Φ
(
u2n + e
−2θn |∇un|2
2
)
dx+ eNθn
∫
RN
G2(un) dx− eNθn
∫
RN
G1(un) dx(3.9)
= c+ on(1),
NeNθn
∫
RN
Φ
(
u2n + e
−2θn |∇un|2
2
)
dx− e(N−2)θn
∫
RN
φ
(
u2n + e
−2θn |∇un|2
2
)
|∇un|2 dx
(3.10)
+NeNθn
∫
RN
G2(un) dx−NeNθn
∫
RN
G1(un) dx = on(1),
and, for all ϕ ∈ H1r (RN ),
eNθn
∫
RN
φ
(
u2n + e
−2θn |∇un|2
2
)(
unϕ+ e
−2θn∇un · ∇ϕ
)
dx(3.11)
+ eNθn
∫
RN
g2(un)ϕdx − eNθn
∫
RN
g1(un)ϕdx = on(1)‖ϕ‖.
By (3.9) and (3.10), we have
(3.12)
e(N−2)θn
N
∫
RN
φ
(
u2n + e
−2θn |∇un|2
2
)
|∇un|2 dx = c+ on(1).
From (φ1) and since θn → 0 as n→ +∞, {un} is boundedD1,2(RN ), namely
‖∇un‖L2 6 C for some C > 0 and for all n > 1.
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Moreover using (3.7), (3.8), (3.10) and (φ1), one also has
φ0 +m
2
‖un‖2L2 6
∫
RN
Φ
(
u2n + e
−2θn |∇un|2
2
)
dx+
∫
RN
G2(un) dx
=
e−2θn
N
∫
RN
φ
(
u2n + e
−2θn |∇un|2
2
)
|∇un|2 dx+
∫
RN
G1(un) dx+ on(1)
6
2φ1
N
‖∇un‖2L2 +
ε
2
‖un‖2L2 +
Cε
2∗
‖un‖2∗L2∗ + on(1).
Choosing ε > 0 sufficiently small so that φ0+m− ε > 0 and taking in account the embedding
ofD1,2(RN ) into L2
∗
(RN ), we find that {un} is bounded also in L2(RN ) and hence
(3.13) ‖un‖ 6 C for some C > 0 and for all n > 1.
This implies the existence of u ∈ H1r (RN ) such that
(3.14) un ⇀ u weakly in H
1(RN )
and
(3.15) un(x)→ u(x) a.e. in RN .
Moreover by the radial lemma (see [4, 30]), it follows that
(3.16) |un(x)| 6 C|x|−
N−2
2 ‖∇un‖L2 , |x| > 1 for some C > 0 independent of n ∈ N.
Now from (3.3), (3.4), (3.13), (3.15) and (3.16), we are able to apply Lemma 3.6 provided
that P (s) = g1(s)s, Q(s) = s
2 + |s|2∗ , {vn} = {un}, and v = g1(u)u. Then we deduce that∫
RN
g1(un)un dx→
∫
RN
g1(u)u dx as n→ +∞.
Moreover from (3.6), one finds that g1(u) ∈ (H1r (RN ))′ and hence∫
RN
g1(u)(un − u) dx→ 0 as n→ +∞.
Thus we obtain∫
RN
g1(un)(un − u) dx(3.17)
=
∫
RN
g1(un)un dx−
∫
RN
g1(u)u dx +
∫
RN
g1(u)(un − u) dx→ 0 as n→ +∞.
Next we put
h(s) := g2(s)−ms for s > 0
and extend it as an odd function for s < 0. By (3.5), we can observe that h(s)/s > 0 for any
s 6= 0. Thus from (g2) and (3.3), one has
0 6 lim inf
s→0
h(s)
s
6 lim sup
s→0
h(s)
s
= lim sup
s→0
g2(s)−ms
s
= lim sup
s→0
g1(s)− g(s)−ms
s
= 0
and hence
(3.18) lim
s→0
h(s)
s
= 0.
Furthermore from (3.2) and (3.4), we also have
lim
s→+∞
h(s)
|s|2∗−1 = lims→+∞
g1(s)− g(s)−ms
|s|2∗−1 = 0,(3.19)
lim
s→−∞
h(s)
|s|2∗−1 = lims→−∞
−g1(−s)− g(s)−ms
|s|2∗−1 = 0.(3.20)
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By (3.18), (3.19) and (3.20), we can apply once again Lemma 3.6 to conclude that∫
RN
h(un)un dx→
∫
RN
h(u)u dx as n→ +∞.
Repeating previous arguments, it holds that
(3.21)
∫
RN
h(un)(un − u) dx→ 0 as n→ +∞.
Now by (3.11), (3.17) and (3.21), one finds that
∂uJ(θn, un)[un − u]
eNθn
=
∫
RN
φ
(
u2n + e
−2θn |∇un|2
2
){
un(un − u) + e−2θn∇un · ∇(un − u)
}
dx
+m
∫
RN
un(un − u) dx+
∫
RN
h(un)(un − u) dx−
∫
RN
g1(un)(un − u) dx
=
∫
RN
φ
(
u2n + e
−2θn |∇un|2
2
){
un(un − u) + e−2θn∇un · ∇(un − u)
}
dx
+m
∫
RN
un(un − u) dx+ on(1).
Thus from (3.13) and since ∂uJ(θn, un)→ 0 in (H1r (RN ))′, we deduce that
eNθn
∫
RN
φ
(
u2n + e
−2θn |∇un|2
2
){
un(un − u) + e−2θn∇un · ∇(un − u)
}
dx
+meNθn
∫
RN
un(un − u) dx = on(1).
Hence denoting vn = un(e
−θn ·) and zn = u(e−θn ·), we obtain
Ψ′m(vn)[vn − zn]→ 0 as n→ +∞.
Since θn → 0 as n → +∞, one has zn → u strongly in H1(RN ) because zn ⇀ u weakly in
H1(RN ) and ‖zn‖ → ‖u‖. Thus by the boundedness of {un} (and so also of {vn}), we get
(3.22) Ψ′m(vn)[vn − u]→ 0 as n→ +∞.
Then from (3.14) and (3.22), one can apply Lemma 2.2 to obtain
(3.23) ∇vn(x)→ ∇u(x) as n→ +∞ a.e. in RN .
Moreover arguing as in [19, Lemma 3.2] or [32, Proposition 3.1], one has from (φ2) that
Ψm(u)−Ψm(vn)−Ψ′m(vn)[u− vn]
>
∫
RN
φ
(
v2n + |∇vn|2
2
){
(u2 + |∇u|2) 12 (v2n + |∇vn|2)
1
2 − (uvn +∇u · ∇vn)
}
dx
+
m
2
∫
RN
(u− vn)2 dx > 0.
Thus from (3.22), we infer that
(3.24) lim sup
n→+∞
Ψm(vn) 6 Ψm(u).
From (3.14), (3.23) and (3.24), we can apply Lemma 2.3 to conclude that vn → u strongly in
H1r (R
N ). Hence, using again the fact that θn → 0 as n → +∞, we also have un → u strongly
in H1r (R
N ). Using (3.11) again, one finds that I ′(u) = 0 and hence u a solution of (1.1) by
Proposition 3.1. Finally by (3.12), passing to the limit, we can see that
1
N
∫
RN
φ
(
u2 + |∇u|2
2
)
|∇u|2 dx = c > 0.
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Then from (φ1), it follows that u is non-trivial. 
4. REGULARITY AND POSITIVITY OF SOLUTIONS FOR (1.1)
In this section, we show that any solution of (1.1) has C1,σ-regularity and any non-negative
nontrivial solution of (1.1) is indeed positive everywhere under (φ1) and the slightly stronger
assumption (φ3).
For this purpose, we first observe that (1.1) can be written by the form:
(4.1) divA(u,∇u) +B(u,∇u) = 0,
where for (u,p) ∈ R× RN ,
A(u,p) = φ
(
u2 + |p|2
2
)
p, Ai(u,p) = φ
(
u2 + |p|2
2
)
pi, i = 1, · · · , N,
B(u,p) = −φ
(
u2 + |p|2
2
)
u+ g(u).
Then from (φ1), one finds that
A(u,p) · p = φ
(
u2 + |p|2
2
)
|p|2 > φ0|p|2,(4.2)
|A(u,p)| 6 φ
(
u2 + |p|2
2
)
|p| 6 φ1|p|,(4.3)
−φ1|u|+ g(u) 6 B(u,p) 6 φ1|u|+ g(u).
Especially for |u| 6M and p ∈ RN , it follows from (g2) that
(4.4) |B(u,p)| 6 K|u| for someK > 0 depending onM.
Moreover direct calculations yield that
∂Ai
∂pj
(u,p)ξiξj =
{
φ′
(
u2 + |p|2
2
)
pipj + φ
(
u2 + |p|2
2
)
δij
}
ξiξj, i, j = 1, · · · , N,
∂Ai
∂u
(u,p) = φ′
(
u2 + |p|2
2
)
upi.
From (φ3), for |u| 6M , one can see that
N∑
i,j=1
∂Ai
∂pj
ξiξj = φ
′
(
u2 + |p|2
2
)
(p · ξ)2 + φ
(
u2 + |p|2
2
)
|ξ|2(4.5)
6
{∣∣∣∣φ′
(
u2 + |p|2
2
)∣∣∣∣ |p|2 + φ
(
u2 + |p|2
2
)}
|ξ|2
6
{
2
(
u2 + |p|2
2
) ∣∣∣∣φ′
(
u2 + |p|2
2
)∣∣∣∣+ φ1
}
|ξ|2
6 C|ξ|2,
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and, for someK > 0 depending onM ,
N∑
i=1
(∣∣∣∣∂Ai∂u
∣∣∣∣+ |Ai|
)
(1 + |p|) + |B|(4.6)
6 N
∣∣∣∣φ′
(
u2 + |p|2
2
)∣∣∣∣ |u||p|(1 + |p|) +Nφ
(
u2 + |p|2
2
)
|p|(1 + |p|)
+ φ
(
u2 + |p|2
2
)
|u|+ |g(u)|
6 N
(
u2 + |p|2
2
) ∣∣∣∣φ′
(
u2 + |p|2
2
)∣∣∣∣ (1 + |p|) +Nφ1(1 + |p|)2 + φ1|u|+ |g(u)|
6 K(1 + |p|)2.
Moreover if (u,p) ∈ R× RN satisfies φ′
(
u2+|p|2
2
)
6 0, we have from (φ3) that
N∑
i,j=1
∂Ai
∂pj
ξiξj = φ
′
(
u2 + |p|2
2
)
(p · ξ)2 + φ
(
u2 + |p|2
2
)
|ξ|2
> φ′
(
u2 + |p|2
2
)
|p|2|ξ|2 + φ
(
u2 + |p|2
2
)
|ξ|2
>
{
2
(
u2 + |p|2
2
)
φ′
(
u2 + |p|2
2
)
+ φ
(
u2 + |p|2
2
)}
|ξ|2
> φ0|ξ|2.
In the case φ′
(
u2+|p|2
2
)
> 0, one easily finds that
N∑
i,j=1
∂Ai
∂pj
ξiξj > φ0|ξ|2,
yielding that
(4.7)
N∑
i,j=1
∂Ai
∂pj
ξiξj > φ0|ξ|2 for all (u,p, ξ) ∈ R× RN × RN .
Under these preparations, we establish the following regularity result.
Proposition 4.1. Assume (φ1), (φ3) and (g1)-(g3). Then any weak solution u ∈ H1(RN ) of (1.1)
belongs to the class C1,σ(RN ) for some σ ∈ (0, 1).
Proof. The proof consists of three steps.
Step 1: u ∈ Lq(RN ) for any q > 2N
N−2 .
This kind of property can be obtained by applying the Brezis-Kato lemma as in [4, P. 329].
However since our problem (1.1) is quasilinear, we give the proof for the sake of completeness.
For L > 0 and s > 0, we define
ϕ := umin{|u|2s, L2} ∈ H1(RN ).
Then multiplying (1.1) by ϕ, one has∫
RN
φ
(
u2 + |∇u|2
2
)
|∇u|2min{|u|2s, L2} dx(4.8)
+
s
2
∫
{x;|u(x)|s6L}
φ
(
u2 + |∇u|2
2
) ∣∣∇|u|2∣∣2|u|2s−2 dx
+
∫
RN
φ
(
u2 + |∇u|2
2
)
uϕdx =
∫
RN
g(u)ϕdx.
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By (g1)-(g3), for any ε ∈ (0,m+ φ0), there exists Cε > 0 such that
g(s) 6 −(m− ε)s + Cεs
N+2
N−2 for s > 0.
Since u and ϕ have the same sign, it holds that
g(u)ϕ 6 −(m− ε)uϕ +Cε|u|
4
N−2uϕ.
Then from (4.8) and (φ1), we get
(4.9) φ0
∫
RN
∣∣∇(umin{|u|s, L})∣∣2 dx 6 C ∫
RN
|u| 4N−2uϕdx.
For any K > 0, by the Ho¨lder and the Sobolev inequalities, one has∫
RN
|u| 4N−2uϕdx =
∫
{x;|u(x)|>K}
|u| 4N−2uϕdx+
∫
{x;|u(x)|6K}
|u| 4N−2uϕdx
6 C
(∫
{x;|u(x)|>K}
|u| 2NN−2 dx
) 2
N (∫
RN
∣∣umin{|u|s, L}∣∣ 2NN−2 dx)N−2N
+K
4
N−2
∫
RN
|u|2min{|u|2s, L2} dx
6 C
(∫
{x;|u(x)|>K}
|u| 2NN−2 dx
) 2
N ∫
RN
∣∣∇(umin{|u|s, L})∣∣2 dx
+K
4
N−2
∫
RN
|u|2s+2 dx.
Since u ∈ L 2NN−2 (RN ), it follows that∫
{x;|u(x)|>K}
|u| 2NN−2 dx→ 0 as K → +∞.
Thus from (4.9), choosing sufficiently large K , we find that∫
RN
∣∣∇(umin{|u|s, L})∣∣2 dx 6 C‖u‖2s+2
L2s+2(RN )
.
Letting L→ +∞, we conclude that
(4.10)
∥∥∇(|u|s+1)∥∥
L2(RN )
6 C‖u‖s+1
L2s+2(RN )
.
Now putting s0 = 0 and si + 1 = (si−1 + 1) NN−2 for i > 1, one deduces from (4.10) that
u ∈ L2 ⇒
s0=0
∇|u| ∈ L2 ⇒ u ∈ L 2NN−2 ⇒
s1=
2
N−2
∇|u| NN−2 ∈ L2
⇒ u ∈ L2( NN−2)
2
⇒
s2=( NN−2)
2−1
∇|u|( NN−2)
2
∈ L2 · · ·
and hence u ∈ Lq(RN ) for any q > 2N
N−2 , as desired.
Step 2: u ∈ L∞loc(RN ).
By (φ1) and (g1)-(g3), one has
B(u,p) signu = −φ
(
u2 + |p|2
2
)
u signu+ g(u) sign u
6 −(φ0 +m− ε)|u| + Cε|u|
N+2
N−2
6 Cε|u|
4
N−2 |u|.
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Thus by Step 1, we obtain
(4.11) B(u,p) signu 6 a(x)|u|, a(x) = Cε|u|
4
N−2 ∈ Lr(RN ) for any r > N
2
.
Then the claim follows from (4.2), (4.11) and by the Moser type iteration. (See [12] or [23,
Theorem 7.1, P. 286].)
Step 3: u ∈ C1,σ(RN ) for some σ ∈ (0, 1).
Once we get the L∞-boundedness, together with (4.4), (4.5), (4.6) and (4.7), we are able to
apply the regularity result for quasilinear elliptic problems of the divergence form (4.1) due
to [23, Chapter 4, Theorems 3.1, 5.2 and 6.2], [35] to conclude that u ∈ C1,σ(RN ) for some
σ ∈ (0, 1). 
From (4.2), (4.3) and (4.4), we can also apply the strong maximum principle [28, Theorem
2.5.1] or the Harnack inequality [36]. Then we obtain the following positivity result.
Proposition 4.2. Assume (φ1), (φ3) and (g1)-(g3). Then any non-negative non-trivial (regular)
solution of (1.1) is positive on RN .
5. EXISTENCE OF A POSITIVE SOLUTION AND A RADIAL GROUND STATE SOLUTION
In this section, we prove the existence of a positive solution and a radial ground state solu-
tion of (1.1).
Proof of Theorem 1.2. Under (φ1) and (φ3), we know that any non-negative non-trivial of (1.1)
is of the class C1,σ and positive on RN by Propositions 4.1 and 4.2. Thus the claim follows
from Theorem 1.1. 
In the next lemma, we show that each solution of (1.1) satisfies a Pohozaev type identity.
Lemma 5.1. Assume that (φ1), (φ3) and (g1)-(g3). Then if u ∈ H1(RN ) is a solution of (1.1), it
satisfies the following type Pohozaev identity:
(5.1)
∫
RN
Φ
(
u2 + |∇u|2
2
)
dx− 1
N
∫
RN
φ
(
u2 + |∇u|2
2
)
|∇u|2 dx−
∫
RN
G(u) dx = 0.
Proof. We argue as in [25]. By Proposition 4.1, we know that u ∈ C1,σ(RN ) for some σ ∈ (0, 1).
Then, since the function
L(s,p) = Φ
(
s2 + |p|2
2
)
associated with the differential operator in (1.1) is strictly convex for all s ∈ R, we can apply
the Pohozaev identity due to [11] by choosing h(x) = hk(x) = H(x/k)x ∈ C10 (B2k(0),RN ) for
k ∈ N, where H ∈ C10 (RN ) is such that H(x) = 1 on |x| 6 1 and H(x) = 0 for |x| > 2. Letting
k → +∞ and taking into account that
Φ
(
u2 + |∇u|2
2
)
, φ
(
u2 + |∇u|2
2
)
|∇u|2 and G(u) ∈ L1(RN ),
we obtain (5.1) as claimed. 
Next we show the existence of a radial ground state solution of (1.1). Let us define by Srad
the set of the nontrivial radial solutions of (1.1), namely
Srad := {u ∈ H1r (RN ) \ {0} ; I ′(u) = 0}.
By Theorem 1.1, we know that Srad 6= ∅.
Lemma 5.2. Assume that (φ1), (φ3) and (g1)-(g4). Then it holds that
inf
u∈Srad
‖u‖ > 0.
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Proof. If u ∈ Srad, since I ′(u)[u] = 0, we have∫
RN
φ
(
u2 + |∇u|2
2
)(
u2 + |∇u|2) dx+ ∫
RN
g2(u)u dx−
∫
RN
g1(u)u dx = 0.
Therefore, by (3.5), (3.6) and (φ1), we have
φ0‖∇u‖2L2 + (φ0 +m)‖u‖2L2 6
∫
RN
φ
(
u2 + |∇u|2
2
)(
u2 + |∇u|2) dx+ ∫
RN
g2(u)u dx
=
∫
RN
g1(u)u dx
6 ε‖u‖2L2 + Cε‖u‖2
∗
L2
∗ .
by which, taking ε > 0 sufficiently so such that φ0 + m − ε > 0, the conclusion follows
immediately. 
Lemma 5.3. Assume that (φ1), (φ3) and (g1)-(g3). Then it follows that
m0,rad := inf
u∈Srad
I(u) > 0.
Proof. Suppose by contradiction that m0,rad = 0. Then there exists {un} ⊂ Srad such that
I(un)→ 0 as n→ +∞. Since un is a solution of (1.1), it follows by Lemma 5.1 that un satisfies
the following Pohozaev type identity:∫
RN
Φ
(
u2n + |∇un|2
2
)
dx− 1
N
∫
RN
φ
(
u2n + |∇un|2
2
)
|∇un|2 dx
+
∫
RN
G2(un) dx−
∫
RN
G1(un) dx = 0
and hence
I(un) =
1
N
∫
RN
φ
(
u2n + |∇un|2
2
)
|∇un|2 dx→ 0 as n→ +∞.
By (φ1), this implies that
(5.2) ‖∇un‖L2 → 0 as n→ +∞.
Moreover using (3.7), (3.8) (5.2), (φ1) and the embedding of D1,2(RN ) into L2∗(RN ), we have
φ0 +m
2
‖un‖2L2 6
∫
RN
Φ
(
u2n + |∇un|2
2
)
dx+
∫
RN
G2(un) dx
=
1
N
∫
RN
φ
(
u2n + |∇un|2
2
)
|∇un|2 dx+
∫
RN
G1(un) dx
6 on(1) +
ε
2
‖un‖2L2 +
Cε
2∗
‖un‖2∗L2∗
6 on(1) +
ε
2
‖un‖2L2 .
Choosing sufficiently small ε > 0, together with (4.2), we find that ‖un‖ → 0 reaching a
contradiction with Lemma 5.2. 
By Lemma 5.3, we are ready to prove the existence of a radial ground state solution of (1.1).
Proof of Theorem 1.3. Let {un} ⊂ Srad be a minimizing sequence such that I ′(un) = 0 and
I(un) → m0,rad as n → +∞. Repeating the arguments of the proof of Theorem 1.1, we can
prove that {un} is bounded in H1(RN ). This implies the existence of u¯ ∈ H1r (RN ) such that
un ⇀ u¯ in H
1(RN ). Arguing as in the proof of Theorem 1.1, we deduce that un → u¯ strongly
in H1(RN ), and therefore u¯ satisfies
I(u¯) = m0,rad = min
u∈Srad
I(u),
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namely, u¯ is a radial ground state solution of (1.1). The regularity and the positivity of u¯ follow
by Propositions 4.1 and 4.2. 
Finally by applying the Pohozaev identity (5.1), we establish the following non-existence
result, which indicates (g3) and (g4) are almost optimal.
Theorem 5.4. Assume (φ1) and (φ3) andΦ(t2) > t2φ(t2) onR. Then (1.1) has no non-trivial regular
solution if one of the following conditions holds:
(i) g(s) = −ms+ |s|p−1s, withm ∈ (−φ0,+∞) and p > N+2N−2 ;
(ii) G(s) 6 φ02 s
2, for all s ∈ R.
Proof. (i). Let u be a solution of (1.1). From I ′(u)[u] = 0, it holds that∫
RN
{
φ
(
u2 + |∇u|2
2
)
(u2 + |∇u|2) +mu2
}
dx =
∫
RN
|u|p+1 dx.
Combining this equation with (5.1), one finds that
∫
RN
{
Φ
(
u2 + |∇u|2
2
)
−
(
u2 + |∇u|2
2
)
φ
(
u2 + |∇u|2
2
)
+
1
N
φ
(
u2 + |∇u|2
2
)
u2 +
m
N
u2
}
dx
(5.3)
=
(
1
p+ 1
− N − 2
2N
)∫
RN
|u|p+1 dx.
Since p > N+2
N−2 , r.h.s. of (5.3) is non-positive. On the other hand, we have from (φ1) and by the
assumption Φ(t2) > t2φ(t2) that
l.h.s. of (5.3) >
φ0 +m
N
∫
RN
u2 dx.
Since 0 < m+ φ0, l.h.s. of (5.3) is positive if u 6≡ 0. This is a contradiction and hence u ≡ 0.
(ii). Let, again, u be a solution of (1.1). Using (5.1) again, one finds that
(5.4)∫
RN
{
Φ
(
u2 + |∇u|2
2
)
− 1
N
φ
(
u2 + |∇u|2
2
)
|∇u|2 − φ0
2
u2
}
dx =
∫
RN
(
G(u)− φ0
2
u2
)
dx.
By the assumption, r.h.s. of (5.4) is non-positive, while (φ1) and the fact that Φ(t2) > t2φ(t2)
yield that
Φ
(
u2 + |∇u|2
2
)
− 1
N
φ
(
u2 + |∇u|2
2
)
|∇u|2 − φ0
2
u2
>
(
u2 + |∇u|2
2
)
φ
(
u2 + |∇u|2
2
)
− 1
N
φ
(
u2 + |∇u|2
2
)
|∇u|2 − φ0
2
u2
=
N − 2
2N
φ
(
u2 + |∇u|2
2
)
|∇u|2 + u
2
2
(
φ
(
u2 + |∇u|2
2
)
− φ0
)
>
(N − 2)φ0
2N
|∇u|2 a.e. in RN ,
showing that l.h.s. of (5.4) is positive if u 6≡ 0. This is a contradiction again. 
Remark 5.5. From Theorem 5.4 (ii), we see that a natural assumption for the existence seems to be
G(ζ) >
φ0
2
ζ2 for some ζ > 0
instead of (g4). However for the moment, we don’t know whether the functional I has the mountain
pass geometry as in Lemma 3.2 under this slightly weaker assumption.
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6. EXISTENCE OF A GROUND STATE SOLUTION
In this section, we show the existence of a ground state solution of (1.1) undermore stronger
assumption (φ4).
For this purpose, we begin with the following lemma.
Lemma 6.1. Assume (φ1), (φ3) and (φ4).
(i) J1(s, b) := φ
(
s2+b2
2
)
b2 is increasing and convex with respect to b for all (s, b) ∈ R× R+.
(ii) J2(s, b) := Φ
(
s2+b2
2
)
− 1
N
φ
(
s2+b2
2
)
b2 is increasing and convex with respect to b for all
(s, b) ∈ R× R+.
Proof. (i). A direct calculation shows that
∂J1
∂b
= 2φ
(
s2 + b2
2
)
b+ φ′
(
s2 + b2
2
)
b3,
∂2J1
∂b2
= 2φ
(
s2 + b2
2
)
+ 5φ′
(
s2 + b2
2
)
b2 + φ′′
(
s2 + b2
2
)
b4.
Since φ′ 6 0 by (1.3), we have from (φ1) and (φ3) that
∂J1
∂b
> 2b
{
φ
(
s2 + b2
2
)
+
(
s2 + b2
2
)
φ′
(
s2 + b2
2
)}
> 2b
{
φ0
2
+
1
2
φ
(
s2 + b2
2
)
+
(
s2 + b2
2
)
φ′
(
s2 + b2
2
)}
> 2φ0b > 0.
Moreover from (φ4), we deduce the following pointwise estimate:
1
2
∂2J1
∂b2
>


φ
(
s2+b2
2
)
+ 5
(
s2+b2
2
)
φ′
(
s2+b2
2
)
> 0 if φ′′ > 0,
φ
(
s2+b2
2
)
+ 5
(
s2+b2
2
)
φ′
(
s2+b2
2
)
+ 2
(
s2+b2
2
)2
φ′′
(
s2+b2
2
)
> 0 if φ′′ 6 0.
(ii). First from φ′ 6 0 by (1.3) , we observe that
∂J2
∂b
=
N − 2
N
φ
(
s2 + b2
2
)
b− 1
N
φ′
(
s2 + b2
2
)
b3 >
N − 2
N
φ0b > 0.
Next, by a simple computation, one has
∂2J2
∂b2
=
N − 2
N
φ
(
s2 + b2
2
)
+
N − 5
N
φ′
(
s2 + b2
2
)
b2 − 1
N
φ′′
(
s2 + b2
2
)
b4
=
N − 2
N
{
φ
(
s2 + b2
2
)
+ φ′
(
s2 + b2
2
)
b2
}
− b
2
N
{
3φ′
(
s2 + b2
2
)
+ φ′′
(
s2 + b2
2
)
b2
}
>
N − 2
N
{
φ
(
s2 + b2
2
)
+ 2
(
s2 + b2
2
)
φ′
(
s2 + b2
2
)}
− b
2
N
{
3φ′
(
s2 + b2
2
)
+ 2
(
s2 + b2
2
) ∣∣∣∣φ′′
(
s2 + b2
2
)∣∣∣∣
}
.
Then by (φ3) and (φ4), it holds that ∂
2J2
∂b2
> 0. 
Since J2(s, b) > J2(s, 0) = Φ(
s2
2 ) for all b > 0 by Lemma 6.1, we find that
(6.1)∫
RN
{
Φ
(
u2 + |∇u|2
2
)
− 1
N
φ
(
u2 + |∇u|2
2
)
|∇u|2 − Φ
(
u2
2
)}
dx > 0 for any u ∈ H1(RN )\{0}.
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Next for u ∈ H1(RN ), we define
P (u) :=
∫
RN
Φ
(
u2 + |∇u|2
2
)
dx−
∫
RN
1
N
φ
(
u2 + |∇u|2
2
)
|∇u|2 dx−
∫
RN
G(u) dx,
P := {u ∈ H1(RN ) \ {0} ; P (u) = 0}.
From (φ1), (φ3) and (g1)-(g3), P is a C1-functional on H1(RN ). The equation P (u) = 0 is
exactly the Pohozaev identity as established in Lemma 5.1. Especially by Theorem 1.2, it
follows that P 6= ∅. The next result shows that the set P is actually a C1-manifold.
Proposition 6.2. Assume (φ1), (φ3), (φ4) and (g1)-(g4). Then the set P is a co-dimension one mani-
fold, bounded away from zero. Moreover P is a natural constraint for the functional I .
Proof. The proof consists of four steps.
Step 1: P is bounded away from zero.
For this purpose, we put ε = N−22N (φ0 +m) and c0 = min
{
φ0+m
2 , φ0
}
. Then by (3.7), (3.8),
(φ1) and (1.4), one has
P (u) =
N − 2
N
∫
RN
Φ
(
u2 + |∇u|2
2
)
dx+
2
N
∫
RN
{
Φ
(
u2 + |∇u|2
2
)
− φ
(
u2 + |∇u|2
2
) |∇u|2
2
}
dx
+
∫
RN
G2(u) dx−
∫
RN
G1(u) dx
>
N − 2
2N
φ0‖u‖2 + 2
N
∫
RN
{
Φ
(
u2 + |∇u|2
2
)
−
(
u2 + |∇u|2
2
)
φ
(
u2 + |∇u|2
2
)}
dx
+
m
2
‖u‖2L2 −
ε
2
‖u‖2L2 − C‖u‖2
∗
L2
∗
>
N − 2
2N
φ0‖∇u‖2L2 +
N − 2
4N
(φ0 +m)‖u‖2L2 − C‖u‖2
∗
>
N − 2
2N
c0‖u‖2 − C‖u‖2∗
for some C > 0. This implies that there exists δ > 0 such that P (u) > 0 for any u ∈ H1(RN )
with 0 < ‖u‖ < δ and hence P is bounded away from zero.
Step 2: if P ′(u) = 0, then u satisfies another Pohozaev type identity P˜ (u) = 0, where
P˜ (u) :=
∫
RN
Φ
(
u2 + |∇u|2
2
)
dx− 2N − 2
N2
∫
RN
φ
(
u2 + |∇u|2
2
)
|∇u|2 dx(6.2)
+
1
N2
∫
RN
φ′
(
u2 + |∇u|2
2
)
|∇u|4 dx−
∫
RN
G(u) dx.
We note that φ′
(
u2+|∇u|2
2
)
|∇u|4 ∈ L1(RN ) because s|φ′(s)| 6 C for s ∈ [0,+∞) by (φ3).
By a direct calculation, P ′(u) = 0 implies that u is a weak solution of the following elliptic
equation of the divergence form:
(6.3) divA˜(u,∇u) + B˜(u,∇u) = 0,
where for (u,p) ∈ R× RN ,
A˜(u,p) =
N − 2
N
φ
(
u2 + |p|2
2
)
p− 1
N
φ′
(
u2 + |p|2
2
)
|p|2p, A˜ = (A˜i)i=1,··· ,N ,
B˜(u,p) = −φ
(
u2 + |p|2
2
)
u+
1
N
φ′
(
u2 + |p|2
2
)
|p|2u+ g(u).
If we could establish that u ∈ C1(RN ), then we are able to apply the generalized Pohozaev
identity due to [11] as in Lemma 5.1, completing the proof of Step 2. Thus it remains to show
that any weak solution of (6.3) belongs to the class C1(RN ) as in Proposition 4.1.
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To this aim, we investigate uniform ellipticity of the operator divA˜+ B˜. First from φ′ 6 0,
(φ1) and (φ3), one finds that
A˜(u,p) · p = N − 2
N
φ
(
u2 + |p|2
2
)
|p|2 − 1
N
φ′
(
u2 + |p|2
2
)
|p|4 > N − 2
N
φ0|p|2,
|A˜(u,p)| 6 N − 2
N
φ1|p|+ 2
N
C|p|,
|B˜(u,p)| 6 K|u| for |u| 6M.
Next, by a direct computation, we have
N∑
i,j=1
∂A˜i
∂pj
ξiξj =
N − 4
N
φ′
(
u2 + |p|2
2
)
(p · ξ)2 − 1
N
φ′′
(
u2 + |p|2
2
)
|p|2(p · ξ)2
+
N − 2
N
φ
(
u2 + |p|2
2
)
|ξ|2 − 1
N
φ′
(
u2 + |p|2
2
)
|p|2|ξ|2,
∂A˜i
∂u
(u,p) =
N − 2
N
φ′
(
u2 + |p|2
2
)
piu− 1
N
φ′′
(
u2 + |p|2
2
)
|p|2piu.
By using the assumptions s|φ′(s)| 6 C , s2|φ′′(s)| 6 C and (φ1), one gets
N∑
i,j=1
∂A˜i
∂pj
ξiξj 6 C|ξ|2.
Moreover applying the Young inequality, we also have
N∑
i=1
∣∣∣∣∣∂A˜i∂u (u,p)
∣∣∣∣∣ 6 (N − 2)
∣∣∣∣φ′
(
u2 + |p|2
2
)∣∣∣∣ |p||u|+
∣∣∣∣φ′′
(
u2 + |p|2
2
)∣∣∣∣ |p|3|u|
6 (N − 2)
(
u2 + |p|2
2
) ∣∣∣∣φ′
(
u2 + |p|2
2
)∣∣∣∣+
∣∣∣∣φ′′
(
u2 + |p|2
2
)∣∣∣∣
(
3
4
|p|4 + 1
4
|u|4
)
6 (N − 2)
(
u2 + |p|2
2
) ∣∣∣∣φ′
(
u2 + |p|2
2
)∣∣∣∣+ 3
(
u2 + |p|2
2
)2 ∣∣∣∣φ′′
(
u2 + |p|2
2
)∣∣∣∣ ,
from which we conclude that
N∑
i=1
(∣∣∣∣∣∂A˜i∂u
∣∣∣∣∣+ |A˜i|
)
(1 + |p|) + |B˜| 6 C(1 + |p|)2 +K|u| 6 C(1 + |p|)2 for |u| 6M.
Moreover by φ′ 6 0 by (1.3), (φ3) and (φ4), it follows that
N∑
i,j=1
∂A˜i
∂pj
ξiξj
=
1
N
{
(N − 2)φ
(
u2 + |p|2
2
)
|ξ|2 + (N − 1)φ′
(
u2 + |p|2
2
)
(p · ξ)2 − φ′
(
u2 + |p|2
2
)
|p|2|ξ|2
}
− 1
N
{
3φ′
(
u2 + |p|2
2
)
+ φ′′
(
u2 + |p|2
2
)
|p|2
}
(p · ξ)2
>
N − 2
N
{
φ
(
u2 + |p|2
2
)
+ 2
(
u2 + |p|2
2
)
φ′
(
u2 + |p|2
2
)}
|ξ|2
− 1
N
{
3φ′
(
u2 + |p|2
2
)
+ 2
(
u2 + |p|2
2
) ∣∣∣∣φ′′
(
u2 + |p|2
2
)∣∣∣∣
}
(p · ξ)2
>
N − 2
N
φ0|ξ|2.
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Finally using φ′ 6 0, (φ1) and (g1)-(g3), we obtain
B˜(u,p) sign u 6 −(φ0 +m− ε)|u|+ Cε|u|
N+2
N−2 6 Cε|u|
4
N−2 |u|.
Under these preparations, we are able to apply the regularity result as in Proposition 4.1 to
obtain u ∈ C1,σ(RN ) for some σ ∈ (0, 1).
Step 3: P is a co-dimension one manifold.
For this purpose, we argue as in [29, Lemma 1.4] and suppose by contradiction that there
exists u ∈ P such that P ′(u) = 0. Then by using two Pohozaev type identities (5.1) and (6.2),
we obtain ∫
RN
{
(N − 2)φ
(
u2 + |∇u|2
2
)
|∇u|2 − φ′
(
u2 + |∇u|2
2
)
|∇u|4
}
dx = 0.
Since φ′ 6 0, it follows by (φ1) that
0 >
∫
RN
φ′
(
u2 + |∇u|2
2
)
|∇u|4 dx = (N − 2)
∫
RN
φ
(
u2 + |∇u|2
2
)
|∇u|2 dx
> (N − 2)φ0
∫
RN
|∇u|2 dx,
yielding that u ≡ 0. This contradicts to Step 1 and hence P ′(u) 6= 0 for any u ∈ P.
Step 4: P is a natural constraint for I .
Again, we follow the argument in [29, Theorem 1.6] (see also [26]). Let u ∈ P be a critical
point of the functional I|P . By Step 3, we are able to apply the method of Lagrange multiplier
to obtain the existence of µ ∈ R such that
I ′(u) = µP ′(u).
As a consequence, together with Step 2, u satisfies the following identity:
P (u) = µP˜ (u)
= µ
[
P (u)− 1
N2
∫
RN
{
(N − 2)φ
(
u2 + |∇u|2
2
)
|∇u|2 − φ′
(
u2 + |∇u|2
2
)
|∇u|4
}
dx
]
.
Since P (u) = 0, this yields that
µ
∫
RN
{
(N − 2)φ
(
u2 + |∇u|2
2
)
|∇u|2 − φ′
(
u2 + |∇u|2
2
)
|∇u|4
}
dx = 0.
However as we can see by the proof of Step 3, this is possible only if µ = 0. This completes
the proof. 
Next, let us denotem0 by the ground state energy level:
m0 := inf
u∈S
I(u), where S := {u ∈ H1(RN ) \ {0} ; I ′(u) = 0}.
By Theorem 1.1, it holds that S 6= ∅. Moreover since the proofs of Lemmas 5.2 and 5.3 do not
rely on the radial symmetry, one can see thatm0 > 0.
Lemma 6.3. Let
b := inf{I(u) ; u ∈ P}.
We have that 0 < b 6 m0. Moreover if b is attained, then it holds thatm0 = b.
Proof. First by Proposition 6.2, we find that
I(u) =
1
N
∫
RN
φ
(
u2 + |∇u|2
2
)
|∇u|2 dx > φ0
N
‖∇u‖2L2 > 0,
for any u ∈ P, and hence b > 0.
If I ′(u) = 0 and u 6≡ 0, Proposition 4.1 and Lemma 5.1 yield that u ∈ P and thus
b 6 I(u) for any u ∈ S.
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This implies that b 6 m0.
On the other hand if b is attained, then there exists u ∈ P such that it is a minimizer of I|P .
Then by Proposition 6.2, we have that I ′(u) = 0 and u 6≡ 0, from which one concludes that
m0 6 I(u) = b. Thus we obtainm0 = b, as claimed. 
Lemma 6.4. Assume (φ1), (φ3), (φ4) and (g1)-(g4). For any u ∈ H1(RN ) \ {0} which satisfies∫
RN
G(u) − Φ(u22 ) dx > 0, there exists θ0 > 0 such that uθ0(·) = u(·/θ0) ∈ P . If further P (u) 6 0,
then it holds that 0 < θ0 6 1.
Proof. First we define a C1-function f(θ) on [0,+∞) by
f(θ) := I(uθ) = θ
N
∫
RN
Φ
(
u2 + θ−2|∇u|2
2
)
dx− θN
∫
RN
G(u) dx.
Since
∫
RN
G(u) − Φ(u22 ) dx > 0, it follows that f(θ) → −∞ as θ → +∞. Moreover (φ1) and
(g1)-(g3) imply that f(θ) > 0 for sufficiently small θ > 0. Thus there exists θ0 > 0 such that
f ′(θ0) = 0. Then by a direct calculation, one finds that P (uθ0) = 0.
Next we suppose that P (u) 6 0. Then from (6.1), we have
0 <
∫
RN
{
Φ
(
u2 + |∇u|2
2
)
− 1
N
φ
(
u2 + |∇u|2
2
)
|∇u|2 − Φ
(
u2
2
)}
dx
6
∫
RN
G(u) − Φ
(
u2
2
)
dx,
from which we obtain the existence of θ0 > 0 so that P (uθ0) = 0. Now since P (uθ0) = 0 and
P (u) 6 0, one finds that∫
RN
{
Φ
(
u2 + θ−20 |∇u|2
2
)
− 1
N
φ
(
u2 + θ−20 |∇u|2
2
)
θ−20 |∇u|2
}
dx =
∫
RN
G(u) dx,(6.4) ∫
RN
{
Φ
(
u2 + |∇u|2
2
)
− 1
N
φ
(
u2 + |∇u|2
2
)
|∇u|2
}
dx 6
∫
RN
G(u) dx.(6.5)
From (6.4) and (6.5), it follows that∫
RN
J2(u, θ
−1
0 |∇u|) dx >
∫
RN
J2(u, |∇u|) dx.
Then by Lemma 6.1 (ii), we conclude that θ0 6 1. 
Under these preparations, we are ready to prove Theorem 1.4.
Proof of Theorem 1.4. We argue as in [1, 8]. By Lemma 6.3, it suffices to show that there exists
u0 ∈ P such that
I(u0) = b = min
u∈P
I(u).
Let {un} ⊂ P be a minimizing sequence for b. We may assume that un > 0 because P (|un|) =
P (un) = 0 and I(|un|) = I(un).
For all n > 1, let u∗n be the Schwarz symmetrization of un. Then, by Lemma 6.1, we are able
to apply the generalized Polya-Szego¨ inequality (see [15, Proposition 3.11]) to obtain
(6.6)
∫
RN
Ji(u
∗
n, |∇u∗n|) dx 6
∫
RN
Ji(un, |∇un|) dx, for i = 1, 2.
Applying (6.6) for i = 2, since
∫
RN
G(u∗n) dx =
∫
RN
G(un) dx, we find that P (un) = 0 implies
P (u∗n) 6 0. Thus by Lemma 6.4, there exists 0 < θn 6 1 such that vn := (u∗n)θn = u∗n(·/θn) ∈ P.
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Now applying the generalized Polya-Szego¨ inequality (6.6) for i = 1, we find that
b+ on(1) = I(un) =
1
N
∫
RN
φ
(
u2n + |∇un|2
2
)
|∇un|2 dx
>
1
N
∫
RN
φ
(
(u∗n)2 + |∇u∗n|2
2
)
|∇u∗n|2 dx
=
θ−N+2n
N
∫
RN
φ
(
v2n + θ
2
n|∇vn|2
2
)
|∇vn|2 dx.
Since vn ∈ P, φ′ 6 0 by (1.3) and θn 6 1, one obtains
b+ on(1) >
1
N
∫
RN
φ
(
v2n + |∇vn|2
2
)
|∇vn|2 dx = I(vn) > b,
yielding that {vn} is also a minimizing sequence for b. By the radial symmetry of vn, we can
argue as in the proof of Theorem 1.1 to prove that vn → u0 in H1(RN ) for some u0 ∈ P . This
implies that
(6.7) I(u0) = b = m0 = min
u∈S
I(u),
as claimed. Moreover since vn ∈ H1r (RN ) and vn > 0, it follows that u0 is radially symmetric
with respect to the origin (up to translation) and non-negative. Then by Propositions 4.1 and
4.2, we have u0 ∈ C1,σ(RN ) for some σ ∈ (0, 1) and positive on RN , finishing the proof. 
Remark 6.5. By the variational characterization (6.7), the oddness of g in (g1) and Proposition 4.2,
we can see that any ground state solution w of (1.1) has fixed sign on RN .
One also expects that any ground state solution w of (1.1) is radially symmetric with respect to some
point as in [1, 8]. But for the moment, we are not able to prove it. Actually for this purpose, we first
need that the function J1(s, b) defined in Lemma 6.1 is strictly convex with respect to b, which follows
by assuming that
0 < φ(s) + 5sφ′(s)− 2s2|φ′′(s)| for all s ∈ [0,+∞).
Then one can apply the case of equality for the generalized Polya-Szego¨ inequality to J1 ([15, Theorem
2.11 and Corollary 2.12]), showing that w = w∗ a.e. in RN provided that
(6.8) L{x ∈ RN ; 0 < w∗(x) < ess supw and ∇w∗(x) = 0} = 0.
(See also [6, Theorem 1.1] and [21, Corollary 2.33].) Especially if w is analytic, then (6.8) can be
established. We also note that one cannot apply the symmetry result due to [24] because of the loss of a
variational characterization like (1.6) in our problem.
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