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Random noise increases Kolmogorov complexity and
Hausdorff dimension∗
Gleb Posobin†, Alexander Shen‡
Abstract
Consider a binary string x of length n whose Kolmogorov complexity is αn for some
α < 1. We want to increase the complexity of x by changing a small fraction of bits in
x. This is always possible: Buhrman, Fortnow, Newman and Vereshchagin showed [2] that
the increase can be at least δn for large n (where δ is some positive number that depends
on α and the allowed fraction of changed bits).
We consider a related question: what happens with the complexity of x when we ran-
domly change a small fraction of the bits (changing each bit independently with some prob-
ability τ )? We prove that a linear increase in complexity happens with high probability, but
this increase is smaller than in the case of arbitrary change. We note that the amount of the
increase depends on x (strings of the same complexity could behave differently), and give
exact lower and upper bounds for this increase (with o(n) precision).
The proof uses the combinatorial and probabilistic technique that goes back to Ahlswede,
Ga´cs and Ko¨rner [1]. For the reader’s convenience (and also because we need a slightly
stronger statement) we provide a simplified exposition of this technique, so the paper is
self-contained.
The same technique is used to prove the results about the (effective Hausdorff) dimen-
sion of infinite sequences. We show that random change increases the dimension with prob-
ability 1, and provide an optimal lower bound for the dimension of the changed sequence.
We also improve a result from [5] and show that for every sequence ω of dimension α
there exists a strongly α -random sequence ω ′ such that the Besicovitch distance between
ω and ω ′ is 0.
1 Introduction
The Kolmogorov complexity C(x) of a binary string x is defined as the minimal length of a
program that generates x, assuming that we use an optimal programming language that makes
the complexity function minimal up to an O(1) additive term (see [8, 13] for details). There are
several versions of Kolmogorov complexity; we consider the original version, called plain com-
plexity. In fact, for our considerations the difference between different versions of Kolmogorov
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grant and RFBR 19-01-00563A grants.
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complexity does not matter, since they differ only by O(logn) additive term for n-bit strings,
but we restrict ourselves to plain complexity for simplicity.
The complexity of n-bit strings is between 0 and n (we omit O(1) additive terms). Con-
sider a string x of length n that has some intermediate complexity, say 0.5n. Imagine that we
are allowed to change a small fraction of bits in x, say, 1% of all bits. Can we decrease the
complexity of x? Can we increase the complexity of x? What happens if we change randomly
chosen 1% of bits?
In other words, consider a Hamming ball with center x and radius 0.01n, i.e., the set of
strings that differ from x in at most 0.01n positions. What can be said about the minimal
complexity of strings in this ball? the maximal complexity of strings in this ball? the typical
complexity of strings in this ball?
The answer may depend on x: different strings of the same complexity may behave differ-
ently if we are interested in the complexities of neighbor strings. For example, if the first half
of x is a random string, and the second half contains only zeros, the string x has complexity
0.5n and it is easy to decrease its complexity by shifting the boundary between the random part
and zero part: to move the boundary to 0.48n from 0.5n we need to change about 0.01n bits,
and the complexity becomes close to 0.48n. On the other hand, if x is a random codeword of
an error-correcting code with 20.5n codewords of length n that corrects up to 0.01n errors, then
x also has complexity 0.5n, but no change of 0.01n (or less) bits can decrease the complexity
of x, since x can be reconstructed from the changed version.
The question about the complexity decrease is studied by algorithmic statistics (see [15] or
the survey [14]), and the full answer is known. For each x one may consider the function
d 7→ (the minimal complexity of strings in the d-ball centered at x).
It starts at C(x) (when d = 0) and then decreases, reaching 0 at d = n/2 (since we can change
all bits to zeros or to ones). The algorithmic statistic tells us which functions may appear in this
way (see [14, section 6.2] or [13, theorem 257]).1
The question about the complexity increase is less studied. It is known that some complexity
increase is always guaranteed, as shown in [2]. The amount of this increase may depend on x.
If x is a random codeword of an error-correcting code, then the changed version of x contains
all the information both about x itself and the places where it was changed. This leads to the
maximal increase in complexity. The minimal increase, as shown in [2], happens for x that is
a random element of the Hamming ball of some radius with center 0n . However, the natural
question: which functions may appear as
d 7→ (the maximal complexity of strings in the d-ball centered at x),
remains open.
In our paper we study the typical complexity of a string that can be obtained from x by
changing a fraction of bits chosen randomly. Let us return to our example and consider again a
string x of length n and complexity 0.5n. Let us change about 1% of bits in x, changing each
bit independently2 with probability 0.01. Does this change increase the complexity of x? It
depends on the changed bits, but it turns out that random change increases the complexity of
the string with high probability: we get a string of complexity at least 0.501n with probability
1Note that algorithmic statistics uses a different language. Instead of a string y in the d -ball centered at x, it
speaks about a d -ball centered at y and containing x. This ball is considered as a statistical model for x.
2From the probabilistic viewpoint it is more naturally to change all the bits independently with the same proba-
bility 0.01. Then the number of changed bits is not exactly 0.01n, but is close to 0.01n with high probability.
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at least 99%, for all large enough n (the result is necessarily asymptotic, since the Kolmogorov
complexity function is defined up to O(1) terms).
Of course, the parameters above are chosen only as an example, and the following general
statement is true. For some τ ∈ (0,1) consider the random noise Nτ that changes each position
in a given n-bit string independently with probability τ .
Theorem 1. There exists a strictly positive function δ (α,τ) defined for α,τ ∈ (0,1) with the
following property: for all sufficiently large n, for every α ∈ (0,1), for every τ ∈ (0,1), for
β = α +δ (α,τ), and for every x such that C(x)> αn, the probability of the event
C(Nτ(x))> βn
is at least 1−1/n.
Remark 1. We use the inequality C(x)> αn (and not an equality C(x) = αn) to avoid technical
problems: the complexity C(x) is an integer, and αn may not be an integer.
Remark 2. One may consider only τ 6 1/2 since reversing all bits does not change Kolmogorov
complexity (so τ and 1− τ give the same increase in complexity). For τ = 1/2 the variable
Nτ(x) is uniformly distributed in the Boolean cube B
n , so its complexity is close to n, and the
statement is easy (for arbitrary β < 1).
Remark 3. We use α,τ as parameters while fixing the probability bound as 1−1/n. As we will
see, the choice of this bound is not important: we could use a stronger bound (e.g., 1−1/nd for
arbitrary d) as well.
Now a natural question arises: what is the optimal bound in Theorem 1, i.e., the maximal
possible value of δ (α,τ)? In other words, fix α and τ . Theorem 1 guarantees that there exists
some β > α such that every string x of length n (sufficiently large) and complexity at least αn
is guaranteed to have complexity at least βn after τ -noise Nτ (with high probability). What is
the maximal value of β for which such a statement is true (for given α and τ )?
Before answering this question, we should note that the guaranteed complexity increase
depends on x: for different strings of the same complexity the typical complexity of Nτ(x)
could be different. Here are the two opposite examples (with minimal and maximal increase, as
we will see).
Example 1. Consider some p ∈ (0,1) and the Bernoulli distribution Bp on the Boolean cube
B
n (bits are independent; every bit equals 1 with probability p). With high probability the
complexity of a Bp-random string is o(n)-close to nH(p) (see, e.g., [13, chapter 7]), where
H(p) is the Shannon entropy function
H(p) =−p log p− (1− p) log(1− p).
After applying τ -noise the distribution Bp is transformed into BN(τ,p) , where
N(τ, p) = p(1− τ)+(1− p)τ = p+ τ −2pτ
is the probability to change the bit if we first change it with probability p and then (inde-
pendently) with probability τ .3 The complexity of Nτ(x) is close (with high probability) to
H(N(τ, p))n since the Bp-random string x and the τ -noise are chosen independently. So in this
case we have (with high probability) the complexity increase
H(p)n→H(N(τ, p))n.
3We use the letter N (for “noise”) both in Nτ(x) (random change with probability τ , one argument) and in
N(τ, p) (the parameter of the Bernoulli distribution Bp after applying Nτ , no subscript, two arguments).
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Note that N(τ, p) is closer to 1/2 than p, and H is strictly increasing on [0,1/2], so indeed
some increase happens.
Example 2. Now consider an error-correcting code that has 2αn codewords and corrects up to
τn errors (this means that the Hamming distance between codewords is greater than 2τn). Such
a code may exist or not depending on the choice of α and τ . The basic result in coding theory,
Gilbert’s bound, guarantees that such a code exists if α and τ are not too large. Consider some
pair of α and τ for which such a code exist; moreover, let us assume that it corrects up to τ ′n
errors for some τ ′ > τ . We assume also that the code itself (the list of codewords) has small
complexity, say, O(logn). This can be achieved by choosing the first (in some ordering) code
with required parameters.
Now take a random codeword of this code; most of the codewords have complexity close
to αn. If we randomly change each bit with probability τ , then with high probability we get
at most τ ′n errors, therefore, decoding is possible and the pair (x,noise) can be reconstructed
from Nτ(x), the noisy version of x. Then the complexity of Nτ(x) is close to the complexity of
the pair (x,noise), which (due to independence) is close to αn+H(τ)n with high probability.
So in this case we have the complexity increase [αn→ (α +H(τ))n.]
Remark 4. Note that this increase is the maximal possible not only for random independent
noise but for any change in x that changes a τ -fraction of bits. See below about the difference
between random change and arbitrary change.
Now we formulate the result we promised. It says that the complexity increase observed
in Example 1 is the minimal possible: such an increase is guaranteed for every string of given
complexity.
Theorem 2. Let α = H(p) for some p 6 1/2. Let τ be an arbitrary number in (0,1). Let
β = H(N(p,τ)). Then for sufficiently large n the following is true: for every string x of length
n with C(x)> αn, we have
Pr[C(Nτ(x))> βn−o(n)]> 1− 1
n
.
Here o(n) denotes some function such that o(n)/n→ 0 as n→ ∞. This function does not
depend on α , β , and τ . As the proof will show, we may take o(n) = c
√
n log3/2 n for some c.
Figure 1 shows the values of (α,β ) where Theorem 2 can be applied, for six different values
of τ . Example 1 shows that the value of β in this theorem is optimal.
Theorem 2 is the main result of the paper. It is proven, as it often happens with results about
Kolmogorov complexity, by looking at its combinatorial and probabilistic counterparts. In the
next section we explain the scheme of the proof and outline its main ideas.
Then we explain the details of the proof. It starts with the Shannon information counter-
part of our complexity statement that is proven in [16]. In Section 3 we derive two different
combinatorial counterparts following [1]. Finally, in Section 4 we consider the details of the
conversion of a combinatorial statement to a complexity one and finish the proof.
In Section 5 we extend our techniques to infinite sequences and compare the results obtained
by our tools and the results about arbitrary change of a small fraction of bits from [5].
In fact, if we are interested only in some complexity increase (Theorem 1), a simple argu-
ment (suggested by Fedor Nazarov) that uses Fourier transform is enough. A stronger result
(but still not optimal) can be obtained by hypercontractivity techniques. These two arguments
are sketched in Appendix A.
In Appendix B, for reader’s convenience, we reproduce the proof of the result from [1]
(about the increase in entropy caused by random noise) used in the proof.
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Figure 1: The curves (H(p),H(p′)) where p′ = N(p,τ). Six different values of τ are shown.
Finally in Appendix C we provide short (and quite standard) proofs of the McDiarmid in-
equality as a corollary of the Azuma–Hoeffding inequality and of the Azuma–Hoeffding in-
equality itself.
2 Proof sketch
2.1 Three ways to measure the amount of information
Kolmogorov’s first paper on algorithmic information theory [7] was called “Three approaches
to the Quantitative Definition of Information”. These three approaches can be summarized as
follows:
• (Combinatorial): an element of a set of cardinality N carries logN bits of information.
• (Algorithmic): a binary string x carries C(x) bits of information, where C(x) is the mini-
mal bit length of a program that produces x.
• (Shannon information theory, or probabilistic approach): a random variable ξ that has k
values with probabilities p1, . . . , pk , carries H(ξ ) bits of information, where H(ξ ) is the
Shannon entropy of ξ , defined as
H(ξ ) = p1 log
1
p1
+ . . .+ pk log
1
pk
5
One cannot compare directly these three quantities since the measured objects are different (sets,
strings, random variables). Still these quantities are closely related, and many statements that
are true for one of these notions can be reformulated for other two. Several examples of this
type are discussed in [13, chapters 7 and 10], and we use this technique in our proof.
2.2 Arbitrary change
We start by recalling an argument from [2] for the case when we are allowed to change arbitrary
bits (only the number of changed bits is bounded) and want to increase complexity. (A similar
reduction will be a part of our argument.)
Fix some parameters α (determining the complexity of the original string), τ (the maximal
fraction of changed bits), and β (determining the complexity of the changed string). Let us
repeat the complexity statement and give its combinatorial equivalent.
• (Complexity version) Every string x of length n and complexity at least αn can be
changed in at most τn positions to obtain a string of complexity at least βn.
• (Combinatorial version) For every subset B of the Boolean cube Bn of cardinality at most
2βn , its τn-interior has cardinality at most 2αn .
Here by d-interior of a set X ⊂ Bn we mean the set of strings x ∈ Bn such that the entire ball of
radius d centered in x belongs to X . In other words, a string x does not belong to the d-interior
of X if x can be changed in at most d positions to get a string outside X .
Remark 5. The combinatorial statement can be reformulated in a dual way: for every set A⊂Bn
of cardinality greater than 2αn , its d-neighborhood has cardinality greater than 2βn .
These two statements (combinatorial and complexity versions) are almost equivalent: one
of them implies the other if we allow a small change in α and β (in fact, O(logn)/n change
is enough). Indeed, assume first that the combinatorial statement is true. Consider the set B
of all n-bit strings that have complexity less than βn. Then #B < 2βn , so we can apply the
combinatorial statement.4 It guarantees that the τn-interior of B (we denote it by A) has at most
2αn elements. The set A can be enumerated given n, βn and τn. Indeed, knowing n and βn,
one can enumerate elements of B (by running in parallel all programs of length less than βn;
note that there are less than 2βn of them). Knowing also τn, we may enumerate A (if a ball is
contained in B entirely, this will become known at some stage of the enumeration of B). Then
every element of A can be encoded by its ordinal number in this enumeration. This guarantees
that the complexity of all elements of A does not exceed αn+O(logn) (the additional O(logn)
bits are needed to encode n, βn, and τn). Therefore, if some x has complexity greater that
αn+O(logn), it is not in A, i.e., x can be changed in at most τn positions to get a string
outside B. By the definition of B, this changed string has complexity at least βn, as required.
The term O(logn) can be absorbed by a small change in α .
Let us explain also (though this direction is not needed for our purpose) why the complexity
statement implies the combinatorial one. Assume that there are some sets B that violate the
combinatorial statement, i.e., contain at most 2βn strings but have τn-interior of size greater
than 2αn . Such a set can be found by exhaustive search, and the first set B that appears during
the search has complexity O(logn). Its elements, therefore, have complexity βn+O(logn): to
specify an element, we need to specify B and the ordinal number of the element in B. From this
4For simplicity we assume that αn, βn, and τn are integers. This is not important, since we have O(logn)
term anyway.
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we conclude, using the complexity statement (and changing β slightly) that all elements of the
τn-interior of B have complexity at most αn. Therefore, there are at most O(2αn) of them, and
the size of the interior is bounded by 2αn (again up to a small change in α ).
Now we return to the result from [2]. Let x be a string of length n and complexity at least
αn+O(logn), where α = H(p) for some p6 1/2. Let τ be a real such that p+ τ 6 1/2, and
β = H(p+ τ). Then x can be changed in at most τn positions to get a string of complexity at
least βn. As we have seen, this statement from [2] is a corollary of the following combinatorial
result.
Proposition 1. Let p6 1/2 be some number and let α =H(p). Let τ be some positive number
so that p+ τ 6 1/2, and let β = H(p+ τ). Let B be an arbitrary subset of Bn of size at most
2βn . Let A be a subset of Bn , and for every x ∈ A the Hamming ball of radius τn with center x
is contained in B. Then the cardinality of A does not exceed poly(n)2αn .
This proposition is a direct consequence of Harper’s theorem (see, e.g., [4]) that says that for
a subset of Bn of a given size, its d-interior (for some fixed d) is maximal when the subset is a
Hamming ball (formally speaking, is between two Hamming balls of sizes k and k+1 for some
k). Or, in dual terms, Harper’s theorem says that the d-neighborhood of a set of a given size is
minimal if this set is a Hamming ball. The relation between 2αn and 2βn in the proposition is
just the relation between the sizes of balls of radii pn and (p+τ)n (if we ignore factors that are
polynomial in n). Note that p+ τ 6 1/2 is needed since otherwise the radius exceeds n/2 and
then the log-size of the ball is close to n and not to H(p+ τ)n. The poly(n) factor is needed
due to the polynomial factor in the estimate for the ball size in terms of Shannon entropy (the
ball of radius γn has size poly(n)2H(γ)n).
We do not go into details here (and do not reproduce the proof of Harper’s theorem) since
we need this result only to motivate the corresponding relation between combinatorial and com-
plexity statements for the case of a random noise we are interested in.
2.3 Random noise: four versions
For the random noise case we need a more complicated argument. First, we need to consider
also the probabilistic version of the statement (in addition to the complexity and combinatorial
versions). Second, we need two combinatorial versions (strong and weak). Fix some α , β and
τ . Here are the four versions we are speaking about; all four statements are equivalent (are true
for the same parameters α , τ , and β , up to o(1)-changes in the parameters):
• (Shannon information version, [16]) For every random variable P with values in Bn such
that H(P) > αn, the variable Nτ(P) that is obtained from P by applying independent
noise changing each bit with probability τ , has entropy H(Nτ(P))> βn.
• (Complexity version) For every string x of length n and complexity C(x)> αn, the prob-
ability of the event “C(Nτ(x))> βn” is at least 1−1/n. (Again, Nτ is random noise that
independently changes each bit with probability τ , but now it is applied to the string x
and not to a random variable)
• (Strong combinatorial version) For every set B ⊂ Bn of size at most 2βn the set A of all
strings x such that Pr[Nτ(x) ∈ B]> 1/n has size #A6 2αn .
• (Weak combinatorial version) For every set B ⊂ Bn of size at most 2βn the set A of all
strings x such that Pr[Nτ(x) ∈ B]> 1−1/n has size #A6 2αn .
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The difference between weak and strong combinatorial versions is due to the different thresh-
olds for the probability. In the weak version the set A contains only strings that get into B after
the noise almost surely (with probability at least 1− 1/n). In the strong version the set A is
bigger and includes all strings that get into B with non-negligible probability (at least 1/n), so
the upper bound for #A becomes a stronger statement.
Remark 6. In the case of arbitrary changes (the result from [2]) we consider the τn-interior of
B, the set of points that remain in B after arbitrary change in (at most) τn positions. If a point
is not in the interior, it can be moved outside B by changing at most τn bits. Now we consider
(in the strong version) the set of points that get into B with probability at least 1/n. If a point
is not in this set, the random τ -noise will move it outside B almost surely (with probability at
least 1−1/n). Again the complexity and (strong) combinatorial versions are equivalent up to
o(1) changes in parameters, for the same reasons.
This explains why we are interested in the strong combinatorial statement. The weak one is
used as an intermediate step in the chain of arguments. This chain goes as follows:
• First the Shannon entropy statement is proven using tools from information theory (one-
letter characterization and inequalities for Shannon entropy); this was done in [16].
• Then we derive the weak combinatorial statement from the entropy statement using a
simple coding argument from [1].
• Then we show that weak combinatorial statement implies the strong one, using a tool
that is called the “blowing-up lemma” in [1] (now it is more popular under the name of
“concentration inequalities”).
• Finally, we note that the strong combinatorial statement implies the complexity statement
(using the argument sketched above).
2.4 Tools used in the proof
Let us give a brief description of the tools used in these arguments.
To prove the Shannon entropy statement, following [16], fix some τ . Consider the set Sn
of all pairs (H(P),H(Nτ(P))) for all random variables with values in B
n . For each n we get a
subset of the square [0,n]× [0,n]. For n= 1 it is a curve made of all points (H(p),H(N(p,τ)))
(shown in Figure 1 for six different values of τ ). We start by showing that this curve is convex
(performing some computation with power series). Then we show, using the convexity of the
curve and some inequalities for entropies, that for every n the set Sn is above the same curve
(scaled by factor n), and this is the entropy statement we need. See Appendix B for details.
To derive the weak combinatorial statement from the entropy statement, we use a coding
argument. Assume that two sets A and B are given, and for every point x ∈ A the random point
Nτ(x) belongs to B with probability at least 1− 1/n. Consider a random variable UA that is
uniformly distributed in A. Then H(UA) = log#A, and if #A > 2
αn , then H(UA) > αn and
H(Nτ(UA))> βn (assuming the entropy statement is true for given α , β , and τ ). On the other
hand, the variable Nτ(UA) can be encoded as follows:
• one bit (flag) says whether Nτ(UA) is in B or not;
• if yes, then log#B bits are used to encode an element of B;
• otherwise n bits are used to encode the value of Nτ(UA) (trivial encoding).
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The average length of this code for Nτ(UA)) does not exceed
1+
(
1− 1
n
)
log#B+
1
n
·n6 log#B+O(1).
(Note that if the second case has probability less than 1/n, the average length is even smaller.)
The entropy of a random variable Nτ(UA) does not exceed the average length of the code. So
we get βn6 H(Nτ(UA))6 log#B+O(1) and log#B> βn−O(1), assuming that log#A> αn.
The next step is to derive the strong combinatorial version from the weak one. Assume that
two sets A,B ⊂ Bn are given, and for each x ∈ A the probability of the event Nτ(x) ∈ B is at
least 1/n. For some d consider the set Bd , the d-neighborhood of B. We will prove (using
the concentration inequalities) that for some d = o(n) the probability of the event Nτ(x) ∈ Bd
is at least 1− 1/n (for each x ∈ A). So one can apply the weak combinatorial statement to
Bd and get a lower bound for #Bd . On the other hand, there is a simple upper bound: #Bd 6
#B× (the size of d-ball); combining them, we get the required bound for #B. See Section 3 for
details.
Remark 7. One may also note (though it is not needed for our purposes) that the entropy state-
ment is an easy corollary of the complexity statement, and therefore all four are equivalent up
to small changes in parameters. This can be proven in a standard way. Consider N independent
copies of random variable P and independently apply noise to all of them. Then we write the
inequality for the typical values of the complexities; in most cases they are close to the corre-
sponding entropies (up to o(N) error). Therefore, we get the inequality for entropies with o(N)
precision (for N copies) and with o(1) precision for one copy (the entropies are divided by N ).
As N → ∞, the additional term o(1) disappears and we get an exact inequality for entropies.
3 Combinatorial version
Recall the entropy bound from [16] discussed above (we reproduce its proof in Appendix B):
Proposition 2. Let P be an arbitrary random variable with values in Bn , and let P′ = Nτ(P)
be its noisy version obtained by applying Nτ independently to each bit in P. Choose p 6 1/2
in such a way that H(P) = nH(p). Then consider q = N(p,τ), the probability to get 1 if we
apply Nτ to a variable that equals 1 with probability p. Then H(P
′)> nH(q).
In this section we use this entropy bound to prove the combinatorial bounds. We start with
the weak one and then amplify it to get the strong one, as discussed in Section 2. First, let us
formulate explicitly the weak bound that is derived from Proposition 2 using the argument of
Section 2.
Proposition 3. Let α = H(p) and β = H(N(p,τ)). Let A,B ⊂ Bn and for every x ∈ A the
probability of the event “Nτ(x) ∈ B” is at least 1− 1/n. If log#A > αn, then log#B > βn−
O(1).
In fact, this “O(1)” is just 2, but we do not want to be too specific here.
Now we need to extend the bound to the case when the probability of the event Nτ(x) ∈ B
is at least 1/n. We already discussed how this is done. Consider for some d (depending on n)
the Hamming d-neighborhood Bd of B. We need to show that
Pr[Nτ(x) ∈ B]> 1
n
⇒ Pr[Nτ(x) ∈ Bd]> 1− 1
n
.
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for every x∈Bn (for a suitable d). In fact, x does not matter here: we may assume that x= 0. . .0
(flipping bits in x and B simultaneously). In other terms, we use the following property of the
Bernoulli distribution with parameter τ : if some set B has probability not too small according
to this distribution, then its neighborhood Bd has probability close to 1. We need this property
for d = o(n), see below about the exact value of d .
Such a statement is called a blowing-up lemma in [1]. There are several (and quite different)
ways to prove statements of this type. The original proof in [1] used a result of Margulis
from [9] that says that the (Bernoulli) measure of a boundary of an arbitrary set U ⊂ Bn is
not too small compared to the measure of a boundary of a ball of the same size. Iterating this
statement (a neighborhood is obtained by adding boundary layer several times), we get the lower
bound for the measure of the neighborhood. Another proof was suggested by Marton [10]; it is
based on the information-theoretical considerations that involve transportation cost inequalities
for bounding measure concentration. In this paper we provide a simple proof that uses the
McDiarmid inequality [11], a simple consequence of the Azuma–Hoeffding inequality [6]. This
proof works for d = O(
√
n logn).
Let us state the blowing-up lemma in a slightly more general version than we need. Let
X1, . . . ,Xn be (finite) probability spaces. Consider the space X = X1× . . .×Xn with the product
measure µ (so the coordinates are independent) and Hamming distance d (the number of coor-
dinates that differ). In our case X = Bn and µ is the Bernoulli measure with parameter τ . The
blowing-up lemma says, informally speaking, that if a set is not too small, then its neighborhood
has small complement (the size is measured by µ ). It can be reformulated in a more symmetric
way: if two sets are not too small, then the distance between them is rather small. (Then this
symmetric statement is applied to the original set and the complement of its neighborhood.)
Here is the symmetric statement.
Proposition 4 (Blowing-up lemma, symmetric version). Let B,B′ be two subsets of X = X1×
. . .×Xn with the product measure µ . Then
d(B,B′)6
√
(n/2) ln(1/µ(B))+
√
(n/2) ln(1/µ(B′)).
To prove the blowing-up lemma, we use the McDiarmid concentration inequality:
Proposition 5 (McDiarmid’s inequality, [11]). Consider a function f : X1× . . .×Xn → R. As-
sume that changing the i-th coordinate changes the value of f at most by some ci:
| f (x)− f (x′)|6 ci,
if x and x′ coincide everywhere except for the ith coordinate. Then
Pr[ f −E f > z]6 exp
(
− 2z
2
∑ni=1 c
2
i
)
for arbitrary z> 0.
Here the probability and expectation are considered with respect to the product distribution
µ (the same as in the blowing-up lemma, see above). This inequality shows that f cannot be
much larger than its average on a big set. Applying this inequality to − f , we get the same
bound for the points where the function is less than its average by z or more.
For the reader’s convenience, we reproduce the proof of the McDiarmid inequality in Ap-
pendix C.
Now let us show why it implies the blowing-up lemma (in the symmetric version).
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Proof of the blowing-up lemma. Let f (x) = d(x,B) be the distance between x and B, i.e., the
minimal number of coordinates that one has to change in x to get into B. This function satisfies
the bounded differences property with ci = 1, so we can apply the McDiarmid inequality to it.
Let m be the expectation of f . The function f equals zero for arguments in B and therefore is
below its expectation at least by m (everywhere in B), so
µ(B)6 exp
(
−2m
2
n
)
, or m6
√
(n/2) ln(1/µ(B))
On the other hand, the function f is at least d(B,B′) for arguments in B′ , so it exceeds its
expectation at least by d(B,B′)−m (everywhere in B′), therefore the McDiarmid inequality
gives
d(B,B′)−m6
√
(n/2) ln(1/µ(B′)),
and it remains to combine the last two inequalities.
Here is the special case of the blowing-up lemma we need:
Corollary. If µ is a distribution on Bn with independent coordinates, and B⊂ Bn has measure
µ(B)> 1/n, then for d = O(
√
n logn) we have µ(Bd)> 1−1/n.
Indeed, we may apply the blowing-up lemma to B and B′, where B′ is a complement of Bd .
If both B and B′ have measures at least 1/n, we get a contradiction for d > 2
√
(n/2) lnn (the
distance between B and the complement of its neighborhood Bd exceeds d).
Remark 8. In the same way we get a similar result for probabilities 1/nc and 1− 1/nc for
arbitrary constant c (only the constant factor in O(
√
n logn) will be different).
Now we are ready to prove the strong combinatorial version:
Proposition 6. Let α = H(p) and β = H(N(p,τ)). Let A,B ⊂ Bn and for every x ∈ A the
probability of the event “Nτ(x) ∈ B” is at least 1/n. If log#A > αn, then log#B > βn−
O(
√
n log3/2 n).
Proof. As we have seen, the weak combinatorial version (Proposition 3) can be applied to
the neighborhood Bd for d = O(
√
n logn). The size of Bd can be bounded by the size of B
multiplied by the size of a Hamming ball of radius d . The latter is poly(n)2nH(d/n) . Combining
the inequalities, we get
log#B> log#Bd−nH(d/n)−O(logn)> βn−nH(d/n)−O(logn).
For small p we have
H(p) = p log
1
p
+(1− p) log 1
1− p = p log
1
p
+ p+o(p) = O
(
p log
1
p
)
.
We have p= d/n= O(
√
logn/n), so
nH(d/n) = nO(
√
logn/n logn) = O(
√
n log3/2 n),
as promised.
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4 Complexity statement
Now we combine all pieces and prove Theorem 2. It states:
Let α = H(p) for some p 6 1/2. Let τ be an arbitrary number in (0,1). Let
β =H(N(p,τ)). Then for sufficiently large n the following is true: for every string
x of length n with C(x)> αn, we have
Pr[C(Nτ(x))> βn−o(n)]> 1− 1
n
.
Here o(n) is actually O(
√
n log3/2 n).
We already have all the necessary tools for the proof, but some adjustments are needed. We
already know how to convert a combinatorial statement into a complexity one. For that we
consider the set B of all strings in Bn that have complexity less than βn−c√n log3/2 n for some
c (to be chosen later). Then we consider the set A of all x such that Pr[Nτ(x) ∈ B] > 1/n. The
combinatorial statement (strong version, Proposition 6) guarantees that #A 6 2αn . We would
like to conclude that all elements of A have complexity only slightly exceeding αn. (Then we
have to deal with this excess, see below.) For that we need an algorithm that enumerates A.
First, we need to enumerate B, and for that it is enough to know n and the complexity bound
for elements of B. But now (unlike the case of arbitrary change where we need to know only
the maximal number of allowed changes) we need to compute the probability Pr[Nτ(x) ∈ B],
and the value of τ may not be computable, and an infinite amount of information is needed to
specify τ . How can we overcome this difficulty?
Note that it is enough to enumerate some set that contains A but has only slightly larger size.
Consider some rational τ ′ that is close to τ and the set
A′ = {x : Pr[Nτ ′(x) ∈ B]> 1/2n}
The combinatorial statement remains true (as we noted in Remark 8, even 1/nc would be OK,
not only 1/2n), so we may still assume that #A′6 2αn . We want A′⊃A. This will be guaranteed
if the difference between Pr[Nτ(x)∈B] and Pr[Nτ ′(x)∈B] is less than 1/2n. To use the coupling
argument, let us assume that Nτ(x) and Nτ ′(x) are defined on the same space: to decide whether
the noise changes ith bit, we generate a fresh uniformly random real in [0,1] and compare it
with thresholds τ and τ ′. This comparison gives different results if this random real falls into the
gap between τ and τ ′. Using the union bound for all bits, we conclude that Pr[Nτ(x) 6= Nτ ′(x)]
in this setting is bounded by n|τ ′−τ|. Therefore, if the approximation error |τ ′−τ| is less than
1/2n2, we get the desired result, and to specify τ ′ that approximates τ with this precision we
need only O(logn) bits. This gives us the following statement:
for every string x of length n with C(x)> αn+O(logn), we have
Pr[C(Nτ(x))> βn−o(n)]> 1− 1
n
.
The only difference with the statement of Theorem 2 is that we have a stronger requirement
C(x) > αn+O(logn) instead of C(x) > αn. To compensate for this, we need to decrease α a
bit and apply the statement we have proven to α ′ = α −O(logn/n). Then the corresponding
value of β also should be changed, to get a point (α ′,β ′) on the curve (Figure 1) on the left of
the original point (α,β ). Note that the slope of the curve is bounded by 1 (it is the case at the
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right end where the curve reaches (1,1), since the curve is above the diagonal α = β , and the
slope increases with α due to convexity). Therefore, the difference between β and β ′ is also
O(logn/n) and is absorbed by the bigger term O(
√
n log3/2 n).
Theorem 2 is proven.
In the next section we apply our technique to get some related results about infinite bit
sequences and their effective Hausdorff dimension. We finish the part about finite strings with
the following natural question.
Question 1. Fix some x and apply random noise Nτ . The complexity of Nτ(x) becomes a
random variable. What is the distribution of this variable? The blowing-up lemma implies that
it is concentrated around some value. Indeed, if we look at strings below 1%-quantile and above
99%-quantile, the blowing-up lemma guarantees that the Hamming distance between these two
sets is at most O(
√
n), and therefore the thresholds for Kolmogorov complexity differ at most by
O(
√
n logn) (recall that for two strings of length n that differ in i positions, their complexities
differ at most by O(i logn), since it is enough to add information about i positions and each
position can be encoded by logn bits).
So with high probability the complexity of Nτ(x) is concentrated around some value (de-
fined up to O(
√
n logn) precision). For each τ we get some number (expected complexity, with
guaranteed concentration) that depends not only on n and C(x), but on some more specific
properties of x. What are these properties? Among the properties of this type there exists a
Vitanyi–Vereshchagin profile curve for balls, the minimal complexity in the neighborhood as
function of the radius (see [13, section 14.4]); is it somehow related?
As we have mentioned, this question is open also for maximal complexity in d-balls
around x, not only for typical complexity after τ -noise.
5 Infinite sequences and Hausdorff dimension
Let X = x1x2x3 . . . be an infinite bit sequence. The effective Hausdorff dimension of X is defined
as
liminf
n→∞
C(x1 . . .xn)
n
.
A natural question arises: what happens with the Hausdorff dimension of a sequence when each
its bit is independently changed with some probability τ? The following result states that the
dimension increases with probability 1 (assuming the dimension was less than 1, of course),
and the guaranteed increase follows the same curve as for finite sequences.
Theorem 3. Let p,τ ∈ (0,1/2) be some reals, α = H(p) and β = H(N(p,τ)). Let X be an
infinite sequence that has effective Hausdorff dimension at least α . Then the effective Haus-
dorff dimension of the sequence Nτ(X) that is obtained from X by applying random τ -noise
independently to each position, is at least β with probability 1.
Proof. It is enough to show, for every β ′ < β , that the dimension of Nτ(X) is at least β ′ with
probability 1. Consider α ′<α so that the pair (α ′,β ′) lies on the boundary curve. By definition
of the effective Hausdorff dimension, we know that C(x1 . . .xn) > α
′n for all sufficiently large
n. Then Theorem 2 can be applied to α ′ and β ′ . It guarantees that with probability at least
1−1/n the changed string has complexity at least β ′n−o(n). Moreover, as we have said, the
same is true with probability at least 1−1/n2 . This improvement is important for us: the series
∑1/n2 converges, so the Borel–Cantelli lemma says that with probability 1 only finitely many
prefixes have complexity less than β ′n−o(n), therefore the dimension of Nτ(X) is at least β ′
with probability 1.
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In the next result we randomly change bits with probabilities depending on the bit position.
The probability of change in the nth position converges to 0 as n→ ∞. This guarantees that
with probability 1 we get a sequence that is Besicovitch-close to a given one. Recall that the
Besicovitch distance between two bit sequences X = x1x2 . . . and Y = y1y2 . . . is defined as
limsup
n→∞
d(x1 . . .xn,y1 . . .yn)
n
(where d stands for the Hamming distance). So d(X ,Y ) = 0 means that the fraction of different
bits in the n-bit prefixes of two sequences converges to 0 as n→ ∞. The strong law of large
numbers implies that if we start with some sequence X and change ith bit independently with
probability τi with limn τn = 0, we get (with probability 1) the sequence X
′ such that the Besi-
covitch distance between X and X ′ is 0. This allows us to prove the following result using a
probabilistic argument.
Theorem 4. Let X = x1x2 . . . be a bit sequence whose effective Hausdorff dimension is at least
γ for some γ < 1. Let δn be a sequence of positive reals such that limn δn = 0. Then there exists
a sequence X ′ = x′1x
′
2 . . . such that:
• the Besicovitch distance between X and X ′ is 0;
• C(x′1 . . .x′n) is at least n(γ +δn) for all sufficiently large n.
Proof. For this result we use some decreasing sequence τi → 0 and change ith bit with prob-
ability τi . Since τi → 0, with probability 1 the changed sequence is Besicovitch-equivalent
(distance 0) to the original one. It remains to prove that the probability of the last claim (the
lower bound for complexities) is also 1 for the changed sequence, if we choose τi → 0 in a
suitable way.
To use different τi for different i, we have to look again at our arguments. We start with
Proposition 2: the proof (see Appendix B) remains valid if each bit is changed independently
with probability τi > τ depending on the bit’s position (i). Indeed, for every τ
′ > τ the corre-
sponding τ ′-curve is above the τ -curve, so the pairs of entropies (original bit, bit with noise)
are above the τ -curve and we may apply the same convexity argument.
The derivation of the combinatorial statement (first the weak one, then the strong one) also
remains unchanged. The proof of the weak version does not mention the exact nature of the
noise at all; in the strong version we use only that different bits are independent (to apply the
McDiarmid inequality and the blowing-up lemma). The only problem arises when we derive
the complexity version from the combinatorial one. In our argument we need to know τ (or
some approximation for τ ) to enumerate A. If for each bit we have its own value of τ , even one
bit to specify this value is too much for us.
To overcome this difficulty, let us agree that we start with τi = 1/2, then change them to
1/4 at some point, then to 1/8 etc. If for nth bit we use τn = 2
−m , then to specify all the τi
for i 6 n we need to specify O(m logn) bits (each moment of change requires O(logn) bits).
For τ = 2−m we choose a pair (α,β ) on the τ -curve such that α < γ < β . To decide when we
can start using this value of τ , we wait until C(x1 . . .xn) > αn+O(m logn) becomes true and
stays true forever, and also γ +δn < β −O(
√
n log3/2 n) becomes and stays true. Note that m is
fixed when we decide when to start using τ = 2−m , so such an n can be found. In this way we
guarantee that the probability that x′1 . . .x
′
n will have complexity more than (γ +δn) is at least
1−1/n2 (we need a converging series, so we use the bound with n2), and it remains to apply
the Borel–Cantelli lemma.
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Theorem 4 implies that for every X that has effective Hausdorff dimension α there exist a
Besicovitch equivalent X ′ that is α -random (due to the complexity criterion for α -randomness,
see [5]), and we get the result of [5, Theorem 2.5] as a corollary. Moreover, we can get this
result in a stronger version than in [5], since for slow converging sequence δn , for example,
δn = 1/ logn, we get strong α -randomness instead of weak α -randomness used in [5]. (For
the definition of weak and strong α -randomness and for the complexity criteria for them see [3,
Section 13.5].)
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Appendix A: Simpler arguments and weaker bounds
If we are interested only in some increase of entropy and do not insist on the optimal lower
bound, some simpler arguments (that do not involve entropy arguments and just prove the com-
binatorial statement with a weaker bound) are enough. In this section we provide two arguments
of this type; the corresponding regions of parameters are shown in Figure 2 (together with the
optimal bound of Theorem 2).
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Figure 2: Bounds that could be obtained by different techniques
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Using Fourier analysis
We start with a proof (suggested by Fedor Nazarov5) of a weak version of Proposition 6 showing
that for every τ and every β < 1 there exists some α < β such that required bound #A 6 2αn
is valid for every B of size 2βn .
Every real-valued function on the Boolean hypercube Bn , identified with {−1,1}n and con-
sidered as a multiplicative group in this section, can be written in the standard Fourier basis:
f (x) = ∑
S⊂{1,...,n}
f̂SχS(x),
where f̂S are Fourier coefficients, and χS(x) = ∏i∈S xi . Functions χS are characters of the
Boolean cube as a multiplicative group. They form an orthonormal basis in the space of real-
valued functions on Bn with respect to the following inner product:
〈 f ,g〉= 1
2n
∑
x∈Bn
f (x)g(x) = E
x∈Bn
f (x)g(x)
This Fourier representation will be useful for us, since the representation of the convolution
of two functions is the point-wise product of their representations: f̂ ∗gS = f̂S ĝS , where the
convolution is defined as
( f ∗g)(x) = E
t∈Bn
f (xt)g(t−1)
(in fact, in our case t−1 = t ).
For a set B⊂ Bn we are interested in the probability
NBτ (x) = Pr[Nτ(x) ∈ B].
This function is a convolution of the indicator function 1B of the set B (equal to 1 inside the set
and 0 outside) and the distribution of the noise, multiplied by 2n (since we divide by 2n when
computing the expectation):
NBτ = 1B ∗ f ,
where f (x) = 2nPr[Nτ(1) = x]. Here 1 ∈ Bn is the unit of the group, i.e., 1= (1,1, . . . ,1). The
Fourier coefficient f̂S is easy to compute:
f̂S = 〈 f ,χS〉= E
x∈Bn
f (x)χS(x),
and both functions f and χS are products of functions depending on one coordinate:
f (x1, . . . ,xn) = g(x1) · · ·g(xn)
where g(1) = 2(1− τ) and g(−1) = 2τ , and
χS(x1, . . . ,xn) = χ1(x1) · · ·χn(xn),
where χi is constant 1 if i /∈ S, and χi(x) = x for i ∈ S. Due to independence, the expectation
of the product is a product of expectations; they are 1 for i /∈ S and 1−2τ for i ∈ S, so
f̂S = (1−2τ)#S
5see http://mathoverflow.net/questions/247193/union-of-almost-hamming-balls
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In other terms, noise (convolution with f ) decreases the S-th coefficient of the Fourier transform
by multiplying it by (1−2τ)#S . We need to apply noise to the indicator function of B that we
denote by b= 1B , and get a bound for the number of points where b∗ f exceeds 1/n.
Why b∗ f cannot be relatively large (greater than 1/n) on a large set A? We know that
(b∗ f )(x) = ∑
S
(1−2τ)#S b̂SχS(x).
This sum consists of 2n terms (its elements form a vector of length 2n) and can be split into two
parts: for “small” S, where #S< d , and for “large” S, where #S> d . Here d is some threshold
to be chosen later in such a way that the first part (for small S) does not exceed, say 1/2n for
all x. Then the second part should exceed 1/2n everywhere on A, and this makes the L2-norm
of the second part (as a vector of the corresponding coefficients) large, while all coefficients in
the second part are multiplied by small factors not exceeding (1−2τ)d .
How should we choose the threshold d? The coefficient b̂∅ equals µ(B), the uniform mea-
sure of B, and for all other coefficients we have |b̂S|6 µ(B). The size (the number of terms) in
the first part is the number of sets of cardinality less than d , and is bounded by poly(n)2nH(d/n) .
Therefore, if we choose d in such a way that
µ(B)poly(n)2nH(d/n) 6
1
2n
,
we achieve our goal; the first part of the sum never exceeds 1/(2n).
Now the second part: compared to the same part of the sum for b(x), we have all coefficients
multiplied by (1−2τ)d or smaller coefficients, so the L2-norm of this part is bounded:
‖second part‖2 6 (1−2τ)d‖b‖2 = (1−2τ)d
√
µ(B).
On the other hand, if the second part exceeds 1/(2n) inside A, we have the lower bound:
‖second part‖2 >
√
µ(A)/(2n).
In this way we get √
µ(A)/(2n)6 (1−2τ)d
√
µ(B),
or
µ(A) 6 4n2(1−2τ)2dµ(B)
where d is chosen in such a way that
µ(B)6 2−nH(d/n)/poly(n)
For #B= 2βn we have H(d/n)≈ 1−β and
#A6 (1−2τ)2d2βn
We see that the first term gives an exponentially small factor since d is proportional to n:
d/n≈ H−1(1−β )
(here H−1(γ) is the preimage of γ between 0 and 1/2). So we get the required bound for some
α < β as promised.
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Using hypercontractivity
We can get a better bound using two-functions hypercontractivity inequality for uniform bits,
whose proof can be found in [12, chapter 10]:
Proposition 7 (Two-function hypercontractivity inequality). Let f ,g : Bn →R, let r,s> 0, and
assume 06 1−2τ 6√rs6 1. Then
E
x∈Bn
y=Nτ (x)
[ f (x)g(y)]6 ‖ f‖1+r ‖g‖1+s
Here the distribution of x is the uniform distribution in Bn , and y is obtained from x by ap-
plying τ -noise: y= Nτ(x). The same distribution can be obtained in a symmetric way, starting
from y. The notation ‖ · ‖p denotes Lp-norm:
‖u‖p = (E|up|)1/p .
How do we apply this inequality? For an arbitrary set B we consider the set
A= {x : Pr[Nτ(x) ∈ B]> ε}.
Let a,b be the indicator functions of A and B. Then Proposition 7 gives
E[a(x)b(y)] = Pr[x ∈ A,y ∈ B]> Pr[x ∈ A]Pr[y ∈ B|x ∈ A]> µ(A)ε.
Now we write down the hypercontractivity inequality (note that ‖1X‖q = µ(X)1/q):
εµ(A) 6 µ(A)1/(1+r)µ(B)1/(1+s)
logε + logµ(A) 6
logµ(A)
1+ r
+
logµ(B)
1+ s
logµ(A) 6
1+ r
r(1+ s)
logµ(B)− 1+ r
r
logε.
This is true for every r,s with
√
rs> 1−2τ . To get the strongest bound we minimize the right
hand side, so we use (for given r) the minimal possible value of s= (1−2τ)2/r:
logµ(A)6
1+ r
r+(1−2τ)2 logµ(B)−
1+ r
r
logε.
If ε = 1/poly(n), we can set r→ 0 at the appropriate rate (say, r = 1/ logn), so that the last
term is still o(n), and we finally get:
logµ(A) 6
1
(1−2τ)2 logµ(B)+o(n)
log#A6−((1−2τ)−2−1)n+(1−2τ)−2 log#B+o(n)
Appendix B. Entropy statement and its proof
For the reader’s convenience we reproduce here the proof of Proposition 2 (following Wyner
and Ziv [16]). Let us recall what it says.
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Let P be an arbitrary random variable with values in Bn , and let P′ be its noisy
version obtained by applying Nτ independently to each bit in P. Choose p6 1/2 in
such a way that H(P) = nH(p). Then consider q=N(p,τ), the probability to get 1
if we apply Nτ to a variable that equals 1 with probability p. Then H(P
′)> nH(q).
As we have mentioned, we start with the bound for n= 1 and then extend it to all n (“one-
letter characterization”, “tensorization”).
Let us consider a more general setting. Let X and Y be finite sets. Consider some stochastic
transformation T : X → Y : for every x ∈ X we have some distribution T (x) on Y . Then, for ev-
ery random variable P with values in X , we may consider the random variable T (P) with values
in Y . (In other words, we consider a random variable with values in X×Y whose marginal dis-
tribution on X is P and conditional distribution Y |X is T .) For a fixed T (our main example is
adding noise) we are interested in the relation between the entropies of P and T (P) for arbitrary
P. In other words, we consider the set of all pairs (H(P),H(T (P))) for all possible X -valued
random variables P. It is a subset of the rectangle [0, log#X ]× [0, log#Y ]. We denote this set
by S(T ). The following lemma shows that for a product of two independent transformations
T1 : X1 → Y1 and T2 : X2 → Y2 this set can be bounded in terms of the correspoding sets for T1
and T2 .
Lemma 1. Let T1 : X1 → Y1 and T2 : X2 → Y2 be two stochastic transformations, and let T1×
T2 : X1×X2→Y1×Y2 be their product (independent transformation of both coordinates). Then
every point (u,u′) in S(T1×T2) is above a sum of some point in S(T1) and some convex combi-
nation of points in S(T2).
Here “above” means “can be obtained by increasing the second coordinate”, and a convex
combination is a linear combination with non-negative coefficients that have sum 1.
Proof. Consider some random variable (P1,P2) with values in X1×X2 ; the components P1 and
P2 can be dependent. Then
H(P1,P2) = H(P1)+H(P2 |P1).
This is the first coordinate of a pair in question; the second coordinate is the entropy of the
variable (T1×T2)(P1,P2); its components Q1 and Q2 are dependent and have (marginal) distri-
butions T1(P1) and T2(P2). The second coordinate of the pair is then
H(Q1,Q2) = H(Q1)+H(Q2 |Q1).
We may consider all four variables P1,P2,Q1,Q2 as defined on the same space that is a product
of three spaces: the space where (P1,P2) is defined, the space used in the stochastic transforma-
tion of P1 and the space used in the stochastic transformation of P2 . Now we see that the pair
we are interested in is a sum of two pairs:
(H(P1,P2),H(Q1,Q2)) = (H(P1),H(Q1))+(H(P2 |P1),H(Q2 |Q1)).
The first pair (H(P1),H(Q1)) is in S(T1) by definition. The second pair, as we will show, is
above (H(P2 |P1),H(Q2 |P1)). After that we note that, by definition, the conditional entropy
with condition P1 is a convex combination of conditional entropies with conditions P1 = x for
all x ∈ X1 , and all pairs (H(P2 |P1 = x),H(Q2 |P1 = x)) are in S(T2), since for every x the
distribution (Q2 |P1 = x) is obtained by applying T2 to the distribution (P2 |P1 = x).
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0 1/2 1
1
p
H(p)
p′
H(p′)
p
H p 7→ (H(p),H(p′))
p′ = p+ τ −2pτ
p′ divides [p,1/2]
as 2τ : (1−2τ)
Figure 3: Obtaining a point (H(p),H(p′)) on the curve.
It remains to show that
H(Q2 |Q1)> H(Q2 |P1).
This is true because Q1 and Q2 are independent given P1: the difference H(Q2 |Q1)−H(Q2 |P1)
is equal to I(Q2 :P1 |Q1)− I(Q1 :Q2 |P1), and the second term is zero due to the conditional
independence.
This lemma obviously generalizes for the product of several stochastic transformations. For
the noise case in Bn we consider a product of n copies of “one-letter” transformation Nτ that
maps 0 to 1 with probability τ and vice versa.6
Lemma 2. The set S(Nτ) for the one-letter transformation Nτ is a curve in the unit square that
starts at (0,H(τ)) and ends at (1,1). This curve is increasing and convex.
This curve is shown (for six specific values of τ ) in Figure 1.
Proof of Lemma 2. This is an exercise in elementary calculus; still we provide the sketch of a
proof. The curve in question is the image of the mapping
p 7→ (H(p),H(p′)),
where p′ = N(p,τ) = p+ τ − 2pτ , the probability to get 1 if we choose 1 with probability p
and then change the result with probability τ (independently). The point p′ divides the interval
[p,1/2] as 2τ : (1− 2τ). Fix τ , and let p increase with constant speed from 0 to 1/2. Then
p′ also increases with constant speed from τ to 1/2, and the point (H(p),H(p′)) moves from
left to right starting at (0,H(τ)) and finishing at (1,1) (when p = 1/2, we have p′ = 1/2).
Then the point goes back along the same curve, so we consider only p ∈ (0,1/2). To show
that the curve is convex, we need to check that its slope increases from left to right (as p
increases). Both points p and p′ move with constant speeds, so the slope is proportional to the
ratio H′(p′)/H′(p), where H(p) = −p log p− (1− p) log(1− p). To compute the derivative
6We use the same notation Nτ for the one-bit transformation that we used before for applying noise to all bits
of some n-bit string, since the meaning is clear from the context.
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H′(p), we may replace the binary logarithms by natural ones (this does not change the ratio of
derivatives). The derivative of p ln p is ln p+1, so
H′(p) =− ln p−1+ ln(1− p)+1= ln
(
1− p
p
)
.
For computations, it is convenient to shift the origin and let p= 1
2
+u, then
H′
(
1
2
+u
)
= ln
(
1−2u
1+2u
)
.
In this new coordinates p′ corresponds to u′ that is proportional to u, i.e., u′ = cu, where c is
a constant (c= 1−2τ ). We need to show that H′ (1
2
+u′
)
/H′
(
1
2
+u
)
increases as u increases
from −1/2 to 0. Letting u=−v/2, we need to show that
ln
(
1+ cv
1− cv
)
/ ln
(
1+ v
1− v
)
increases as v decreases from 1 to 0. Using the series
ln
(
1+ v
1− v
)
= ln(1+ v)− ln(1− v) = 2(v+ 1
3
v3+ 1
5
v5+ . . .),
we can reformulate our statement as follows: the ratio
c · v+ c3 · 1
3
v3+ c5 · 1
5
v5+ . . .
v+ 1
3
v3+ 1
5
v5+ . . .
decreases as v increases from 0 to 1. This ratio is a center of gravity for points having (decreas-
ing) coordinates c,c3,c5, . . . and masses v, 1
3
v3, 1
5
v5, . . .. When v is small, the first mass (v) is
the most important (others are much smaller); as v increases, the other masses become more
and more important. The sequence of coordinates decreases, so the center of gravity moves to
the left as required. To say it a bit more formally, we note that the ratio of the first mass (v) and
the rest ( 1
3
v3+ 1
5
v5+ . . .) decreases as v increases, so the center of gravity become closer to the
center of gravity for the system without the first mass, and the latter also moves to the right for
similar reasons. To make the formal inductive proof, we need to prove the similar statement for
finitely many masses and then consider the limit.7
Lemma 2 shows that the set of points of the unit square above S(Nτ) is convex. Therefore,
applying Lemma 1 for the noise case, we do not need convex combinations: one point in each
set S(Ti) is enough. Note also that for N copies we have a sum of N points above S(Nτ), and
dividing this sum by N , we get a point in S(Nτ), as required. Proposition 2 is proven.
In other words, for a fixed entropy H(P) the minimal entropy of P′ is achieved for the
Bernulli distribution P = Bp for a suitably chosen p. As we have said, this is the Shannon
information theory version of our main result about increasing complexity by random noise.
7In general, we use the following monotonicity statement: if the coordinates of points are x1 > x2 > .. . > xn
and the masses m1, . . . ,mn are changed in such a way that new masses m
′
i satisfy the inequality m
′
j/m
′
i > m j/mi
for j > i, then the center of gravity moves to the left after the change. This can be easily proven by induction over
n, following the scheme explained above.
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Appendix C: The proof of McDiarmid’s inequality
In this section we reproduce the standard proof of McDiarmid’s inequality for the reader’s
convenience. We start with a technical lemma about the expectation of an exponent of a bounded
random variable.
Proposition 8 (Ho¨effding’s lemma). If any two values of a real random variable U differ at
most by c, then Eexp(U−EU)6 exp(c2/8).
Proof. In this statement we may change U by a constant, so we may assume that 0 6U 6 c.
Then EU is equal to pc for some p ∈ [0,1]. The exponent function is convex, therefore
exp(u)6
c−u
c
·1+ u
c
· ec
for u ∈ [0,c], and
Eexp(U)6
c−Eu
c
+
EU
c
· ec = 1− p+ pec.
We need to show that
Eexp(U−EU) = Eexp(U)/exp(EU)6 (1− p+ pec)/epc 6 exp(c2/8).
Taking logarithms, we need to show that for all t > 0 and p ∈ [0,1] we always have
ϕ(t) := ln(1− p+ pet)− pt 6 t2/8.
Note that we replaced c by t since we plan to consider the left hand side as a function of t (for
fixed p) and compute its derivatives (and c looks more like a notation for a constant). To prove
this inequality for all t > 0, it is enough to show that
ϕ(0) = 0, ϕ ′(0) = 0, and ϕ ′′(t)6 1/4 for all t > 0
(use Taylor’s formula or just integrate twice: the first integration gives ϕ ′(t) 6 t/4 for t > 0).
The equality ϕ(0) = 0 is obvious; for the two other claims we have to compute
ϕ ′(t) =
1
1− p+ pet · pe
t − p, ϕ ′′(t) =− 1
(1− p+ pet)2 (pe
t)2+
1
1− p+ pet · pe
t
We see immediately that ϕ ′(0) = 0; for the second inequality we have to rewrite
ϕ ′′(t) =− 1
(1− p+ pet)2 (pe
t)2+
1
1− p+ pet · pe
t =
=
−(pet)2+(1− p+ pet)pet
(1− p+ pet)2 =
(1− p)pet
(1− p+ pet)2 .
The last expression has the form uv/(u+ v)2 for u= 1− p and v= pet , and therefore does not
exceed 1/4.
This lemma is a key step in the proof of an inequality about martingales, the Azuma–
Ho¨effding inequality. Consider finite probability spaces X1, . . . ,Xn and the product probability
space X1× . . .×Xn (with independent coordinates). Let U0, . . . ,Un be a sequence of random
variables defined on the product space. We assume that Ui(x1, . . . ,xn) depends only on the first
i arguments. In particular, U0 is a constant, and Ui can be written as U(x1, . . . ,xi). Assume
that U0, . . . ,Un is a martingale, i.e., the expected value Exi∈XiUi(x1, . . . ,xi) for fixed values of
x1, . . . ,xi−1 equals Ui−1(x1, . . . ,xi−1) for every x1 ∈ X1, . . . ,xi−1 ∈ Xi−1 .
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Proposition 9 (Azuma-Ho¨effding inequality). Assume that for some constants c1, . . . ,cn and
for all i= 1, . . . ,n the following condition is satisfied: Ui(x1, . . . ,xi) changes at most by ci if we
change xi leaving the other arguments x1, . . . ,xi−1 unchanged. Then the following inequality
holds:
Pr[Un−U0 > z]6 exp
(
− 2z
2
∑ni=1 c
2
i
)
.
Proof of the Azuma-Ho¨effding inequality. For arbitrary positive t we may write the Markov in-
equality for the random variable exp(t(Un−U0)):
Pr[Un−U0 > z] = Pr[exp(t(Un−U0))> exp(tz)]6 exp(−tz)Eexp(t(Un−U0)).
The expectation Eexp(t(Un−U0)) can be rewritten as
E
x1,...,xn
exp(t(Un−U0)) = E
x1,...,xn
(exp(t(Un−1−U0))exp(t(Un−Un−1))) =
= E
x1,...,xn−1
exp(t(Un−1−U0)) E
xn|x1,...,xn−1
exp(t(Un−Un−1)).
For every fixed x1, . . . ,xn−1 we can apply Ho¨effding’s lemma to the internal expectation: it is
bounded by exp(t2c2n/8). The factor exp(t
2c2n/8) is a constant, so we may take out this factor
and continue:
. . .6 exp(t2c2n/8) E
x1,...,xn−1
exp(t(Un−1−U0)).
Then the same procedure is repeated with xn−1, . . . ,x1 :
. . .6 exp(t2c2n/8)exp(t
2c2n−1/8) E
x1,...,xn−2
exp(t(Un−2−U0))6 . . .6 exp
(
t2∑ni=1 c
2
i
8
)
.
We conclude that
Pr[Un−U0 > z]6 exp(−tz)exp
(
t2∑ni=1 c
2
i
8
)
.
This is true for every t > 0, so we chose the value of t that makes the right-hand side (exponent
of a quadratic polynomial) minimal and get the required inequality.
Now we get the McDiarmid inequality (Proposition 5) as an easy consequence of the
Azuma–Ho¨effding inequality.
Proof of the McDiarmid inequality. The McDiarmid inequality deals with a function f on X1×
. . .× Xn that changes at most by ci when ith argument is changed. We apply the Azuma-
Ho¨effding inequality to functions Ui(x1, . . . ,xi) that are expectations of f when x1, . . . ,xi are
fixed:
Ui(x1, . . . ,xi) = E
xi+1,...,xn
[ f (x1, . . . ,xn) | x1, . . . ,xi].
When we fix x1, . . . ,xi−1 and change xi , the expectation that defines Ui changes at most by ci .
Indeed, for every fixed values of xi+1, . . . ,xn the value of f (x1, . . . ,xn) changes at most by ci
when changing xi (due to our assumption about f ). So the same is true for Ui (and Ui−Ui−1
as well), and we may apply the Azuma–Ho¨effding inequality. In this way we get the required
bound.
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