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Abstract
We consider two classical computability notions for functions mapping all computable real
numbers to computable real numbers. It is clear that any function that is computable in the sense
of Markov, i.e., computable with respect to a standard Gödel numbering of the computable real
numbers, is computable in the sense of Banach and Mazur, i.e., it maps any computable sequence of
real numbers to a computable sequence of real numbers. We show that the converse is not true. This
solves a long-standing open problem posed by Kushner.
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1. Introduction
In this paper we are concerned mostly with two classical computability notions for real
number functions, dating back to the early days of computable analysis. Both notions apply
to functions mapping computable real numbers to computable real numbers.
The first of them is due to Banach and Mazur [2,13]. They considered functions that
map computable sequences of real numbers to computable sequences of real numbers.
The second notion is due to Markov [12], who founded the Russian school of con-
structive analysis. For an overview of this constructive direction of mathematics we refer
the reader to Kushner [9]. While this direction of mathematics is based on a constructive,
hence, nonclassical logic, the notions in this field which are relevant for us have natural
computability theoretic counterparts. We shall be concerned only with those. We say that a
function f mapping computable real numbers to computable real numbers is computable
in the sense of Markov if it is effective with respect to a standard Gödel numbering of
the computable real numbers: that means that there is an algorithm which, given a Gödel
number of a computable real number x in the domain of definition of f , computes a Gödel
number of the computable real number f (x). For an exposition of computable analysis
based on this computability notion and on recursion theory see Aberth [1].
It is clear that any function computable in the sense of Markov is Banach–Mazur
computable. Is the converse true? It is easy to see that the answer is no if one considers
partial functions (see Section 6). Is the converse true at least for total functions, i.e.,
for functions defined on all computable real numbers? This question was posed by
Kushner [8,10]. In [10, p. 278] he writes (using the symbol D for the constructive
counterpart of the set of computable real numbers, and “c.f.” for “constructive function”):
“It is evident that every c.f. is computable by Banach–Mazur. As for the
inverse statement it is still an open problem, though an old (and sophisticated)
counterexample of Friedberg for the similar problem in the Baire space suggests
that there are functions that are computable by Banach–Mazur, but not by Markov. It
is easy to see that if a Banach–Mazur computable function is computably continuous
on D than it can be represented as a c.f. Since on the other hand a Banach–
Mazur computable function cannot have a constructive discontinuity, the required
counterexample cannot be a simple one.”
In this paper we construct a counterexample: a Banach–Mazur computable but not
Markov computable function mapping all computable real numbers to computable real
numbers. The proof borrows ideas from a related result by Friedberg [3], mentioned above
by Kushner. We mention again that we work in the framework of classical mathematics,
using the language and the concepts of recursion theory.
The proof also relies on a third computability notion for real number functions, which
may be called effective continuity. This notion applies even to functions mapping arbitrary
real numbers to real numbers. While it is easy to see that any effectively continuous
function maps computable real numbers to computable real numbers and that its restriction
to the computable real numbers is Markov computable, the converse is not true in
general, i.e., there exists a partial, Markov computable function which is not effectively
continuous. But it is an important result by Tseitin [21,22] that the converse is true for total
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Markov computable functions. Hence, a function mapping all computable real numbers to
computable real numbers is Markov computable if, and only if, it is effectively continuous.
We shall use this result in the proof of our main result. In this context it is interesting
that Pour-El and Richards [16, Theorem 6, p. 67] could construct a uniformly continuous
function mapping all real numbers to real numbers which is not effectively continuous but
whose restriction to the computable real numbers is Banach–Mazur computable. We would
like to point out that the restriction of their function to the computable real numbers is in
fact not only Banach–Mazur computable but even Markov computable, hence, effectively
continuous. Thus, their construction illustrates the difference between effective continuity
for total functions on R and on Rc, not the difference between Markov computability
(hence effective continuity) and Banach–Mazur computability for total functions on Rc.
A similar function has been constructed by Aberth [1, Theorem 7.3].
In the following two sections we introduce some basic notation and basic computability
notions from recursion theory. Then we define computable sequences, Banach–Mazur
computable functions, and Markov computable functions for arbitrary numbered sets.
In Section 5 we give precise definitions of computable real numbers and the required
computability notions on computable real numbers. Then we formulate the main result.
In Section 7 we discuss a notion of effective continuity for real number functions and its
relation to the other two computability notions. Note that this section is also important for
the proof of the main result. For completeness’ sake, in the following section we give a self-
contained proof of Tseitin’s result, mentioned above. In Section 9 we discuss Friedberg’s
result [3]. Finally, in Section 10 we prove the main result.
2. Basic notation
By N we denote the set of natural numbers, i.e., nonnegative integers, by Q the set of
rational numbers, and by R the set of real numbers. For two sets X and Y , by f :⊆ X → Y
we denote a possibly partial function whose domain of definition is a subset of X , and
whose range is a subset of Y . We denote the domain of definition of f by dom f and the
range of f by range f . If dom f = X , we call the function f total and may indicate this
by writing f : X → Y instead of f :⊆ X → Y . A sequence x0, x1, x2, . . . over a set X is
nothing but a function x : N → X and will often be denoted by (xn)n or (xi )i , etc. We use
the standard bijection 〈·, ·〉 : N2 → N defined by 〈i, j〉 = (i + j)(i + j + 1)/2+ j , for all
i, j ∈ N. Inductively, we define 〈i1, . . . , ik, ik+1〉 := 〈〈i1, . . . , ik〉, ik+1〉, for k ≥ 2.
3. Computability on the natural numbers
For an integer k ≥ 1, we denote by P(k) the set of all computable—in the sense of
recursion theory; compare Soare [19]—functions f :⊆ Nk → N. Note that a function
f :⊆ Nk → N is computable if, and only if, the function g :⊆ N → N defined
by g(〈x1, . . . , xk〉) := f (x1, . . . , xk) is computable. As usual, a set A ⊆ Nk is called
computably enumerable if, and only if, there is a computable function f :⊆ Nk → N with
dom f = A. It is decidable if, and only if, both it and its complement are computably
enumerable.
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We fix a total standard numbering ϕ of all computable natural number functions,
i.e., a total surjective function ϕ : N → P(1) satisfying the following two conditions:
(1) (universality) the function uϕ :⊆ N2 → N defined by uϕ(i, j) := ϕ(i)( j), for all
i, j ∈ N, is computable; (2) (smn-property) for any computable function f :⊆ N2 → N
there exists a total computable function r : N → N with f (i, j) = ϕ(r(i))( j), for all
i, j ∈ N. Often we write ϕi instead of ϕ(i), and ϕi ( j) instead of ϕ(i)( j). By setting
Wi := domϕi , we obtain a total numbering of the set of all computably enumerable sets of
natural numbers. We shall enumerate the sets Wi in stages, uniformly in i . In order to do
this, note that due to the properties of ϕ, there exists a total computable function h : N → N
with range h = {〈i, x〉 | x ∈ dom(ϕi )}. We write
Wi [n] := {x ∈ N | 〈i, x〉 ∈ {h(0), . . . , h(n − 1)}}.
The set Wi [n] is the finite subset of Wi containing those elements that “have been enumer-
ated into Wi before stage n”. It is clear that the set {(x, i, n) ∈ N3 | x ∈ Wi [n]} is decidable.
4. Computability on numbered sets
Using a suitable numbering, one can transfer computability notions from the natural
numbers to other countable sets. A numbering of a countable set X is a surjective function
ν :⊆ N → X . For example, the identity function idN : N → N is a numbering of N, even
a total numbering.
Definition 1. Let ν be a numbering of a set X , and ν′ be a numbering of a set X ′.
(1) A function f :⊆ X → X ′ is called (ν, ν′)-computable if, and only if, there is a
computable function F :⊆ N → N with f ν(i) = ν′F(i), for all i ∈ dom( f ν).
(2) A sequence (xn)n in X is called ν-computable if, and only if, the function n → xn is
(idN, ν)-computable.
(3) A function f :⊆ X → X ′ is called Banach–Mazur (ν, ν′)-computable if, and only
if, for any ν-computable sequence (xn)n with xn ∈ dom f , for all n, the sequence
( f (xn))n is ν′-computable.
What is the relation between these two computability notions for functions? The
following lemma is straightforward to check.
Lemma 2. Let (X, ν) and (X ′, ν′) be numbered sets. Any (ν, ν′)-computable function
f :⊆ X → X ′ is Banach–Mazur (ν, ν′)-computable.
When is the converse true? It is easy to see that a Banach–Mazur (ν, ν′)-computable
function f :⊆ X → X ′ is (ν, ν′)-computable if dom f ν is computably enumerable; cf.
Hertling [5]. But, in general, the converse is not true. In this paper we shall show that the
converse to Lemma 2 is not true for total functions mapping computable real numbers to
computable real numbers, with respect to a standard numbering of the set of computable
real numbers.
We conclude this section by mentioning that the computability notions introduced in
Definition 1 do not depend on insignificant details in the definitions of the numberings
ν and ν′. Assume that both ν and ν˜ are numberings of a set X , and both ν′ and ν˜′ are
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numberings of a set X ′. The numbering ν is called reducible to ν˜ if there is a computable
function F :⊆ N → N with ν(i) = ν˜(F(i)), for all i ∈ dom ν. If ν is reducible to ν˜, and
ν˜ is reducible to ν, then ν and ν˜ are called equivalent. Assume that ν and ν˜ are equivalent,
and that ν′ and ν˜′ are equivalent. Then, clearly, any sequence in X is ν-computable if, and
only if, it is ν˜-computable, any function f :⊆ X → X ′ is (ν, ν′)-computable if, and only
if, it is (˜ν, ν˜′)-computable, and it is Banach–Mazur (ν, ν′)-computable if, and only if, it is
Banach–Mazur (˜ν, ν˜′)-computable.
5. Computability on the computable real numbers
A real number should be called computable if one can compute rational approximations
to it with any desired precision. This can be made precise for example as follows. We define
a total numbering I of the set of all nonempty open intervals with rational endpoints by
I 〈i, j, k, l,m〉 :=
(
i − j
k + 1 −
l + 1
m + 1 ,
i − j
k + 1 +
l + 1
m + 1
)
.
and a numbering I of all positive length closed intervals with rational endpoints by
I (n) := closure(I (n)). We call a sequence (Jn)n of open intervals a name for a real number
x if it satisfies
x ∈ Jn and length(Jn) ≤ 1
n + 1
for all n ∈ N. A real number x is called computable if there is an I -computable sequence
of intervals which is a name for x . The set of all computable real numbers is denoted by
Rc. It is a countable set. We define a numbering νRc :⊆ N → Rc by
νRc(i) = x ⇐⇒ domϕi = N and
(
I (ϕi (n))
)
n
is a name for x .
A sequence (xn)n of real numbers is called computable if its members xn are
computable real numbers and the sequence (xn)n is νRc -computable. Clearly, this amounts
to demanding that one can compute any member xn of the sequence with any desired
precision, uniformly in n. We call a function f :⊆ Rc → Rc Banach–Mazur computable
if it is Banach–Mazur (νRc , νRc)-computable. We call a function f :⊆ Rc → Rc Markov
computable if it is (νRc , νRc )-computable.
In view of the comment after Lemma 2 it is interesting to note that the domain of
definition of νRc is not computably enumerable. The same is true for any numbering of
Rc that is equivalent to νRc . In fact, by a simple diagonalisation one can show the stronger
statement that there does not exist any computable sequence of real numbers that contains
all computable real numbers; see e.g. Weihrauch [23].
6. Banach–Mazur computable functions versus Markov computable functions
In this section we discuss the relation between Banach–Mazur computable functions
and Markov computable functions on the computable real numbers and formulate the main
result of the paper.
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As we have seen in Lemma 2, any Markov computable function f :⊆ Rc → Rc is
Banach–Mazur computable. Is the converse true? That the answer is no if one considers
partial functions can easily be seen by adapting an argument by Pour-El [15]. Let A ⊆ N
be an immune set, i.e., an infinite set of natural numbers not containing any infinite
computably enumerable subset. Then A may also be considered to be a subset of Rc.
There are uncountably many functions f :⊆ Rc → Rc with dom f = A. All of them are
Banach–Mazur computable because any computable sequence (xn)n of real numbers with
{xn | n ∈ N} ⊆ A can take only finitely many different values, i.e., the set {xn | n ∈ N}
must be finite. But not all such functions can be Markov computable because there are only
countably many Markov computable functions g :⊆ Rc → Rc with dom g = A.
Is the converse at least true if one restricts oneself to functions with a very simple
domain of definition, for example to total functions f : Rc → Rc? This is a long-standing
open question, see Kushner [10, p. 278] resp. the quotation in the introduction. We shall
show that the answer is no.
Theorem 3. There exists a total function f : Rc → Rc which is Banach–Mazur comput-
able but not Markov computable.
The proof will be given in Section 10. In Section 9 we discuss a related result by
Friedberg [3]. In Section 7 we introduce another important computability notion for
functions on real numbers and discuss Theorem 3 in view of this notion. Section 7 is also
important for the proof.
The proof will actually show a bit more. We will see that there is a bounded,
continuous, total, linear spline function F : R → R with finitely many breakpoints
in any compact interval, such that both coordinates of any breakpoint are rational and
such that the restriction f := F |Rc of F to Rc is Banach–Mazur computable but not
Markov computable. Note that a linear spline function which has only finitely many
breakpoints in any compact interval and whose breakpoints have rational coordinates maps
any computable real number to a computable real number. One can even construct a
total, Banach–Mazur computable but not Markov computable function which is uniformly
continuous and vanishes outside the open unit interval (0, 1). Instead of a linear spline
function one can also construct a differentiable function.
Finally, we mention that, for arbitrary k ≥ 1, one can define the set Rkc of computable
vectors of real numbers with k components and a standard numbering of Rkc in the same
way as we have defined Rc and νRc . Theorem 3 is true also for multivariate functions
f : Rkc → Rlc, k, l ≥ 1.
7. Effective continuity
One of the most interesting properties obtained by Mazur [13] about Banach–Mazur
computable functions is that every Banach–Mazur computable function f :⊆ Rc → Rc
whose domain is of the form J ∩ Rc, where J is an arbitrary interval, is continuous.
This can easily be generalized to functions with a computably separable domain and
to the setting of computable metric spaces; see Hertling [5]. A subset D ⊆ Rc is
called computably separable if there is a computably enumerable set A ⊆ dom νRc
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such that νRc(A) is a dense subset of D. For example, the set Rc itself is computably
separable. Markov computable functions with a computably separable domain are not
only continuous but even effectively continuous. Since effective continuity is an important
notion which will also be important in the proof, we define it in detail.
Definition 4. (1) A set P of pairs of nonempty open intervals describes a function
h :⊆ R → R if
(∀(K , L) ∈ P) h[closure(K ) ∩ dom h] ⊆ L , and
(∀x ∈ dom h) (∀ε > 0) (∃(K , L) ∈ P) (x ∈ K & length(L) ≤ ε).
(2) A function f :⊆ R → R is called effectively continuous if there is a computably
enumerable set A ⊆ N such that the set
Pairs(A) := {(I (k), I (l)) | 〈k, l〉 ∈ A}
describes f .
Note that a set P of pairs of open intervals can describe many different functions.
If P describes a function h :⊆ R → R, then it describes also every restriction of
h to a subset of dom h. Of course, every effectively continuous function is continuous.
This computability notion for functions mapping real numbers—arbitrary real numbers,
not necessarily computable ones!—to real numbers goes back to Grzegorczyk [4] and
Lacombe [11]. It is the computability notion treated in the monographs by Pour-El,
Richards [16], Ko [6], and Weihrauch [23].
How is effective continuity connected to the computability notions for functions on
computable real numbers which we have considered so far in this paper? The following
lemma is well known and easy to verify. We omit its proof.
Lemma 5. Any effectively continuous function f :⊆ R → R maps any computable real
number in dom f to a computable real number. The restriction f |Rc of f to the computable
real numbers is a Markov computable function.
The inverse statement is not true in general. There exists even a discontinuous, Markov
computable function f :⊆ Rc → Rc; compare Slisenko [18] or Weihrauch [23, p.
259]. But for functions with sufficiently simple domains the inverse statement is true.
The following theorem is a special case of a result by Tseitin [21,22] which he stated
and proved in the context of computable metric spaces. Part of Tseitin’s result has been
obtained independently by Moschovakis [14].
Theorem 6. Every Markov computable function f :⊆ Rc → Rc with computably
separable domain is effectively continuous.
In order to make the paper self-contained, we give a proof of this result in Section 8.
Lemma 5 and Theorem 6 show that a total function f : Rc → Rc is Markov computable
if, and only if, it is effectively continuous. We shall need this result in the proof of
Theorem 3. Indeed, in the proof we shall construct a total Banach–Mazur computable
function and we will make sure that it is not effectively continuous.
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8. Proof of Theorem 6
For completeness’ sake, in this section we give a self-contained proof of Theorem 6.
We use the following additional notation. For a function f :⊆ X → Y and some x ∈ X ,
we write f (x) ↓ if x ∈ dom f and f (x) ↑ if x /∈ dom f .
Let f :⊆ Rc → Rc be a Markov computable function with computably separable
domain. Let F ∈ P(1) be a computable function with f νRc (i) = νRc(F(i)) for all
i ∈ dom f νRc . Furthermore, let D be a dense subset of dom f such that there is some
computably enumerable set E ⊆ dom νRc with D = νRc (E). We shall construct a
computably enumerable set C ⊆ N such that the set Pairs(C) satisfies the following two
conditions:
(I) (∀x ∈ dom f ) (∀ε > 0) (∃(K , L) ∈ Pairs(C))
(x ∈ K & f (x) ∈ L & length(L) ≤ ε).
(II) (∀(K , L) ∈ Pairs(C)) f [K ∩ D] ⊆ closure(L).
Before we construct C , we show that, given C , one can easily conclude the proof that f is
effectively continuous. Indeed, by a straightforward topological argument one shows that
Conditions (I) and (II) imply the following condition:
(III) (∀(K , L) ∈ Pairs(C)) f [K ∩ dom f ] ⊆ closure(L).
Then the following set
C ′ := {〈i, j〉 | (∃〈k, l〉 ∈ C) (I (i) ⊆ I (k) & I (l) ⊆ I ( j))}
is computably enumerable, and, due to (I) and (III), the set Pairs(C ′) describes f in the
sense of Definition 4.
We come to the construction of C . We use the following version of the recursion
theorem: for any computable function h :⊆ N → N there exists a total computable function
s : N → N with
ϕs〈x1,x2〉(n) = h〈x1, x2, s〈x1, x2〉, n〉
for all x1, x2, n ∈ N; compare any book on recursion theory.
It is clear that the sets
A := {〈i, t〉 | i, t ∈ N
& (∀n ≤ t) (ϕi (n) ↓ & length(I (ϕi (n))) ≤ 1/(n + 1))
& (∀n < t) (I (ϕi (n + 1)) ⊆ I (ϕi (n)))}
and
B := {〈i,m, j〉 | i,m, j ∈ N
& F(i) ↓ & ϕF(i)(m) ↓ & F( j) ↓
& (∃n ∈ N) (ϕF( j )(n) ↓ & I (ϕF( j )(n)) ⊆ I (ϕF(i)(m)))}
are computably enumerable. The set B has the property that for all i,m ∈ N with F(i) ↓
and ϕF(i)(m) ↓ and all j ∈ dom f νRc ,
〈i,m, j〉 ∈ B ⇐⇒ f νRc ( j) ∈ I (ϕF(i)(m)).
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We fix some index b with Wb = B and set B[n] := Wb[n] for all n ∈ N. The function
stepsB :⊆ N → N defined by dom stepsB := B and stepsB(k) := min{n ∈ N | k ∈ B[n]},
for k ∈ B , is computable and counts the steps after which one has verified that a number
is in B , if it is in B . It is also clear that there exists a computable function counterexample
:⊆ N → N with the following properties: 〈i,m, j〉 ∈ dom counterexample if, and only if,
〈i,m, j〉 ∈ B and 〈i, stepsB〈i,m, j〉〉 ∈ A and the interval I (ϕi (stepsB〈i,m, j〉)) contains
some point z ∈ D with
f (z) /∈ I (ϕF(i)(m)),
and in this case, counterexample〈i,m, j〉 is a νRc -index of such a point z. We define a
function h :⊆ N → N by
h〈i,m, j, n〉 :=


ϕi (n) if 〈i,m, j〉 ∈ B[n],
ϕcounterexample〈i,m, j 〉(n) if 〈i,m, j〉 ∈ B[n]
and counterexample〈i,m, j〉 ↓,
↑ otherwise.
This function is computable. By the recursion theorem, there exists some total computable
function s : N → N with
h〈i,m, s〈i,m〉, n〉 = ϕs〈i,m〉(n)
for all i,m, n ∈ N. Using t : N2 → N defined by t (i,m) := 〈i,m, s〈i,m〉〉, we define:
C := {〈ϕi (stepsB(t (i,m))), ϕF(i)(m)〉 | i,m ∈ N
& t (i,m) ∈ B & 〈i, stepsB(t (i,m))〉 ∈ A}.
The verification. The set C is well defined and computably enumerable. We have to show
that C satisfies Conditions (I) and (II).
First, we prove Condition (I). For the proof, we fix some x ∈ dom f and some ε > 0.
We choose some number m with 1/(m + 1) ≤ ε. Since x is computable we can choose
some νRc -index i of x such that additionally
I (ϕi (n + 1)) ⊆ I (ϕi (n)) (1)
for all n ∈ N. First, we claim that t (i,m) ∈ B . Assume that this is not the case. Then, due
to the definition of h and of s, ϕs〈i,m〉(n) = ϕi (n) for all n ∈ N, hence, s〈i,m〉 is a νRc -
index of the computable real number x as well. But, then, due to the definition of B , we
observe t (i,m) = 〈i,m, s〈i,m〉〉 ∈ B in contradiction to our assumption. Thus, we have
shown t (i,m) ∈ B . Because of νRc(i) = x and (1) we also have 〈i, stepsB(t (i,m))〉 ∈ A.
Now, it is clear that the intervals
K := I (ϕi (stepsB(t (i,m))))
and
L := I (ϕF(i)(m))
have the desired properties. This ends the proof of Condition (I).
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Finally, we prove Condition (II). Fix some (K , L) ∈ Pairs(C) and some i,m ∈ N with
t (i,m) ∈ B , 〈i, stepsB(t (i,m))〉 ∈ A, K = I (ϕi (stepsB(t (i,m)))), and L = I (ϕF(i)(m)).
We claim that f (K ∩ D) ⊆ closure(L). For the sake of a contradiction, assume that there
is some point z ∈ K ∩ D with f (z) /∈ closure(L). Then, counterexample(t (i,m)) ↓
and counterexample(t (i,m)) is a νRc -index of such a point z. Then, due to the definition
of A, of h, and of s, the number s〈i,m〉 is a νRc -index of the same point z. But,
f νRc (s〈i,m〉) = f (z) /∈ closure(L) contradicts t (i,m) = 〈i,m, s〈i,m〉〉 ∈ B . This ends
the proof of Condition (II).
9. Friedberg’s result
In this section we discuss a result by Friedberg [3] related to Theorem 3. We consider
only total functions f : R(1) → N where R(1) := { f ∈ P(1) | dom f = N} is the set
of all total, computable natural number functions. For such functions f one can consider
three computability notions in analogy to the notions considered above for functions on
computable real numbers. Such functions f can be:
(1) uniformly partial recursive, as Friedberg [3] calls it. For completeness’ sake we define
this property for total functions from R(1) to N. First, we define a total numbering I˜ of
a class of subsets of R(1) (this class is actually a base of the natural topology on R(1))
by I˜ (0) = R(1) and
I˜ (1 + 〈k, 〈n0, . . . , nk〉〉) := { f ∈ R(1) | f (i) = ni for i ≤ k}.
A total function f : R(1) → N is uniformly partial recursive if there is a computably
enumerable set A ⊆ N with the following two properties:
(a) f [ I˜ (i)] = {k} for all 〈i, k〉 ∈ A.
(b) For every p ∈ R(1) there exists some 〈i, k〉 ∈ A such that p ∈ I˜ (i).
This notion is an analogy to effective continuity.
(2) (ϕ′, idN)-computable, where ϕ′ :⊆ N → R(1) is the partial numbering of R(1) defined
by domϕ′ := ϕ−1(R(1)), and ϕ′(i) := ϕ(i) for all i ∈ ϕ−1(R(1)).
(3) Banach–Mazur (ϕ′, idN)-computable.
It is easy to see that the first property implies the second, and we have seen in Lemma 2 that
the second implies the third. That also the second implies the first—this is the analogous
statement to Theorem 6—was shown by Kreisel, Lacombe, and Shoenfield [7] and by
Tseitin [20–22]. Thus, the first two properties are equivalent. Friedberg [3] showed that
the third property does not imply the first two properties, i.e., that there is a Banach–Mazur
(ϕ′, idN)-computable total function f : R(1) → N which is not uniformly partial recursive
respectively (ϕ′, idN)-computable. This result is an analogy to Theorem 3.
We sketch how Friedberg [3] proceeds. First he defines a numbering of a class of total
functions f : R(1) → N (Rogers [17, Section 15.3] calls them “limit functionals”) that
contains all total Banach–Mazur (ϕ′, idN)-computable functions; compare Rogers [17,
Section 15.3, Theorem XXXIV]. Then he shows that with respect to this numbering the
index set of the set of all total Banach–Mazur (ϕ′, idN)-computable functions is a Π4-
set, while the index set of the set of all total uniformly partial recursive functions is a
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Σ4-complete set (this is the difficult part of the proof). Since a Π4-set and a Σ4-complete
set cannot be identical and since the first set contains the second, the first set must be
strictly larger than the second.
In the proof of Theorem 3 we shall not classify index sets of effectively continuous
functions or of Banach–Mazur computable functions. Instead, we will explicitly construct
a total function f : Rc → Rc which is Banach–Mazur computable but not effectively
continuous, hence, according to Theorem 6, not Markov computable. Nevertheless, our
construction still uses ideas used also in the part of Friedberg’s proof where he shows
that the index set of the total uniformly partial recursive functions is Σ4-complete. We
explain this in more detail. Indeed, for an arbitrary Σ4-set U , Friedberg constructs a total
computable function r : N → N such that, for all u ∈ N, ϕr(u) describes a total function
Θ∗
r(u) : R(1) → N (in fact, a limit functional), and this function is uniformly partial
recursive if, and only if, u ∈ U . In general, he tries to keep Θ∗
r(u) zero whenever possible.
In the case u /∈ U he ensures that the function Θ∗
r(u) described by ϕr(u) is not uniformly
partial recursive as follows: for each uniformly partial recursive function Ψe he constructs
an element fe ∈ R(1) and sets Θ∗r(u)( fe) := Ψe( fe) + 1 if Ψe( fe) is defined. If Ψe( fe) is
not defined,Θ∗
r(u) will be different fromΨe becauseΘ
∗
r(u) is total and thereforeΘ
∗
r(u)( f ) is
defined. We shall use the same strategy in our construction of the function f : Rc → Rc in
order to make sure that it is not effectively continuous; see the following section. Another
idea of Friedberg which we could use in the proof of Theorem 3 appears in the positive
case of Friedberg’s construction. In the case u ∈ U , Friedberg’s function Θ∗
r(u) has to be
uniformly partial recursive. Thus, one needs an algorithm for Θ∗
r(u) as a uniformly partial
recursive function. Friedberg proceeds by making the following distinction: he shows that
one can decide whether the argument f ∈ R(1), for which one wishes to computeΘ∗
r(u)( f ),
belongs to a certain subset of R(1) for which one can simply assume to know the behaviour
of Θ∗
r(u) since this can be described by a finite quantity of information. If the argument
f ∈ R(1) does not belong to this subset, then one can follow the construction of Θ∗
r(u) in
order to obtain the value Θ∗
r(u)( f ). In the proof of Theorem 3 we have to show that the
constructed function f : Rc → Rc is Banach–Mazur computable. Therefore, we have to
show that for any computable sequence (xn)n of real numbers there exists an algorithm
for computing the sequence ( f (xn))n . In this algorithm we make a distinction similar to
Friedberg’s.
Finally, let us mention that it is not difficult to transfer our construction to the case
of functions f : R(1) → N and to construct directly a total Banach–Mazur (ϕ′, idN)-
computable function which is not uniformly partial recursive, hence, not (ϕ′, idN)-
computable.
10. Proof of Theorem 3
In this section we prove Theorem 3.
First, we describe the strategy of the proof. We shall construct a total, continuous, linear
spline function F : R → R with finitely many breakpoints in any compact interval such
that both coordinates of any breakpoint are rational and range(F) ⊆ [0, 2]. In fact, the
function F will be zero everywhere except that for some numbers i ∈ N, the interval
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[i + 14 , i + 34 ] will contain a rational subinterval on which F will have a triangular shape
with value 2 at the top. Clearly, any such function maps all computable real numbers to
computable real numbers. We wish to make sure that the restriction f := F |Rc of F to
the computable real numbers is Banach–Mazur computable but not Markov computable.
Thus, f should satisfy the following two conditions.
• For every Markov computable function g : Rc → Rc we have f = g.
• For every computable sequence (xn)n of real numbers, the sequence ( f (xn))n is also a
computable sequence of real numbers.
The strategy for satisfying the first condition is as follows. For every i we shall define
a computable real number ri such that for every function h :⊆ R → R described by
Pairs(Wi ), we have either ri /∈ dom h or f (ri ) = h(ri ). Since f will be a total function on
Rc, in any case we have f = h. Since every effectively continuous function is described
by Pairs(Wi ) for some i , this ensures that f cannot be effectively continuous. Since
every total, Markov computable function h : Rc → Rc is effectively continuous due to
Theorem 6, f cannot be Markov computable.
The number ri will lie in the interval [i + 14 , i + 34 ]. We shall proceed in stages, and try
to list more and more elements of Wi , hence, of interval pairs in Pairs(Wi ). At the same
time we keep a list of rational intervals which are candidates for containing ri . Only when
by enumerating Wi we have found information which tells us the approximate values that
any function h described by Pairs(Wi ) can take in a possible candidate interval for ri , then
we fix ri and the value F(ri ). In fact, then we define ri to be the midpoint of this candidate
interval and define F to have triangular shape on this rational interval, making sure that
F(ri ) is different from any possible value of h(ri ). Furthermore, we set F(x) := 0 for
all numbers x ∈ [i, i + 1] that lie outside this rational interval. If we never find suitable
information, then F will take the value zero on the whole interval. In order to obtain a
computable real number ri in that case as well, we will make sure that in the list of possible
intervals for ri there is at least one which gets smaller and smaller and, finally, converges
to ri . In that case, none of the functions described by Wi is defined at ri , but f is. Hence,
in any case, f is not described by Wi .
On the other hand, we have to make sure that f satisfies the second condition. Let
(xn)n be a computable sequence of real numbers. The first idea for ensuring that ( f (xn))n
is a computable sequence of real numbers is simply to define f (xn) := 0 for all n. Of
course, this cannot work in general since the sequence (xn)n might for example be a dense
sequence, and then fixing the values f (xn) for all n in one step does not leave us any
freedom to give f perhaps a value different from zero at ri at some later stage. Remember
that any total Banach–Mazur computable function is continuous. Hence, its values at a
dense sequence determine its values everywhere. Therefore, our strategy will be to fix the
value f (xn) only once we have been able to compute the first n + 1 numbers x0, . . . , xn
with some sufficiently high precision, so that we still have the freedom to choose a suitable
point ri sufficiently far away from x0, . . . , xn where we can set f (ri ) to a value different
from zero if necessary. The only possibility for f (xn) to be assigned a nonzero value at
some stage is that we have fixed ri and the value of F at ri and in the interval [i, i + 1]
before we have computed xn with sufficient precision. Then, when it turns out later that xn
lies in the interval [i, i + 1], the value f (xn) is already fixed.
P. Hertling / Annals of Pure and Applied Logic 132 (2005) 227–246 239
We can do this for all computable sequences because, as for effectively continuous
functions, we have a natural partial numbering of all computable sequences of real
numbers. For every computable sequence (xn)n of real numbers, there exists a j ∈ N
such that for every n the sequence (I (ϕ j 〈n, k〉))k of intervals is a name for xn . We say that
j is an index for the sequence (xn)n . While we are constructing F on the interval [i, i + 1]
and enumerating Wi , we also compute more and more values of ϕ j for j < i , in order
to compute more and more elements of the sequences with index j < i with higher and
higher precision.
During the construction of F on [i, i + 1] we take into account only sequences with
index j smaller than i . This is due to the fact that we also have to make sure that the
number ri is computable if the construction of F on [i, i + 1] does not stop. Therefore,
we have to make sure that in the list of the intervals which we keep in mind for ri there
is at least one interval which is “free” infinitely often and becomes smaller and smaller.
Here by “free” we mean that it has empty intersection with the intervals which we have
computed as approximations for those elements of the sequences with index j < i which
we have taken into account so far. In the construction step above where we fixed F on the
interval [i, i + 1] and gave it a triangular shape on some candidate interval for ri , of course
this candidate interval had to be free. When we compute more elements of the sequences
with index j < i , it may happen that a currently free candidate interval for ri is covered
(“blocked”) by intervals for elements of the sequences. If all of the candidate intervals
for ri are blocked, we have to add a new, free one to the list. On the other hand, it can
also happen that some subinterval I of a currently blocked candidate J for ri becomes
free, namely when we manage to compute those elements of the sequences with higher
precision which were responsible for blocking J . In that case, we replace J in the list of
candidates for ri by I . Furthermore, during the construction we also have to take care that
the free candidate intervals for ri become smaller and smaller.
On the other hand, it is not a tragedy that during the construction for [i, i + 1] we
take into account only the sequences with index j < i . This still means that a sequence
(xn)n with index j is taken into account in the constructions for all intervals [i, i + 1] for
i > j . And the behavior of the constructed function F on (−∞, j + 1] can be described
by finite information. On negative real numbers F will be equal to zero anyway. Thus, we
can compute the values of f at the elements xm of a computable sequence (xm)m with
index j by first computing some integer i with xm ∈ (i − 14 , i + 54 ) and then distinguishing
whether i ≤ j or i > j . In the first case we can use the finite information describing F on
(−∞, j + 1], and in the second case we follow the construction of F on [i, i + 1].
This ends the sketch of the proof.
We come to the detailed construction. First of all, we define F(x) := 0 for all x in the
set
{x ∈ R | x ≤ 0} ∪
⋃
i≥0
[
i − 1
4
, i + 1
4
]
.
For each i we define the value of F in the interval (i + 14 , i + 34 ) and a computable real
number ri ∈ [i + 14 , i + 34 ] in stages. For pairwise different i the constructions will be
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independent of each other. One might arrange the stages n for the numbers i in the order
〈i, n〉 = 0, 1, 2, . . .. We fix a number i and describe the construction only for this i .
We start stage 0 with a number l[−1] := 0 , with a closed interval J0[−1] :=
[i + 14 , i + 34 ], and with a set B[−1] := ∅.
Stage n. Let us assume that a number l[n − 1], a list of closed intervals J0[n − 1],
. . . , Jl[n−1][n − 1] of positive length and with rational endpoints, contained in [i + 14 ,
i + 34 ], and a finite union B[n − 1] of open intervals with rational endpoints, contained in
(i + 14 , i + 34 ), are given, that each of the intervals J0[n − 1], . . . , Jl[n−1][n − 1] is either a
subset of closure(B[n−1]) (then we call it blocked) or has empty intersection with B[n−1]
(then we call it free), that at least one of them is free, and that all free intervals have length
at most 1/n. The intervals J0[n − 1], . . . , Jl[n−1][n − 1] are the current candidates for
containing the number ri . The open set B[n − 1] is the area containing those elements of
the computable sequences with index smaller than i which we have taken into account so
far. For the construction we distinguish three cases.
Case I. If Case II has occurred at an earlier stage, then we do nothing.
Otherwise, we proceed as follows. By assumption, at least one of the intervals
J0[n − 1], . . . , Jl[n−1][n − 1] is free, i.e., has empty intersection with B[n − 1]. Let J˜
be the first free interval in this list.
Case II. If the set Pairs(Wi [n]) contains a pair (K , L) of intervals such that J˜ ⊆ K
and length(L) ≤ 1, then we define ri := midpoint( J˜ ), and we define F completely on
(i + 14 , i + 34 ) as follows. We let (K , L) be the first such pair of intervals in Pairs(Wi [n]),
i.e., we compute the smallest 〈k, l〉 ∈ Wi [n] with J˜ ⊆ I (k) and with length(I (l)) ≤ 1, and
we set K := I (k) and L := I (l). If midpoint(L) ≥ 1, then we define F(x) := 0 for all
x ∈ (i + 14 , i + 34 ). If midpoint(L) < 1, then we define a and b by [a, b] = J˜ and
F(x) := 2 · max
{
0, 1 −
∣∣∣∣2x − (a + b)b − a
∣∣∣∣
}
for x ∈ (i + 14 , i + 34 ). That means, in the case midpoint(L) < 1, the function F is
a continuous triangular function taking the value 2 at the midpoint ri of J˜ , the value 0
outside of J˜ , and F is linear in the left half of J˜ and in the right half of J˜ .
Otherwise, we proceed as follows.
Case III (Final Case; no “if-clause” Anymore). For each j < i we define
m( j)[n] := max{m | m ≤ n and
(∀k < m) (∀l ≤ m2) 〈k, l〉 ∈ W j [n] and
(∀k < m) length(I (ϕ j 〈k,m2〉)) ≤ 1/(1 + m2)}.
If m( j)[n] < 3i , then we set B( j)[n] := ∅, otherwise we set
B( j)[n] :=
(
i + 1
4
, i + 3
4
)
∩
⋃
k<m( j )[n]
I
(
ϕ j 〈k, (m( j)[n])2〉
)
,
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for each j < i . The set B( j)[n] is the area blocked by ϕ j at stage n. Note that the Lebesgue
measure of B( j)[n] is zero or at most
m( j)[n]
1 + (m( j)[n])2 <
1
3i
.
The set
B[n] :=
i−1⋃
j=0
B( j)[n]
is the area blocked at stage n. Its Lebesgue measure is smaller than 1/3. It contains the
possible positions of the first members of the computable sequences with indices j < i
which we have been able to compute with some precision already. We wish to define the
value of f to be zero at all these points. Since we might still have to define the value
of f at ri to be different from zero later on, we wish to keep ri out of this area. The
intervals J0[n − 1], . . . , Jl[n−1][n − 1] contain the positions which we have taken into
consideration for ri so far. We update this list, making sure that in the new list again at
least one interval is free, i.e., has empty intersection with the blocked area B[n]. For each
k with 0 ≤ k ≤ l[n − 1] we set
Jk[n] := Jk[n − 1]
if Jk[n − 1] ⊆ closure(B[n]), and otherwise:
Jk[n] :=
[
a,min
{
a + 1
n + 1 , b
}]
where
[a, b] = the left-most subinterval of positive length of Jk[n − 1] \ B[n].
If at least one of the intervals Jk[n − 1] is not contained in closure(B[n]) then we set
l[n] := l[n − 1]. Otherwise, we set l[n] := l[n − 1] + 1 and choose
Jl[n][n] :=
[
a,min
{
a + 1
n + 1 , b
}]
where this time
[a, b] = the left-most subinterval of positive length of
[
i + 1
4
, i + 3
4
]
\B[n].
Remember that the Lebesgue measure of B[n] is at most 1/3, hence smaller than the length
of [i + 14 , i + 34 ].
Thus, the intervals Jk[n] for k ∈ {0, . . . , l[n]} are closed intervals with rational
endpoints and positive length contained in [i+ 14 , i+ 34 ]. Each of them is either contained in
closure(B[n]) or has empty intersection with B[n]. In the first case we call it blocked, and
in the second case we call it free. At least one of these intervals is free. Furthermore, every
free interval has length at most 1/(n + 1). For k ≤ l[n − 1] we have Jk[n − 1] ⊇ Jk[n].
Note also that l[n − 1] ≤ l[n] and m( j)[n − 1] ≤ m( j)[n]. This ends the description of
Stage n in the construction of the function f on the interval (i + 14 , i + 34 ).
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In order to end the construction of F on (i + 14 , i + 34 ) we have to add that we define
F(x) := 0 for all x ∈ (i + 14 , i + 34 ) if Case II never occurs. Thus, in every case, F is
completely defined on (i + 14 , i + 34 ).
We still have to construct the number ri in the case where Case II never occurs. Let us
assume that Case II never occurs. Before we can define ri we need to prove the following
claim.
Claim 7. There is a number k such that for infinitely many n the interval Jk[n] is defined
and free.
In order to verify this claim, we note that each number j < i falls into one of the
following two disjoint classes C1 and C2:
C1 := { j < i | m( j)[n] does not tend to ∞ for n tending to ∞},
C2 := { j < i | m( j)[n] tends to ∞ for n tending to ∞}.
Fix a number N large enough such that
(1) for each j ∈ C1 we have m( j)[n] = m( j)[N] for all n ≥ N , i.e., m( j)[n] does not
grow anymore at stages after N ,
(2) and for each j ∈ C2, one has m( j)[N] ≥ 3i .
Remember that there is an index k ≤ l[N] such that Jk[N] is free. Let k be such an index.
We claim that Jk[n] is defined and free for infinitely many n. Indeed, due to l[N] ≤ l[n]
for all n ≥ N , the interval Jk[n] is defined for all n ≥ N . Due to our choice of N , for
all numbers j ∈ C1 the area B( j)[n] blocked by ϕ j at stage n is the same for all n ≥ N ,
i.e., B( j)[n] = B( j)[N] for all j ∈ C1 and all n ≥ N . Since Jk[N] is free, it has empty
intersection with B[N]. Since Jk[n] ⊆ Jk[N] for n ≥ N , we obtain Jk[n] ∩ B( j)[n] = ∅
for all n ≥ N and j ∈ C1. Hence, if for some n > N , the interval Jk[n] is blocked, i.e.,
contained in closure(B[n]), then it must be contained already in⋃
j∈C2
closure(B( j)[n]).
As long as Jk[n′] for growing n′ ≥ n stays blocked, it does not change by construction.
But for each j ∈ C2 and all n′′ ≥ N the Lebesgue measure of B( j)[n′′] is at most
m( j)[n′′] · 1/(1 + (m( j)[n′′])2) < 1/m( j)[n′′]. Hence, for j ∈ C2 it tends to zero for n′′
tending to infinity. Hence, also the Lebesgue measure of
⋃
j∈C2 closure(B( j)[n′′]) tends to
zero for n′′ tending to infinity. Therefore, Jk[n′] cannot stay blocked forever, for growing
n′ ≥ n. Thus, for every n > N such that Jk[n] is blocked there exists some n′ > n such
that Jk[n′] is free again. This ends the proof of Claim 7.
Due to Claim 7, there must be a smallest k such that Jk[n] is defined and free for
infinitely many n. We fix this k. Then, Jk[n] is defined for all n ≥ n0 where n0 := min{n |
l[n] ≥ k}. Due to the construction, the sequence (Jk[n + n0])n is nonincreasing, i.e.,
Jk[n] ⊇ Jk[n + 1], for all n ≥ n0. Furthermore, for all n ≥ n0 such that Jk[n] is free,
the length of Jk[n] is at most 1/(n + 1). Therefore we can define ri to be the unique real
number contained in Jk[n] for all n ≥ n0. The sequence (Jk[n + n0])n is by construction
an I -computable sequence of closed rational intervals. Thus, knowing k, one can compute
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ri with any desired precision 1/(m + 1): one simply has to execute the algorithm above
until one reaches a stage n ≥ m such that Jk[n] is free. Then one knows that ri ∈ Jk[n]
and length(Jk[n]) ≤ 1/(n + 1) ≤ 1/(m + 1). Hence, ri is a computable real number. This
ends the construction of the computable real number ri ∈ [i + 14 , i + 34 ]. From now on we
will consider i not to be fixed anymore.
We come to the correctness proof. The function F is defined everywhere and satisfies
range(F) ⊆ [0, 2]. It is a linear spline function with finitely many breakpoints in any
compact interval and such that both coordinates of any breakpoint are rational. Hence,
F maps all computable real numbers to computable real numbers. We come to the proof
that the restriction f := F |Rc of F to the computable real numbers has the desired two
properties.
First, we show that f is not a Markov computable function. Since f is total, it is
sufficient to show that f is different from any total, Markov computable function mapping
computable real numbers to computable real numbers. Consider an arbitrary total, Markov
computable function g : Rc → Rc. Then, due to Theorem 6, there must be some i such
that the set Pairs(Wi ) describes g. We claim that in the construction of F on the interval
(i + 14 , i + 34 ), Case II must occur at some stage. For the sake of a contradiction, let us
assume that Case II never occurs during the construction of F on (i + 14 , i + 34 ). Then,
ri would be the limit of the sequence (Jk[n])n where k would be the smallest index such
that Jk[n] is free infinitely often. Furthermore, since Pairs(Wi ) describes g and since g is
defined at ri , there is some (K , L) ∈ Pairs(Wi ) with ri ∈ K and with length(L) ≤ 1.
For sufficiently large n we have (K , L) ∈ Pairs(Wi [n]). Since the closed intervals Jk[n]
contain ri and converge to ri for n tending to infinity, for sufficiently large n we also have
Jk[n] ⊆ K . Finally, due to the definition of k, there are arbitrarily large n such that Jk[n]
is the first free interval in the list J0[n], . . . , Jl[n][n] of intervals. Thus, Case II must occur
at some stage n. Then, there is some pair (K , L) ∈ Pairs(Wi [n]) with length(L) ≤ 1, and
ri is defined to be a rational point in K and
f (ri ) =
{
0 if midpoint(L) ≥ 1,
2 if midpoint(L) < 1.
But, we also have g[closure(K ) ∩ Rc] ⊆ L, hence g(ri ) ∈ L. We obtain f (ri ) = g(ri ).
Thus, f = g.
For the second property of f , we consider an arbitrary computable sequence (xk)k of
real numbers. We have to show that also the sequence ( f (xk))k is a computable sequence
of real numbers. There is some j such that for every k the interval sequence (I (ϕ j 〈k, l〉))l
is a name for xk . We describe how, given k, we can compute the value f (xk) with arbitrary
precision. We can assume that we know for all i ≤ j whether during the execution of
the algorithm for the construction of F on the interval (i + 14 , i + 34 ) Case II ever occurs,
since this is finite information. We start as follows. We compute a closed rational interval K
containing xk with 0 < length(K ) < 1/2. Note that there is some i with K ⊆ (i− 14 , i+ 54 ).
We compute such an i .
If i ≤ j , we make use of our knowledge of whether Case II will occur during the
execution of the algorithm for the construction of F on the interval (i + 14 , i + 34 ). If Case II
never occurs, then we know f (xk) = 0. If Case II occurs at some stage, we execute the
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algorithm until this stage. Then, from the construction, we know the precise shape of F
on the interval (i − 14 , i + 54 ). It is a linear spline function with finitely many rational
breakpoints on this interval. Thus, in this case we can easily compute f (xk) with any
desired precision by computing xk with sufficient precision.
If j < i , we execute the algorithm for the construction of F on the interval (i+ 14 , i+ 34 )
until one of the following happens at some stage n:
(1) Case II occurs. Then, as before, we know the precise shape of F on the interval
(i − 14 , i + 54 ) and can easily compute f (xk) with any desired precision by computing
xk with sufficient precision.
(2) m( j)[n] ≥ 3i and m( j)[n] > k. Then, we can be sure that f (xk) = 0. This is true
for the following reason. For all n′ ≥ n the interval I (ϕ j 〈k, (m( j)[n′])2〉) contains
xk and is a subset of the blocked area B[n′]. Hence, xk ∈ B[n′] for all n′ ≥ n. The
only possibility that f attains a value not equal to zero at some point in the interval
(i − 14 , i + 54 ), is that Case II occurs at some stage n′ > n. But then f has a triangular
shape on some interval disjoint from B[n′] and takes value zero everywhere else in
(i − 14 , i + 54 ), hence, especially on B[n′]. Thus, also in this case f (xk) = 0.
Finally, note that if Case II never occurs, then m( j)[n] tends to infinity for n tending to
infinity. This is due to the fact that (I (ϕ j 〈k, l〉))l is a name for xk , for every k. Thus,
m( j)[n] ≥ 3i and m( j)[n] > k must be true for sufficiently large n.
We have shown how to compute f (xk) with arbitrary precision for any k. Thus, the
sequence ( f (xk))k is a computable sequence of real numbers. This ends the proof of
Theorem 3.
In the rest of this section we show how one can prove the additional claims made
after Theorem 3. The function F we have constructed in the proof is already a total,
continuous linear spline function with range F ⊆ [0, 2] and with F(x) = 0 for all x ≤ 0.
We can obtain a uniformly continuous linear spline function F˜ with otherwise the same
properties by F˜(x) := F(x) · 2−#x$. Remember that by definition F(x) = 0 for all
x ∈ {x ∈ R | x ≤ 0} ∪⋃i≥0[i − 14 , i + 14 ]. It is clear that the restriction F˜ |Rc of F˜ to the
computable real numbers is Banach–Mazur computable but not Markov computable.
By setting F̂(x) := 0 for x ∈ R \ (0, 1) and
F̂(x) := F˜
(
n + 2n+1 · (x − 1 + 2−n)
)
for x ∈ [1 − 2−n, 1 − 2−n−1] and n ∈ N, we obtain a uniformly continuous function
F̂ with range F̂ ⊆ [0, 2] which additionally is zero outside the unit interval. Again, it is
clear that the restriction F̂ |Rc is not Markov computable. It is also clear that the restriction
F̂ |(−∞,1)∩Rc is Banach–Mazur computable. In order to see that F̂ |Rc itself is Banach–
Mazur computable, fix an arbitrary computable sequence (xn)n of real numbers. Then the
sequence (yi )i defined by
y〈n,m〉 := min{xn, 1 − 2−m}
is also a computable sequence of real numbers. Furthermore, yi ∈ (−∞, 1) for all i .
Since it is clear that the function F̂ |(−∞,1)∩Rc is Banach–Mazur computable, the sequence
(zi )i defined by zi := F̂ |(−∞,1)∩Rc(yi ) = F̂(yi ) is computable. We have to show
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that the sequence (F̂(xn))n is computable. Given n and k, one can compute F̂(xn) with
precision 2−k as follows. One computes a rational number r with |xn − r | < 2−k−3. If
r < 1 − 2−k−2 − 2−k−3, then one knows xn < 1 − 2−k−2, hence, F̂(xn) = z〈n,k+2〉, and,
using an algorithm for the sequence (zi )i , one can compute the desired approximation. If
r ≥ 1 − 2−k−2 − 2−k−3, then one knows xn > 1 − 2−k−1 and, hence, F̂(xn) ∈ [0, 2−k].
This ends the proof that F̂ |Rc is Banach–Mazur computable.
Finally, if one had not taken triangular functions in the construction of F but instead
differentiable “pulse” functions, and had defined F˜ by F˜(x) := F(x) · 2−2·#x$, then the
resulting function F̂ would be differentiable (the factor 2−2·#x$ instead of 2−#x$ ensures
that F̂ would be differentiable at 1). It would not be a piecewise linear function anymore,
but otherwise have the same properties.
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