In this paper we show that from the estimate sup t≥0 C(t)−cos(at)I < 1 we can conclude that C(t) equals cos(at)I. Here (C(t)) t≥0 is a cosine family on a Banach space. On Hilbert spaces the assertion even holds when sup t≥0 C(t) − cos(at)I < 2.
Introduction
Let (T (t)) t≥0 denote a strongly continuous semigroup on the Banach space X with infinitesimal generator A. It is well-known that the inequality lim sup
implies that the generator A is a bounded operator, see e.g. [7, Remark 3.1.4] . That the stronger assumption of having r := sup t≥0 T (t) − I < 1,
implies that T (t) = I for all t ≥ 0 seems not to be equally well-known among researchers working in the area of strongly continuous semigroup. The result was proved in the sixties, see e.g. Wallen [8] and Hirschfeld [5] . We refer the reader to [2, Lemma 10] for a more detailed listing of related references. Although these proofs are short, in the last section of this paper we present two more proofs of this result showing that only very little knowledge on strongly continuous semigroups is needed in order to prove this. In this paper we investigate a similar question for cosine families (C(t)) t≥0 . Recently, in [ 
then C(t) = cos(at)I for all t ≥ 0. They used this to conclude that scalar cosine families are isolated points within the space of bounded strongly continuous cosine families acting on a fixed Banach space, equipped with the supremum norm.
We extend the result of [2] in two ways. First for cosine families on Hilbert spaces we give a rather elementary proof showing that the half in (3) can be replaced by two. It is easy to see that this is optimal. For general Banach spaces, we show that the half in (3) may be replaced by one. More precisely, we prove the following. Theorem 1.1. Let (C(t)) t≥0 be a strongly continuous cosine family on the Banach space X and let a ≥ 0.
If the following inequality holds
then C(t) = cos(at)I;
2. If X is a Hilbert space, then the inequality
implies that C(t) = cos(at)I.
Choosing C(t) = cos(bt)I with b = a it is easy to see that the result in the second item is optimal. It is an open question whether the assertion of the first item remains valid when the one in (4) is replaced by two, or if the constant in (4) is optimal.
In the next section we prove the above theorem. As will become clear, the proof of the second item in Theorem 1.1 is elementary once the spectrum of the infinitesimal generator is characterized. The proof of the first item is longer, but only relies on elementary techniques. Thus, is much less involved than the technique used in [2] .
The case a = 0 can be considered similar as in the semigroup case before. Moreover, it is also included in [2, eq. (4.1)], where it is in turn a consequence of the semigroup result.
Cosine families
Let (C(t)) t≥0 be a strongly continuous cosine family on the Banach space X with infinitesimal generator of A with domain D(A). Assume that for some r > 0 sup
If a > 0 we may apply scaling on t. Hence in that situation, we can take without loss of generality a = 1, thus
In the proofs we will often work with this equation. The following lemma is essential in proving Theorem 1.1.
Lemma 2.1. Let (C(t)) t≥0 be a cosine family such that (6) holds for r < 2 and a ≥ 0. Then, the spectrum of its generator A satisfies σ(A) ⊆ −a 2 .
Proof: The case r = 0 is trivial, thus let r > 0. From (6) it follows in particular that the cosine family (C(t)) t≥0 is bounded. Using Lemma 5.4 from [3] we conclude that for every s ∈ C with positive real part s 2 lies in the resolvent set of A, i.e., s 2 ∈ ρ(A). Thus the spectrum of A lies on the non-positive real axis.
To determine the spectrum, we use the following identity, see [6, Lemma 4] . For λ ∈ C, s ∈ R and x ∈ D(A) there holds
By this and the definition of the approximate point spectrum,
Since σ(A) ⊂ R − 0 , the boundary of the spectrum equals the spectrum. Combining this with the fact that the boundary of the spectrum is contained in the approximate point spectrum, we see that σ(A) = σ ap (A). Let −λ 2 ∈ σ(A) for λ ≥ 0. Then, by (8) ,
If λ = a, we can find
This contradicts assumption (7).
Proof of Theorem 1.1.2
Since (C(t)) t≥0 is a bounded cosine family on a Hilbert space, it follows from Fattorini, [4, Theorem 4.1], that (C(t)) t≥0 is similar to a cosine family of self-adjoint operators. Thus there exists a bounded operator S, which is (boundedly) invertible such that
for all t ≥ 0 with C (t) t≥0 a cosine family of self-adjoint operators. Furthermore, the generator of C (t) t≥0 ,Ã is self-adjoint andÃ = S −1 AS.
Since σ(A) ⊆ −a 2 by Lemma 2.1, it follows that also σ(Ã) ⊆ −a 2 . Thus, by spectral theory for self-adjoint operators, σ(Ã) = −a 2 andÃ has to equal −aI. Therefore, A = −a 2 I and C(t) = cos(at)I.
2.2 Proof of Theorem 1.1.1
a = 0
Although this special case is already known and can be found in [2, eq. (4.1)], we give a alternative proof.
Let s > 0 and x ∈ X. We use that s 2 ∈ ρ(A) and that the Laplace transform of C(·)x equals s(
Thus,
a > 0
As mentioned before we may assume that a = 1, and thus we consider equation (7) and assume that r < 1. Hence we know that the norm of the difference e(t) = C(t) − cos(t) is uniformly below one, and we want to show that it equals zero. The idea is to work on the following inequality
with h n (q, t) = e −qt cos(t) 2n+1 , n ∈ N, where q > 0 is an auxiliary variable to be dealt with later. Since (C(t)) t≥0 is bounded, it is well-known (see e.g. [3, Lemma 5.4]) that for s with ℜ(s) > 0, s 2 ∈ ρ(A) and we can define E(s) as the Laplace transform of e(t),
To calculate the left-hand side of (9) we need the following result.
where a 2k+1,2n+1 = 2 −2n 2n+1 n−k .
Proof: This follows since
where we used that
As we want to consider (9), we need the following result.
Proposition 2.3. For h n (q, t) = −2e −qt cos(t) 2n+1 , and q > 0 we have
where a n as in Lemma 2.2, g(q) =
R(λ, A) = (λI − A) −1 , and G(A, q) is such that lim q→0 + q · G(A, q) = 0 in the operator norm.
Proof: By Lemma 2.2, we have that
Let us first consider the term in the sum corresponding to k = 0. By (10),
For the sake of clarity, let R(λ) abbreviate R(λ, A) in the following lines. Since AR(λ) = λR(λ) − I for λ ∈ ρ(A),
Thus, it remains to show that qG(A, q) with
goes to 0 as q → 0 + . By (10),
Thus, since −(2k + 1) 2 ∈ ρ(A) for k = 0 by Lemma 2.1,
for k = 0, hence, lim q→0 + q · G(A, q) = 0. Therefore, the assertion follows.
Lemma 2.4. For any n ∈ N we have that
where a 1,2n+1 is chosen as in Lemma 2.2.
Proof: Because t → | cos(t) n | is π-periodic, a well-known property of the Laplace transform yields
which goes to
by the Fourier series of cos(t) 2n+1 , see Lemma 2.2. By the same lemma we have that for n ≥ 1
which goes to 1 as n → ∞. This implies that
goes to 1 as
Proof (of Theorem 1.1.1): Let r = 1 − 2ε for some ε > 0. By Lemma 2.4 we can choose n ∈ N such that
Let us abbreviate a 1,2n+1 by a 2n+1 . By (9) and Proposition 2.3, we have that
by Proposition 2.3, and q
∞ 0 e −qt | cos(t) 2n+1 |dt → b 2n+1 by Lemma 2.4. Thus, there exists q 0 > 0 (depending only on ε and n) such that
B(A, q) ≤ r 2b 2n+1 a 2n+1 + ε =: δ, ∀q ∈ (0, q 0 ), Since δ < 1 by (11), B(A, q) is invertible for q ∈ (0, q 0 ). Moreover,
we conclude that
As q → 0 + , the right-hand-side goes to 0, whereas the left hand side tends
Remark 2.5. One can replace condition (6) by sup t≥t 0 C(t) − cos(at) = r < 1, (or r < 2 for Hilbert spaces) for any t 0 ≥ 0. One sees easily that in the proofs above, the estimate is only needed for t → ∞.
Elementary proofs, semigroups
As mentioned in the introduction, the following theorem goes back to Wallen, see [8] .
Theorem 3.1. Let Q be a bounded linear operator from X to X, where X is a Banach space. If Q satsifies
then Q = I.
From this result we can easily proof the following result; just take Q = T (t 0 ) with t 0 arbitrary. Theorem 3.2. Let (T (t)) t≥0 be a C 0 -semigroup on the Banach space X which satisfies r := sup
then T (t) = I for all t ≥ 0.
Hirschfeld proved this result for the general setting of normed Banach algebras in [5] . We refer to [2, Lemma 10] for a detailed listing of related references.
In the following subsections we present some elementary proofs for Theorem 3.2, showing that they can be asked as an exercise in a first course on semigroup theory. In the proofs A denotes infinitesimal generator of (T (t)) t≥0 .
Direct proof of Theorem 3.2 -frequency domain
Since the C 0 -semigroup is bounded by (13), (0, ∞) ⊂ ρ(A) and for λ > 0 we have that
where we used (13). Thus
Since r < 1, we know that I + λ(λI − A) −1 − I is boundedly invertible, and the norm of this inverse is less or equal to (1 − r) −1 . Hence
So for all λ > 0 we have that I − λ −1 A ≤ 1 1−r . This can only hold if A = 0.
Direct proof of Theorem -time domain
In general it holds that
For t > 0 let B t denote the bounded operator x → B t x := t 0 T (s)xds. Since for all x ∈ X,
x − T (s)x ds ≤ r x , and r < 1, it follows that t −1 B t is boundedly invertible for all t > 0 and
This concludes the proof because by (15) and the assumption, AB t ≤ 1,
hence, A = 0.
Extensions
The time-domain proof also reflects that if sup t∈[0,t 0 ) T (t) − I < 1 for some t 0 > 0, then the infinitesimal generator of (T (t)) t≥0 is bounded, which is well-known, see e.g. [7, Remark 3.1.4] . The identity operator may be replaced by a non-decreasing exponential.
Corollary 3.3. If (T (t)) t≥0 is a C 0 -semigroup on the Banach space X which satisfies sup t≥0 T (t) − e λt I < 1,
for some ℜ(λ) ≥ 0, then T (t) = e λt I.
It is easy to see that the inequality (18) implies that e −λt T (t) − I < e −Re(λ)t , for all t ≥ 0
Hence for Re(λ) ≥ 0 the previous result gives that T (t) = e λt I. However, for Re(λ) < 0 this does not hold, take λ = −1 and T (t) = e −2λt .
