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Abstract
GENOME-wide Association Studies (GWAS) are increasingly popular in screeningthe genetic architecture of human genome. For a typical GWAS study, half a mil-
lion genetic variants can be genotyped in the form of single nucleotide polymorphisms
(SNPs) for thousands of individuals, enabling the association analyses at the population
level. The genetic profiling using GWAS raises the possibilities of presymptomatic diag-
nosis, preventive interventions and finally, precision medicine.
Consequently, the identification of informative SNPs from GWAS studies becomes a
main concern in bioinformatics research. However, such identification poses significant
statistical and computational challenges due to the high dimensionality of GWAS data.
The curse of dimensionality restricted the power of statistical tests and limited the prac-
ticability of data processing.
Currently, the major focus of GWAS analyses is to identify SNPs that are highly asso-
ciated with the traits using tailored statistical tests. For example, commonly used linear
models can be applied to select independent SNPs with strong marginal effects. A more
complicated scenario is epistatic SNP interactions in which each SNP has little marginal
effect, but jointly have non-negligible synergistic effects. In such a case, association tests
are designed to detect interactions (e.g. SNP-pairs, triplets, etc) rather than individual
SNPs. However, the statistical tests targeting SNP interactions are insufficient by them-
selves. The identified SNP hotspots can be highly associated with the traits, but their roles
in disease prediction remain unknown since they are not necessarily effective predictors
in classifying disease-group (Cases) and healthy-group (Controls) in GWAS. Therefore, it
is also necessary to identify the predictive ones before further analyses.
While it is relatively easy, in theory, to detect SNP features with marginal effects us-
iii
ing linear models, the identification of discriminative epistatic interactions is particularly
hard. For an interacting SNP-pair, genotypes of a single SNP may have little predic-
tive power by themselves unless combined with the genotypes of another SNP to form
a nonlinear interaction pattern for effective Case-Control discrimination. The learning of
interaction features for classification, however, is a great challenge due to the following
two bottlenecks: 1) From computational point of view, exhaustively analysing all bivari-
ate interactions for a GWAS data containing n SNPs requires total n× (n− 1)/2 statistical
tests, usually resulting in an excessive long time of computation which is infeasible for
data processing; 2) The lack of a simple predictive model that stably and effectively learns
various nonlinear interactions for Case-Control classification. Consequently, the efficient
and effective learning of interaction features for Case-Control classification in GWAS is
questioned by research community. In this thesis, we address the challenges by propos-
ing a two-stage analytical framework as the technical contribution.
Firstly, a GPU-based filtering platform is proposed to detect robust interactions via re-
samplings in association studies. Customised statistical tests can be implemented via the
GPU interface and SNP-SNP interactions are analysed in a fast exhaustive manner at each
re-sampling trial. Robust interactions can then be determined by the re-sampling consis-
tency. Original test methods in literature received significant speed-up via the proposed
platform. In addition, more efficient GPU algorithms are proposed to further improve
the efficiency of re-sampling trials for robust interactions detection.
Secondly, a shallow neural network model is proposed, enabling the Case-Control
classification and predictive interactions selection at the same time. The simple method
identifies meaningful features in a reasonable way, thus being interpretable, to some ex-
tend, for human understanding of learned features. It is shown to be able to realise
various combinations of nonlinear discriminative patterns.
Lastly, the two-stage filtering framework combines two proposed methods to effec-
tively learn the robust interaction features for Case-Control classification. In this thesis,
the breast cancer GWAS studies are used for demonstration. The topic mainly focuses on
computing and machine learning aspects, aiming at introducing high performance data
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Genomics-based diagnostic tests are increasingly popular due to the pervasive sequenc-
ing technologies in recent years. Fast genetic tests are applicable at low cost, generating
cumulated genomics data for knowledge discovery. By identifying and understanding
key genetic elements from data, potential drug targets may be located for treatment. As
the starting point, Genome-wide Association Studies (GWAS) are widely used for geno-
typing genetic variants for thousands of individuals, enabling the genetic profiling at
the population level. Effort has been dedicated to mining valuable genetic variants from
GWAS data, trying to discover disease-associated variants. Once they are determined,
related functional genes and other elements may be of interest to further bioinformat-
ics analysis and possible biological interpretation. However, the learning of meaningful
genetic variants from GWAS data is non-trivial.
An important criteria of identifying informative variants is to test their predictive
power in Case-Control classification. Among many factors, one of the major challenges
is raised by epistatic gene-gene interactions, for which no individual gene/variant is an
effective predictor by itself unless they are combined together to form a nonlinear dis-
criminative pattern. The intrinsic nonlinear nature and the diversity of various interac-
tion patterns pose significant methodology and computational challenges, and how to
effectively and efficiently detect robust interaction predictors from GWAS studies is the
the focus of this thesis.
In this chapter, we give related concepts in GWAS; highlight the challenges raised by
1
2 Introduction
the topic; define the research question and scope; and summarise the contributions for
each chapter. We discuss the topic mainly from computing and machine learning point
of view throughout the entire thesis, aiming at providing practical computational tools
for learning robust interaction features.
1.2 Concepts in GWAS
Related concepts and background knowledge in biology and epidemiology are intro-
duced in this section for understanding the research topic.
1.2.1 DNA and Chromosome
The basic genetic element of human being is known as deoxyribonucleic acid (DNA), a
double helix structure in the form of a sequence of nucleotides. Each nucleotide contains
one of four possible bases: adenine (A), thymine (T), cytosine (C) or guanine (G). Within
the double helix, base ‘A’ on one strand is always paired with base ‘T’ on the comple-
mentary strand while ‘C’ is always paired with ‘G’ via hydrogen bonds. This base pair
structure is briefly illustrated in Figure 1.1. Segments of these base pair sequences, such
as genes, are firstly transcribed into ribonucleic acid (RNA) and then translated into pro-
teins which become functional elements in cells. This procedure is called central dogma
[108], showing that the synthesis of proteins is derived from DNA. A long sequence of
DNA base pairs is packed around histones into a compact structure called chromosome. A
human cell contains pairs of chromosomes, with one set given by the father and the other
contributed by the mother. A total of 23 homologous pairs (including 22 autosomes pairs
and two sex chromosomes, either X or Y) uniquely define a person’s genetic makeup.
1.2.2 Allele, Genotype and Phenotype
The genetic codes are huge in volume and complicated in nature. The total number of
DNA base pairs is estimated around 3× 109 in human genome, and the bases differ in
the frequency of 1/1000 between any two individuals [161]. For example, in Figure 1.1,
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Figure 1.1: A human cell inherits two copies of homologous chromosomes from parents.
the ‘G-C’ base pair at the second locus of father’s DNA differs from the ‘A-T’ base pair
of mother’s DNA at the same locus. Therefore, we have two different versions of base
pairs here, which are termed alleles. Usually, one version is more prevalent in the human
population than the other and it is called major allele while the less frequent one is usually
called minor allele. The minor allele frequency (MAF) in human population is frequently
used to determine the type of genetic variant. In this example, assuming that the major
allele is father’s ‘G-C’ and the minor one is mother’s ‘A-T’, and we denote ‘A’ and ‘a’ to
major and minor versions respectively. Consequently, an individual carries one of three
possible allele combinations at a locus either ‘AA’, ’Aa’ or ’aa’, corresponding to dominant
homozygous, heterozygous and recessive homozygous respectively. These allele combinations
are called genotypes. Therefore, the depicted individual in Figure 1.1 possesses a heterozy-
gous genotype at the second locus of genome.
Phenotype, on the other hand, describes observable traits such as the skin and hair
colour. Phenotype is decided jointly by genotype and environment factors [140]. In the
context of this thesis, the phenotype refers to the health status of the individuals either
Case (disease) or Control (healthy).
1.2.3 SNP and GWAS data
Genetic variations broadly exist in human population. Among others, the most abundant
genetic variants are single nucleotide polymorphisms (SNPs). A genetic variant at a locus
4 Introduction
can be considered as a SNP when the MAF is greater than one percent of the human
population at that locus [161].
GWAS assays hundreds of thousands to million-level SNPs for thousands of individ-
uals [85] into Case and Control groups for profiling the genetic architecture. As a result,
a typical GWAS dataset is in high-dimension, containing genotype information for each
individual at each locus. Usually, dominant homozygous (AA), heterozygous (Aa) and
recessive homozygous (aa) are encoded into numerical numbers such as ‘0’, ‘1’ and ‘2’
respectively. An illustration of a GWAS dataset is given in Figure 1.2.
GWAS SNP 1 SNP 2 … SNP N 
Individual 1 1 0 0 2 
Individual 2 0 2 2 1 
… 1 1 2 0 
… 2 0 1 0 
Individual M-1 2 0 1 1 












Figure 1.2: Each row represents an individual, either Case or Control. Each column rep-
resents a SNP and the number denotes dosage of the minor allele. In most cases, GWAS
data are high-dimensional and sparse.
1.2.4 Penetrance
Penetrance is the probability P(D|G) of exhibiting a phenotype, such as a disease (D),
given a particular genotype or genotype combination (G) [22,100]. A fully penetrant model
[75] is derived when an individual carrying a specific genotype (e.g. a recessive homozy-
gous ‘aa’) at a locus will either 100% develop the disease (P(D|G) = 1) or not develop at
all (P(D|G) = 0). For a full penetrant variant, in the context of GWAS data, all individu-
als holding the deleterious genotypes are categorised into the Case group while none of
them can appear in the Control group, indicating that the disease is entirely decided by
genotype [137]. However it is less likely the case for complex diseases [22] since high-
penetrant variants may be prevented by human evolution process [84], and large number
of common low-penetrant variants are hypothesised to be the driven factors behind the
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common diseases [84]. As a result, the penetrance function is often a continuous value
ranging from zero to one in most scenarios.
1.2.5 Heritability
Since the phenotype of disease is less likely driven by high-penetrant variants but more
likely determined by the effects of many low-penetrant variants, then a natural question
arises here is to what extent a phenotype variance can be explained by the genotype vari-
ance. This question falls into the concept of heritability. As a widely-known phenotype
example, the human height is estimated 80 ∼ 90% heritable, but according to the tiny
effects of a set of detected genetic variants, only little more than 5% of heritability can be
explained for this trait, summarised in [84].
Heritability (H2) estimates the proportion of phenotype variance σ2P due to the geno-
type variance σ2G. The formal definition of heritability is divided into two forms, in either














I . Here, σ
2
A is the additive effect (measuring the average effect
of all alleles at a locus), σ2D is the dominance effect (measuring the interactions between
different alleles at a locus) and σ2I is the interaction effect (measuring the interactions be-
tween different loci). As can be seen, the narrow sense heritability h2narrow only considered
the additive effect σ2A in the calculation. Due to the technical difficulties, the calculation
for non-additive effect is often impractical [146].
On the other hand, solely relying on additive effects from current GWAS studies is in-
sufficient for heritability estimation because the true heritability may be underestimated,
which may end up with the missing heritability problem. There are possible explanations
[85, 156], including, but not limited to: 1) the small effects of existing variants and the
complete set of related variants are not known yet; 2) limited capacity in detecting inter-
action effects between loci. It turns out to be only a small proportion of heritability can
be explained for most diseases of interest [48].
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1.2.6 Epistatic Interactions
Epistatic interaction or epistasis was first introduced by Bateson [7], describing the effect
of an allele/variant at one locus of being masked by another locus [23, 99, 141]. As an
example, the coat colour of dog (Labrador retriever) was studied in [120, 131] and sum-
marised by [161], showing that the manifestation of the colour phenotype was jointly de-
cided by a pair of variants. Generally from biological point of view, related biomolecules
at cellular level may physically interact with each other to trigger the epistasis [101], and
an algorithm can help to build the interaction network for a better understanding of the
possible mechanisms for relatively simple organisms like yeast [121].
The formal definitions of epistasis can be found in many forms [23]. From biological
point of view it refers to the Bateson’s version, and we consider interactions when one
biological factor’s qualitative nature is affected by the status of another one [124]. From
the perspective of statistics and quantitative genetics, Fisher [31] defines the epistasis as
the deviation from additive effects at multiple loci via statistical models. First, consider
the following two scenarios:
• Assuming there are two SNPs SNP1 and SNP2 under investigation, and full pene-
trance is used for simple demonstration. We denote ‘A’ and ‘a’ to the wild-type and
mutant-type alleles respective at SNP1, while ‘B’ and ‘b’ are used for SNP2. Imagin-
ing, the disease is defined as fully manifested when there exist at least one mutant-
type copy ‘a‘ at SNP1 and regardless how many copies of ‘b’ at SNP2. Therefore,
P(D) = 1 when SNP1 ∈ {1(Aa), 2(aa)} and SNP2 ∈ {0(BB), 1(Bb), 2(bb)}, and
P(D) = 0 when SNP1 ∈ {0(AA)} and SNP2 ∈ {0(BB), 1(Bb), 2(bb)}. This sce-
nario shows that the disease solely relies on the genotypes of SNP1, and a linear
model suffices to determine the phenotype.
• Assuming the disease manifestation is modified, and it is required that at least one
mutant-copy at both SNPs to develop the disease. In this case, we have P(D) = 1
when SNP1 ∈ {1(Aa), 2(aa)} and SNP2 ∈ {1(Bb), 2(bb)}, and P(D) = 0 when
SNP1 ∈ {0(AA)} and SNP2 ∈ {0(BB), 1(Bb), 2(bb)}, or SNP2 ∈ {0(BB)} and
SNP1 ∈ {0(AA), 1(Aa), 2(aa)}. In this scenario, the disease relies on the presence
of mutant alleles at both SNPs, and zero copy of such allele at either locus leads to
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the penetrance function equals to zero. This represents a typical epistatic interac-
tion effect [23, 86] which can be detected by a nonlinear model.
In more general sense, statistical methods are used for quantifying the interaction
effects. A commonly used one is logistic regression, modelling the binary outcome (the
probability of developing a disease P(D)) of the predictors [22]:
ln(
P(D)
1− P(D) ) = α + β1SNP1 + β2SNP2 + β3SNP1SNP2, (1.2)
where β1 and β2 represent the additive effects of two individual SNPs, and β3 represents
the interaction term. As can be seen that β3 6= 0 reflects the Fisher’s proposal. Con-
sequently, the additive effect-based estimation of narrow sense heritability in equation
1.1 may underestimate the influences of genetic factors, and the understanding to the
interaction effects may be critical for the broad sense heritability estimation.
1.2.7 Nonlinearity in Epistatic Interactions
One of the key characteristics of epistatic interactions is the nonlinearity that broadly
exists in various interaction models, making those interactions particularly difficult to
detect and evaluate.
A number of previously studied interaction patterns are summarised in [75]. Among
many models, a typical XOR problem, which is denoted as M78 model, is a standard type
of nonlinear interaction. Assuming the minor allele frequency q = 0.2929 and the major
allele frequency p = 0.7071, then the recessive genotype frequency is q2 = 0.0858 and the
dominant genotype frequency is p2 = 0.5. According to Hardy-Weinberg equilibrium,
the heterozygous frequency is 2qp = 1 − q2 − p2 = 0.4142. Also assume that the full
penetrance function is used, then the marginal penetrance of M78 model is illustrated in
Table 1.1. The marginal penetrance is calculated as a dot product between the genotype
frequencies and the penetrance values. For example, the marginal penetrance values
for genotype aa and aA are both q2 × 0 + 2qp × 0 + p2 × 1 = 0.5, while the marginal
penetrance for AA is q2 × 1 + 2qp× 1 + p2 × 0 = 0.5. The values for the genotypes of the
other SNP can be derived in the same way. As can be seen, an equal marginal penetrance
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0.5 is shown for all cases, leading to zero main effect.
Table 1.1: This XOR model was previously summarised in [75] as M78 model. The num-
bers in parenthesis are genotype frequencies, and the numbers in cells are penetrance
values. Deleterious and protective genotype combinations are coloured in red and blue
respectively.
bb (q2) bB (2qp) BB (p2) Marginal penetrance
aa(q2) 0.0 0.0 1.0 0.5
aA(2qp) 0.0 0.0 1.0 0.5
AA(p2) 1.0 1.0 0.0 0.5
Marginal penetrance 0.5 0.5 0.5
In the absence of the main effect, the independent SNPs are considered not informa-
tive by themselves. Univariate analysis will discard them as noise features and they are
not effective predictors for a classification algorithm. To provide a nonlinear dataset to
a machine learning model, we can derive, from a data point of view, the following Ta-
ble 1.2 based on Table 1.1, under the assumption of total 10000 samples are allocated to
the compartments of the table. We show how such table can be derived by giving two
examples of genotype combinations aabB and aaBB as follows.
Table 1.2: Sample allocation for each genotype combination in penetrance Table 1.1. As-
suming an equal sample size 5000 is used for both Cases and Controls. The sample size
ratio between Cases and Controls is given in each cell, where red and blue colours repre-
sent deleterious and protective cells.
bb (q2) bB (2qp) BB (p2) Total
aa(q2) 0 : 74 0 : 355 429 : 0 429 : 429
aA(2qp) 0 : 355 0 : 1716 2071 : 0 2071 : 2071
AA(p2) 429 : 0 2071 : 0 0 : 2500 2500 : 2500
Total 429 : 429 2071 : 2071 2500 : 2500 5000 : 5000
For aabB, the sample counts NCases(aabB) = P(D|aabB)× P(aa)× P(bB)× NSamples
= 0× q2× 2qp× 10000 = 0, and the counts NControls(aabB) = (1− P(D|aabB))× P(aa)×
P(bB)× NSamples = (1− 0)× q2 × 2qp× 10000 = 0.0858× 0.4142× 10000 = 355.
For aaBB, the sample counts NCases(aaBB) = P(D|aaBB)× P(aa)× P(BB)× NSamples
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= 1× q2 × p2 × 10000 = 0.0858× 0.5× 10000 = 429, and the counts NControls(aaBB) =
(1− P(D|aaBB))× P(aa)× P(BB)× NSamples = (1− 1)× q2 × p2 × 10000 = 0.
The remaining cells are filled in the same way. As can been seen, if we examine each
genotype independently, then the number of Cases equals to the number of Controls, dis-
abling the classification ability for a linear model in Case-Control classification. However,
if two SNPs are considered jointly, then they become a valid predictor for a nonlinear clas-
sification algorithm (e.g. a nonlinear kernel method classifies a test instance into the Case
group when encountering a red genotype combination, and classifies into the Control
group otherwise). Thus, univariate-based search strategy and linear models are insuffi-
cient, requiring tailored statistical tests for interactions and flexible predictive models to
realise nonlinear interactions. Two-locus models appeared in various shapes[44, 75], and
they are subject to several factors such as the penetrance functions, MAF, heritability, etc.
Higher order interactions and the sparsity of data further complicate the situation.
1.3 Significance of the Research Topic
In recent years, genotype technology raises the possibilities of precision medicine and
preventive interventions via personal genetic testing. The first step of genetic-based pre-
ventions and diagnosis requires an understanding of the underlying genetic variations
[85]. To reveal the genetic architecture for diseases, millions of genetic variants are geno-
typed for thousands of individuals using GWAS. The genetic profiling can then apply to
test multiple loci for disease prediction [57]. For Mendelian diseases, a single inherited
variant is sufficient to trigger the disease. A typical example of such monogenic disorder
is Huntington disease in which the variation in one gene is the major genetic cause. In
comparison, the mechanism for most complex non-Mendelian diseases is quite different.
They are generally determined by ubiquitous gene-gene and gene-environment interac-
tions, and the interactions of multiple loci play a crucial role in the disease aetiology
[13, 32, 44, 49, 57, 92, 141, 146].
One common way of observing the effects of multiple genetic loci is to measure their
capacities in disease prediction. For example, one may interest in learning SNP predictors
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in Case-Control classification. Effort has been dedicated to improve the classification per-
formance. Even a small improvement may benefit the clinical applications for preventive
purpose [48]. However, the gain in prediction is only incremental using low penetrance
variants in GWAS data, and the combinations and epistatic interactions of genetic mark-
ers are non-negligible factors that need to be addressed for disease prediction [57, 100].
The nonlinear nature of epistatic interactions limits the use of popular linear models.
Several nonlinear interaction patterns are illustrated in Chapter 2, and the efficient and
effective learning of discriminative epistatic interactions in Case-Control classification
adds its value to the SNP-based feature selection.
1.4 Challenges
The efficient learning of discriminative epistatic interactions is subject to several chal-
lenges. We summarise three key aspects as follows:
1.4.1 Computational Challenges
One of the main difficulties in epistatic interaction detection is the intrinsic computational
barrier. For a typical GWAS data containing n SNPs and m samples, the computational
complexity of examining all pairs of SNPs is mn(n − 1)/2. Currently, the SNPs can be
genotyped at the level of millions. If one million SNP chip is used, total half a trillion
SNP-pairs are to be tested. As been shown later in the Chapter 3 that it may take weeks,
months even years in a single run for many classical methods. To speed up the data
processing, researchers proposed various statistical tests, usually accompanying with a
highly optimised computer code for each method using a specific hardware configura-
tion. For higher order interactions, such as trivariate interactions, the number of tests
is mn(n− 1)(n− 2)/6 and consequently the exhaustive analysis is considered computa-
tionally prohibitive [106]. Elegant works have been proposed but mainly applicable to
small datasets [36] or rely on large-scale computational infrastructure [58, 59] which is
not always accessible to many researchers as a routine basis.
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1.4.2 Robustness of Signals
A single run through the data using a specific method to select a tiny fraction of top
SNP interactions from trillions of candidates in an association analysis is essentially a
filtering-based feature selection method. From the general perspective of stability in fea-
ture selection, a selection method can be sensitive to the perturbation of training samples
[74, 130], leading to unstable interaction results [153]. The causes of instability problem
are summarised in [46] and the small sample size with high-dimensional input space is
regarded as the most challenging factor. An ad-hoc method may tend to be biased and
overfit to a particular set of training samples, generating unstable results when varia-
tions are introduced into the training data. Such results contain false positives, reduce
the confidence of domain experts and possibly lead to incorrect biological conclusions.
To reduce the false positives, re-sampling techniques such as cross-validations and
bootstrap can be applied using multiple runs to select stable features. The desired results
can be determined by checking whether they consistently appear across multiple sam-
plings [3, 26, 61]. As for epistatic interactions detection, this is even more obvious since
the feature search space is quadratic for binary interactions and cubic for ternary interac-
tions when the sample size is relatively small. In summary, a feature selection method is
ideally incorporated into the re-sampling protocols for selecting reliable results that are
effectively against the sampling variations in training data. But this becomes less prac-
tical for epistasis detection since a single run by itself takes long processing time, many
repeated re-sampling trials lead to unreasonable waiting time for research.
1.4.3 Methodology Challenges
Since there is no gold standard in defining the statistical tests for epistatic interactions,
each existing method in association analysis may be preferable to some specific types of
epistatic models or being restricted to a given order of interactions. In addition, current
methods mainly focus on testing the significance of associations. Highly associated SNPs
with significant P-values may not be effective predictors [56, 65] and may end up with
many false positives [30]. As a result, SNP interactions detected by various association
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tests need to be further investigated in terms of their predictive power in Case-Control
classification. This raises a question: Are different types and orders of interactions can
be further verified by an efficient machine learning method while the noise features are
minimised at the same time? Although robust and model-free methods with sufficient
flexibility are in demand to capture nonlinear interactions [88], the reality is that many
potentially qualified machine learning methods are often black-boxes.
Often we are unsure whether a predictive model is trustworthy and whether the
model works in a reasonable way as expected to identify desired features. For the pro-
posed research topic, it is unknown of what types of interaction patterns are discrim-
inative and which interactions are actually taken by the learning algorithms in model
building. In more broader sense, any classification algorithm should be at least inter-
pretable to some extent and make senses to human’s understanding as a trustworthy
method [77, 80, 112]. Similar effort should also be made toward the proposed research
topic by proposing a more convincing model that correctly identifies the desired interac-
tion features for classification.
1.5 Research Questions
The ultimate objective of proposed research is to provide high performance computa-
tional tools that are affordable to GWAS community to reveal discriminative interac-
tions in Case-Control classification. The learned interactions may be useful clues for
researchers to better understand the biological mechanisms behind. To achieve the objec-
tive, we define the following research questions:
• In literature, various association tests differed dramatically in processing time and
hardware configurations. Many classical methods are slow and rely on limited
computing facilities. How can we provide a unified platform for these methods to
significantly reduce the runtime from the order of weeks/months to the order of
minutes/hours using affordable hardware as a daily routine for research?
• Each association test generates a list of highly associated SNP interactions. Are
these interactions robust under sampling variations and whether a given statistical
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test is stable enough in producing genuine results? How can we make it computa-
tionally affordable to produce reliable features using the re-sampling procedure?
• For the detected robust SNP interactions, are their interaction patterns nonlinear in
nature? Are they all good predictors for Case-Control classifications? If not, which
interactions are useful features? Given the variability of interaction patterns, how
do we build a better predictive model that is flexible, interpretable, stable and com-
putationally efficient at the same time in realising these discriminative interaction
features for effective disease prediction? Popular methods are introduced and com-
pared in Chapter 2.
1.6 Overview of Proposed Filtering Framework
To answer these questions, we proposed a two-stage filtering framework consists of two
major techniques for learning epistatic interaction features in Case-Control classification.
The strategy is to first dramatically cut-down the runtime of an exhaustive search such
that multiple re-sampling runs of exhaustive analyses become practical. With sufficient
number of re-sampling trials, a list of robust SNP-SNP interactions can be determined
based on their frequencies (or re-sampling consistency) across many trials. The selected
robust ones are further verified in terms of their prediction capacity. Thus, it is necessary
to perform a secondary filtering on top of the robust interactions to select only valid pre-
dictors for a Case-Control classification. In the end, the robust predictors are retained for
a further interpretation. To learn such features, high performance computational meth-
ods are required by the framework to address the technical challenges.
In the first stage filtering, a universal GPU interface is proposed allowing multiple
statistical tests to exhaustively analyse all SNP-pairs at each re-sampling trial in a very
fast manner. Finally a set of robust SNP-pairs that consistently appear across different re-
sampling trials can be determined for each test method. The overall computational cost
of performing re-sampling trials is generally affordable by utilising very limited number
of GPU accelerators. The produced list of robust SNP-interactions are subsequently anal-
ysed for selecting only predictive ones. In short, the first stage filtering served as a high
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Figure 1.3: Stage 1: Exhaustive bivariate search is performed at each trial of re-samplings.
The robust SNP-SNP interactions that commonly appear across different re-sampling
trials are selected. Total 5 SNPs (ABDEF) in 4 interations are survived. Stage 2: The
proposed shallow neural-net method scores the remaining features. Depending on the
score threshold being used, remaining SNPs are separated into two groups. The per-
formance validation for each group is performed on the test data. It turns out to be
Prediction(A, D, E) ' Prediction(A, B, D, E, F), indicating that ‘A-D’ and ‘D-E’ are dis-
criminative interactions. On the other hand, Prediction(B, F) ' 0.5 in Case-Control clas-
sification implies that the two SNPs are noise features.
performance feature selection method for robust interactions detection.
In the second stage filtering, a shallow neural network algorithm is proposed to fur-
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ther examine the robust interactions; realise the discriminative nonlinear patterns within;
and try to identify informative features for Case-Control classification. The signal-noise
separation is effectively handled by a light-weight signal extraction procedure. The pre-
dictive model itself is computationally simple, model-free and being human understand-
able to some extent, and shown to be able to perform quality classifications and identify
meaningful features for GWAS data. The proposed model is kept shallow for its architec-
ture to avoid expensive costs of computation incurred by a necessary but time-consuming
experiment protocol such as cross-validation. The high-level overview of the framework
is depicted in Figure 1.3, applicable to different Case-Control GWAS studies.
In summary, the robustnesses and the predictive power of selected interaction fea-
tures need to be both satisfied before these interactions are considered as valid signals or
useful reference knowledge. Novel methods are in demand to address the large search
space and the complexity of nonlinear patterns at the same time, and the proposed filter-
ing framework responds to such requirements.
1.7 Thesis Structure and Contributions
The rest of this thesis is organised as follows:
1.7.1 Chapter 2 - Literature Review
In this chapter, classical methods that are used for epistatic interactions detection are
discussed first. Based on the nature of these methods, they are categorised into two
groups: association tests and machine learning family. We describe their principles, make
comparisons between methods and highlight their strengths and weaknesses.
Secondly, apart from the methodology discussions, we also describe the nonlinear
nature of epistatic interactions. Several nonlinear interaction patterns are illustrated to
demonstrate the complexity of the task. Thirdly, the importance of the re-sampling-based
stable feature selection is emphasised in this chapter. Lastly, several metrics used to as-
sess the prediction performance of Case-Control classification are briefly introduced.
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1.7.2 Chapter 3 - High Performance Learning of Robust Interactions
In this chapter, we introduce a GPU-based computing approach for learning robust SNP-
SNP interactions in GWAS data. The proposed method allows customised association
tests to run in a ultra-fast manner via a unified GPU interface. Significant runtime im-
provements are observed for the exhaustive search, making the re-sampling-based pro-
tocol feasible for selection of stable interactions.
This chapter emphasises on the selection of robust interactions using GPU accelerator.
Many statistical tests varied dramatically in processing time in their original implemen-
tations, which are subject to the software implementations and optimisations, specific
hardware availability, computing paradigms and the nature of the methods. Some clas-
sical methods require several weeks of time to run through a medium-sized GWAS data,
leading to unreasonable waiting time. If re-sampling routines are performed directly in
such a way, then the search for stable features becomes unrealistic. In this chapter, we
show that the GPU-based method is fast enough such that the exhaustive search-based
re-sampling trials are computationally affordable. Additionally, we address several bot-
tlenecks, such as data loading and redundant calculations in the re-sampling procedure,
and propose improved algorithms to further increase the computational efficiency.
In the experiment, five popular filters are implemented by the GPU platform and the
runtime improvement for each method is demonstrated using a large GWAS simulation
dataset, while the detected robust interactions from a large number of re-sampling trials
are shown for three real world GWAS studies. In summary, this chapter provides high
performance technical foundation for learning robust SNP-interactions, discussed mainly
from a computational point of view.
1.7.3 Chapter 4 - Learning Discriminative Signals by Shallow Model
In this chapter, we introduce a shallow neural network model for learning discrimina-
tive SNP interactions. The proposed method performs effective binary classification and
complex feature learning at the same time. The model contains an input layer and an
hidden layer (also served as the output layer) only. During the training, the model aims
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at learning a set of weights that guide the mapping from the input to the hidden layer to
form two distinct clusters for the two classes respectively. An unknown instance can be
subsequently mapped to either cluster to determine the classification. After the model
training, the features can be scored for their relative contributions to the classification by
interpreting the learned weights.
The scored features are turn out to be capturing high-level class-specific information.
By illustrating with computer vision applications, the features are intuitively human un-
derstandable and consequently agree with the human’s cognition to the meaningful fea-
tures. To actually separate the informative features from the noise, a simple signal ex-
traction procedure can be applied. We demonstrate with simulated datasets of nonlinear
interactions that various types of nonlinear combinations can be realised by the model,
and distinguished from the noise features by the extraction procedure.
The theory and algorithms are first introduced in this chapter, followed by a number
of nonlinear studies showing its nonlinear approximation ability. The proposed model
is then benchmarked against a classical machine learning algorithm and proven to be a
competitive classification method. With sufficiently well performance of classification,
the model’s feature selection ability, on the other hand, deserves a further investigation.
The convincing representations of learned features, shown in this chapter, increase the
confidence for the derived model. Moreover, due to the simplicity of the method, it is
easily incorporated in to an expensive experiment protocol, such as cross-validation, to
give a relatively reliable estimation of performancce. In summary, this chapter provides
a high performance shallow model for learning high-level complex features, discussed
mainly from the discriminative feature selection point of view.
1.7.4 Chapter 5 - Learning Epistatic Interaction Features in GWAS
In this chapter, we demonstrate the two-stage filtering framework for systematically
learning the epistatic interaction features for Case-Control discrimination. We show in
this chapter that it is indeed insufficient to solely rely on association tests for detecting
such interactions. Even if the SNP interactions detected by these tests in the re-sampling
trials are proven to be robust, their predictive power can not be guaranteed, and a non-
18 Introduction
negligible amount of false positives exist in the list of robust interactions. It is also shown
that different association tests favour signals from certain chromosomes in a GWAS pop-
ulation cohort, and hence all detected SNP interactions by different methods need to be
further verified for their predictive power.
We first give an overview of the problem definition and then summarise a series of
associated technical challenges. Different factors that are crucial to the overall perfor-
mance of the framework are discussed. After that, the framework utilising two pro-
posed techniques is introduced in detail. For the experiment, a multi-cohort breast cancer
GWAS study is used to comprehensively test the learning capacity of the framework. To
highlight the discoveries, we give prediction results for the discriminative SNP features.
Apart from that, we illustrate some interaction patterns that maximise the performance
discrepancy between the signals and the noise on the test cohort. The visualisation of
learned discriminative interaction patterns may help to understand the nature of epistatic
interactions and identify possible high-risk genotype combinations for evaluation.
1.7.5 Chapter 6 - Conclusion and Future Work
This chapter recapitulates the project and provides the conclusions reached from the anal-
yses. The future development of the methods are suggested in the end.
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I N this chapter, we give details of classical association tests and machine learning methods that arepopular for learning epistatic interactions. All methods are covered with theoretical foundations
to describe their principle and compared in terms of their characteristics, strengths and weaknesses.
Additionally, the nonlinear interaction models with representative examples are shown to facilitate an
understanding of the complexity of the proposed research topic. Finally, evaluation metrics used to
assess a model’s prediction performance throughout the experiments of the thesis are introduced.
2.1 Overview
Epistasis detection has been a major research focus of population genetics research. A
large number of statistical tests have been proposed with the main aim of associating
the genotypes with the phenotypes. These methods can take different strategies such as
pre-filtering search, exhaustive search, heuristic search, etc. We introduce some popular
methods in detail. In addition to association-based tests, machine learning methods focus
on building predictive models from GWAS data. Some of them are suitable for epistasis
detection but with intrinsic limitations, such as model stability issue, others mainly focus
on predictions but without a clear understanding of what kind of interactions are used
in model-training. Different aspects of these methods are discussed in this chapter. We
review and compare them according to different criteria.
In addition, the choice of a suitable predictive model depends on the nonlinear nature
of epistatic interactions. For pairwise interactions, various interaction models are covered
by pioneer investigations. We illustrate a fraction of nonlinear models to demonstrate the
variability and complexity faced by a predictive model. After that, we discuss the stabil-
ity issue for robust signal detection, review several re-sampling techniques and highlight
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its important role in feature selection. Finally, we introduce several evaluation metrics
used for measuring the classification performance.
2.2 Strategies for Epistatic Interaction Detection
In this section, both association test-based methods and machine learning models are
introduced and compared in detail.
2.2.1 Pre-filtering Strategy
Since the search space of bivariate interactions is quadratic, many existing methods adopt
a pre-filtering strategy, in which all SNPs are tested individually, and based on a spe-
cific threshold, only a fraction of SNPs that pass the threshold are fed into a second
stage test for interaction detection. This strategy is widely used due to its simplicity
and computational efficiency (computation complexity is generally O(n) for n SNPs in
the pre-filtering stage), and does not require access to special hardwares and computing
facilities. It greatly reduces the search space from the original input dimension to a man-
ageable small set of features on which an exhaustive search of bivariate interactions can
be applied. This strategy is based on the assumption of marginal effects in each locus of
a SNP-pair [12, 86], making them detectable by the pre-filtering stage.
The success of this method generally relies on a threshold applied to the pre-filtering
stage. As the threshold becomes more stringent, a smaller set of SNPs are retained for
the second stage test, at the risk of losing interactions with small marginal effects. If
the threshold is set in the other way round, then more exhaustive tests are required at
the cost of increased computation burden in the second stage screening. The trade-off
between the detection power and search space is a challenging issue [144]. When in-
teraction models are nonlinear with little main effects, the pre-filtering strategy has little
power to detect such genuine interactions. This has proven to be the case for colon cancer
study in which important interactions were missed [160]. Consequently, exhaustive bi-
variate search is preferable to two-stage filtering [29]. However, it does not automatically
imply that an exhaustive search-based association test can definitely capture nonlinear
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interactions with little main effects since some exhaustive methods may simply consider
the associations between the genotypes and the phenotypes regardless of considering
whether such associations are driven by main effects or epistatic interaction effects [94].
2.2.2 Exhaustive Search
From previous discussions, we know that interactions with zero main effects are going to
be missed by a univariate-based analysis, and hence the exhaustive search is inevitable.
Given this search strategy, different association tests can be proposed in theory to capture
pure interaction effects. However, due to the huge search space, the test method itself
should be restricted by a set of finite light-weight operations to measure such effects for
every possible interaction in actual computation.
In this research field, a significant effort has been made to devise new methods for
learning epistatic interaction effects. We introduce several popular ones that adopted the
exhaustive search strategy in this section.
Pearson’s Chi-squared Test
The Chi-squared test χ2 [73, 161] is a frequently used goodness-of-fit test, and usually
used in the exhaustive search [158]. The test checks whether the genotype combinations
of the two SNPs are independent from the phenotype (Case and Control) under the null
hypothesis that no significant associations can be observed. If the genotypes are indepen-
dent from the phenotype, then the ratio of cases to controls of a given compartment in a
3× 3 contingency table (Table 2.1) should be equal to the ratio of total cases to total con-
trols. Given the total number of samples for a genotype combination and the case-control
ratio, χ2 test can measure, for that combination, a deviation of an observed genotype fre-
quency from the expected frequency for each of the Case and Control groups.
The χ2 statistic that is used for testing the association between a SNP-pair and the















Table 2.1: A 3× 3 contingency table shows frequencies of 9 possible genotype combina-
tions. Here, n represents the sample counts and the superscript c ∈ {1,0} represents the
class, either Case or Control.
Genotype j = 0 j = 1 j = 2 Total



































The statistic is asymptotically a χ2 distribution. To reject the null hypothesis, a large
value is required but the strength of the association requires additional measurements to
tell [91, 161]. In theory, χ2 test is easily extensible to any higher order interactions as the
dimensionality of contingency table increases. For example, the following equation can
























In reality, the test starts losing its power as the order of interactions increases since
the limited number of samples are distributed to the growing number of compartments
in the contingency table, triggering the curse of dimensionality problem. As a rule of
thumb, all numbers in the compartments are expected to be greater than 5 for a reliable
inference [90]. Nevertheless, it is widely used in numerous studies as a primary statistic
to examine pairwise interactions [19, 159, 160]. However, the χ2 test had been considered
not explicitly taking interactions into account and possibly leading to pairwise interac-
tions dominated by strong main effects [8].
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Odds Ratio
The term odds is commonly defined as the ratio of the probability of an event occurring
P(E) to the probability of not occurring P(E): Odds = P(E)/P(E). The odds ratio (OR)
measures the association between two events E1 and E2 by comparing the odds of E1 in





The OR > 1 and OR < 1 represent a positive and negative association respectively while
OR = 1 indicates that E1 and E2 are independent from each other.
It is frequently used to measure whether a medical outcome is associated with an ex-
posure (or treatment). In the context of Case-Control GWAS, the interest is to see whether
the trait of interest is associated with a particular allele, genotype or genotype combina-
tion. Such connection is usually represented by a 2× 2 table (Table 2.2).
Table 2.2: A 2 × 2 table. The frequencies in the presence and absence of a particular














Total n1∗∗ n0∗∗ n∗∗∗
For a pair of SNPs with total 9 possible genotype combinations, we consider a partic-
ular genotype combination gij. The odds, given that combination, is Odds(gij) = n1ij/n
0
ij,














). This genotype combination can be regarded as
a deleterious factor for OR > 1 or considered as a protective factor for OR < 1. The
conclusion of no association with the phenotype can be made when OR = 1.
Its confidence interval (CI) can be simply derived by [1,103]. Firstly, when the sample
size is not large enough the sampling distribution of OR statistic is easily skewed but the
log(OR) asymptotically follows the normal distribution: log(ÔR) ∼ N(log(OR), σ2log(OR)).
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Given the significance level at α = 0.05, one can construct a 100(1− α)% = 95% CI as
follows:
95%CIlog(ÔR) = log(ÔR)± zα/2 SElog(ÔR), (2.4)
where the critical value z depends on the adopted confidence level. For a 95% confidence
level, the corresponding z = 1.96 in this case. Once the CIlog(ÔR) is determined, the
CIÔR can be simply calculated by taking an exponential of the lower and upper bound
respectively and end up with the following interval:
95%CIÔR = [e
log(ÔR)−zα/2 SElog(ÔR) , elog(ÔR)+zα/2 SElog(ÔR) ]. (2.5)
Additionally, the null hypothesis of H0 : ÔR = 1 for no association equals to H0 :
log(ÔR) = 0. A Z-statistic which follows a normal distribution is then given by Z =
(log(ÔR) − 0)/SElog(ÔR) to derive the significance value for hypothesis test. This idea
was applied in an elegant work describing a genome-wide SNP-SNP interaction scan
called SHEsisEpi [54]. It exhaustively scans all pairs of SNPs to detect risk epistasis [5].
For each SNP-pair the algorithm calculates an OR for each of the 9 possible genotype
combinations and check whether any one of them significantly deviates from 1. The P-
value of the best genotype combination is obtained from the Z-statistic. The work comes
with a GPU implementation, making it practical for genome-wide scanning. Lastly, when
higher order interactions are considered, more genotype combinations appeared as the
increased dimension of contingency table. For any combination, a 2× 2 table can be cre-
ated for constructing an OR statistic, and SHEsisEpi is extensible to higher order interac-
tions in theory. Another OR-based method is called FastEpistasis, part of the PLINK soft-
ware package [109, 110]. This work uses the following equation to measure the strength
of the interaction between two SNPs:
Z = (log(OR1)− log(OR0))/
√
(SE1)2 + (SE0)2, (2.6)
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where the ORc for c ∈ {1,0} and standard error are estimated as















































Due to the popularity of FastEpistasis, it is used in later chapters for learning robust
SNP-SNP interactions.
Pearson’s Correlation Coefficient
Pearson’s correlation coefficient is another popular statistic measuring the strength of
association between two variables. In the context of epistatic interactions detection, it





where cov is the covariance of the two variables
cov(SNPA, SNPB) = E[(SNPA − E(SNPA))(SNPB − E(SNPB))],
and σSNP is the standard deviation of that SNP. Its value ranges between -1 and 1, where
-1 and 1 indicate the negative and positive correlations respectively, and 0 represents the
independence between two variables.
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A representative work called EPIBLASTER [62] adopted this statistic in the exhaustive
filtering stage. A difference in Pearson’s correlation coefficients (DPCC) between the two
categories (Case and Control) is calculated for all possible interactions:


















x=1(gcs(x)− gcs)2/(nc∗∗ − 1) and gcs(x) represents a genotype g ∈ {0,1,2}
of a SNP s ∈ {A, B} for an instance x, belonging to a class c ∈ {1,0}. The correlation













B − gcA(x)gcB − gcB(x)gcA)





















































As can be seen from equation 2.13, all components can be represented by contingency
table counts. The statistic is used in the first-stage filtering of EPIBLASTER to rank all
SNP-pairs in an exhaustive way. The logistic regression is applied later on the survived
SNP-pairs to assign P-values to individual effects and interaction terms. The exhaustive
first-stage filtering is the major computation bottleneck, and the authors developed the
a GPU implementation to speed-up the processing. Throughout this thesis, the name
EPIBLASTER refers to its first-stage filtering only.
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Information Gain
The Shannon entropy H measures the uncertainty of a given variable. The higher the H,
the more uncertainty of the target variable. Information gain (IG) is about the reduction
of the uncertainty of the target variable given additional variables. To characterise inter-
actions, IG method is proposed using information theory [27, 52, 53]. According to this
idea, the genotypes at loci A and B can be treated as categorical random variables XA
and XB respectively, while denote Y to the phenotype variable. If a bivariate interaction
is considered, then IG can be calculated by first calculating the mutual information be-
tween the phenotype variable Y and two genotype variables XA and XB jointly; and then
calculating the mutual information between Y and each genotype variable individually;
and finally calculating the difference between the two mutual information. Therefore,
the information gain (IG) of Y given the knowledge of genotypes XA and XB is given in
terms of the mutual information (MI):
IG(XA, XB; Y) = MI(XA, XB; Y)−MI(XA; Y)−MI(XB; Y). (2.14)
This formula subtracts the individual main effects of each SNP from their joint effect
to estimate a gain in information. The mutual information between two discrete random
variables MI(X; Y) = H(Y)− H(Y|X) represents the reduction in uncertainty in Y given
knowledge of X, where H is the information entropy H(X) = −∑x P(X = x)logP(X =
x) or the amount of information required to describe the random variable X. The con-
ditional entropy can be written in terms of the entropy of the joint distribution of X and
Y as H(Y|X) = H(X, Y)− H(X). The details of IG calculation for equation 2.14 can be
expressed as follows:
MI(XA, XB; Y) = H(Y) + H(XA, XB)− H(XA, XB; Y), (2.15)
MI(XA; Y) = H(Y) + H(XA)− H(XA; Y), (2.16)







































































































Since the main effects are removed from the joint effects, IG method well represents
the interaction effects. A positive value indicates the synergistic effects while a negative
one tells the redundancy of the variables [53].
Logistic Regression
Logistic regression is a widely used method to model the binary outcome using the log
odds of the probability of an event in the form of the linear combination of a series of
weighted predictors. Effort has been made to extend it to epistatic interaction detection
in Case-Control studies. The general idea is to test the departure from the pure additive
model. As been shown previously, the full model is given by equation 1.2. A relatively
simple additive model can be derived by removing the regression coefficient β3 which
represents the interaction term.
With the likelihoods (L f and La for full and additive models respectively) of the two
models estimated at their respective maximum likelihood estimations, a likelihood ratio
test can be used in theory to compare log(L f ) and log(La) [141] to determine whether
there is a significant improvement with the inclusion of the interaction terms.
To formulate the discussion, we adopt a frequently used dummy variable coding that
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represents different genotypes for the two SNPs A and B [13, 23]. The idea is to first take
the additive model as:
log(
P(D)
1− P(D) ) = α + β1gA=1 + β2gA=2 + β3gB=1 + β4gB=2, (2.25)
where gA and gB are dummy variables. The four β values are regression coefficients
representing the additive effects.
On the other hand, the full model is defined as follows:
log(
P(D)
1− P(D) ) = α + β1gA=1 + β2gA=2 + β3gB=1 + β4gB=2+
β5gA=1gB=1 + β6gA=1gB=2 + β7gA=2gB=1 + β8gA=2gB=2. (2.26)
Next, a null hypothesis of no interaction effects is constructed as:
H0 : β5 = β6 = β7 = β8 = 0.
To test whether the four interactions terms are negligible, the likelihood ratio statistic
(LRS) that measures the difference between the two log-likelihoods can be given in the
following form [1]:
LRS = −2log( La
L f
) = 2(log(L f )− log(La)).
A significant departure from the additive model indicating the multiplicative effects for
the interaction, while other possibilities of more complicated patterns than a multiplica-
tive model are suggested if null hypothesis is not rejected [92].
Logistic regression is a parametric method and is not model-free. The method is lim-
ited to lower order interactions detection due to the curse of dimensionality problem.
The saturated full model can be unstable and may overfit to the data due to many pa-
rameters are estimated [13], and the parameter estimation can be expensive [106]. Also,
the logistic regression-based tests favour the detection of multiplicative effects. In other
words, it is sensitive in detecting the Logical AND model [13], which is introduced by
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[75]. For other nonlinear interaction models, a more flexible method may be required.
Nevertheless, this method is widely used in many studies with fast GPU implementation
available for genome-wide scanning [155].
2.2.3 Machine Learning Methods
In this section, we introduce popular machine learning methods that are useful for epistatic
interactions detection.
Multifactor Dimensionality Reduction
Multifactor dimensionality reduction (MDR) [115] is a classical method for modeling
high-order nonlinear SNP-interactions [134], and regarded as a reference method in epis-
tasis detection [15]. We know from previous discussions that, many existing methods
(e.g. χ2, OR, logistic regression, etc) suffer from the curse of dimensionality problem.
The contingency table counts may be very sparse for higher order interactions. Due to
the relatively small sample size, some compartments of contingency table may be empty.
The sparsity in genotype combinations may lead to unreliable estimation (e.g. logistic
regression [51, 115]).
In response, the original MDR method is proposed to reduce from high dimension
space of genotype combinations to one dimension by pooling genotype combinations
into either high or low risk group for association with disease risk. This method is non-
parametric and model free, hence it does not require any parameter estimation and does
not assume any genetic model in the first place. MDR is designed to detect epistatic
interactions without significant main effects [40].
The general idea of MDR method is the following: From a pool of candidate SNPs,
MDR considers n-order models. For a bivariate interaction where n = 2, a Case-to-
Control ratio is calculated for each cell of the 3 × 3 contingency table (2-dimensional
space). Based on a pre-defined threshold, each compartment is either marked as ’high-
risk’ if the ratio is above the threshold, or ’low-risk’ otherwise. After that, a new binary
variable is created by pooling all ’high-risk’ cells into one group and leaving all ’low-risk’
2.2 Strategies for Epistatic Interaction Detection 33
ones to the other group. The generation of this new binary variable from multiple vari-
ables is an instance of constructive induction (CI) [93]. By using CI, the n-dimensional
space is converted into 1-dimension. The relationship between the constructed variables
and the phenotype is modeled by a simple probabilistic classifier in MDR [40] for evalu-
ation of classification performance.
MDR considers all n-order models and determines the best one via 10-fold cross-
validation (for each trial, the model is derived from 9/10 of samples and then predict on
the remaining 1/10 for estimating the prediction error). The best model is selected based
on two criteria:
• The average predictive power during the cross-validation. In the original work
[115], the 10-fold cross-validation is repeated 10 times to reduce the variance of
data sampling for more stable estimation of performance.
• The cross-validation consistency among multiple folds. The true signal should be
robust enough against data sampling during the cross-validation, and the desired
model should be consistently appearing in multiple folds (examining the number
of times the same model appeared in each of the 10 training sets).
Once the best model is determined, the statistical significance is determined as fol-
lows. First, the null hypothesis is defined as no significant associations can be observed
with the phenotype. Permutation tests of 1000 times are performed to construct a distri-
bution of average cross-validation consistency. The observed average consistency of the
best model is then checked to see whether it falls into the critical region of the constructed
distribution, and the null hypothesis is rejected at upper-tail significant level 0.05 [115].
MDR is widely recognised in GWAS research community and its original work has the
following advantages:
• Model free. MDR doesn’t assume any inheritance model in detection. For complex
diseases, the genetic models are still largely unknown. Thus, MDR expands the
scope of detectable diseases.
• Non-parametric. Unlike parametric methods, such as logistic regression, there is
no need for MDR to pre-determine the suitable number of estimated parameters.
Given a dataset with a particular dimension, it is challenging to fit a model with
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correct parameters. In contrast, MDR has the obvious advantage and does not
require fine-tuning the parameters.
• Greatly reduced the dimensionality by grouping genotype combinations into bi-
nary variable, and here by simplified the detection process.
• Reduced type 1 error. A test method can be sensitive to the underlying data. The
variants may be discovered due to chance, and a tailored test method can detect
significantly-associated variants but turn out to be false positives when validating
on another dataset. MDR, on the other hand, uses cross-validations in conjunction
with the permutation test to select optimal models that are predictive and robust
across different sampling trials. As it is shown in this thesis, this is also our focus
to use re-sampling-based strategy to filter out unstable features.
On the other hand, the disadvantages of MDR are the following:
• MDR is computationally intensive. The exhaustive analysis using MDR is difficult
to apply to a GWAS dataset containing too much SNPs [22, 106]. Although hard-
ware acceleration techniques, such as GPU-based method [38] has been developed,
the expensive permutation tests is still a computation bottleneck to data analysis.
This is more obvious when it is used to deal with higher order interactions.
• Overly simplified binary variable (high/low risk status only) gives little informa-
tion about the magnitude of disease risk [136]. Also, when the Case-to-Control
ratio of a genotype combination is close to the overall Case-to-Control ratio, false
positives and false negatives may arise, and this can be addressed by an odds ratio-
based risk quantification method [21]. Instead of allocating a binary status to each
genotype combination, this method calculates an odds ratio for each compartment
of the contingency table to measure the strength of the association. Here, a large
odds ratio (> 1) and a small odds ratio (< 1) represent positive and negative as-
sociations respectively, while the ratio that equals to one indicates no association.
In comparison, another method uses Fisher’s Exact test to select only statistically
significant genotype combinations in model induction [39]. To achieve that, each
genotype combination is evaluated by a Fisher’s Exact test and then classified into
either ‘high-risk’, ‘low-risk’ or ‘unknown-risk’ (Case-Control ratio of a genotype
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combination is equal or close to the ratio in the whole dataset) group based on the
P-value. Those labelled as ‘unknown-risk’ are removed from the MDR analysis,
leading to more robust final model. This method works well for small sample data.
• It is hard to summarise and explain the resulting genotype combinations [115]: The
derived high and low risk genotype combinations may be distributed across the
contingency table, without showing a directly understandable pattern and trend.
Given a particular risk group, one may expect to see some genotype combinations
exhibiting interpretable information to foster the understanding of the underlying
mechanism of the disease. Unlike SNPs with strong marginal effects, the interpre-
tation to epistatic interactions, in some cases, is considered difficult in the original
work. In fact, this is a shared challenge for other detection methods as well.
Kernel Methods
As a maximum margin classifier, support vector machine (SVM) has been widely-used in
machine learning applications. In areas such as bioinformatics, SVM reports state-of-the-
art results in many studies. For binary classification, SVM attempts to find a hyperplane
that maximises margins between the two training groups. Training instances that are
on the margin are called support vectors, whose weights decided the decision function.
Based on the decision function, instances apart from the margin are classified into their
respective classes accordingly. The basic idea of SVM is summarised as follows [11, 24]:
Given a set of training data D = {xn, yn}Nn=1, we aim at learning a weight vector w
and bias b, and classify an instance xn by:
wTxn + b ≥ +1 for yn = +1 if xn ∈ class A,
wTxn + b ≤ −1 for yn = −1 if xn ∈ class B.





||w|| ≥ M, (2.27)
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Figure 2.1: Support vector machine.
where we wish to maximise the margin M. Here, we fix ||w|| ·M = 1, thus maximising





||w||2, subject to condition yn(wTxn + b) ≥ 1. (2.28)
To solve the solution w∗, Lagrange multiplies αn are added to form the following equation:







αn(yn(wTxn + b)− 1), (2.29)
which received the solution at the saddle point, where the minimum is solved with re-
spect to w and b, and the maximum is solved with respect to αn. At the saddle point, the







αnynxn = 0, (2.30)







αnyn = 0. (2.31)
Substitute equations 2.30 and 2.31 into equation 2.29 we end up with the following:













αn1 αn2 yn1 yn2〈xn1 , xn2〉, subject to condition αn ≥ 0.
(2.32)
Now the function is no longer relying on w. By maximising this quadratic function with
respect to αn here, the resulting vector α is sparse with most elements αn equal to 0. The
remaining non-zero αn constitute the final solution w∗ by equation 2.30. The instances xn
that are corresponding to non-zero αn are supporting vectors lying on the margin, with
yn(wTxn + b) = 1. Consequently, the distance of any supporting vector to the hyperplane
is 1/||w||, shown in Figure 2.1.
From current introduction, SVM is linear in nature. To deal with nonlinear problems,
one method is to map from original input space nonlinearly into a feature space, in which
the linear SVM can apply. To simplify the discussion, much of the mathematical details
are omitted here, and we directly give the general form of the corresponding quadratic
function for this scenario as follows:













αn1 αn2 yn1 yn2〈Φ(xn1), Φ(xn2)〉. (2.33)
Comparing this function to equation 2.32, we can see that the dot product of two vectors
in the input space is replaced by the dot product of two vectors mapped by a nonlinear
function Φ. Generally, the dimension of feature space, defined by Φ, is much greater
than the dimension of the original input space. Therefore, explicit mapping in such a
way is costly. To address this issue, the kernel function is used to avoid such explicit
mapping and the corresponding dot product calculations. A kernel function k(xn1 , xn2) =
〈Φ(xn1), Φ(xn2)〉 is then used to replace the dot product term of two nonlinear mappings
in equation 2.33, and hence greatly reduce the computations. The SVM’s nonlinear ap-
proximation ability relies on the choice of suitable kernel(s) and fine-tuning the associated
parameters. For example, a polynomial kernel k(xn1 , xn2) = (〈xn1 , xn2〉+ 1)d requires its
degree of polynomial d to be properly determined. A kernel is considered valid as long as
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it satisfies the Mercer’s condition. Kernels are application dependent, and various kernels
[10] are potentially useful. The selection of appropriate ones including the combinations
of them require extra research and engineering effort to maximise the performance.
Another popular kernel method is based on the Fisher’s linear discriminant analysis
(FLDA). The basic idea of FLDA is to look for a projection of samples to a space, where




Figure 2.2: Fisher’s linear discriminant analysis.
In other words, the objective is to find a projection such that, the overlaps between the
two classes are minimised with greatest difference between the means of the two classes.
At the same time the scatter of the instances within the same class is minimised. As can
be seen from Figures 2.2, two projection lines A and B are illustrated. Among infinite pos-
sible projections for a binary classification, the projection to A has larger between-class
2.2 Strategies for Epistatic Interaction Detection 39
separations and smaller within-class variances than the projection to B. Once the projec-
tion is learned, binary classification can be simply determined by mapping the unknown
instances to the well-separated clusters. The Fisher’s criterion is formally described as a
function of w and derived as follows [10]:






where m1 and m2 are means and s21 and s
2
2 are variances of the two classes in the projected
space of the instance z = wTx. Therefore, the objective is to maximise the function.
Rewriting equation 2.34 gives:




where the between-class covariance matrix SB and within-class covariance matrix SW are


























c represents the mean vector of original input space for a given class c. Setting the
derivatives equal to zero with respect to w, the solution is finally found to be proportional
to S−1W and m
′
c:





FLDA works well for linear cases, but as can be seen from Figure 2.2, even projection
to A contains overlapping area between the two classes. For more complex nonlinear sce-
narios, FLDA requires add-ons to adapt to those cases. In response, the idea of nonlinear
mapping to the feature space F is suggested in pioneer work [95], in which the nonlin-
ear mapping Φ is used to replace elements in equations 2.36 and 2.37. Same as kernel
SVM, the kernel trick is also applied here to avoid explicit computation of dot-product
between the mapped vectors. Therefore, the kernel function is used instead, resulting in
kernel Fisher’s discriminant analysis (KFDA).
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The state-of-the-art performance in countless applications places kernel methods in a
dominant position in machine learning. For example, SVM uses recursive feature elim-
ination (SVM-RFE) [41], a greedy iterative procedure to rank features. SVM-RFE starts
with a full list of features, removes the least ranking feature (ranking criteria calculated
based on the weights) at each iteration, re-trains the model and repeats the procedure.
By the end of the training, a list of ranked features is obtained. The major drawback of
the method is the intensive model training incurred by the iterative procedure. Although
RFE is a heuristic search method in nature, which reduces the search space to some ex-
tent, the backward elimination procedure [119] is still expensive in computation due to
the model training at each iteration. As for SNP-SNP interactions, SVM can be used in
testing regression error difference for datasets with different number of SNP features.
One SVM model can be trained on the dataset with all inputs while the other is trained
on the data with two inputs excluded (a SNP-pair) [88]. In this method, the bootstrap is
used in validating the null hypothesis of no significant change in regression error.
All kernel methods share a common challenge: the choice of suitable kernels that
significantly affect the detection power [150]. The determination of specific types of ker-
nels and their parameters a priori is application dependent. Each kernel may have its
own view of data and may be biased to some characteristics. For example, a linear ker-
nel is suitable for modelling additive effects while other kernels such as polynomial and
Gaussian kernels reviewed in [97], are more suitable for interactions. Also there is an
imbalance between the model-fitting and generalisation ability for different kernels. A
RBF kernel has a local view of the data, where the effects of different width parameter σ
apply to instances in close neighbour, while the polynomial kernel has a relatively global
view and takes effects on scattered data points [125]. The latter one is considered gener-
alised better on the unseen data but may require higher degree of polynomials for fitting
well to the training data [125, 152]. Due to the data heterogeneity, a single kernel is not
suitable for all scenarios [127]. To avoid the bias towards a particular part of data during
the model-fitting, one can rely on a hybrid kernel strategy for merging different kernels to
enable a more effective multiple kernel learning (MKL) [4]. The merging can be done in
several different ways. For example in [126], one can consider the same kernel function
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with different parameters (e.g. multiple RBF kernels with different width values). Dif-
ferent type of kernels can also be combined by a linear (weighted or unweighted sum)
or nonlinear combination function (functions like multiplication, power, exponentiation,
etc) [43]. The resulting composite kernel is required to take the model complexity into
consideration, by using regularisations to allow sufficient sparsity in kernel coefficients
[143]. In brief, the selection of kernels adds another layer of complexity to model training.
Neural Networks
Artificial Neural Network has been one of the major corner stones in machine learning
history. Among many classical neural-net models, multilayer perceptrons (MLP) is a
famous feed-forward network.
Figure 2.3: Multilayer perceptrons.
It uses parallel processing units called neurons to receive information from previous
layer, encode and transmit to the next layer until reaching the final output layer, where
the discrepancies to the presented outputs are calculated. The errors are then propagated
back to adjust each layer’s weights. After cyclically presenting input data to the network
for sufficient training, the learned weights give a quality mapping from the input to the
output, such that the discrepancies to the desired outputs are minimised (early stopping
may be applied to avoid overfitting to the training data). The classification for an unseen
instance in test data can then be achieved via such mapping. Due to its universal approx-
imation ability [50], they are applicable to nonlinear studies and being pervasive in real
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life applications. The adaptation of weights is performed by a method, widely known as
back propagation, with the core concepts briefly introduced as follows [10, 116]:
A typical MLP network consists of an input layer, an output layer and several non-
linear hidden layers in between. Given Figure 2.3, a three layer network is illustrated.
The input is first feed into the network by taking a net input as y = Wijx + b at the hid-
den layer, where each hidden neuron j then applies a nonlinear differentiable activation
function g(yj) and sends out to the next hidden layer. A popular choice of the activation
function is the sigmoid function g(yj) = 1/(1 + e−yj). Finally at the output layer, a cal-
culated output signal such as zk = ∑j wjkg(yj), is compared against the desired result,
resulting in a squared error loss:
E = 1
2 ∑k
(dk − zk)2, (2.39)
where dk is the desired output element for the output neuron k.
The loss function is then minimised with respect to the weights. Gradient descent
method is usually adopted by updating the weights in the opposite direction of the gra-









where η represents the learning rate. Denote δk to − ∂E∂zk , we have:
∆wjk = ηδkg(yj), (2.41)
where δk = − ∂E∂zk = (dk − zk), representing the discrepancy (error) between the desired
output and the actual output at the output layer. Given the calculated error δk for each




δkwjk = g(yj)(1− g(yj))∑
k
δkwjk, (2.42)
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By substituting equation 2.42 into 2.43, ∆wij is resolved. The training is an iterative
procedure. For each instance presented to the MLP, the derivation of the error term δ is
initiated from the output layer and then gradually propagated back to previous hidden
layers. Once they are calculated for all hidden units, the updates to the weights can be
determined. With sufficient cycles of training, the loss function is minimised.
It is a common interest to investigate the coefficients that are associated with the input
variables in a statistical model to measure the relative importance of the features. For
example, the coefficients in a logistic regression model, the learned weights of a linear
SVM model, etc., may be used in constructing feature scores. They are regarded as useful
indicators in feature ranking. Such interest also applies to neural network models.
Early works investigated internal structures of the neural-nets to derive some mea-
surements from the learned weights to quantify the relative contributions of the features.
Some representative early works such as [81, 82] proposed a Contribution Value (CV) for
scoring features, and use this method to identify useful interacting loci in early epidemi-
ology studies [9]. However, using CV to score features was later found to be generating
inconsistent results from run to run [87]. The stability issue of feature ranking in neural-
net is likely due to multiple local minima in the error function [87]. The phenomenon is
also verified by [60], but shown to be improved by combining with a genetic algorithm to
select features as input to the network. Motivated by [81], another early work of defining
feature contributions can be found in [117]. But the stability issue still exist in the later
extension work [79]. Recently, several weight-based feature selection methods are eval-
uated in [83] for neural networks, but a global consensus of importance rankings is not
satisfactorily achieved, and the stability selection remains an open question.
Another notable method called genetic programming neural network (GPNN) [114]
also draw attention to the issue of inconsistent feature ranking. The traditional back
propagation neural networks may get stuck into different local minima when minimis-
ing the loss function, and GPNN uses the idea of genetic programming [64] to optimise
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the network architecture including the inputs, weights and the connectivity (e.g. number
of nodes, hidden layers, etc) of the network. GPNN identifies useful features by evolv-
ing the architecture, and shown to have better power than back propagation networks
(using a R I scoring metric) when detecting various epistasis models in the presence of
non-functional SNPs. A drawback of this method is its dependence on parallel comput-
ing resources in contrast to a single desktop machine usually required a back propagation
network [114]. An extension work called grammatical evolution neural network (GENN)
[104] also optimised the network architecture and further improved the efficiency and
flexibility over GPNN. The main difference between the two methods is the evolution-
ary algorithm being adopted and GENN evolved more efficiently than GPNN in fewer
generations [105]. For modeling complex patterns, it is desired to know whether a GE-
optimised small neural-net can approximate a large-scale network’s performance, and
whether such evolutionary strategy is applicable to deep neural nets [102].
Deep learning methods, are generally considered more powerful in learning high-
level patterns than shallow neural-nets. A deep learning method gradually learns more
complex data representations from a lower level layer to a higher one, where the dis-
criminative information is amplified while irrelevant variations are suppressed [69]. For
low level layers, simple low-order statistical dependences can be learned and then fed
into higher layer for more complex abstractions. For example, sparse coding [71, 107]
and stacking-based encoder-decoder paradigm [111] can learn higher-level feature repre-
sentations like edges/strokes other than the raw pixel intensities from possible computer
vision applications. To learn even higher level feature representations, one can stack mul-
tiple layers of convolutional restricted Boltzmann machines into a convolutional deep be-
lief network [72]. By illustrating the learned basis functions, this hierarchical generative
model is shown to be able to learn simple edges, objects parts, until reaching the concept-
level understanding. Another example is using the idea of sparse deep autoencoder to
realise high-level concepts (e.g. the concept of human face) at the cost of training deep
layers with thousands of computing cores [67].
Due to the high-level nonlinear approximation ability, effort has been made toward
the application of deep learning models in detection of high-order SNP interactions. For
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example, a stacked autoencoders method is used to extract latent representations from
raw SNPs for capturing epistatic interactions [30]. In comparison, a single autoencoder
is considered shallow and being very limited in learning complex representations. Al-
though the feature extractions via multiple layers benefit the classification at the final
layer, the feature selection at the input space and the interpretation to the learned model
remain open questions in this work, leaving the model a black box.
To address the feature selection issue, a deep feature selection model is proposed by
inserting a sparse one-to-one linear layer in between the input and first hidden layer
[76], in which each hidden neuron at that layer only connects to one input feature. The
weight that associated with an input feature is then used as a measurement of the fea-
ture importance. Another method called dropout feature ranking [18], based on the idea
of Dropout [128] (a regularisation method that randomly disables some nodes), uses a
variational dropout [34] to optimise the feature-wise dropout rate at the input space for
feature ranking (small dropout rate for most important features while greater dropout
rate for least important features).
Another challenge generally faced by neural network models is interpretation of the
learned models. The term interpretability can be described in different ways [6,35,78,112],
but share the same objective: enabling trust in models. In machine learning, a good pre-
diction performance by itself may not be sufficient for model deployment. To establish a
trust between the domain expert and a predictive model, it is also desired to know how
and why the prediction is made, and the characteristics expressed by the model should
be understandable to human [112]. In addition, the models are expected to work in a
way close to human behaviours [78] to enhance the trust. Neural networks, are often
criticised for being black boxes, and considered difficult to interpret due to the intrinsic
nature of model learning. For deep neural networks, the robustness of interpretation is
also questioned [35]: a small perturbation made to an input instance may lead to a dra-
matically different interpretation (e.g. different saliency maps are generated as a result of
two similar inputs). This fragility reduces the confidence of domain experts in applying
these models to real world applications. Lastly, the training of a deep learning model
usually require to determine different-sized stacked layers; fine-tuning a large volume of
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parameters; and demand long processing time with dedicated high-performance com-
puting facilities. In summary, it is quite challenging for a neural-net model to be flexible,
robust, interpretable and computationally efficient at the same time.
2.2.4 Summary of Detection Methods
So far, we have introduced popular methods for epistatic interactions detection and cat-
egorised them into two groups: association tests and machine learning methods. A brief
comparison of these methods is given here.
From machine learning point of view, the detection of epistatic interactions is essen-
tially a feature selection task. The association tests such as χ2 test, odds ratio, Pearson’s
correlation coefficient-based statistic, information gain, etc., are pre-defined test statistics.
With sufficient parallel computing resources, these methods are capable of exhaustively
analysing all SNP interactions at various orders. The advantages of these methods are
their simplicity and transparency. For most of these methods, a simple statistic can be
derived explicitly from the contingency table distributions within a limited number of
mathematical calculations. As been shown in Chapter 3, the overhead of calculating the
statistic itself is far less than collecting contingency table counts in computation.
The limitations, on the other hand, are also obvious. Firstly, there is no gold standard
definition of interactions and any potential methods require to be specifically defined.
For different orders of interactions, some statistics need to be extended manually for
adaptation. Besides, each statistic may be biased and only capture some types of inter-
actions. We demonstrate later in Chapter 5 that different methods pick their favoured
signals from different chromosomes. Secondly, association tests are sort of filter methods
[55, 74, 118, 130] in feature selection, with no connection to a predictive model for a di-
rect evaluation. The selection criteria of such method does not associate with the actual
prediction capacity. Lastly, the exhaustive search using a light-weight statistic becomes
computationally prohibitive for detecting high order interactions.
Machine learning methods, on the other hand, take the prediction performance es-
timation into consideration. A conceptually simple and effective method like MDR can
detect different orders of interactions. MDR is directly applicable to exhaustive search in
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theory, but the involved heavy routines such as cross-validations and permutation tests
make the data processing time-consuming. In short, it is hard to apply the whole proce-
dure in an exhaustive manner to large datasets.
Kernel methods frequently report state-of-the-art results in prediction tasks, and they
can also be used in estimating the prediction capacity for a subset of selected SNP fea-
tures. An initial set of features are usually presented to the model and then a pair/set
of SNPs can be removed to measure the changes in performance. The least important
features are then excluded and the remaining features are fed into the next iteration of
selection procedure. Such iterative procedure connects the prediction evaluation to the
subset selection procedure to rank features. However, due to the heavy model training,
such routines are computationally more expensive than filter methods [74, 130]. In addi-
tion, the selection of proper kernels incurs extra complexity to the experiment.
Neural networks are ideal methods for modeling nonlinear interactions due to their
universal approximation ability. In common with kernel methods, neural-nets are con-
sidered black boxes that make model interpretation difficult. Early research evaluated
the learned weights and proposed metrics for measuring the relative importance of each
feature. Some stability issues arise and genetic programming techniques can be applied
to optimise the network architecture and input features. Deep neural-nets, on the other
hand, are flexible for detecting higher order feature dependencies. A main focus of deep
learning is feature representations by feature extractions at deep layers, with less at-
tentions paid to feature selection at the input space. The model interpretation of deep
architecture also poses some stability issues, and training such networks is very costly
comparing to an ordinary shallow model.
The key strengths and weaknesses for discussed methods are summarised in Table
2.3. Each method is assessed in terms of: 1) the type of the method; 2) whether the learned
interactions are also effective predictors; 3) whether it is applicable to exhaustive search;
4) whether the method is possibly favouring certain types of interaction patterns; 5) if the
model is interpretable to some extent; 6) how the model is scalable to high dimensional
data; and 7) major limitations.
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Table 2.3: A general comparison of popular method families for epistasis detection.
[Odds ratio methods; †Pearson’s correlation coefficient-based statistic; \information gain
methods; ‡kernel machine-based feature selection and evaluation protocols; §neural net-
works for interactions detection. Here, we denote ‘AT’ and ‘ML’ to association test and
machine learning respectively.
Methods χ2 OR[ PCC† IG\ MDR KM‡ NN§
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2.3 Stability of Interactions Detection
A very important issue in feature selection is the stability of selected features. The term
stability is usually known as the sensitivity of a feature selection method to minor pertur-
bation introduced into the training data [61,154], for which adding, deleting or randomly
partitioning of data may end up with unstable results [74, 130].
In bioinformatics applications, re-sampling procedures and multi-cohort datasets usu-
ally present different versions of training samples (of the same disease) to a feature se-
lection method. Unstable biomarkers generated under such conditions reduce the con-
fidence of the generalisation abilities of discovered biomarkers, and possibly impair the
biological interpretations [26,61]. In contrast, stable and consistent results reduce the false
positives [3]. Stable SNP-SNP interactions detection, in particular, may have a biological
relationship with the trait of interest [8].
The stability of epistatic interactions may be subject to a particular association test
being used or driven by the bias within the given dataset [8]. In more general sense, the
characteristics of the dataset itself is considered significantly impacted on the stability
selection [2]. A common practice to remedy this issue is using re-sampling protocols
such as cross-validations to select stable features that robustly appear in different folds
of the sampling. A typical example discussed earlier is MDR in which a cross-validation
consistency is set as a hurdle for selection of robust interactions.
For exhaustive interactions detection, the stability issue becomes more critical. Given
hundreds or thousands of samples, a second order exhaustive search typically requires
to examine 1011 or more SNP pairs, pushing the dimension of feature search space to
an extreme level. In such a case, even tiny variations in the training data may lead to
quite different lists of selected pairs. Pursuing extremely low P-value for a calculated
statistic is more likely over-fitting to a particular set of training samples in this situation.
As a result, a replication/validation on another dataset may not be expected. With the
support of re-sampling techniques, a large number of false positives may be filtered out
by checking the re-sampling consistency of selected features.
In summary, a single run through the data is insufficient, and using a re-sampling
method such as cross-validation for selecting robust interactions from various training
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sets is a necessary step before follow-up analyses. However, the computational costs are
generally not affordable since the runtime of a single exhaustive analysis is long enough
for many existing methods, and how to speed-up the data processing is a key problem.
2.4 Nonlinear Epistatic Models
The main barrier of learning epistatic interactions is their nonlinear nature. Recall the
XOR scenario from Table 1.1. In that case, each of the two SNPs is unable to indepen-
dently discriminate Cases and Controls (a prediction score close to 0.5 is expected for a
binary classification). Once they are presented together, an effective predictor is formed
and a nonlinear model is easily employed for effective classification.
Table 2.4: Four nonlinear interaction patterns of SNP-pairs. Eight SNPs ∈ {A, . . . , H}
constitute four nonlinear patterns: full-risk genotype combinations are coloured in red,
while zero-risk ones are marked in blue. The ratio of counts #Cases : #Controls is given
for each cell of the table.
SNP B SNP D
0 1 2 0 1 2
0 0 : 166 0 : 167 333 : 0 0 0 : 76 0 : 77 153 : 0
SNP A 1 0 : 167 334 : 0 0 : 167 SNP C 1 0 : 155 462 : 0 0 : 307
2 333 : 0 0 : 167 0 : 166 2 231 : 0 0 : 385 154 : 0
SNP F SNP H
0 1 2 0 1 2
0 0 : 177 0 : 294 471 : 0 0 0 : 125 0 : 125 250 : 0
SNP E 1 235 : 0 59 : 0 0 : 294 SNP G 1 0 : 125 0 : 125 250 : 0
2 0 : 58 235 : 0 0 : 177 2 250 : 0 250 : 0 0 : 500
If we examine from a data point of view, the full penetrance Table 1.1 is transformed
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into Table 1.2, in which each cell only receives either Case samples or Control samples.
Because of zero main effects, a univariate search strategy will miss that genuine pair and
a linear predictive model will show little capacity in the classification task.
In addition to that interaction pattern, a list of full penetrance disease models of bi-
variate interactions (either nonlinear or linear) are reviewed and summarised in [75]. The
factors such as penetrance functions, allele frequencies and other parameters, may vary
greatly for real GWAS data. Therefore, the interaction patterns and cell count distribu-
tions vary in different forms.
For simplicity, we focus on nonlinear cases here and present, from the data point of
view, four representative interaction patterns in Table 2.4. Using M78, M84, M85 and
M114 models in [75] as an inspiration, a total 1000 samples are distributed to the com-
partments of either Case or Control group in the table. For the presented four interaction
patterns, only nonlinear models can report quality classification results. For real GWAS
datasets, main effects are not zeros in most cases and there are countless shapes of sample
distribution for the table compartments. All such factors complicate the detection process
and a flexible method is in demand to realise various interaction features.
2.5 Performance Evaluation Metrics
For the proposed research topic, we are interested in measuring the prediction capacity
of selected features in Case-Control classifications. Because it is a typical binary classifi-
cation task, the performance evaluation metrics that are widely used in machine learning
research are directly applicable. In this section, we introduce two important ones that are
used in the experiments throughout the thesis.
A classical metric for measuring the overall prediction performance, known as Accu-
racy, is given as follows:
Accuracy =
TP + TN
TP + FN + FP + FN
,
where TP, FN, TN and FP represent true positive, false negative, true negative and false
positive respectively.
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Accuracy measures how many labels are correctly identified among all samples. This
metric, however, is considered generating overly-optimistic bias when samples are im-
balanced between the two classes and the Balanced Accuracy metric is suggested in this

















in which the sensitivity and specificity measure how well the classification is made in
each class.
Balanced accuracy takes the average of sensitivity and specificity to estimate how
well the classification is made for both classes. A classifier that is highly biased towards a
major class will not receive a high score using this metric. In real world classification ap-
plications, samples are normally imbalanced between the two classes, thus it is preferable
to classical accuracy metric in most cases.
2.6 Summary
In this chapter, we categorised all detection methods into either association test or ma-
chine learning family. A detailed introduction is given for each method. From previous
discussions, the association test-based methods are essentially filters. The computational
cost is smaller than a typical machine learning method, but the detected interactions are
not guaranteed to be effective predictors in classification. In addition, it is hard to scale
to high order interactions. The machine learning models, on the other hand, are quite ex-
pensive in computation and are not scalable to high dimensional data. Many such meth-
ods are black boxes and often come with certain degrees of stability issues. Therefore, the
stability of a feature selection method, the variability of complex nonlinear patterns and
the huge search space jointly decide the great challenges faced by the research topic.
Chapter 3
High Performance Learning of Robust
Interactions
I N this chapter we present a GPU-based screening platform, enabling the user-defined statisti-cal tests to quickly analyse all SNP-SNP interactions in an exhaustive manner. Due to the fast
speed, it allows robust interactions detection via re-sampling trials. The proposed GPU framework
is introduced, with significant runtime improvement shown in this chapter. In addition, algorithm
improvements for more efficient re-sampling trials are described. In the end, the detected robust in-
teractions are presented for three real-world GWAS studies. This chapter is partially derived from the
following publication of related contentsa.
aQiao Wang, Fan Shi, Andrew Kowalczyk, Richard M Campbell, Benjamin Goudey, David Rawl-
inson, Aaron Harwood, Herman Ferra and Adam Kowalczyk, ”GWISFI: a Universal GPU Interface
for Exhaustive Search of Pairwise Interactions in Case-Control GWAS in Minutes”, IEEE International
Conference on Bioinformatics and Biomedicine, Belfast, UK, 2014. c©2014 IEEE.
3.1 Overview
Epistatic interactions between genes are believed to be a critical component in the ge-
netic architecture of complex diseases. Genome-wide association studies (GWAS) may be
able to detect such genetic interactions indirectly, via the identification of associated SNP
markers. Major obstacles to progress in this area are: the unknown nature of epistatic
interactions, little understanding of the capabilities of different filtering methods, and
the computational difficulties for exhaustive analysis. Various filtering methods are usu-
ally proposed in the form of pre-defined statistical tests for the purpose of measuring the
association between the genotype and the phenotype. Unless a dataset is processed by
an association test, it is unknown what types of interactions are favoured by such test
in the first place. However, running each filter in an exhaustive manner for detection
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of pairwise interactions poses significant challenges in computation since the computa-
tional complexity is quadratic to the number of SNPs. It may take weeks even months
for a classical CPU-based method to run through a medium-sized GWAS data in litera-
ture, leading to an unreasonable waiting time for research. Moreover, a single exhaustive
search by itself is insufficient from the point of view of stable feature selection. Multiple
runs are required via the re-sampling trials to select a list of robust interactions that are
effectively against the sampling variations in the training data. In this chapter, we present
a GPU-based acceleration technique that makes the exhaustive search-based re-sampling
procedure practical for selecting robust SNP-SNP interactions for real GWAS studies.
GWAS has been considered a fundamental instrument in unveiling the genetic etiol-
ogy of non-mendelian complex diseases [47]. Along with the advancement of the geno-
typing technologies, a large number of diseases have been genotyped with more than
3600 GWAS studies published in recent years [96,129]. Genotyping technologies provide
a diverse range of SNP arrays for screening thousands of individuals, with the resolution
ranged from nearly half a million SNPs for a typical medium-sized GWAS, such as the
one from the Wellcome Trust Case Control Consortium (WTCCC) study [132], to the stud-
ies containing million-level probes (e.g. > 2,000,000 SNPs) [139]. In order to reveal the
underlying biological mechanisms of disease, most analytical methods use single-locus
strategy to identify significantly associated SNPs, in which each SNP is examined indi-
vidually for association with the disease. However interactions among loci are believed
broadly contribute to complex diseases with non-negligible joint effects, while each SNP
may show little effect independently [25].
Due to the large search space (mn(n− 1)/2 for m individuals and n SNPs) of bivari-
ate interactions, it was once considered technically infeasible to perform an exhaustive
search without an access to the high performance computing facilities [38, 115, 159, 162].
As a result, researchers try to reduce the search space by performing a pre-filtering strat-
egy as we have discussed in Chapter 2. But such methods may miss genuine pairwise
interactions with very weak marginal effects [22, 25, 160], making exhaustive search an
inevitable task. The spectacular progress in commodity computing technology in the last
few years has led to the development of a number of algorithms capable of exhaustive
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bivariate analysis not only on moderate computer clusters but also on standard desktop
computers equipped with graphics processing units (GPU). In order to fully exploit the
potential of these devices for medical and biotechnological research, efficient software
tools are required to reduce implementation and performance difficulties allowing re-
searchers to focus on the comparison of statistical results rather than wrestling with the
intricacies of software deployment and low-level algorithm tweaking.
Table 3.1: A general runtime comparison of different bivariate interaction detection meth-
ods in Case-Control GWAS. Runtimes are purely scaled from the reported data in liter-
ature by O(mn2) for n SNPs and m samples without taking any other factors into ac-
count. The estimated results are shown for 450K and 4.5M SNPs datasets with 5K sam-
ples each. ] Pairwise logistic regression is used; † Corrected number to our publica-
tion. ∗ Plink 1.9 (beta 6.21) is a newer version of the original work [109, 110] available at
www.cog-genomics.org/plink/1.9/, and the reported 3.1 hours runtime is based
on the in-house run on our local desktop (CPU: Intel Core i5-6500 processor; Operating
system: 64-bit Ubuntu Linux 16.04; Disk: KINGSTON SV300S3 240GB; Memory: 2× 8GB
F4-2133C15-8GVR; Motherboard: Gigabyte H170-D3HP-CF; GPU: Nv Tesla K40c).
Methods Hardware Platform 450K x 5K 4.5M x 5K
GWIS (1 filter) [37] 1 x Nv GTX 470 0.22 hour 0.92 day
SHEsisEpi [54] 2 x Nv GTX 285 21.8 hours 90.8 days
EPIBLASTER [62] 4 x Nv GTX 295 48.6 hours 202.5 days
GBOOST [155] 1 x Nv GTX 285 2.2 hours 9.17 days
GLIDE [63] 12 x Nv GTX 580 ∼ 5 hours ∼ 20.8 days
SNPInt-GPU [147]] 1 x Nv Tesla P100 3.57 hours 15.6 days
BiForce [42] Cluster 128 CPU cores 0.37 hour 1.54 days
eCEO [145] Cluster 172 CPU cores ∼ 18 hours ∼ 75 days
IG [19] 1 x CPU ∼ 20 months† ∼ 166.7 years
PLINK FastEpi 1.9 [17]∗ 1 x CPU (multi-threads) 3.1 hours 12.9 days
Hybrid method [148] 1 x Xilinx UltraScale KU115 0.15 hour 0.625 day
FPGA + 1 x Nv Tesla P100
In order to facilitate the epistasis research, a variety of efforts have been made to pro-
pose and efficiently implement statistical tests in the hope of detecting SNP-interactions
that are significantly associated with the traits. The general strategy is to first draft a tai-
lored test for association and then specifically implement and optimise a software for data
processing, which often require an access to a dedicated computing infrastructure. This
strategy ends up with different implementations with various hardware requirements.
The resulting runtimes, depending on the implementation details, differed dramatically
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across the methods. The reality is characterised in Table 3.1.
As can be seen from the table, the single CPU-based methods are generally impracti-
cal for processing large dataset. For the fastest PLINK 1.9 method, the processing time for
a medium-sized 450K (#SNPs) data is acceptable, but its performance on 4.5M data takes
12.9 days. In comparison, the cluster machines can be used to parallelise the workload of
a CPU. The best example is BiForce that consumes 1.54 days for the large dataset using
128 CPU cores. However, without a proper implementation, such as eCEO, it may take
an unreasonably long time to process a 4.5M high dimensional data. For both examples,
the users are required to access a cluster computing facility which is not always available
to a research team. Another way of speeding up the data processing is to rely on hard-
ware accelerators such GPU and FPGA, which are generally more expensive and require
more power consumption to accommodate. But such solutions are independent from the
clusters and are more cost-effective for an ordinary research team to use. However, with-
out proper implementations and optimisations, such as SHEsisEpi and EPIBLASTER, the
runtimes are still not acceptable for processing large datasets. Another consideration is
their respective hardware settings. For instance, SHEsisEpi, EPIBLASTER and GLIDE re-
quire multiple GPUs, and the hybrid method [148] relies on a GPU + FPGA architecture.
Other methods, such as GWIS, GBOOST and SNPInt-GPU, use single GPU for data anal-
ysis, but the runtimes varies from ∼ 1 day to 15.6 days. For an ordinary research group
it is unable to fulfill all specified hardware requirements to use these methods.
We demonstrate in this chapter that there is no gold standard to define an association
test and it is insufficient to explore a single statistical test for a given dataset since each
method may produce a different set of features and there is no guarantee for those fea-
tures to be regarded as valid predictors in Case-Control classification for a particular dis-
ease unless those methods are thoroughly tested. Therefore, we wish to test each method
on each dataset to analyse the result, but we are unable to set up, for every method pre-
sented in Table 3.1, the exact hardware instrument locally. Moreover, we don’t want to
be trapped into the cycle of proposing, implementing, optimising and deploying for a
novel method using a tailored hardware architecture in future because it takes excessive
engineering efforts, while the results may turn out to be undesired in the end. In con-
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clusion, it is expected to have a universal interface allowing easy prototyping of different
methods while enabling fast data processing capacity for each method. By having such
technique, we are able to minimise the research and engineering cycles; learn and refine
the proposed methods; avoid the issue of incompatible input and output; increase the
software compatibility and portability; minimise the varying demands on computational
resources; and make different methods directly comparable.
Last but not least, a single run through the dataset is insufficient for producing stable
features. From Chapter 2, we already know that the characteristics of data and the bias of
the test method jointly decide the produced results. The detection of epistatic interactions
makes the selection of genuine features even harder since the search space is quadratic
in complexity and the generated highly significant SNP-pairs may vanish for a small
variation introduced into the training data. To reduce false positives, the re-sampling
techniques are widely used in bioinformatics, while for epistatic interactions detection
in particular, the MDR method already adopted the cross-validation consistency as a
criteria for selecting features that are robustly against the sampling variations. Obviously,
the bottleneck is the expensive computations of repeated sampling trials since for each
trial an exhaustive search is incurred. The runtimes shown in Table 3.1 are estimated
for a single exhaustive search only. Assuming a 10-fold re-sampling is performed, then
the exhaustive search is executed 10 times on 90% random samples each time, making
the data processing impractical for most existing methods. Therefore, our objective in
this chapter focuses on the robust interactions selection using fast GPU technique. As a
result, the minimum expectation in computation is to make the exhaustive search-based
re-sampling trials efficient and affordable for GWAS analyses.
To address the challenges, we summarise the desired functionalities of a qualified
screening system as follows:
• Flexibility: The system should provide an interface allowing users to define their
own association tests with minimum engineering efforts.
• Efficiency: The data processing platform is required to be fast enough for exhaus-
tive search so that the detection of robust interactions is feasible via the re-sampling
trials. All test methods are expected to run ultrafast via the platform.
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• Independence: The system is expected to run with locally available consumer-level
hardware, while the access to a large-scale computing facility (often restricted by
quota and not always accessible for many researchers) should be minimised.
• Data utilisation: The data formats are expected to be unified such that multiple fil-
tering methods use the same input and generate results in the same output format
for easy comparison. The system should minimise the data transfer at any stage to
reduce the overhead.
For the rest of this chapter, we first review several pioneer works related to efficient
computation, highlight key concepts and then introduce our method. The proposed sys-
tem successfully addressed the listed requirements to a great extent, making the robust
interactions selection a practical job. In addition, we also provide extended algorithms
to further improve the computational efficiency for re-sampling trials. Due to the limited
time left for this research here, we leave the actual implementations into future work.
3.2 Review of Related Works and Concepts in Computation
The proposed GPU-based acceleration platform enables the fast prototyping of novel
methods and the efficient data processing at the same time. To demonstrate the idea,
five popular tests are implemented via the proposed platform and the processing time
for each method is reduced to a very low level to enable robust interactions detection via
re-samplings. The presented work leveraged from our previous GPU solution developed
in [37], and we begin with an introduction to several key concepts in computation. We
use the notations in Table 2.1 to formalise the discussion.
For a pair of SNPs, there are nine genotype combinations for each of the two 3× 3 con-
tingency tables, either in Case or Control, and the sample counts are distributed to the
nine cells by calculating the occurrences of each genotype combination [ncij]0≤i,j≤2. Based
on the filled contingency tables, many statistical tests can be built on top to derive a raw
statistic to measure the association between the genotype and the phenotype. Therefore,
the efficient calculation of a contingency table becomes a hurdle to the follow-up evalua-
tion by a test method in GPU.
3.2 Review of Related Works and Concepts in Computation 59
0 1 0 0
1 0 1 0
2 0 0 1
0 1 0 0
2 0 0 1
1 0 1 0
1 0 1 0
0 1 0 0









Figure 3.1: The binary data representations of a SNP.
Given a GWAS data X containing m samples (rows) and n SNPs (columns), a contin-
gency table can be quickly filled with sample counts for each pair of SNPs xa and xb by
using the binary representations of X. Because each SNP vector x contains three possible
genotypes {0,1,2} across the individuals, so for each of the three genotype categories one
can generate a binary vector with each bit ‘1‘/‘0’ indicating the presence/absence of that
genotype for a particular individual. As a result, each column vector x (belongs to either
Case or Control group) can be converted into three binary vectors for the three genotypes,
and this data representation is originally proposed by [141]. To demonstrate its idea, we
illustrate three binary vectors b0, b1 and b2 for a SNP vector x in Figure 3.1. To simplify
the on-going discussions, we use b and B to denote the generic representations of the
possible binary vectors and the corresponding binary matrix respectively. In our pre-
vious implementation, only two binary vectors are actually needed since the counts for
the third one can be simply derived by subtracting the other two from the precomputed
marginal counts (stored constantly in GPU global memory). To simply the discussion, all
other simplifications, optimisations and related implementation details are skipped.
Before actually calculating the cell counts, there is a necessary intermediate step to
compress the binary vector b into a packed format p, in which each vector element is a 64-
bit unsigned integer. The conversion is simply carried out by performing the dot product
between a vector w = (20, · · · ,263) and every 64 consecutive instances of the column
vector b, Figure 3.2. For simplicity, we assume that m/64 is divisible in all scenarios, and
we can see from the figure that the binary vector b with m instances is converted into the
vector p with m/64 integers. Correspondingly, the binary m× n matrix B is transformed
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Figure 3.2: Pack a binary vector into 64-bit integer form.
into a packed m/64× n matrix P, Figure 3.3.
…
…
. . . . . .
. . . . . .
. . . . . .
…
…
b11 b12 b1(n-1) b1n
b21 b2n p11 p12 p1(n-1) p1n
p21 p2n
p(m/64-1)1 p(m/64-1)n
b(m-1)1 b(m-1)n p(m/64)1 p(m/64)2 p(m/64)(n-1) p(m/64)n
bm1 bm2 bm(n-1) bmn
→
Figure 3.3: The binary m× n matrix is converted into a packed m64 × n matrix.
Here, each SNP vector x is finally represented by three packed vectors p0, p1 and p2
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for the three genotypes. Similarly, we use p and P to denote the generic representations
of three possible packed vectors and the corresponding packed matrix respectively. For
instance, to evaluate the cell counts ncij for the genotype combination i = 0 and j = 1 of a
SNP-pair xa and xb, we can refer to the vectors pa0 and p
b
1 to perform the bitwise operation
AND for each pair of row elements in the two vectors and apply the 64-bit hardware
population count function popcll in GPU to calculate the number of ones in the integer.
Finally, we sum over all m/64 occurrence numbers to obtain the sample frequency ncij of








































Figure 3.4: An example of calculating the sample counts nij for the genotype combination
i = 0 and j = 1 of a SNP-pair xa and xb in GPU.
We will see shortly in the experiment section that the bitwise operations and pop-
ulation count instructions in building the contingency table in GPU consume most of
the processing time, and we show later in the robust interactions detection section that
redundant operations in this bit can be identified to save some expensive calculations
to speed-up the re-sampling trials. In the following section, we introduce the proposed
GPU platform that utilises this data structure to perform the calculations.
3.3 A Universal GPU Interface
The proposed GPU-based acceleration platform is called GWISFI, denoting Functional
Interface for Genome Wide Interaction Search. The system is highly optimised using the
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NVIDIA compute unified device architecture (CUDA) for parallel computing. GWISFI
delivers a functional interface allowing users to define their customised statistical tests
for the exhaustive evaluation of all SNP-pairs in Case-Control GWAS data. Any test that
can be expressed in terms of contingency tables can be evaluated efficiently by GWISFI.
The interface provides a number of arguments, including the contingency table and
marginal counts, as the fundamental programming elements for a given SNP-pair under
evaluation. Optionally, it takes other data files as additional arguments to the interface in
support of the evaluation. The interface is given in the form of a CUDA kernel function,
and a user defined statistical test can be built on top of the function-provided arguments
and other features supported by CUDA in standard C syntax such as flow control, loop-
ing statements, logical and bitwise operators, basic data types and arithmetic instructions
and so on. Apart from that, the building of contingency tables for each SNP-pair is auto-
matically handled by another kernel function in a very efficient way.
The key features of GWISFI are summarised as follows:
• A CUDA kernel function goes through the designated data elements in packed
format and rapidly generates two 3× 3 contingency tables for Cases and Controls
respectively using the fast bitwise operations and hardware population count in-
structions. The filled tables are then used by test methods for evaluation.
• A GPU interface containing instructions for user-defined statistical tests in the form
of a separate CUDA kernel function to compute the raw statistic based on the sam-
ple counts in the derived contingency tables. The calculated statistic measures the
association between the genotype and phenotype and is used as the sorting key for
each SNP-pair under evaluation.
• A score ranking mechanism, which is based on the CUDA Thrust library, efficiently
maintains a global list of top-ranked SNP-pairs according to the statistical test being
evaluated. A maximum of one million top interactions are recorded and updated
in the sorting buffer throughout the exhaustive search.
• Multiple statistical tests can be executed in a sequential order after the contingency
tables are created. Once the time-consuming table calculations are finished, they
are stored into GPU memory and are subsequently used by different test meth-
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ods to derive their respective statistics. All operations of a given test method are
handled by an independent channel in GWISFI.
In the beginning of the exhaustive search, the entire GWAS dataset is binarised, packed
and loaded into GPU memory because the costs of I/O and data transfer between main
memory and GPU memory are costly. For a medium-sized dataset (e.g. 450K SNPs ×
5K samples), a low-end laptop GPU with 1GB memory is sufficient to store the entire
dataset. For a larger dataset (e.g. with 4M SNPs × 5K samples), a better GPU such as the
Nv GTX Titan with 6GB memory will suffice. We tested the actual memory consumption
for storing such large dataset using our Nv Tesla K40c GPU and total 5.2GB GPU memory
is used for all required storage.
Given the Single-Instruction Multiple-Data (SIMD) architecture of GPU devices, effi-
cient data processing is achieved by the simultaneous analysis of large chunks (blocks)
of contiguous SNP-pairs. Instead of iterating over all possible n× (n− 1)/2 SNP-pairs,
GWISFI traverses through all possible pairs of SNP chunks, where each chunk contains
C = n/block SNPs. For all SNP-pairs in each chunk-pair, contingency tables are gener-
ated by a large number of CUDA threads using the kernel function. This parallelism is
essential for high-throughput computing on GPU devices. The generated contingency
tables for all SNP-pairs in the current block-pair are stored into GPU global memory. A
follow-up CUDA kernel function executes the user-defined statistic to score each SNP-
pair utilising contingency tables calculated previously.
User-defined functions are called via CUDA kernel function pointers and take the
contingency table of genotype frequencies and other optional data files as arguments. To
add new statistical tests, the user writes and compiles one or more functions that conform
to the functional interface specification. All code is then linked into the final executable
using the NVIDIA CUDA toolkit. Ranked scores are stored as a tuple consisting of the
real-valued raw statistic itself and two integer indices representing the relevant SNPs.
Due to the limited storage space of GPU memory and the cost of sorting a large number
of SNP-pairs, the output buffer stores a maximum of one million sorted pairs using the
CUDA Thrust library. Unlike most existing methods which require a predefined hard
threshold for filtering SNP-pairs in the first place, GWISFI always keeps a maximum of
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one million top pairs in the buffer based on the ranking of statistic. This feature allows a
manageable set of SNP pairs to be generated, and provides extra benefit in many follow
up analyses and applications.
2. For each: 
SNP pair 
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Figure 3.5: The GWISFI architecture. The system accepts GWAS data as input (A). To add
a novel statistical test, the user defines one or more CUDA kernel functions (B) that accept
contingency tables and other arguments describing each SNP-pair being analysed. These
functions are then linked into the final executable program. The program outputs a list
of top-ranked SNP-pairs for each statistical function (C). Most of the difficulty and func-
tionality required for function evaluation is captured by the GWISFI system (D). Within
the system, the data is first converted into the internal bit-mask representation and then
each SNP-pair is evaluated. User-defined statistics are then evaluated for each SNP-pair,
given the contingency table and other variables calculated efficiently by GWISFI. Option-
ally, the user can provide additional data files for use by the statistical functions (E).
( c©2014 IEEE)
Lastly, instead of computing two contingency tables (for Case and Control respec-
tively) for each association test separately, GWISFI calculates two tables once only, and
the derived genotype frequencies can be used subsequently by multiple test methods,
avoiding the expensive re-calculation of tables each time. In such a case, GWISFI allo-
cates a buffer separately to each test, maintaining a list of top-ranked SNP-pairs. The
overview of the system architecture is depicted in Figure 3.5.
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3.4 Runtime Improvement
To test the performance of GWISFI, we select five popular association tests from literature
and implement them via the functional interface. A NVIDIA Tesla K40c GPU is used in
the experiment to process a simulation dataset containing half a million SNPs and 50K
samples. The raw data (matrix in text file format containing genotypes ∈ {0,1,2}) is 48G
large in size and stored locally for analysis.
Table 3.2: Runtime improvement for several popular methods implemented via GWISFI.
All numbers of the original implementations of methods are scaled from the estimated
runtimes in Table 3.1. Refer to the publication and code for more implementation details
(e.g. dealing with missing values, possible empty cells, etc). The ‘1.1’ hours runtime via
GWISFI is the wall-clock time, taking all computations, I/O operations, data packing,
etc., into account on our desktop. The dataset with half a million SNPs and 50000 samples
is used for benchmarking the performance. GWISFI runs all experiments with a single
Nv Tesla K40c GPU. † Throughout the thesis, the stage one filtering is used by default
for EPIBLASTER in all experiments; ∗ PLINK FastEpi 1.9 (beta 6.21).
Estimation via GWISFI 1 x Nv Tesla K40c
Methods Original Platform 0.5M x 50K 0.5M x 50K Speedup
GWIS (χ2 test) 1 x Nv GTX 470 2.7 (hours) 1.1 (hours) 2.45×
SHEsisEpi 2 x Nv GTX 285 11.2 (days) 1.1 (hours) 244.36×
EPIBLASTER† 4 x Nv GTX 295 25 (days) 1.1 (hours) 545.45×
FastEpistasis∗ 1 x CPU 38.3 (hours) 1.1 (hours) 34.82×
IG 1 x CPU 20.6 (years) 1.1 (hours) 1.64∗105×
The runtime of each method implemented via our platform is compared to its original
implementation, with the improvement results shown in Table 3.2. As can be seen from
the table, most methods received a significant speedup via GWISFI, and the processing
of large dataset becomes feasible. One thing to clarify here is that the 2.45× speedup
estimated for the χ2 test in our previous implementation is not a real speedup since a
more advanced GPU is used here. Nevertheless, all runtimes are cut down to nearly
1.1 hours, which is a reasonable waiting time for research. In addition, GWISFI doesn’t
rely on complicated hardware settings. Instead, it requires a single GPU only, which is
affordable to an ordinary research team. A further speedup can be expected once more
advanced GPUs with more CUDA cores are allocated to the system.
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Table 3.3: Runtime decomposition for the dataset with 0.5M SNPs and 50K samples. In
addition to the result of each individual filter, we also present the runtime using all 5
filters in a single run via GWISFI. In this mode, the contingency table is derived once
only and then used subsequently by 5 filters. ∗ PLINK FastEpi; ‡ All other overheads
including the data loading, packing, transferring to GPU, initialising the storage and
buffer for each individual filter, etc., other than the actual computation.
0.5M x 50K data
Filtering Methods Computing Time Loading Time‡ Total
(in minutes) (in minutes) (in hours)
GWIS (χ2 test) 52.21 14.49 ∼ 1.1
SHEsisEpi 52.75 14.74 ∼ 1.1
EPIBLASTER 52.52 14.55 ∼ 1.1
FastEpistasis∗ 52.29 14.51 ∼ 1.1
IG 52.79 14.47 ∼ 1.1
All five together 62.96 15.44 ∼ 1.3
Next, we decompose the total runtime into loading time and computing time, trying
to identify the main bottleneck of the computation. The time decomposition for the large
synthetic data is shown in Table 3.3. We can see from the table that the computing time
generally takes about 52.5/67 ' 78% of the total time if every method is executed inde-
pendently on our desktop. In such a case, all methods go through the entire procedure of
data processing. As a result, the large input data is loaded five times with a total of ∼ 73
minutes spending on the data loading and packing, which is a non-negligible overhead.
Assuming hundreds of re-sampling trials are performed to select robust interactions, then
this overhead becomes a significant obstacle. In summary, the data loading, packing and
transferring between disk, main memory and GPU memory should be minimised, and
this is one of the major practical considerations of proposed robust interaction selection
algorithms via re-sampling trials.
Meanwhile, if all five methods are executed together in one go via GWISFI, then the
entire dataset is loaded once only. On average, each method consumes 14.55 minutes of
the loading time but such overhead for all five methods together is 15.44 minutes, which
is about 1 minute longer. The reason of this ∼ 1 minute discrepancy is due to more time
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are spent on extra overheads, such as preparing five buffers instead of a single one. The
related costs slightly increased the total loading time.
On the other hand, if we take a closer look at the computing time for all five methods
together, then the total 62.96 minutes runtime is comprised of 1 unit of contingency table
calculations and 5 units of statistical tests. In comparison, the average computing time of
each method independently is 52.5 minutes which is made up of 1 unit of contingency
table calculations and 1 unit of a statistical test. Consequently, if we subtract 52.5 from
62.96, then we have 62.96− 52.5 = 10.46 minutes for total 4 statistical tests, and each test
on average consumes 10.46/4 = 2.6 minutes. If we further subtract 2.6 from 52.5, then
the time spent on building the contingency tables is 52.5− 2.6 = 49.9 minutes on average,
which means 49.9/52.5 = 95% of runtime is spent on the contingency table calculations
by a single method in GPU for this dataset.
In conclusion, the contingency table building, which relies on the bitwise operations
and hardware population count instructions, becomes a major bottleneck in GPU com-
puting. Although it is hard to further decrease the overhead of this type of computation
in a single run, we show in the following section that redundant operations can be iden-
tified in the re-sampling procedure for robust interactions selection.
3.5 Select Robust Interactions via Re-samplings for Large Data
Recall from previous discussions that a single run through the data may lead to false pos-
itives, and we wish to select only those SNP-pairs that are robustly against the variations
introduced into the training data. A straightforward method is to adopt a re-sampling
procedure, in which a portion of data are randomly selected as the training set for each
trial and an exhaustive search is performed on that training set to report a list of top-
ranked SNP-pairs. By repeating the re-sampling procedure multiple times, we select
those SNP-pairs that consistently appeared in multiple folds of re-sampling trials as the
robust ones. However, if the experiment is performed directly using the basic version
of GWISFI, then the data loading, packing and transferring to GPU memory is repeated
for each re-sampling trial. As we have shown in the previous section that it becomes a
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noticeable problem for large datasets. In this section, the term large data refers to a dataset
with a large volume of samples.
Below, we provide two extension algorithms of GWISFI to improve the efficiency
of selecting robust SNP-SNP interactions via re-sampling trials. We try to address pre-
viously mentioned two bottlenecks, namely, the contingency table calculations and the
loading and packing for large datasets.
3.5.1 Avoid Repeated Loading of Large Data
The first challenge is to avoid repeated loading of a large dataset when the re-sampling
trials are performed hundreds even thousands of times. Instead of going through the
complete cycle of loading, binarising and packing of the dataset at each trial, a desired
characteristic is to follow these steps once only and constantly keep the packed data in
GPU memory, where a light-weight operation can be performed directly on the packed
data to identify a portion of randomly selected samples in the packed format as the train-
ing set for that trial. After that, an exhaustive search is applied on that training set to
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Figure 3.6: Randomly disable a portion of rows in a packed GWAS dataset to generate a
training set P.
Assuming we wish to use 75% random samples for the exhaustive search at each re-
sampling trial, one simple way is to disable the remaining 25% from the packed data by
replacing certain rows encoded in the packed data with zeros. To achieve that, we first
determine that ratio α = 0.75 as the proportion of samples to be used as the training set.
After that, we create a list of randomly generated ones and zeros, ensuring the ones take
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that proportion α in the list. Next, this binary indicator vector b is packed into p, and we
perform the column-wise bitwise operation AND (&) between p and previously packed
original data P to generate the desired training set P, Figure 3.6.
To better elucidate the principle, consider two 64-bit words pa0 and p
b
1 representing
the genotype combination ‘0-1’ for a pair of SNPs ‘xa’ and ‘xb’. The frequency of this
genotype combination can be simply obtained by performing popcll(pa0 & p
b
1) in GPU.
Given a 64-bit indicator word p, we can generate two other words pa0 & p and p
b
1 & p.
Certain rows in two new words are marked as zeros because of p and consequently they
are deducted from the total frequency count. By performing popcll((pa0 & p)& (p
b
1 & p)),
only remaining rows (training set) are actually in effect in counting the occurrences of that
genotype combination.
Therefore, to utilise a portion of random samples as the training set for a trial of
exhaustive search, we only need to create a randomly generated indicator vector (with
ones and zeros taking proportions of α and 1− α respectively) in the packed format and
perform the bitwise operation AND with the preserved data P, such that a training set is
derived for that trial because 1− α of total rows are replaced with zeros and are excluded
from the counting. If the re-sampling trial is executed many times, we never need to load
a large number of samples from the beginning to create the training set. The following
Algorithm 1 is depicted to avoid the frequent data loading in re-samplings.
3.5.2 Redundant Calculations in Contingency Table Building
Another improvement is to identify redundant calculations when building the contin-
gency tables in re-samplings. Consider a 10-fold re-sampling scenario for the time being,
the basic idea is to first calculate the contingency table T using all samples, and then
calculate the contingency table T
′
k for each fold k separately. After that, we can calcu-
late the statistic Sk(∆Tk) based on the sample counts in the discrepancy table ∆Tk, where
∆Tk = T − T
′
k, which means that the genotype frequencies in T
′
k of fold k are deducted
from the total counts in T. By averaging over all K = 10 folds S = (∑Kk=1 Sk(∆Tk))/K, we
obtain the sorting key S for the SNP-pair under evaluation.
To implement the idea, we can shuffle the sample order of the original GWAS data to
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Algorithm 1 Robust interaction selection by re-samplings via GWISFI, with frequent data
loading and packing avoided.
Require: GWAS data X with m rows (samples) and n columns (SNPs).
1: Determine a set of filters F for evaluation.
2: Set a ratio α ∈ (0,1) for the training samples out of the total samples.
3: Set chunk size block, resulting in C = n/block chunks, numbered ∈ {1, · · · , C}.
4: Set total re-sampling trialsR.
5: Generate the binary data B from X and pack into 64-bit integer data P. (Figure 3.3)
6: Store P into GPU memory.
7: for r ∈ {1, · · · ,R} do
8: Generate a vector b containing α×m ‘1’ and (1− α)×m ‘0’ in random order.
9: Pack the binary vector b into a 64-bit integer vector p; store p into GPU memory;
and perform p & P = P. (Figure 3.6)
10: Initialise the dynamic sorting threshold θψ for each filter ψ ∈ F.
11: for A ∈ {1, · · · , C} do
12: for B ∈ {A, · · · , C} do
13: for each pair of SNPs xa in chunkA and xb in chunkB (∀a < b) in parallel do
14: Generate the contingency table T(xa, xb) from P and store into GPU memory
by a CUDA kernel function of GWISFI.
15: for each filter ψ ∈ F do
16: Read T(xa, xb); execute ψ based on the counts in T(xa, xb); and store
SNP ID(xa), SNP ID(xb) and the calculated statistic S(T(xa, xb)) that ex-
ceeds the θψ into the buffer s(ψ) by a CUDA kernel function of GWISFI.
17: end for
18: end for
19: Maintain a global list of top-ranked SNP-pairs in s(ψ) for each ψ and update
each θψ using the CUDA Thrust library, adopted by the GWISFI platform.
20: end for
21: end for
22: for each filter ψ ∈ F do
23: Output the list of top-ranked SNP-pairs lrψ from s(ψ) for the current trial r.
24: end for
25: end for
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Figure 3.7: Append the shuffled samples to the original data to remove redundant calcu-
lations in contingency table building for re-sampling trials. Ten-folds of shuffled samples
are used as an example, assuming sample size is large enough and the generated P
′
is
divisible into K = 10 folds.
derive a shuffled version X
′
, binarise it as B
′
and pack into P
′
(assuming sample size is
very large and P
′
is divisible into K = 10 folds). Both P
′
and P are stored in GPU memory,
and previously described idea is applied to the packed data.
Assuming 1 unit of computing time is required to build the contingency table using
all samples. Correspondingly, 0.9 unit of time is consumed to build the contingency
table using 9-folds of the whole data since the runtime decreases linearly as the number
of packed words, then total 10 × 0.9 unit = 9 units of time are spent on contingency
table building for the re-sampling procedure executed 10 times independently. By using
proposed procedure, in comparison, 1 unit of time is consumed to build the original
contingency table T using all samples, while 10× 0.1 unit = 1 unit of time is required to
create 10 tables T
′
k for the 10 folds respectively. In total, only ∼ 2 units of time are used to
generate all 10 discrepancy tables (∆Tk = T − T
′
k for k ∈ {1, · · · ,10}). Thus, the efficiency
of building tables for 10-fold re-samplings is improved.
This simplification of contingency table calculations is depicted in the Algorithm 2.
One thing to note here is that the two extension algorithms differ in ways of ranking.
The SNP-pairs in the first algorithm are sorted based on their original statistics at each
independent trial of re-samplings, while the second algorithm sorts each SNP-pair based
on a score averaged over K (calculated from the discrepancy tables).
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Algorithm 2 Robust interaction selection by re-samplings via GWISFI, with redundant
calculations reduced in contingency table building.
Require: GWAS data X with m rows (samples) and n columns (SNPs).
1: Determine a set of filters F for evaluation.
2: Set the number of folds K.
3: Set chunk size block, resulting in C = n/block chunks, numbered ∈ {1, · · · , C}.
4: Generate the binary data B from X and pack into 64-bit integer data P. Randomly




; pack into P
′
; and divide P
′
into K folds
{P′(1), · · · , P′(K)}. (Figure 3.7)
5: Store P and K folds of P
′
into GPU memory.
6: Initialise the dynamic sorting threshold θψ for each filter ψ ∈ F.
7: for A ∈ {1, · · · , C} do
8: for B ∈ {A, · · · , C} do
9: for each pair of SNPs xa in chunkA and xb in chunkB (∀a < b) in parallel do
10: // The following instructions are performed by the CUDA kernel functions of GWISFI:
11: Generate contingency tables T(xa, xb), T
′
1(xa, xb), · · · , T
′
K(xa, xb) from P, P
′
(1),
· · · , P′(K) respectively and store into GPU memory.
12: for each filter ψ ∈ F do
13: Read T(xa, xb).
14: for k ∈ {1, · · · , K} do
15: Read T
′
k(xa, xb); calculate ∆Tk = T(xa, xb)− T
′
k(xa, xb); execute ψ based on
the counts in ∆Tk; and derive the statistic Sk(∆Tk).
16: end for
17: Calculate the average S = (∑Kk=1 Sk(∆Tk))/K and store SNP ID(xa),
SNP ID(xb) and S that exceeds the θψ into the buffer s(ψ).
18: end for
19: end for
20: Maintain a global list of top-ranked SNP-pairs in s(ψ) for each ψ and update
each θψ using the CUDA Thrust library, adopted by the GWISFI platform.
21: end for
22: end for
23: for each filter ψ ∈ F do
24: Output the list of top-ranked SNP-pairs lψ from s(ψ).
25: end for
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3.6 Learning Robust Interactions for Real GWAS data
In this section, we apply the exhaustive search-based re-samplings on real GWAS studies
to present top robust interactions and their re-sampling consistency. In the experiment,
three diseases, namely Type 1 diabetes (T1D), Rheumatoid arthritis (RA) and Crohn’s
disease (CD), are selected from the Wellcome Trust Case Control Consortium1 (WTCCC)
[132] to produce results.
Firstly, we perform the quality control for each GWAS study using PLINK software
with setting ”–geno 0.1 –mind 0.1 –maf 0.05 –hwe 0.001”, which ends up with ∼ 350K
SNPs for each dataset. For each of them, total 300 re-sampling trials are performed. For
each trial, 75% of samples are randomly selected from the data as the training set, and
all five filters χ2, IG, FastEpi, SHEsisEpi and EPIBLASTER are applied on the training set
via GWISFI to select top SNP-pairs. As a result, each filtering method generates 300 lists
of top SNP-pairs for each study. In total, there are 300 trials× 3 studies× 5 filters = 4500
exhaustive search performed locally using our Tesla K40c GPU.
For each ‘study-filter’ combination, we select 10000 top-ranked SNP-pairs from each
trial; identify the unique pairs from 300 × 10000 candidates; and assign a re-sampling
consistency to each unique pair by calculating the ratio of its frequency out of total 300.
Finally, all unique pairs are sorted from the largest to the smallest using the re-sampling
consistency as the sorting key. From the sorted pairs, we visualise top 50 robust inter-
actions in Figure 3.8 using the RCircos package [157]. To generate plots by RCircos, we
first convert the WTCCC SNPs from genome coordinate system hg17 to hg19 using the
on-line version of liftOver tool https://genome.ucsc.edu/cgi-bin/hgLiftOver
because RCircos takes the GRCh37/hg19 as the default genome coordinate, whereas the
WTCCC data use NCBI135/hg17 to index SNPs.
From Figure 3.8, it is not surprised to see that different filters generate dramatically
different robust interactions across the genome since the bias of each filter is obvious. In
such a case, we would like to know, from all reported robust interactions, which SNP-
interactions generated by which filter are valid predictors in Case-Control classification.
1A full list of the investigators who contributed to the generation of the data is available from www.
wtccc.org.uk. Funding for the project was provided by the Wellcome Trust under award 076113 and
085475.
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Figure 3.8: Top 50 robust interactions of 5 different filters for 3 GWAS studies. From left
to right: T1D, RA, CD. From top to bottom: χ2, IG, FastEpi, SHEsisEpi and EPIBLASTER.
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Figure 3.9: Re-sampling consistency of top 5000 robust SNP-pairs for 3 GWAS studies.
For each re-sampling trial, 1000 or 10000 top-ranked SNP-pairs are used to derive the
final list of robust interactions.
We response to this question by showing the prediction evaluation results in Chapter
5. At this stage, we conclude that the types of robust interactions picked by each filter
are unknown to us a priori until all of them are thoroughly tested on real GWAS studies.
Thus, a fast screening tool such as GWISFI is necessary for running those methods.
Next, we investigate the re-sampling consistency for the top robust pairs to give a
general idea of how well these interactions are survived from the sampling variations.
Recall from the previous analysis, we selected 10000 top-ranked SNP-pairs from each
trial and calculated the re-sampling consistency for each unique one to finally obtain a
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list of sorted robust interactions. Here, we give an additional option of top 1000 pairs se-
lected for each trial, focusing on more significant ones as well. The same calculations are
applied with the consistency results shown in Figure 3.9. In the figure, the left and right
plots correspond to the consistency results of top 5000 unique robust pairs, generated
from total 300 trials using either 1000 or 10000 top-pairs for each trial. From those plots,
we see that the re-sampling consistency quickly deteriorated as the number of robust in-
teractions increased. In other words, those interactions along the right tails of the curves
are no longer robust enough and only a small portion of SNP-interactions are survived
from the sampling variations. Although the consistency results using 10000 top-pairs at
each trial generally perform better, the trends of two options are similar. In conclusion,
the re-sampling-based robust interactions selection is an inevitable step to detect stable
features, and a proper determination of top robust interactions is the key to avoid unsta-
ble features being included into the candidate feature set for further analyses.
3.7 Summary
In this chapter, we have introduced the high performance computational method of se-
lecting robust interactions via a GPU-based screening platform. Because a single exhaus-
tive search with a particular association test is insufficient, the selection of robust inter-
actions via re-sampling trials becomes a key step to follow-up analyses. In response, the
proposed GPU platform enables the fast exhaustive search using customised test meth-
ods. Due to the high efficiency of proposed GPU method, the exhaustive search-based
re-sampling trials become feasible for selecting robust interactions, and the extended al-
gorithms can further improve the re-sampling efficiency to process large datasets.
Chapter 4
Learning Discriminative Signals by
Shallow Model
I N this chapter, a shallow neural network model is proposed, enabling both the effective binaryclassification and high-level class-specific feature learning at the same time. Throughout the ex-
periments, the learned features are shown to be reasonable for the classification task and the predictive
signals can be simply distinguished from the noise with very little computational overhead, making it a
useful tool of learning nonlinear interaction features for Case-Control discrimination in GWAS. Var-
ious simulation tests are performed to demonstrate different aspects of proposed model. This chapter
is partially derived from the following publication of related contentsa.
aQiao Wang, Sylvia Young, Aaron Harwood and Cheng Soon Ong, ”Discriminative Concept Learn-
ing Network: Reveal High-level Differential Concepts from Shallow Architecture”, International Joint
Conference on Neural Networks, Killarney, Ireland, 2015. c©2015 IEEE.
4.1 Overview
Learning epistatic interactions as effective predictors for Case-Control classification re-
quires a predictive model to be flexible enough to realise various nonlinear and linear in-
teraction patterns. A potentially qualified model is challenged by the objective from dif-
ferent aspects such as nonlinear approximation ability, interpretability, stability and com-
putational efficiency. In this chapter, we discuss related factors and propose a novel neu-
ral network model addressing all challenges to some extent. Various aspects of proposed
method are discussed with detailed experiment results shown in this chapter. Through a
number of simulation tests, the method is demonstrated to be capable of realising various
nonlinear discriminative patterns. The method is shallow in nature but able to perform
effective classification and learn high-level class-specific features at the same time. Due
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to its explicit nonlinear mapping capacity and simplicity in computation, the proposed
model can be utilised by a simple procedure to efficiently distinguish the signals from
the noise with minimum computational cost.
Firstly, the nonlinear nature of epistatic interactions poses significant challenges for
a predictive model to flexibly recognise and distinguish them from the noise. The level
of interactions in real world is not restricted to binary, ternary, but possibly extended to
higher order interactions. An ideal method should not assume a specific order or certain
types of interactions, but required to be capable of learning various interaction patterns
for effective Case-Control discrimination. For many explicitly defined statistical tests or
other ad-hoc protocols, it is highly doubtful that these routines are flexible enough to
adapt to all types of interactions. In fact, some methods require manually revising a
previous version of statistic for the purpose of adapting to higher order interactions or
dealing with the curse of dimensionality problem.
Due to the universal approximation capacity of artificial neural networks, these non-
linear models have potentials and shed light on effective learning of nonlinear interaction
features without assuming any certain types of interactions in the first place. As it has
been shown in Chapter 2, applying a neural-net model directly to this task is still non-
trivial. For a qualified neural network method, a number of desired characteristics are
highlighted as follows:
• Classification capacity: For a given set of input features and a well-determined hy-
perparameters setting, the model should realise the patterns from the input data
and derive a trained model for which an effective prediction can be made to a set
of test samples. The prediction performance is a criterion assessing whether the
model successfully learns from the training data, and the model is considered pre-
dictive when it performs an effective classification on the test data. Although the
research topic aims at proposing a flexible model that effectively learns interaction
features for effective Case-Control discrimination, the model’s classification ability,
on the other hand, is an indicator of assessing whether those learned features are
meaningful. In other words, if the model is unable to perform a quality classifi-
cation, then it is hard to believe that the learned interactions are valid predictors.
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Therefore, as a prerequisite, it is expected to see that the proposed method shows
similar prediction performance to the state-of-the-art methods.
• Feature learning ability: We have seen earlier that a feature learning procedure
can be coupled with a predictive model (e.g. SVM-RFE), or be part of the model-
training itself (e.g. interpreting weights of a neural-net by a measuring criterion).
For a desired neural net method in particular, we expect that the features are prop-
erly scored by interpreting the learned weights such that the signals and the noise
are marked in a reasonable way. The derived feature score should act as a proxy,
correctly reflecting a feature’s importance/contribution to the binary classification.
Based on those scores, the model should also allow a simple procedure to auto-
matically distinguish the signal set from the noise set without incurring overly
expensive computations. Once they are determined, the false positives and false
negatives should be minimised respectively in the two sets.
• Interpretability: Neural-nets are considered black boxes for several reasons. For in-
stance, the learning procedure is subject to the random initial conditions; the train-
ing process is dynamic and is hard to predict for its behaviour; and the gradient-
based optimisation may converge to local minima. Multiple layers of learning
is frequently used in neural-net training and usually end up with a hierarchy of
learned weights. Because of the layer-wise complexity, it is hard to derive simple
functions to characterise the information flow from the input layer to the output
layer. By simplifying the hierarchy, we expect the model to be as shallow as possi-
ble to increase the possibility of deriving an easier explanation of how the classifi-
cation decision is made by the learned weights. Another observation window is to
visualise the scored features. Given a binary classification problem, it is expected
to see that the overall feature scores show high-level discriminative information
that is human understandable. The derived feature scores should clearly distin-
guish as much discriminative signals as they can from the noise. As a result, the
visualisation of those scores triggers the concept level cognition of human for the
presented binary classification problem. Once the model behaviour is shown to be
agree with the human understanding, the trust to the model is enhanced and the
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learned signals are more convincing to be recognised as valid predictors.
• Stability: Due to the randomness of neural-nets, the intrinsic variations of results
generated by multiple runs are expected to be a challenge. Usually, a neural-net
model is required to run multiple times and the results are averaged to draw a
conclusion. As we have introduced in Chapter 2, some neural network method
produces inconsistent results from one trial to the other, leading to an incorrect
conclusion of feature rank in the end. Although some level of systematic discrep-
ancies between different runs may be tolerated to some extent, the ranking order
among different features should not change dramatically for each trial. This is a
fundamental requirement of generating reliable feature scores, and is essential for
a follow-up analysis such as informative features extraction. In short, a qualified
neural net-based feature selection method should take the stability issue into ac-
count. With relatively stable feature scores being produced, less repeated runs are
required to confidently conclude for those features.
• Computational efficiency: A computationally efficient neural net model is critically
needed under a large experiment setting. Several factors such as the dimensional-
ity of the input, the complexity of the network architecture, the number of training
epochs, etc., jointly decide the computational cost for a single trial of the experi-
ment. However, expensive cross-validations are commonly used in machine learn-
ing for fine-tuning the hyperparameters. For each trial, the model goes through a
complete training procedure. Thus, a large number of cross-validation trials signif-
icantly add up to the total computational cost. In this situation, the deep learning
models are infeasible for this type of experiment due to the computational barrier.
In contrast, a shallow model with highly simplified architecture could be an answer
to an expensive experiment.
In this chapter, we propose a shallow neural network model called discriminative con-
cept learning network (DCLN) in the hope of addressing the challenges and acquiring the
listed capabilities. The method is intrinsically simple, and enables an effective binary
classification and a stable feature learning at the same time. Its classification capacity is
shown to be competitive to the state-of-the-art method. With the support of sufficiently
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good classification ability, the method’s feature learning capacity, which is our main ob-
jective, can be used to extract predictive signals. We demonstrate in this chapter that the
learned features are high-level, class-specific in nature and are easily understandable to
human, increasing the confidence of learned features. A number of simulation tests are
performed to demonstrate different aspects of proposed method.
In the following sections, we first present the theoretical details of the method, and
then demonstrate its nonlinear approximation ability using four nonlinear simulation
datasets. After that, we compare its classification capacity to the SVM method using
seven simulated interactions studies. Although we are not exceeding the state-of-the-art
in the simulation tests, the proposed method is shown to be highly competitive. More
importantly, with sufficient level of classification capability, the method certainly learns
from the data and hence the generated high-level discriminative features are worthwhile
checking for their potential values in applications.
Next, we demonstrate with a number of computer vision exercises first, showing that
the learned features are agree with the human’s understanding. This implies that the
model learns and identifies key features for a binary classification problem in a way sim-
ilar to humans. After that, we show how the predictive signals can be extracted from
the scored feature by a light-weight procedure requiring very little computational cost.
Finally, we demonstrate that the same procedure can be applied to learn nonlinear inter-
action features from synthetic datasets. We leave real GWAS tests in Chapter 5.
4.2 Method
In this section, we first introduce the theoretical foundation of proposed method and then
give a detailed algorithm.
4.2.1 Theory
In this section, we describe the proposed DCLN method in a binary classification setup
such as Case-Control classification. For a given training dataset D = {Xn, yn}Nn=1 con-
taining N individual training instances, each instance Xn ∈ Rα. In stead of using this
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vector directly in the proposed method, we denote a generic input vector for such in-
stance x = (+1, x1, . . . , xα)T as an (α + 1)-dimensional input vector: ∀xn ∈ Rα+1, where
+1 is an appended bias unit fixed for all instances at the input layer, and y is the class
label of binary category y ∈ {A,B}.
Figure 4.1: DCLN structure.
Revised from the original picture in our paper ( c©2015 IEEE).
The DCLN structure with α+ 1 features at the input layer and β neurons at the hidden
layer is depicted in Figure 4.1(a) in which the network is fully connected. Each hidden
unit j takes the net input and convert using a nonlinear activation function:
zgj = g(w
T




xiwij), j = 1, . . . , β, (4.1)
where wj = (w0j, w1j, . . . , wαj)T are weights connecting the hidden neuron j to all input
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features in x, and w0j is the weight linking to the bias unit x0 ≡ +1.
The nonlinear activation function g(·) being used for hidden neuron j takes the form
of logistic sigmoid function shown as below:
g(t) =
1
1 + exp(− 1C t)
, (4.2)
where 0 < g(t) < 1, and constant 1C controls the slope of the function [45].
Once the input vector x is converted into a vector zg at the hidden layer (∀zg ∈ Rβ),












, j = 1, . . . , β, (4.3)
where || · ||22 represents the `2 norm of a vector. Here, we end up with a normalised
hidden layer vector z composing of zj, and we have ||z||22 = 1 and 0 ≤ zj ≤ 1. Because
the `2 norm of the vector z is equal to 1 and each zj is greater than 0, the normalised vector
z is now a unit vector be part of the positive region of a unit n-sphere, linking the origin
of the sphere to a surface point in that region. The idea is simply illustrated in Figure
4.1(b). So far, every input instance x in either class, can be converted into such unit vector
z: x 7→ z.
Next, we calculate a centroid for the cluster of normalised z vectors of each class y.
The two centroids are class representatives at the hidden layer. ∀x 7→ z in a class y, the
centroid vy is also a β-dimensional vector containing elements vyj (j = 1, . . . , β) which







, y ∈ {A,B}, (4.4)
where vyj and znj are indexed by jth position at the hidden layer for the nth instance in the
class y. Since the two centroids are actually computed from the hidden neuron vectors,
the norm ||v||22 = 1 and range 0 ≤ vj ≤ 1 also hold in this case. Here, v is a generic
representation, either vA or vB . Once the two centroids are obtained, each input instance
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can be mapped to the hidden layer and then measure its distances to the two centroids by
projecting to vA and vB respectively. Such projections can be calculated by simply taking
the inner products between the vector and the centroids:
〈z, vA〉 = ||z|| · ||vA|| · cos(θA) = 1 · cos(θA) = p,
〈z, vB〉 = ||z|| · ||vB || · cos(θB) = 1 · cos(θB) = q,
where θA and θB are the angles between the vector z and two centroids respectively (Fig-
ure 4.1(b)). Because the norm is zero for all vectors, taking a cosine function of the angles
leads to the projections p and q respectively as the results of the two inner products.
Based on the geometric meaning of the projections, we can reshape an instance’s
memberships to the two classes as the posterior probabilities at the hidden layer. One
simple way of defining it could be:
P(y = A|z) := p
p + q
, P(y = B|z) := 1− P(y = A|z) = q
p + q
, (4.5)
ensuring that the two posterior probabilities of class membership sum to one.
Given an input instance, e.g. x ∈ A, its membership to the two classes are P(y =
A|x ∈ A) = 1 and P(y = B|x ∈ A) = 0 respectively in the original input space.
However, once it is mapped to the hidden layer and represented by the normalised unit
vector z, its membership to classA is redefined by equation 4.5 and is reduced below one
at z: P(y = A|z ∈ A) = p/(p + q) ≤ 1 (due to the mapping x 7→ z is guided by the
weight matrix w).
The objective here is to recover its membership probability back to one for class A
at the hidden layer. The membership recovery will force the instance projecting more
on its own centroid than projecting on the centroid of the opposite class. To maximise
P(y = A|z) = p/(p + q) in this example, the following is to be satisfied for recovery.
max
q/p




= 1 = P(y = A|x ∈ A), (4.6)
where q/p→ 0 in equation 4.6 implies possible scenarios:
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For example, one could be 0 < q  p < 1, representing z ∈ A is projected to vA
much more than the projection to vB . In the ideal situation when p and q are almost
equal to 1 and 0 respectively, the instance is very close to the centroid vA, while it is
nearly orthogonal to the centroid vB at the same time.
Another example for the given instance could be q = 0 and 0 < p < 1. Consider,
for the time being, a possible situation for instances in class A. The subspace MA ∈ Rβ
defined by ∀z ∈ A is orthogonal to the subspace MB ∈ Rβ defined by ∀z ∈ B with the
properties as follows:
MB = {∀z ∈ B|〈z, vB〉 = 1} ⊆M⊥A = {z∗ ∈ Rβ|〈z∗, z〉 = 0, ∀z ∈MA}
and
MA = {∀z ∈ A|0 < 〈z, vA〉 < 1∧ ¬(〈z, vA〉 ≈ 1)}.
It implies that every z ∈ A is orthogonal to every z ∈ B (perfectly tight cluster, all vectors
are equal in B), but still with certain projection to its own centroid vA. In this situation,
the two distinct clusters can be formed to support an effective classification but there is
no guarantee to generate a perfectly tight cluster for instances in class A, even if their
memberships are fully recovered to A at the hidden layer.
However in both scenarios, an instance is pushed away from its opposite centroid and
generally gets closer to its own one (Figure 4.1(c)(d)) via the reconstruction of the class
membership at the hidden layer. Lastly, in perfect situation, an optimal set of weights
w∗ can be found to guide the mapping of x 7→ z such that all instances of the same
class receive a 100% membership of their own class and 0% of the opposite class, if the
following equation receives its theoretical maximum N:






〈zn, v∗Y − v∗¬Y 〉.
If such solution exists and can be achieved in a way, then the common structural regu-
larities within the same class are well extracted, while the structural differences between
the two classes are maximally amplified at the hidden layer. At the same time, the noise
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that is unrelated to the structural information in data is minimised.
However, it is not straight forward to directly implement that idea, and instead, we
introduce the following two ways of maximising the class membership by either min-
imising the cross-entropy (CE) or the squared error (SE) loss function. Such optimisation
methods provide pathways to learn a relatively practical mapping, and hence allowing
opportunities to learn a desired set of weights as the solution. We begin with the cross-
entropy method first.
Firstly, we employ an indicator function for an instance xn as below:
γn = γ(xn) =

1, if xn ∈ class A
0, otherwise.
Here, it follows a Bernoulli distribution:
γn|xn 7→ zn ∼ Bernoulli(P(yn = A|zn)),





P(yn = A|z)γn P(yn = B|z)1−γn , (4.7)
where P(yn = B|z)1−γn = (1 − P(yn = A|z))1−γn . For any instance in any case, one
term must be equal to 1 in equation 4.7, either P(yn = A|z)γn or P(yn = B|z)1−γn be-
cause one indicator function must be 0, either γn or 1 − γn. In such a case, the likeli-
hood function reaches its maximum value 1 when ∀P(yn = A|z)γn ≡ 1 for γn = 1, and
∀P(yn = B|z)1−γn ≡ 1 for γn = 0. This means, if the likelihood function can be optimised
to its maximum, the membership probability for the given instance will be recovered ac-
cordingly at the hidden layer.
As can be seen, the likelihood function needs to be maximised with respect to P(yn =
A|z) only. A common way of maximising a likelihood function is to convert it into the
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{γn log P(yn = A|z) + (1− γn) log(1− P(yn = A|z))}. (4.8)
In this situation the loss function needs to be minimised with respect to P(yn = A|z),
by which the function can be ultimately minimised with respect to the weights w. As a
general strategy, a gradient-based optimisation method can be employed to search for the
optimal solution w∗. Here, the widely used stochastic gradient descent (SGD) is applied
in an online learning fashion (the weights are updated for each input presented to the
network) to minimise the loss function, aiming at local minima:
∃w∗∇E(w|D)|w=w∗ = 0.
For each epoch, all instances are mapped to the hidden layer to calculate vA and vB ,
and then each mapped instance z is randomly selected by the training procedure once
only to perform an update to the weights at that epoch. For each presented instance,
the weights w are modified in the direction that is opposite to the gradient by a certain
amount as: ∆wij = −η ∂E∂wij , where η is the learning rate, and the weights update ∆wij can















With sufficient number of training epochs, the minimisation procedure is completed.
To solve ∆wij for each update, we show how the four elementary terms in equation 4.9
can be derived one by one as follows. The first term is easy to be obtained. Simply by
regarding equation 4.8 as a function of P(y = A|z):
− η ∂E(w|D)
∂P(y = A|z) = η
(
γn
P(y = A|z) −
1− γn
1− P(y = A|z)
)
. (4.10)
Recall from equation 4.5 that P(y = A|z) is composed of p and q, which represent the
inner products of the instance to the two centroids vA and vB respectively. In order to
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explicitly express the inner product as a function of zj for the hidden unit j, we rewrite
equation 4.5 in the following form:
















zj ∑n∈A znj + ∑
β
k′=1







′ 6= j, and










Because U and V are made up of zj (defined by equation 4.3), the P(y = A|z) of equation
4.11 is also expressed as a function of zj to solve equation 4.10.
Next, we show how the second term in equation 4.9 can be obtained. This term re-























denote the derivatives with respect to zj for U and V respectively. At
a given epoch two centroids are temporarily fixed, and in equations 4.12 and 4.13 we
can treat zj as the only variable, leaving centroid elements and other components as con-




























= vAj + vB j. (4.16)
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Therefore, the second partial derivative term in equation 4.9 is resolved by substituting
equations 4.12, 4.13, 4.15 and 4.16 into 4.14.
Next, we focus on the third term ∂zj
∂zgj
in equation 4.9. We first directly present the

















′ 6= j. (4.17)


































































′ 6= j. (4.19)










































Lastly, the final term
∂zgj
∂wij
in equation 4.9 is dependent on the input units. In general it
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So far we have explicitly derived all terms required by equation 4.9. Therefore, we
can update w for every instance presented to the network by ∆wij to minimise the cross-
entropy function described by equation 4.8. As can be seen from equation 4.9, the min-
imisation of the cross-entropy loss with respect to the weights can be decomposed into
four terms, and this idea can be easily extended into a more flexible form. An alternative
loss function E , regarded as a function of P(y = A|z) (we denote PA to it in the following
equation for simplicity), can also be used when:
∃E ′ := f (PA) ∧ inf
¬∀PA=γn
E(PA) = E(PA)|∀PA=γn , (4.22)
requiring the first term in equation 4.9 to be replaced by−η · f (PA), leaving the rest terms
same as before. Based on this, we show an alternative loss function using squared error,












||1− γn − P(yn = B|z)||2. (4.23)
Because both squared terms in equation 4.23 are equal or greater than zero, the func-
tion reaches its minimum value zero when ∀P(yn = A|z) ≡ 1 for γn = 1, and ∀P(yn =
B|z) ≡ 1 for γn = 0. Therefore, the minimisation of such function also leads to the
membership recovery at the hidden layer.
Similar to cross-entropy method, SGD is also applied here searching for the minimum.
Same as before, the weights w are updated for every instance by ∆wij whose chain rule
of partial derivatives are almost the same as equation 4.9 except for the first term to be
replaced by the following term:
−η ∂E(w|D)
∂P(y = A|z) = η(γn − P(yn = A|z)).
The three remaining terms are still expressed by equations 4.14, 4.17 and 4.21 respectively.
4.2.2 Algorithm
Putting all components together, the DCLN algorithm details are given here. For a train-
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Algorithm 3 Training DCLN with cross entropy (CE) and squared error (SE) methods.
Require: Input data D = {xn, yn}Nn=1, y ∈ {A,B}.
1: Set loss function, either CE or SE.
2: Set hyperparameters: hidden layer dimension β; learning rate η; sigmoid slope factor
C; and maximum epoch.
3: Randomly initiate w in a proper range: e.g. wij ∈ [−0.5, 0.5], where i ∈ [0, . . . , α] for
input layer and j ∈ [1, . . . , β] for hidden layer.
4: Initialise w∗, v∗A and v
∗
B ← ∅; min← 1.
5: repeat
6: for each instance xn, where n ∈ [1, . . . , N] do
7: zgn: z
g
nj ← 1/(1 + e
− 1C (wTj xn)), for j ∈ [1, . . . , β].









2, for j ∈ [1, . . . , β].
9: end for
10: for y ∈ {A,B} do





2, for j ∈ [1, . . . , β].
12: end for
13: if 〈vA, vB〉 < min then
14: w∗ ← w; v∗A ← vA; v∗B ← vB ; min← 〈vA, vB〉.
15: end if
16: for every instance xn in random order do
17: U ← 〈zn, vA〉; V ← 〈zn, vA + vB〉.
18: for j ∈ [1, . . . , β] do
19: U
′ ← vAj; V
′ ← vAj + vB j.
20: for i ∈ [0, . . . , α] do















22: if xn ∈ A then
23: w(CE)ij ← w
(CE)
ij + η ·V/U · ∆w.
24: w(SE)ij ← w
(SE)
ij + η · (1−U/V) · ∆w.
25: else
26: w(CE)ij ← w
(CE)
ij − η/(1−U/V) · ∆w.
27: w(SE)ij ← w
(SE)






33: Output w∗, v∗A and v
∗
B .
Slightly revised from the original algorithm in our paper ( c©2015 IEEE).
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ing dataset D, the weights w0 are randomly initialised. At the initial epoch, each input
vector x is mapped to the hidden layer by equation 4.2 and then normalised as z by
equation 4.3. Once all instances of the two classes are converted into the unit vectors, the
two centroids are calculated by equation 4.4 and temporarily fixed for the current epoch
(Figure 4.1(c)).
With calculated centroids, each unit vector z is then randomly given to the weights-




, p, q and P(yn = A|z) are all clear for that
vector, we can update the weights wn ← wn−1 + ∆w using equation 4.9. Generally,
instances move away from their opposite class centroid and get close to their own one
(Figure 4.1(d)). This recovers the membership probability to some extent at the hidden
layer as discussed earlier. After that, the training process proceeds to the next epoch,
where two centroids are re-calculated and updated to the new positions (Figure 4.1(e)).
The whole procedure is repeated until the pre-defined number of epochs is reached. The
model training of DCLN is detailed in Algorithm 3.
During the training, it is expected to see that two centroids are moving in the opposite
way of each other. Since they are class representatives, the increased distance between
them (decreased inner product 〈vA, vB〉) implies that the structural differences between
the two categories are gradually learned by the algorithm. Once the solutions w∗, vA∗
and vB∗ are determined, the binary classification can be done by simply mapping an
unknown instance to the hidden layer x 7→ z using w∗, and calculate 〈z, v∗A〉 and 〈z, v∗B〉
to determine the closest class centroid for the test instance.
One thing to note here is that for very imbalanced data, assuming n1 = 10 instances
for A and n2 = 1000 instances for B, instances in class A have much lower chances of
getting into the update of w. The update is dominated by instances in class B, and hence
the update is biased to the movement of vB . To balance this, we can simply manipulate
the learning rate by using an “adjusted” learning rate η∗, instead of η, differently to the
two classes. Here, in Algorithm 3, we may use η∗B = η× n1/n2 for x ∈ B if n1 < n2 when
updating w. And symmetrically, use η∗A = η × n2/n1 for x ∈ A if n2 < n1. This is a
simple idea of slowing down the update for the class with too many samples. The learning
rate is one of the most important parameters and deserves more investigation in future.
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The performance of DCLN is subject to a number of factors such as the number of
hidden neurons β; learning rate η; sigmoid function slope factor C; and total number of
epochs for the training procedure:
• Hidden neurons β: Sufficient number of hidden neurons are required for accom-
modating a complex problem, but the performance may not necessarily improve
with an excessive amount of hidden neurons. Also, the computation time increases
linearly with the number of neurons being used.
• Learning rate η: Controls the step of weights update and consequently affects the
speed of convergence. Akin to other neural network models, a too small or overly
large learning rate may also be accountable for slow convergence or unstable model
training for DCLN.
• Sigmoid slope factor C: Controls the flatness/sharpness of the sigmoid function
and is important for feature learning and prediction performance.
• Epochs: Sufficient number of cycles of training are necessary for extracting the
structural information from the input data, but over-training may lead to an over-
fitting to the training data.
Apart from these factors, the model performance is also affected by the randomly
initialised weights. With properly specified lower and upper bounds of an initialisation
range, the model can achieve its optimal performance for a given dataset. Throughout
the remaining part of this thesis, DCLN is extensively used in various simulation tests
and real studies, with major hyperparameter settings specified for the experiments to
demonstrate the idea. All other minor settings, optimisations and implementation details
are skipped for simplicity. Experiments are performed on Linux system only.
4.3 Nonlinear Approximation Tests
The first test of DCLN is to check whether it is applicable to simple nonlinear problems.
To test the capacity, we create four nonlinearly separable synthetic datasets. Both training
and test sets contain ∼ 2000 samples for each study, and each category receives half of
the samples. For each instance, there are two features x and y representing the horizontal
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and vertical axes respectively. The instances (2D points) in red and blue belong to two
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Figure 4.2: Nonlinearly separable data.
( c©2015 IEEE)
Both DCLN CE and SE methods are applied with the following setting: β = 200,
η = 0.1, C = 0.1 and epoch = 400, with additional settings optimised for these stud-
ies. In total, there are 500 repeated runs performed to calculate the average prediction
performance for each study.
As a starting point, determining a proper random initialisation range of weights is
important for DCLN. Here, we perform a comprehensive experiment to give a general
idea of how well the proposed method works on nonlinear scenarios. Firstly, we test
whether the model is tolerated by different ranges. Given the input dimension of three
(raw features α = 2 plus 1 bias unit) and β = 200 hidden nodes, the total number of
weight connections are 3× 200 = 600. All 600 weights are initialised randomly within
a predefined range specified by its lower and upper bounds, and we test the following
choices: [lower, upper] ∈ {[−0.1, 0.1], [−0.2, 0.2], . . . , [−0.9, 0.9]} for each study. The cor-
responding balanced accuracy results are shown for these ranges in Figure 4.3.
As can be seen from the plot, DCLN generally works well on all four studies under
different range settings. For each study, using either CE or SE method, at least one or
more settings can give a prediction score that is close to 100% of balanced accuracy. The
easiest case to tell is INTERVAL for which the performance reaches 100% for all settings
with both optimisation methods. For XOR, the performance generally peaked around
[−0.3,+0.3] for CE method. For SE method, on the other hand, the performance grad-
ually decreased after [−0.4,+0.4]. For SURROUND, the CE method gives nearly 100%







































































































Balanced accuracy for different initialisation ranges of weights
XOR SURROUND
INTERVAL COMPLEMENT
Figure 4.3: Prediction performance of various initialisation ranges.
balanced accuracy for all settings, while the SE method peaks around [−0.5,+0.5]. Lastly,
for COMPLEMENT, the CE method reached to the top after [−0.4,+0.4], and SE method
also report quality results except for some degradations appeared in settings with too
narrow or too broad ranges.
Given the determined initialisation range, we perform the next experiment to check
whether the two centroids move away from each other as the training proceeds. The
inner product of the two centroids 〈vA, vB〉 is recorded for every epoch. At the same
time, the prediction on the test data is also performed at each epoch. Again, total 500
trials are performed for averaging the results, and the recorded numbers are illustrated
in Figure 4.4 and 4.5 respectively.
As can be seen from Figure 4.4, the inner product decreases as the training proceeds
for all studies. Therefore, the actual behaviour of the model agrees with what was ex-
pected by the theory. The structure differences of the two classes are gradually learned
during the training and two clusters are indeed moving apart from each other. However,
different methods converged to different levels of separation at their respective speed.
For example, studies using CE generally converged more quickly than the correspond-
ing SE methods. In most cases, CE method reaches to a lower level than SE method except
for SURROUND study in which the SE method converged slower than CE but it arrived
at a lower level in the end. On the other hand, different studies show comparable pat-





































Figure 4.4: 〈vA, vB〉 at each training epoch.
terns as well. For example, INTERVAL and COMPLEMENT give curves that are similar
in convergence speed and minimum after ∼ 100 epochs for both optimisation methods.
Next, we investigate the corresponding prediction performance along with the train-
ing process. As can be seen from Figure 4.5, all studies end up with nearly 100% balanced
accuracy by the end of the training, regardless of their relative convergence levels of in-
ner products described previously. This implies that even if the inner product is not
minimised to the lowest level, the two class clusters are already well separated at the
hidden layer to support an effective classification.
Apart from that, there are still some noticeable trends. Similar to the behaviour shown
by the inner product plot, CE methods generally arrive at the maximum performance
faster than corresponding SE methods. The slowly converged SURROUND (SE), for ex-
ample, reached to its maximum performance at a late stage of training.
In summary, these studies constitute a preliminary demonstration of the nonlinear
approximation ability of DCLN. An immediate question here is how well the proposed
method is able to generalise to the points that are largely deviated from the original train-
ing data. Although a separate testing set is created and used for each study in the pre-
vious experiment showing the prediction performance, those data points are randomly
generated from the same signal region of the training data.




























Figure 4.5: Prediction performance at each epoch.
In response, we are interested in seeing how the learned model labels each random
point in the entire plotting area. More specifically, we generate a set of random points
that are uniformly distributed over the whole area of the plot and see how those points

































Figure 4.6: Nonlinear decision boundary for each study.
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To test the model, 1000 such random points are generated as the noise set across the
entire plotting area for each class of each study. The model is trained on the previous
training set and applied to this noise set, labeling each point with the predicted class.
Total 500 experiments are performed, and we investigate the possibility of a given ran-
dom point to be assigned to class A by calculating how many times such point is labeled
as A out of 500 trials. Such proportion value P(A) is plotted for each random point in
Figure 4.6, ranging from zero to one. Apparently, the point is shown as A (red) when
P(A) > 0.5, and B (blue) otherwise.
From the plot, it is clear that a correct decision boundary is learned for each study.
For example, the majority of blue points in XOR study cover the ‘top-left’ and ‘bottom-
right’ area for class B, while the red points for class A take two complementary regions.
This demonstrates that the derived model is correctly generalised to broader regions that
contain the original data points. For the points that are lying on the decision boundaries,
their values are approaching 0.5 correspondingly. This capacity is also shown by other
studies, for which the regions rather than just the training data are realised by DCLN.
A slight difference between CE and SE methods here is the learned CE boundary being
relatively more clear than SE for the presented four studies. This may be due to the
hyperparamters that are not optimised or because of the limitation of the method itself.
We leave such investigation into future work.
In summary, DCLN correctly characterised the critical decision regions of these non-
linear problems to perform proper classifications for the test points. The learned regions
show regularities, well accommodate the original points, and reasonably labeled those
ones that are largely deviated from the training data.
4.4 Classifications with Nonlinear Interactions
Before showing how the high-level robust features can be selected by DCLN in later
sections, we first give a preliminary exploration of its classification ability for nonlinear
interaction studies. Although the objective is not proposing yet another state-of-the-art
classification algorithm, the learned features by DCLN will not be convinced as effective
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predictors without the support of a sufficiently well classification performance.
In this section, we benchmark DCLN against the SVM method, which has demon-
strated its popularity for a broad range of applications in machine learning field. Both
second and third order interactions are tested here using simulation datasets. The DCLN
method closely follows the SVM to report high quality classification results. As other
neural-net methods, DCLN is also a model-free method but it doesn’t incur an extra
overhead such as kernel selection required by SVM.
The first batch of tests is based on the four nonlinear patterns illustrated earlier in
Table 2.4. The simulation data are generated for each of the four studies. Each category,
either Case or Control, receives total 1000 samples and then they are distributed to the
compartments of the contingency table according to the counts allocation specified in the
table. The table is derived by the full penetrance function, representing ideal scenarios.
In real world, this is less likely the case for most scenarios. Thus, we add various levels of
random noise to the data for simulations. For each trial, we randomly select a proportion
of samples and replace them with the random numbers {0,1,2}. We take the propor-
tions of 0.02, 0.04, 0.2 and 0.4 for the total 1000 samples of each category to randomise.
Therefore, we end up with total 4 (nonlinear interaction patterns)× 4 (noise level) = 16
nonlinear datasets containing noise at different levels.
Next, for each trial, half of the samples are randomly allocated to the training set,
leaving the rest as the test set. Within the training set, we use cross-validations for tuning
the hyperparameters. For each cross-validation run, 75% samples are randomly selected
from the training set for model fitting purpose, while the rest 25% are reserved for valida-
tion. The model is trained with each hyperparameter combination on the model-fitting
set and then tested on the validation set. Total 50× cross-validations are performed and
the best performing hyperparameter setting is determined as the one with the minimum
average validation error over 50 trials. Once the best one is selected, it is used to train the
model on the current training set and then predict on the test set to record a prediction
score for the current trial. Above procedure is repeated for total 500 trials and the average
prediction result is calculated.
For benchmarking different methods, we downloaded the widely-used SVM pro-
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gram LIBSVM [16] version 3.24, and tested three popular kernels such as radial basis
function (RBF), Polynomial and Linear kernels. For RBF kernel, a grid search for combi-
nations of C ∈ {2−5, 2−3, 2+3, 2+5} and γ ∈ {2−5, 2−3, 2+3, 2+5} is performed. For Poly-
nomial kernel, we tested {2, 3, 4, 5, 6} degrees of polynomials. Lastly for linear kernel,
we search through C ∈ {2−5, 2−3, 2+3, 2+5}. For DCLN, both CE and SE methods are
tested in the experiment with the following hyperparameters search space: β = 200,
η ∈ {0.01, 0.1, 1, 10} and C ∈ {0.01, 0.1, 1, 10}. For simplicity, the weights are initialised
in [−0.5,+0.5] with other settings optimised for these studies. All hyperparameter com-














Figure 4.7: Third order interaction pattern I J K.
In addition to the pairwise interactions, we are also interested in examining the model’s
performance for third order interactions. Three interaction patterns are illustrated in Fig-
ures 4.7, 4.8 and 4.9 respectively, in which the samples of a particular class are evenly dis-
tributed to the cells of that class. Previously, 1000 instances are allocated to each class in
a 3× 3 contingency table of a binary interaction. Here, we increase to 3000 for a 3× 3× 3
table of a ternary interaction. To reduce the extra computational cost incurred by the
increased sample size, the total 400 epochs are cut down to 200 for these three studies.
To speed up the data processing, an Intel CPU cluster with Linux system is used
for computing. The preliminary results are shown in Figure 4.10. As can be seen from




























Figure 4.9: Third order interaction pattern O P Q.
the plot, both DCLN CE and SE methods give very similar results. Among all seven
studies, the SVM with RBF kernel shows slightly better results than DCLN methods in
general, but the performance between the two methods are quite close to each other,
making DCLN a highly competitive classification method.
As a general trend, the performance of all methods decrease as the noise level in-
creases, which is expected. It is easily to tell that SVM with Polynomial kernel works
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Figure 4.10: Classification performance comparision.
well for interaction pattern G H but not for pattern A B and three third order patterns.
Additionally, it gives similar performance as SVM RBF and DCLN for pattern E F but
drops notably for C D when the noise level exceeds 0.04 in the plot. The SVM linear ker-
nel, on the other hand, gives the lowest performance in all scenarios, showing its inability
in dealing with nonlinear studies.
In summary, the optimal SVM performance relies on the proper selection of kernel
functions. It is unknown a priori which kernel(s) or kernel combinations are most suit-
able for an interaction study. For the presented simulation studies here, the RBF kernel
performs better than the Polynomial kernel in general. However, when we benchmark
these kernels in Chapter 5 for real GWAS tests (results are shown in Table 5.1 of Chapter
5), the situation is opposite, in which the polynomial kernel outperforms the RBF kernel
in most cases. As a result, a kernel engineering is inevitable for SVM. The selection for
a set of suitable kernels and the optimisation of kernel parameters add another layer of
complexity to the experiment.
In contrast, DCLN doesn’t rely on such selection but still works reasonably well for
both simulation tests shown here and real GWAS studies shown in Chapter 5. With the
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convincing classification capability, DCLN is demonstrated to learn critical information
from the training data, and consequently we are interested in exporing its feature se-
lection capability. As a first step, we would like to know, from learned weights, what
features are deemed important for a binary classification.
Instead of directly stepping into the epistatic interaction topic, we begin our discus-
sion with several computer vision experiments (each one is a binary classification prob-
lem). From those experiments, we will see soon that DCLN is able to learn complex
feature dependencies; derive feature scores that are visually understandable; and effec-
tively distinguish the signals from the noise for the binary classification. The reason of
choosing computer vision applications as a starting point is because there is a ground
truth of telling which are signals and which are noise by ourselves, and from a human’s
perspective we can easily judge whether the learned information makes sense, and hence
whether DCLN works in a way similar to us to be considered more trustworthy. Once
DCLN is proven to be working as expected, we apply to nonlinear interaction studies to
show how epistatic interaction signals can be extracted for effective classification.
4.5 Learning High-level Features
Measuring the effect of a variable has been a common interest in statistical machine learn-
ing field. A simple example of interpreting such effect could be examining the regression
coefficients of a linear regression model. For more complex systems like neural networks,
such interest of assessing the features also exists by interpreting the learned weights. In
Chapter 2, we have already seen that effort has been made in that direction for both
shallow and deep neural-net models. Due to the complexity of the neural network archi-
tecture, the interpretation is quite challenging and usually relies on a specifically defined
metric to score features. However, there is no gold stand to define such statistic to eval-
uate the importance of a feature, and the actual network setting could be an influential
factor when proposing a novel measurement. For example, the following two measure-
ments are proposed to evaluate the importance of a feature i by interpreting a single
hidden layer network [117] and a double hidden layer network [79] respectively:
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• Single hidden layer interpretation: ∑Ok=1 ∑
H
j=1 |wijwjk| or ∑Ok=1 |∑Hj=1 wijwjk|, where
wij represents a weight linking an input node i to a hidden node j, while wjk repre-
sents a weight linking a hidden node j to an output node k.




j=1 |wijwjkwkl |, where the subscripts
i, j, k and l represent the indices for the input layer, the first hidden layer, the sec-
ond hidden layer and an output layer respectively. Both hidden layers share the
same dimension of H.
Another method, such as [114], measures an input relevance (R I) for a feature i using
the weights of the input features for a back propagation network. To our understanding,
the form of such metric for a network architecture (e.g. the simplest one) can be defined











where I and C represent the input layer dimension and the connecting layer dimension
respectively.
As for DCLN, the simplicity of its physical architecture greatly reduces the complexity
of proposing a suitable metric since we only need to consider a single hidden layer which
is also the classification decision layer for DCLN. During the training, the two centroids
at the hidden layer move away from each other, aiming at an orthogonal relation between
the two such that the structural differences are maximally learned in perfect situation. In
such a case, each hidden neuron j serves as a separator, trying to enlarge the discrepancy
between the two classes. Each input node i contributes to a hidden neuron j by its weight
wij and an average contribution to the classification decision layer (comprised of hidden
neurons) can be approximately characterised as (∑
β
j=1 wij)/β, where β is the number of
total hidden neurons. By removing the denominator constant β, the importance of a
feature i can be simply defined as Ωi = ∑
β
j=1 wij.
As can be seen that both Ω and R I are applicable to score features for DCLN since
they both measure the feature contribution by using the weights of the input nodes. Ap-
parently, other metric candidates are potentially applicable as well, but we are not going
to enumerate them here. For simplicity, we use Ω and R I in the following computer
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vision applications to illustrate the scored features.
Firstly, we obtained a human face database https://courses.media.mit.edu/
2004fall/mas622j/04.projects/faces/ from MIT media lab, containing pictures
of different categories. We focus on the following binary classification problems: Smil-
ing/Serious, Male/Female, Child/Senior, Caucasian/African, Asian/African and Cau-
casian/Asian. Each picture (instance) is in 128× 128 = 16384 dimensions and each pixel
(feature) is in gray-scale, ranging from 0 to 255 for DCLN. Several pictures sampled from
the database are illustrated in Figure 4.11.
Figure 4.11: Human face examples (MIT media lab).
We train Smiling/Serious and Male/Female with β = 10, η = 10, C = 1000 and
epochs = 100; train Asian/African and Child/Senior with β = 20, η = 10, C = 10000 and
epochs = 300; and train Caucasian/African and Caucasian/Asian with β = 30, η = 10,
C = 10000 and epochs = 100. Total 200 repeated trials are performed to contain the
randomness of the neural-net model. After each trial r of training, an Ωri and a R I
r
i are
calculated for each feature i respectively. Finally, the average Ωi and R Ii over all 200
trials are calculated for the feature i. For simplicity, we use Ω and R I to denote the score
averages for all features, with their values visualised in Figure 4.12.
As can be seen from the figure, the odd and even columns correspond to R I and Ω
results respectively. At a glance, key human facial areas are highlighted for each study,
and R I and Ω identify highly similar regions. For Smiling/Serious study, the mouth and
eye areas are clearly distinguished from the background noise, while other facial details
are minimised since they are irrelevant to the classification. The identification of these
two areas agrees with the human’s understanding because the muscles around the mouth
















































































































Figure 4.12: Visulisation of feature scores for binary classifications of facial classes.
The Ω plots are revised from the original pictures in our paper ( c©2015 IEEE).
are key information for us to tell whether a presented human face is smiling or not. Also
as a common sense, we can judge whether a person is happy or unhappy from the eye
area. For Male/Female, areas such as beard, eyebrow, nose and eye, are detected. In our
daily life, we also distinguish the gender by checking these areas. Generally speaking,
for example, a female may not have a heavy beard than a male in most cases, while we
may see a male with a thicker eyebrow more frequently than a female. Male and female
can also differ in the nose size and eye shape. Lastly, the hair region emerged slightly
from the plot, and this makes sense to us since we often judge the gender by hair (e.g.
a long hair is more commonly appeared in the female group). Interestingly, such region
vanished for all other studies. This is understandable because for all other studies the
condition of the hair is totally irrelevant to those classifications. Next, for Child/Senior
study, we see a large portion of facial area is highlighted. A possible explanation is that
the overall facial muscles, skin condition and the shape of the head may all change over
time, and correspondingly a large area of activated features reflects this complex. Finally,
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for the remaining three ethnicity studies, the cheeks, forehead, chin and a slight nose
region are learned to distinguish the race groups.
In summary, the high-level, class-specific and human-understandable features are
learned by DCLN at the input layer, while the background noise that has no contribution
to the classification is smoothly coloured. The learned features tell the discriminative in-
formation at a concept level which agrees with the human’s cognition, and either R I or
Ω can be used to present such information. Although both metrics detect useful features,
R I allows a lower bound of zero, representing the least important features. This brings
some convenience for extracting predictive signals from the noise, and we use it in later
sections and chapters to demonstrate how such signals can be collected.
Next, we perform the experiment for another computer vision application using the
popular MNIST handwritten digit database [70]. This database contains handwritten
digit images in 10 categories {0, . . . ,9}. Each image is in 28 × 28 = 784 dimensions.
Several randomly selected sample images are illustrated in Figure 4.13.
Figure 4.13: The MNIST handwritten digit examples.
Because there are 10 categories, the total number of binary classification studies is
10× (10− 1)/2 = 45. For each study, we run DCLN with β = 10, η = 0.1, C = 10000
and epochs = 200. Again, total 200 trials are performed to calculate the average scores,
with the results shown in Figure 4.14.
As can be seen from the plots, the signal regions are generally characterised in the
shape of layered union of the two class concepts. Take the study of discriminating digit
0 and digit 1 for instance, the region describing the shape of digit 1 floats on top of the
shape of digit 0. Therefore, the concepts of both classes are well learned and represented
at different activation levels. Apparently, the learned class-specific features are useful
for a binary classification and are agree with our common sense. Finally, we observe
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Figure 4.14: A complete set of scored feature plots for all pairs of digits.
Several Ω plots are revised from the original pictures in our paper ( c©2015 IEEE).
similar patterns from other plots in the figure as well, with the background noise clearly
distinguished from the signals in each plot.
In summary, DCLN is shown to learn concept-level features that make sense to hu-
mans. Because the model is demonstrated to be working in a reasonable way by a number
of applications, we have an increased confidence in its ability of generating meaningful
features that are more trustworthy for a binary classification problem.
4.6 Extracting Predictive Signals
In the previous section, DCLN is shown to be able to assign reasonable scores to input
features such that the signals and the noise are intuitively distinguishable from a human’s
perspective. However, for other applications such as interaction feature detection, there
is a lack of a ground truth of telling whether a scored feature is a signal or not. There-
fore, in addition to a set of properly scored features, we also need an automatic way of
selecting only the discriminative ones based on those scores. More precisely, a routine is
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required to determine a threshold from the score spectrum such that the signals and the
noise can be well separated according to that threshold. For instance, we can manually
select a threshold, say 0.0001, from the score spectrum of the R I plot of the previous
Smiling/Serious study, and allocate all features with scores greater than this threshold as
the signals, leaving all features with scores equal to or smaller than the threshold as the
noise. In this section we show how such threshold can be determined.
Given a set of scored features, the systematic way of distinguishing the signals and
the noise should be an important topic in the signal processing research field, but this is
out of our knowledge and expertise at this time, and we only attempt at a simplest way
of addressing the problem here. Same as the principle of many feature selection methods,
the objective is simply generating a set of informative features such that no noise features
are included, and at the same time creating a set of noise features without the inclusion
of any signals. In other words, the false positives in the signal set and the false negatives
in the noise set should be minimised.
Assuming a pair of signal and noise sets are created at a given time, an evaluation cri-
teria can be inspecting their respective performance on the validation data to see whether
the signal set possesses the most discriminative power and whether the noise set gives
very limited prediction capacity as expected. However, simply evaluating the perfor-
mance in such a way is insufficient to infer a desired pair of signal and noise sets because
a resulting signal set may contain a large portion of false positives, while it still gives
a quality performance score as a whole. Instead, it is more appropriate to start with a
minimal noise set, expanding its size by gradually adding least important features until
the false negatives start to increase.
Following this logic, we can firstly train DCLN on the training data for a total number
of R trials and record the training solution {wr, vrA, vrB} and the feature scores R I
r for
each trial r. After that, we calculate an average score R Ii for each feature i, and then
sort them from the smallest to the largest. We gradually take each sorted score, from
the smallest to the second largest one, as the threshold θ of the current round, and assign
zeros to all features with scores smaller than or equal to θ, leaving the rest features as they
are. After that, the validation samples are mapped from the input layer to the hidden
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layer for each trial r via wr and compared to vrA and v
r
B to perform the classification and
record the performance number for the signal set as Pred(P). By averaging over R trials,
we end up with an average performance Pred(P). In contrary, we can assign zeros to all
features of the validation data with scores greater than θ and leave the remaining ones as
they are. By performing the prediction mapping as before, we end up with an average
performance Pred(N) for the noise set accordingly.
Obviously, the signal set starts with almost the complete set of features except for the
first one being labeled as zero and regarded as a noise in the first round. As the threshold
gradually increases for each round, more and more least important features are replaced
with zeros and are exempted from the validation procedure until the final step, at which
only the feature with largest score survived and actually contributed to the validation for
the signal set, while all other features are marked as zeros in the end. In contrast, the noise
set begins with a least important feature (all other features are replaced with zeros), and
as the validation proceeds, more and more features are unlocked and add values to the
validation procedure until the very end, where it contains all features except for the last
one. As a result, the Pred(P) for the first threshold should give a quality validation result,
and the Pred(N) shows very limited predictive power on the other hand. Contrarily, for
the last threshold, the Pred(P) exhibits restricted performance since most features are not
used by the validation procedure, while the Pred(N) gives a high quality result since it
contains most features at last.
To demonstrate how the Pred(P) and Pred(N) change over the threshold, we apply
the performance validation procedure to a binary classification task using the MNIST
dataset to distinguish the digit 0 and digit 1 as our first case study. The total number
of scored features are 784 for this study, and hence there are total 783 thresholds. For
each threshold θ, we end up with a Pred(P) and Pred(N) respectively, measured in bal-
anced accuracy. We plot the Pred(P), Pred(N) and Pred(P)− Pred(N) for every θ in an
ascending order (from the left to the right) in Figure 4.15.
As can be easily seen that, as the θ increased to around to the 500th threshold, the
balanced accuracy of the noise set increased above 0.5 because it starts receiving some
predictive signals that are dropped by the signal set. At the same time, the balanced ac-































Figure 4.15: The performance validation by predition mapping over a gradually in-
creased threshold θ. Case study: MNIST digit 0 and 1.
curacy of the signal set remains at the highest level since it still contains sufficient number
of predictors. However, the situation starts to change roughly after the 600th threshold,
where the performance of the signal set begins to drop since some import features are
lost at that time. Finally, the predictive power of the signal set vanished to around 0.5,
while the noise set reached to the top level performance.
Next, we apply the same procedure to the previous facial image classifications. For
those studies, the total number of features are 16384 and correspondingly we have total
16383 thresholds. This time we focus on three representative studies: Smiling/Serious,
Male/Female and Child/Senior. Again, the evaluation results for the two sets over dif-
ferent threshold θ are plotted in Figure 4.16, 4.17 and 4.18 respectively.
From those plots, we see similar phenomena like what we observed for the MNIST
study. In the beginning, the Pred(P) and Pred(N) start with a high and low performance
respectively, and in the end their performance switch to the other way round. Given three
lines shown in each plot, we know where the signal set starts to lose critical features and
where the noise begins to take predictive signals. As a result, the objective is to find a
threshold such that the false positives and false negatives are both minimised.






























Figure 4.16: The performance validation by predition mapping over a gradually in-






























Figure 4.17: The performance validation by predition mapping over a gradually in-
creased threshold θ. Case study: facial classes Male/Female.






























Figure 4.18: The performance validation by predition mapping over a gradually in-
creased threshold θ. Case study: facial classes Child/Senior.
As can be seen from the plots of all four studies, it is tricky to find an ideal separating
threshold and apparently various strategies are applicable. Take the Figure 4.15 for in-
stance, we may manually select a threshold around 500 since that is the point where the
green line (noise set) takes off, while the purple line (signal set) remains at the highest
level. In other words, the false negatives in the noise set start to increase around that
point. At the same time, the blue line (discrepancy between the two) begins to drop no-
tably. For Figure 4.16, both purple and green lines remain steady until they reached to
around the 14000th threshold, where the signal set starts giving informative features to
the noise set. As a result, a drop of the blue line is observed after that point. Next, for
Figure 4.17, the green line slowly climbs up after ∼ 4000th threshold. Therefore, we may
wish to pick a threshold around that place to stop the inclusion of false negatives into
the noise set. Lastly, for Figure 4.18, the peak of the blue line seems to appear around
13000 ∼ 14000. After that, it decreases dramatically.
To select a threshold, it can be simply as taking the one that is associated with the
max Pred(P)− Pred(N), where the peak of the blue line occurs. However, this may not
be the best strategy. For instance, in Figure 4.15, the discrepancy between the signal
and the noise sets remains almost a straight line until it closes to ∼ 500. If we only
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consider the largest discrepancy value, then presumably its corresponding θ falls into
somewhere between 0 ∼ 400. Assuming the 200th threshold is found to be the one with
largest discrepancy between the two sets, then the signal set at that place still contains a
large volume of false positives, until all those false positives are cleaned up at around the
500th threshold. Consequently, it is better to address this issue by allowing some level of
flexibility. Instead of directly using the max Pred(P)− Pred(N), a simplest patch could be
considering a lower bound (1− λ)max Pred(P)− Pred(N), where λ ∈ (0,1), and select
the largest possible θ∗ whose Pred(P) − Pred(N) is no less than the lower bound. By
looking at the curves, this means that the false positives in the signal set are minimised
at the cost of allowing certain degrees of degradation of the blue curve. After solution θ∗
is determined, the signals and the noise can be separated.
To demonstrate the outcomes of the lower bound discrepancy strategy, we set λ =
0.01 for MNIST digit 0/1 study and set λ = 0.1 for the human facial studies. It turns out
to be total 491, 14491, 4862 and 13537 features are identified as the noise for the studies of
MNIST digit 0/1, Smiling/Serious, Male/Female and Child/Senior respectively. These
numbers closely matched to the ones that are determined empirically by us in the pre-
vious discussion. To visualise the signals and the noise that are separated by different
θ∗ (derived from different levels of λ), we plot the recognised signal features with their
original feature scores and plot the recognised noise features with zeros in Figure 4.19.
In the figure, the first row represents a reference to the original R I score before sep-
aration, and the presented information is easily understood by a human. The second
row corresponds to the desired separation results generated by the lower bound discrep-
ancy strategy. Thus, the validation procedure itself is able to tell which are signals and
which are noise. As can be seen, the predictive signals that are critical to the binary
classifications are well identified and separated from the noise. The last row represents
undesired separation results, generated by a threshold which is derived from an unrea-
sonably large λ = 0.9. In such a case, total 692, 16064, 15413 and 14167 features are
identified as the noise respectively for MNIST digit 0/1, Smiling/Serious, Male/Female
and Child/Senior. If we match these four numbers back to the corresponding positions
in Figure 4.15, 4.16, 4.17 and 4.18 respectively, then we can easily see that: 1) a large
4.6 Extracting Predictive Signals 115












































































































Figure 4.19: Predictive signal extraction at different levels of λ.
number of false negatives are included into the noise set for digit 0/1 study; 2) the signal
set loses critical informative features for Smiling/Serious study; 3) the signal set keeps
dropping predictors to the noise set and the two lines are close to the cross-over point for
Male/Female study; and 4) the discrepancy between the signal and noise sets is greatly
reduced for Child/Senior study. If we link these observations to the last row of Fig-
ure 4.19, then we see that some important regions for effective binary classification are
missed. For instance, the shape of digit 0 is no longer complete; the critical mouth and
eye regions shrank for Smiling/Serious study; and the hair region together with a por-
tion of other facial details disappeared for Male/Female study. Therefore, the λ should
not be set with overly large values.
From these tests, it is clear that DCLN scores features in a reasonable way and end up
with concept-level feature understanding which is usually considered as an asset of deep
architectures. Additionally, it allows a simple validation procedure to actually separate
the discriminative features from the noise based on those feature scores with minimum
computational cost. During the validation, only previously generated training solutions
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are used for mapping instances to the hidden layer to derive the prediction performance
and no expensive re-training of the model is required. In the next section, we show how
this procedure is applied to learn nonlinear discriminative interactions.
4.7 Learning Interaction Features
From previous discussions, the proposed DCLN method is shown to perform effective bi-
nary classification; score features in a reasonable way; and extract desired predictive sig-
nals by prediction mapping. Via a series of demonstrations, we developed an increased
confidence in its capacity of producing meaningful features. In this section, we apply the
method to learn predictive nonlinear interactions. We wish to know whether it still score
features in a reasonable way for epistatic interaction studies and whether the prediction
mapping is still applicable to extracting predictive signals for this type of analysis. We
demonstrate its signal extraction ability for nonlinear interactions by performing simula-
tion tests here and we leave real GWAS analyses to Chapter 5.
Again, we focus on previous four nonlinear studies shown in Table 2.4, and visualise
their raw data in Figure 4.20. In the figure, each row represents an instance and each
column represents a SNP. There are 4 nonlinear patterns in total 8 SNPs: ‘A’, ‘B’, ‘C’,
‘D’, ‘E’, ‘F’, ‘G’ and ‘H’. The three possible genotype values 0, 1 and 2 are coloured in
‘white’, ‘blue’ and ‘black’ respectively in the datasets. Each group, either Case or Control,
contains total 1000 instances, and each genotype combination receives their respective
samples based on the sample allocation specified in Table 2.4.
The objective of the first experiment is to check whether DCLN scores features in
an expected way. In short, we wish to visualise the feature scores for a pair of SNPs
and see how their scores change if the synergistic effect between the two SNPs is broken.
Assuming we connect all 8 SNPs together to form a single dataset with 8-dimension input
features ‘A-B-C-D-E-F-G-H’, if we randomly shuffle the sample order in SNP ‘A’, then its
synergistic effect with ‘B’ is broken. In such a case, we expect to see that both SNPs ‘A’ and
‘B’ are scored as noise features because they are not effective predictors independently
on their own. Therefore, if we feed this 8-dimension input data to DCLN for feature

















































































































Figure 4.20: Raw data of four nonlinear interaction patterns given by Table 2.4. Each row
represents an instance and each group contains total 1000 instances. The genotypes 0, 1



































Figure 4.21: In each group, either Case or Control, the samples are shuffled for each SNP-
pair independently and then all shuffled SNP-pairs are combined to form a single dataset
at a given trial r.
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scoring, then the feature scores (measured in R I) of ‘A’ and ‘B’ should be very close to
zero (least important features), while the remaining 6 feature scores are expected to be
visually deviated from zero in theory. However, we can not feed this 8-dimension input
data directly into the neural net using its raw form (illustrated in Figure 4.20) because we
need to first break the possible dependencies between different SNP-pairs. Imagine the
samples in SNP ‘A’ are shuffled, however in such a case, SNP ‘B’ may still be regarded as
an effective predictor because it may possibly pair with one of the remaining 6 SNPs and
form a synergistic effect there as an epistatic interaction. To diminish the possible inter-
SNP-pairs dependencies, we shuffle the samples independently for each of the 4 SNP-
pairs and then connect all SNPs together as a signal dataset at a trial of the experiment.
By doing so, the synergistic effect within a pair of SNPs is kept, while such effect to other
possible SNPs are minimised. A shuffled version of the dataset is illustrated in Figure
4.21 for a given experiment trial r.
Next, at each trial r, we generate 14 datasets from the originally shuffled dataset with
each one corresponds to a SNP-masking scheme, which means certain SNPs in the dataset
are replaced with random number {0,1,2} to ensure those SNPs become random noise
and have no contributions to the classification. The 14 masking options are summarised
in Table 4.1. Take the first entry in the table for instance, the masked SNP is ‘A’, and
consequently the expected noise SNPs are ‘A’ and ‘B’. Therefore, we have 6 expected
SNPs in the signal set with a maximum possible false positives (FPs) of 2, and on the
other hand, there are total 2 expected SNPs in the noise set with a maximum possible false
negatives (FNs) of 6. At this stage, we wish to perform experiment for these 14 scenarios
to check whether the generated feature scores are visually distinguishable between the
expected signals and the expected noise. If the feature scores indeed make sense, then we
proceed to the next experiment to check whether the validation procedure can correctly
separate the signals from the noise. At the moment, we check the feature scores first.
Total 4000 trials are performed. For each trial, half of the samples are randomly se-
lected from the dataset for model training, and DCLN is trained with β = 100, η = 100,
C = 1 and epochs = 400. The recorded feature scores R I for all 4000 trials are illustrated
in Figure 4.22 for each scenario. Take the first plot from the figure for instance, each row
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Table 4.1: Total 14 different SNP-masking scenarios are listed. Once specific SNPs are
masked, their genotype values for all instances in the dataset are replaced with random
numbers ∈ {0,1,2} to ensure those SNPs are random noise.




A A-B-C-D-E-F-G-H 2 6
C A-B-C-D-E-F-G-H 2 6
E A-B-C-D-E-F-G-H 2 6
G A-B-C-D-E-F-G-H 2 6
AC A-B-C-D-E-F-G-H 4 4
AE A-B-C-D-E-F-G-H 4 4
AG A-B-C-D-E-F-G-H 4 4
CE A-B-C-D-E-F-G-H 4 4
CG A-B-C-D-E-F-G-H 4 4
EG A-B-C-D-E-F-G-H 4 4
ACE A-B-C-D-E-F-G-H 6 2
ACG A-B-C-D-E-F-G-H 6 2
AEG A-B-C-D-E-F-G-H 6 2
CEG A-B-C-D-E-F-G-H 6 2
corresponds to one of the total 4000 trials and each column represents a SNP. The feature
scores R I are visualised in the plot with its lower bound 0 shown for the least important
features. As can be seen that the feature scores of ‘A’ and ‘B’ are both very close to 0,
while other features deviate from 0 at various levels. Therefore, the features are scored
in a reasonable way by DCLN for this scenario. We can also see from other plots that the
noise features are all properly scored (pushed toward 0), and DCLN is indeed aware of
the differences between the nonlinear interaction signals and the noise in all scenarios.
From the presented results, DCLN is proven to be flexible to learn different nonlinear pat-
terns in various combinations. At the same time, the generated feature scores are smooth
across 4000 trials, showing the stability of proposed method.
Next, we proceed to the signal extraction experiment, showing the signal-noise sep-
aration results. This time, we increase the difficulty of the experiment by introducing
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Figure 4.22: Total 4000 feature scoring results (R I) for each SNP-masking scenario.
random noise into the datasets to see whether DCLN can correctly score and extract the
expected signals under different random noise conditions. We are interested in seeing
how many SNPs are correctly identified in the expected signal and noise sets respectively
for each scenario under an increased level of injected random noise.
In response, for each of the 14 SNP-masking datasets, we create 4 noise-enabled ver-
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sions of data by randomly selecting a portion of samples from the dataset and replace
them with random numbers {0,1,2}. Again, we use the noise levels at 0.02, 0.04, 0.2
and 0.4 of the original sample size. As a result, we have total 5 dataset versions for each
SNP-masking scenario, with their noise levels at 0.0, 0.02, 0.04, 0.2 and 0.4 respectively. To
perform signal-noise separation, we still use the previous prediction mapping-based vali-
dation procedure by calculating an average feature score for each feature; sort the average
scores from the smallest to the largest; perform prediction mapping for each θ and record
Pred(P) and Pred(N) at every step; determine λ (e.g. λ = 0.1 is used here) and find the
largest possible solution θ∗with its Pred(P)− Pred(N) ≥ (1−λ)max Pred(P)− Pred(N);
and finally allocate SNPs to the signal set by checking whether their average feature
scores are greater than θ∗.
There are total 14 scenarios× 5 dataset versions = 70 studies for this experiment. For
each of them, we check how well the signals are correctly distinguished from the noise
by calculating the number false positives (FPs) and false negatives (FNs) appeared in the
expected signal and noise sets respectively. Finally, the compete signal-noise separation
results for the 70 studies are presented in Table 4.2. From the table, take the ‘AE-masking’
study for instance, the expected signal set contains ‘C,D,G,H’ and the expected noise set
contains ‘A,B,E,F’. If we check the actually detected SNPs for the dataset with random
noise level 0.4, then the observed signal set from the experiment is ‘A,C,D,E,G,H’ and the
detected noise set is ‘B,F’, hence two false positives ‘A,E’ appeared in the signal set.
As can be seen, there is no false negative appeared in the table and only several places
contain false positives. Generally speaking, the signals and the noise are well separated
by the validation procedure, and the proposed method is shown to be flexible to realise
different types of nonlinear interaction patterns and their combinations.
4.8 Summary
In this chapter, we have presented a shallow neural network, enabling both the binary
classification and the feature selection at the same time. The selection of discriminative
interaction features in GWAS requires a method to be flexible enough to identify var-
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Table 4.2: The signal-noise separation results for 14 SNP-masking scenarios under 5 dif-
ferent random noise levels {0.0, 0.02, 0.04, 0.2, 0.4}. The detected FPs and FNs out of their
respective maximum possible values are shown in the table.
Masked SNPs Errors 0.0 0.02 0.04 0.2 0.4
A FPs 0/2 0/2 0/2 0/2 0/2
FNs 0/6 0/6 0/6 0/6 0/6
C FPs 0/2 0/2 0/2 0/2 0/2
FNs 0/6 0/6 0/6 0/6 0/6
E FPs 0/2 0/2 0/2 0/2 0/2
FNs 0/6 0/6 0/6 0/6 0/6
G FPs 0/2 0/2 0/2 0/2 0/2
FNs 0/6 0/6 0/6 0/6 0/6
AC FPs 0/4 0/4 0/4 0/4 0/4
FNs 0/4 0/4 0/4 0/4 0/4
AE FPs 0/4 0/4 0/4 0/4 2/4
FNs 0/4 0/4 0/4 0/4 0/4
AG FPs 0/4 0/4 0/4 0/4 0/4
FNs 0/4 0/4 0/4 0/4 0/4
CE FPs 0/4 0/4 0/4 0/4 0/4
FNs 0/4 0/4 0/4 0/4 0/4
CG FPs 0/4 0/4 0/4 0/4 0/4
FNs 0/4 0/4 0/4 0/4 0/4
EG FPs 0/4 0/4 0/4 2/4 2/4
FNs 0/4 0/4 0/4 0/4 0/4
ACE FPs 0/6 0/6 0/6 0/6 0/6
FNs 0/2 0/2 0/2 0/2 0/2
ACG FPs 0/6 0/6 0/6 0/6 0/6
FNs 0/2 0/2 0/2 0/2 0/2
AEG FPs 0/6 0/6 0/6 3/6 4/6
FNs 0/2 0/2 0/2 0/2 0/2
CEG FPs 0/6 0/6 0/6 0/6 0/6
FNs 0/2 0/2 0/2 0/2 0/2
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ious nonlinear patterns under different conditions. Moreover, such method should be
at least interpretable to some extent and being stable in feature ranking. Via a number
of simulation tests, we have demonstrated that the proposed method can score features
in a reasonable manner with its decision close to a human’s choice. The distinguished
signal and noise sets generally contain their expected features with false positives and
false negatives kept at a very low level. Due to its demonstrated feature selection abil-
ity and the simplicity of its shallow architecture, we apply this method in Chapter 5 to
comprehensively learn epistatic interaction features for real GWAS datasets.

Chapter 5
Learning Epistatic Interaction Features
in GWAS
I N this chapter, the two-stage filtering framework is introduced, namely a protocol that combinespreviously proposed two techniques to learn interaction features from GWAS data. The associated
technical challenges are discussed first, followed by a formal introduction to the framework. The pre-
dictive power and the learned discriminative interactions are illustrated in the end. Throughout this
chapter, a breast cancer study is used to demonstrate the cross-cohort feature learning and prediction.
The framework is shown to be able to learn and distinguish robust and discriminative interaction
signals. By utilising fast GPU screening method and efficient shallow neural network, the high per-
formance feature selection framework is applicable to real GWAS analyses. The following manuscript
is organised partially based on this chaptera.
aQiao Wang, Aaron Harwood, Miroslaw Kapuscinski, Cheng Soon Ong and John Hopper, ”Efficient
learning of robust and discriminative SNP-SNP interactions for Case-Control GWAS”, Bioinformatics.
(to be submitted)
5.1 Overview
The two-stage filtering framework is formally introduced in this chapter to comprehen-
sively identify SNP-SNP interaction features for Case-Control discrimination. The pro-
posed framework combines the techniques introduced in Chapter 3 and 4 and encapsu-
lates them into a re-sampling-based protocol to test the learned interactions on an inde-
pendent population cohort. In the first stage processing, the re-sampling procedure is
performed repeatedly on the training cohort to select robust SNP interactions. For each
trial, GPU-based exhaustive tests are used as filtering methods to generate SNP-pairs that
are deemed associated with the trait. Top robust SNP interactions appearing frequently
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across a large number of trials are retained for further analysis.
In the second stage filtering, only robust SNPs are retained and cross-validations are
performed to fine-tune the hyperparameters for the neural-net model. For the best hy-
perparameter setting, repeated runs of model-training on the training data enables the
calculation of an average feature score for each SNP, measuring the relative contribution
to the classification. Once the feature scores are calculated, a cut-off threshold can be
determined based on the validation set used for performance evaluation, separating the
robust SNPs into a signal set and a noise set respectively. In this chapter, the breast can-
cer GWAS is used for the experiment. Given limited computing resources, the complete
experiment protocol is performed on independent chromosomes for signal extraction.
The objective is to systematically learn robust and discriminative SNP-SNP interac-
tion features for Case-Control classifications. However this task is quite challenging due
to a number of technical limitations. As it has been shown in early chapters, directly
applying a predictive model to the whole data is computationally infeasible due to the
high dimensionality of input features. On the other hand, applying a light-weight asso-
ciation test is practical for genome-wide scanning but it may not warrant the discovered
interactions are valid predictors for a classification task. In short, the practical learning of
interaction features faces the challenge of balancing the use of filtering methods and the
involvement of an expensive predictive model.
As we already know that filters are efficient in feature selection but they are not con-
nected to an underlying predictive model. This is exactly the reason why the exhaus-
tive tests of association analyses are not suitable for discovery of discriminative interac-
tions as there is no mechanism that can examine the predictive power of generated fea-
tures during the exhaustive search. The produced SNP-pairs may contain a considerable
amount of false-positives for Case-Control discrimination. To reduce such false-positives,
at least two types of effort should be engaged:
• Stable feature selection: Filter methods, such as an association test, can be applied
for selecting interactions that are highly associated with the trait, but a re-sampling
routine should be adopted for selecting robust ones since the reported top SNP
interactions from a quadratic search space by a single run may be heavily biased
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to a certain set of presented training samples. By introducing variances into the
training set for each trial, a portion of such false positives can be discovered and
removed from a subsequent analysis.
• Performance validation of detected robust features: Since a set of robust interac-
tions is retained, the original input dimension is greatly reduced and a perfor-
mance validation procedure should be available for evaluating those robust fea-
tures in terms of the prediction capacity. The ones with little predictive power are
removed, while the remaining interaction features may be valuable for biological
interpretation and potential applications.
In this chapter, we address these issues by showing a computationally feasible way
of selecting interaction features that are highly associated with the trait; robustly against
the sampling variation; and are effective for Case-Control classification. We demonstrate
that the objective can be partially achieved with a reasonable amount of computational
resources. We first give a formal definition of the problem; describe a number of elements
required by the experiment; discuss related challenges in detail; and then introduce the
processing framework. We use breast cancer GWAS as a case study to demonstrate the
complete analysis procedure, with prediction performance and the learned interaction
patterns shown in this chapter.
5.2 Problem Definition
The generic representation of a GWAS data can be simply denoted as D = {xcn, ycn}N
c
n=1,
where each instance xcn is a d dimensional vector with each feature xcni ∈ {0,1,2} repre-
senting three possible genotypes, while the superscript c ∈ {A,B} represents two classes,
either Case or Control.
Within a given training set DT, we wish to select a fraction of interactions, in the
first stage screening, that are both in high degree of associations with the traits and ro-
bustly against the variations in training data. In response, a re-sampling procedure can
be employed by randomly splitting the training samples into two parts multiple times,
allocating a fraction P f of samples to be a model-fitting setD f and leaving the remaining
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proportion Pv (Pv = 1− P f ) of samples as a validation set Dv at each time. The gener-
ated sets of D f and Dv are both used by the second stage filtering, but in this stage we
focus on D f for robust feature selection as follows.
For each trial r, out of the total number of R trials, an exhaustive search for pairwise
interactions is performed on Drf using a pre-defined statistical test ψ to select a list of top
> pairs Lrψ>. Here, the list of SNP-pairs is ranked based on the raw statistic or the corre-
sponding significance value of test ψ being used. For totalR trials of re-sampling, we end
up with total R Drf and Lrψ>, where r = 1, . . . ,R. From those R lists of pairs, we wish to
further identify a number of top robust features that appear most frequently across Lrψ>
as a robust list Lψ of SNPs. From the derived robust list Lψ, we wish to further identify
a fraction of SNPs lψP as effective predictors for Case-Control classification, leaving the
rest as the noise lψN.
The signal-noise differentiation is handled by the second stage filtering. To deter-
mine which SNPs belong to which group, either lψP or lψN, we expect a method, with
its optimised hyperparameters, to score those SNPs for their relative contributions to the
Case-Control classification. Therefore, the first step is to apply the method on Lψ using
R cross-validations to select the optimal setting of hyperparameters. This is a common
strategy of fine-tuning the hyperparameters in machine learning. Due to the large vol-
ume of computations incurred by the cross-validations, the adopted method is required
to be simple and computationally efficient such that it can be tolerated by such expensive
experiment protocol.
With the best hyperparameter setting determined, the method then scores each fea-
ture for its importance/contribution to the classification. Finally, we would like to deter-
mine a cut-off threshold of feature scores such that lψP and lψN are well separated. To
assess the prediction performance of lψP, we can validate on an independent test dataDt.
Considering the complexity of the task and the high dimensionality of search space,
the adopted techniques, methods and experiment protocols are required to be highly
efficient, effective and robust. Due to a large volume of computations involved in the
protocol and a number of experiment settings awaiting to be determined, the overall
objective is mainly subject to several technical challenges, summarised as follows:
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• Which statistical test ψ to be used for a particular study? Is there a rule of thumb of
determining a suitable one a priori? Is it computationally feasible to be repeatedly
used by a re-sampling procedure, given the quadratic complexity of the exhaustive
search imposed by each re-sampling trial?
• Given limited computing resources, how to determine the practical number of runs
R for cross-validations since both the exhaustive search by an association test and
the predictive model training rely on totalRmodel-fitting sets Drf .
• How to decide the top > pairs for each trial of exhaustive search? By varying
>, how to balance between the significance levels of reported SNP-pairs at each
trial and the cross-validation consistency of the final robust interactions? Given a
generated robust list Lψ, how does its size impact on the predictive model training?
• Given the robust list Lψ, how can we create the ideal sets of lψP and lψN such that
the false positives and false negatives are minimised respectively in the two sets?
Different contribution scores can be assigned to the features by different scoring
metrics. There is a lack of a gold standard to define such metric, and the derived
feature scores rely on specific validation procedures to interpret and decide which
SNPs go to which set. The applicability, performance and efficiency are main con-
siderations when choosing a suitable validation procedure.
We give detailed explanations and discussions for each of these challenges in the fol-
lowing section, showing the complexity of the experiment. After that, we formally intro-
duce the proposed framework.
5.3 Challenges
In this section, we give an overview of related challenges for data analysis.
5.3.1 Choice of an Association Test
The choice of an appropriate test ψ mainly relies on the following considerations: 1) the
nature of the test ψ based on its explicit definition; 2) the computational overhead that
can be tolerated by the expensive re-sampling procedure.
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Firstly, a specifically defined test may favour certain types of interaction models. In
Chapter 2, we have introduced several classical association tests together with their re-
spective theoretical foundation. However it is difficult to determine which is the most
suitable one for a particular study a priori. It is up to the intrinsic nature of the statistical
test and the heterogeneity of the underlying data to decide which type of interactions
to be selected by which test method. We demonstrate with a breast cancer study in this
chapter that the SNPs emerged from individual chromosomes are given by different test
methods ψ. Thus, traversing through a range of test candidates is necessary to locate
signals for different studies.
Secondly, the stability of each association test is unknown for a given study. Without
knowing the stability for a method ψ, it is impossible to ensure such method is capable
of generating stable results under sampling variations, and the derived features may not
be reproducible on another dataset. Hundreds, thousands or more re-sampling trials
may be needed to contain the sampling variation. Taking a large volume of trials into
consideration, the computational cost of a single exhaustive search performed at each
trial must be minimised to ensure the overall runtime is managed at a proper scale. The
complexity of the test itself and the availability of the underlying hardware and software
are all critical factors to the feasibility of data processing.
For many existing tests, as we have demonstrated in Chapter 3, the most time con-
suming part of data processing is the contingency table calculation in GPU (e.g. heavy
bitwise operations and other related instructions) for an exhaustive search. In compari-
son, a statistical test is a relatively light-weight procedure since it is built from the contin-
gency table counts by a limited number of steps of light-weight mathematical operations.
Therefore, methods such as χ2, info gain, odds ratio, Pearson’s correlation coefficient-
based tests, etc., are all shown to be feasible for screening the interactions, at least via a
GPU-based (or other hardware) acceleration technique.
However, the available computational resources may not be sufficient when there is
an excessive increase in either the number of test candidates, the dimensionality of data,
or the number re-sampling trials. For this reason proper balancing these factors becomes
the key to robust interactions selection.
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5.3.2 Practical Number of Cross-validation Trials
The cross-validations are adopted in the experiment mainly for two purposes: 1) given a
sufficient number of cross-validations, one can produce a set of robust features based on
the lists of interactions returned by each Drf ; and 2) providing a pathway of fine-tuning
the hyperparameters for a classification-oriented scoring method.
In either case, adding more trials reduces the uncertainty. Without sufficient number
of re-sampling trials, the reported top robust SNP-pairs may not converge to a stable set
for each time the experiment is rerun. Once it is determined, the produced set of SNP
features in the robust list become the input of the second stage filtering, hence they are
expected to be stable for the follow-up prediction evaluation and discriminative signal
extraction. On the other hand, cross-validations can also be used as a way of selecting the
best hyperparameters combination. The optimal performance of a statistical model relies
on the fine-tuning of a series of hyperparameters. A common way is to grid-search all
possible hyperparameter combinations and test each on the validation set to determine
the best performing one. Once the best setting is decided, the model can be used to score
SNPs in the robust list to measure their contributions to the classification, and then the
discriminative signals can be extracted accordingly based on those scores.
Although it is desired to include more trials in theory, the complexity of the experi-
ment may restrict the total number of runs to a manageable level. Let us assume for the
moment that each training set DT contains 1 million SNPs. To select robust SNP-SNP
interactions, total R = 1000 cross-validations are performed within DT. At each run r,
an exhaustive search is performed onDrf by a test method ψ. If we have 5 such candidate
methods, then the total number of exhaustive search required by the whole procedure is
5× 1000 = 5000, which is almost impossible to run in a traditional way because each ex-
haustive search requires to examine a total of 1M× (1M− 1)/2 = 0.5 trillion SNP-pairs.
The computation time increases quadratically with the number of features and linearly
with the sample size and the total number of runs R. Therefore, the setting of R is one
of the key factors of the complete data processing pipeline.
In addition, an overly large number of cross-validation trials make the follow-up anal-
ysis difficult since a subsequent predictive model training in the second stage filtering can
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be more expensive than the computational cost of an association test. The grid search of a
number of hyperparameters grows quickly to an unmanageable scale even for a small in-
clusion of more values into each type of hyperparameters. As a result, the computational
cost of each hyperparameter combination should be estimated in line with the available
computing resources to decide a properR.
To balance above factors, it is required to carefully determine a realistic number of
cross-validation trials for producing a set of meaningful and stable outputs. In this chap-
ter, we demonstrate that hundreds to thousands of such trials can be handled efficiently
with very limited computing resources (e.g. 1× GPU) for the first stage filtering on our
breast cancer GWAS study, while the hyperparameters optimisation and discriminative
signal extraction in the second stage learning can leverage from a small CPU cluster.
Given such results, the scale of the experiment can be generally extended for a larger
GWAS dataset with a reasonable amount of computing resources.
5.3.3 Determine the Number of Top SNP-pairs
The number of top> pairs of list Lrψ>, generated by a test statistic ψ at a re-sampling trial
r, can be as large as one million, shown in Chapter 3. The choice of > has impact on the
resulting robust list Lψ in terms of the false positives and cross-validation consistency.
By running re-sampling procedure R times, we end up with R lists of SNP-pairs
with top > pairs recorded in every list. One simple way of measuring the robustness is
to calculate the frequency of each unique SNP-pair acrossR lists and use the consistency
as the sorting key. All unique pairs can then be ranked accordingly from the largest to
the smallest based on the robustness. After that, a fraction of top pairs can be taken as
the robust list Lψ, whose size of interest specified by the users is denoted as ᵀ.
As we haven shown in Chapter 3 that such re-sampling consistency of robust SNP-
pairs in Lψ increases as > increases in general. By including more pairs with less sig-
nificance of associations during the calculation of a robust list, the resulting top-ranked
robust pairs show better consistency, at the risk of introducing insignificant interactions
at each trial. We demonstrate in this chapter that it is also applicable to the breast cancer
study here. On the contrary, a small > in each list Lrψ> ensures the selected interactions
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with higher degrees of associations with the traits, at the risk of missing less significant
interactions but are robust acrossR re-sampling trials.
Lastly, the size of Lψ influences the follow-up analysis. An excessive long list Lψ
increases the computational overhead of the follow-up predictive model training and
may lead to a degradation of performance for too many features being introduced into
the model construction. Also the re-sampling consistency for a large portion of SNP-
pairs can be at a low level. With the inclusion of those SNPs, the reliability of a derived
predictive model and its prediction performance are questioned. To determine a suitable
>, multiple choices can be tested, increasing the complexity of the experiment.
5.3.4 Signal Extraction based on Feature Scores
Once the robust list Lψ is determined, the SNPs within the list are used as the input of
the next stage filtering for discriminative signal extraction. In this stage, the optimal hy-
perparameter setting of a statistical model should be selected and used to score features.
Given the coefficients, such as the weights, of a derived model, it is expected to have a
pathway of constructing a feature score from those coefficients to measure the relative
contribution to the classification for each SNP. As we have discussed in Chapter 2 and 4
that multiple metrics are applicable to score a feature’s contribution. Some of them are
tailored for a network architecture (either shallow or deep in network setting) and there
is no gold standard in defining a statistic that is best suitable for all scenarios.
As we already seen in Chapter 4 that, separating the signals and the noise, apart from
choosing a suitable feature scoring metric, is not straight forward either. Unlike interpret-
ing a set of scored features for a computer vision application, the choice of a threshold for
separating informative SNPs lψP from the noise set lψN can not be intuitively judged due
to the lack of a ground truth of determining the signal-noise boundary. We have shown
that, a simple way could be validating, for each separating threshold of feature scores
(all scores are sorted by R I in the first place and the value at each possible separating
position can then be taken as a threshold each time), the prediction performance of the
resulting lists lψP and lψN respectively and then make a decision based on two validation
results. By enumerating all candidates, we expect to find an ideal threshold to separate
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the two sets such that the performance of lψP is close to the one using Lψ since it contains
most informative signals, while the predictive power of lψN should be quite restricted
for a Case-Control binary classification since the noise set contains very little predictors.
However, the illustrated validation curves in Chapter 4 are usually not smooth, and it is
challenging to propose an ideal procedure to perfectly reduce the false positives in the
signal set and the false negatives in the noise set to zero at the same time.
Another consideration is the computational cost of the enumeration process. In each
round, a pair of lψP and lψN are generated, requiring their respective performance to be
evaluated on the validation data. If a training procedure is incurred by a predictive model
to evaluate the performance for both sets every time, then the total computational cost is
overly expensive for a large number of candidates. Therefore, a light-weight evaluation
procedure is needed. Among many methods, if the targeted models are neural nets (such
as DCLN), then an efficient procedure can be expected. Given a training solution of
a neural net model, which is usually represented by a set of learned weights linking
different layers, the features can be scored by interpreting those weights using a specific
metric, and then the instances (with the least important features replaced with zeros)
in the validation set can be mapped to the decision-making layer to obtain a prediction
score for the current round. No expensive re-training occurs for each iteration, and the
overhead of traversing through all thresholds is computationally affordable since the cost
of such mapping is negligible compared to the heavy model training. As a result, the
computational complexity of enumerating all possible thresholds is subject to the input
dimension; the sample size of the test set; and the overhead of validation procedure for
each round of enumeration.
The previously presented validation procedure essentially relies on the feature scor-
ing metric R I that provides a lower bound of zero, representing the least important
features. If we inspect another one, such as Ω, then there is no such lower bound and
the previous threshold enumeration doesn’t apply. In this situation, we assume that the
scores of noise features fluctuate within a consecutive region of the score spectrum, and
the features outside that region are regarded as predictive signals. Therefore, to refine
the SNPs allocation to the two sets, it is better to learn the width and location of the noise
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region in this situation. Correspondingly, the implementation complexity and computa-
tional cost are both increased since a large number of combinations of two factors are to
be tested. In conclusion, the way of interpreting the learned weights decided the form of
a specific scoring metric, which in turn affects the applicability and efficiency of a poten-
tial validation procedure.
In summary, the elementary requirements of a suitable statistical model are to be ca-
pable of both properly scoring the features and effectively distinguishing the signals from
the noise. In addition, such method is also required to be stable in feature scoring and
efficient in performance validation. Having all these characteristics in place, we develop
an increased confidence in its signal-noise separation ability.
5.4 Two Stage Filtering Framework
In this section, we introduce a filtering framework to demonstrate that the learning of
discriminative SNP-SNP interactions can be achieved with a reasonable amount of com-
puting resources. The entire learning procedure is generally decomposed into two stages
of filtering, with their high level work flows depicted in Figure 5.1 and 5.2 respectively.
In stage one, a training setDT and a test setDt are designated for a given GWAS study.
Within the training set, we randomly generateRmodel-fitting setsDrf and validation sets
Drv, for r = 1, . . . ,R. For each Drf , an association test ψ is used to perform an exhaustive
search via GWISFI and report a list Lrψ> of top > pairs. After running R trials, each
unique SNP-pair is searched across all R lists to calculate a re-sampling consistency. All
SNP-pairs are then sorted from the largest to the smallest based on the consistency, and
a fraction of top robust pairs Lψ are retained and used in stage two filtering.
In stage two, only the set of SNPs in robust list Lψ are kept and the corresponding
model-fitting set Drf (Lψ), validation set Drv(Lψ), training set DT(Lψ) and test set Dt(Lψ)
are created. Next, DCLN is applied with each hyperparameters setting trained onDrf (Lψ)
and predicted on Drv(Lψ). The average performance over all R cross-validation trials is
calculated for each setting and the best one is selected. Once the best hyperparameters
setting is decided, we train on the training set and predict on the test set for measuring
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Figure 5.1: High-level overview of stage one filtering.
the prediction performance. Consider the intrinsic randomness in neural-net models, we
train DCLN with the best setting on DT(Lψ) and predict on Dt(Lψ) multiple times (total
R repeated runs) to average the results. The final prediction performance Pred(Dt(Lψ))
is recorded as a reference. The R training processes on DT(Lψ) end up with R feature
scores for each feature. Therefore, we can calculate an average score R Ii over those
repeated trials for each feature xi. All R Ii are then sorted from the smallest to the largest.
With those sorted scores, we can enumerate all possible thresholds to choose a suitable
one, with its basic idea introduced in Chapter 4.
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Figure 5.2: High-level overview of stage two filtering.
For each round of enumeration, the lists lψN and lψP are initialised. In the first round,
set the first smallest score (least important one) as the threshold, allocate SNPs with
scores below or equal to the threshold to list lψN and leave the rest to lψP. After that,
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the prediction performance of lψN and lψP can be evaluated by mapping the validation
data Drv(lψN) and Drv(lψP) to the hidden layer of DCLN to calculate the performance
Pred(Drv(lψN)) and Pred(Drv(lψP)). After R trials of validation, the average performance
Pred(Dv(lψN)), Pred(Dv(lψP)) and Pred(Dv(lψP))− Pred(Dv(lψN)) are calculated for the
current threshold. For the next round, the second smallest score is designated as the
threshold and the above procedure is repeated. After enumerating all possible thresh-
olds, we select the largest possible one, satisfying Pred(Dv(lψP)) − Pred(Dv(lψN)) ≥
(1− λ)max (Pred(Dv(lψP))− Pred(Dv(lψN))), as the solution. This is almost the same
as what we have seen in Chapter 4 except for the validation data being used here are
a collection of validation sets generated by R trials of re-samplings. Other evaluation
criteria are also possible, but we don’t wish to complicate the topic here.
Once the best threshold is determined, we allocate SNPs with their average feature
scores greater than the threshold to the signal set lψP and leave the remaining SNPs to the
noise set lψN. To validate the predictive power, we evaluate the performance on Dt(lψP)
by prediction mapping, and end up with Pred(Dt(lψP)) (averaged overR repeated runs).
Similarly, the prediction performance Pred(Dt(lψN)) for the noise set can be obtained
in such a way. We expect Pred(Dt(lψP)) ≈ Pred(Dt(Lψ)), while Pred(Dt(lψN)) should
be restricted for binary classification. One thing to note here is that, the performance
validation by prediction mapping relies on previously generated training solutions: w∗,
v∗A and v
∗
B . Thus, all such solutions are kept as intermediate results before the end of the
experiment. The detailed protocol of the two-stage filtering is given in 4.
5.5 Experiment for Breast Cancer GWAS
5.5.1 Breast Cancer GWAS Data
In this section, we perform the analysis for CIDR Genome-Wide Association Study of
Breast Cancer in High Risk Women1. The obtained GWAS dataset contains a total number
of 4763767 SNPs and 7295 samples (of which 37 subjects are originated from HapMap
1This study was funded by a grant CA165038 to Christopher Haiman (University of Southern California)
and John Hopper (University of Melbourne) from the National Cancer Institute, National Institute of Health.
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Algorithm 4 Interaction features learning by two-stage filtering.
Require: Training set DT and test set Dt, rows for samples and columns for SNPs.
1: Set R, > and the top number of robust pairs ᵀ. Choose a test ψ for GWISFI. Set P f
for the model-fitting set. Set DCLN hyperparameters search space.
2: for r ∈ {1, · · · ,R} do
3: Shuffle the rows of DT. Take P f of DT as Drf , leaving Pv = 1−P f of DT as Drv.
4: Run test ψ via GWISFI on Drf and generate a list Lrψ> of top > pairs of SNPs.
5: end for
6: Concatenate R lists Lrψ> into a single one; sort all unique SNP-pairs from the largest
to the smallest by the frequency (or consistency); and take top ᵀ robust pairs as Lψ.
7: for r ∈ {1, · · · ,R} do
8: Use the set of SNPs in Lψ to create Drf (Lψ) and Drv(Lψ) respectively.
9: Grid search for all hyperparameter combinations with each one trained on Drf (Lψ)
and tested on Drv(Lψ). Record the solution {wrf , vrA f , vrB f } for each combination.
10: end for
11: Select the best hyperparameters setting with max Pred(Dv(Lψ)).
12: for r ∈ {1, · · · ,R} do
13: Train DCLN with the best setting onDT(Lψ), and record the training solution {wrT,
vrAT, v
r
BT} and feature score R I
r
i for each feature xi.
14: end for
15: Calculate R Ii for each xi and then sort scores from the smallest to the largest.
16: Set ∆∗ = −∞; l∗ψP ← ∅; and λ = 0.01 for instance.
17: for each sorted score in ascending order except for the largest one do
18: Set lψP, lψN ← ∅; threshold θ = current score.
19: for i ∈ {1, · · · , d} do
20: if R Ii ≤ θ then
21: lψN ← lψN ∪ xi.
22: else
23: lψP ← lψP ∪ xi.
24: end if
25: end for
26: Set complementary features l{ψP, l
{
ψN ← 0. Set lψP ← lψP ∪ l{ψP and lψN ← lψN ∪ l{ψN,
keeping features in their original orders in Lψ.
27: for r ∈ {1, · · · ,R} do
28: Map Drv(lψP) and Drv(lψN) to the hidden layer by wrf ; compare to vrA f and vrB f
for classification; and record Pred(Drv(lψP)) and Pred(Drv(lψN)) respectively.
29: end for
30: Calculate ∆θ = Pred(Dv(lψP))− Pred(Dv(lψN)) using the averages overR trials.
31: if ∆θ > ∆∗ then
32: ∆∗ = ∆θ .
33: end if
34: end for
35: Select the max θ satisfying ∆θ ≥ (1− λ)∆∗, and set l∗ψP ← lθψP.
36: for r ∈ {1, · · · ,R} do
37: Map Dt(l∗ψP) to the hidden layer by wrT; compare to vrAT and vrBT for classification;
and record Pred(Dt(l∗ψP)) for trial r.
38: end for
39: Report Pred(Dt(l∗ψP)) as the validated performance for informative SNPs.
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consortium). After quality control using PLINK software (v1.07) with setting ”–geno 0.1
–mind 0.1 –maf 0.05 –hwe 0.001”, the remaining SNPs and samples are 1774174 and 7288
respectively. To maintain the experiment at a manageable scale, several key population
cohorts are selected and split into Germany, Spain and Utah for analysis. The whole-
genome of each cohort is then divided into independent chromosomes, and we focus on
chromosomes 1 ∼ 20. The objective of the experiment is to find signals for a given cohort,
and predict on another cohort to verify the prediction performance. We perform such
cross-cohort prediction for each individual chromosome rather than a whole genome-
wide scan because we only have a single Nv Tesla K40c GPU for the first stage filtering.
Therefore, the quadratic search space of an exhaustive search is contained within each
chromosome, which greatly reduces the overall complexity. The genome-wide search,
however, can be easily achieved by adding a couple of more GPUs. In this chapter the
purpose is to demonstrate the feasibility of proposed method with existing hardware.
5.5.2 Initial Scan for Signal Regions
Before directly applying the computationally intensive protocol 4 to detect interaction
features from each chromosome, we first perform a quick scan for every chromosome
to locate those containing predictive signals by a simplified procedure since we are re-
stricted by the available computing resources. Given three cohort datasets, we have 6
training-testing combinations: Germany-Utah, Spain-Utah, Germany-Spain, Utah-Spain,
Spain-Germany and Utah-Germany. For each combination, we perform an initial screen-
ing for every chromosome as follows:
For each training-testing combination in each chromosome, the training cohort is ran-
domly split into two parts multiple times, where 75% samples are allocated for model-
fitting, leaving the rest 25% for validation at each trial. There are total five filters being
used for an exhaustive search: χ2, SHEsisEpi, EPIBLASTER, FastEpistasis and Info Gain.
Total 500 trials of exhaustive search are performed for the experiment using GWISFI. For
each trial, each filter is applied on the model-fitting set and report top 10000 SNP-pairs.
After 500 trials of re-samplings, we end up with 500 lists of SNP-pairs and select top 100
robust pairs with highest re-sampling consistency as the inputs to the next stage filtering.
















































































































Figure 5.3: Cross-cohorts predictions for each independent chromosome using Germany
















































































































Figure 5.4: Cross-cohorts predictions for each independent chromosome using Spain
training set. The balanced accuracy is shown for each case.
For the selected set of robust SNPs, we only keep them and remove others from pre-
viously generated 500 model-fitting and validation subsets. For those refined subsets,
DCLN is trained on the model-fitting subset for tuning the hyperparameters in a grid-
search fashion, with the prediction performance on the validation subset being recorded
for each hyperparameter setting. The search space of each hyperparameter is given as
follows: β = 100, η ∈ {0.1, 10}, C ∈ {0.01, 0.1, 1, 10, 100} and epoch = 200, leaving all
other settings by default. An average performance over 500 trials is calculated for each
















































































































Figure 5.5: Cross-cohorts predictions each independent chromosome using Utah training
set. The balanced accuracy is shown for each case.
setting and the best one is selected. Once the best hyperparameters setting is determined,
the model is trained on the training cohort and predicted on the testing cohort 500 times
to record the average prediction performance. In short, the signal scan at this level uses
the robust features for preliminary test of prediction. The outcomes of six cross-cohort
predictions across different chromosomes are illustrated in Figure 5.3,5.4 and 5.5 respec-
tively, where the horizontal axis shows the first stage filtering methods used to select
robust features for each chromosome and the vertical axis indicates the generated bal-
anced accuracy using robust features.
5.5.3 More Intensive Runs for Key Regions
As can be seen from Figure 5.3 that, predictive signals (we use balanced accuracy > 0.6
as a criterion) appeared in the following regions: 1) chromosome 6 using χ2 test for first-
stage filtering, trained on Germany and predicted on Utah; 2) chromosome 11 and 20
using shesisepi for pre-filtering, trained on Germany and predicted on Utah. From Figure
5.4, the noticeable signals come from chromosome 20 using epiblaster, and chromosome
9 using χ2 for pre-filtering, trained on Spain and predicted on Utah. We focus on these
regions and proceed to more intensive experiments, for which more trials are performed
using the complete two stage filtering for prediction evaluation and signal extraction.
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The reason of adding more trials is due to several variation factors in the experiment:
• Random sampling of data: The final prediction results are greatly affected by this
factor. The exhaustive search by a specific filter selects only a tiny fraction of top
features out of a huge volume of candidates. Therefore, it is highly sensitive to
the perturbation of data sampling. Although 500× re-samplings are performed for
selecting robut SNP-pairs with highest re-sampling consistency, the derived robust
list may still be sensitive to the hundred-level re-sampling trials. The random sam-
pling of training data and the nature of an association test jointly decide the robust
candidates to be used by the follow-up analysis. Obviously, more repeated sam-
pling trials ease the problem, but the experiment can only operate at a manageable
scale, given limited computational resources. This is also the case for DCLN train-
ing, for which more trials allow more stable results for hyperparameters tuning
during the cross-validation. For the current experiment, there are several training-
prediction combinations remained, and we increase the hundred-level re-sampling
trials to thousand-level trials for more reliable estimation.
• Randomness of neural-net: The neural-net models contain intrinsic randomness
such as the randomly initialised weights, randomly presented instances at a train-
ing epoch, etc., and so does the DCLN model. Thus, the result may vary from one
trial to the other. More repeated runs for a given pair of training and test sets cer-
tainly narrow the confidence interval of estimated prediction performance. It is up
to the nature of prediction task and the available computing resources to decide a
practical number of repeated runs for a given dataset.
In a word, the false positives and false negatives are generally inevitable. To reduce
them and give more reliable estimation, we focus on those key training-testing combi-
nations as described above, and perform the experiment by increasing the total number
of re-sampling trials from 500 to 2000, generating a relatively more stable set of robust
interactions for predictions.
For the set of SNPs in the robust list, derived from 2000× re-sampling trials, we per-
form 2000× cross-validations to fine-tune the hyperparameters for DCLN. This time,
β = 200 and epoch = 400 are used instead, allowing a more in-depth training. Once






























Figure 5.6: Re-sampling consistency for top 100 robust SNP-pairs. Training set: Germany;






























Figure 5.7: Re-sampling consistency for top 100 robust SNP-pairs. Training set: Germany;
Filter: SHEsisEpi; Chromosome: 11.
the best setting is determined, it is predicted on the test set for performance assessment
(train on the training cohort with the best setting and predict on the test cohort for total
2000 times to contain the randomness of neural-net). After this more rigorous experi-
ment, the prediction performance for the combination of Spain-Utah (using χ2 test for
first stage filtering on chromosome 9) falls below 0.6 and is excluded from the next stage
analysis. As a result, only four training-testing combinations survived by using the set
of SNPs in the robust list. In the next stage, the predictive signal extraction follows the






























Figure 5.8: Re-sampling consistency for top 100 robust SNP-pairs. Training set: Germany;






























Figure 5.9: Re-sampling consistency for top 100 robust SNP-pairs. Training set: Spain;
Filter: EPIBLASTER; Chromosome: 20.
steps of the second stage filtering procedure to report results in the end.
One thing to emphasise here again is that the second stage filtering relies on the stable
inputs from the first stage filtering. Although an increase to the number of re-sampling
trials improves the stability of generated set of robust interactions, the specified top num-
ber of pairs> for each trial also heavily impacted on the derivation of the robust list since
it directly affects the re-sampling consistency. Without a sufficient level of robustness, it
is hard to believe that the generated SNPs are not false positives, hence we are unable
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to expect a reliable prediction on an independent cohort dataset using those SNPs. For
different levels of > used in the experiment, the identified SNP-pairs in the resulting ro-
bust list Lψ together with their re-sampling consistency may differ greatly for the current
study. We only allow the robust SNPs with considerable level of re-sampling consistency
to be fed into the second stage filtering.
To give a more clear picture, we plot the re-sampling consistency of top 100 robust
SNP-pairs at different levels of > ∈ {10, 100, 1000, 10000} for each of the remaining four
studies in Figure 5.6, 5.7, 5.8 and 5.9 respectively. Obviously, if we only take a very small
number of top pairs, say > = 10 for each trial, then the re-sampling consistency of de-
rived SNP-pairs in Lψ fall below a low level, and those SNPs are unable to be included
into the follow-up analysis. In contrary, the high level consistency can be generally ob-
served for > = 10000, which is adopted by the experiment.
In addition to the DCLN method, we also perform the prediction experiment for the
SVM model using robust SNPs as the input features, and the hyperparameters search
space for the three SVM kernels are listed as follows:
• SVM Linear: C ∈ {2−5, 2−3, 2+3, 2+5}.
• SVM RBF: C ∈ {2−5, 2−3, 2+3, 2+5}, γ ∈ {2−5, 2−3, 2+3, 2+5}.
• SVM Polynomial: {2, 3, 4, 5, 6} degrees of polynomials.
Finally, the classification results of two comparing methods are summarised in Table
5.1. From the reported results, DCLN and SVM performed equally well for the first study.
In addition, DCLN outperformed SVM for the third study, while SVM reported the best
results for the remaining two. Again, DCLN is shown to be highly competitive to the
widely-used SVM method.
5.5.4 Discriminative Interactions Extraction
Next, we proceed to the predictive signal extraction for these studies. As it has been
shown in the experiment protocol 4 that we are aiming at selecting an optimal thresh-
old θ for the sorted feature scores to separate the predictive SNPs from the noise. Given
the determined θ by the protocol, we obtained the signal set lψP and the noise set lψN
respectively and then validate their respective prediction performance on the test cohort
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Table 5.1: Prediction performance comparison between two methods for four breast can-
cer studies using the set of SNPs in Lψ as input features.
Study SVM DCLN
Germany-Utah; χ2; chromosome 6 Linear RBF Poly CE SE
Balanced Accuracy 0.597 0.597 0.605 0.608 0.609
Accuracy 0.598 0.577 0.577 0.600 0.600
AUC 0.672 0.666 0.653 0.662 0.673
Germany-Utah; shesisepi; chromosome 11 Linear RBF Poly CE SE
Balanced Accuracy 0.605 0.589 0.620 0.601 0.585
Accuracy 0.608 0.588 0.608 0.601 0.582
AUC 0.627 0.621 0.631 0.627 0.607
Germany-Utah; shesisepi; chromosome 20 Linear RBF Poly CE SE
Balanced Accuracy 0.473 0.512 0.523 0.620 0.545
Accuracy 0.485 0.505 0.381 0.593 0.545
AUC 0.418 0.523 0.580 0.622 0.541
Spain-Utah; epiblaster; chromosome 20 Linear RBF Poly CE SE
Balanced Accuracy 0.629 0.598 0.567 0.610 0.610
Accuracy 0.567 0.546 0.515 0.568 0.569
AUC 0.687 0.606 0.614 0.619 0.621
by prediction mapping (via the intermediate training solutions stored previously for 2000
trials), and the validation results of the two sets are reported in the second column of Ta-
ble 5.2. Comparing the balanced accuracy results of the signal sets to the corresponding
ones shown in Table 5.1, we can see that the predictive power of the signal sets are well
preserved. On the other hand, the validated performance of the noise sets are quite lim-
ited for Case-Control classification. From the illustrated validation results, the proposed
framework generally meets our expectation.
Additionally, we are also interested in seeing a complete view of every threshold θ
(sorted in ascending order) in conjunction with the performance of the corresponding
two sets, validated on the test cohort (Utah) for each study. We enumerate all possible
thresholds and validate the performance of the two sets by prediction mapping (also via
the same training solutions for 2000 trials). The complete enumeration results are shown
in Figure 5.10, 5.12, 5.14 and 5.16 respectively for the four studies. We have already seen
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Table 5.2: Performance validation results for the signal and noise sets are shown sep-
arately for the four studies. Here, Balanced Accuracy∗ indicates the threshold θ is de-
termined based on the validation sets (using protocol 4), while Balanced Accuracy† is
obtained by enumerating all possible thresholds on the test cohort to select the one with
largest discrepancy between the signal set and the noise set.
Germany-Utah; χ2; chr6 Balanced Accuracy∗ Balanced Accuracy† SNPs
Signal 0.607 0.682 36
Noise 0.499 0.499 84
Germany-Utah; shesisepi; chr11 Balanced Accuracy∗ Balanced Accuracy† SNPs
Signal 0.607 0.615 52
Noise 0.351 0.345 5
Germany-Utah; shesisepi; chr20 Balanced Accuracy∗ Balanced Accuracy† SNPs
Signal 0.599 0.662 74
Noise 0.560 0.474 54
Spain-Utah; epiblaster; chr20 Balanced Accuracy∗ Balanced Accuracy† SNPs
Signal 0.628 0.629 59
Noise 0.491 0.452 48
the same type of plots in Chapter 4, with the horizontal axis indicating the threshold
θ (sorted from the smallest to the largest) and the vertical axis showing the validation
result in balanced accuracy. The purple line represents the results using SNPs in lψP with
feature scores above θ, while the green line represents the performance using SNPs in lψN
with scores below or equal to θ.
The general trends of two curves are similar to what we observed from the computer
vision exercises in Chapter 4. The signal set lψP starts with a high score of performance,
and as the threshold increases, less and less SNPs are retained (in other words, more and
more least important features in Lψ are set to zero, while only above-threshold features
are allowed to keep their original values during the prediction mapping) and it reduces
to around 0.5 in the end. In contrast, the noise set lψN starts with a very limited per-
formance number since it only contains the least important feature in the first round of
prediction mapping (all other features in Lψ are set to zero in that case), and as the thresh-
old increases, more and more features are activated until it reaches to a quality result in






































Figure 5.10: Enumeration of θ on the test cohort. Training set: Germany; Test set: Utah;























































































































































































Figure 5.11: Interaction patterns for German Chr6. χ2 + DCLN for filtering.
the end. Due to the general curiosity and simplicity, we report, for the threshold θmax
that leads to the maximum performance discrepancy between the signals and the noise
in prediction mapping, the validation results (in Balanced Accuracy) of lψP and lψN in the






































Figure 5.12: Enumeration of θ on the test cohort. Training set: Germany; Test set: Utah;
Chromosome: 11; Filter: SHEsisEpi test for robust feature selection.
third column of Table 5.2.
Lastly, for the robust interactions in Lψ, only those appearing in lψP (determined by
θmax) are retained for the time being, and we investigate the predictive power externally
using SVM. Firstly, for each interaction, we pull out the two SNPs from the same data
as the two features for the classification, and perform the training and prediction using
SVM to test the performance. Three SVM kernels, namely Linear, RBF and Polynomial,
along with their hyperparameters search domain remain the same as before. Each hy-
perparameter setting of each kernel is used to train on the training set (e.g. German) and
predict on the test set (e.g. Utah), with the best result selected for that particular interac-
tion. After the best performance is obtained for each interaction, we focus on those with
results ≥ 0.6 and investigate their patterns.
For each generated interaction, we focus on the 3× 3 genotype combinations. Firstly
a scaling factor ρ = #total cases/#total controls is calculated to address the imbalanced
sample size for the two classes, and then the counts are collected for each genotype com-
bination ncij for i, j ∈ {0, 1, 2}, and c ∈ {1,0} representing either Case or Control. After


















































































































































































































































































































































































































































































































Figure 5.13: Interaction patterns for German Chr11; SHEsisEpi + DCLN for filtering.
that, we calculate the ratio between Cases and Controls for each combination as follows:
ratioij =
n1ij + 0.5
n0ij × ρ + 0.5
, (5.1)
where a correction 0.5 is appended to each genotype combination for the purpose of






































Figure 5.14: Enumeration of θ on the test cohort. Training set: Germany; Test set: Utah;

















































































Figure 5.15: Interaction patterns for German Chr20; SHEsisEpi + DCLN for filtering.
dealing with possible empty cells.
Once the ratio is calculated for every combination, a 3 × 3 ratio table is derived to
characterise each interaction pattern. We plot the ratio tables of all discriminative inter-
actions in Figure 5.11, 5.13, 5.15 and 5.17 respectively for the four studies. As can be seen
from the plots, the high risk genotype combinations are coloured in red, while the low
risk ones are coloured in blue. Different studies varied in interaction patterns and some
of them are visually close to nonlinear shapes.






































Figure 5.16: Enumeration of θ on the test cohort. Training set: Spain; Test set: Utah;










































































Figure 5.17: Interaction patterns for Spainish Chr20; EPIBLASTER+ DCLN for filtering.
5.5.5 Compare to Polygenic Risk Scores
Given a set of SNPs, their joint effects can be summarised as the Polygenic Risk Scores
(PRS) for risk prediction of disease [135] on an independent validation dataset. PRS can
be calculated as the sum of genotypes, weighted by the effect sizes of the designated
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where gij is the genotype for SNP j at individual i, and β j represents the effect size of
the SNP, usually given by the GWAS summary statistics [98,135]. In Case-Control binary
trait, β j often takes the form of odds ratio in logarithmic scale [20,89,142]. Once the effect
size is obtained, one can quantify the risk score for each individual in the test set, with
the prediction accuracy of PRS measured by AUC [66, 135, 151].
One challenging part of deriving PRS score is to determine SNPs involved in the score
calculation in the first place [151]. The traditional way is to first perform GWAS associ-
ation analysis and then select SNPs with P-values passing a given threshold [66, 89, 98].
However, this strategy assumes independent SNPs with strong marginal effects, while
the desired genuine interactions with little main effects may be missed in such a case, as
we have discussed earlier in Chapter 2. Thus, it may generate a search space of SNPs that
is undesirable for a further detection of epistatic interactions. For instance, in another
breast cancer study [89], SNPs are only tested individually for associations to derive the
corresponding PRS, limiting the potential contributions from nonlinear interactions.
Given the PRS, the prediction performance for a number of breast cancer risk studies
have been summarised in [151], with limited AUC shown in general. However, it was
considered at least 0.7 or a higher AUC is required to reach the minimum level of ex-
pected prediction power for practical use [28, 122]. Therefore, it is worthwhile checking
whether epistatic interactions can supplement to the prediction to some extent. On the
other hand, the interaction term can be modeled in multiple ways such as [68, 123, 142].
By leveraging from bivariate interaction analyses, one such risk score is concluded as a
promising complement to the classical PRS [142], while another scoring option outper-
formed PRS in simulation studies [68].
In contrast, the developed framework adopted bivariate exhaustive search to pre-
select a number of robust SNPs. In such a case, genuine interactions will be discovered
and retained in the first-stage screening if an appropriate statistical test is adopted. The
neural-net model subsequently selects predictive signals. In the previous chapter, the
model is shown to be flexible to learn various types of interactions with little main effects.
For breast cancer studies demonstrated in this chapter, different interaction patterns can
be further checked using PRS with embedded interaction terms in future work.
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5.6 Summary
In this chapter, the two-stage filtering framework is introduced and applied to breast
cancer studies to discover the interaction features for Case-Control classification. The
framework combines two proposed techniques to perform feature learning. In the first
stage filtering, the re-sampling procedure is adopted to select robust interactions, while
the signal selection, hyperparameters tuning and model training are performed at the
second stage processing. Cross-cohorts prediction results are reported to demonstrate
the performance of the system. If a severe overfitting occurs within those steps, then a
quality prediction performance is unrealistic.
To properly analyse the data, different aspects of the experiment setting need to be
carefully determined and balanced to enable an effective and practical discovery of dis-
criminative interaction features. From the presented results, it is clear that the robust
signals coming out of different chromosomes are given by different test methods in the
first stage filtering. These robust interactions become the key to the success of the sec-
ond stage filtering. The developed tools addressed two main bottlenecks of this type of
research, and can be encapsulated into a processing pipeline with other pre-processing,
post-processing or intermediate steps to meet the user’s research objectives. Overall, the
framework identified the desired signal and noise sets, and generally meets our expecta-
tion of its practicability for processing real GWAS data.

Chapter 6
Conclusion and Future Work
I N this chapter, we give concluding comments on the proposed research topic and highlight poten-tial future directions. We first give an overview of the proposed research topic, review its scope
and importance, and summarise how our contributions address the major technical challenges that are
associated with the topic. The limitations and future works are discussed at the end of this chapter.
6.1 Summary of Proposed Research Topic
In this section, we review the research topic in terms of its importance and intrinsically
associated challenges.
6.1.1 Importance of Proposed Research Topic
Genome-wide association studies have been drawing a lot of attention in research com-
munity. As a novel profiling tool, GWAS is designed to measure single nucleotide poly-
morphisms (SNPs) in population subsets with complex diseases, such as cancer, in an
attempt to explain underlying mechanisms. As the stably inherited genetic variants from
generations to generations, SNPs play a central role in revealing the genetic architecture
of complex traits and association of genetic variants with disease susceptibility.
Some single-gene diseases such as the Huntington’s disease are highly inheritable
and subject to the mutations in key independent genes. For those diseases, the single-
gene search strategy can identify useful genetic factors, with reported biomarkers used in
diagnostic applications. However, for more pervasive complex diseases such as cancers,
multiple levels of molecular interactions are non-negligible factors. Most complex dis-
eases follow a non-Mendalian inheritance pattern, where the single-gene strategy doesn’t
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apply to the disease model. In such a case, it is necessary to consult gene-gene interac-
tions, rather than independent genetic elements with strong marginal effects, to explain
possible mechanisms of such diseases.
From the genetic epidemiology point of view, only a small proportion of pheno-
typic variance can be explained by independent known factors, and gene-gene and gene-
environment interactions are hypothesised to significantly contribute to the missing heri-
tability. From the machine learning point of view, on the other hand, the univariate-based
feature selection strategy shows little power in detecting epistatic interactions with non-
linear interaction effects. Thus detection of gene-gene interactions becomes an all impor-
tant goal in our quest to understand genetic architecture of the investigated disease and
holds a promise of improved risk assessment and disease prevention.
To address the problem of epistatic interactions detection from a computer science
point of view, a desired data processing tool possesses the following characteristics:
• Flexibly approximate various nonlinear patterns at different orders;
• Quickly scan highly associated interactions over a huge search space;
• Detect robust interactions under sampling variations, ensuring the reproducibility;
• Identify epistatic interaction features for effective Case-Control discrimination;
• Perform data processing within a reasonable amount of waiting time.
Due to the technical limitations, the detection of robust and discriminative epistatic
interactions faces significant barriers, requiring novel computational tools to satisfy above
requirements. The research topic of this thesis is a response to such challenges.
6.1.2 Review of Challenges
The complexity of nonlinear interaction patterns and the high dimensionality of GWAS
data are main difficulties faced when attempting to detect and evaluate epistatic interac-
tions. In the ideal case, a highly flexible predictive model can be directly applied to the
original data, analyse all possible SNP interactions at different orders, and reliably iden-
tify predictive signals for effective Case-Control classification with small computational
costs. However this is not realistic as we have discussed in previous chapters.
If the focus is to cover a wide range of search space for association analysis (e.g.
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performing an exhaustive search of SNP-interactions at a given order across the entire
genome), then a well-defined light-weight statistical test may suffice, at the cost of losing
flexibility of learning various nonlinear pattern. This is because a fixed test statistic may
be biased to certain types of interaction patterns. Additionally, the predictive power of
detected interactions using this strategy is largely unknown.
If the focus is to learn effective predictors for classification, then a nonlinear predictive
model is required to be flexible and stable enough to reliably realise different interaction
patterns, and be able to effectively distinguish them from the noise. Due to the expensive
model-training, the dimensionality of input features has to be reduced. However, the
complete search space is invisible to the model.
The overall challenge is how to enable both the search space reduction by fast ex-
haustive search and effective learning of various interaction patterns by a flexible model.
Once the techniques and methodologies are in place, the key to data analysis is to balance
their use in the experiment.
Computational Barrier for Association Tests
As we have seen from previous chapters, it is reasonable to achieve this balance by firstly
scanning the GWAS data exhaustively for each SNP-pair using tailored statistical tests
and then apply the predictive model training on top of the remaining ones. As we have
demonstrated previously, even a single run through a medium-sized data incurs a signif-
icant computation barrier. Trillion-level tests are usually required for a modern GWAS
data. Without dedicated hardware and highly optimised software, weeks and months
may be consumed by data processing, which is impractical for research purposes and
not suitable for streamlined epidemiological applications.
Various association tests are proposed with each one implemented and optimised in
a specific way by a separate research group. Consequently, as we have shown in Chapter
3, the resulting implementations claim various hardware requirements and the reported
runtime dramatically differed across the methods. To save precious research and engi-
neering resources, a unified high-performance screening platform is required for easy
prototyping different association tests while providing fast exhaustive search capacity.
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Via such platform, the exhaustive search is expected to be fast enough that hundreds
even thousands of exhaustive runs become feasible for more comprehensive data analy-
ses (e.g. stability assessment) using limited computing resources. An additional benefit
of having such platform is to avoid different hardware specifications required by differ-
ent test methods in literature. Also, methods can work on the same input format and
generate outputs that are directly comparable.
Stability in Feature Selection
In bioinformatics research, there are plenty of reported results that are later found to be
not replicable on another independent validation dataset. Overfitting is a major cause of
this problem, which occurs at all stages of a machine learning procedure. In the feature
selection stage, for example, a single exhaustive search of SNP interactions may generate
a list of top SNP-pairs with extremely small P-values. Although they are highly signif-
icant in association studies, these interactions may be proven to be false positives when
variations are introduced to the training data. Thus, the top-ranked interactions by a
given trial may vanish in another trial with slightly different training samples.
Obviously, such artefacts should be removed from any follow-up analysis. To over-
come this problem, one popular strategy is to use re-sampling procedure to select robust
features that consistently appear across multiple sampling trials. We have demonstrated
that some methods, such as MDR, have already adopted this strategy. For most statistical
tests, however, such re-sampling procedure is impractical since a single exhaustive search
may require a long processing time. Repeated re-sampling runs demand an unreasonable
amount of compute time. Therefore, there is a need to improve the computational effi-
ciency for providing a pathway to practical re-sampling trials.
Overfitting can also be driven by predictive models that capture the noise in the train-
ing data. For example, a common practice for neural networks is to manually stop the
training procedure before overfitting to the details of samples, and the stopping criterion
can be determined by cross-validation. In the worst case scenario, where the ranks of fea-
tures for each trial may differ dramatically, the cross-validation may not be able to pick
stable features. Thus, a predictive model with intrinsic de-noising capability is required
6.1 Summary of Proposed Research Topic 161
to avoid this issue and provide relatively stable results over multiple runs.
Model for Learning Predictive Signals
From previous chapters, it is clear that many existing predictive models can be applied
to learn epistatic interactions. In theory any nonlinear models are capable of detecting
at least some types of nonlinear interactions. But the main issue is that they are mostly
black boxes. For example, different kernels give SVM different versions of nonlinear
approximation abilities. It is unknown a priori which kernels or kernel combinations
are suitable for which types of nonlinear patterns at various orders. As we have seen
in Chapter 4 that the RBF kernel works well for synthetic data, while in Chapter 5 the
polynomial kernel performed the best for most breast cancer studies.
In addition to the universal approximation ability required for flexible learning of dif-
ferent nonlinear patterns, a desired model should also be at least exhibiting some char-
acteristics that are in line with the human’s choice, behaviour and cognition to be trust-
worthy for its discovered features. At the same time it should allow simple procedures
to recognise the discriminative signals for classification. This provides some interpreta-
tions for what has been learned by the model and whether the realised knowledge makes
sense to us. Although it is not possible to pursue a perfect solution for all scenarios, the
confidence in the detected features can be increased by approximating such characteris-
tic. Importantly, the method should be stable in feature ranking, otherwise no conclusion
can be made from a set of results generated by multiple runs of the model training. Lastly,
the method is required to be simple and efficient such that it can be used by an expensive
experiment protocol like cross-validation to evaluate the performance.
6.1.3 Summary of Contributions
In response to the challenges, our proposed techniques partially achieved the overall
objective as follows.
• To address the stable feature selection using re-sampling trials, we proposed a
GPU-based screening platform called GWISFI, enabling the prototyping of cus-
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tomised filtering methods and the fast exhaustive search for pairwise interactions
at the same time. The platform provides a functional interface for users to imple-
ment their own statistical tests, while all exhaustive search-related computations
are handled by the system automatically. Significant runtime improvements are ob-
served after re-implementing the original methods via GWISFI, and consequently
the re-sampling-based stable interactions selection becomes feasible thanks to the
fast processing speed. In addition, the efficiency of the system can be further im-
proved by proposed two extension algorithms for robust interactions selection by
re-sampling trials. The main advantages of this piece of work are briefly high-
lighted as follows:
1. Ultra-fast processing speed for exhaustive search of bivariate interactions us-
ing limited GPU resources.
2. Functional interface allowing users to define their own statistical tests using
a number of building elements.
3. Practical detection for robust interactions via re-sampling trials. Extension
algorithms are provided to further improve the efficiency.
• Neural networks are popular predictive models and are universal approximators.
We devised a novel neural network model called DCLN, enabling the binary classi-
fication and feature selection at the same time. The model is shallow in nature, thus
it can be simply embedded into an expensive experiment protocol for evaluation.
The classification ability of this method is shown to be highly competitive to the
state-of-the-art method, while its scored features triggered the concept-level un-
derstanding and are compatible with the human’s cognition, indicating its way of
characterising the feature contribution is close to a human’s choice. It also allows a
light-weight validation procedure to effectively and efficiently distinguish the pre-
dictive signals from the noise, making it a practical tool for selecting discriminative
features. Its main advantages are highlighted as follows:
1. Shallow in network architecture. The simplicity of the model eases the under-
standing of information flow from the input to the hidden layer, compared
to more complex architectures such as deep learning models. The reduced
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complexity enables relatively more efficient data processing.
2. Better interpretability. The generated feature scores are reasonable and agree
with the human’s understanding. The feature scores revealed what were
learned by DCLN, making it more interpretable and consequently more trust-
worthy than pure black-box methods.
3. Signal-noise differentiation. Instead of just scoring each feature, DCLN al-
lows a simple validation procedure to actually separate the signals from the
noise with minimum computational overhead.
4. No extra engineering effort or computational overhead required for optimis-
ing additional factors such as kernel selection (e.g. multiple kernel learning)
performed for optimising a kernel machine.
5. Stable in feature ranking. In Chapter 4, the DCLN model is shown to stably
identify various nonlinear interactions (and their combinations) under differ-
ent noise levels for synthetic datasets.
6. Flexible and model-free. Unlike filter methods (e.g. association tests), DCLN
is classification-oriented and there is no need to specify the order of interac-
tions or assume certain types of interactions a priori.
• By combining two proposed techniques into a two-stage filtering framework, we
systematically analyse the breast cancer GWAS data. Because a series of experiment
settings are to be determined for each technique, the proposed framework takes
different factors into account and balances the use of two methods. The framework
is shown to be feasible for data analysis and generally satisfies our expectation of
learning epistatic interaction features that are robust and discriminative for effec-
tive Case-Control classification using limited computing resources.
6.2 Overall Conclusion
The proposed high-performance detection methods are technical contributions to the
GWAS research endevour. These methods are simple by themselves and do not require
an access to very large-scale computing infrastructure for the presented studies. From
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the experimental results, the learning of robust and discriminative interaction features
for effective Case-Control classification is proven to be practical using modern hardware,
making it a useful tool for analysing a broad range of Case-Control GWAS datasets.
6.3 Future Work
In this section, we discuss possible future research directions. Although not all of them
may have a possible solution, it is worth discussing at least some interesting aspects.










































Figure 6.1: Bit-counts for all possible combinations.
As introduced in Chapter 3, the contingency table calculations are accountable for
more than ∼ 90% of computing time in GPU test. As we know, the major bottlenecks
are bitwise AND operation and hardware population count for counting genotype fre-
quency in GPU. If such heavy operations can be substituted by relatively light-weight
operations, then a significant saving of processing time would be achieved. To investi-
gate such possibilities, we review the bit-coding scheme of genotype.
Recall each integer word is encoded from 64 bits binary numbers for 64 consecutive
instances at a time. Therefore, it represents total 264 possible values. Consequently for
each genotype combination in the 3× 3 table, there are total 264× 264 possible frequencies
using a pair of integers. One curiosity is to visualise all possible frequencies generated by
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all possible pairs of 64-bit words in a 2D plot, using each axis representing all possible 264
values. However, the huge number of possible combinations exceed the limit of plotting.
To simplify this operation, we reduce to 8-bit data representation and plot all possible
28 × 28 frequencies in Figure 6.1.
As can be seen, the plot shows fractal regularities. Because of repeated patterns ap-
pearing in the plot, one hypothesis is that the frequency of a genotype combination can
be expressed directly by a function (the overhead is expected to be much smaller than a
bitwise operation) of 2 coordinates from 2 axes. If a closed-form solution exists without
incurring a recursive call, then the expensive bitwise operation and population count can
be bypassed for each pair of integers. Without sufficient knowledge in fractal research
area, we are unable to determine its possible values in solving this problem at this time.
We leave it to future work to explore such possibilities.
6.3.2 Feature Scoring in Neural Network
We have shown in Chapter 4 that the scoring metric of informative features is constructed
from the learned weights and being a proxy of measuring the feature’s relative contribu-
tion/importance to the binary classification. In future work, we would like to systemat-
ically investigate such metrics together with other possible measurements to provide a
solid theoretical foundation for revealing the underlying mechanisms. Due to the sim-
plicity of DCLN method, the possible understanding of such mechanisms should be rela-
tively easier than a model with a complex architecture. In short, the scored features reveal
what knowledge is learned by the model and whether such knowledge is reasonable to a
binary classification problem. Although the interpretability is improved, we still wish to
know why and how the learning procedure generates such information.
On the other hand, we use cross-validations for fine-tuning the hyperparameters dur-
ing the experiment. In future work, we would like to investigate the relation between the
hyperparameter settings and the resulting feature scores in the fine-tuning stage. With
some levels of such understanding, each hyperparameter search space may be better de-
termined in the first place such that the search space for all hyperparameter combinations
is very likely to be reduced.
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6.3.3 Higher Order Interactions
One of the most challenging goals in statistical genetics is elucidation of higher order in-
teractions that involve more than two interacting loci. The complexity and scale of this
problem are overly large such that there are no satisfactory methods to attack this prob-
lem currently. In such a case, the exhaustive search inevitably becomes impractical unless
significant simplifications can be made to the computation. Theoretically the detection
for discriminative high-order interactions shouldn’t be a problem for proposed neural
network model. For instance, we have demonstrated its prediction capacity using syn-
thetic third-order interaction datasets in Chapter 4, but in future we will test its feature
selection ability for such scenarios using various types of synthetic data followed by in-
vestigation of real life genotyping data of complex diseases. Lastly, current research topic
purely focuses on gene-gene interactions, which are considered important to reveal the
disease aetiology. It is also important to mention that gene-environment interaction un-
doubtedly contribute in a major way to disease risk, and availability of computationally
efficient framework, such as the one developed in the course of this work, may prove to
be essential for further investigation in this area.
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