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Einleitung 1
Einleitung
Allgemeines
Eine der Aufgaben der Mechanik besteht darin, zwischen dem physikalischen Grund-
versta¨ndnis der Naturgesetze, der Anwendung und Entwicklung mathematischer Metho-
den sowie der Umsetzung in computerorientierte Rechenverfahren zu vermitteln. Dieser
Prozess umfasst mehrere Etappen, die sich gegenseitig und ru¨ckwirkend beeinflussen. Im
ersten Schritt gewinnt man die Erkenntnis, dass es sich um einen natu¨rlichen, wieder-
holbaren Vorgang handelt; dieser Eindruck kann durch Experimente besta¨tigt werden.
Gleichzeitig kann man auch feststellen, welche physikalische Parameter den Verlauf der
Experimente beeinflussen.
Die zweite Etappe umfasst die Wahl eines geeigneten mechanischen Modells. Man hofft,
aus dem Ganzen ein Teilsystem heraustrennen zu ko¨nnen, mit dessen Hilfe man den
beobachteten Vorgang durch relativ wenige einfache Zusammenha¨nge und Gesetze be-
schreiben kann. Der Preis, den man dafu¨r zahlen muss, ist die beschra¨nkte Anwendbar-
keit des Modells. Dabei unterscheidet man geometrische Eigenschaften (diskretes oder
kontinuierliches, starres oder verformbares System) und Materialeigenschaften. In der
Strukturmechanik hat die Bestimmung und Wahl der geeigneten Materialgesetze eine
so wichtige Rolle, dass man ihr eine eigene Etappe zuweisen kann. Man unterscheidet
grob pha¨nomenologische Gesetze, die auf den beobachteten Zusammenha¨ngen zwischen
(meist makroskopischen) Parametern basieren und mikroskopische Gesetze, welche die
Materialeigenschaften durch eine Analyse auf mikroskopischem Niveau gekoppelt mit ei-
ner Homogenisierungstechnik zu modellieren versuchen. Dazwischen gibt es eine Vielzahl
von Varianten, die die Vorteile beider Methoden geschickt kombinieren.
Ein weiterer Schritt ist die Formulierung des mechanischen Problems. Dies geschieht
meistens in Form eines Systems partieller Differentialgleichungen mit entsprechenden
Anfangs- und Randwertbedingungen. Ab diesem Punkt hat man ein rein mathematisches
Problem zu lo¨sen – ist der Lo¨sungsweg besonders schwerfa¨llig, oder sind die erhaltenen
Lo¨sungen nicht im Einklang mit dem Experiment, so ist das oft auf eine falsche Wahl
des Modells zuru¨ckzufu¨hren. Es hat zum Beispiel wenig Sinn, eine numerische Lo¨sung
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zu erzwingen, indem man Diskretisierungsmethoden anwendet, die zum mathematischen
Problem nicht passen (z. B., wenn die Konvergenz oder die Eindeutigkeit nicht gesichert
ist). Auf der anderen Seite sollte die Wahl der Methoden zur Lo¨sung des mathemati-
schen Problems vo¨llig frei sein. Es mag selbstversta¨ndlich beruhigend wirken, wenn man
im Lo¨sungsweg einen physikalischen Hintergrund erkennen kann, aber auch eine unkon-
ventionelle Methode kann zusa¨tzliche Informationen u¨ber die Lo¨sung liefern. Man kann
nun versuchen, das Problem direkt zu lo¨sen, was aber nur selten zum Erfolg fu¨hrt. Eine
Umformung des Problems hingegen kann wertvolle Hinweise liefern (z. B., in welchem
Lo¨sungsraum die Lo¨sung zu suchen ist, Aussagen u¨ber die Existenz, Eindeutigkeit, Da-
tenabha¨ngigkeit und Stabilita¨t und sogar obere und untere Schranken fu¨r die Lo¨sung).
Diese Umformungen stu¨tzten sich ha¨ufig auf Variationsmethoden.
Da die wenigsten Probleme eine Lo¨sung in geschlossener Form zulassen, erscheint zwin-
gend als na¨chster Schritt die numerische Bestimmung einer Na¨herungslo¨sung. Obwohl
man sie auch sofort nach der Formulierung des mathematischen Problems anwenden kann,
sollte man bei der Wahl der Na¨herungsmethode auf die Informationen, die die Variati-
onsmethoden liefern, zuru¨ckgreifen. Je besser ein Problem mathematisch verstanden ist,
desto leichter und pra¨ziser fa¨llt die Wahl einer passenden Diskretisierungsmethode.
Am Ende kann man die Ergebnisse der Modellierung mit den experimentellen Daten
vergleichen und gegebenenfalls A¨nderungen am Modell vornehmen – so lange, bis das
Modell im befriedigendem Einklang mit dem Experiment steht.
Mechanische Modelle
Es wurde in der vorliegenden Arbeit das Modell der Kontinuumsmechanik in kleinen De-
formationen gewa¨hlt. Man geht dabei von einem symmetrischen Spannungstensor und
einer additiven Zerlegung des Dehnungstensors aus. Eine solche vereinfachte Darstellung
erleichtert die Erkennung der wesentlichen Merkmale des an sich schwierigen mathemati-
schen Problems und die Anwendung geeigneter Variationsmethoden.
Materialgesetze
Die Suche nach allgemein gu¨ltigen, universellen Gesetzen ist ein Hauptziel der Mechanik,
ob es sich nun um die Erdschwerekraft als Sonderfall der Massenanziehungskraft, um die
Gesetze der Kontinuumsmechanik als Verallgemeinerung der fu¨r Massenpunkte gu¨ltigen
Gesetze oder um die Erkla¨rung der elektrischen und magnetischen Pha¨nomene durch die
Lorentzgleichungen handelt. Die Materialgesetze sind dabei keine Ausnahme. Variations-
methoden, Na¨herungsmethoden, Existenz- und Eindeutigkeitssa¨tze, die fu¨r ein solches
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allgemeines Materialgesetz aufgestellt werden, gelten dann fu¨r alle untergeordneten Stoff-
gesetze, die in dieses Muster passen. Dies erlaubt eine einheitliche mathematische Behand-
lung des Problems. Anderseits sind die konstitutiven Beziehungen das einzige Element,
das ein unterschiedliches Verhalten zweier Materialien begru¨nden kann, da bei den mei-
sten Modellen die geometrisch-kinematische Grundlage die gleiche ist, na¨mlich das Modell
der Kontinuumsmechanik. Also muss ein allgemeines Materialgesetz u¨ber genu¨gend Para-
meter verfu¨gen, um eine breite Palette von Stoffgesetzen abzudecken. Ein Meilenstein in
dieser Hinsicht war das Modell des
”
Materiau Standard Ge´ne´ralise´“ (
”
Generalized Stan-
dard Material“, GSM), eingefu¨hrt von Halphen und Nguyen ([30]) im Jahr 1975. Das
GSM-Modell setzt die Existenz konvexer Energiepotentiale voraus, das Materialgesetz
kann wahlweise durch die Zugeho¨rigkeit zum Subgradienten dieser Potentiale oder aber
durch die assoziierte variationelle Ungleichung ausgedru¨ckt werden. Es ist allgemein genug,
um eine breite Klasse von Materialverhalten zu umfassen: ideale Plastizita¨t, Verfestigung,
Viskoplastizita¨t ... Zur Lo¨sung des mathematischen Problems ko¨nnen dann Methoden der
konvexen Analysis angewandt werden. Das GSM-Modell kann aber weder nichtassoziierte
Gesetze, noch solche, welche gekoppelte Terme enthalten, modellieren. Ein Materialgesetz,
das einige Schwa¨chen des GSM-Modells beseitigt, wurde von de Saxce´ ([56]) im Jahr 1990
eingefu¨hrt. Das Modell des
”
Materiau Standard Implicite“ (
”
Implicit Standard Material“,
ISM) basiert auf eine Verallgemeinerung der Young’schen Ungleichung und dem ebenfalls
von de Saxce´ eingefu¨hrten Begriff des Bipotentials.
In dieser Arbeit wird dieser Begriff im Detail diskutiert und Variationsmethoden fu¨r das
ISM-Modell hergeleitet.
Methoden
Man unterscheidet allgemein indirekte und direkte Variationsmethoden. Die indirekten
Methoden stu¨tzen sich auf der A¨quivalenz zwischen den Stationarita¨tspunkten eines so-
genannten Lagrange-Funktionals und den Lo¨sungen der diesem Funktional assoziierten
Euler-Lagrange-Gleichung. Eine Schwa¨che dieser Methode, von Weierstraß hervorgeho-
ben, ist die stillschweigend vorausgesetzte Existenz einer Lo¨sung: Es kann vorkommen,
dass ein Stationarita¨tspunkt des Lagrange-Funktionals nicht die notwendige Regularita¨t
besitzt, um die Euler-Lagrange’sche Differentialgleichung oder die Randbedingungen zu
erfu¨llen. Man muss sich also zuerst die Frage des richtigen Lo¨sungsraumes und der Defini-
tion der Lo¨sung stellen - meistens bringt die Einfu¨hrung einer schwachen Lo¨sung, die die
Differentialgleichung in einem verallgemeinerten Sinn erfu¨llt, das gewu¨nschte Ergebnis.
Die in diesem Sinn eingefu¨hrte direkte Methode stu¨tzt sich auf topologische Begriffe wie
Halbstetigkeit, schwache Konvergenz und Kompaktheit. Eine hinreichende Bedingung fu¨r
die Unterhalbstetigkeit ist die Konvexita¨t. Sie ist aber nur bedingt einsetzbar, da sie auto-
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matisch auch die Eindeutigkeit hinter sich zieht, was nicht einmal im elastischen Bereich
immer vorliegt. Schwa¨chere Voraussetzungen, die mehrfache Lo¨sungen zulassen, basieren
auf dem Begriff der Quasikonvexita¨t (siehe Morrey [47], [49]). Da diese nur eine globa-
le Formulierung zula¨sst und außerdem schwer zu beweisen ist, hat man die Begriffe der
Polykonvexita¨t und Rang-1-Konvexita¨t eingefu¨hrt (siehe Ball [4]).
Ebenfalls von großer Bedeutung ist die Form des inelastischen Materialgesetzes. Weist
das Gesetz Unstetigkeiten auf, so ist meistens eine Regularisierung no¨tig. Auf diese Weise
wurde das quasistatische, ideal plastische Problem in Duvaut und Lions ([23]) behandelt.
Ausgangspunkt war das dynamische Problem fu¨r ein Material mit viskoplastischem Poten-
tial (nach Perzyna). Durch Grenzu¨bergang wurde der Tra¨gheitsterm vernachla¨ssigt und
das ideal plastische Verhalten angena¨hert. Die erhaltene Konvergenz war – erwartungs-
gema¨ß – sehr schwach. Erst Anfang der achtziger Jahre haben Suquet, Strang und Temam
einen fu¨r das ideal plastische Problem geeigneten Lo¨sungsraum entdeckt; Untersuchungen
in diesem Raum haben sich als schwierig erwiesen und haben zu keinen greifbaren Ergeb-
nissen gefu¨hrt (siehe Temam [64]). Stoffgesetze mit Verfestigung hingegen kann man in
Sobolev-Ra¨umen analysieren (siehe Han und Reddy [31]).
Motivation und Ziel der Arbeit
Es erscheint aus den oben erwa¨hnten U¨berlegungen als wichtig, Materialmodelle
”
jenseits
der Konvexita¨t“ zu untersuchen – zum Beispiel solche, denen getrennt konvexe Potentiale
zugrunde liegen – und den Zusammenhang zwischen Konvexita¨t und der sogenannten
”
ge-
trennten Konvexita¨t“ zu durchleuchten, um festzustellen, welche Methoden der konvexen
Analysis sich weiterhin im Fall getrennt konvexer Funktionale anwenden lassen.
Ziel dieser Arbeit ist, die Eigenschaften der getrennt konvexen Funktionale zu erforschen
und ihre Anwendbarkeit in der Mechanik mit Beispielen zu belegen.
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Kapitel 1
Grundlagen
In diesem Kapitel werden Grundbegriffe und -ergebnisse der konvexen Analysis und der
Variationsrechnung als Basis fu¨r die Verallgemeinerungen in den na¨chsten Kapiteln dar-
gestellt. Die nachfolgenden Definitionen und Resultate sind allgemein bekannt – fu¨r die
Beweise kann man eine Monographie u¨ber konvexe Analysis herbeiziehen (Moreau [45],
Rockafellar [53], Ekeland und Temam [24], Marti [42], Hiriart-Urruty [35], Rockafellar und
Wets [54], Borwein und Lewis [12], Hiriart-Urruty und Lemare´chal [36]). Die Sa¨tze wer-
den einfachheitshalber in Banachra¨umen aufgestellt – die meisten davon sind aber auch in
lokalkonvexen topologischen Vektorra¨umen gu¨ltig. In dieser Hinsicht wird kein Anspruch
auf Vollsta¨ndigkeit erhoben.
1.1 Konvexita¨t
Sei X ein Vektorraum u¨ber R, dem Ko¨rper der reellen Zahlen.
Definition Eine Menge K ⊆ X ist konvex, wenn jedes Segment, das zwei beliebige
Punkte aus K verbindet, in K enthalten ist:
{(1− λ)x+ λy | λ ∈ [0, 1]} ⊆ K ∀x, y ∈ K (1.1)
konvex nicht konvex
Abbildung 1.1: Konvexe, bzw. nicht konvexe Menge
Die leere Menge und der ganze Raum X sind triviale Beispiele von konvexen Mengen.
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Definition Sei f : X −→ R ein Funktional. Der Epigraph von f ist die Menge
epi(f) = {(x, y) | x ∈ X, y ≥ f(x)} (1.2)
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Abbildung 1.2: Der Epigraph
Der Epigraph ist also die Menge der Punkte aus X ×R, die oberhalb des (oder auf dem)
Funktionsgraphen liegen.
Definition Ein Funktional f : X −→ R ist konvex, wenn sein Epigraph epi(f) ⊆ X ×R
eine konvexe Menge ist.
Die leere Menge und der ganze Raum X sind triviale Beispiele von konvexen Mengen.
Der Durchschnitt von beliebig vielen konvexen Mengen ist ebenfalls eine konvexe Menge.
Satz 1.1.1. Ein Funktional f : X −→ R ist konvex, wenn und nur wenn
f ((1− λ)x+ λy) ≤ (1− λ)f(x) + λf(y) ∀x, y ∈ X, λ ∈ (0, 1) (1.3)
Die Aussage dieses Satzes erscheint in vielen Quellen als Definition der Konvexita¨t eines
Funktionals und hat eine anschauliche Deutung.
f(x)
f(y)
(1− λ)f(x) + λf(y)
f ((1− λ)x+ λy)
Abbildung 1.3: Konvexita¨tsbedingung
Wird die Ungleichung streng erfu¨llt, so spricht man von einem streng konvexen Funktional.
Der Begriff der konvexen Funktion wurde von Jensen ([38]) eingefu¨hrt.
Will man mit Funktionalen arbeiten, deren Definitionsbereich nicht der ganze Vektorraum
X ist, so muss man als zusa¨tzliche Bedingung die Konvexita¨t des Definitionsbereiches in
1.2 Halbstetigkeit 7
Betracht ziehen. Es ist in der konvexen Analysis u¨blich, die Zahlengerade R um die zwei
Werte −∞ und +∞ zu erga¨nzen: R = R ∪ {−∞,+∞} und den Funktionalen außerhalb
ihres Definitionsbereiches den Wert +∞ zuzuordnen. Dadurch wird die U¨berpru¨fung der
Konvexita¨t des Definitionsbereichs u¨berflu¨ssig gemacht: Ist eine gema¨ß dieses Verfahrens
auf ganz X erweiterte Funktion konvex, so ist ihr effektiver Definitionsbereich (die Men-
ge der Punkte, in denen sie endliche Werte annimmt) eine konvexe Menge. In diesem
Sinne fu¨hrt man fu¨r eine beliebige Menge K ⊆ X das assoziierte Indikatorfunktional
IK : X −→ R ein:
IK(x) =
{
0 fu¨r x ∈ K
∞ fu¨r x ∈ X rK (1.4)
Satz 1.1.2. Eine Menge K ⊆ X ist genau dann konvex, wenn ihr Indikator IK ein
konvexes Funktional ist.
Die Erweiterung der Zahlengeraden wird ausfu¨hrlich in Hiriart-Urruty und Lemare´chal
([36], Seiten 5-6) diskutiert.
1.2 Halbstetigkeit
Ein anderer wichtiger Begriff ist die Halbstetigkeit. Wir erinnern uns an die Definition
der Stetigkeit:
Definition Ein Funktional f : X −→ R ist stetig in einem Punkt x0 ∈ X, wenn es fu¨r
jedes ǫ > 0 eine Umgebung V (ǫ) von x0 gibt so, dass |f(x)− f(x0)| < ǫ ∀x ∈ V (ǫ) gilt.
Eine a¨quivalente Schreibweise fu¨r die Stetigkeitsbedingung ist f(x0)−ǫ < f(x) < f(x0)+ǫ.
Liegt nur eine dieser zwei Ungleichungen vor, so spricht man von Unterhalbstetigkeit, bzw.
Oberhalbstetigkeit:
Definition Ein Funktional f : X −→ R ist unterhalbstetig in einem Punkt x0 ∈ X, wenn
es fu¨r jedes ǫ > 0 eine Umgebung V (ǫ) von x0 gibt so, dass f(x0)− ǫ < f(x) ∀x ∈ V (ǫ)
gilt. Gilt diese Ungleichung in jedem Punkt des Definitionsbereiches, so nennt man f
unterhalbstetig.
Analog wird die Oberhalbstetigkeit definiert. Man verwendet auch die Bezeichnungen
”
nach unten halbstetig“ und
”
nach oben halbstetig“. Wichtig ist, dass die Halbstetigkeit
von der Menge der Nachbarschaften, also von der Topologie, abha¨ngig ist.
Der Begriff der Halbstetigkeit wurde von Baire ([2]) eingefu¨hrt. In einem spa¨teren Artikel
([3]) lieferte Baire eine Erkla¨rung der Zusammenha¨nge, die zur Einfu¨hrung der Halb-
stetigkeit fu¨hrten. Es handelte sich dabei um die Untersuchung von getrennt stetigen
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Funktionen f(x, y), definiert auf einem Bereich der Form [a, b]× [c, d] ⊂ R2. Dabei ist die
Funktion M(x) = sup{f(x, y) | y ∈ [c, d]} zwar nicht stetig, wie es das Beispiel
f : [−1, 1]× [−1, 1] −→ R , f(x, y) =


2xy
x2 + y2
fu¨r (x, y) 6= (0, 0)
0 fu¨r (x, y) = (0, 0)
(1.5)
zeigt: M(x) = 1 fu¨r x 6= 0, M(0) = 0. Die FunktionM(x) ist aber immer unterhalbstetig.
Es gibt zur obigen Definition der Halbstetigkeit a¨quivalente Formulierungen, die leichter
zu u¨berpru¨fen sind:
Satz 1.2.1. Ein Funktional f : X −→ R ist genau dann unterhalbstetig, wenn fu¨r je-
des λ ∈ R die Menge {x ∈ X | f(x) ≤ λ} abgeschlossen ist (bezu¨glich der gegebenen
Topologie).
Satz 1.2.2. Ein Funktional f : X −→ R ist genau dann unterhalbstetig, wenn der Epi-
graph von f eine abgeschlossene Menge in X × R ist.
Die Konvexita¨t wirkt sich regularisierend auf die Topologie aus: Fu¨r jede mit der Dualita¨t
vertra¨gliche Topologie sind die konvexen, abgeschlossenen Mengen ein und dieselben.
Lemma 1.2.3. Eine konvexe, abgeschlossene Menge ist schwach abgeschlossen (das heißt,
abgeschlossen bezu¨glich der schwachen Topologie).
Mit Hilfe dieses Lemmas und den a¨quivalenten Formulierungen der Unterhalbstetigkeit
folgt:
Satz 1.2.4. Ein konvexes, unterhalbstetiges Funktional ist schwach unterhalbstetig (das
heißt, unterhalbstetig bezu¨glich der schwachen Topologie).
Die Begriffe der Konvexita¨t und Unterhalbstetigkeit spielen fu¨r Optimierungsprobleme
eine wichtige Rolle. Im Rahmen eines Optimierungsproblems mo¨chte man, zum Beispiel,
erfahren, ob ein Funktional in einer bestimmten Menge lokale oder globale Minima besitzt.
Im na¨chsten Kapitel werden wir dieses Thema detailliert darstellen.
1.3 Subdifferentiabilita¨t
Konvexe Funktionale mu¨ssen nicht differenzierbar sein. Trotzdem kann man auch fu¨r
konvexe Funktionen einen a¨hnlichen Begriff definieren.
Definition Sei f : X −→ R ein konvexes Funktional. Die Menge
(∂f)(x) = {x∗ ∈ X∗ | f(y)− f(x) ≥ 〈x∗, y − x〉 ∀y ∈ X} (1.6)
heißt Subdifferential von f im Punkt x.
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Dabei bezeichnet X∗ den Dualraum von X, bestehend aus allen linearen stetigen Funk-
tionalen x∗ : X −→ R und 〈, 〉 das Dualita¨tsprodukt zwischen X und X∗: 〈x∗, x〉 = x∗(x).
Die einzelnen Elemente x∗ ∈ (∂f)(x) des Subdifferentials heißen Subgradienten von f im
Punkt x. Es kann auch vorkommen, dass an gewissen Stellen das Subdifferential die leere
Menge ist; zum Beispiel dort, wo f(x) = +∞.
Ist die Funktion f differenzierbar, so besteht das Subdifferential von f im Punkt x genau
aus einem Element, na¨mlich dem Gradienten von f im Punkt x: (∂f)(x) = {f ′(x)}.
Die Rolle des Subdifferentials in der Optimierungstheorie tritt im folgenden Satz zum
Vorschein.
Satz 1.3.1. Sei f : X −→ R ein konvexes Funktional. Dann gilt:
f (x0) = min{f(x) | x ∈ X} ⇐⇒ 0 ∈ (∂f) (x0) (1.7)
Ein interessanter Fall ist das Subdifferential des Indikators IK einer konvexen Menge
K ⊆ X:
(∂IK) (x) =
{
{x∗ ∈ X∗ | 〈x∗, y − x〉 ≤ 0 ∀y ∈ X} fu¨r x ∈ K
∅ fu¨r x ∈ X rK (1.8)
Dies ist aber genau der a¨ußere Normalkegel NK(x) zu K im Punkt x:
NK(x) = {x∗ ∈ X∗ | 〈x∗, x〉 ≥ 〈x∗, y〉 ∀y ∈ X} (1.9)
Also gilt:
(∂IK) (x) = NK(x) (1.10)
Das Subdifferential ist positiv homogen:
(∂(λf)) (x) = λ(∂f)(x) ∀λ > 0 (1.11)
Fu¨r die Summe von zwei Funktionalen f1 und f2 kann man den folgenden Satz beweisen.
Satz 1.3.2. Seien f1, f2 : X −→ R zwei konvexe Funktionale. Dann gilt:
(∂f1) (x) + (∂f2) (x) ⊆ (∂ (f1 + f2)) (x) ∀x ∈ X (1.12)
Es gibt auch hinreichende Bedingungen, damit in Satz 1.3.2 Gleichheit herrscht. Dies ist,
zum Beispiel, der Fall, wenn eines der Funktionale in x differenzierbar ist.
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1.4 Konjugierte Funktionale
Wir werden nun zeigen, wie man die Legendre-Transformation fu¨r beliebige Funktionale
erweitern kann.
Definition Sei f : X −→ R ein Funktional. Das durch die folgende Gleichung
f ∗ (x∗) = sup {〈x∗, x〉 − f(x) | x ∈ X} (1.13)
u¨berX∗ definierte Funktional f ∗ wird
”
das zu f konjugierte (polare) Funktional“ genannt.
Die Transformation tra¨gt den Namen
”
Legendre-Fenchel-Transformation“ oder
”
Fenchel-
Young-Transformation“.
Als Supremum einer Menge affiner Funktionale ist das konjugierte Funktional konvex
und unterhalbstetig. Es ko¨nnte aber vorkommen, dass die genannte Menge der affinen
Funktionale leer ist und damit f ∗ degeneriert ist: f ∗ = +∞. Es gilt:
Satz 1.4.1. Sei f : X −→ R konvex, unterhalbstetig und nicht degeneriert. Dann hat das
konjugierte Funktional f ∗ dieselben Eigenschaften.
Man kann die Konjugation auch ein zweites Mal anwenden:
(f ∗)∗ (x∗∗) = sup {〈x∗∗, x∗〉 − f ∗ (x∗) | x∗ ∈ X∗} (1.14)
Betrachtet man dazu die kanonische Einbettung von X in X∗∗, so kann man das bikon-
jugierte Funktional f ∗∗ konstruieren:
f ∗∗(x) = sup {〈x∗, x〉 − f ∗ (x∗) | x∗ ∈ X∗} (1.15)
Satz 1.4.2. Sei f : X −→ R konvex, unterhalbstetig und nicht degeneriert. Dann ist
f ∗∗(x) = f(x) ∀x ∈ X.
Mit anderen Worten, die Konjugation ist involutiv.
Aus der Definition folgt sofort die Fenchel-Young’sche Ungleichung:
Satz 1.4.3. Sei f : X −→ R konvex, unterhalbstetig und nicht degeneriert. Dann gilt:
f(x) + f ∗ (x∗) ≥ 〈x∗, x〉 ∀x ∈ X, ∀x∗ ∈ X∗ (1.16)
Mit Hilfe dieser Eigenschaft kann man die Verbindung zum Subdifferential herstellen.
Satz 1.4.4. Sei f : X −→ R konvex, unterhalbstetig und nicht degeneriert. Die folgenden
Aussagen sind a¨quivalent:
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1. x∗ ∈ (∂f)(x)
2. x ∈ (∂f ∗) (x∗)
3. f(x) + f ∗ (x∗) = 〈x∗, x〉
Als Beispiel wollen wir den Indikator IK einer konvexen Menge K ⊆ X untersuchen. Das
konjugierte Funktional I∗K : X
∗ −→ R heißt Stu¨tzfunktion der Menge K:
I∗K (x
∗) = sup{〈x∗, x〉 | x ∈ K} (1.17)
Die Stu¨tzfunktion ist positiv homogen und subadditiv.
Ist die Menge K auch abgeschlossen, so gilt:
x∗ ∈ (∂IK) (x)⇐⇒ x ∈ (∂I∗K) (x∗)⇐⇒ IK(x) + I∗K (x∗) = 〈x∗, x〉 (1.18)
1.5 Monotonie
Dieser Abschnitt fu¨hrt den Begriff der Monotonie ein.
Definition Eine Funktion f : R −→ R heißt monoton, wenn (f(y)− f(x)) (y − x) ≥ 0
∀x, y ∈ R gilt.
Die Definition la¨sst sich auf Operatoren und sogar mehrwertige Abbildungen verallgemei-
nern.
Definition Ein Operator A : X −→ X∗ heißt monoton, wenn 〈A(y)− A(x), y − x〉 ≥ 0
∀x, y ∈ X gilt.
Definition Eine mehrwertiger Operator A : X −→ P (X∗) heißt monoton, wenn
〈y∗ − x∗, y − x〉 ≥ 0 ∀x, y ∈ X, ∀y∗ ∈ A(y), ∀x∗ ∈ A(x) gilt.
Der folgende Satz stellt die Verbindung zum Subdifferential her.
Satz 1.5.1. Das Subdifferential ∂f eines konvexen, nicht degenerierten Funktionals f ,
f : X −→ R, ist ein monotoner, mehrwertiger Operator.
Die Menge der monotonen Operatoren ist (im Sinne der Inklusion der Graphen) induktiv
geordnet und besitzt hiermit maximale Elemente, die
”
maximal monotone Operatoren“
genannt werden.
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Definition Ein mehrwertiger Operator A : X −→ P (X∗) heißt maximal monoton, wenn
er monoton ist und keine monotone Erweiterung zula¨sst.
Eine a¨quivalente Definition, mit der sich leichter arbeiten la¨sst, lautet:
Definition Ein mehrwertiger Operator A : X −→ P (X∗) heißt maximal monoton, wenn
er monoton ist und wenn aus
〈y∗ − x∗, y − x〉 ≥ 0 ∀x ∈ D(A), ∀x∗ ∈ A (x) (1.19)
die Beziehung y∗ ∈ A(y) folgt.
Satz 1.5.2. Das Subdifferential ∂f eines konvexen, unterhalbstetigen, nicht degenerierten
Funktionals f : X −→ R ist ein maximal monotoner Operator.
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Kapitel 2
Variationsmethoden
2.1 Klassische Variationsrechnung
Die klassische Variationsrechnung stellt eine Erweiterung der elementaren Theorie der
Maxima und Minima fu¨r reellwertige Funktionen dar. Fu¨r eine Funktion f : Ω ⊆ Rn −→ R
gilt na¨mlich der Satz von Weierstraß:
Satz 2.1.1. Eine auf einer abgeschlossenen, beschra¨nkten Menge Ω ⊆ Rn definierte,
stetige Funktion f besitzt endliche obere und untere Grenzen, die sie auf dem Gebiet Ω
auch erreicht.
Ist die Funktion f auch differenzierbar und befindet sich das Extremum im Inneren von
Ω, so muss der Gradient von f an dieser Stelle null sein. Dies ist eine in diesem Fall
notwendige, aber keineswegs hinreichende Bedingung fu¨r die Existenz von Extremwerten
(da Wendepunkte oder Sattelpunkte diese Bedingung auch erfu¨llen). Die Punkte, in denen
der Gradient null ist, werden stationa¨re Punkte genannt. Die eventuellen Extrema haben
dabei einen lokalen Charakter.
Sind die Variablen nicht unabha¨ngig voneinander, sondern zusa¨tzlichen Bedingungen un-
terworfen, so kann man zur Bestimmung der stationa¨ren Punkte die Methode der Lagran-
ge’schen Multiplikatoren anwenden.
Die Variationsrechnung befasst sich ebenfalls mit der Bestimmung von Extrema, bzw.
stationa¨ren Werten. Der Unterschied besteht darin, dass in diesem Fall nicht mehr Funk-
tionen mit einer endlichen Zahl unabha¨ngiger Variablen, sondern Funktionale, also Funk-
tionen, die als Argumente Funktionen haben, untersucht werden. Der Definitionsbereich
eines Funktionals ist daher eine Menge in einem gewissen Funktionenraum.
Solche Probleme sind schon im Altertum aufgetreten, auf der Suche nach der optimalen
Form. Zum Beispiel, isoperimetrische Probleme, wie das Problem der Dido: Unter allen
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Kurven konstanter La¨nge wird jene gesucht, die die gro¨ßte Fla¨che umschließt. Eine erste
moderne Lo¨sung eines Variationsproblems stammt von Fermat, der im Jahr 1662 aus dem
Prinzip des schnellsten Weges, dem die Lichtstrahlen genu¨gen, die Gesetze der Lichtbre-
chung herleitete. Als Geburtsdatum der klassischen Variationsrechung betrachtet man das
Jahr 1696, als Jakob Bernoulli das Problem der Brachistochrone formulierte. Es folgte die
variationelle Formulierung einer Vielzahl von Problemen, wie, zum Beispiel, der Bahn der
Lichtstrahlen, der geoda¨tischen Linien, der minimalen Rotationsfla¨che, der Kettenlinie,...
All diesen Problemen liegt ein Funktional der Form
I(y) =
x1∫
x0
F (x, y(x), y′(x)) dx (2.1)
zugrunde, dessen stationa¨re Werte (auch Extremale genannt) zu bestimmen sind. Wa¨hrend
in der elementaren Theorie der Maxima und Minima der Satz von Weierstraß die Existenz
von Lo¨sungen sichert, ist dies in der Variationsrechnung nicht selbstversta¨ndlich. Es gibt
ganz einfache Variationsprobleme, die keine Lo¨sung der erforderlichen Regularita¨t besit-
zen. Einen gewissen Ruhm erreichte das sogenannte
”
Prinzip von Dirichlet“, das Riemann
in seinen Werken regelma¨ßig anwandte, um die Beweisfu¨hrung zu vereinfachen. Es handelt
sich dabei um das folgende Funktional (auch Dirichlet-Integral genannt):
I(y) =
∫
Ω
‖ ∇y ‖2 dx (2.2)
das es in der Klasse C1(Ω) der auf Ω ⊆ Rn stetig differenzierbaren Funktionen, die zusa¨tz-
lich eine Randbedingung der Form y = g auf ∂Ω erfu¨llen, zu minimieren galt. Desto
gro¨ßer war die U¨berraschung, als Weierstraß 1870 ein Gegenbeispiel vero¨ffentlichte und
damit die Gu¨ltigkeit des Prinzips von Dirichlet in Frage stellte. Es mussten weitere dreißig
Jahre vergehen, bis Hilbert 1900 ([32]) und in gro¨ßerem Detail 1904 ([33]) Bedingungen
fu¨r die Gu¨ltigkeit des Dirichlet’schen Prinzips formulieren konnte. Es sollte aber weitere
vierzig Jahre dauern, bis auch die Frage nach der Regularita¨t der Lo¨sungen von Weyl
([69]) gekla¨rt werden konnte.
Hilbert schreibt:
Das folgende ist ein Versuch der Wiederbelebung des Dirichlet’schen Princips.
Indem wir bedenken, daß die Dirichlet’sche Aufgabe nur eine besondere Auf-
gabe der Variationsrechnung ist, gelangen wir dazu, das Dirichlet’sche Princip
in folgender allgemeineren Form auszusprechen:
Eine jede Aufgabe der Variationsrechnung besitzt eine Lo¨sung, sobald hin-
sichtlich der Natur der gegebenen Grenzbedingungen geeignete einschra¨nkende
Annahmen erfu¨llt sind und no¨tigenfalls der Begriff der Lo¨sung eine sinngema¨ße
Erweiterung erfa¨hrt.
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Diese Werke Hilberts gelten als Grundlage der direkten Methode der Variationsrechnung.
Eine U¨bersicht der
”
klassischen“ Methoden bis zum Anfang des 20. Jahrhunderts findet
man in Courant und Hilbert ([18],[19]).
2.2 Die indirekte Methode
Chronologisch betrachtet, entwickelte sich zuerst die indirekte Methode der Variations-
rechnung, angetrieben durch die Forschungen von Euler und seiner Nachfolger. Die indi-
rekte Methode besteht wesentlich in der Zuru¨ckfu¨hrung des Variationsproblems auf Dif-
ferentialgleichungsprobleme, gebildet aus Differentialgleichungen und Randbedingungen.
Die von Euler hergeleiteten Differentialgleichungen eines Variationsproblems (heute un-
ter den Namen Euler’sche Gleichungen oder Euler-Lagrange-Gleichungen bekannt) stellen
notwendige (aber nicht hinreichende) Bedingungen dar, die eine Funktion zu erfu¨llen hat,
um ein Extremal des Variationsproblems sein zu ko¨nnen.
Ausgehend von einem Funktional der Form
I(y) =
∫
Ω
F (x, y(x),∇y(x)) dx (2.3)
wurden Begriffe wie die Variation δy einer Funktion y = f(x) und die Variation δI des In-
tegrals I(y) eingefu¨hrt. Notwendige Bedingung fu¨r ein Extremum war das Verschwinden
der ersten Variation des Integrals I(y). Mit Hilfe des Fundamentallemmas der Variati-
onsrechnung kann man aus dieser Bedingung die assoziierte Euler-Lagrange-Gleichung
herleiten. Die Theorie wurde auf mehrere gesuchte Funktionen, mehrere unabha¨ngige Va-
riablen und damit mehrdimensionale Integrale, Ableitungen ho¨herer Ordnung, Probleme
mit freien Ra¨ndern (also fehlende wesentliche Randbedingungen), Probleme mit Nebenbe-
dingungen (die man mit Hilfe der Lagrange’schen Multiplikatoren untersucht) erweitert.
Um die Art des Extremums zu bestimmen, wurde die zweite Variation eingefu¨hrt und
das Kriterium von Legendre hergeleitet. Es wurde die kanonische Form eingefu¨hrt und
die Invarianz bezu¨glich Transformationen analysiert. Diese Art von Variationsproblemen
wird u¨blicherweise als
”
klassisch“ bezeichnet.
2.3 Die direkten Methoden
Die direkten Methoden der Variationsrechnung entstammen der Bemerkung, dass die li-
nearen elliptischen Differentialgleichungen als Euler-Lagrange-Gleichungen einfacher Va-
riationsprobleme mit quadratischen Integranden betrachtet werden ko¨nnen. Die Existenz
der Lo¨sung fu¨r solche Minimumprobleme wurde lange Zeit stillschweigend als selbst-
versta¨ndlich betrachtet – unter anderen, wie oben erwa¨hnt, auch von Riemann, der regen
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Gebrauch vom Dirichlet’schen Prinzip machte, um Existenzsa¨tze der geometrischen Funk-
tionentheorie zu beweisen.
Da die Existenz eines Minimums nicht gewa¨hrleistet ist, geht man erst einmal von einer
unteren Schranke fu¨r das zu minimierende Funktional aus. Funktionenfolgen, auf denen
das Funktional zu dieser unteren Schranke konvergiert, werden Minimalfolgen genannt:
lim
n→∞
I(un) = inf
u
I(u) (2.4)
Allerdings brauchen solche Minimalfolgen keineswegs zu konvergieren (nicht einmal dann,
wenn die Existenz einer Lo¨sung bereits bekannt ist); und wenn sie es in einer gewissen
Topologie tun, dann ko¨nnte es vorkommen, daß die Grenzfunktion nicht die notwendige
Regularita¨t besitzt, um dem Definitionsbereich des Funktionals anzugeho¨ren.
Die Hauptaufgabe einer direkten Methode besteht darin, aus den Minimalfolgen eines
Funktionals konvergente Teilfolgen zu extrahieren, deren Grenzwerte die erforderliche Re-
gularita¨t besitzen, um als Lo¨sungen des Variationsproblems und damit auch des assozi-
ierten Differentialgleichungsproblems betrachtet werden zu ko¨nnen.
Fu¨r die praktische Anwendung ist auch die Konstruktion solcher Folgen von Interesse.
Eines der bekanntesten Verfahren fu¨r die numerische Konstruktion von Minimalfolgen
stammt von Ritz und tra¨gt heute seinen Namen.
Die Entwicklung der direkten Methoden wurde am Anfang des 20. Jahrhunderts von der
italienischen Schule vorangetrieben. Auf der Suche nach geeigneten Funktionenra¨umen, in
denen die Lo¨sung des Dirichlet’schen Prinzips und anderer Variationsprobleme zu suchen
ist, erkannte man im Laufe der Zeit die Rolle der absolut stetigen Funktionen und des
Lebesgue-Integrals. Eine Vielzahl von Ergebnissen von Levi, Fubini und Tonelli belegt
diese ersten Versuche, klassische Probleme der Variationsrechnung mittels direkten Me-
thoden anzugehen ([67]). Dies fu¨hrte zur Einfu¨hrung der Sobolev-Ra¨ume (durch Levi und
allgemeiner, durch Sobolev), der sogenannten
”
schwachen Lo¨sungen“ und auch der Dis-
tributionen. A¨hnliche Fortschritte waren auch in Go¨ttingen zu verzeichnen, insbesondere
im Bereich der Eigenwertprobleme und der Spektralanalysis. Die Werke von Hilbert, Cou-
rant, Friedrichs, Carathe´odory, Rellich, Weyl und vielen anderen trieben die Forschung
entscheidend voran.
2.4 Die Rolle der Halbstetigkeit und der Konvexita¨t
Immer sta¨rker trat bei der Anwendung direkter Methoden die Rolle der Halbstetigkeit
im Vordergrund. Fu¨r klassische Variationsprobleme kann man auf das Werk von Tonelli
([66]) verweisen. Befreit von der starren Form der klassischen Variationsprobleme, la¨sst
sich die direkte Methode folgendermaßen formulieren (Fichera, [25]):
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Gesucht wird das absolute Minimum eines Funktionals I(u) in einer Funktionenmenge U .
Der Weg zu einem Existenzsatz besteht aus drei Schritten:
1. Man fu¨hrt auf der Menge U einen Konvergenzbegriff ein (bzw. eine Topologie).
2. Man beweist, dass I(u) unterhalbstetig bezu¨glich der eingefu¨hrten Konvergenz ist.
3. Man beweist, dass eine minimierende Folge einen Grenzwert in U besitzt.
Der erste Schritt wird dadurch erschwert, dass man nicht von Anfang an weiß, in welchem
Funktionenraum die potentielle Lo¨sung zu suchen ist. Meistens wa¨hlt man eine Klasse
von regula¨ren Funktionen und betrachtet ihre Vervollsta¨ndigung bezu¨glich der eingefu¨hr-
ten Topologie. Diese Topologie muss einerseits stark genug sein, um den zweiten Schritt
beweisen zu ko¨nnen (je sta¨rker die Topologie, desto mehr unterhalbstetige Funktionale
gibt es und man kann eher hoffen, dass I(u) dazugeho¨rt); anderseits muss die Topologie
schwach genug sein, um den dritten Schritt nicht zu gefa¨hrden (je schwa¨cher die Topologie,
desto mehr kompakte Mengen gibt es und man kann eher hoffen, dass die minimierenden
Folgen konvergente Teilfolgen besitzen).
Fu¨r den zweiten Schritt gilt: Je schwa¨cher die Topologie, desto schwieriger ist die Unter-
halbstetigkeit des Funktionals zu beweisen, da die konvergenten Folgen immer zahlreicher
werden und fu¨r alle die Unterhalbstetigkeitsungleichung erfu¨llt werden muss.
Der letzte Schritt wird meistens u¨ber ein Kompaktheitsargument, gekoppelt mit der Ab-
geschlossenheit der Menge U bezu¨glich der eingefu¨hrten Topologie, bewiesen. Hier stehen
sich die Begriffe gegenu¨ber. Wa¨hrend fu¨r die Abgeschlossenheit der Menge U eine sta¨rkere
Topologie von Vorteil ist (wie im Fall der Unterhalbstetigkeit, da es mehr abgeschlosse-
ne Mengen als schwach abgeschlossene gibt), wa¨re fu¨r die Kompaktheit eine schwache
Topologie wu¨nschenswert (da sie reicher an folgenkompakten Mengen ist).
Tonelli ([66], [67]) gelang es, die Halbstetigkeit im Fall von absolut stetigen Funktionen
auf einem zweidimensionalen Bereich zu beweisen. Da aber die gleichma¨ßige Konvergenz
gewa¨hlt wurde, fiel der Beweis der Kompaktheit etwas technisch aus und ließ sich nicht
auf ho¨here Dimensionen des Definitionsbereichs, bzw. des Wertevorrats, verallgemeinern.
Dies gelang Morrey ([46], [48]), der den mehrdimensionalen Fall untersuchte (sowohl was
den Definitionsbereich, als auch was den Wertevorrat betrifft). Um im dritten Schritt
die Folgenkompaktheit zu erhalten, wa¨hlte er, zum Unterschied zu Tonelli, die schwache
Konvergenz der Funktionen im entsprechenden Sobolev-Raum. Es gelang ihm auch, die
Unterhalbstetigkeit und damit auch einen Existenzsatz zu beweisen.
Die Rolle der Konvexita¨t ist weniger offensichtlich als die der Halbstetigkeit. In vielen
Fa¨llen zieht die Konvexita¨t von F (x, y,∇y) im letzten Argument die Unterhalbstetigkeit
des Variationsintegrals hinter sich (siehe Serrin [61], Fichera [25], [26], Browder [16] und,
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Abbildung 2.1: Einschlu¨sse
in einer moderneren Fassung, Gilbarg und Trudinger [29], Absatz 11.5). In [29] wird auch
gezeigt, was die strenge Konvexita¨t im letzten Argument aus Sicht der indirekten Methode
zu bedeuten hat: Sie entspricht na¨mlich der Elliptizita¨t des Euler-Lagrange-Operators.
Die Konvexita¨t von F in den beiden letzten Argumenten zieht sogar die Eindeutigkeit der
Lo¨sung hinter sich – was aber nicht immer erwu¨nscht ist.
2.5 Allgemeine Formulierung
Die klassischen Variationsprobleme in Rn und die Kristallisierung der drei oben genann-
ten Schritte fu¨hrten zu einer allgemeinen Formulierung des Problems. Einen der ersten
Versuche ist Rothe ([55]) zu verdanken.
Der folgende Satz ist ein Beispiel einer solchen allgemeinen Formulierung der direkten
Methode der Variationsrechnung.
Satz 2.5.1. Sei X ein reflexiver Banachraum, U ⊆ X eine nichtleere, konvexe, abge-
schlossene, beschra¨nkte Menge und I : U −→ R ein konvexes, unterhalbstetiges Funk-
tional. Dann besitzt I ein globales Minimum, welches in mindestens einem Punkt aus U
erreicht wird.
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Beweis. Der Beweisschritte sind besonders einleuchtend und belegen das Zusammenspiel
der oben eingefu¨hrten Begriffe.
Sei (un)n ⊆ U eine minimierende Folge, das heißt:
f (un) −→ inf{I(u) | u ∈ U} (2.5)
Da der Raum X reflexiv und die Menge U (implizit auch die minimierende Folge) be-
schra¨nkt ist, kann man aus (un)n eine schwach konvergente Teilfolge (unk)k extrahieren,
die wir, ohne die Allgemeinheit zu beeintra¨chtigen, weiterhin (un)n bezeichnen: un ⇀ u0.
Die Menge U ist konvex und abgeschlossen und damit auch schwach abgeschlossen. Das
Element u0 geho¨rt also auch der Menge U an.
Anderseits ist I konvex und unterhalbstetig und damit auch schwach unterhalbstetig. Im
Punkt u0 gilt:
I (u0) ≤ inf {I (un) | n ∈ N} (2.6)
Da (un)n Teilfolge einer minimierenden Folge ist, kann man den rechten Term durch
inf{I(u) | u ∈ U} ersetzen. Daraus folgt sofort, dass der Wert I (u0) endlich ist und in u0
das globale Minimum von I erreicht wird.
Die Hypothese, dass U beschra¨nkt ist, la¨sst sich durch die Hypothese, dass I koerziv ist,
verallgemeinern:
lim I(u) =∞ fu¨r ‖u‖ −→ ∞ (2.7)
Eine der wichtigen Hypothesen ist die Reflexivita¨t des Raumes X. Sie garantiert die Exi-
stenz einer schwach konvergenten Teilfolge, auf die sich der Rest des Beweises stu¨tzt. Man
kann sie, fu¨r den Fall, dass man gezwungen ist, in einem nicht reflexiven Funktionenraum
X zu arbeiten, durch eine Kompaktheitsbedingung fu¨r U ersetzen.
Die zweite wichtige Hypothese ist die Unterhalbstetigkeit von I. Sie bewirkt, dass I in u0
das globale Minimum erreicht.
Die zwei Konvexita¨tshypothesen (fu¨r U , bzw. I) dienen nur dazu, die Unterschiede zwi-
schen der schwachen und der starken Topologie zu verwischen. Dadurch ist die Menge
U nicht nur abgeschlossen, sondern sogar schwach abgeschlossen, bzw. das Funktional I
nicht nur unterhalbstetig, sondern sogar schwach unterhalbstetig. Fu¨r die Gu¨ltigkeit des
Existenzsatzes wu¨rden die
”
schwachen“ Eigenschaften ausreichen – sie sind aber, obwohl
allgemeiner, schwerer zu beweisen (wie bereits erwa¨hnt). In diesem Fall wu¨rde sich der
Satz folgendermaßen formulieren lassen:
Satz 2.5.2. Sei X ein reflexiver Banachraum, U ⊆ X eine nichtleere, schwach abgeschlos-
sene Menge und I : U −→ R ein koerzives, schwach folgenunterhalbstetiges Funktional.
Dann besitzt I ein globales Minimum, welches in mindestens einem Punkt aus U erreicht
wird.
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Der zweite Schritt ist in dieser Fassung des Existenzsatzes als Hypothese enthalten. Man
kann sich nun die Frage stellen, welche Eigenschaften des Funktionals I die schwache
Unterhalbstetigkeit garantieren wu¨rden. Die Konvexita¨t von I ist zwar eine hinreichende,
aber keine notwendige Bedingung. Der Versuch, die Konvexita¨t von I durch eine andere,
schwa¨chere Hypothese zu ersetzen, wa¨re auch aus einem anderen Grund von Interesse:
Konvexe Funktionale lassen keine unterschiedlichen lokale Minima zu. Das mag sich in
manchen Fa¨llen als nu¨tzlich erweisen (zumal die strenge Konvexita¨t sogar die Eindeutig-
keit des Minimums garantiert), ist aber in klarem Widerspruch mit den Beobachtungen
aus der Elastizita¨tstheorie, sobald man den Bereich der linearen, vereinfachten Material-
modelle verla¨sst (siehe Hill [34], Ball [4]).
2.6 Quasikonvexita¨t
Um die Halbstetigkeit von I zu analysieren, muss man von einem konkreten Ausdruck
dieses Funktionals ausgehen, wie, zum Beispiel, von der bereits erwa¨hnten klassischen
Form:
I(u) =
∫
Ω
F (x, u(x),∇u(x)) dx (2.8)
Die Konvexita¨t von F in der dritten Variablen wa¨re eine hinreichende Bedingung und fu¨r
reelle Funktionen u : Rn −→ R sogar notwendig (siehe [65], [61], [24], [41]).
Fu¨r vektorwertige Funktionen ist die o. g. Konvexita¨t nur noch eine hinreichende Bedin-
gung. Morrey ([47], [49]) ist es gelungen, eine notwendige und hinreichende Bedingung in
Form der Quasikonvexita¨t zu entdecken:
Definition Eine Funktion F : Rn × Rm × Rnm −→ R heißt quasikonvex, wenn fu¨r alle
s ∈ Rm, fu¨r fast alle x ∈ Rn, fu¨r alle ξ ∈ Rnm, fu¨r alle beschra¨nkten, offenen Mengen
Ω ⊆ Rn und fu¨r alle w ∈ C∞0 (Ω;Rm) die folgende Ungleichung gilt:∫
Ω
F (x, s, ξ +∇w(y))dy ≥ F (x, s, ξ) · µ(Ω) (2.9)
Ein Existenzsatz ko¨nnte, zum Beispiel, wie bei Acerbi und Fusco ([1]) lauten:
Satz 2.6.1. Sei F : Rn×Rm×Rnm −→ R eine Funktion mit den folgenden Eigenschaften:
(i) F ist eine Carathe´odory-Funktion:
F (x, s, ξ) messbar in x fu¨r alle (s, ξ) und stetig in (s, ξ) fu¨r fast alle x;
(ii) F erfu¨llt eine Wachstumsbedingung der Form:
0 ≤ F (x, s, ξ) ≤ a(x) + C1‖s‖p +C2‖ξ ‖p, mit p ≥ 1, a ≥ 0 eine lokal integrierbare
Funktion, C1 ≥ 0 und C2 ≥ 0.
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Das Funktional
I(u,Ω) =
∫
Ω
F (x, u(x),∇u(x))dx (2.10)
ist schwach folgenunterhalbstetig auf W 1,p (Ω;Rm) wenn und nur wenn ξ 7→ F (x, s, ξ)
quasikonvex fu¨r alle s und fast alle x ist.
Die Quasikonvexita¨t hat den direkten Methoden einen neuen Aufschwung gegeben, der in
zahlreichen wissenschaflichen Vero¨ffentlichungen seinen Niederschlag gefunden hat. Eine
moderne Einfu¨hrung in diese Thematik findet man bei Dacorogna ([20]). Fu¨r eine U¨ber-
sicht der aktuellen Methoden der Variationsrechnung sei auf das Werk von Struwe ([62])
verwiesen. Die klassische Methode hingegen wird sehr ausfu¨hrlich im monographischen
Werk von Giaquinta und Hildebrandt ([27], [28]) dargestellt.
2.7 Nichtlineare Elastizita¨t
Morreys Ergebnisse fanden durch die Arbeit von Ball ([4]) eine besondere Anwendung in
der Theorie der nichtlinearen Elastizita¨t. Die Gleichgewichtskonfigurationen eines elasti-
schen Ko¨rpers entsprechen den Minima des Energiefunktionals
I(u,Ω) =
∫
Ω
F (x, u(x),∇u(x)) dx (2.11)
Dabei ist der Integrand meistens der Form
F (x, u(x),∇u(x)) = W (x,∇u) + φ(x, u) (2.12)
mit W als innerer Energiedichte und φ als Potential der Massenkra¨fte. Da die Konve-
xita¨t von W in der zweiten Variablen weder mit dem Objektivita¨tsprinzip, noch mit der
Mehrdeutigkeit elastischer Gleichgewichtslagen zu vereinbaren ist, wurde fu¨r die innere
Energiedichte die schwa¨chere Bedingung der Quasikonvexita¨t in Betracht gezogen. Leider
la¨sst sich die Quasikonvexita¨t einer Funktion nur schwer beweisen – es wurde sogar in den
letzten Jahren gezeigt, dass sie keine lokale Charakterisierung zula¨sst (siehe Kristensen
[39]). Dies veranlasste Ball, einen neuen Begriff einzufu¨hren: die Polykonvexita¨t.
Definition Eine Funktion W (x,F ) heißt polykonvex, wenn sie sich als getrennt konvexe
Funktion von F , adj F und detF ausdru¨cken la¨sst:
W (x,F ) = g(x,F , adj F , detF ) (2.13)
mit g(x, ·, ·, ·) getrennt konvex.
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Der Deformationsgradient∇u wurde hier mit F bezeichnet. Es wurde in [4] bewiesen, dass
die polykonvexen Funktionen auch quasikonvex sind. Sie erlauben damit eine variationelle
Behandlung des Problems, ohne auf eine lokale Charakterisierung verzichten zu mu¨ssen.
Schließlich wurde in [4] auch ein Begriff definiert, der schwa¨cher als die Quasikonvexita¨t
ist:
Definition Eine Funktion G : U ⊆M (Rn × Rm) −→ R ist Rang–1–konvex, wenn G ent-
lang aller Segmente aus U , deren Enden sich durch eine Matrix von Rang 1 unterscheiden,
konvex ist:
G(F + (1− λ)(a⊗ b)) ≤ λG(F ) + (1− λ)G(F + a⊗ b) (2.14)
fu¨r alle F ∈ U , λ ∈ [0, 1], a ∈ Rm, b ∈ Rn mit F + µ(a⊗ b) ∈ U ∀µ ∈ [0, 1].
Fu¨r regula¨re FunktionenG ist die Rang–1–Konvexita¨t a¨quivalent zur Legendre-Hadamard-
Bedingung:
Satz 2.7.1. Eine Funktion G ∈ C2(U) ist Rang–1–konvex, wenn und nur wenn
∂2G(F )
∂F iα∂F
j
β
aiajbαbβ ≥ 0 (2.15)
fu¨r alle a ∈ Rn, b ∈ Rm, F ∈ U .
Mit Hilfe dieses Satzes wurde bewiesen, dass quasikonvexe Funktionen auch Rang–1–
konvex sind.
Der Zusammenhang zwischen Konvexita¨t, Polykonvexita¨t, Quasikonvexita¨t und Rang–1–
Konvexita¨t la¨sst sich wie folgt darstellen:
konvex =⇒ polykonvex =⇒ quasikonvex =⇒ Rang–1–konvex (2.16)
In Kapitel 5 werden die zu den oben definierten Begriffen assoziierten Hu¨llen eingefu¨hrt.
Fu¨r weitere Ergebnisse und Anwendungen der oben eingefu¨hrten Konvexita¨tsarten sei,
unter anderem, auf Dacorogna und Marcellini ([21]), Pedregal ([52]) und Dolzmann ([22])
verwiesen. Die Bedeutung der getrennten Konvexita¨t fu¨r die modernen Methoden der
Variationsrechnung ist nicht zu u¨bersehen.
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Kapitel 3
Getrennt konvexe Funktionale
3.1 Definition
Wir werden in diesem Abschnitt einen der Grundbegriffe dieser Arbeit definieren: die
getrennte Konvexita¨t.
Definition Eine Funktion f : R×R −→ R ist getrennt konvex, wenn sie in jeder einzelnen
Variablen konvex ist: f(x, ·) konvex ∀x ∈ R und f(·, y) konvex ∀y ∈ R.
Diese Definition kann man auf beliebige Funktionale f : X1 ×X2 × . . .×Xn −→ R u¨ber-
tragen. Dabei sind X1, X2, . . . , Xn beliebige reelle Vektorra¨ume und R = R∪ {+∞} (mit
den u¨blichen arithmetischen Regeln). Der Definitionsbereich eines solchen Funktionals ist
die Menge
D(f) , {(x1, x2, . . . , xn) ∈ X1 ×X2 × . . .×Xn | f(x1, x2, . . . , xn) 6= +∞} (3.1)
Auch die Einfu¨hrung getrennt konvexer Funktionale in gewissen Gruppen von Variablen
ist vorstellbar. Wir werden uns im Folgenden – ohne Beeintra¨chtigung der Allgemeinheit
– auf zwei Variablen beschra¨nken.
3.2 Eigenschaften
Ein konvexes Funktional ist offensichtlich auch getrennt konvex. Umgekehrt gilt diese
Aussage nicht:
Beispiel Die Funktion f : R × R −→ R, f(x, y) = |xy| ist zwar getrennt konvex, aber
nicht konvex.
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Abbildung 3.1: f(x, y) = |xy|
Beweis. Man wa¨hlt x = (0, 1), y = (1, 0) und λ = 1
2
. Dann ist
f ((1− λ)x+ λy) = f
(
1
2
,
1
2
)
=
1
4
> (1− λ)f(x) + λf(y) = 0 (3.2)
Es wurde bereits im ersten Kapitel erwa¨hnt, dass man die Konvexita¨t eines Funktionals f :
X −→ R durch die Konvexita¨t seines Epigraphen epi(f) , {(x, µ) ∈ X ×R | f(x) ≤ µ}
charakterisieren kann.
Abbildung 3.2: Sektionen fu¨r f(x, y) = x2 + y2
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Analog gilt fu¨r getrennt konvexe Funktionale: Ein Funktional f : X × Y −→ R ist
getrennt konvex, wenn und nur wenn alle Sektionen seines Epigraphen konvex sind. Durch
Sektionen versteht man hier die Schnitte des Epigraphen mit Hyperebenen der Form
x = const bzw. y = const (siehe Abbildung 3.2).
A¨hnliches gilt fu¨r den Definitionsbereich. Ist der Definitionsbereich eines konvexen Funk-
tionals eine konvexe Menge in X, so gilt diese Aussage nur noch fu¨r die Sektionen des
Definitionsbereichs eines getrennt konvexen Funktionals. Der Definitionsbereich selbst ist
nicht unbedingt konvex, wie es das na¨chste Beispiel zeigt.
Beispiel Sei f : R× R −→ R,
f(x, y) =
{
0, x = 0 oder y = 0
+∞, xy 6= 0 (3.3)
f ist zwar getrennt konvex, aber der Definitionsbereich D(f) = {(x, y) | xy = 0} ist keine
konvexe Menge (siehe Abbildung 3.3).
Abbildung 3.3: D(f) = {(x, y) | xy = 0} = {(x, 0) | x ∈ R} ∪ {(0, y) | y ∈ R}
Die Konvexita¨tsbedingungen fu¨r getrennt konvexe Funktionale sind auch in einer kom-
pakten analytischen Schreibweise auszudru¨cken:
f((1− λ)x1 + λx2, (1− µ)y1 + µy2) ≤ (1− λ)(1− µ)f(x1, y1) + λµf(x2, y2) +
(1− λ)µf(x1, y2) + λ(1− µ)f(x2, y1) ∀λ, µ ∈ [0, 1], ∀x1, x2, y1, y2. (3.4)
Dieser Ausdruck la¨sst eine geometrische Interpretation zu (siehe Abbildung 3.4): Fu¨r vier
gegebene Eckpunkte (mit den Koordinaten x1, x2, y1, y2) eines beliebigen Rechtecks aus
dem Definitionsbereich beschreibt der linke Ausdruck eine von den zwei Geradenscharen,
die dem Abbild der Seiten des Rechtecks entsprechen, erzeugte Oberfla¨che. Die Unglei-
chung sagt dann aus, dass der Graph des getrennt konvexen Funktionals unterhalb dieser
Oberfla¨che liegt. Diese anschauliche Interpretation macht den Unterschied, aber auch die
Na¨he zwischen getrennter und globaler Konvexita¨t deutlich.
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Abbildung 3.4: Geometrische Interpretation
3.3 Beziehung zu den konvexen Funktionalen
Zwischen den konvexen und den getrennt konvexen Funktionalen gibt es eine Reihe von
Unterschieden und Gemeinsamkeiten. Wir werden nun diese Beziehung na¨her betrachten.
Wir gehen von der in Formel 3.4 eingefu¨hrten analytischen Schreibweise aus. f ist getrennt
konvex, wenn und nur wenn:
f ((1− λ)x1 + λx2, (1− µ)y1 + µy2) ≤ (1− λ)(1− µ)f(x1, y1) +
+λµf(x2, y2) + (1− λ)µf(x1, y2) + λ(1− µ)f(x2, y1) (3.5)
Fu¨r λ = µ in Ungleichung 3.5 erha¨lt man:
f ((1− λ)x1 + λx2, (1− λ)y1 + λy2) ≤ (1− λ)2f(x1, y1) +
λ2f(x2, y2) + (1− λ)λf(x1, y2) + λ(1− λ)f(x2, y1) (3.6)
Wir bezeichnen den Ausdruck auf der rechten Seite der Ungleichung 3.6 mit A.
Anderseits kann man die Konvexita¨tsbedingung schreiben:
f ((1− λ) (x1, y1) + λ (x2, y2)) ≤ (1− λ)f (x1, y1) + λf (x2, y2) (3.7)
Wir bezeichnen den Ausdruck auf der rechten Seite der Ungleichung 3.7 mit B.
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Nun vergleichen wir die Ausdru¨cke A und B, indem wir sie voneinander abziehen:
A− B = (1− λ)(1− λ− 1)f (x1, y1) + (1− λ)λf (x1, y2) +
+(1− λ)λf (x2, y1) + λ(λ− 1)f (x2, y2) = (3.8)
= (1− λ)λ [f (x1, y2) + f (x2, y1)− f (x1, y1)− f (x2, y2)]
Abbildung 3.5: Beispiel fu¨r A− B 6= 0: Die Diagonalen schneiden sich nicht.
Man sieht, dass auf der rechten Seite die Werte, die f in diagonal gegenu¨berliegenden
Ecken nimmt, von den Werten in den Ecken der anderen Diagonale abgezogen werden.
Gibt es also Punkte, fu¨r die A > B, so erreicht man durch Vertauschen von x1 und x2
auch die entgegengesetzte Ungleichung, A < B. Es bleibt nur ein Fall u¨brig, in dem man
eine klare Aussage machen kann:
Satz 3.3.1. Sei f(x, y) getrennt konvex mit der Eigenschaft:
f (x1, y2) + f (x2, y1) = f (x1, y1) + f (x2, y2) (3.9)
fu¨r alle x1, x2, y1, y2. Dann ist f konvex.
Beweis. In diesem Fall haben wir A = B, und die Bedingungen fu¨r Konvexita¨t und
getrennte Konvexita¨t stimmen u¨berein.
Geometrisch gesehen wu¨rde dies heißen, dass sich die Diagonalen im Viereck gebildet aus
den Ecken eines beliebigen Rechtecks im Definitionsbereich und den Werten von f in
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diesen Ecken immer schneiden mu¨ssen. Das kann aber dann nur dann geschehen, wenn
die Ecken dieses Vierecks koplanar sind. In diesem Sonderfall kann man eine vollsta¨ndige
Charakterisierung des Funktionals f erreichen.
Satz 3.3.2. Sei f(x, y) getrennt konvex mit der Eigenschaft:
f (x1, y2) + f (x2, y1) = f (x1, y1) + f (x2, y2) (3.10)
fu¨r alle x1, x2, y1, y2. Dann hat f die Form: f(x, y) = g(x) + h(y) mit g und h konvexe
Funktionale in den jeweiligen Variablen.
Beweis. Wir wa¨hlen einen Punkt (x∗, y∗) so, daß f (x∗, y∗) <∞. Nun wa¨hlen wir x1 = x,
y1 = y beliebig und x2 = x
∗, y2 = y
∗. Die Gleichung 3.10 schreibt sich:
f (x, y∗) + f (x∗, y) = f (x, y) + f (x∗, y∗) (3.11)
Nach einer Umformung erha¨lt man:
f (x, y) = f (x, y∗) + f (x∗, y)− f (x∗, y∗) (3.12)
Man muss nur noch f (x, y∗) mit g(x) und f (x∗, y)− f (x∗, y∗) mit h(y) bezeichnen und
merken, dass g und h konvex sind, um die gewu¨nschte Zerlegung zu erhalten.
Abbildung 3.6: Das nicht zerlegbare Funktional f(x, y) = (x+ y)2.
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Wir haben also bewiesen, dass die Schnittmenge der konvexen und der getrennt konvexen
Funktionalen alle Summen der Form g(x) + h(y), mit g und h konvex in der jeweiligen
Variable, entha¨lt. Ein besseres Ergebnis ist aus der reinen Auswertung der Konvexita¨tsun-
gleichungen nicht zu erwarten. Solche Funktionale werden wir als
”
zerlegbar“ bezeichnen.
Allerdings gibt es auch konvexe (und damit auch getrennt konvexe) Funktionale, die nicht
zerlegbar sind, wie zum Beispiel f(x, y) = (x+ y)2 (siehe Abbildung 3.6).
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Kapitel 4
Das Bipotential
Der Begriff des Bipotentials wurde von de Saxce´ ([56], [57]) eingefu¨hrt. Der mathemati-
sche Rahmen ist der der getrennt konvexen Funktionale, die eine verallgemeinerte Form
der Fenchel-Young-Ungleichung erfu¨llen. In den na¨chsten Abschnitten werden die theore-
tischen Grundlagen des Bipotentials durchleuchtet (siehe auch Ban und Weichert [5], [6],
[7]). Um eine Verwechslung mit den Lo¨sungen der biharmonischen Airy-Gleichung aus der
Elastizita¨tstheorie, die ebenfalls Bipotentiale genannt werden, zu vermeiden, ko¨nnte man
fu¨r den von de Saxce´ eingefu¨hrten Begriff eventuell den Namen
”
bikonvexes Potential“
verwenden.
4.1 Definition des Bipotentials
In der Folge betrachten wir nur nicht degenerierte Funktionale (mit nichtleerem Definiti-
onsbereich).
Definition Sei X ein Banachraum, X∗ der (topologisch) duale Raum, 〈·, ·〉 das Dua-
lita¨tsprodukt und IR = (−∞,∞]. Ein Funktional b : X ×X∗ → IR,
a) getrennt konvex (i.e. b (·, y∗) : X → IR konvex ∀y∗ ∈ X∗, b (x, ·) : X∗ → IR
konvex ∀x ∈ X),
b) getrennt nach unten halbstetig und
c) das die folgende Ungleichung erfu¨llt: b (x, y∗) ≥ 〈y∗, x〉 ∀x ∈ X und ∀y∗ ∈ X∗ ,
wird Bipotential genannt.
Die Ungleichung c) hat auch eine sta¨rkere Variante:
4.2 Eigenschaften des Bipotentials 31
c’) b (x, y∗) ≥ | 〈y∗, x〉 | ∀x ∈ X und ∀y∗ ∈ X∗.
In diesem Fall ist das Bipotential zwangsma¨ßig positiv.
Bemerkung Die Punktepaare (x, y∗) in denen die Definitionsungleichung c) als Glei-
chung b (x, y∗) = 〈y∗, x〉 erfu¨llt wird, mu¨ssen keine Minima von b(·, ·) sein. Dies erkennt
man aus dem folgenden Beispiel: Sei b(x, y) = x2y2 + 1
4
(siehe Abbildung 4.1). Dann gilt:
∂xb(x0, y0) = 2x0y
2
0 und ∂yb(x0, y0) = 2x
2
0y0. Fu¨r x0 = 0, y0 = 0 besitzt b(·, ·) ein globales
Minimum, doch b(x0, y0) =
1
4
6= 0 = x0y0. Anderseits gibt es durchaus Punkte, in denen
b(x, y) = xy gilt: Zum Beispiel alle Punkte, die die Gleichung 2xy = 1 erfu¨llen.
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Abbildung 4.1: b(x, y) = x2y2 + 1
4
4.2 Eigenschaften des Bipotentials
Wir beweisen nun grundlegende Eigenschaften des Bipotentials.
Lemma 4.2.1. Fu¨r ein Bipotential b (·, ·) gelten folgende Aussagen:
a) Sei c ∈ IR+; dann ist b (·, ·) + c ebenfalls ein Bipotential.
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b) Die Summe zweier (und dadurch beliebig vieler) positiver Bipotentiale ist ein posi-
tives Bipotential.
c) Sei b(·, ·) ein positives Bipotential und α ≥ 1; dann ist αb (·, ·) ebenfalls ein positives
Bipotential.
d) Seien x0 ∈ X und y∗0 ∈ X∗ so, dass b (x0, y∗0) = 〈y∗0, x0〉. Dann gilt: x0 ∈ ∂y∗b (x0, y∗0),
y∗0 ∈ ∂xb (x0, y∗0).
e) Sei b(·, ·) der Form: b(x, y∗) = 〈y∗, x〉 + c. Dann gilt: x ∈ ∂y∗b(x, y∗) und y∗ ∈
∂xb(x, y
∗) ∀x, y∗.
f) Es gelte: x ∈ ∂y∗b(x, y∗) und y∗ ∈ ∂xb(x, y∗) ∀x, y∗. Dann existiert c ≥ 0 so, dass
b(x, y∗) = 〈y∗, x〉+ c ∀x, y∗.
Beweis. a)–c) sind offensichtlich. Um Punkt d) zu beweisen, gehen wir folgendermaßen
vor:
b(x0, y
∗)− 〈y∗, x0〉 ≥ 0 = b(x0, y∗0)− 〈y∗0, x0〉 ∀y∗. (4.1)
Es folgt:
b(x0, y
∗)− b(x0, y∗0) ≥ 〈y∗ − y∗0, x0〉 ∀y∗, (4.2)
also x0 ∈ ∂y∗b(x0, y∗0). Analog wird auch der zweite Teil bewiesen.
Um Punkt e) zu beweisen, schreiben wir:
x ∈ ∂y∗b(x, y∗)⇐⇒ b(x, z∗)− b(x, y∗) ≥ 〈z∗ − y∗, x〉 ∀z∗. (4.3)
Man setzt fu¨r b(x, y∗) und b(x, z∗) die entsprechenden Ausdru¨cke ein: 〈y∗, x〉 + c, bzw.
〈z∗, x〉+c. Die zu beweisende Ungleichung wird dann als Gleichung erfu¨llt. A¨hnlich beweist
man den zweiten Teil.
Zum Schluss beweisen wir Punkt f): Aus x ∈ ∂y∗b(x, y∗) folgt
b(x, z∗)− b(x, y∗) ≥ 〈z∗ − y∗, x〉 ∀z∗, (4.4)
also
b(x, y∗)− 〈y∗, x〉 ≤ b(x, z∗)− 〈z∗, x〉 ∀z∗ (4.5)
und hiermit
b(x, y∗)− 〈y∗, x〉 =inf
z∗
{b(x, z∗)− 〈z∗, x〉} = f(x). (4.6)
Anderseits folgt aus y∗ ∈ ∂xb(x, y∗):
b(z, y∗)− b(x, y∗) ≥ 〈y∗, z − x〉 ∀z, (4.7)
also
b(x, y∗)− 〈y∗, x〉 ≤ b(z, y∗)− 〈y∗, z〉 ∀z (4.8)
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und hiermit
b(x, y∗)− 〈y∗, x〉 =inf
z
{b(z, y∗)− 〈y∗, z〉} = g(y∗). (4.9)
Man hat dann
b(x, y∗)− 〈y∗, x〉 = f(x) = g(y∗) = const. (4.10)
Bemerkung Als Folge von Punkt a) sieht man, dass jedes Bipotential b(·, ·) eine ganze
Familie der Form {b(·, ·) + c | c ≥ 0} definiert. Es ist dann sinnvoll, von Anfang an die
Konstante c so zu wa¨hlen, dass die Ungleichung c) aus der Definition in mindestens einem
Punkt als Gleichung erfu¨llt ist.
Anderseits kann man leicht beweisen, dass man nicht alle getrennt konvexen Funktionale
durch Anwendung der Verfahren von Punkt a) und Punkt c) in Bipotentiale umwandeln
kann. Dazu nehme man das Funktional f(x, y) = (x − y)2. f ist zwar getrennt konvex
(sogar streng), aber αf(x, y) + c ist fu¨r keine Werte von α und c ein Bipotential. Man
muss nur x0 = y0 >
√|c| wa¨hlen: Dann ist f (x0, y0) < f (x0, y0) + c = c < x0y0, die
Ungleichung aus der Definition des Bipotentials kann also nicht erfu¨llt werden.
Sei ϕ : X → IR ein konvexes, nach unten halbstetiges Funktional. Dann ist das Funk-
tional b (x, y∗) = ϕ (x) + ϕ∗ (y∗) ein global konvexes Bipotential. Bipotentiale dieser
Art werden in der Folge zerlegbar genannt. Die Menge der zerlegbaren Bipotentiale ist
streng in der Menge der konvexen Bipotentiale enthalten, welche ihrerseits streng in der
Menge der allgemeinen Bipotentiale enthalten ist. Wir werden diese drei Klassen na¨her
beschreiben und charakterisieren. Zum Beispiel wa¨re es von Bedeutung zu wissen, welche
Bipotentiale als Summe eines konvexen Funktionals und dessen Konjugierten darstellbar
sind. Die globale Konvexita¨t ist dafu¨r notwendig, aber nicht hinreichend, wie man in den
Beispielen c) und d) im na¨chsten Abschnitt sehen wird.
zerlegbare Bipotentiale
konvexe Bipotentiale
allgemeine Bipotentiale
Abbildung 4.2: Arten von Bipotentiale
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4.3 Charakterisierung der zerlegbaren Bipotentiale
Die Eigenschaften der additiv (als Summe ϕ+ϕ∗ eines konvexen Funktionals ϕ und dessen
Konjugierten ϕ∗) zerlegbaren Bipotentiale werden untersucht.
Wir fu¨hren nun zwei weitere Begriffe ein, die fu¨r die Charakterisierung der zerlegbaren
Bipotentiale eine wesentliche Rolle spielen werden.
Definition Sei b : X ×X∗ → IR ein Bipotential. Wir definieren das linke und das rechte
bikonjugierte Funktional:
bl : X
∗ ×X∗ → IR, bl (z∗, y∗) =sup
x∈X
{〈z∗, x〉 − b (x, y∗)} (4.11)
br : X ×X → IR, br (x, w) = sup
y∗∈X∗
{〈y∗, w〉 − b (x, y∗)} . (4.12)
Um, zum Beispiel, bl (z
∗, y∗) fu¨r gegebene z∗, y∗ zu berechnen, stellt man die Funktionale
f(x) = 〈z∗, x〉 und g(x) = b (x, y∗) graphisch dar. Der maximale Wert von f(x)− g(x) (in
der Zeichnung rot markiert, als Abstand zwischen den zwei Graphen) definiert bl (z
∗, y∗).
x
y∗
IR
g(x) = b(x, y∗)
f(x) = 〈z∗, x〉
bl (z
∗, y∗)
Abbildung 4.3: Konstruktion von bl (z
∗, y∗)
Beispiel
a) b (x, y) = |xy| =⇒
bl (z, y) =
{
0, |z| ≤ |y|
∞, |z| > |y| ; br (x, w) =
{
0, |w| ≤ |x|
∞, |w| > |x|
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Abbildung 4.4: b (x, y) = |xy|, bl (z, y) und br (x, w)
b) b (x, y) = x2y2 +
1
4
=⇒
bl (z, y) =


z2
4y2
− 1
4
, y 6= 0
∞, y = 0, z 6= 0
−1
4
, y = z = 0
; br (x, w) =


w2
4x2
− 1
4
, x 6= 0
∞, x = 0, w 6= 0
−1
4
, x = w = 0
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Abbildung 4.5: b (x, y) = x2y2 + 1
4
, bl (z, y) und br (x, w)
c) b (x, y) = x2 + y2 =⇒
bl (z, y) =
z2
4
− y2; br (x, w) = w
2
4
− x2
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Abbildung 4.6: b (x, y) = x2 + y2, bl (z, y) und br (x, w)
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Abbildung 4.7: b (x, y) = x2 + y4 + 1
64
, bl (z, y) und br (x, w)
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d) b (x, y) = x2 + y4 + 1
64
=⇒ bl (z, y) = z24 − y4 − 164 ; br (x, w) = 3
(
w
4
) 4
3 − x2 − 1
64
Die fu¨r die Existenz der Zerlegung notwendige Bedingung bl (z, y) = −bl (y, z) wird von
den Funktionen aus den Beispielen c) und d) nicht erfu¨llt.
Lemma 4.3.1. Sei ϕ(·) ein konvexes Funktional und c ∈ IR. Dann gilt:
a) (ϕ+ c)∗ = ϕ∗ − c
b) Ist b (x, y∗) = ϕ (x)+ϕ∗ (y∗) eine Zerlegung von b, so ist b (x, y∗) = (ϕ (·) + c) (x)+
(ϕ (·) + c)∗ (y∗) ebenfalls eine gu¨ltige Zerlegung derselben Art.
Die Zerlegung eines Bipotentials ist bis auf eine additive Konstante c bestimmt.
Sei nun ϕ : X → IR ein konvexes, nach unten halbstetiges Funktional und b : X×X∗ → IR
ein Bipotential, definiert durch b (x, y∗) = ϕ (x) + ϕ∗ (y∗). Dann gelten die folgenden
Aussagen:
Lemma 4.3.2.
a1) bl (z
∗, y∗) = −bl (y∗, z∗) (insbesondere gilt: bl (y∗, y∗) ≡ 0)
a2) br (x, w) = −br (w, x) (insbesondere gilt: br (x, x) ≡ 0)
Lemma 4.3.3.
b1) bl (z
∗, y∗) = ϕ∗ (z∗)− ϕ∗ (y∗)
b2) br (x, w) = ϕ
∗∗ (w)− ϕ (x) = ϕ (w)− ϕ (x)
Lemma 4.3.4.
c1) ϕ∗ (z∗) = bl (z
∗, y∗0) + ϕ
∗ (y∗0) = bl (z
∗, 0∗) + ϕ∗ (0∗) = bl (z
∗, 0∗) + cl
c2) ϕ (w) = br (x0, w)+ϕ (x0) = br (0, w)+ϕ (0) = br (0, w)+cr. Hier, cl+cr = b (0, 0
∗) .
Aus Lemma 4.3.2 folgt, dass bl und br antisymmetrisch sind, was im Fall eines allgemeinen
Bipotentials nicht immer erfu¨llt ist (siehe die Beispiele c) und d) weiter oben). Die Beweise
sind trivial. Die Funktionale ϕ und ϕ∗ der Zerlegung sind (bis auf eine additive Konstante)
eindeutig bestimmt. Das ist auch das beste zu erwartende Ergebnis dieser Art, laut Lemma
4.3.1.
Korollar 4.3.5. Sei b (·, ·) ein Bipotential. Die Familie {b (·, ·) + c | c ∈ IR} entha¨lt ho¨ch-
stens ein zerlegbares Bipotential b (·, ·)+c0, wobei c0 = inf {c ∈ IR | b (·, ·) + c Bipotential }.
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Beweis. Man setzt voraus, dass es zwei Zerlegungen gibt: b1 (·, ·) = b (·, ·) = ϕ1 (·)+ϕ∗1 (·)
und b2 (·, ·) = b (·, ·) + c = ϕ2 (·) + ϕ∗2 (·). Dann gilt:
b1l = bl, b2l = bl − c, b1r = br, b2r = br − c. (4.13)
Aus c1) und c2) des Lemma 4.3.4 folgt:
ϕ∗1 = b1l + d1, ϕ1 = b1r + b1 (0, 0)− d1, (4.14)
ϕ∗2 = b2l + d2 = b1l − c+ d2 = ϕ∗1 − c+ d2 − d1, (4.15)
ϕ2 = b2r + b2 (0, 0)− d2 = b1r − c+ b1 (0, 0) + c− d2 = ϕ1 − d2 + d1. (4.16)
Dann wa¨ren sowohl ϕ1 und ϕ
∗
1, als auch ϕ1 − (d2 − d1) und ϕ∗1 − c + (d2 − d1) gu¨ltige
Zerlegungen. Das ist ein Widerspruch. Die Voraussetzung, dass es zwei Zerlegungen gibt,
ist daher falsch.
Sei nun
b (x, y∗) + c1 = ϕ (x) + ϕ
∗ (y∗) ≥ 〈y∗, x〉 mit c1 > c0. (4.17)
Es gilt auch:
b (x, y∗) + c0 ≥ 〈y∗, x〉 . (4.18)
Dann
b (x, y∗) + c0 = ϕ (x) + ϕ
∗ (y∗)− c1 + c0 ≥ 〈y∗, x〉 . (4.19)
Laut Moreau ([45], Seite 46) ist diese letzte Beziehung falsch, und wir haben einen Wi-
derspruch erhalten.
Die Frage, ob eine solche Konstante c immer existiert, kann leicht beantwortet werden:
Ein Bipotential, welches nicht global konvex ist, bleibt so auch nach der Addition einer
Konstanten; daher wird kein Element der Familie zerlegbar sein (Beispiel b)). Die globale
Konvexita¨t ist nicht hinreichend, wie es das Beispiel b (x, y) = x2 + y4 + c zeigt, und die
Symmetrie des Bipotentials ist es auch nicht: b (x, y) = x2 + y2 + c.
Immerhin gibt Lemma 4.3.4 eine Methode an, wie man das Funktional ϕ(·) aus einem
gegebenen Bipotential b(·, ·) erhalten kann und somit eine Charakterisierung der zerleg-
baren Bipotentiale. Die einzige Mo¨glichkeit fu¨r das Funktional ϕ(·) ist, laut Lemma 4.3.4
Punkt c2), br (0, w) + cr. Analog muss ϕ
∗(·) die Form bl (z∗, 0∗) + cl haben.
Satz 4.3.6. Sei b (·, ·) ein allgemeines Bipotential. Sei φ (w) = br (0, w) + b (0, 0∗) und
ψ (z∗) = bl (z
∗, 0∗). Das Funktional b (·, ·) ist zerlegbar wenn und nur wenn:
a) φ konvex ist,
b) ψ konvex ist,
c) φ∗ ≡ ψ und
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d) b ≡ φ+ ψ.
In diesem Fall ist dies die – bis auf eine additive Konstante – einzige Zerlegung von b(·, ·)
als Summe aus einem konvexen Funktional und dessen Konjugierten.
Man kann auch eine notwendige Bedingung fu¨r die Zerlegbarkeit eines Bipotentials erhal-
ten.
Satz 4.3.7. Sei b(·, ·) ein Bipotential. Eine notwendige Bedingung fu¨r seine Zerlegbarkeit
ist:
b (x1, y
∗
1) + b (x2, y
∗
2) = b (x1, y
∗
2) + b (x2, y
∗
1) ∀x1, x2, y∗1, y∗2. (4.20)
Beweis. Laut Satz 4.3.6 Unterpunkt d) gilt:
b (x1, y
∗
1) = br (0, y
∗
1) + bl (x1, 0
∗) + b (0, 0∗) , (4.21)
b (x2, y
∗
2) = br (0, y
∗
2) + bl (x2, 0
∗) + b (0, 0∗) , (4.22)
b (x1, y
∗
2) = br (0, y
∗
2) + bl (x1, 0
∗) + b (0, 0∗) , (4.23)
b (x2, y
∗
1) = br (0, y
∗
1) + bl (x2, 0
∗) + b (0, 0∗) . (4.24)
Die Aussage ist nun offensichtlich.
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Abbildung 4.8: Geometrische Interpretation
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Diese notwendige Bedingung hat eine geometrische Interpretation (siehe Abbildung 4.8):
Die Summen der Werte von b(·, ·) in den paarweise gegenu¨berliegenden Ecken eines jeden
Rechtecks im Definitionsbereich von b(·, ·) mu¨ssen gleich sein. Das heißt, dass die Punkte
des Graphen, die den Ecken eines beliebigen Rechtecks entsprechen, immer koplanar sind;
die Extremwerte werden in jeweils diagonal gegenu¨berliegenden Ecken zu finden sein.
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Kapitel 5
Beziehung zu den anderen
Konvexita¨tsarten
In diesem Kapitel befassen wir uns mit der Frage der Beziehungen der getrennten Kon-
vexita¨t zu den in Kapitel 2 eingefu¨hrten Konvexita¨tsarten. Die Relation zu den konvexen
Funktionalen wurde bereits in Kapitel 3 untersucht. Aus Sicht der Subdifferentialrech-
nung handelt es sich dabei um die Verallgemeinerung der Beziehung zwischen partieller
und totaler Differenzierbarkeit auf der Ebene der Konvexita¨t.
Wie in Kapitel 2 gesehen, wurde im Laufe der Zeit eine ganze Reihe von mathema-
tischen Objekten definiert, deren Eigenschaften denen der Konvexita¨t nahestehen. Die
Untersuchung der direkten Methoden der Variationsrechnung fu¨hrte zur Definition der
Quasikonvexita¨t, der Polykonvexita¨t und der Rang-1-Konvexita¨t. Der Platz der getrennt
konvexen Funktionale aus dieser Sicht ist auch ein interessantes Problem, das u¨ber die
Halbstetigkeit des Energiefunktionals und die Anwendbarkeit der direkten Methoden der
Variationsrechnung entscheidet.
5.1 Beziehung zur Rang-1-Konvexita¨t
Wir beweisen, dass man getrennt konvexe Funktionale auf IR × IR mit Rang-1-konvexen
Funktionalen auf dem Raum der Diagonalmatrizen identifizieren kann.
Satz 5.1.1. Sei
f :
{(
x 0
0 y
) ∣∣∣∣ x, y ∈ R
}
⊂M2×2(R) −→ R
ein Rang-1-konvexes Funktional; dann ist
b(·, ·) : R×R −→ R, b (x, y) , f
((
x 0
0 y
))
(5.1)
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getrennt konvex.
Umgekehrt, sei b(·, ·) : R×R −→ R getrennt konvex; dann ist
f :
{(
x 0
0 y
)∣∣∣∣ x, y ∈ R
}
⊂M2×2(R) −→ R, f
((
x 0
0 y
))
, b (x, y) (5.2)
ein Rang-1-konvexes Funktional.
Beweis. Sei f Rang-1-konvex. Wir beweisen die Konvexita¨t von b(·, y).
b ((1− α) x1 + αx2, y) = f
((
(1− α)x1 + αx2 0
0 y
))
=
= f
((
(1− α)x1 + αx2 0
0 (1− α) y + αy
))
=
= f
(
(1− α)
(
x1 0
0 y
)
+ α
(
x2 0
0 y
))
Nun ist aber der Rang der Differenz
(
x1 0
0 y
)
−
(
x2 0
0 y
)
gleich 1. Es folgt:
f
(
(1− α)
(
x1 0
0 y
)
+ α
(
x2 0
0 y
))
≤
≤ (1− α) f
((
x1 0
0 y
))
+ αf
((
x2 0
0 y
))
=
= (1− α) b (x1, y) + αb (x2, y)
A¨hnlich wird die Konvexita¨t in der zweiten Variablen bewiesen.
Sei nun b (·, ·) getrennt konvex. Seien weiterhin zwei Punkte
(
x1 0
0 y1
)
und
(
x2 0
0 y2
)
in M2×2 (R) so, dass
Rang
[(
x1 0
0 y1
)
−
(
x2 0
0 y2
)]
= 1
Diese Bedingung ist a¨quivalent zu:


det
(
x1 − x2 0
0 y1 − y2
)
= 0
x1 − x2 6= 0 oder y1 − y2 6= 0
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und damit zu: {
x1 = x2, y1 6= y2 oder
x1 6= x2, y1 = y2
Im ersten dieser Fa¨lle folgt:
f
(
(1− α)
(
x1 0
0 y1
)
+ α
(
x2 0
0 y2
))
=
= f
((
x1 0
0 y1
)
+ α
(
x2 − x1 0
0 y2 − y1
))
=
= f
((
x1 0
0 y1
)
+ α
(
0 0
0 y2 − y1
))
= f
((
x1 0
0 (1− α) y1 + αy2
))
=
= b (x1, (1− α) y1 + αy2) ≤ (1− α) b (x1, y1) + αb (x1, y2) =
= (1− α) f
(
x1 0
0 y1
)
+ αf
(
x1 0
0 y2
)
= (1− α) f
(
x1 0
0 y1
)
+ αf
(
x2 0
0 y2
)
Analog la¨sst sich der zweite Fall behandeln. f ist also Rang-1-konvex.
5.2 Beziehung zur Quasikonvexita¨t
Die Beziehung zur Quasikonvexita¨t la¨sst sich mit Hilfe der eben bewiesenen Identifizierung
untersuchen. Die folgenden Sa¨tze stammen von Mu¨ller ([50]).
Theorem 5.2.1. Sei f : IR2 −→ IR eine getrennt konvexe Funktion, die eine Wachs-
tumsbedingung der Form 0 ≤ f(x, y) ≤ C (1+ ‖(x, y)‖2) erfu¨llt. Sei U ⊆ IR2 eine offene
Menge und (uj)j, (vj)j zwei Funktionenfolgen so, dass:
uj ⇀ u∞, vj ⇀ v∞ in L
2
loc(U),
∂uj
∂y
→ ∂u∞
∂y
,
∂vj
∂x
→ ∂v∞
∂x
in H−1loc (U).
Dann gilt fu¨r jede offene Menge V ⊆ U :∫
V
f(u∞, v∞) dxdy ≤ lim
j
inf
→∞
∫
V
f(uj, vj) dxdy
Korollar 5.2.2. Sei b(·, ·) : R×R −→ R getrennt konvex und
f :
{(
x 0
0 y
) ∣∣∣∣ x, y ∈ R
}
⊂M2×2(R) −→ R, f
((
x 0
0 y
))
, b (x, y)
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die assoziierte Rang-1-konvexe Funktion.
Fu¨r jedes ε > 0 und fu¨r jede kompakte Menge K ⊂M2×2(R) existiert eine quasikonvexe
Funktion g :M2×2(R) −→ R so, dass ‖f − g‖< ε auf K.
5.3 Hu¨llen
Aus mengentheoretischer Sicht ist die Hu¨lle einer gegebenen Menge die – in einem zu
pra¨zisierenden Sinn – kleinste Menge, welche die gegebene Menge entha¨lt und eine gewis-
se Eigenschaft besitzt. Diese ganz allgemeine Definition ist nicht immer eindeutig: Man
wa¨hle, zum Beispiel, die Menge der reellen Intervalle und die Eigenschaft, dass ein Intervall
an mindestens einem Ende abgeschlossen ist. Dann gibt es fu¨r ein beidseitig offenes In-
tervall zwei gleichwertige Mo¨glichkeiten, diese Eigenschaft zu erfu¨llen – die Hu¨lle ist nicht
eindeutig. Man muss daher jedes Mal, wenn eine Hu¨lle definiert wird, darauf achten, daß
die Konsistenz der Definition gewa¨hrleistet ist.
Definition Sei A ⊆ X eine Menge. Die (mengentheoretische) konvexe Hu¨lle der Menge
A ist die Menge
co(A) =
⋂
{M ⊆ X | A ⊆M,M konvex } (5.3)
Diese Definition la¨sst sich fu¨r alle eingefu¨hrten Konvexita¨tsarten anwenden. Wir sprechen
dann von der polykonvexen, quasikonvexen oder Rang-1-konvexen Hu¨lle.
Fu¨r die oben genannten Konvexita¨tsarten hat sich eine weitere Hu¨lle als wichtig erwiesen,
die funktionale Hu¨lle.
Definition Sei A ⊆ X eine Menge. Die funktionale konvexe Hu¨lle der Menge A ist die
Menge
co(A) = {x ∈ X | f(x) ≤ sup{f(y) | y ∈ A} fu¨r alle konvexen Funktionale f} (5.4)
Auch diese Definition la¨sst sich fu¨r andere Konvexita¨tsarten anwenden. Je nachdem, ob
man in der Definition nur endliche oder auch erweiterte Funktionale zula¨sst, ko¨nnen sich
die dadurch definierten funktionalen Hu¨llen unterscheiden.
Unterschiede kann es auch zwischen der mengentheoretischen und der funktionalen Hu¨lle
einer und derselben Menge geben; dabei ist die mengentheoretische Hu¨lle stets in der
funktionalen Hu¨lle enthalten.
Die funktionalen Hu¨llen spielen eine bedeutende Rolle bei der mathematischen Model-
lierung und der numerischen Behandlung nichtlinearer Systeme partieller Differentialglei-
chungen und in der Theorie der Mikrostrukturen in festen Ko¨rpern (Matousˇek and Plecha´cˇ
[43], Matousˇek [44], Sze´kelyhidi [63]).
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A¨hnliche U¨berlegungen gelten auch im Fall der konvexen Funktionale.
Definition Die konvexe Hu¨lle f¯ eines beliebigen Funktionals f wird als Supremum aller
konvexen Funktionale, die kleiner oder gleich f sind, definiert:
f¯ = sup{h konvex | h ≤ f} (5.5)
Die konvexe Hu¨lle eines Funktionals ist selbst ein konvexes Funktional. Dies ist auch eine
natu¨rliche Art, ein beliebiges Funktional zu konvexifizieren, das heißt, ihm ein mo¨glichst
naheliegendes konvexes Funktional zuzuordnen. Dieses Verfahren wird oft auch Regula-
risierung genannt, da man dadurch ein Funktional mit zusa¨tzlichen Eigenschaften erha¨lt
(in diesem Fall, die Konvexita¨t).
Ist das Funktional f selbst konvex, so stimmt die konvexe Hu¨lle mit f u¨berein: f¯ = f .
Eine grundlegende Eigenschaft der konvexen Funktionale ist, dass man sich in der obigen
Definition auf affine Funktionale beschra¨nken kann:
Satz 5.3.1. Die konvexe Hu¨lle eines beliebigen Funktionals f ist das Supremum aller
affinen Funktionale, die kleiner oder gleich f sind:
f¯ = sup{h affin | h ≤ f} (5.6)
Man braucht also bei der Konstruktion einer konvexen Hu¨lle nur die affinen Funktionale
zu beru¨cksichtigen - dies ist, zum Beispiel, fu¨r numerische Verfahren vorteilhaft.
Als Korollar folgt sofort, dass ein konvexes Funktional als Hu¨lle von affinen Funktionalen
betrachtet werden kann (da in diesem Fall f¯ = f ist).
Man stellt sich nun die Frage, ob a¨hnliche Eigenschaften auch fu¨r getrennt konvexe Funk-
tionale gelten.
Zuerst merkt man, dass man den Begriff einer getrennt konvexe Hu¨lle ohne Einschra¨nkung
einfu¨hren kann:
Satz 5.3.2. Das Supremum einer beliebigen Menge getrennt konvexer Funktionale ist
getrennt konvex.
Beweis. Sei
g (x, y∗) = sup{fα (x, y∗) | fα getrennt konvex ∀α ∈ A}
Legt man x fest, so sind alle Funktionale fα(x, ·) konvex und damit auch das Funktional
g(x, ·). Analog in der Variablen y∗. g ist also getrennt konvex.
Dieser Satz garantiert die Konsistenz der folgenden Definition.
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Definition Die getrennt konvexe Hu¨lle eines beliebigen Funktionals g (x, y∗) ist das Su-
premum aller getrennt konvexen Funktionale, die kleiner oder gleich g sind:
g¯ (x, y∗) = sup{h (x, y∗) getrennt konvex | h ≤ g} (5.7)
Die getrennt konvexe Hu¨lle eines getrennt konvexen Funktionals g stimmt mit g u¨berein:
g¯ = g.
Um die getrennt konvexe Hu¨lle praktisch zu konstruieren wa¨re es wu¨nschenswert, die
Menge der Funktionale, u¨ber die das Supremum gebildet wird, wie im Fall der konvexen
Hu¨llen zu reduzieren. Die affinen Funktionale sind aber zu
”
grob“ fu¨r diesen Zweck: Die
Hu¨lle, die sie generieren wu¨rden, wa¨re global konvex. Die natu¨rliche Lo¨sung fu¨r dieses
Problem sind die biaffinen Funktionale (d. h. Funktionale der Form a〈y∗−y∗0 , x−x0〉+b).
Einerseits ist jedes biaffine Funktional getrennt konvex. Anderseits gilt:
Satz 5.3.3. Das Supremum einer beliebigen Menge biaffiner Funktionale ist getrennt kon-
vex.
Beweis. Sei
g (x, y∗) = sup{fα (x, y∗) | fα biaffin ∀α ∈ A}
Legt man x fest, so sind alle Funktionale fα(x, ·) affin und damit ihr Supremum, g(x, ·),
konvex. Analog in der Variablen y∗. g ist also getrennt konvex.
Dieser Satz erlaubt uns, die biaffine Hu¨lle eines beliebigen Funktionals zu definieren.
Definition Sei f (x, y∗) ein beliebiges Funktional. Die biaffine Hu¨lle f˜ (x, y∗) des Funk-
tionals f ist das Supremum aller biaffinen Funktionale, die kleiner oder gleich f sind:
f˜ (x, y∗) = sup{h (x, y∗) | h biaffin , h ≤ f} (5.8)
Die biaffine Hu¨lle eines Funktionals ist, laut Satz 5.3.3, getrennt konvex. Sie ist, im Allge-
meinen, kleiner als die getrennt konvexe Hu¨lle desselben Funktionals, da das Supremum
nur u¨ber eine Teilmenge gebildet wird.
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Kapitel 6
Eindeutigkeit
Wir haben in Abschnitt 4.2, Lemma 4.2.1 gesehen, dass ein Bipotential b(·, ·) niemals
allein auftritt: Die Menge {b(·, ·) + c | c ∈ IR} entha¨lt weitere Bipotentiale, welche die
gleichen impliziten Beziehungen zwischen den dualen Variablen erzeugen. Dies fu¨hrte zur
Bemerkung, die Eindeutigkeit des Bipotentials durch die Wahl der kleinsten Konstanten
c zu erzwingen.
Ausgehend von impliziten Beziehungen zwischen den dualen Variablen ist es nicht gewa¨hr-
leistet, dass sie einem einzigen Bipotential entstammen ko¨nnen.
Anderseits, falls man fu¨r ein implizites Gesetz mehrere Bipotentiale konstruieren kann,
so ko¨nnten einige davon besser fu¨r die Anwendung numerischer Methoden geeignet sein
oder bessere Regularita¨tseigenschaften besitzen als die anderen.
Aus diesem Grund ist es wichtig, diverse Eindeutigkeit gewa¨hrleistende Hypothesen zu
analysieren.
6.1 Eindeutigkeit gewa¨hrleistende Hypothesen
Eine erste zusa¨tzliche Hypothese wa¨re, dass die Bipotentialungleichung in mindestens
einem Punkt (x0, y
∗
0) als Gleichung erfu¨llt wird: b (x0, y
∗
0) = 〈y∗0, x0〉.
Allgemein stellt die Bipotentialungleichung sicher, dass b(·, ·) eine biaffine Minorante be-
sitzt: na¨mlich 〈y∗, x〉. Dies erlaubt im Allgemeinen fu¨r Bipotentiale die Konstruktion der
biaffinen Hu¨lle (da die Menge der biaffinen Minoranten nicht leer ist). Außerdem wird die
biaffine Hu¨lle, da als Supremum definiert, ebenfalls die Bipotentialungleichung erfu¨llen
und damit selbst ein Bipotential sein. Wir haben hiermit den folgenden Satz bewiesen:
Satz 6.1.1. Die biaffine Hu¨lle eines Bipotentials ist ein Bipotential.
Diese Operation entspricht einer Regularisierungsmethode: Einem Bipotential b kann ein-
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deutig ein kleineres (daher auch mit besseren Regularita¨tseigenschaften ausgestattetes)
Bipotential zugeordnet werden, na¨mlich seine biaffine Hu¨lle.
Wir versta¨rken nun die Hypothese im folgenden Sinn: Sei b(·, ·) ein getrennt konvexes
Funktional, welches an jeder Stelle (x0, y
∗
0) eine biaffine Minorante f(·, ·) besitzt, die den-
selben Wert wie b hat:
b (x, y∗) ≥ f (x, y∗) , b (x0, y∗0) = f (x0, y∗0) (6.1)
In diesem Fall stimmt b mit seiner biaffinen Hu¨lle u¨berein. Dies wa¨re also eine Eindeutig-
keit gewa¨hrleistende Hypothese.
Fu¨r eine Familie von Bipotentialen kann man ebenfalls die biaffine Hu¨lle als Bipotential
assoziieren.
6.2 Eindeutigkeit durch eine konsistente Definition
der Dissipation
Von mechanischem Standpunkt modelliert man durch Bipotentiale in den meisten Fa¨llen
die Dissipationsenergie – fu¨r ein gegebenes Materialmodell sollte diese Definition selbst-
versta¨ndlich konsistent sein.
Falls ein Materialgesetz eine Modellierung mit Hilfe verschiedener Bipotentiale zula¨sst,
so kann man die Dissipation als biaffine Hu¨lle all dieser Bipotentiale definieren. Dadurch
werden, wie soeben gesehen, auch die Regularita¨tseigenschaften dieses Funktionals ver-
bessert, was sich fu¨r die Anwendung numerischer Methoden als bedeutend herausstellen
ko¨nnte.
6.3 Invarianz bei Koordinatentransformationen
Man kann die getrennt konvexen Funktionale entweder funktionalanalytisch, definiert
auf dem Produkt dualer Ra¨ume, oder aber geometrisch, definiert auf dem Produkt des-
selben Raumes, betrachten. In diesem letzten Fall spielen die Variablen die Rolle von
Koordinaten, y∗ wird zu y, welches sich im selben Raum befindet wie die Variable x:
f(x, y) : X ×X −→ IR.
In beiden Fa¨llen ist es von Bedeutung, die Folgen von Koordinatentransformationen zu
untersuchen und jene Eigenschaften und Ausdru¨cke zu finden, welche koordinatensyste-
munabha¨ngig sind (mit anderen Worten, die Invarianten).
Ergebnisse dieser Art findet man bei Vallee´ (perso¨nliche Mitteilung).
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6.4 Hills Bipotential
Gesucht wird ein Materialgesetz in den Tensoren S und E, welches koaxial ist und die
Reihenfolge der Eigenwerte erha¨lt. Unter koaxial versteht man, dass die Tensoren S und
E dieselben Eigenvektoren besitzen.
Seien λi(S), λi(E), i = 1, 3 die Eigenwerte von S und E so, dass λ1(S) ≥ λ2(S) ≥ λ3(S)
und λ1(E) ≥ λ2(E) ≥ λ3(E).
Satz 6.4.1. Das Funktional
b(S,E) , λ1(S)λ1(E) + λ2(S)λ2(E) + λ3(S)λ3(E) (6.2)
ist ein Bipotential, welches ein koaxiales Materialgesetz in S und E unter Erhaltung der
Reihenfolge der Eigenwerte beschreibt.
Der Beweis, sowie weitere Eigenschaften des Hill’schen Bipotentials sind bei Vallee´, Ler-
intiu, Ban, Fortune´, de Saxce´ [68] und bei Ban, Vallee´, Lerintiu [8] zu finden.
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Kapitel 7
Existenzsatz
7.1 Rolle der Halbstetigkeit
In diesem Abschnitt werden wir die Rolle der Halbstetigkeit fu¨r getrennt konvexe Funk-
tionale untersuchen.
Definition Laut Definition ist eine Funktion f : X −→ IR definiert auf einem topolo-
gischen Raum X genau dann stetig in einem Punkt x0 ∈ X, wenn fu¨r jedes ε > 0 eine
Umgebung U ∈ V(x0) von x0 gefunden werden kann so, dass
f(x0)− ε ≤ f(U) ≤ f(x0) + ε (7.1)
Mit anderen Worten, man kann immer eine Umgebung U von x0 finden so, dass alle Werte
in f(U) sich beliebig nahe an f(x0) befinden.
Betrachtet man die zwei Ungleichungen aus der Definition getrennt, so kann man den
Begriff der Unter- und Oberhalbstetigkeit einfu¨hren. Die erste Ungleichung, f(x0)− ε ≤
f(U), ist die Definition der Unterhalbstetigkeit und besagt, dass die in f(U) enthaltenen
Werte von unten beliebig nahe an f(x0) herankommen. Analog wird die Oberhalbstetigkeit
eingefu¨hrt. Da eine Funktion f genau dann oberhalbstetig ist, wenn −f unterhalbstetig
ist, werden wir uns nur noch mit der Unterhalbstetigkeit befassen.
Falls die Topologie auf X durch konvergente Folgen definiert werden kann, wird die Un-
terhalbstetigkeit in x0 auch durch die Ungleichung
lim inf
x−→x0
f(x) ≥ f(x0) (7.2)
eingefu¨hrt.
Unterschiedliche Topologien auf X fu¨hren zu unterschiedlichen Begriffen der Halbstetig-
keit. Man kann, zum Beispiel, u¨ber schwach unterhalbstetige Funktionen reden, falls auf
X die schwache Topologie eingefu¨hrt wird.
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Die Halbstetigkeit kann auch auf einem ganzen Bereich aus X gelten, wenn die Funktion
in jedem Punkt des Bereiches halbstetig ist.
Fu¨r Funktionen von zwei Variablen kann man die getrennte Halbstetigkeit folgendermaßen
einfu¨hren.
Definition Sei f : X × Y −→ IR. f ist unterhalbstetig in der ersten Variablen im Punkt
(x0, y0), wenn die Funktion x 7−→ f(x, y0) unterhalbstetig in x0 ist.
Mit Hilfe von Folgen kann man diese Definition durch die Ungleichung
lim inf
x−→x0
f(·, y0) ≥ f(x0, y0) (7.3)
ausdru¨cken.
Analog definiert man die Unterhalbstetigkeit in der zweiten Variablen.
Schließlich fu¨hrt man die getrennte Halbstetigkeit ein.
Definition Eine Funktion f : X × Y −→ IR ist getrennt unterhalbstetig im Punkt
(x0, y0), wenn sie in jeder der beiden Variablen in diesem Punkt unterhalbstetig ist.
Die globale Halbstetigkeit (bezogen auf die Produkttopologie) impliziert die getrennte
Halbstetigkeit. Die zwei Begriffe sind aber nicht a¨quivalent: Eine getrennt halbstetige
Funktion ist nicht unbedingt auch global halbstetig. Eine hinreichende Bedingung, damit
die zwei Begriffe u¨bereinstimmen, wird im folgenden Satz angegeben.
Satz 7.1.1. Sei f : X ×Y −→ IR getrennt unterhalbstetig. Falls f in einer der Variablen
gleichma¨ßig unterhalbstetig ist, so ist f global unterhalbstetig.
Beweis. Die getrennte Unterhalbstetigkeit la¨sst sich folgendermaßen ausdru¨cken:
∀y, ∀ε > 0 ∃U = U(y) ∈ V(x0) mit f(x0, y)− ε ≤ f(U, y)
∀x, ∀ε > 0 ∃V = V (x) ∈ V(y0) mit f(x, y0)− ε ≤ f(x, V )
bzw. in der Fassung mit Folgen:
∀y, ∀ε > 0 ∃U = U(y) ∈ V(x0) mit f(x0, y) ≤ lim inf
x
f(x, y)
∀x, ∀ε > 0 ∃V = V (x) ∈ V(y0) mit f(x, y0) ≤ lim inf
y
f(x, y)
Sei nun f gleichma¨ßig unterhalbstetig in der Variablen y: ∀y ∃V ∈ V(y) so, dass
∀y¯ ∈ V, ∀ε > 0 ∃U ∈ V(x0) unabha¨ngig von y¯ mit f(x0, y¯)− ε ≤ f(U, y¯)
52 7 Existenzsatz
Sei dann eine konvergente Folge (xn, yn) −→ (x˜, y˜). Einerseits gibt es eine Zahl m mit der
Eigenschaft yn ∈ V fu¨r n ≥ m. Fu¨r n ≥ m gilt also:
∀ε ∃U ∈ V(x˜) mit f(x˜, yn)− ε
2
≤ f(U, yn)
Anderseits gilt:
∀ε ∃V ′ ∈ V(y˜) mit f(x˜, y˜)− ε
2
≤ f(x˜, y) fu¨r y ∈ V ′
Es gibt eine Zahl p ≥ m mit der Eigenschaft yn ∈ V ′ fu¨r n ≥ p, also gilt die Ungleichung
auch fu¨r alle yn mit n ≥ p:
f(x˜, y˜)− ε
2
≤ f(x˜, yn) fu¨r n ≥ p
Fu¨gt man die zwei Ungleichungen zusammen, so erha¨lt man
f(x˜, y˜)− ε ≤ f(xn, yn) fu¨r n ≥ p
und damit die globale Unterhalbstetigkeit von f .
7.2 Globale Eigenschaften
Wir wollen nun den U¨bergang von getrennt konvexen Funktionen zu Funktionalen ana-
lysieren und beobachten, ob durch diesen U¨bergang die grundlegenden Eigenschaften der
getrennt konvexen Funktion erhalten bleiben. Das Vorbild kommt aus der konvexen Ana-
lysis.
Satz 7.2.1. Sei f : X −→ IR eine konvexe Funktion und F das assoziierte Funktional
F (u) =
∫
Ω
f(u(x))dx. Dann ist F ebenfalls konvex.
Beweis. Man sieht, dass:
F (αu1 + (1− α)u2) =
∫
Ω
f(αu1(x) + (1− α)u2(x))dx ≤
≤
∫
Ω
αf(u1(x)) + (1− α)f(u2(x))dx ≤ α
∫
Ω
f(u1(x))dx+
+(1− α)
∫
Ω
f(u2(x))dx = αF (u1) + (1− α)F (u2)
F ist daher konvex.
Allgemeiner gilt sogar:
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Satz 7.2.2. Sei f : X × Y −→ IR eine getrennt konvexe Funktion und F das Funktional
F (u) =
∫
Ω
f(x, u(x))dx. Dann ist F konvex.
Beweis. Wie im vorangehenden Satz gilt:
F (αu1 + (1− α)u2) =
∫
Ω
f(x, αu1(x) + (1− α)u2(x))dx =
=
∫
Ω
f(βx+ (1− β)x, αu1(x) + (1− α)u2(x))dx
fu¨r beliebige Werte von β ∈ [0, 1]. Wir wenden nun die getrennte Konvexita¨t an:∫
Ω
f(βx+ (1− β)x, αu1(x) + (1− α)u2(x))dx ≤
≤
∫
Ω
αβf(x, u1(x)) + α(1− β)f(x, u1(x)) +
+(1− α)βf(x, u2(x)) + (1− α)(1− β)f(x, u2(x))dx
Fu¨r β = α reduziert sich dieser letzte Ausdruck auf:∫
Ω
αf(x, u1(x)) + (1− α)f(x, u2(x))dx = αF (u1) + (1− α)F (u2)
Damit ist das Funktional F konvex.
Schließlich kann man einen dritten Satz dieser Art beweisen.
Satz 7.2.3. Sei f : X × Y −→ IR eine getrennt konvexe Funktion und F das Funktional
F (u, v) =
∫
Ω
f(u(x), v(x))dx. Dann ist F ebenfalls getrennt konvex.
Beweis. Um die Konvexita¨t in der ersten Variablen zu beweisen, geht man folgendermaßen
vor.
F ((1− α)u1 + αu2, v) =
∫
Ω
f((1− α)u1(x) + αu2(x), v(x))dx ≤
≤
∫
Ω
(1− α)f(u1(x), v(x))dx+
∫
Ω
αf(u2(x), v(x))dx =
= (1− α)F (u1, v) + αF (u2, v)
Analog la¨sst sich die Konvexita¨t in der zweiten Variablen beweisen. Damit ist F ein
getrennt konvexes Funktional.
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Daru¨ber hinaus kann man auch die Bipotentiale aus diesem Standpunkt betrachten und
beweisen, dass auch die Bipotentialungleichung im untenstehenden Sinn erhalten bleibt.
Satz 7.2.4. Sei f : X × Y −→ IR eine Funktion mit der Eigenschaft f(x, y) ≥ 〈x, y〉.
Definiert man nun F (u, v) =
∫
Ω
f(u(x), v(x))dx und ein Produkt auf den dualen Ra¨umen
der Form 〈u, v〉 = ∫
Ω
u(x)v(x)dx, so gilt F (u, v) ≥ 〈u, v〉. Falls es Punkte x0, y0 gibt,
in denen f(x0, y0) = 〈x0, y0〉, so gibt es auch Funktionen u0, v0, fu¨r welche F (u0, v0) =
〈u0, v0〉.
Beweis. Der Beweis basiert auf den Eigenschaften des Integrals.
F (u, v) =
∫
Ω
f(u(x), v(x))dx ≥
∫
Ω
〈u(x), v(x)〉dx = 〈u, v〉
Fu¨r den zweiten Teil definieren wir die konstanten Funktionen u0(x) = x0 und v0(x) = y0.
Dann gilt:
F (u0, v0) =
∫
Ω
f(u0(x), v0(x))dx =
∫
Ω
f(x0, y0)dx =
∫
Ω
〈x0, y0〉dx =
=
∫
Ω
〈u0(x), v0(x)〉dx = 〈u0, v0〉
7.3 Existenz lokaler Minima
Wie in Kapitel 2 bereits gesehen, ha¨ngt die Existenz eines Minimums praktisch nicht von
den Konvexita¨tseigenschaften des Funktionals ab. Die fu¨r konvexe Funktionale entwickelte
Methode gilt daher auch fu¨r getrennt konvexe Funktionale. Die Unterschiede treten erst
in der Beziehung zwischen lokalen und globalen Minima zum Vorschein.
Fu¨r konvexe Funktionale gilt na¨mlich, dass alle lokalen Minima denselben Wert haben
mu¨ssen (und damit globale Minima sind).
Satz 7.3.1. Sei X ein Banachraum, f : X −→ IR ein konvexes Funktional und x1, x2 ∈ X
lokale Minima von f . Dann ist f(x1) = f(x2).
Beweis. Nehmen wir an, dass f(x2) < f(x1). Dann gibt es um die lokalen Minima x1
und x2 Kugeln B(x1, r1) und B(x2, r2) so, dass f(x1) ≤ f(x) fu¨r alle x ∈ B(x1, r1) und
f(x2) ≤ f(x) fu¨r alle x ∈ B(x2, r2).
Sei λ mit der Eigenschaft 0 < λ <
r1
‖ x2 − x1 ‖ . Dann befindet sich xλ = x1 + λ(x2 − x1)
in der Kugel B(x1, r1).
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Anderseits gilt: f (xλ) = f((1−λ)x1+ λx2) ≤ (1−λ)f(x1)+λf(x2) < f(x1). Dies ist ein
Widerspruch.
Mit anderen Worten sind die Werte der Funktion in den Punkten xλ auf der Verbindungs-
strecke zwischen x1 und x2 kleiner als der gro¨ßte der zwei Endwerte:
f(xλ) ≤ (1− λ)f(x1) + λf(x2) < max{f(x1), f(x2)}
Dieser Endwert kann daher kein lokales Minimum sein.
Dieser Beweis ist fu¨r getrennt konvexe Funktionale nicht anwendbar, da solche Funktionale
entlang der Verbindungsstrecke zwischen zwei lokalen Minima nicht konvex sein mu¨ssen.
Es sind also im Prinzip echte lokale Minima (mit unterschiedlichen Werten) mo¨glich.
Fu¨r getrennt konvexe Funktionale kann man die Tatsache, dass deren Sektionen konvex
sind, ausnutzen. Seien die Mengen
My = {(x, y) | f(x, y) ≤ f(x′, y) ∀x′}
und
Mx = {(x, y) | f(x, y) ≤ f(x, y′) ∀y′}
Sei M die Menge der globalen Minima von f - dann gilt
M = {(x, y) | f(x, y) = inf
y
f(My)} = {(x, y) | f(x, y) = inf
x
f(Mx)}
Anderseits muss ein lokales Minimum (x0, y0) die Bedingung (x0, y0) ∈Mx0
⋂
My0 erfu¨llen.
Eine weitere Bemerkung ist, dass zwei lokale Minima mit verschiedenen Werten nicht in
der gleichen Sektion liegen ko¨nnen. Damit sind lokale Minima eines getrennt konvexen
Funktionals globale Minima in den jeweiligen Sektionen.
7.4 Eindeutigkeit des Minimums
Es ist bekannt, dass es im Fall einer streng konvexen Funktion nur ein einziges Minimum
geben kann. Diese Eigenschaft wird von streng getrennt konvexen Funktionen nicht geerbt.
Wir werden nun eine Reihe von einfachen Gegenbeispielen konstruieren. Die Konstruktion
ist erschwert durch die Tatsache, dass weder die Multiplikation, noch die Zusammenset-
zung der Funktionen die Konvexita¨t erhalten.
Lemma 7.4.1. Die Menge der konvexen Funktionale ist nicht abgeschlossen bezu¨glich der
Multiplikation von Funktionen.
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Beweis. Wir schreiben zuerst, was die Konvexita¨t des Produktes gh zweier Funktionale
g und h heißen wu¨rde:
(gh) ((1− λ)x0 + λx1) ≤ (1− λ)(gh)(x0) + λ(gh)(x1) (7.4)
Anderseits gilt:
(gh) ((1− λ)x0 + λx1) = g ((1− λ)x0 + λx1) h ((1− λ)x0 + λx1) ≤
≤ ((1− λ)g(x0) + λg(x1)) ((1− λ)h(x0) + λh(x1)) (7.5)
Eine hinreichende Bedingung fu¨r die Konvexita¨t von gh wa¨re dann:
((1− λ)g(x0) + λg(x1)) ((1− λ)h(x0) + λh(x1)) ≤ (1− λ)(gh)(x0) + λ(gh)(x1) (7.6)
oder, nach einer Umgruppierung,
λ(1− λ) (g(x1)− g(x0)) (h(x1)− h(x0)) ≥ 0 (7.7)
–2
–1
0
1
2
y
1 2 3 4 5
x
Abbildung 7.1: g(x) = (x− 1)(x− 2), h(x) = (x− 3)(x− 4), f = g · h
Um ein Gegenbeispiel zu finden, suchen wir zwei Funktionen, die diese Ungleichung nicht
erfu¨llen. Seien, zum Beispiel, g : R −→ R, g(x) = (x− x0)2 und h : R −→ R, h(x) =
(x− x1)2 mit x0 6= x1 zwei offensichtlich konvexe Funktionen. Das Produkt gh ist nicht
konvex, da es die Konvexita¨tsbedingung verletzt:
(gh) (x0) = 0, (gh) (x1) = 0 (7.8)
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aber
(gh)
(
x0 + x1
2
)
=
(
x1 − x0
2
)2
·
(
x0 − x1
2
)2
=
(x0 − x1)4
16
> 0 (7.9)
Damit ist
(gh)
(
1
2
x0 +
1
2
x1
)
>
1
2
(gh)(x0) +
1
2
(gh)(x1) (7.10)
Ein a¨hnliches Beispiel ist in Abbildung 7.1 zu sehen.
Lemma 7.4.2. Die Menge der konvexen Funktionale ist nicht abgeschlossen bezu¨glich der
Zusammensetzung von Funktionen.
Beweis. Seien, zum Beispiel, wie in Abbildung 7.2, g : R −→ R, g(x) = x2 und h : R −→
R, h(x) = (x− 1)(x− 2). Die Funktionen g und h sind quadratische Polynomfunktionen
mit positivem Koeffizient und damit konvex. Ihre Zusammensetzung (g ◦ h)(x) = (x −
1)2(x − 2)2 ist aber nicht konvex, da einerseits (g ◦ h)(1) = (g ◦ h)(2) = 0, anderseits
(g ◦ h)(x) > 0 fu¨r 1 < x < 2 ist. Mit xλ = (1 − λ) · 1 + λ · 2 = 1 + λ verletzt dies die
Konvexita¨tsbedingung (g ◦h) (xλ) ≤ (1−λ)(g ◦h)(1)+λ(g ◦h)(2) fu¨r alle 0 < λ < 1.
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Abbildung 7.2: (g ◦ h)(x) = (x− 1)2(x− 2)2
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Abbildung 7.3: f(x, y) = (x− 1)2y + (y − 1)2x
Satz 7.4.3. Eine streng getrennt konvexe Funktion kann mehr als ein lokales Minimum
haben.
Beweis. Wir werden ein Beispiel einer streng getrennt konvexen Funktion konstruieren,
die zwei lokale Minima hat. Genauer gesagt, suchen wir eine Polynomialfunktion f(x, y)
mit dieser Eigenschaft. Durch diese Wahl la¨sst sich die Konvexita¨tsbedingung leicht aus-
dru¨cken:
∂2f
∂x2
≥ 0, ∂
2f
∂y2
≥ 0
Wir konzentrieren uns auf Funktionen der Form: f(x, y) = g(x)y + h(y)x. Die Konve-
xita¨tsbedingung schreibt sich nun: g′′(x)y ≥ 0, bzw. h′′(y)x ≥ 0. Wir wa¨hlen als De-
finitionsbereich D = [0, 2] × [0, 2], g(x) = (x − 1)2 und h(y) = (y − 1)2. Die daraus
resultierende Funktion f(x, y) = (x− 1)2y+ (y− 1)2x ist streng getrennt konvex und po-
sitiv: f(x, y) ≥ 0 ∀(x, y) ∈ D. Man muss nur noch bemerken, dass f(0, 0) = f(1, 1) = 0,
um daraus zu schließen, dass sowohl der Punkt (0, 0), als auch der Punkt (1, 1) lokale
Minima von f darstellen (siehe auch Abbildung 7.3).
An dieser Stelle sind ein paar Bemerkungen angebracht. Einerseits merkt man, dass die
zwei Minima voneinander isoliert sind. Tatsa¨chlich sind beide Minima streng und der
Verlauf von f entlang der Verbindungslinie der zwei Punkte ist nicht konvex. Dies steht
in klarem Gegensatz zum Fall der konvexen Funktionen. Anderseits ist zu beachten, dass
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die Methode des steilsten Abstiegs alternativ in x- und y-Richtung nun zu jedem der
beiden Minima fu¨hren kann.
Man ko¨nnte an diesem ersten Beispiel bema¨ngeln, dass D, wenn auch konvex, keine offene
Menge ist und dass das eine Minimum sich auf dem Rand von D befindet. Wir geben nun
ein ganz allgemeines Beispiel, das diese Schwa¨chen beseitigt.
Abbildung 7.4: f(x, y) = (x+ y)2 + sin(x− y)
Beispiel Sei f : R2 −→ R definiert durch f(x, y) = (x+ y)2+ sin(x− y). f ist dann eine
streng getrennt konvexe Funktion mit einer unendlichen Anzahl von isolierten Minima
(siehe Abbildung 7.4).
Beweis. Man sieht, dass
∂2f
∂x2
= 2− sin(x− y) > 0 ∀x, y
und
∂2f
∂y2
= 2− sin(x− y) > 0 ∀x, y
Daraus folgt, dass f streng getrennt konvex ist. Wenn man nun das System
∂f
∂x
= 2(x+ y) + cos(x− y) = 0
∂f
∂y
= 2(x+ y)− cos(x− y) = 0
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lo¨st, erha¨lt man als Menge der Lo¨sungen:
(xk, yk) =
(
2k + 1
4
π,−2k + 1
4
π
)
, mit k ∈ Z.
Alle diese Punkte sind isolierte lokale Minima von f .
7.5 Lokale und globale Minima
Wir erinnern uns an Satz 7.3.1, der sagt, dass alle lokalen Minima eines konvexen Funk-
tionals denselben Wert haben und dadurch auch globale Minima sind.
Abbildung 7.5: f(x, y) = (x− 1)2y + (y − 1)2x+ 1
2
xy
Die getrennt konvexen Funktionen erben diese wichtige Eigenschaft nicht. Man kann dafu¨r
die zuletzt konstruierten Gegenbeispiele betrachten: D = [0, 2]×[0, 2], f(x, y) = (x−1)2y+
(y − 1)2x. Zwar ist in diesem Fall f(0, 0) = f(1, 1) = 0, aber man kann eine Sto¨rung der
Form εxy mit 0 < ε≪ 1 hinzuaddieren. Dies a¨ndert nichts an der getrennten Konvexita¨t,
da die Ableitungen zweiter Ordnung dieselben wie vor der Sto¨rung sind. Der Punkt (0, 0)
bleibt ein Minimum, f(0, 0) = 0. Das andere Minimum, der Punkt (1, 1), verschiebt sich
leicht, liefert aber weiterhin ein lokales Minimum, dessen Wert nun verschieden von null
ist (siehe Abbildung 7.5).
Dasselbe gilt fu¨r das zweite Beispiel, die Funktion f(x, y) = (x + y)2 + sin(x − y). Eine
Sto¨rung der Form εxy a¨ndert die partiellen Ableitungen zweiter Ordnung nicht, hat also
keinen Einfluss auf die Konvexita¨t: fˆ(x, y) = (x + y)2 + sin(x − y) + εxy ist weiterhin
streng getrennt konvex (siehe Abbildung 7.6). Um die Minima zu finden, stellt man das
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Abbildung 7.6: f(x, y) = (x+ y)2 + sin(x− y) + 1
10
xy
System
∂f
∂x
= 2(x+ y) + cos(x− y) + εy = 0
∂f
∂y
= 2(x+ y)− cos(x− y) + εx = 0
auf. Durch Addition erha¨lt man (2 + ε)(x + y) = 0, was zu y = −x fu¨hrt. Die Minima
haben also die Form (x∗,−x∗). Die Bestimmungsgleichung fu¨r x∗ lautet:
cos (2x∗) = εx∗
Durch Wahl eines genu¨gend kleinen ε kann man eine beliebig große Anzahl von Schnitt-
punkten des Graphen von cos(2x) mit der Geraden εx erhalten. Alle diese Schnittpunkte
definieren isolierte lokale Minima fu¨r fˆ , und die Werte haben die Form
fˆ (x∗,−x∗) = sin (2x∗)− εx2∗
ko¨nnen also im Betrag beliebig groß werden.
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Kapitel 8
Das ISM-Modell
Die konvexe Analysis, dargestellt in den Werken von Moreau ([45]) und Rockafellar ([53]),
hat eine große Bedeutung fu¨r zahlreiche Bereiche der Mathematik (die klassische und die
direkte Methode der Variationsrechnung, die Theorie der Variationsungleichungen und die
Theorie des Quasidifferentials), der Mechanik (Elastizita¨tstheorie, Plastizita¨tstheorie und
Formoptimierung) und der O¨konomie. Konvexita¨tsmethoden werden seit Jahren in der
Mechanik erfolgreich angewandt; auf der anderen Seite haben Probleme der Mechanik die
Entwicklung der konvexen Analysis vorangetrieben. In der Plastizita¨tstheorie basiert das
von Halphen und Nguyen ([30]) eingefu¨hrte GSM-Modell auf konvexen Superpotentialen.
Das GSM-Modell erreichte wegen seiner Allgemeinheit eine große Verbreitung; durch eine
gezielte Wahl geeigneter internen Variablen und assoziierten Potentialen kann man eine
breite Palette von Materialverhalten abdecken. Das GSM-Modell setzt aber eine explizite
Form des Materialgesetzes voraus, wobei die Variablen (generalisierte Dehnungen und
Spannungen) getrennt auftreten mu¨ssen. Auf der anderen Seite gibt es Materialgesetze,
die kein konvexes Superpotential zulassen. Aus diesem Grund hat man versucht, das GSM-
Modell auf nichtkonvexe Energiefunktionale zu erweitern (eine U¨bersicht findet man in
Panagiotopoulos [51]). Die Entwicklung der subdifferentialen Analysis fu¨r nichtkonvexe
Funktionale ist einer der wichtigsten Erfolge in dieser Richtung.
Ein anderer Weg, um das GSM-Modell zu erweitern, wurde von de Saxce´ durch die Defini-
tion des Bipotentials und die Einfu¨hrung des ISM-Modells vorgeschlagen. Das ISM-Modell
erlaubt sowohl Materialgleichungen in impliziter, gekoppelter Form, als auch nichtkonve-
xe Energiefunktionale. Zahlreiche Anwendungsbeispiele wurden in den Arbeiten von de
Saxce´ und seinen Mitarbeitern ([57], [59]) analysiert.
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8.1 Thermodynamische Formulierung
In der Kontinuumsmechanik spielen die dissipativen Materialgesetze eine bedeutende Rol-
le. Jenseits der Elastizita¨tstheorie trifft man eine große Anzahl von Modellen aus den un-
terschiedlichsten Bereichen, die ein nichtkonservatives Verhalten aufweisen. In urspru¨ng-
licher Form sind in diesen Fa¨llen die Potentialmethoden der Elastizita¨tstheorie nicht an-
wendbar.
Der Zustand eines Ko¨rpers wird im Rahmen der Kontinuumsmechanik durch einen Satz χ
von Zustandsvariablen beschrieben. Solche Zustandsvariablen ko¨nnen, zum Beispiel, der
Verschiebungsvektor u, der Dehnungstensor ε, der Tensor der plastischen Dehnungen εp,
sowie weitere innere Variablen α = (α1, . . . , αn), wie z.B. gewisse Verfestigungsparame-
ter oder die Scha¨digungsdichte, sein. Die inneren Variablen beschreiben die irreversiblen
Prozesse, die den inneren Zustand des Materials a¨ndern.
In einer gesamtkontinuumsmechanischen Betrachtung des GSM-Modells wird das Materi-
alverhalten eines Ko¨rpers durch zwei Potentiale bestimmt: w, die spezifische freie Energie,
steuert die Zustandsgleichungen der Zustandsvariablen, wa¨hrend D, die Dissipation, die
Evolutionsgleichungen der inneren Parameter steuert. Man geht bei der Bestimmung die-
ses Potentials von der lokalen Form der Prinzipien der Thermodynamik aus.
Mit den Notationen:
θ fu¨r die Temperatur
ρ fu¨r die Dichte
e = e(θ, χ) fu¨r die spezifische innere Energie
q fu¨r den Wa¨rmestrom
h fu¨r die spezifische Leistung der Wa¨rmequellen
σ fu¨r den Cauchy’schen Spannungstensor
s = s(θ, χ) fu¨r die spezifische Entropie
lassen sich die Hauptsa¨tze der Thermodynamik wie folgt lokal formulieren.
Der erste Hauptsatz nimmt die Form eines Energiesatzes an:
ρe˙ = σ · ε˙+ div q + ρh (8.1)
wa¨hrend der zweite Hauptsatz durch die Clausius-Duhem-Ungleichung ausgedru¨ckt wird:
ρs˙θ ≥ ρh− q · ∇θ
θ
+ div q (8.2)
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Es ist u¨blich, die spezifische freie Energie (Helmholtz-Energie) w einzufu¨hren: w = e−sθ.
Damit nimmt die Clausius-Duhem-Ungleichung die folgende Form an:
σ · ε˙− ρw˙ − ρsθ˙ + q · ∇θ
θ
≥ 0 (8.3)
Der Term, der auf der linken Seite der Ungleichung steht, ist die totale Dissipation D
und setzt sich zusammen aus der inneren Dissipation D1 = σ · ε˙ − ρw˙ − ρsθ˙ und der
thermischen Dissipation D2 =
q · ∇θ
θ
; D = D1 +D2 ≥ 0.
Als vereinfachende Hypothese nimmt man an, dass sowohl die innere als auch die thermi-
sche Dissipation positiv sind: D1 ≥ 0 und D2 ≥ 0.
Außerdem soll das Postulat von Helmholtz gelten: Es gibt ein System von Zustandsvaria-
blen χ (genannt
”
normal“), die nicht unmittelbar von θ˙ abha¨ngig sind.
Daraus folgt, dass die spezifische freie Energie ein Potential fu¨r die Entropie darstellt:
s = −∂w
∂θ
(8.4)
Bezeichnet man nun −ρ∂w
∂χ
mit X, so nimmt D1 die Form:
D1 = σ · ε˙+X · χ˙ ≥ 0 (8.5)
an.
Man kann dabei dem Dehnungstensor ε eine gesonderte Stellung einra¨umen: χ = (ε, α) =
(ε, α1, . . . , αn). In diesem Fall gilt:
D1 = σ · ε˙− ρ∂w
∂ε
· ε˙+ Aiα˙i ≥ 0 (8.6)
wobei die assoziierten generalisierten Kra¨fte Ai = −ρ ∂w
∂αi
eingefu¨hrt wurden.
Mit der Notation σR = ρ
∂w
∂ε
fu¨r die reversiblen Spannungen und σIR = σ − σR fu¨r die
irreversiblen Spannungen, la¨sst sich die innere Dissipation zu
D1 = σ
IR · ε˙+ Aiα˙i ≥ 0 (8.7)
umformen.
Vergleicht man nun die Anzahl der Unbekannten mit der Anzahl der Gleichungen, so
stehen sich 2n + 23 skalare Unbekannte (ρ, u, ε, σ, αi, σ
IR, Ai, θ) und n + 17 skala-
re Gleichungen (Massenerhaltung, Impulserhaltung, geometrische Verzerrungshypothese,
Zustandsgleichungen fu¨r αi und ε, Wa¨rmegleichung) gegenu¨ber. Das Defizit an n+6 ska-
laren Beziehungen muss durch die Aufstellung von Evolutionsgleichungen zwischen den
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Raten der Zustandsvariablen (ε˙, α˙i) und den assoziierten generalisierten Kra¨ften (σ
IR, Ai)
ausgeglichen werden. Daru¨ber hinaus muss weiterhin die Bedingung D1 ≥ 0 erfu¨llt wer-
den.
An dieser Stelle wird eine fu¨r das GSM-Modell charakteristische Hypothese eingefu¨hrt: die
Normalita¨tshypothese. Es wird na¨mlich die Existenz eines Dissipationspotentials D (ε˙, α˙)
vorausgesetzt so, dass:
D (ε˙, α˙) ≥ 0
D(0, 0) = 0
σIR =
∂D
∂ε˙
Ai =
∂D
∂α˙i
Dadurch wird die Anzahl der Gleichungen erga¨nzt und gleichzeitig die Dissipationsunglei-
chung erfu¨llt.
Als Erweiterung la¨sst sich die Normalita¨tshypothese auch fu¨r nichtdifferenzierbare Poten-
tiale in der Form
(
σIR, A
) ∈ ∂D (ε˙, α˙) aufstellen.
Um das Verhalten eines Materials zu beschreiben, werden also die Ausdru¨cke der spezifi-
schen freien Energie w(ε, α, θ) und des Dissipationspotentials D (ε˙, α˙) beno¨tigt.
Die spezifische freie Energie w liefert die Zustandsgleichungen:
σR = ρ
∂w
∂ε
, A = −ρ∂w
∂α
(8.8)
und das Dissipationspotential liefert die Evolutionsgleichungen:
σIR =
∂D
∂ε˙
, A =
∂D
∂α˙
(8.9)
Eine duale Formulierung wird durch die Einfu¨hrung des Potentials der generalisierten
Kra¨fte ϕ
(
σIR, A
)
= D∗ (ε˙, α˙) ermo¨glicht. Die Evolutionsgleichungen schreiben sich dann:
ε˙ =
∂ϕ
∂σIR
, α˙ =
∂ϕ
∂A
(8.10)
beziehungsweise (ε˙, α˙) ∈ ∂ϕ (σIR, A) im nichtdifferenzierbaren Fall.
Die Kernhypothese des GSM-Modells lautet:
Die Potentiale w(ε, α) und D (ε˙, α˙) sind konvex.
Man bemerkt, dass in diesem Fall die Dissipationsungleichung automatisch erfu¨llt wird:
(
σIR, A
) ∈ ∂D (ε˙, α˙) =⇒ D1 = (σIR, A)·(ε˙, α˙) ≥ D (ε˙, α˙)−D(0, 0) = D (ε˙, α˙) ≥ 0 (8.11)
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8.2 Die innere Dissipation
Wir werden nun zeigen, wie sich das ISM-Modell auf natu¨rliche Weise als Generalisierung
des GSM-Modells anbietet. Wir verwenden im Folgenden die Notationen aus Halphen
und Nguyen ([30]), um die Modelle nachtra¨glich leichter vergleichen zu ko¨nnen. Wa¨hrend
der Vorstellung des GSM-Modells verzichten wir zugunsten einer klaren Darstellung der
grundlegenden Ideen absichtlich auf eine detaillierte mathematische Darstellung, welche
die Notation nur komplizieren wu¨rde.
In der Folge werden wir die Raten der inneren Parameter α˙ mit {a} = (ak)k fu¨r k = 1, n
bezeichnen. Fu¨r eine einheitliche Darstellung wird auf eine hervorgehobene Darstellung
der Dehnungs- und Spannungstensoren, wie im vorausgehenden Abschnitt, verzichtet.
Es wird weiterhin angenommen, dass den inneren Parametern generalisierte Kra¨fte as-
soziiert werden ko¨nnen, die mit {A} = (Ak)k, k = 1, n bezeichnet werden, so, dass die
Leistung der generalisierten Kra¨fte (auch innere Dissipation genannt) positiv ist:
D = A · a = Akak ≥ 0 (8.12)
Die Abha¨ngigkeit zwischen den Raten der inneren Parameter und den assoziierten ge-
neralisierten Kra¨ften wird durch Evolutionsgleichungen ausgedru¨ckt. Die einfachste Art
dieser Beziehungen wird durch lineare Gleichungen wiedergegeben:
a = LA (8.13)
Die obere Ungleichung schreibt sich dann:
D = LA · A = LijAiAj ≥ 0 (8.14)
was nichts anderes heißt, als dass der lineare Operator L positiv ist.
Mit Hilfe von zwei neuen Hypothesen, der Symmetrie und der Umkehrbarkeit des linearen
Operators L, kann man die Evolutionsgleichungen als Potentialgesetze ausdru¨cken. Fu¨hrt
man die Potentiale
Ω(A) =
1
2
LA · A und Ω∗(a) = 1
2
L−1a · a (8.15)
ein, so schreiben sich die Evolutionsgesetze:
ak =
∂Ω
∂Ak
bzw. Ak =
∂Ω∗
∂ak
(8.16)
Die eingefu¨hrten Potentiale sind konvex, weil der Operator L positiv ist. Zum Beispiel,
fu¨r das Potential Ω(A):
∆(A,B, λ) = (1− λ)Ω(A) + λΩ(B)− Ω((1− λ)A+ λB)
= (1− λ)LA · A+ λLB · B − L((1− λ)A+ λB) · ((1− λ)A+ λB)
= λ(1− λ)LA · A− λ(1− λ)LA ·B − λ(1− λ)LB · A+ λ(1− λ)LB · B
= λ(1− λ)Ω(A− B) ≥ 0
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Im Fall von nichtlinearen, aber differenzierbaren Beziehungen zwischen den Raten der
inneren Variablen und den assoziierten generalisierten Kra¨ften:
ak = gk (A1, . . . , An) (8.17)
kann man unter der Voraussetzung:
∂gi
∂Aj
=
∂gj
∂Ai
fu¨r i, j = 1, n (8.18)
weiterhin das Potential Ω(A) definieren. Ist dieses Potential konvex, so spricht man von
einem normalen Dissipationsgesetz.
Man kann nun auch die Hypothese der Differenzierbarkeit schwa¨chen und das Material-
gesetz mit Hilfe von Subgradienten definieren. Als Voraussetzung beha¨lt man nur noch
die Normalita¨tshypothese (oder Hypothese der normalen Dissipation): Es existiert ein
konvexes, unterhalbstetiges Potential ϕ(A) so, dass die Raten der inneren Variablen a
Subgradienten dieses Potentials in den entsprechenden generalisierten Kra¨ften A sind:
a ∈ ∂ϕ(A) (8.19)
Ausgehend von dieser Hypothese kann man die Methoden der konvexen Analysis an-
wenden. Man kann mit Hilfe der Transformation von Legendre-Fenchel das konjugierte
Potential ϕ∗(a) definieren:
ϕ∗(A) = sup {A′a− ϕ (A′) | A′ generalisierte Kra¨fte} (8.20)
und zeigen, dass es sich ebenfalls um ein konvexes, unterhalbstetiges Funktional handelt.
ϕ∗ wird Dissipationspotential genannt. Außerdem gilt fu¨r die inneren Variablen und den
assoziierten generalisierten Kra¨ften:
A ∈ ∂ϕ∗(a) (8.21)
A¨quivalent gilt nun auch
ϕ(A) = sup {Aa′ − ϕ∗ (a′) | a′ innere Variablen} (8.22)
und das Materialgesetz kann auf eine dritte Weise mit Hilfe der Gleichung
ϕ(A) + ϕ∗(a) = Aa (8.23)
ausgedru¨ckt werden. Diese Gleichung ist ein Sonderfall der Young’schen Ungleichung
ϕ (A′) + ϕ∗ (a′) ≥ A′a′ (8.24)
die fu¨r beliebige Felder von inneren Variablen und generalisierten Kra¨ften gilt.
Man kann das Materialgesetz auch in Form von Maximumprinzipien ausdru¨cken - dies
wird bei der Einfu¨hrung der impliziten Materialgesetze von Bedeutung sein.
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Satz 8.2.1. Fu¨r gegebene innere Variablen a, maximieren die assoziierten generalisierten
Kra¨fte A den Ausdruck A′a− ϕ (A′).
Fu¨r gegebene generalisierte Kra¨fte A, maximieren die assoziierten inneren Variablen a
den Ausdruck Aa′ − ϕ∗ (a′).
Den letzten Satz kann man na¨mlich leicht umformen:
Satz 8.2.2. Fu¨r gegebene innere Variablen a, minimieren die assoziierten generalisierten
Kra¨fte A den Ausdruck ϕ (A′)−A′a.
Fu¨r gegebene generalisierte Kra¨fte A, minimieren die assoziierten inneren Variablen a
den Ausdruck ϕ∗ (a′)−Aa′.
Eine weitere Umformung erha¨lt man, indem man im ersten Fall die Konstante ϕ∗(a) (da
a gegeben), bzw. im zweiten Fall die Konstante ϕ(A) (da A gegeben) hinzuaddiert.
Satz 8.2.3. Fu¨r gegebene innere Variablen a, minimieren die assoziierten generalisierten
Kra¨fte A den Ausdruck ϕ (A′) + ϕ∗(a)− A′a.
Fu¨r gegebene generalisierte Kra¨fte A, minimieren die assoziierten inneren Variablen a
den Ausdruck ϕ(A) + ϕ∗ (a′)−Aa′.
Bezeichnet man nun die Summe ϕ (A′)+ϕ∗ (a′) mit b(A′, a′), erha¨lt man eine letzte Form:
Satz 8.2.4. Fu¨r gegebene innere Variablen a, minimieren die assoziierten generalisierten
Kra¨fte A den Ausdruck b (A′, a)− A′a.
Fu¨r gegebene generalisierte Kra¨fte A, minimieren die assoziierten inneren Variablen a
den Ausdruck b (A, a′)−Aa′.
Es ist also das Funktional b(·, ·), welches das Materialverhalten bestimmt und man stellt
sich die Frage, ob ein solches Funktional auch andere Formen als ϕ+ϕ∗ haben kann. Diese
Bemerkung fu¨hrte zur Einfu¨hrung des ISM-Modells durch de Saxce´ ([56], [58]).
Definition Sei X ein reeller Banachraum. Ein Materialgesetz M ist eine nichtleere Un-
termenge von X ×X∗, bestehend aus Paaren von dualen Variablen.
Eine eineindeutige Zuordnung der dualen Variablen fu¨hrt dazu, dass das Materialgesetz
M als Graph einer Abbildung darstellbar ist. Im Allgemeinen du¨rfen einer Variablen auch
mehrere Werte von dualen Variablen entsprechen. Zum Beispiel, la¨sst sich das Material-
gesetz des GSM-Modells folgendermaßen ausdru¨cken:
M = {(a, A) | ϕ(A) + ϕ∗(a) = Aa} (8.25)
Wie gesehen, la¨sst dieses Gesetz auch die alternativen Formulierungen:
M = {(a, A) | a ∈ ∂ϕ(A)} = {(a, A) | A ∈ ∂ϕ∗(a)} (8.26)
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zu.
Sei nun b(·, ·) ein Bipotential - das heißt, ein Funktional b : X×X∗ → I¯R mit den folgenden
Eigenschaften:
a) getrennt konvex (i.e. b (·, y∗) : X → IR konvex ∀y∗ ∈ X∗, b (x, ·) : X∗ → IR
konvex ∀x ∈ X),
b) getrennt nach unten halbstetig,
c) b (x, y∗) ≥ 〈y∗, x〉 ∀x ∈ X and ∀y∗ ∈ X∗.
Zusa¨tzlich zu diesen Eigenschaften soll auch
d) y∗ ∈ ∂xb (x, y∗)⇐⇒ x ∈ ∂y∗b (x, y∗)⇐⇒ b (x, y∗) = 〈x, y∗〉
gelten.
Definition Ein Material, dessen Materialgesetz M sich durch ein Bipotential b(·, ·) mit
den Eigenschaften a) – d) folgendermaßen ausdru¨cken la¨sst: M = {(x, y∗) | b (x, y∗) =
〈x, y∗〉}, heißt standard implizit (
”
Implicit Standard Material“, ISM). Die Menge M wird
Graph des Bipotentials b(·, ·) genannt.
Man kann die folgenden Sa¨tze beweisen ([60]):
Satz 8.2.5. Der Graph eines Bipotentials ist getrennt konvex und getrennt abgeschlossen.
Satz 8.2.6. Ein getrennt konvexes und getrennt abgeschlossenes Materialgesetz M ist als
Graph eines Bipotentials darstellbar.
Beweis. Man wa¨hle b (x, y∗) = 〈x, y∗〉 + IM (x, y∗), wo IM der Indikator der Menge M
ist.
Bemerkung: Das einem Materialgesetz assoziierte Bipotential muss nicht eindeutig sein.
Das oben eingefu¨hrte Bipotential besitzt die schlechtesten Regularita¨tseigenschaften u¨ber-
haupt, ist daher eher ungeeignet fu¨r die Anwendung numerischer Methoden. Um mo¨glichst
regula¨re Bipotentiale zu erhalten, sind mehrere Ansa¨tze mo¨glich - mit Hilfe von biaffinen
Hu¨llen, durch eine konsistente Definition der Dissipation, oder durch andere konstruktive
Methoden (siehe [60]).
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Kapitel 9
Die Shakedown-Theoreme
9.1 Das statische Einspieltheorem (Melan)
Wir werden nun einen klassischen Satz der Plastizita¨tstheorie, das Einspieltheorem von
Melan, im Fall des ISM-Modells formulieren und beweisen. Zuerst sind einige Definitionen
und Notationen der Plastizita¨tstheorie in kleinen Deformationen no¨tig. Man betrachtet
die Evolution eines festen Ko¨rpers, der im Raum den Bereich Ω einnimmt. Sei u(x, t)
das Verschiebungsfeld, ε(x, t) das Dehnungsfeld und σ(x, t) das Spannungsfeld. Das Feld
f¯(x, t) der Massenkra¨fte ist in ganz Ω bekannt. Ebenfalls bekannt ist das Verschiebungsfeld
u¯(x, t), definiert auf einem Teil Γ0 des Randes ∂Ω und das Spannungsvektorfeld p¯(x, t),
definiert auf Γ1, dem anderen Teil des Randes.
Ein Dehnungsfeld ε wird kinematisch zula¨ssig genannt, wenn
ε = ∇su in Ω (9.1)
fu¨r ein Verschiebungsfeld u mit u = u¯ auf Γ0.
Ein Spannungsfeld σ wird statisch zula¨ssig genannt, wenn
divσ + f¯ = 0 in Ω und σn = p¯ auf Γ1. (9.2)
Es gilt die Green’sche Formel:∫
Ω
σ · ε(u) dΩ =
∫
Ω
f¯ · u dΩ+
∫
Γ1
p¯ · u dΓ +
∫
Γ0
σn · u¯ dΓ (9.3)
fu¨r beliebige zula¨ssige Felder σ und ε.
Um das statische Einspieltheorem von Melan fu¨r ein perfekt plastisches Material zu for-
mulieren, werden noch einige Begriffe eingefu¨hrt.
Ein Spannungstensorfeld ρ heißt residuell, wenn
divρ = 0 in Ω und ρn = 0 auf Γ1. (9.4)
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Wenn σE das rein elastische Spannungsfeld, das der Gleichgewichtslage entspricht, be-
zeichnet, dann ist σ − σE ein residuelles Spannungsfeld.
Ein Dehnungsfeld η heißt residuell, wenn
∃v, η = ∇sv in Ω und v = 0 auf Γ0. (9.5)
Wenn εE das rein elastische Dehnungsfeld, das der Gleichgewichtslage entspricht, bezeich-
net, dann ist ε− εE ein residuelles Dehnungsfeld.
Betrachten wir nun ein elastisch–perfekt plastisches Material. Sei K, eine abgeschlossene,
konvexe Menge, der Elastizita¨tsbereich. Jedes Spannungsfeld σ ∈ K erfu¨llt die Norma-
lita¨tsregel:
(σ − σ¯) · ε˙p ≥ 0, ∀σ¯ ∈ K. (9.6)
Fu¨r kleine Deformationen verwenden wir eine additive Zerlegung: ε = εe + εp und ein
elastisches Materialgesetz der Form εe = Cσ mit C positiv definit.
Ein residuelles Spannungsfeld ρ heißt streng plastisch zula¨ssig wenn
ρ+ σE ∈ int(K) ∀σE. (9.7)
Das Einspieltheorem von Melan lautet:
Theorem 9.1.1. Wenn ein zeitunabha¨ngiges, streng plastisch zula¨ssiges residuelles Span-
nungsfeld existiert, dann wird der betrachtete Ko¨rper einspielen (die totale Dissipation∫ ∞
0
∫
Ω
σ · ε˙p dΩ dt ist beschra¨nkt).
Wir formulieren nun das statische Einspieltheorem fu¨r das ISM–Modell mit einem durch
ein Bipotential b(·, ·) definiertem Materialgesetz: b(σ, ε˙p) = σ · ε˙p.
Theorem 9.1.2. Sei ρ¯ ein residuelles Spannungstensorfeld mit den folgenden Eigenschaf-
ten:
a) ρ¯ ist zeitunabha¨ngig
b) ρ¯ ist streng plastisch zula¨ssig: ρ¯+ σE ∈ int(D(b)) ∀σE
und das Bipotential b(·, ·) mit der Eigenschaft:
c) b(σ, ε˙p) ≥ σ¯ · ε˙p ∀σ¯.
Dann wird der betrachtete Ko¨rper einspielen.
Beweis. Sei
R =
1
2
∫
Ω
(ρ− ρ¯) · C(ρ− ρ¯)dΩ ≥ 0, (9.8)
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wobei ρ = σ − σE ein residuelles Spannungstensorfeld ist.
η = ε− εE ist ein residuelles Dehnungstensorfeld und erfu¨llt:
η = (Cσ + εp)− CσE = C(σ − σE) + εp = Cρ+ εp = ηe + ηp. (9.9)
Wir haben dann:
C(ρ− ρ¯) = ηe − η¯e. (9.10)
Die Zeitableitung von R hat die Form:
R˙ =
∫
Ω
(ρ− ρ¯) · η˙e dΩ =
∫
Ω
(ρ− ρ¯) · η˙ dΩ−
∫
Ω
(ρ− ρ¯) · ε˙p dΩ. (9.11)
Der erste Term verschwindet; mit ρ− ρ¯ = σ − σ¯ erhalten wir:
R˙ = −
∫
Ω
(σ − σ¯) · ε˙p dΩ = −
∫
Ω
D(ε˙p)− σ¯ · ε˙p ≤ 0, (9.12)
aus der Voraussetzung c).
Aus der Voraussetzung b) folgt: ∃m > 1 so, daß mσ¯ plastisch zula¨ssig ist. Es gilt:
m(σ¯ − σ) · ε˙p + (m− 1)σ · ε˙p = (mσ¯ − σ) · ε˙p ≤ 0. (9.13)
Die totale Dissipation ist dann nach oben beschra¨nkt:∫ t
0
∫
Ω
σ · ε˙p dΩ dt ≤ m
m− 1
∫ t
0
∫
Ω
(σ − σ¯) · ε˙p dΩ dt = − m
m− 1
∫ t
0
R˙ dt =
=
m
m− 1(R(0)−R(t)) ≤
m
m− 1R(0) ∀t, (9.14)
da R(t) ≥ 0.
9.2 Das kinematische Einspieltheorem (Koiter)
Analog zum statischen Einspieltheorem gibt es ein kinematisches Einspieltheorem, welches
von Koiter stammt und eine hinreichende Bedingung fu¨r das Versagen eines Ko¨rpers aus
elastisch-ideal plastischem Material liefert.
Theorem 9.2.1. Wenn fu¨r ein beliebiges Feld der Massenkra¨fte f¯(x, t) und ein beliebi-
ges Feld von Spannungsvektoren p¯(x, t) fu¨r jeden Zeitpunkt T ein Feld von plastischen
Dehnungsraten ˙¯ε(x, t) mit den folgenden Eigenschaften gefunden werden kann:
a) ∆ε¯(x) = ∇su¯ mit u¯|Γ0 = 0
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b)
T∫
0

∫
Ω
f¯ ˙¯u dΩ+
∫
Γ1
p¯ ˙¯u dΓ

 dt >
T∫
0
∫
Ω
D ( ˙¯ε) dΩ dt
dann wird der Ko¨rper nicht einspielen.
Dieser Satz ist in dieser allgemeinen Form schwer anzuwenden, da man beliebige Bela-
stungsfelder im Lastraum untersuchen mu¨sste. Er tritt oft in vereinfachten Formen auf,
die eine zyklische Belastung voraussetzen. In diesem Fall betrachtet man das Zeitintervall
[0, T ] als Zyklusperiode.
Das kinematische Einspieltheorem von Koiter ist in der folgenden Form auch fu¨r das
ISM-Modell gu¨ltig.
Theorem 9.2.2. Sei ein Ko¨rper, dessen Materialgesetz implizit durch ein Bipotential
b(·, ·) definiert wird. Wenn fu¨r ein beliebiges Feld der Massenkra¨fte f¯(x, t) und ein belie-
biges Feld von Spannungsvektoren p¯(x, t) fu¨r jeden Zeitpunkt T ein Feld von plastischen
Dehnungsraten ˙¯ε(x, t) mit den folgenden Eigenschaften gefunden werden kann:
a) ∆ε¯(x) = ∇su¯ mit u¯|Γ0 = 0
b)
T∫
0

∫
Ω
f¯ ˙¯u dΩ+
∫
Γ1
p¯ ˙¯u dΓ

 dt >
T∫
0
∫
Ω
D ( ˙¯ε) dΩ dt
und das Bipotential zusa¨tzlich der Bedingung
c) b(σ, ε˙p) ≥ σ¯ · ε˙p ∀σ¯.
genu¨gt, dann wird der Ko¨rper nicht einspielen.
Beweis. Einerseits gilt:
T∫
0

∫
Ω
f¯ ˙¯u dΩ+
∫
Γ1
p¯ ˙¯u dΓ

 dt =
T∫
0
∫
Ω
σE
(
˙¯ε+ C ˙ˆρ
)
dΩ dt =
T∫
0
∫
Ω
σE ˙¯ε dΩ dt
und damit, laut Voraussetzung b),
T∫
0
∫
Ω
σE ˙¯ε dΩ dt >
T∫
0
∫
Ω
D ( ˙¯ε) dΩ dt
Setzen wir nun voraus, dass der Ko¨rper einspielen wu¨rde. Es wu¨rde also ein zeitunabha¨ngi-
ges, streng plastisch zula¨ssiges residuelles Spannungsfeld ρ¯(x) existieren. Laut Hypothese
c) gilt fu¨r σ¯ = σE + ρ¯:
b(σ, ε˙p) ≥ (σE + ρ¯) · ε˙p
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Durch Umformung erha¨lt man:
D (ε˙p) ≥ σE · ε˙p + ρ¯ · ε˙p
Diese Ungleichung integrieren wir nun u¨ber das Volumen Ω und die Zeitspanne [0, T ]:
T∫
0
∫
Ω
D (ε˙p) dΩ dt ≥
T∫
0
∫
Ω
σE · ε˙p dΩ dt+
∫
Ω
ρ¯ ·∆εp dΩ
Fu¨r εp = ε¯ verschwindet aber das letzte Integral:∫
Ω
ρ¯ ·∆ε¯ dΩ = 0
und die verbleibende Ungleichung:
T∫
0
∫
Ω
D ( ˙¯ε) dΩ dt ≥
T∫
0
∫
Ω
σE · ˙¯ε dΩ dt
widerspricht der am Anfang des Beweises aufgestellten Ungleichung. Wir erhalten einen
Widerspruch. Also kann unsere Annahme, dass der Ko¨rper einspielt, nicht stimmen.
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Kapitel 10
Materialmodelle
In diesem Kapitel werden Materialgesetze dargestellt, die sich mit Hilfe eines Bipotentials
beschreiben lassen und damit der Klasse der ISM-Modelle angeho¨ren.
Von besonderem Interesse sind dabei konstitutive Gleichungen, fu¨r die eine Modellierung
als GSM nicht mo¨glich ist. Es handelt sich entweder um nichtassoziierte Gesetze, welche
die Normalita¨tsregel nicht erfu¨llen, oder um Gesetze impliziter Natur, welche gekoppelte
Spannungs-Dehnungs-Terme enthalten.
Fu¨r jedes dieser Materialgesetze wird ein passendes Energiefunktional konstruiert, welches
alle Eigenschaften eines Bipotentials besitzt. Das Funktional ist nicht das einzige, mit
dessen Hilfe man das Materialgesetz in impliziter Form ausdru¨cken kann – fu¨r numerische
Anwendungen ist es von Bedeutung, ein mo¨glichst regula¨res Bipotential zu konstruieren.
Die folgenden Beispiele stammen von de Saxce´, Tritsch, Bouby, Bousshine, Bodoville´,
Chaaba, Feng, Hjiaj ([56], [57], [59], [14], [15], [17], [10], [11], [9], [13], [37]).
10.1 Coulomb’sche Reibung
Ein erstes Beispiel stammt aus der Theorie der Trockenreibung. Man betrachtet zwei
Ko¨rper mit regula¨rer Oberfla¨che, die sich in einem Punkt beru¨hren. In diesem Beru¨hrungs-
punkt sind drei Vorga¨nge mo¨glich:
a) Die Ko¨rper trennen sich.
b) Die Ko¨rper haften aneinander.
c) Die Ko¨rper u¨berwinden die Reibung und rutschen aufeinander ab.
Man bezeichnet mit ~v1, ~v2 die Momentangeschwindigkeiten der zwei Ko¨rper an der Kon-
taktstelle und mit ~r die auf den ersten Ko¨rper wirkende Kontaktkraft (selbstversta¨ndlich
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wirkt dann auf den zweiten Ko¨rper die Kraft −~r).
Man kann alle vektoriellen Gro¨ßen in Komponenten, die in der zu den Ko¨rpern tangenten
Ebene liegen, beziehungsweise darauf senkrecht stehen, zerlegen: ~v = ~vt + ~vn = ~vt + vn~n.
Sei Kµ der Coulomb’sche Reibungskegel mit dem Reibungskoeffizienten µ:
Kµ = {~r | ‖ ~rt ‖≤ µrn} (10.1)
Die drei oben erwa¨hnten Vorga¨nge lassen sich folgendermaßen formulieren:
a) falls ~r = ~0 dann vn ≥ 0;
b) sonst, falls ‖ ~rt ‖< µrn dann ~v = ~0;
c) sonst vn = 0 aber es gibt λ ≥ 0 mit ~vt = −λ ~rt‖ rt ‖
Dieses Verhalten la¨sst sich durch ein Superpotential repra¨sentieren:
− (~v + µ ‖ ~vt ‖ ~n) ∈ ∂IKµ (~r) (10.2)
Man merkt dabei den Kopplungsterm, der die Darstellung dieses Gesetzes als GSM verhin-
dert. Die Modellierung als ISM ist hingegen mo¨glich, wenn man das folgende Bipotential
betrachtet:
b (−~v,~r) = µrn ‖ ~vt ‖ +I(−∞,0](−vn) + Ikµ (~r) (10.3)
10.2 Drucker-Prager-Modell
Das Drucker-Prager-Modell ist ein nichtassoziiertes Materialgesetz, das man fu¨r die Be-
schreibung der inelastischen Verformung von Bo¨den und Gesteinen verwendet. Geoma-
terialien weisen ein Pha¨nomen namens Dilatanz (Volumenvergro¨ßerung bei Verformung)
auf, welches sich durch ein die Normalita¨tsregel respektierendes Gesetz nicht darstellen
la¨sst.
Zur Aufstellung der pha¨nomenologischen Materialgesetze sind folgende Notationen u¨blich.
Man bezeichnet die Spur des Dehnungstensors mit em und fu¨hrt den spha¨rischen Tensor
εm ein:
em = tr ε, εm =
1
3
emI, e = ε− εm (10.4)
Analog zerlegt man den Spannungstensor σ in spha¨rischem und deviatorischem Anteil:
sm =
1
3
tr σ, σm = smI, s = σ − σm (10.5)
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Die Koeffizienten wurden so gewa¨hlt, dass folgende Gleichung gilt:
σ · ε = emsm + e · s (10.6)
Man fu¨hrt die a¨quivalente plastische Dehnungsrate εeq und die a¨quivalente deviatorische
Spannung σeq ein:
εeq (e˙
p) =
√
2
3
e˙p · e˙p (10.7)
σeq(s) =
√
3
2
s · s (10.8)
Diese Gro¨ßen definieren Normen, die zu den u¨blichen Normen
‖ e˙p ‖ =
√
e˙p · e˙p (10.9)
‖ s ‖ = √s · s (10.10)
a¨quivalent sind.
Man merkt, dass
εeq (e˙
p) · σeq(s) =‖ e˙p ‖ · ‖ s ‖ (10.11)
Fu¨r e˙pm = 0 gilt dann, nach der Cauchy-Schwartz-Ungleichung:
σ · ε˙p = s · e˙p ≤ σeq(s)εeq (e˙p) ≤ σyεeq (e˙p) (10.12)
Der Elastizita¨tsbereich wird Kσ bezeichnet:
Kσ = {σ = (sm, s) | f(sm, s) = σeq(s)− r(c− sm tanφ) ≤ 0} (10.13)
Es handelt sich dabei um einen Kegel im Spannungsraum mit der Spitze bei s = 0 und
sm =
c
tanφ
. r ist dabei eine Kostante:
r =
3√
3 + 4 tan2 φ
(10.14)
Hills Prinzip lautet: (
s′m −
c
tanφ
)
e˙pm + s
′ · e˙p ≤ 0 (10.15)
fu¨r alle σ′ = (s′m, s
′) ∈ K.
Außerdem fu¨hrt man im Dehnungsraum den zu Kσ dualen Kegel K
∗ ein:
K∗ = {ε˙p = (e˙pm, e˙p) | e˙pm ≥ r tanφ εeq (e˙p)} (10.16)
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Schließlich bezeichnet man mit θ (0 ≤ θ ≤ φ) den plastischen Dilatanzwinkel, der das
Evolutionsgesetz fu¨r die Dehnungsraten in Punkten auf der Fließgrenze bestimmt:
e˙pm = r tan θ εeq (e˙
p) (10.17)
An der Spitze
(
sm =
c
tanφ
, s = 0
)
des Kegels Kσ ist die plastische Dehnungsrate im
Kegel
Kε = {ε˙p = (e˙pm, e˙p) | e˙pm ≥ r tan θ εeq (e˙p)} (10.18)
enthalten.
Fu¨r θ 6= φ ist das Materialgesetz nichtassoziiert.
Mit IK bezeichnet man, wie bisher, den Indikator der Menge K:
IK(σ) =
{
0 fu¨r σ ∈ K
+∞ fu¨r σ /∈ K (10.19)
Dieser Art von Materialgesetz kann man nun ein Bipotential assoziieren:
b (ε˙p, σ) =
ce˙pm
tanφ
+ r(tan θ − tanφ)
(
sm − c
tanφ
)
εeq (e˙
p) + IKε (ε˙
p) + IKσ(σ) (10.20)
In einigen Werken stellt man das Bipotential mit Hilfe der Normen 10.9, 10.10 statt der
Gro¨ßen 10.7, 10.8 auf. Dabei a¨ndert sich die Konstante r zu
r∗ =
3
√
2√
9 + 12 tan2 φ
(10.21)
10.3 Nichtlineare Verfestigung nach Chaboche
Ein bekanntes Materialmodell der Metallplastizita¨t mit nichtlinearer Verfestigung wird im
Werk von Lemaitre und Chaboche ([40]) beschrieben. Es handelt sich dabei um ein Mo-
dell mit multiplikativer Kopplung zwischen Dehnungsraten und Spannungen. Aus diesem
Grund erfu¨llt es nicht die Voraussetzungen des GSM, wohl aber jene des ISM.
Es werden zwei innere Variablen eingefu¨hrt: p, eine skalare Variable, zusta¨ndig fu¨r die
isotrope Verfestigung und α, eine tensorielle Variable, zusta¨ndig fu¨r die kinematische
Verfestigung. Die assoziierten Variablen sind die Fließspannung R, beziehungsweise die
Restspannung X.
Zwischen der kinematischen Variablen α und der Restspannung X herrscht die Beziehung
X =
2
3
Cα (10.22)
wobei C > 0 eine Materialkonstante ist.
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Die generalisierten Dehnungsraten sind hiermit κ˙ = (ε˙p,−α˙,−p˙) und die assozierten
generalisierten Spannungen werden mit π = (σ,X,R) bezeichnet.
Der Elastizita¨tsbereich wird in zwei Schritten definiert. Sei
K2 = {(σ,R) | σeq(s)− R ≤ 0} (10.23)
Dabei bezeichnet σeq(s) die Vergleichsspannung nach von Mises des deviatorischen Anteils
s des Spannungstensors σ. Der Elastizita¨tsbereich wird dann als
K = {π = (σ,X,R) | (σ −X,R) ∈ K2} (10.24)
eingefu¨hrt. Es handelt sich dabei um einen konvexen Kegel.
Man kann auch den zu K2 polaren Kegel definieren:
K∗2 = {(ε˙p,−p˙) | p˙ ≥ εeq (e˙p)} (10.25)
Die Evolutionsgesetze der inneren Variablen lauten:
(ε˙p,−p˙) ∈ ∂IK2(σ −X,R) (10.26)
(diese Gleichung beschreibt sowohl das plastische Fließgesetz, als auch die isotrope Ver-
festigungsregel) und
α˙ = ε˙p − 3
2
X
X∞p˙
(10.27)
(das nichtlineare kinematische Verfestigungsgesetz). X∞ > 0 ist dabei eine Materialkon-
stante.
Auch diesem Modell la¨sst sich ein Bipotential assoziieren:
b (κ˙, π) =
(σeq(s))
2
X∞
p˙+ IK2(σ −X,R) + IK∗2 (ε˙p,−α˙) + I{0}
(
α˙− ε˙p + 3
2
X
X∞
p˙
)
(10.28)
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Kapitel 11
Numerische Methoden
In diesem Kapitel werden numerische Methoden fu¨r das ISM-Modell hergeleitet. A¨hnliche
Ergebnisse und Anwendungen (insbesondere fu¨r das Drucker-Prager-Modell) findet man
bei de Saxce´, Bousshine und Chaaba ([14], [15], [17], [59]).
11.1 Diskretisierung
Sei ein Material, dessen Verhalten sich durch das ISM-Modell ausdru¨cken la¨sst. Fu¨r das
Bipotential b gilt dann die Hypothese d) aus der Definition des ISM-Modells:
y∗ ∈ ∂xb (x, y∗)⇐⇒ x ∈ ∂y∗b (x, y∗)⇐⇒ b (x, y∗) = 〈x, y∗〉 (11.1)
Betrachtet man die ersten beiden Terme, so kann man das Materialgesetz auch in der
folgenden Form zusammenfassen:
(x, y∗) ∈ (∂y∗b (x, y∗) , ∂xb (x, y∗)) (11.2)
Diese Form kann man als Fixpunkteigenschaft der Anwendung
(x, y∗) −→ (∂y∗b (x, y∗) , ∂xb (x, y∗)) (11.3)
interpretieren. Dies ko¨nnte dann, im Gu¨ltigkeitsbereich diverser Fixpunktsa¨tze, zu itera-
tiven Methoden der Form
(
xn+1, y
∗
n+1
) ∈ (∂y∗b (xn, y∗n) , ∂xb (xn, y∗n)) (11.4)
fu¨hren.
Kehren wir nun zum in Kapitel 9 definierten kontinuumsmechanischen Problem zuru¨ck:
Es werden das kinematisch zula¨ssige Dehnungsratenfeld ε(x, t) und das statisch zula¨ssige
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Spannungsfeld σ(x, t) gesucht, welche das durch das Bipotential b definierte Materialgesetz
erfu¨llen.
Wir fu¨hren das Energiefunktional
B(u, σ) =
∫
Ω
b(ε(u), σ) dΩ−
∫
Ω
f¯ · u dΩ−
∫
Γ1
p¯ · u dΓ−
∫
Γ0
σnu¯ dΓ (11.5)
ein. Unter Anwendung der Sa¨tze 7.2.4 und 8.2.4 folgt:
Satz 11.1.1. Eine Paar (u, σ) ist genau dann Lo¨sung des Problems, wenn die Felder u
und σ gleichzeitig das Funktional B u¨ber alle statisch, bzw. kinematisch zula¨ssigen Felder
minimieren:
B(u, σ) = inf
σ¯
{B (u, σ¯)} = inf
u¯
{B (u¯, σ)} (11.6)
Fu¨r numerische Auswertungen ist es u¨blich, die Materialgleichungen durch Inkremente
auszudru¨cken. Man geht dabei von einer zeitlichen Diskretisierung aus und bezeichnet die
einem Zeitintervall ∆t entsprechenden Spannungs- und Dehnungsa¨nderungen (Inkremen-
te) mit ∆σ, bzw. ∆ε.
Im Fall eines elastoplastischen Materialgesetzes wu¨rde ein implizites Integrationsschema
das Dehnungsinkrement nach der Regel
∆ε = ∆εe +∆εp = C∆σ + ε˙p1∆t (11.7)
definieren.
Fu¨r ∆εe und ∆σ gibt es die u¨blichen Energiepotentiale in Inkrementschreibweise:
∆Ve =
1
2
∆εeC−1∆εe =
E
6(1− 2ν) (∆e
e
m)
2 +G∆ee ·∆ee (11.8)
∆We =
1
2
∆σC∆σ =
3(1− 2ν)
2E
(∆sm)
2 +
1
4G
∆s ·∆s (11.9)
die zu einem zerlegbaren Bipotential
∆be(∆ε
e,∆σ) = ∆Ve(∆ε
e) + ∆We(∆σ) (11.10)
zusammengefasst werden ko¨nnen.
Fu¨r das plastische Dehnungsinkrement wertet man die Formeln ε˙p ∈ ∂σbp (ε˙p, σ) und
σ ∈ ∂ε˙pbp (ε˙p, σ) aus.
Das Funktional
∆bp(∆ε
p,∆σ) = bp(∆ε
p, σ0 +∆σ)− σ0 ·∆εp (11.11)
eignet sich fu¨r die Darstellung des Materialgesetzes in den Inkrementen:
∆σ ∈ ∂∆εp∆bp, ∆εp ∈ ∂∆σ∆bp (11.12)
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Die zwei Bipotentiale ∆be und ∆bp kann man mittels Inf-Faltung zu einem Materialgesetz
in ∆ε und ∆σ zusammenfassen, dessen Bipotential wie folgt definiert wird:
∆b(∆ε,∆σ) = inf
∆εp
(∆be(∆ε−∆εp,∆σ) + ∆bp(∆εp,∆σ)) (11.13)
Diese Methode kann man auch im Fall der in Kapitel 10 dargestellten Materialmodelle
anwenden. Wir werden dies am Beispiel des Drucker-Prager-Modells umsetzen.
Fu¨r das Drucker-Prager-Modell hatten wir das Bipotential
b (ε˙p, σ) =
ce˙pm
tanφ
+ r(tan θ − tanφ)
(
sm − c
tanφ
)
εeq (e˙
p) + IKε (ε˙
p) + IKσ(σ) (11.14)
konstruiert. Durch Inf-Faltung mit dem bereits erwa¨hnten elastischen Bipotential erha¨lt
man das folgende elastoplastische Bipotential in den Inkrementen ∆ε und ∆σ:
∆b(∆ε,∆σ) = inf
∆εp
{
E
6(1− 2ν) (∆em −∆e
p
m)
2 +G (∆e−∆ep) · (∆e−∆ep) +
+
3(1− 2ν)
2E
(∆sm)
2 +
1
4G
∆s ·∆s + c
tanφ
∆epm +
+r(tan θ − tanφ)
(
sm0 +∆sm − c
tanφ
)
εeq (∆e
p) +
+IKε (∆ε
p) + IKσ (σ0 +∆σ)− σ0 ·∆εp
}
(11.15)
Dabei kann σ0 ·∆εp durch sm0∆epm + s0 ·∆ep ersetzt werden.
Die Indikatorfunktionen garantieren die Erfu¨llung der folgenden Ungleichungen:
σeq(s0 +∆s)− r (c− (sm0 +∆sm) tanφ) ≤ 0 (11.16)
∆epm ≥ r tan θ εeq (∆ep) (11.17)
Die letzte Ungleichung wird zur Gleichung falls die Spitze des Kegels Kσ nicht erreicht
wird. In diesem Fall vereinfacht sich der obenstehende Ausdruck des Bipotentials zu
∆b(∆ε,∆σ) = inf
∆εp
{
E
6(1− 2ν) (∆em − r tan θ εeq (∆e
p))2 +
+G (∆e−∆ep) · (∆e−∆ep) + 3(1− 2ν)
2E
(∆sm)
2 +
+
1
4G
∆s ·∆s + r (c+ (tan θ − tanφ)∆sm − tanφ sm0) εeq (∆ep) +
+IKσ (σ0 +∆σ)− s0 ·∆ep
}
(11.18)
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Die regularisierende Wirkung der Inf-Faltung fu¨hrt dazu, dass wir fu¨r das obenstehende
Potential die Stationarita¨tsbedingung aufstellen ko¨nnen:
E
6(1− 2ν) (∆em − r tan θ εeq (∆e
p)) (−r tan θ)2
3
∆ep
εeq (∆ep)
+
+r (c+ (tan θ − tanφ)∆sm − tanφ sm0) 2
3
∆ep
εeq (∆ep)
−
−2G (∆e−∆ep)− s0 = 0 (11.19)
Eine Umformung fu¨hrt zu[
E
6(1− 2ν) (−∆em + r tan θ εeq (∆e
p)) r tan θ +
+ r (c+ (tan θ − tanφ)∆sm − tanφ sm0) +
+ 3Gεeq (∆e
p)
]
∆ep
εeq (∆ep)
= 3G∆e+
3
2
s0 (11.20)
Mit Hilfe dieser Gleichung kann man das Bipotential ∆b(∆ε,∆σ) bestimmen.
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Zusammenfassung
In dieser Arbeit wurden die Eigenschaften der getrennt konvexen Funktionale untersucht
und eine Reihe von Anwendungen dargestellt.
Mehrere Sa¨tze zu den theoretischen Grundlagen der getrennt konvexen Funktionale wur-
den formuliert und bewiesen und die Beziehung zur Klasse der konvexen Funktionale
durchleuchtet. Es wurden Charakterisierungssa¨tze fu¨r das Bipotential hergeleitet. Die drei
Klassen von Bipotentialen – zerlegbare, konvexe und allgemeine Bipotentiale – wurden
analysiert.
Anschließend wurden die Beziehungen zu anderen Konvexita¨tsbegriffen, sowie konsistente
Definitionen der getrennt konvexen Hu¨llen untersucht. Hier wurde die biaffine Hu¨lle als
natu¨rliche Verallgemeinerung der affinen Hu¨lle aus der konvexen Analysis eingefu¨hrt.
Nach der Herleitung diverser Eindeutigkeit gewa¨hrleistender Hypothesen folgt eine Ana-
lyse ga¨ngiger Existenzsa¨tze. Hier wurde bewiesen, dass es zwischen den konvexen und
den getrennt konvexen Funktionalen grundlegende Unterschiede sowohl in der Anzahl, als
auch in der Art der lokalen Minima gibt.
Die Rolle der getrennt konvexen Funktionale in der Formulierung der Materialmodelle,
insbesondere des ISM–Modells, wurde in Kapitel 8 dargestellt. Einspieltheoreme fu¨r eine
gewisse Klasse von Materialien, die den Gleichungen des ISM–Modells genu¨gen, wurden
bewiesen.
Weitere Materialmodelle, die der ISM–Klasse angeho¨ren, wurden in Kapitel 10 pra¨sentiert.
Schließlich wurden Algorithmen hergeleitet, die fu¨r eine numerische Auswertung geeignet
sind.
Summary 85
Summary
In the present work, the properties of separately convex functionals were investigated and
some applications to mechanics were given.
Several propositions concerning the theoretical basis of separately convex functionals were
formulated and proved and the relation to the class of convex functionals was explored.
Characterization theorems for the bipotential were given. The three classes of bipotentials
– decomposable, convex, and general bipotentials – were examined.
Relations to other convexity notions, as well as consistent definitions of separately convex
hulls were studied in the sequel. The biaffine hull was introduced as a natural generaliza-
tion of the affine hull from convex analysis.
Sufficient conditions for the uniqueness and typical existence theorems were analyzed.
Fundamental differences between convex and separately convex functionals concerning
the number and the kind of local minima were displayed.
The role of separately convex functionals in the formulation of material models, especially
of the ISM model, was explored in chapter 8. Shakedown theorems for a certain class of
materials, satisfying the hypotheses of the ISM model, were proved.
Further material models, belonging to the class of ISM models, were presented in chapter
10. Finally, algorithms for the numerical treatment of the problem were deduced.
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