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Abstract. In this paper, we study the problem of image recovery from
given partial (corrupted) observations. Recovering an image using a low-
rank model has been an active research area in data analysis and machine
learning. But often, images are not only of low-rank but they also exhibit
sparsity in a transformed space. In this work, we propose a new problem
formulation in such a way that we seek to recover an image that is of
low-rank and has sparsity in a transformed domain. We further discuss
various non-convex non-smooth surrogates of the rank function, leading
to a relaxed problem. Then, we present an efficient iterative scheme to
solve the relaxed problem that essentially employs the (weighted) sin-
gular value thresholding at each iteration. Furthermore, we discuss the
convergence properties of the proposed iterative method. We perform ex-
tensive experiments, showing that the proposed algorithm outperforms
state-of-the-art methodologies in recovering images.
Keywords: Image recovery, sparsity, low-rank, total variation, singular
value thresholding
1 Introduction
Low-rank matrix recovery from partial (corrupted) observations has been inten-
sively studied due to its vast applications in computer vision and machine learn-
ing. For instance, in a recommender system, the data matrix exhibits low-rank
properties since a few factors play a role in the preferences of a customer, see e.g.,
[21]; human facial images can be approximated very well by a low-dimensional
linear subspace, therefore, a corrupted facial image can be recovered under the
hypothesis that all the images lie in a low-dimensional subspace. Moreover, con-
sider that a video is taken with a static background and has a small moving
part such as a car or a person. Then, one may ask if it is possible to extract the
background (as a low-rank term) and foreground (as a sparse term) information,
see, e.g., [17,24].
Algorithms that recover an underlying low-rank structure can be broadly
characterized in two categories. In one category, we assume an explicit low-
rank form of the solution X, meaning that X ∈ Rn×m can be decomposed as a
product of two smaller matrices X1 ∈ Rn×r,X2 ∈ Rm×r, i.e., X ≈ X1XT2 , see
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[2,8,15,20]. One drawback of these algorithms is that they need a prior estimate
of the rank of the solution which is hard to be estimated in advance. In the other
category, the problem is defined directly using the rank function of the solution
X. Nevertheless, optimization problems involving the rank function are known
to be NP-hard. Hence, they are not practical when it comes to even medium-
sized problems. Therefore, there has been extensive research in replacing the
rank function by some surrogate functions. One very popular surrogate is the
nuclear-norm of the matrix X, denoted by ‖ · ‖∗, which is defined as the sum of
its singular values, i.e., ‖X‖∗ =
∑
i σi(X), where σi(X) are the singular values
of the matrix X. It is shown in [18] that the nuclear-norm is the best convex
envelop to the rank function. Nuclear-norm based surrogate modeling of the rank
function has received a lot of attention due to various reasons. One important
reason among others is that there exists a closed-form solution to the following
optimization problem:
min
X
λ‖X‖∗ + 1
2
‖X−Y‖2F (1)
that is given by a soft-thresholding operation on the singular values of the matrix
Y, i.e.,
X∗ = UDλ(Σ)V>, (2)
where Y = UΣV> is the singular value decomposition (SVD) of the matrix Y
with Σ = diag (σ1, . . . , σn) , σi ≥ σi+1, and
Dλ(Σ) = diag ((σ1 − λ)+, . . . , (σn − λ)+) (3)
with t+ := max (t, 0), see [3]. It has been proven in [4,18] that under certain
conditions, a low-rank matrix can be recovered using partial or corrupted ob-
servations by solving (1). However, when these conditions are not fulfilled, the
problem (1) might not recover exactly the low-rank solution. To overcome this
shortcoming, there have been several attempts, i.e., tighter surrogates of the
rank function have been proposed, see, e.g., [9,10,11,12,16,22,25,26] and weighted
nuclear-norm concepts are proposed in [13,14,20].
Although image recovery has been intensively studied using the rank function
or its surrogate regularization and has been successful, the problem formulation
shares two main issues.
– First, it will fail to recover an image when a row/column is completely miss-
ing as shown for example in Fig. 1.
– Second, most of the images in practice do not only exhibit low-rank proper-
ties. They also exhibit a sparsity property in a transformed space or piece-
wise smoothness.
For piece-wise smoothness, we consider anisotropic total variation, defined as
follows:
‖X‖TV :=
∑
i,j
MX(i, j)) =: ‖MX‖l1,1 , (4)
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Fig. 1. An image whose row/columns are completely missing. Recovery of those
row/columns is not possibly recoverable using solely a rank-based optimization problem
where
MX(i, j) := |X(i, j)−X(i, j + 1)|+ |X(i+ 1, j)−X(i, j)| (5)
and X(i, j) denotes the (i, j)th entry of the matrix X. To illustrate the spar-
sity and low-rank phenomenon, we consider an image, known as Shepp-Logan
Phantom, related to the medical applications. In Fig. 2, we plot the image, the
decay of the singular values that indicates whether the image is of low-rank, and
the entries of the MX indicates the sparsity of a transformed space. The figure
shows that the image does not have a fully low-rank characteristic although the
singular values decay rapidly, and the image is rather sparse in the transformed
space that defines the total variation. Therefore, we can expect a better image
recovery if a recovery problem is regularized using a combination of the rank
and total variation functions.
In this paper, we study the recovery of images under partial or corrupted
observations. Towards this, we propose an optimization problem using a regu-
larizer that is a combination of a surrogate function of the rank function and
total variation. However, solving the proposed optimization problem is a big
challenge because of its non-convex non-smoothness nature. So, we also discuss
an efficient iterative scheme to solve the problem that is essentially based on
singular value thresholding and its variant.
The rest of the paper is structured as follows. In Section 2, we formulate an
optimization problem for image recovery. We further propose an iterative scheme
to solve the optimization problem efficiently and discuss its convergence. In Sec-
tion 3, we present experimental studies and show that the proposed method out-
performs state-of-the-art algorithms in both peak signal-to-noise ratio (PSNR)
and preserving local features. We conclude the paper in Section 4.
2 Low-Rank and Total Variation Regularized Problem
2.1 Problem Formulation
In this section, we discuss a problem formulation for image recovering from par-
tial or corrupted observations. Using an appropriate prior hypothesis about an
4 P. Goyal et al.
Fig. 2. Shepp-Logan Phantom: The true image is shown in the left, the decay of the
singular values is shown in the middle, and in the right, we plot the image MX, defined
in (5)
image, we can expect to have a better recovery. Towards this, we seek to reg-
ularize a recovery problem in such a way that allows us to reconstruct local
information of an image (captured by the total variation) as well as global infor-
mation (captured by the rank-based regularization). For this reason, we propose
the following regularized problem:
min
X
λ1 rank (X) + λ2‖X‖TV + ‖PΩ(X−M)‖F , (6)
where Ω is a set of observed indices, PΩ is an orthonormal projector such that
PΩ(X) = X(i, j) if (i, j) ∈ Ω and zero otherwise, ‖ · ‖TV is defined in (4) which
encodes spatially local information of the image X, and rank (X) gives us a global
information about the image. Having the first two terms in the optimization
problem (6) aims at taking into account both local and global information; the
parameters λ{1,2} define the weighting to these information.
In general, optimization problems involving the rank function are known to
be combinatorial NP hard. As a remedy, we seek to solve a relaxed problem
that is obtained by replacing the rank constraint by an appropriate surrogate
function. Notice that the rank function of a matrix X is the l0-norm of the
vector of the singular values of the matrix X, i.e., rank (X) = ‖σ‖l0 , where
σ =
[
σ1, . . . , σn
]
in which the σi’s are the singular values of the matrix X sorted
by magnitude, σi ≥ σi+1. Inspired from compressed sensing [5,7], the l1-norm
of the singular values, i.e.,
∑
i σi =: ‖X‖∗ can be a suitable surrogate of the
l0-norm. An appealing feature of l1-norm or the nuclear-norm minimization is
that the relaxed optimization problem becomes convex which can be solved very
efficiently. Despite a success of the l1-relaxation in recovering l0 solutions, it
is known that the l1-norm is a loose approximation to the l0-norm. Recently,
non-convex non-smooth surrogates to the l0-norm have received much attention.
Some of the popular surrogate functions of l0-norm are listed in Table 1 and in
Fig. 3, we provide a pictorial perspective of these surrogate functions.
Consequently, we seek to solve a relaxation of the problem (6) by replacing the
rank function by a surrogate function using the singular values of the solutions.
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Table 1. Surrogate approximation functions of ‖x‖l0 for x ≥ 0 and λ, γ > 0
L1-norm: λx
Lp-norm [9]: λx
p
Logarithm [10]: λ
log γ+1
log γx+ 1
Minimax concave penalty (MCP) [25]:
{
λx− x2
2γ
if x < λγ
1
2
γλ2 if x ≥ γλ
Capped l1 [26]:
{
λx x < γ
λγ x ≥ γ
Exponential type penalty (ETP) [11]:
λ
1− exp(−γ) (1− exp(−γx))
Geman [12]: λx
x+γ
Laplace [22]: λ
(
1− exp
(
− x
γ
))
Fig. 3. A pictorial perspective of the surrogate functions listed in table 1 for
λ = 1, γ = 0.5
Precisely, we aim at solving
argmin
X
E(X), (7)
where
E(X) :=
(
λ1
∑
i
g(σi) + λ2‖X‖TV + ‖PΩ(X)−PΩ(M)‖F
)
, (8)
and g(·) is a non-convex non-smooth surrogate function of the l0-norm. In the
subsequent subsection, we discuss an iterative scheme that aims at solving (8).
2.2 Optimization Scheme
We first assume that the function g(·) is concave and a monotonically increasing
function. Thus, we have
g(z) ≤ g(zk) + 〈sk, z − zk〉, (9)
where sk ∈ ∂g(zk) with ∂g(zk) denoting its super-gradient at zk, see, e.g., [19].
Using the property (9), we can arrive at a subproblem that generates the se-
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quence of Xk, leading us to the optimal solution if it converges. That is,
Xk+1 := argmin
X
(
n∑
i=1
λ1
(
g(σki ) + 〈ski , σi − σki 〉
)
+ λ2‖X‖TV
)
+ ‖PΩ(X−M)‖F ,
(10)
where ski is the super-gradient of the function g(·) at σki and the σki ’s are the
singular values of Xk — the solution of the subproblem at the previous step —
and σi denotes the singular values of X. Since g(σ
k
i ) and s
k
i σ
k
i are constants,
(10) boils down to
Xk+1 := argmin
X
(
n∑
i=1
wki σi + λ2‖X‖TV
)
+ ‖PΩ(X−M)‖F , (11)
where wki := λ1s
k
i . Note that the problem (11) is still non-convex and not easy
to solve. To ease the problem further to solve for Xk+1, we linearize the last two
terms of (11) and add a proximal term. This yields
F(X) :=λ2‖X‖TV + ‖PΩ(X−M)‖F
≈ λ2‖Xk‖TV + ‖PΩ(Xk −M)‖F +
〈
tk,X−Xk〉+ µ
2
‖X−Xk‖2F ,
(12)
where tk is the sub-gradient of the function F(X) at Xk, and µ > 0 is the
proximal parameter. As a result, for the update Xk+1, we solve the following
optimization problem:
Xk+1 = min
X
(
n∑
i=1
wiσ
k+1
i +
〈
tk,Xk+1 −Xk〉+ µ
2
‖X −Xk‖2
)
= min
X
(
n∑
i=1
wiσ
k+1
i +
µ
2
∥∥∥∥X − (Xk − 1µtk
)∥∥∥∥
2
)
. (13)
Note that wki ≤ wki+1, or ski ≤ ski+1 due to the concavity assumption on the
surrogate function g(·). Interestingly, there exists an analytic solution to the
optimization problem (13) although the problem is still non-convex. The solution
of the optimization problem can be given by the singular value thresholding. In
the following, we recall the result from [6].
Theorem 1. Consider λ > 0 and a matrix Y ∈ Rn×m. Moreover, let us assume
that 0 ≤ w1 ≤ · · · ≤ wn Then, a globally optimal solution to the following problem
min
n∑
i=1
wiσi +
1
2
‖X−Y‖2F (14)
is given by the weighted singular value thresholding
X∗ = USw(Σ)VT , (15)
LR and TV Regularization and Its Application to Image Recovery 7
Algorithm 1: An iterative procedure to solving image completion using a
low-rank and total variation regularization.
Input: Initial guess X0, µ, k = 0.
while Until convergence do
Compute the sub-gradient of the function g(·), i.e., wki = ∂g(σki ).
Compute tk as defined in (12).
Define Y ← Xk − 1
µ
tk.
Compute Xk+1 ← USw(Σ)VT , where Y = UΣVT denotes the SVD of Y,
and Sw(·) is the shrinkage operator defined in (15).
k ← k + 1.
end
where Y = UΣVT is the SVD of Y and
Sw(Σ) = diag
(
(σ1 − w1)+ , . . . , (σn − wn)+
)
(16)
with t+ := max(t, 0).
Finally, we summarize all necessary steps in Algorithm 1 that generates the
sequence Xk+1 and gives an optimal solution to the problem (8) if it conver-
gences.
2.3 Some Remarks
Remark 1. Note that the gradients of the functions f1(X) := λ2‖X‖TV and
f2(X) := ‖PΩ(X−M)‖F are Lipschitz continuous. Thus, we can write
‖∂f(X)− ∂f(Y)‖F ≤ β‖X−Y‖F , ∀X,Y ∈ Rm×n. (17)
where f(X) := f1(X) + f2(X), ∂ denotes the sub-gradient operator, and β is
the Lipschitz constant of ∂f(X). If the proximity parameter µ in (12) is greater
than β, then we have limk→∞ ‖Xk+1 −Xk‖F = 0. This result directly follows
from [16]. In fact, it can also be proven that the objective function defined in (8)
is a non-increasing function, i.e., E(Xk+1) ≤ E(Xk).
Remark 2. We note an interesting point: if we choose the function g(x) such
that ∂g(0) = ∞, e.g., g(x) = xp, 0 < p < 1, then the sequence generated by
Algorithm 1 will be of non-increasing rank as well. From the previous remark,
it also follows that the objective function is also a non-increasing function.
Remark 3. To solve the following problem:
min
X
λ1 rank (X) + λ2‖X‖TV subject to PΩ(X−M) = 0, (18)
we propose an iterative scheme as shown in Algorithm 2. Note that the optimal
solution at each step is considered as the initial guess at the next step. Conver-
gence analysis of Algorithm 2 is much more involved and is beyond the scope of
this paper.
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Algorithm 2: An iterative procedure to solve the problem (18)
initialization 0 < α < 1, tol, k = 0;
while αk < tol do
Solve argminX α
k (λ1g(σi) + λ2‖X‖TV) + ‖PΩ(X)−M)‖F using
Algorithm 1.
k ← k + 1
end
3 Numerical Experiments
In this section, we present numerical experiments to assess the effectiveness of
our proposed algorithm (denoted by IRNN TV) and compare it to other state-of-
the-art methods. The data set in our experiments contains synthetic data arising
from medical imaging and academic test cases. All experiments are performed
using MATLAB® 2019b. We compare our method against three other methods.
The first method is based only on the total variation minimization. This method
is proposed in [1] and available through the TFOCS package. The second is based
only on a low-rank minimization technique. It is presented in [16] and available
through the IRNN package. The last method is called LMaFit [23]. It aims at
fitting a low-rank matrix such that it approximates the known entries of the
matrix needed to be recovered.
These methods are compared based on their effectiveness in recovering images
obtained from a set of test images after modifying them by either removing some
entries (a fraction of its size) or removing some entries and adding noise to the
rest. These two problems correspond to image completion without and with noise
in observations.
3.1 Parameter Set-Up
Here, we explain the parameter set-up of the algorithms that we use in the
numerical experiments. Due to the limit of space, we present numerical exper-
iments by using only one surrogate function (lp with p = 0.5 Table 1) which
gave the best results for both IRNN and our method. In Algorithms 1 and 2, we
set λ1 = ‖PΩ(M)‖F , λ2 = 0.02‖PΩ(M)‖F , and α = 0.9. Concerning LMaFit,
we set the maximal number of iterations to 10, 000 and use the rank increas-
ing strategy with an estimated rank of 50. Maximal iteration count of 1,000 is
set for TFOCS. The stopping criterion is either reaching the maximal iteration
number or reaching a residual norm less than a predefined threshold (10−6 for
observations without noise and the Frobenius-norm of the noise for observations
with noise).
3.2 Image Completion
In this section, we consider the recovery of an image starting from partial data
which are observed exactly. We vary the fraction of observed data in the set
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Fig. 4. Comparison of image recovery by using different techniques when 20% data are
observed exactly. From the left to the right in each row: original image, observed data,
and recovered images by IRNN TV, IRNN, TFOCS, LMaFit, respectively
{0.2, 0.5} and compare our proposed method against the methods mentioned
previously which were introduced to tackle such a problem.
Figs. 4 and 5 present the recovered images by using different techniques.
Since these images, in general, do not have a low-rank structure — though
the singular values decay rather rapidly, recovering images based only on the
rank function or one of its associated relaxation techniques such as the nuclear-
norm minimization is not enough. This can be seen in the recovered images
by LMaFit and IRNN. TFOCS which is based on minimizing the total variation
norm performs relatively well. However, it fails sometimes to recover fine features
especially when the observed data is small. Fig. 6 illustrates how even with 20%
of the original data, our method can recover fine features, even better than
TFOCS. It demonstrates the effectiveness of our method in recovering images
using partial observations. It can also be seen in Fig. 7 that presents the PSNR
values for each method used in our numerical experiments.
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Fig. 5. Comparison of image recovery by using different techniques when 50% data are
observed exactly. From the left to the right in each row: original image, observed data,
and recovered images by IRNN TV, IRNN, TFOCS, LMaFit, respectively
3.3 Image Completion with Noisy Observations
In this section, we consider the recovery of an image starting from partially
observed contaminated data. The contamination is performed by adding random
noise to the original image such that the PSNR is 20 dB. We again observe 20%
and 50% data but this time, the contamination is done by adding random noise
such that the peak signal to noise ratio is 20 dB. We again compare our proposed
method against the aforementioned methods.
Figs. 8 and 9 present the noisy observations and recovered images by using
different techniques. Here again, our method and TFOCS show their effectiveness
in recovering images. The PSNR values for each image recovered in the image
set by using different techniques are presented in Fig. 10.
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Fig. 6. Comparison of image recovery by using our method IRNN-TV and TFOCS
when 20% data are observed exactly. From the left to the right: original image, observed
data, and recovered image by IRNN TV and TFOCS, respectively
Fig. 7. Comparison of the quality of the recovered images when 20% data (in the left)
and 50% data (in the right) are observed
3.4 Comments on the Implementation for Large-Scale Problems
The proposed methodology (Algorithm 1) requires the computation of the SVD
factorization of subsequent matrices. This is typically the most computationally
expensive step. However, our algorithm which is mainly based on the singular
values shrinkage-like operator, requires primarily the computation of rank k
truncated SVD decomposition for some k ≥ 0.
Tables 2 and 3 present the rank of the recovered images by using the different
methods considered in our numerical experiments. First, note that IRNN recov-
ers images with lower ranks than the ones recovered by the proposed method
(IRNN TV) but the quality of recovered images by IRNN is much poor if com-
pared to IRNN TV as reported in the previous two subsections. Therein, we
have noticed that IRNN TV and TFOCS recover images from partial observa-
tions much better than the other two considered methods with IRNN TV often
being slightly superior. However, it is also worthwhile to note that the numeri-
cal rank of the images recovered using IRNN TV is much lower as compared to
TFOCS, see again Tables 2 and 3. Hence, during the iteration of our proposed
Algorithm 1, we need to only keep the solution in a low-rank form, thus requiring
lesser storage and reducing computation cost. Moreover, the low-rank factor of
the solution at each iteration comes at no additional cost as we employ the sin-
gular values thresholding operator at each iteration. Additionally, as discussed
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Fig. 8. Comparison of image recovery by using different techniques when 20% data
are observed with some noise (PSNR = 20). From the left to the right in each row:
original image, observed image, the recovered image by IRNN TV, IRNN, TFOCS,
and LMaFit, respectively
in Remark 2: for some surrogate functions g(x) of the rank functions, the se-
quence generated Xk by our method will be of non-increasing rank; therefore, an
upper bound of k, relatively tight, is known a priori. This allows to perform the
SVD very efficiently. This can be done, for example, by exploiting iterative and
randomized SVD solvers to tackle large scale problems, thus further reducing
computation cost.
4 Conclusions
In this paper, we have studied the image recovery problem. For this, we have
proposed an optimization problem using a combination of low-rank and total
variation regularizers; hence, it is expected to capture both, spatially local and
global features, of the image better than if only one of the regularizers is con-
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Fig. 9. Comparison of image recovery by using different techniques when 50% data are
observed with some noise (PSNR = 20). From the left to the right in each row: original
image, observed image, and the recovered image by IRNN TV, IRNN, TFOCS, and
LMaFit, respectively
sidered. Furthermore, we have proposed an iterative scheme to solve such an
optimization problem that essentially requires to apply weighted singular value
thresholding at each iteration. And the convergence of the iterative scheme is
guaranteed. Finally, we have demonstrated that the proposed method outper-
forms when compared to state-of-the-art methods. In our future work, we seek to
study a similar problem with applications to 3-dimensional objects and denoising
video surveillance while incorporating tensor techniques.
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Fig. 10. Comparison of the quality of the recovered images when contaminated 20%
data (in the top) and 50% data (in the bottom) are observed
Table 2. Comparison of numerical rank
of recovered matrices (images) in Fig. 4
Image IRNN-TV IRNN TFOCS LMaFit
1 47 31 181 50
2 98 57 350 52
3 43 24 195 50
4 205 95 512 56
5 166 93 440 58
Table 3. Comparison of numerical rank
of recovered matrices (images) in Fig. 8
Image IRNN-TV IRNN TFOCS LMaFit
1 64 33 181 56
2 155 61 350 60
3 63 31 200 54
4 276 95 512 70
5 260 93 440 70
LR and TV Regularization and Its Application to Image Recovery 15
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