Abstract. Many ordinary di erential equation and di erential algebraic equation codes terminate the nonlinear iteration for the corrector equation when the di erence between successive iterates (the step) is su ciently small. This termination criterion avoids the expense of evaluating the nonlinear residual at the nal iterate. Similarly, Jacobian information is not usually computed at every time step, but only when certain tests indicate that the cost of a new Jacobian is justi ed by the improved performance in the nonlinear iteration. In this paper, we show how an out-of-date Jacobian coupled with moderate ill-conditioning can lead to premature termination of the corrector iteration and suggest ways in which this situation can be detected and remedied. As an example, we consider the method of lines solution of Richards' equation, which models ow through variably-saturated porous media. When the solution to this problem has a sharp moving front, and the Jacobian is even slightly ill-conditioned, the corrector iteration used in many integrators can terminate prematurely, leading to incorrect results. While this problem can be solved by tightening the tolerances for the solvers used in the temporal integration, it is more e cient to modify the termination criteria of the nonlinear solver and/or recompute the Jacobian more frequently. Of these two, recomputation of the Jacobian is the more important. We propose a criterion based on an estimate of the norm of the time derivative of the Jacobian for recomputation of the Jacobian and a second criterion based on a condition estimate for tightening of the termination criteria of the nonlinear solver.
Introduction. This paper is motivated by some numerical observations made in 15] and 23]. In those papers, we considered a method of lines (MOL) solution of
, which is a model of variably-saturated porous media ow. The method of lines uses an ordinary di erential equation (ODE) or di erential algebraic equation (DAE) solver for temporal integration of a time-dependent partial di erential equation that has been discretized in space. Our work to date has focused on backward di erentiation formula (BDF) methods that use a predictor-corrector approach. The termination criterion and convergence rate estimator for the corrector iteration in many codes have been designed, at least in part, with the method of lines in mind, and they work well for most problems. For the initial boundary value problem considered in this paper, however, even moderate ill-conditioning coupled with rapid temporal variation of the Jacobian can lead to premature termination of the corrector iteration. In turn, incorrect results may be produced for the entire integration unless one is willing to specify a tight tolerance for the local truncation error. In this paper we give two estimates (2.7) and (2.8) that quantify these e ects. We suggest two remedies, recomputation of Jacobians and tightening of the termination criterion for the nonlinear corrector iteration, and criteria for their application. Of the two, more frequent recomputation of the approximation to the Jacobian of the corrector equation J, which we apply based on either an estimate of kdJ=dtk=kJk or consideration of the Newton step, has the most signi cant e ect. Tightening of the termination criterion for the nonlinear solver, the criterion which is an estimate of the condition number, has a less signi cant, but still noticeable, e ect.
While our numerical results, motivation, and suggested modi cations in the frequency of Jacobian evaluation and termination of the corrector iteration are related to a particular problem, the analysis in x 2 is problem independent and the modi cations may be more broadly applicable as well.
The application of concern in this work is Richards' equation (RE), which is used to describe variably-saturated water ow in a rigid porous media. RE results from a mass conservation law for a two-uid system (water and gas) in which the assumption of constant gas-phase pressure has been applied. This assumption is justi ed for many systems because a very small gas-phase pressure gradient is needed to support the ow of a gas phase compared to the pressure gradient needed to support an equal volumetric ow of an aqueous phase. Constitutive relations are required to close the conservation law; we detail this formulation below.
The pressure head form of RE in one space dimension is 6]
where is pressure head; c( ) = @ =@ is the speci c moisture capacity; ( ) is the volumetric fraction of the water phase; S s is the speci c storage, which accounts for the slight compressibility of water; S a ( ) = ( )=n is the aqueous-phase saturation; n is the porosity of the porous media; and K( ) is the variably-saturated hydraulic conductivity. In this formulation, the z axis is the vertical direction oriented positively upward. In order to close (1.1), relations among , ( ), and K( ) must be speci ed. The relations used in this work are the van Genuchten 24] and Mualem 16] relationships. First, we de ne the e ective saturation, S e , using the van Genuchten relation:
S e ( ) = ? r s ? r = (1 + j j n ) ?m (1.2) where r is the residual volumetric water content, s is the saturated volumetric water content, is an experimentally-determined coe cient that is related to the mean pore size, n is an experimentally-determined coe cient related to the variation in pore sizes, and m = 1 ? 1=n .
The variably-saturated hydraulic conductivity is de ned using Mualem's model:
where K s is the water-saturated hydraulic conductivity. The parameters in the conductivity and saturation in uence the speed and slope of moving fronts in the solution and thereby make the problem more or less di cult.
In 15] and 23], we used the DAE code DASPK, 5], 2], 18], with the direct solver option, for temporal integration of RE in one space dimension. In these papers, we showed experimentally that if certain modi cations were made to the nonlinear iteration for the corrector phase of the integration, then the MOL was both more e cient and more robust than several alternative methods commonly used in the hydrology community. The purpose of this paper is to analyze those modi cations in more detail and provide guidance on how they can be adapted automatically to the problem.
Our Having formed a predictor x 0 (usually not u n ) to the solution u n+1 of (2.1) and an approximate Jacobian A F 0 (x), we attempt to compute x = u n+1 with the Typically, A is the Jacobian of F for some previous iterate but not necessarily at the current time step, and when A is recomputed, the Jacobian for the current values of x and t is used. In this case, if the Jacobians vary rapidly in t then one should recompute Jacobians whenever t is changed. If this action is not taken, q-linear convergence may not take place at all or may be very slow. DASPK and related codes decide whether to reevaluate the Jacobian by examining the norms of the chord steps. If these norms decrease slowly or not at all, then n is reduced and/or the Jacobian is recomputed. We refer the reader to 2] for more detail. However, 23], an early step in the chord method with an inaccurate and/or ill-conditioned Jacobian can be much smaller than the actual error. In this case, both the test for successful termination of the nonlinear iteration and the error test for local truncation can be incorrectly passed. A partial remedy 23] is to recompute the Jacobian at each time step.
2.2. Convergence Rates. In this section, we review the convergence rate estimates for the chord method for solution of a nonlinear equation F(x) = 0. The dependence on the relative error in the Jacobian, the normalized Lipschitz constant for the Jacobian, and the error in the initial iterate are clearly exposed. for all k 0. In (2.3) e = x?x , and is called the q-factor. It is known, 22] , that a priori knowledge of the q-factor leads to an e ective termination criterion that does not require a costly evaluation of F at the terminating iterate. However, estimates of the q-factor that depend on the norms of the chord steps can lead to premature termination in the problems we consider here.
We will brie y review the analysis that leads to (2.3) with a view toward quantifying how the conditioning of A and F 0 , the Lipschitz constant of F 0 , and the quality of the predictor in uence the size of the q-factor. As a byproduct of this analysis, we will see how reliable the step is as an indicator of the size of the error. Our expression of this idea in (2.8) di ers from the standard results in 8], 11], and 17] because of its emphasis on the relative error and condition number of the approximate Jacobian rather than on absolute error estimates, which are all that are needed for a conventional convergence proof.
The notation is standard. We set E = A ? F 0 (x ). We will let x c denote a current approximation to x , x + = x c ? A ?1 F(x c ), the subsequent chord iteration, and s = ?A ?1 F(x c ) the chord step. We begin with the simple observation that s = x + ? x c = e + ? e c , and so ks + e c k ke c k = ke + k ke c k :
Hence the relative accuracy of approximating ke c k by ksk is roughly equal to the q-factor. We can conclude, as in 21] , that termination on small steps is an e ective approach only if the convergence is fast. 2.5. Problems with the Termination Criteria. From (2.8) we see that if both (A)kEk=kAk and kek are not su ciently small, then it is possible that ksk can be small enough to terminate the nonlinear iteration while kek is still unacceptably large. Moreover, the tests for local truncation error may not detect this failure, since both the estimate for and kx 0 ? x k k could be small enough to satisfy the tests for a good predictor and small local truncation error. This situation seems to apply to the problems discussed in 15] and 23].
In 23], we found that best performance could be obtained by reevaluating (and therefore refactoring) Jacobians at each time step as a response to the rapid variation in the Jacobian and reducing the discount as a response to ill-conditioning in the Jacobian In x 3, we consider two RE problems with di erent material properties. The strategy used in 23] of reducing the discount and reevaluating the Jacobian at each time step is unnecessary for some problems but very appropriate for others. In view of this observation, we advocate a scheme that monitors approximations to the temporal derivative and the condition number of the Jacobian and makes reevaluation decisions and adjusts the discount based on this information.
Adaptive Scheme and Numerical Results. In this section, we present
numerical results for two di erent test problems. Each of these problems models a di erent porous media type and represents varying degrees of numerical di culty.
The physical parameters used in the constitutive laws given in x 1 for K, c, and S and the boundary and initial conditions used for these two problems are presented in Table 3 .1. Problem A is the easier of the two with a less sharp and more slowly moving front.
We will denote the Jacobian of the corrector equation by J and the approximate Jacobian by A. In DASPK, A is also the Jacobian for the corrector equation, but perhaps from a previous time step.
We used the standard nite di erence discretization in space that was employed in 23] and the direct solver mode of DASPK for temporal integration. The relative, rtol, and absolute, atol, local truncation error tolerances in DASPK were set to the same value, which we will denote as tol, for these experiments. The spatial domain was the interval 0 z 10 with z = 10 being the surface. The time interval and boundary/initial conditions for each test problem are given in Table 3 .1. In the Table, 0 is the initial condition for the pressure head, and 1 = (z = 0; t) and 2 = (z = 10; t) are the left and right Dirichlet boundary conditions. From (2.7) and (2.8) we see that (A) and kEk can have an e ect both on convergence rates and on the accuracy of ksk as an approximation to kek. When (A) and kEk become even moderately large, it may be necessary to make changes to the nonlinear solver to maintain the accuracy of the solution. We propose a scheme whereby the discount factor, , is decreased when (A) is su ciently large. We also give two criteria for updating the Jacobian, one based on an estimate of kdJ=dtk, indicating a likelihood that kEk is not su ciently small, and the other based on how, after a new Jacobian has been evaluated and factored, the computed Newton step is a ected by that change. The amount of reduction in and the speci c tests and thresholds for changing and recomputing the Jacobian will be speci ed later. Before implementing a scheme to automatically handle the changes in the nonlinear solver, numerical experiments on the two test problems were done to examine the e ect of reducing by a constant factor and recalculating Jacobians at every time step. The solution for Problem B is shown in Figure 3 In the upper right plot, Jacobians are updated with every time step, and the standard discount = 0:33 is used; in the lower left plot = 0:033, the value used in 23], and the default Jacobian update method is used; in the lower right plot, both modi cations are used. One can see that both modi cations together lead to results that are nearer the tight tolerance solution but not necessarily nearer the solution with the ner spatial mesh.
Since not all problems are as di cult as problem B, it is desirable to have an adaptive scheme that detects when it is necessary to make the changes outlined above. A direct approach measures the change in the Jacobian matrix itself. To do this we used the estimate kdJ=dtk kJk sup ij j(A (new) ) ij ? (A (old) ) ij j sup ij j(A (new) ) ij j(t new ? t old ) = dA (3.1) in order to detect the possibility of large kEk (in the relative sense) and the need to reevaluate the Jacobian. In (3.1), A (new) is the current Jacobian computed at We will call this approach matrix-based updating. Later in this section we will report on some experiments with some small DAE test problems from 13]. Those results indicate that the matrix-based approach can become too conservative when large changes in the Jacobian do not result in correspondingly large changes in the Newton step.
In order to determine when a rapid change in the Jacobian would a ect the corrector iteration in a signi cant way, we measure the e ect of that change on the computed Newton step. To do this we keep a factored form of A (old) in memory, and when a new Jacobian, A (new) , is factored, the rst Newton step is computed using A (old) and A (new) . If we denote the steps by s (old) and s (new) respectively, then we de ne, dA = ks (old) ? s (new) k WRMS (3.3) where k k WRMS is the weighted (in terms of the relative and absolute error tolerances input to the code) root mean square norm in DASSL. In view of the weighting, we can assume that if dA > 1:0 then we must update the Jacobian on the next step. A more conservative approach, which we found to be more e ective in our testing, is to update the Jacobian on the next step if dA > 0:1:
We call this method step-based updating and, in view of our RE results and results on a suite of test problems 13], recommend it over matrix-based updating for general use. However, matrix-based updating was somewhat better for the RE problems. It should be noted that either of these updating methods are intended to be added to the existing Jacobian update strategy in DASPK and are not replacements.
For the problems in one space dimension that we consider in this work, (A) was found using the LAPACK condition The condition number threshold is not particularly large but is large enough to a ect the convergence rate and relative error estimates in (2.5) and (2.8).
When we combine the adjustment in the discount with either the matrix-based or step-based updating scheme for the Jacobian we get two di erent adaptive methods, which we refer to as AdaptM when matrix-based Jacobian updating is used and AdaptS when step-based updating is used. In Table 3 .2 we report on a comparison of the two adaptive methods, the default DASPK scheme, and the best combination of recomputing Jacobians at every step and/or reducing the discount. This best, or tuned, estimate was based upon extensive numerical experimentation, but does necessarily represent optimal values.
The Jacobian in DASPK will change in a benign way if the order or step size is changed by the integrator. This change will be small and should not, by itself, activate either step-based or matrix-based updating. We did test this by deactivating our Jacobian updating methods after a step size or order change. Our experiments indicate that step size and order changes had little e ect on our decisions to update the Jacobian. Table 3 .2, the tolerance was chosen so that the method was accurate and e cient, meaning that the numerical solution had reached spatial truncation error The results from Table 3 .2 indicate that the default strategy for the corrector equations requires that the tolerances be set more tightly (with a signi cant cost in function/Jacobian evaluations) than either hand-tuning or using the adaptive strategies proposed here. For the harder of the two problems, we found that it was better to reduce the discount factor . For both of the problems, it is better to recalculate Jacobians more often than the default strategy does.
Although the adaptive schemes described in this paper were designed solely to improve the results for RE, we also implemented the schemes on a set of ODEand DAE test problems, 13]. To be consistent with the test set results we used the code DASSL, rather than the direct solver mode of DASPK, to solve the problems. The test set contains ODE's and index one and higher DAE's. We compared DASSL with the default discount and Jacobian updating rule with AdaptM and AdaptS for the ODE and index one DAE test problems. As expected, for most of the test problems there was very little di erence between the default method and either of the adaptive methods. However we saw signi cant di erences in two of the problems. For test problem #4, a system of equations for a ring modulator 10], AdaptM updated Jacobians far too frequently and was much less e cient than the default. AdaptS was much less aggressive in updating the Jacobian and, while less e cient, was within 10% of the default method.
For test problem # 6, a model of a transistor ampli er from 9] and 19], all three methods (default, AdaptS, AdaptM) showed inconsistency in the relation of work and accuracy to the input tolerances in that a reduction in rtol and atol did not imply either a more accurate or more costly integration. For this reason, we considered a variety of tolerances and looked at averages. With AdaptS we saw a approximately a 30 % average decrease in work for the step-based adaptive scheme as opposed to the default scheme, both methods giving similar accuracy. With AdaptM we saw a 10% in accuracy and a 50 % decrease in work.
The results on the DAE test problems lead us to prefer for AdaptS, which was far superior to AdaptM on problem #4 in the test suite and close to it in performance the two RE test problems and on problem #6 in the test suite.
