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著者 10人各 20編の作品zを用いて各分類法の評価を行う．用いる小説リストを表 1に示す．

































































では n = 2，すなわち bigramで表されるものを扱い，品詞情報に焦点を当てて集計
し，今回扱う変数とする．
【例】
n = 2，bigramの出現頻度を総数で割った相対頻度を以下の文を例にして表 2に示す．
例文：彼は急いでコンビニに向かった。



















の違いによる判別精度を見るために，金・村上 [9]にならって標本サイズを S としたとき，







評価指標は正解率と F 値で表すとする．（三品・松田 [10]参照）
5.2.1 2値判別の評価指標










データ Ai ai ci
Bi bi di





精度 1：Pi = ai
ai + bi
(2)
精度 2(正解率)：Pi = ai + di





2 × Pi× Ri
Pi +Ri
(4)
F 値は複数の値が出るので，式 (4)で求めた著者 n人分の値を平均して出した値を 2値判
別における F 値と呼び，総合的な指標とする．
5.2.2 多値判別の評価指標
多値判別の場合，多値判別の同定結果の分割表から各著者 i(i = 1; 2;    ; n)とその他の
著者の 2値判別に分割し直してから，5.2.1節と同様の手順でそれぞれの著者の再現率と正
解率を求める．求めたそれぞれの著者の再現率と正解率を以下のように平均して出した値



































































































































































































































































































































































































































図 2: 小説読点前の文字の分布の F 値のグラフ
6.3 ブログデータ
ブログデータについても同様の変数 (n-gram分布 113項目，読点前の文字の分布 36項
目)を用いて 2値判別，多値判別を行い，n-gram分布の多値判別の深層学習の結果のみを
図 3に示す．





































各標本サイズおける学習回数の違いによる F 値の変化を図 4に示す．標本サイズが 19，
11の場合には大きな差は見られなかったが，標本サイズ 3の場合学習回数が 100回になる









パッケージのデフォルトのユニットと中間層の数は 200 × 2であり，この表記で中間層の
数 2，各ユニットの数 200を表すこととする．
ユニットの数を 200とし各中間層の数の違いによる F 値の変化を図 5に示す．学習回数
と同様に標本サイズ 3の場合には F 値の変化がみられた．深層学習の学習アルゴリズムで
中間層の数が 1であるニューラルネットワークを再現してみたが，やはり精度は低くなっ





図 5: 中間層の数の違いによる F 値の変化 (小説 n-gram分布)
次にユニットの数の違いによる F 値の変化を図 6に示す．ユニットの数を減らしていくに
つれて精度は下がっておりユニットの数を 25にすると急激に下がった結果となった．読点
前の文字の分布についても同様に検証をしたが，精度に大きな変化は見られなかった．各変
図 6: ユニットの数の違いによる F 値の変化 (小説 n-gram分布)
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ではデフォルト値であるユニット数 200に固定をし，層の数の違いによる F 値の変化も見
ながらドロップアウトを適応させていき精度比較を行う．また，標本サイズが 3の場合に
チューニングによる差が出やすかったので標本サイズ 3の場合のみを対象とした F 値の変
化を図 7に示す．これまで中間層の数を増やすことにより精度を上げることができたが，ド
ロップアウトによりそれを大きく上回る精度が出せた．n-gram分布で最も高い判別精度は
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