Abstract-India is a multilingual country with 22 official languages and more than 1600 languages in existence. Kannada is one of the official languages and widely used in the state of Karnataka whose population is over 65 million. Kannada is one of the south Indian languages and it stands in the 33rd position among the list of widely spoken languages across the world. However, the survey reveals that much more effort is required to develop a complete Optical Character Recognition (OCR) system. In this direction the present research work throws light on the development of suitable methodology to achieve the goal of developing an OCR. It is noted that the overall accuracy of the OCR system largely depends on the accuracy of the segmentation phase. So it is desirable to have a robust and efficient segmentation method. In this paper, a method has been proposed for proper segmentation of the text to improve the performance of OCR at the later stages. In the proposed method, the segmentation has been done using horizontal projection profile and windowing. The result obtained is passed to the recognition module. The Histogram of Oriented Gradient (HoG) is used for the recognition in combination with the support vector machine (SVM). The result is taken as the feedback and fed to the segmentation module to improve the accuracy. The experimentation is delivered promising results.
INTRODUCTION
Optical character recognition (OCR) refers to a process of transforming the images of either handwritten or printed document to a machine readable and editable format. In general, all OCR systems have the following stages: image preprocessing, segmentation, extraction of features and finally recognition of characters. The results of each of these stages are greatly affected by the performance of the previous stages. To make the results of the subsequent stages more accurate, segmentation plays an important role. The extraction of region of interest from the given image is termed as segmentation. In the segmentation of document images, first we extract the lines then the words and finally the characters. Segmentation of characters from a document is still a open challenge in the are of developing efficient OCR systems.
Because of the large dataset and structural complexity, the development of OCR for some of the Indian languages like kannada and telugu is considered to be a tedious task [1] . To add to these complexities in some cases the characters may overlap with each other. In spite of several attempt, the development a high accuracy OCR system for all the Indian languages is still a open challenge. The rest of the paper is organized as follows: In section II a brief discussion about the previous work is reported, the proposed method details can be found in section III. Section IV discusses the experiments and results followed by the conclusion in section V.
II. LITERATURE
In the recent past, due to the existence of digital library of India, the amount of document images for various Indian languages has grown tremendously. The library has taken care to collect documents from different sources and also retaining the original structure, size, font etc. Developing a robust OCR to handle all these issues is still a open challenge. In [1] the authors have highlighted the complexities involved in the segmentation of handwritten documents for some of the south Indian languages like tamil, telugu and malyalam. The existence of the curved characters poses special challenges in the segmentation process. Different strategies like Graph based, Hough transform based, and projection based techniques are proposed for the segmentation of the documents [2] . Arivazhagan et al. [3] proposed the projection-based algorithm in which first obtains candidate lines from the piece-wise projection profile of the document .The lines traverse around any obstructing handwritten connected component by associating it to the line above or below. The author claims that the proposed method is invariant to the skew present in the documents. A level set based new approach for the text line segmentation was proposed by Li et al [4] .
In [5] a grouping approach for segmentation was suggested in which a block of connected components are grouped together to identify the characters in a text document. But this approach cannot be used on degraded documents as claimed by the authors. A combination of iterative hypothesis validation through hough transformation and connected components was proposed in [6] . This method is found to be effective in skewed 472 | P a g e www.ijacsa.thesai.org documents. A peak fringe number (PFN) based approach for segmentation is proposed in [7] . Here the author compute the fringe map for the text document and from that they calculate the PFN. This is used to perform the line segmentation. A method based on separation of header line, base line and contour is presented in [8] for the handwritten Hindi text documents. The authors have claimed that this method is invariant to non-uniform skew in the document. In [9&10] segmentation of English characters where proposed based on the skeletonization methods. A combination of horizontal and vertical projection profiles method is presented in [11] for the Gurumukhi handwritten characters.
It is observed from the literature survey that a lot of work is done for languages like Chinese and English where as a very few work is reported for some of the south Indian languages like kannada, tamil and telugu. This served as motivation for us to develop an efficient segmentation and recognition method for the handwritten kannada documents. A sample of kannada vowels and consonants are shown in figure 1 and 2 respectively. 
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III. PROPOSED METHOD
In this paper, we propose a relevance feedback based approach for the segmentation of handwritten kannada documents. Traditionally in all the optical character recognition system, the output of the segmentation process is fed as input for the recognition phase. If, the sample is wrongly segmented then the recognition system fails to recognize such samples. However, this information is not communicated back to the segmentation phase. In our proposed method we have attempted to fix this gap between the segmentation and recognition phases.
A. Segmentation module
Firstly, we extract the lines from the input document using horizontal projection profile method proposed in [12] . Here we compute the number of ON pixels along the row in the image. A very minimum number of ON pixels represent the rows with no contents. This will help us to identify starting and end of the lines and hence we can extract the lines from the documents. Once we extract the lines in the next step we try to extract the characters from each line. We have employed an adaptive window based technique to extract the characters. At the beginning, the width of the window is initialized to a predefined quantity. From empirical data we have identified this predefined width of characters. Using this window, we extract the character and this is passed to the recognition module for the feedback. If the recognition module can correctly classify the sample then, we consider the character is correctly segmented. If the recognition module is not able to identify the character, then this information is communicated back to the character segmentation phase and the window width will be increase by 'x' quantity and again the character segmentation will be done. This process will be continued till either the character is correctly classified or till the width of the window reaches the double the initial size. These steps are summarized in the following algorithm:
Input: Handwritten kannada document image of size mXn Output: Set of segmented characters
Step 1: If the image is in RGB format then convert it to monochrome image using otsu's thresholding method
Step 2: Calculate the number of On pixels in every row. Any valvue close to zero represent the discontinuity. This will help to identify the start and end of height of a line. Using this information perform line segmentation.
Step 3: For every line do
Step 3.1: Initialize the window width to a predefined value
Step 3.2: Extract a character using this window
Step 3.3: Pass the segmented image to the recognize module
Step 3.4: If the root mean square error between the training and segmented sample is less than a predefined threshold then accept the segmented image else return negative acknowledgment to the segmentation module
Step 3.5: If negative acknowledgement is received then increase the window width by 'x' quantity. If window width is less than 2 times the original window width then proceed to step 3.2 else proceed to step 3.1.
B. The Recognition Module
The relevance feedback is provided by this character recognition module. The performance of the segmentation is dependent on the performance of this recognition module. The accuracy of the recognition system depends on the features that we extract from the image. To achieve high accuracy, we preferred to use histogram of oriented gradients, which is believed to be free from illumination changes and shading [13] .
Navneed dallal et. al proposed histogram of oriented gradient descriptors which are widely used in various applications of image processing and computer vision. The basic concept behind the HoG is that the shape of the object within an image can be easily captured by the distribution of edge directions. To implement this, we divide the images into smaller connected regions called as cells. We calculate the gradient directions for each pixel in each cell. To enhance the performance and to make it invariant to illumination changes, we contrast normalize the local histograms by calculate the measure of intensity across a larger part of image known as blocks. The procedure to extract the HoG descriptor is 473 | P a g e www.ijacsa.thesai.org 
And orientation of gradient, theta Step2: Orientation binning: In this step, we calculate the cell histogram. Each pixel that belongs to the cell, cast its weighted vote for the orientation based histogram. We have used unsigned gradiends and a total of 9 bins for the histogram channels. The weight of the vote depends on the gradient magnitude.
Step 3: Obtaining the HoG descriptor:
In order to nullify the effect of illumination and shading the cell histograms obtained in step 2 need to be normalized. The normalization is done based on the overlapping blocks. The normalized cell histogram values are represented in the form of a vector and this is called as HoG descriptor.
IV. EXPERIMENTS AND RESULTS
The method was tested on the standard dataset, Kannada Handwritten Text Document (KHTD) Dataset which was proposed in [14] . The authors have considered four different category of kannada text. They are related to sports, medical documents, movies and general news. The data is collected from 51 individuals who belongs to different age groups and have different educational qualifications. The data was captured in unruled A4 size papers and the authors were free to choose the type of pens. On an average there were 21 lines per every document. The collected documents are then scanned using a flat bed scanner at a resolution of 300 dpi. We have considered 200 such documents for the experimentation. An average segmentation accuracy of 94% is achieved by the The performance of the histogram of oriented gradient descriptor was also evaluated on a test dataset consisting of 18800 samples. The recognition accuracy of vowels and consonants are shown in table 2 and 3 respectively. Table 4 indicates the comparison of the proposed method with the existing methods. 
V. CONCLUSION
A new relevance feedback based approach for character segmentation and recognition in the handwritten kannada documents is proposed in this paper. The method was tested against a standard dataset called KHTD. We have achieved a segmentation accuracy of 94% and a recognition accuracy of 95.02% .The results are compared with the existing methods and found to be promising. However, the method does not address the segmentation of the touching characters in the document.
