Abstract. An element-index is a crucial mechanism for supporting content-only (CO) queries over XML collections. A full element-index that indexes each element along with the content of its descendants involves a high redundancy and reduces query processing efficiency. A direct index, on the other hand, only indexes the content that is directly under each element and disregards the descendants. This results in a smaller index, but possibly in return to some reduction in system effectiveness. In this paper, we propose using static index pruning techniques for obtaining more compact index files that can still result in comparable retrieval performance to that of a full index. We also compare the retrieval performance of these pruning based approaches to some other strategies that make use of a direct element-index. Our experiments conducted along with the lines of INEX evaluation framework reveal that pruned index files yield comparable to or even better retrieval performance than the full index and direct index, for several tasks in the ad hoc track.
Introduction
Classical information retrieval (IR) is the quest for identifying the documents in a collection that are most relevant to a user's information need, usually expressed as a keyword query. Although there have been efforts for passage retrieval, most of the previous works in the IR field presume a document as the typical unit of retrieval. In contrary, XML documents, which started to emerge since late 90s, have a logical structure and may allow finer-grain retrieval, i.e., at the level of elements. Given that XML is used for the representation of lengthy documents, such as e-books, manuals, legal transcripts, etc., the "focused" retrieval is expected to provide further gains for the end users in locating the specific relevant information [16] .
In the last decade, especially under the INitiative for the Evaluation of XML retrieval (INEX) [13] campaigns, several indexing, ranking and presentation strategies for XML collections have been proposed and evaluated. Given the freshness of this area, there exists a number of issues that are still under debate. One such fundamental problem is indexing the XML documents. As mentioned above, the focused retrieval aims to identify the most relevant parts of an XML document to a query, rather than retrieving the entire document. This requires constructing an index at a lower granularity, say, at the level of elements, which is not a trivial issue given the nested structure of XML documents.
In this paper, we essentially focus on the strategies for constructing space-efficient element-index files to support content-only (CO) queries. In the literature, the most straight-forward element-indexing method considers each XML element as a separate document, which is formed of the text directly contained in it and the textual content of all of its descendants. We call this structure a full element-index. Clearly, this approach yields significant redundancy in terms of the index size, as elements in the XML documents are highly nested. To remedy this, a number of approaches, as reviewed in detail in the next section, are proposed in the literature. One such method is restricting the set of elements indexed, based on the size or type of the elements [18] . Such an approach may still involve redundancy for the elements that are selected to be indexed. Furthermore, determining what elements to index would be collection and scenario dependent. There are also other indexing strategies that can fully eliminate the redundancy. For instance, a direct element-index is constructed by only considering the text that is directly contained under an element (i.e., disregarding the content of the element's descendents). In the literature, propagation based mechanisms, in which the score of each element is propagated upwards in the XML structure, are coupled with the direct index for effective retrieval (e.g., [11] ). In this case, the redundancy in the index is somewhat minimized, but query processing efficiency would be degraded.
For an IR system, it is crucial to optimize the underlying inverted index size for the efficiency purposes. A lossless method for reducing the index size is using compression methods (see [22] for an exhaustive survey). On the other hand, many lossy static index pruning methods are also proposed in the last decade. All of these methods aim to reduce the storage space for the index and, subsequently, query execution time, while keeping the quality of the search results unaffected. While it is straight-forward to apply index compression methods to (most of) the indexing methods proposed for XML, it is still unexplored how those pruning techniques serve for XML collections, and how they compare to the XML-specific indexing methods proposed in the literature.
In this paper, we propose to employ static index pruning techniques for XML indexing. We envision that these techniques may serve as a compromise between a full element-index and a direct element-index. In particular, we first model each element as the concatenation of the textual content in its descendants, as typical in a full index. Then, the redundancy in the index is eliminated by pruning this initial index. In this way, an element is allowed to contain some terms, say, the most important ones, belonging to its descendants; and this decision is given based on the full content of the element in an adaptive manner.
For the purposes of index pruning, we apply two major methods from the IR literature, namely, term-centric [5] and document-centric pruning [4] to prune the full element-index. We evaluate the performance for various retrieval tasks as described in the latest INEX campaigns. More specifically, we show that retrieval using pruned index files is comparable or even superior to that of the full index up to very high levels of pruning. Furthermore, we compare these pruning-based approaches to a retrieval strategy coupled with a direct index (as in [11] ) and show that pruning-based approaches are also superior to that strategy. As another advantage, the pruning-based approaches are more flexible and can reduce an index to a required size.
In the next section, we first review a number of indexing strategies for XML collections as well as the associated retrieval techniques to support content-only queries. Next, we summarize some of the static index pruning strategies that are proposed for large-scale IR systems and search engines. In Section 3, we describe the pruning techniques that are adapted for reducing the size of a full element-index. Section 4 is devoted to the experimental evaluations. Finally, we conclude and point to future work directions in Section 5.
Related Work

Indexing Techniques for XML Retrieval
In the literature, several techniques are proposed for indexing the XML collections and for query processing on top of these indexes. In a recent study, Lalmas [16] provides an exhaustive survey of indexing techniques-essentially from the perspective of IR discipline-that we briefly summarize in the rest of this section.
The most straight-forward approach for XML indexing is creating a "full" elementindex, in which each element is considered along with the content of its descendants. In this case, how to compute inverse document frequency (IDF), a major component used in many similarity metrics, is an open question. Basically, IDF can be computed across all elements, which also happens to be the approach taken in our work. As a more crucial problem [16] , a full element-index is highly redundant because the terms are repeated for each nested element and the number of elements is typically far larger than the number of documents.
To cope with the latter problem, an indexing strategy can only consider the direct textual content of each element, so that redundancy due to nesting of the elements would be totally removed. In [9, 10] , only leaf nodes are indexed, and the scores of the leaf elements are propagated upwards to contribute to the scores of the interior (ancestor) elements. In a follow-up work [11] , the direct content of each element (either leaf or interior) is indexed, and again a similar propagation mechanism is employed. Another alternative is propagating the representations of elements, e.g., term statistics, instead of the scores. However, the propagation stage, which has to be executed during the query processing time, can degrade the overall system efficiency.
In the database field, where XML is essentially considered from a data-centric rather than a document-centric point of view, a number of labeling schemes are proposed especially to support structural queries (see [20] for a survey). In XRANK system [12] , postings are again created only for the textual content directly under an element; however document identifiers are encoded using the Dewey ids so that the scores for the ancestor elements can also be computed without a propagation mechanism. This indexing strategy allows computing the same scores as a full index while the size of the index can be in the order of a direct index. However, this scheme may suffer from other problems, such as the excessive Dewey id length for very deeply located elements. We provide a further discussion of this strategy in Section 4.
An in-between approach to remedy the redundancy in a full element-index is indexing only certain elements of the documents in the collection. Element selection can be based upon several heuristics (see [16] for details). For instance, shorter elements (i.e., with only few terms) can be discarded. Another possibility is selecting elements based on their popularity of being assessed as relevant in INEX framework. The semantics of the elements can also be considered while deciding which elements to index by a system designer. Yet another indexing technique that is also related is distributed indexing, which proposes to create separate indexes for each element type, possibly selected with one of the heuristics discussed above. This latter technique may be especially useful for computing the term statistics in a specific manner to each element type.
In this paper, our main concern is reducing the index size to essentially support content-only queries. Thus, we attempt to make an estimation of how the index sizes for the above approaches can be ordered. Of course, I full , i.e., full element-index, would have the largest size. Selective (and/or distributed) index, denoted as I sel , would possibly be smaller; but it can still involve some degree of redundancy for those elements that are selected for indexing. Thus, a direct index (I direct ) that indexes only the text under each element would be smaller than the former. Finally, the lower bound for the index size can be obtained by discarding all the structuring in an XML document and creating an index only on the document basis (i.e., I doc ). Thus, a rough ordering can be like size(I full )≥ size(I sel ) ≥ size(I direct ) ≥ size(I doc ). In this paper, we employ some pruning methods that can yield indexes of sizes comparable to size(I direct ) or size(I sel ). We envision that such methods can prune an index up to a given level in a robust and adaptive way, without requiring a priori knowledge on the collection (e.g., semantics or popularity of elements). Furthermore, the redundancy that remains in the index can even help improving the retrieval performance. These index pruning methods are reviewed in the next section.
Static Pruning Strategies for Inverted Indexes
In the last decade, a number of different approaches are proposed for the static index pruning. The underlying goal of static index pruning is to reduce the file size and query processing time, while keeping the search result quality and subsequently, the effectiveness of the system unaffected, or only slightly affected. In this paper, as in [4] , we use the expressions term-centric and document-centric to indicate whether the pruning process iterates over the terms (or, equivalently, the posting lists) or the documents at the first place, respectively.
In one of the earliest works in this field, Carmel et al. proposed term-centric approaches with uniform and adaptive versions [5] . Roughly, adaptive top-k algorithm sorts the posting list of each term according to some scoring function (Smart's TF-IDF in [5] ) and removes those postings that have scores under a threshold determined for that particular term. The algorithm is reported to provide substantial pruning of the index and exhibit excellent performance at keeping the top-ranked results intact in comparison to the original index. In our study, this algorithm (which is referred to as TCP strategy hereafter) is employed for pruning full element-index files, and it is further discussed in Section 3.
As an alternative to term-centric pruning, Büttcher et al. proposed a documentcentric pruning (referred to as DCP hereafter) approach with uniform and adaptive versions [4] . In the DCP approach, only the most important terms are left in a document, and the rest are discarded. The importance of a term for a document is determined by its contribution to the document's Kullback-Leibler divergence (KLD) from the entire collection. In a more recent study [1] , a comparison of TCP and DCP for pruning the entire index is provided in a uniform framework. It is reported that for disjunctive query processing TCP essentially outperforms DCP for various parameter selections. In this paper, we also use the DCP strategy to prune the full element-index, and further discuss DCP in Section 3.
There are several other proposals for static index pruning in the literature. A locality based approach is proposed in [6] for the purposes of supporting conjunctive and phrase queries. In a number of other works, search engine query logs are exploited to guide the static index pruning [2, 8, 17, 19] .
Pruning the Element-Index for XML Retrieval
The size of the full element-index for an XML collection may be prohibitively large due to the nested structure of the documents. A large index file does not only consume storage space but also degrades the performance of the actual query processing (as longer posting lists should be traversed). The large index size would also undermine the other optimization mechanisms, such as the list caching (as longer list should be stored in the main memory).
Previous techniques in the literature attempt to reduce the size of a full elementindex by either totally discarding the overlapping content, or only indexing a subset of the elements in a collection. In contrast, we envision that some of the terms that appear in an element's descendants may be crucial for the retrieval performance and should be repeated at the upper levels; whereas some other terms can be safely discarded. Thus, instead of a crude mechanism, for each element, the decision for indexing the terms from the element's descendants should be given adaptively, considering the element's textual content and search system's ranking function. To this end, we employ two major static index pruning techniques, namely term-centric pruning (TCP) [5] and document-centric pruning (DCP) [4] for indexing the XML collections. Below, we outline these strategies as used in our study.
• TCP(I, k, ε): As it is mentioned in the previous section, TCP, the adaptive version of the top-k algorithm proposed in [5] , is reported to be very successful in static pruning. In this strategy, for each term t in the index I, first the postings in t's posting list are sorted by a scoring function (e.g, TF-IDF). Next, the k th highest score, z t , is determined and all postings that have scores less than z t * ε are removed, where ε is a user defined parameter to govern the pruning level. Following the practice in [3] , we disregard any theoretical guarantees and determine ε values according to the desired pruning level.
A recent study shows that the performance of the TCP strategy can be further boosted by carefully selecting and tuning the scoring function used in the pruning stage [3] . Following the recommendations of that work, we employ BM25 as the scoring function for TCP.
• DCP(D, λ): In this paper, we apply the DCP strategy for the entire index, which is slightly different from pruning only the most frequent terms as originally proposed by [4] . For each document d in the collection D, its terms are sorted by the scoring function. Next, the top |d|*λ terms are kept in the document and the rest are discarded, where λ specifies the pruning level. Then, the inverted index is created over these pruned documents.
KLD has been employed as the scoring function in [4] . However, in a more recent work [1] , it is reported that BM25 performs better when it is used during both pruning and retrieval. Thus, we also use BM25 with DCP algorithm.
In this paper, we compare the retrieval performance of four different XML indexing approaches:
• I full : Full element-index (as described before) • I direct : An index created by using only the text directly under each element • I TCP, ε : Index files created from I full by using TCP algorithm at a pruning level ε
• I DCP, λ : Index files created from I full by using DCP algorithm at a pruning level λ.
Experiments
Experimental Setup
Collection and queries. In this paper, we use English Wikipedia XML collection [7] employed in INEX campaigns between 2006 and 2008. The dataset includes 659,388 articles obtained from Wikipedia. After conversion to XML, the collection includes 52 million elements. The textual content is 1.6 GB whereas the entire collection (i.e., with element tags) takes 4.5 GB.
Our main focus in this paper is content-only (CO) queries whereas content-andstructure queries (CAS) are left as a future work. In the majority of the experiments reported below, we use 70 query topics with relevance assessments provided for the Wikipedia collection in INEX 2008 (see [15; p. 8] for the exact list of the queries). The actual query set is obtained from the title field of these topics after eliminating the negated terms and stopwords. No stemming is applied.
Indexing. As we essentially focus on CO queries, the index files are built upon only using the textual content of the documents in the collection; i.e., tag names and/or paths are not indexed. In the best performing system in all three tasks of INEX 2008 ad hoc retrieval track, only a subset of elements in the collection are used for scoring [14] . Following the same practice, we only index the following elements: <p>, <sec-tion>, <normallist>, <article>, <body>, <td>, <numberlist>, <tr>, <table>, <defini-tionlist>, <th>, <blockquote>, <div>, <li>, <u>. Each of these elements in an XML document is treated as a separate document and assigned a unique global identifier. Thus, the number of elements to be indexed is found to be 7.4 million out of 52 million elements in Wikipedia collection.
During indexing, we use the open-source Zettair search engine [21] to parse the documents in the collection and obtain a list of terms per element. Then, an elementlevel index is constructed by using each of the strategies described in this paper. The posting lists in the resulting index files include <element-id, frequency> pairs for each term in the collection, as this is adequate to support the CO queries. Of course, the index can be extended to include, say, term positions, if the system is asked to support phrase or proximity queries, as well. Posting lists are typically stored in a binary file format where each posting takes 8 bytes (i.e., a 4 byte integer is used per each field).
The resulting element-index takes 4 GB disk space. In the below discussions, all index sizes are considered in terms of their raw (uncompressed) sizes.
Retrieval tasks and evaluation. In this study, we concentrate on three ad-hoc retrieval tasks, namely, Focused, Relevant-in-Context (RiC) and Best-in-Context (BiC), as described in recent INEX campaigns (e.g., see [13, 15] ). In short, the Focused task is designed to retrieve the most focused results for a query without returning overlapping elements. The underlying motivation for this task is retrieving the relevant information at the correct granularity. Relevant-in-Context task requires returning a ranked list of documents and a set of relevant (non-overlapping) elements listed for each article. Finally, Best-in-Context task is designed to find the best-entry-point (BEP) for starting to read the relevant articles. Thus, the retrieval system should return a ranked list of documents along with a BEP for each document.
We evaluate the performance of different XML indexing strategies for all these three tasks along with the lines of INEX 2008 framework. That is, we use INEXeval software provided in [13] which computes a number of measures for each task, which is essentially based on the amount of retrieved text that overlaps with the relevant text in assessments. In all experiments, we return up to 1500 highest scoring results.
Performance Comparison of Indexing Strategies: Focused Task
For the focused retrieval task, we return the highest scoring 1500 elements after eliminating the overlaps. The overlap elimination is simply achieved by choosing the highest scoring element on a path in the XML document.
In Figure 1a , we plot the performance of TCP and DCP based indexing strategies with respect to the full element-index, I full . The evaluation measure is interpolated precision at 1% recall level, iP[0.01], which happens to be the official measure of INEX 2008. For this experiment, we use BM25 function as described in [4] to rank the elements using each of the index files. For the pruned index files, the element length, i.e., number of terms in an element, reduces after pruning. In earlier studies [1, 3] , it is reported that using the updated element lengths results better in terms of effectiveness. We observed the same situation also for XML retrieval case, and thus, use the updated element lengths for each pruning level of TCP and DCP.
To start with, we emphasize that the system performance with I full is reasonable in comparison to INEX 2008 results. That is, focused retrieval based on I full yields an iP figure of 0.643 at 1% recall level. The best official result in INEX 2008 for this task is 0.689 and our result is within the top-10 results of this task (see Table 6 in [15] ). This is also the case for RiC and BiC results that will be discussed in the upcoming sections, proving that we have a reasonable baseline for drawing conclusions in our experimental framework. Figure 1a reveals that DCP based indexing is as effective as I full up to 50% pruning and indeed, at some pruning levels, it can even outperform I full . In other words, it is possible to halve the index and still obtain the same or even better effectiveness than the full index. TCP is also comparable to I full up to 40%. For this setup, DCP seems to be better than TCP, an interesting finding given that just the reverse is observed for typical document retrieval in previous works [1, 2] . However, the situation changes for higher levels of recall (as shown in Table 1) , and, say, for iP [.10 ], TCP performs better than DCP up to 70% pruning. In Table 1 , we report the interpolated precision at different recall levels and mean average interpolated precision (MAiP) computed for 101 recall levels (from 0.00 to 1.00). For these experiments, due to lack of space, we only show three pruning levels (30%, 50% and 70%) for both TCP and DCP. The results reveal that, up to 70% pruning, both indexing approaches lead higher MAiP figures than I full (also see Figure 1b) . The same trend also applies for iP at higher recall levels, namely, 5% and 10%.
In Table 1 , we further compare the pruning based approaches to other retrieval strategies using I direct . Recall that, as discussed in Section 3, I direct is constructed by considering only the textual content immediately under each element, disregarding the element's descendants. For this collection, the size of the index turns out to be almost 35% of the I full , i.e., corresponding to 65% pruning level. In our first experiment, we evaluate focused retrieval using I direct and BM25 as in the above. In this case, I direct also performs well and yields 0.611 for iP[.01] measure, almost the same effectiveness for slightly smaller indexes created by TCP and DCP (see the case for 70% pruning for TCP and DCP in Table 1 ). However, in terms of iP at higher levels and MAiP, I direct is clearly inferior to the pruning based approaches, as shown in Table 1 .
As another experiment, we decided to implement the propagation mechanism used in the GPX system that participated in INEX between 2004 and 2006 [9, 10, 11] . In these campaigns, GPX is shown to yield very competitive results and ranked among the top systems for various retrieval tasks. Furthermore, GPX is designed to work with an index as I direct , i.e., without indexing the content of descendants for the elements. In this system, first, the score of every element is computed as in the typical case. However, before obtaining the final query output, the scores of all elements in an XML document are propagated upwards so that they can also contribute to their ancestors' scores.
In this paper, we implemented this propagation mechanism (denoted as PROP) of GPX and used Equation 2 given in [11] . In accordance with the INEX official run setup described in that work, we set the parameters N1=0.11 and N2=0.31 in our implementation. Their work also reports that another scoring function (denoted as SCORE here) performs quite well (see Equation 1 in [11] ) when coupled with the propagation. Thus, we obtained results for the propagation mechanism using both scoring functions, namely, BM25 and SCORE. In Table 1 , corresponding experiments are denoted as I direct +PROP BM25 and I direct +PROP SCORE , respectively. The results reveal that, SCORE function performs better at early recall levels, but for both cases the effectiveness figures are considerably lower than the corresponding results (i.e., 70% pruning level) based on TCP and DCP. We attribute the lower performance of PROP mechanism to the following observation. For the Wikipedia dataset, 78% of the data assessed as relevant resides in the leaf nodes. This means that, returning leafs in the result set would improve effectiveness, and vice versa. In contrast, PROP propagates element scores to the upper levels in the document, which may increase the number of interior nodes in the final result and thus reduce the effectiveness. Note that, we also attempted to verify the reliability of our implementation of propagation mechanism by using INEX 2006 topics and evaluation software, and to see how our results compare to the GPX results reported in [11] . We observed that the results slightly differ at early ranks but then match for higher rank percentages.
We can summarize our findings as follows: In terms of the official INEX measure, which considers the performance at the first results most, the index files constructed by the static pruning techniques lead to comparable to or even superior results than I full up to 70% pruning level. A direct element-index also takes almost 35% of the full index. Its performance is as good as the pruned index files for iP [.01 ], but it falls rapidly at higher recall levels. Score propagating retrieval systems, similar to GPX, perform even worse with the I direct and do not seem to be a strong competitor.
Finally, there is another indexing approach proposed in the XRANK system [12] that can serve as a natural competitor of the strategies discussed here. In the XRANK's approach, as reviewed in Section 2, element ids are represented with Dewey encoding. This representation can yield an index of size I direct , while the exact element scores that could be obtained from a full element-index can also be computed (with some overhead during query processing). Furthermore, it can support structure based constraints for CAS queries. However, this indexing technique may also cause some problems. For instance, since element ids are Dewey encoded, it may be hard to represent some elements in deeply nested XML documents. Another issue may be updating the Dewey codes when an XML document is updated (see [20] for a general discussion). Also, to our best knowledge, the performance of typical inverted index 
Performance Comparison of Indexing Strategies: Relevant-in-Context Task
For the Relevant-in-Context task, after scoring the elements, we again eliminate the overlaps and determine the top-1500 results as in the Focused task. Then, those elements from the same document are grouped together. The result is a ranked list of documents along with a set of elements. While ranking the documents, we use the score of the highest scoring retrieved element per document as the score of this particular document. We also experimented with another technique in the literature; i.e. using the average score of elements in a document for ranking the documents, which performs worse than the former approach and is not investigated further.
In Table 2 , we present the results in terms of the generalized precision (gP) metric at early ranks and mean average generalized precision (MAgP), i.e., the official measure of INEX 2008 for both RiC and BiC tasks. The results show that approaches using I direct are inferior to those using the pruned index files based on either TCP or DCP at 70% pruning level; however with a relatively smaller margin with respect to the previous task. In comparison of TCP and DCP based approaches to I full , we observe that the former cases still yield comparable or better performance, however up to 50% pruning, again a more conservative result than that reported for the previous task.
Performance Comparison of Indexing Strategies: Best-in-Context Task
For the Best-in-Context task, we obtain the relevant documents exactly in the same way as in RiC. However, while ranking the documents, if the article node of the document is within these retrieved elements, we use its score as the document score. Otherwise, we use the score of the highest scoring retrieved element as the score of [15] . Note that, this suggests starting to read each ranked document from the beginning. For our work, we also experimented with providing the offset of the highest scoring element per document as BEP [15] , which yielded inferior results to the former approach. Thus, we only report the results where BEP is set to 1.
In Table 3 , we compare indexing strategies in terms of the same evaluation metrics used in RiC task. As in RiC case, the performance obtained by using pruned index files with TCP and DCP is comparable to that of using the full element-index up to 50% pruning. At the 70% pruning level, both pruning approaches have losses in effectiveness with respect to I full , but they are still considerably better than using I direct with the (approximately) same index size. For instance, while MAgP for DCP is 0.143, the retrieval strategies using I direct (with BM25), I direct +PROP SCORE and I direct +PROP BM25 yield the MAgP figures of 0.087, 0.086 and 0.074, respectively. Again, basic retrieval using I direct outperforms propagation based approaches, especially at the earlier ranks for generalized precision metric.
Conclusion
Previous experiences with XML collections suggest that element indexing is important for high performance in ad hoc retrieval tasks. In this study, we propose to use static index pruning techniques for reducing the size of a full element-index, which would otherwise be very large due to the nested structure of XML documents. We also compare the performance of term and document based pruning strategies to those approaches that use a direct element index that avoids indexing nested content more than once. Our experiments are conducted along the lines of previous INEX campaigns. The results reveal that pruned index files are comparable or even superior to the full element-index up to very high pruning levels for various ad hoc tasks (e.g., up to 70% pruning for Focused task and 50% pruning for RiC and BiC tasks) in terms of the retrieval effectiveness. Moreover, the performance of pruned index files is also better than that of the approaches using the direct index file at the same index size.
Future work directions involve extending our framework with some other static index pruning techniques and investigating the performance for the other query types (e.g., conjunctive and phrase queries, CAS queries, etc.).
