Abstract-As a benefit of their inherent rateless nature, fountain codes constitute a favorable choice for protecting packet-based transmissions in the physical layer for wireless channels having varying quality. However, previous research has revealed that the performance of fountain codes substantially degrades as their block length is reduced. Three structural phenomena of the Tanner graph were identified by Mackay in the hard decoding of fountain codes on binary erasure channels (BECs), which may be referred to as having "no degree-one check nodes (CNs)," "no emerging degree-one CNs," and "uncovered variable nodes (VNs)." In this paper, we explicitly analyzed how these structural phenomena influence their soft decoding algorithm. Furthermore, these phenomena are shown to be responsible for the high error floors when fountain codes are transmitted over noisy fading channels, particularly for the transmissions of short blocks. To eliminate the influence of these structural phenomena, we conceived a technique of generating a few specifically encoded bits with the aid of the associated Tanner graph. Simulation results have demonstrated that our improved Raptor (IRaptor) codes significantly reduce the packet loss ratio (PLR) of conventional fountain codes, despite imposing reduced low complexity. Finally, we conceive a novel adaptive hybrid automatic repeat request (HARQ) scheme based on a lookup table (LUT)-aided technique, which may adapt its coding rate for each transmission. Our simulation results demonstrated that the proposed IRaptor HARQ achieves a similar performance to the Long-Term Evolution (LTE) turbo-coded HARQ scheme or even outperforms the LTE arrangement for block length in excess of 1000 bits.
I. INTRODUCTION

I
N recent years, fountain codes [1] - [3] have attracted substantial attention since they are capable of approaching the capacity of binary erasure channels (BECs). Hence, most publications focus on protecting the transmission of packets over BECs. Additionally, their rateless property facilitates code-rate adaptation based on the near-instantaneous channel quality. The rateless property is capable of achieving the highest possible throughput, while approaching a potentially zero outage probability. Therefore, Erez et al., [4] studied the construction of rateless codes based on traditional fixed-rate codes originally conceived for Gaussian channels. To obtain the rateless property, Chen et al., [5] proposed a Raptor-like method, which may extend a low-density parity-check (LDPC) precode from an initial coding rate to any arbitrary rates. Due to the inherent rateless feature of fountain codes, in [6] - [12] , the performance of fountain codes employed as a channel code in the physical layer for transmission over noisy fading channels was studied. More specifically, Palanki and Yedidia [6] revealed that Luby transform (LT) codes suffer from error floors, whereas Raptor codes [7] may achieve a lower bit error ratio (BER) than that of LT codes. However, Kasai and Sakaniwa [12] indicated that Raptor codes also exhibit high error floors and designed their outer code as a multiplicative repetition code, while adopting a nonbinary LDPC inner code for improving the performance. Etesami and Shokrollahi [8] derived the necessary conditions of arriving at an optimal degree distribution for transmission over binary memoryless symmetric channels. Furthermore, Cheng et al., [11] demonstrated that Raptor codes may fail to achieve capacity, when the channel's SNR lies outside a specific SNR interval.
However, the performance of fountain codes over noisy channels is not as appealing as anticipated by the given studies under idealized simplifying assumptions, not even at high block lengths. For example, LT codes and Raptor codes have high error floors, as shown in [6] and [12] , whereas in [7] , the discrepancy between the average rate of Raptor codes and the channel capacity was quantified. Moreover, the performance degrades dramatically, when fountain codes are invoked for protecting short blocks. As our new contribution, we reveal that the modest performance of fountain codes is not only due to having undesirable channel conditions but owing to having a suboptimum Tanner graph structure as well. Tanner graphs [13] efficiently visualize the encoding and decoding process of fountain codes. We analyze how a set of three structural phenomena of the Tanner graph as identified by Mackay in the hard decoding of fountain codes [1] degrades their soft decision. These phenomena are: having "no degree-one check nodes (CNs)," "no emerging degree-one CNs," and the presence of "uncovered variable nodes (VNs)," which again degrade the achievable performance of their soft decoding.
We show that the occurrence of these phenomena is mitigated although not entirely eliminated-by the family of systematic fountain codes [14] and by the degree distributions relying on high-degree fractions [1] , [3] . Following this, when aiming for transmitting short blocks, we conceive improved Raptor (IRaptor) codes by employing our new technique of transmitting several specifically encoded bits, which are carefully generated for eliminating these three structural phenomena of the Tanner graph. A simple degree distribution may be adopted with the aid of these specifically encoded bits. As a result, the SNR required at a given packet loss ratio (PLR) reduced by more than 1.5 dB, despite the fact that the decoding complexity is halved compared with that of conventional systematic fountain codes.
Furthermore, we combine IRaptor codes with hybrid automatic repeat request (HARQ) in order to construct an adaptive HARQ scheme. In our proposed IRaptor-coded HARQ scheme, the transmitter is informed about the channel quality by the channel quality indicator (CQI) messages fed back from the receiver. As a benefit, it becomes capable of chasing the appropriate coding rate, regardless of the specific channel conditions. It is also capable of passing/delaying its transmissions, if the channel is deemed to be in deep fade.
In [12] , the "high-error-floor problem" of conventional fountains codes, which was achieved by using a repetition code as their inner code and adopting a nonbinary LDPC outer code, has been carefully addressed. Both the multiplicative repetition code and the nonbinary LDPC code rely on operations over GF(2 m )(m > 1), instead of the simpler exclusive-OR (XOR)-based addition of bits as in conventional Raptor codes. Compared with our IRaptor codes, it transpires that this implies having a significantly higher encoding and decoding complexity. Moreover, the multiplicative repetition inner code introduced in [12] actually operates as an LT-like code in conjunction with a specific degree distribution, which cannot guarantee circumventing any of the aforementioned three structural phenomena of the corresponding Tanner graph. Based on the analysis of Section II-B, we infer that these structural phenomena may inject decoding errors into the outer LDPC code, which may exceed its correction capability. Therefore, we may reasonably hypothesize that our IRaptor codes compare well with the multiplicatively repeated nonbinary LDPC codes proposed in [12] . These issues may be explored in our future work.
Chen et al., [5] attempted to propagate the rateless property to the class of LDPC codes. To reduce the coding rate, they used LT-like encoding methods for generating more VNs based on a LDPC precoder having an initial coding rate. More specifically, a conventional LDPC precoder first generates an appropriate number of VNs for the sake of arriving at an initial coding rate based on an optimized protograph. This protograph is then optimally extended each time, when a new VN and a new CN are added into it, until a final coding rate is reached. When comparing it to our IRaptor codes, this Raptor-like LDPC code has a more complex encoding process since finding the optimal protograph will be repeated many times while arriving from the initial coding rate to the required coding rate. Furthermore, the final extended protograph represents the LDPC code's paritycheck matrix, which has to be transformed to the generator matrix for encoding, hence, further increasing the encoding complexity as well. We may present a quantitative performance comparison between the family of Raptor-like LDPC codes and our IRaptor codes in our future research.
The organization of this paper is as follows. In Section II, we briefly introduce soft fountain codes and analyze the corresponding Tanner graph. A novel method is proposed in Section III for improving the performance for the transmissions of finite-length blocks. Our simulation results are presented in Section III-B for characterizing our IRaptor codes in contrast to both conventional fountain codes and to the Long-Term Evolution (LTE) system's turbo codes [15] . Additionally, the IRaptor codes will be combined with HARQ in Section IV, where the turbo-coded HARQ of the LTE standard is chosen as the most powerful existing benchmarker. Finally, Section V offers our conclusions.
II. FOUNTAIN CODES
Fountain codes are known for its capability of producing an endless supply of encoded symbols for a block of source symbols, each having a length of 1 bit in this paper. They may be visually characterized by a Tanner graph, as shown in Fig. 1 , where circles denote the so-called VNs and squares denote CNs.
More explicitly, the fountain encoder outputs a sequence of encoded bits b 1 , b 2 , . . . , b N for a block of source bits a 1 , a 2 , . . . , a K . Each encoded bit b j is generated by modulo-2 adding several randomly chosen source bits a d i , where d i ∈ Ω j and Ω j is the set formed by all the connections by which the source bits a d i are connected with the encoded bit b j , as shown in Fig. 1 . Mathematically, each encoded bit is generated by
The number of source bits v in the set Ω j is referred to as the "degree" of that encoded bit, which is a random variable following a specific degree distribution. Furthermore, the positions (represented by d i ) of these source bits involved in generating each encoded bit are evenly distributed in the block region
A. Soft Decoding
LT codes [2] constitute a family of practical fountain codes, which rely on the belief propagation algorithm for simplifying the hard decoding of encoded packets received over BECs. When they act as channel codes in the physical layer, their soft decoding relying on the sum product algorithm [16] based on belief propagation is also feasible for transmissions over noisy fading channels [17] - [19] . Note that only N t successfully received packets are involved in the hard decoding of LT codes received over BECs, whereas the other (N − N t ) encoded packets have been erased owing to their corruption or due to network congestion.
However, all N encoded bits will assist the soft decoding of LT codes over noisy fading channels. Explicitly, the receiver is capable of reconstructing the same Tanner graph as the transmitter with the aid of a pseudorandom generator or by using some side information passed along with the transmitted bits. Then, soft information will be iteratively exchanged along the edges between the CNs and VNs of this Tanner graph, as shown in Fig. 1 , where L [16] , [20] :
whereb j represents the channel's output LLR corresponding to the encoded bit b j and the set Ψ i is formed of all CNs connected to the single VN a i in a way similar to the set of connections Ω j defined before. Furthermore, is referred to as the boxplus operation, where the box-plus of two LLR values may be specifically expressed as [21] 
with f (·) being a correction term, which may be stored in a lookup 
Then, the iterations continue until a successful recovery detected by a CRC or convergence is achieved when no extrinsic information can be obtained.
B. Tanner Graph Analysis
MacKay explained in [1] that the degree-one CNs play a critical role in the hard decoding of LT codes. He demonstrated that a desired degree distribution should produce many lowdegree CNs to facilitate the commencement of the decoding process and to keep it going while additionally generating a small fraction of high-degree CNs to protect all source packets. However, the actual degree distribution may deviate from the originally designed distribution, unless the block length is sufficiently long. For short block lengths, this deviation also leads to a deficient Tanner graph exhibiting an unfavorable structure, as identified by Mackay [1] , namely, having "no degree-one CNs," "no emerging degree-one CNs" and "uncovered VNs." At first glance, the LT soft decoding described in Section II-A remains unaffected by the Tanner graph's structure. However, here, we will analyze these structural phenomena of the Tanner graph, which significantly degrade the attainable soft decoding performance of fountain codes for transmission over noisy fading channels, albeit they have neither been mentioned in [6] - [11] nor been explicitly exploited by MacKay.
1) No Degree-One CNs:
By examining (4), we can infer that its result can only be a valid nonzero value, when both L1 and L2 are nonzero. Therefore, initially only the channel LLRsb j connected to a degree-one CN may be passed to the edges of the Tanner graph by observing (2) , since all initial LLRs L (0) a i →b j have a value of zero. Then, the iterative LT soft decoding process has to be triggered by at least one degree-one CN.
2) No Emerging "Degree-One" CNs: The success of seamlessly continued iterations depends on encountering at least one new "degree-one" CN emerging at each iteration. This "degreeone" CN is not a real degree-one CN connected to a single VN as stated in [1] . Instead, there are some CNs in the Tanner graph that have a degree higher than one in the presence of zero a priori LLRs, i.e., no a priori information. However, when all a priori LLRs along all other edges that are involved for calculating the extrinsic LLR of one of the edges of this CN become nonzero, these corresponding input edges of this CN may be deemed to be removed. Hypothetically speaking, we may be left with a single edge awaiting the calculation of its extrinsic LLR at this particular CN. Hence, we might refer to these in quotation mark, as "hypothetical degree-one" CNs in the soft decoding.
For example, assume that the encoded bit b 1 has an original degree of two, connecting the source bit a 1 and a 2 . On evaluating L
will act as the a priori LLR, provided that it becomes a nonzero value after evaluating (3) in the first iteration. Since all Nonetheless, there exists a specific Tanner graph structure, where no new "hypothetical degree-one" CNs appear at some stage; hence, the remainder of the CNs are left without a "hypothetical degree-one" node, and as a result, the corresponding channel LLRs become "helpless." Fig. 2 shows an example of this structure, where the decoding performance fails to improve after the first iteration. No new nonzero LLRs may be obtained during the second iteration or in fact not even during the ensuing later iterations. In this example, The channel LLRsb 1 andb 2 are never entered into the graph; hence, they become unexploited, i.e., useless.
3) Uncovered VNs: As aforementioned, a small fraction of high-degree CNs is likely to avoid the absence of some source bits among the encoded bits, albeit this increases the fountain codes' decoding complexity. Hence, Raptor codes [3] invoke LDPC codes as their outer code for decoding the uncovered source bits, so that the inner LT code may adopt a component degree distribution imposing reduced complexity.
Despite the lower complexity of the inner LT codes, Raptor codes' recent studies [3] , [8] , [9] ignore the LDPC decoding complexity, although in this light their complexity contribution is substantial. Moreover, the degree distribution of the inner LT codes in [3] also contains several terms having a high degree, e.g., the degree terms of 64 and 65. Therefore, the overall complexity of Raptor codes may become unattractive.
III. IMPROVED FOUNTAIN CODES
Systematic fountain codes [14] automatically and naturally solve the problems of having "no degree-one CNs" and "uncovered VNs" in the Tanner graph by transmitting all the original information bits before the fountain encoded parity bits. However, the problem of having "no emerging degree-one CNs"-as mentioned in Section II-B-still exists in systematic fountain codes. For nonsystematic fountain codes, regardless of how good the channel conditions are, the attainable performance may be degraded by the above three potential features of the Tanner graph. Based on the fact that the encoder and decoder rely on the same Tanner graph, these structural phenomena may be eliminated by the encoder since it is potentially capable of adjusting the Tanner graph structure after generating a specific number of encoded bits.
A. Solutions for Improving the Tanner Graph
To realize this Tanner graph construction, we allocate a list for each VN and each CN to record the indexes of its connected counterparts. As for the lists of CNs, they are simply formed once an encoded bit is created, whereas the lists of VNs are dynamically filled during the generation of each encoded bit. For example, when considering the Tanner graph of Fig. 2 , the list of CN 1 is {1, 2}, storing the indexes of its connected VNs when CN 1 is generated. Simultaneously, this CN's list component at index 1 is in turn appended to the lists of those VNs that it is connected to, namely to VN 1 and VN 2 in our specific example. Finally, once three encoded bits have been generated, all recorded lists are as shown in Table I .
With the aid of these lists, we are now ready to solve the potential problems caused by the Tanner graph's structure. After a number of encoded bits have been generated, the encoder may readily spot the occurrence of "no degree-one CNs" and "uncovered VNs" by inspecting the recorded lists of CNs and VNs. To eliminate the occurrence of "no degree-one CNs," the encoder will generate a new degree-one CN in the usual way. For eliminating "uncovered VNs," the encoder produces the corresponding number of CNs with a random degree plus one, where the random degree indicates the VNs randomly selected with an identical probability, whereas the additional one corresponds to the one among the uncovered VNs.
The "no emerging degree-one CNs" situation may also be found by canceling the nodes and their connected edges from the Tanner graph one by one. More explicitly, this cancelation commences from any of the current degree-one CNs. Using the illustrative lists in Table I as an example, the degree-one CN 3 will be first removed, which is arranged by deleting the contents of its list {3}, making it an empty list. Nonetheless, the list {3} of CN 3 before cancelation implies that the resultant belief may be propagated along the edge to VN 3 during the decoding. Then, based on the list {2, 3} of VN 3, the corresponding belief is conveyed back to CN 2. We refer to this as a completed belief propagation round, commencing from a degree-one CN and flowing back to several other CNs, whose degree will be less The VN 2 is connected to CN 1, which has the lowest degree of two among the remainder of the CNs. Here, the parts drawn in the dashed line indicate that they are canceled from the Tanner graph during the process of checking and resolving the structural phenomenon of "no emerging degree-one CNs." by one. More explicitly, after this completed belief propagation round, the list of VN 3 is also made an empty list, and all edges connected to VN 3 have to be removed from its connected CNs. In this case, its connected CN 2 will remove the index 3 from its list, changing the list from {1, 2, 3} to {1, 2}. In other words, the degree of CN 2 has been decreased from 3 to 2 since the number of indexes in a CN's list indicates that particular CN's degree.
Then, we have to check, whether a new degree-one CN emerges. If a new degree-one CN appears, the same list-nulling actions will be repeated. Otherwise, a new CN needs to be generated, attempting to overcome the current structural phenomenon. Note that the degree of this new CN is not randomly chosen as that of a conventional fountain encoded bit. Instead, it is set to be a degree of two to supply an emerging degree-one CN in succession. In detail, the new CN will have two edges, one of which connects it to the just canceled VN, whereas the other connects it to any one of the VNs, which are connected to the lowest degree CN in the remainder of the Tanner graph. For the example of Fig. 2 , the new degree-2 CN is connected to the just-canceled VN 3, as well as to VN 2, which is connected to the current lowest degree CN 1, as shown in Fig. 3 . It may be seen that the belief propagation may continue to flow, after producing this new CN 4, which is supposed to have a list of {2, 3}. Yet, its shortened list {2} generated after the removal of the index of 3 will be added to the rest of the Tanner graph for triggering the next cancelations since the VN 3 has been canceled at this moment.
In conclusion, the general process of eliminating the phenomenon of encountering 'no emerging degree-one CNs' ensues as follows.
• Step 1: Attempt to find a degree-one CN. If none exists, go to Step 3. • Step 2: Cancel the just identified degree-one CN, its connected VN, and all edges of that VN. Then, go to
Step 4.
• Step 3: Generate a new degree-two CN, connecting to the just-canceled VN and any one of the VNs connecting to the specific CN, which has the lowest degree in the remainder of the Tanner graph. • Step 4: Loop to Step 1 until the Tanner graph becomes empty, i.e., it is eliminated.
When the proposed strategies are applied to the fountain codes for solving the structural phenomena of Tanner graphs, the high-degree terms of the degree distribution may be left out for the sake of reducing the average degree since there is no need to worry about uncovered VNs. As discussed in Section II-B3, having high-degree terms in the degree distribution reduces the probability of having uncovered VNs for nonsystematic fountain codes. Therefore, in our simulations discussed in Section III-B, we adopt the following degree distribution for our improved fountain codes:
which was simply formed by adding the weighting coefficients representing the high-degree terms in the degree distribution of Raptor codes in [3] to the weighting coefficient of the degreeone term. Clearly, we have improved the performance of fountain codes by transmitting a few specifically encoded bits. However, another practical issue has risen: When should the encoder generate these encoded bits during the continuous fountain encoding process? In Section III-B, we chracterized our IRaptor codes based on a fixed coding rate, hence naturally followed by these specifically encoded bits. Furthermore, we proposed a novel IRaptor-coded HARQ scheme detailed in Section IV, where a LUT prestores the most appropriate coding rates for IRaptor codes corresponding to the different channel SNRs of each (re)transmission. Then, these specifically encoded bits can be generated right after the required coding rate has been reached during each (re)transmission.
B. Verifying IRaptor Codes
To characterize the performance of our improved fountain codes, both the PLR achieved and the complexity imposed will be compared with those of conventional fountain codes. We investigated 1) nonsystematic LT codes (LT); 2) systematic Raptor codes (sys Raptor); 3) nonsystematic Raptor codes (Raptor); 4) improved nonsystematic LT codes (ILT); and 5) our improved nonsystematic Raptor codes (IRaptor), 1 by collecting the statistical results after a relevant number of blocks were transmitted, using binary phase-shift keying (BPSK) modulation for transmissions over an additive white Gaussian noise (AWGN) channel. Furthermore, the LTE turbo codes are also used as the most powerful existing benchmarker in our simulations for the sake of comparing its PLR performance 1 We did not involve systematic LT codes in our simulations since systematic Raptor codes have included an inner systematic LT code and shown higher performance than sole systematic LT codes.
with our IRaptor codes. The short block lengths of 104 and 1008 bits, and the longer length of 4992 bits are considered in our simulations.
The conventional LT codes adopted the classical degree distribution in [3] , whereas our improved LT codes relied on (6) . For all conventional and IRaptor codes, the coding rate of the outer LDPC codes was set to a high value of 0.9. We employed regular systematic LDPC codes using the parameter set of (M, 3, 30) , where M is the number of intermediate bits after the outer LDPC encoding, and 3 is the VN's degree, whereas 30 is the CN's degree in the regular-LDPC Tanner graph. More specifically, the M values for the block lengths of 104 and 1008 bits are 116 and 1120, according to the LDPC coding rate of 0.9. The LDPC codes also employ the sum-product algorithm based on the Tanner graph for decoding [16] .
We investigated the performance of these five fountain codes having a fixed coding rate and in conjunction with gradually decreasing coding rates. For the sake of a fair comparison, the overall coding rate of the five fountain codes needs to be kept the same. Hence, the coding rate of the sole LT codes was set to 0.45, whereas the coding rate of the inner LT codes of the Raptor codes was set to 0.5, which is multiplied with the outer 0.9-rate LDPC code rate to have the same overall coding rate of 0.45. Following the conventional fountain encoding process, our improved fountain codes transmit a series of encoded bits until they reach the aforementioned preset coding rate. Then, the encoder reconstructs the Tanner graph using the recorded lists and generates several specifically encoded bits to circumvent the aforementioned structural phenomena, as discussed in Section III-A. Compared with the conventional fountain encoded bits, these extra encoded bits are special since their degree and the VNs involved in the XOR operations are designated, instead of being randomly selected. The receiver uses a pseudorandom generator or side information along with these specifically encoded bits for maintaining synchronization. Nevertheless, our simulation results demonstrated that the influence of these extra encoded bits on the coding rate can be ignored; hence, it remains close to 0.45. Specifically, the coding rate of the improved fountain codes is 0.4498 in our simulations.
The LTE turbo codes adopt two parallel concatenated convolutional codes (CCs) having memory-3 polynomials of (15, 13) o in octal representation. The two CC encoders output the parity bit sequences b 1 and b 2 , respectively, for the systematic bit sequence a and its interleaved copy. After a series of interleaving operations specified by the LTE standard [15] , the interleaved sequence a followed by the interleaved and combined sequences b 1 and b 2 enter into a circular buffer. The encoded bits are one by one taken from the start position of the circular buffer, until the number satisfies the coding rate of 0.45. The turbo decoder performs the iterative decoding after deinterleaving and depuncturing the received encoded bits, reinstating them into the appropriate bit positions.
For all LT codes and the LTE turbo codes [15] , except for the cyclic redundancy check (CRC), the early stopping strategy proposed in [22] was employed for terminating the iterative soft decoding. More specifically, instead of using a fixed number of iterations, the decoder will halt the decoding operations once the incremental contribution of the mutual information (MI) to the extrinsic LLRs of VNs becomes less than 0.0001, as represented by MI(L
0001. This is because using more iterations fails to improve the performance but dissipates more battery power. The function MI(·) is further detailed in [23, Sec. 2.3] , which estimates the MI of the extrinsic LLR sequence L a i →b j . There are two Tanner graphs in Raptor codes, where one of them is characterizing the inner LT decoding, whereas the other visualizes the outer LDPC decoding operations. More explicitly, following I inner a number of iterations within the inner LT decoding loops, the output a posteriori LLRs are subjected to a number of sum-product algorithm iterations performed by the outer LDPC decoder. The given early stopping strategy is also employed for terminating the inner iterative LT decoding, while we invoke I outer = 5 iterations for the outer LDPC decoding, to control the overall complexity. Nevertheless, the iterative LDPC decoding may not have to be invoked at all if the systematic bits representing the original information bits have already satisfied the CRC-based error checking after the inner iterative LT decoding.
Each node in a Tanner graph is related to addition and boxplus calculations. The complexity of fountain codes may be quantified in terms of the total number of addition and box-plus operations per source bit, which are denoted by N + and N , respectively. Note that the total number of operations indicates the number of additions and box-pluses performed during all iterations, not only for the LT codes but for the LDPC codes as well, when considering the complexity of Raptor codes. When relying on the LUT implementation of f (·) in (4), the complexity of box-plus is approximately equal to [5 + 2 · log 2 (T )] additions, 2 where T is the number of entries in the LUT. Referring to [24] , when the number of entries becomes T ≥ 4, the performance of correction-factor-aided min-sum decoding approaches that of the optimum sum-product algorithm, while maintaining low complexity. Therefore, the expression of (9 × N + N + ) may accurately reflect the complexity of fountain codes. This makes it possible for us to compare the complexity of LT codes and Raptor codes.
Given these simulation parameters, Fig. 4(a) -(c) shows the PLR performance for a block length of 104, 1008, and 4992 bits, respectively. Furthermore, Fig. 5(a)-(c) portray the corresponding complexity for three block lengths, where the complexity of all schemes was divided by 1000 for convenient plotting.
For the block length of 104 bits, it may be observed in Fig. 4 (a) that our IRaptor codes achieve the lowest PLR among all fountain codes, while having significantly lower complexity compared with the conventional fountain codes. More specifically, the PLR curve of the IRaptor codes decays rapidly, approaching a vanishingly low value upon increasing the SNR. At a PLR of 10 −3 , our scheme requires 1.5 dB lower SNR than that of the systematic Raptor codes, which have the best performance among the conventional fountain codes. Furthermore, observe in Fig. 4 (a) that our improved fountain codes substantially outperform the nonsystematic fountain codes since the latter codes have a PLR in excess of 0.2 even at high SNRs. As for the complexity characterized in Fig. 5(a) , the improved LT codes impose the lowest complexity among the five fountain codes. The complexity of the IRaptor codes is slightly higher than that of the improved LT codes, owing to the additional LDPC decoding complexity. However, the IRaptor codes still exhibit dramatically reduced complexity, which is less than half of the systematic fountain codes as a benefit of the lowcomplexity degree distribution of (6) .
Although the improved LT code fails to excel for the 1008-bit block length characterized in Fig. 4(b) in terms of its PLR, it imposes the lowest complexity, as shown in Fig. 5(b) . This is because the straightforward degree distribution of (6) may not be the optimal one. A low fraction of errors persists in each block after the decoding of the improved LT codes. Nevertheless, these residual errors are likely to be corrected by the outer 0.9-rate LDPC code. Therefore, the IRaptor codes exhibit the best PLR performance among the five fountain codes, as evidenced by Fig. 4(b) . The IRaptor codes attain a PLR of 10
at the SNR of 0 dB, which is 2 dB lower than that required by the conventional systematic Raptor codes and 6 dB lower than the SNR of the nonsystematic Raptor codes. Simultaneously, as shown in Fig. 5(b) , the complexity of IRaptor codes is only about half of the conventional systematic Raptor codes. Compared with the conventional nonsystematic fountain codes, the complexity imposed may be reduced by as much as an order of magnitude.
Although our proposed scheme initially aimed for short lengths, our IRaptor codes actually exhibit a desirable performance for the longer 4992-bit codewords. As shown in Fig. 4(c) , they have a PLR versus SNR curve that is 1 dB better than that of the systematic Raptor codes, even though it is 1 dB worse than that of the conventional Raptor codes. However, our IRaptor codes achieve the lowest complexity among these three codes, as shown in Fig. 5(c) . More explicitly, Fig. 5(c) demonstrates that the complexity of the IRaptor codes may be ten times lower than that of the conventional Raptor codes. Compared with the systematic Raptor codes, the complexity may also be reduced by as much as a factor of 3.5 by our IRaptor codes.
The PLR trend of the LTE turbo codes [15] is also presented in Fig. 4 . It can be observed that, in Fig. 4(a) , that the LTE turbo code associated with the 104-bit block length outperforms our IRaptor code by about 2 dB. However, for the block length of 1008 bits, it is observed in Fig. 4(b) that the PLR curve of our IRaptor code decays more rapidly than that of the LTE turbo code and exhibits a significantly lower error floor. More specifically, the PLR of our IRaptor codes becomes lower than that of the LTE turbo codes for SNRs in excess of 0 dB, as shown in Fig. 4(b) . Furthermore, the PLR versus SNR advantage of our IRaptor codes increases upon increasing the codeword length, which becomes 3 dB better than that of the LTE turbo codes, as shown in Fig. 4(c) for the 4992-bit codewords.
The PLR performance of Fig. 4(b) and (c) confirms that our IRaptor codes may be capable of outperforming the LTE turbo codes when the block length is in excess of 1008 bits, whereas they are outperformed by the LTE scheme in Fig. 4(a) for the short block length of 104 bits. We will further explore the theoretical reason behind this phenomenon in our future work. Note that it is always a challenge to compare two different types of channel codes since a diverse range of contradictory factors should be taken into account, as shown in [25, Fig. 1.3] , including the BER/PLR, the complexity, the coding delay, the throughput, etc., and the specific channel characteristics for which the code was designed. In Section IV, a fairer comparison between the LTE turbo codes and our IRaptor codes will be offered in a practical environment, when both of them are combined with an adaptive HARQ scheme, where various coding rates are required for each transmission encountered with different channel conditions in a quasi-static Rayleigh fading channel mode.
Additionally, we explored the candidates' behavior at different coding rates. Fig. 6(a) illustrates the PLR performance versus the reciprocal of the coding rate for the 104-bit block length at the SNR of −3 dB, demonstrating that the IRaptor codes have a significantly lower PLR than the other fountain codes. Specifically, as shown in Fig. 6(a) , when the IRaptor codes achieve a PLR of 0.1, the overall coding rate has to be about 1/3.3 = 0.303. By contrast, the systematic Raptor codes exhibit the best performance among the conventional fountain codes, requiring a coding rate of about 1/3.65 = 0.274 at the PLR of 0.1. Meanwhile, Fig. 6(b) reveals that the complexity of the IRaptor codes is a factor of three lower than that of the systematic Raptor codes and an order of magnitude lower than that of the nonsystematic fountain codes.
In conclusion, the simulation results here have demonstrated that the IRaptor codes achieve the lowest PLR, despite having lower complexity than that of the conventional fountain codes. This is achieved at the cost of a modestly increased memory requirement during the encoding process at the transmitter. More specifically, this memory is used for storing the lists of all VNs and CNs, whereas a few additional operations are involved in going through these lists for generating several specifically encoded bits, as discussed in Section III-A.
IV. ADAPTIVE IRAPTOR-CODED HYBRID AUTOMATIC REPEAT REQUEST
Traditional HARQ has a fixed coding rate for each of its (re)transmissions, each of which may encounter different channel conditions when a quasi-static Rayleigh fading channel model is considered. Therefore, a fixed-rate HARQ scheme may not be capable of making an efficient use of the specific channel conditions that occur within all (re)transmissions. Moreover, the retry limit of the fixed-rate HARQ constrains the overall coding rate, which may result in unsuccessful decoding, when the channel conditions of all (re)transmissions are hostile. In this case, the packet will be deemed lost despite all the (re)transmissions. Hence, both the PLR and the throughput suffer.
The straightforward solution is to use an adaptive HARQ scheme, which may invoke different coding rates for each (re)transmission, bearing in mind the specific channel conditions encountered. This requires that the transmitter should know the channel quality before its transmission and that the channel code is capable of supporting arbitrary coding rates. In the LTE system [15] , CQI messages are used for indicating the channel states for appropriately configuring its adaptive modulation scheme before transmission. They may be beneficially utilized by our IRaptor-coded HARQ scheme proposed here by exploiting its rateless property. The minimum required number of encoded symbols was theoretically studied for a Raptor-coded HARQ scheme in [26] . By contrast, in our IRaptor HARQ, a LUT will be designed in the following for prestoring all the required coding rates.
A. LUT Design
Again, we carefully design a LUT for the IRaptor-coded HARQ scheme, which prestores the coding rates of IRaptor codes required for different SNRs. Using these coding rates, a PLR of about 0.1 may be achieved for transmissions over an AWGN channel. This LUT may be generated by an offline training process, which relies on transmitting a sufficiently high number of IRaptor encoded packets at various coding rates, as described in Section III-B. Table II shows an example of the LUT designed for the SNR range spanning from −12 to 6 dB for the packet length of 104 bits.
According to the LUT shown in Table II , a low coding rate is required for guaranteeing a high probability of successful reception, if a specific transmission attempt occurs in a deep fade. For example, a coding rate as low as 0.05 is required for the SNR of −12 dB. This may however significantly degrade the effective throughput. If a HARQ scheme avoids transmissions in deep fades, and instead it opts for transmitting during better channel conditions within the allowed retransmission limit, it will achieve both a high effective throughput and a desirable PLR performance.
B. HARQ Flow
Based on the given analysis, our proposed IRaptor-coded HARQ deactivates potentially futile transmissions when the channel experiences a deep fade, or continues transmitting, until the number of IRaptor encoded bits becomes capable of guaranteeing a low PLR. The channel condition may be identified by a short CQI message, which characterizes the SNR estimated by the receiver.
A short CQI message carrying the estimated SNR will be fed back from the receiver to the transmitter before its next transmission. If the estimated SNR is higher than a threshold SNR σ th , the transmitter will search through the LUT in order to find the most appropriate coding rate. Then, it continues transmitting the IRaptor encoded bits, until that specific coding rate has been reached. After that, it will reconstruct the Tanner graph and transmits several specifically encoded bits for overcoming its potential structural phenomena, as described in Section III-A. Otherwise, if the estimated SNR is lower than σ th , the transmitter waits to time out by disabling this transmission. The next retransmission may then be triggered in this situation. The retransmission may also be triggered without receiving an acknowledgement (ACK) message from the receiver until the retry limit is reached.
The receiver is responsible for detecting the channel quality and for sending the CQI message back. It will then execute iterative decoding based on all the received encoded bits. If the CRC is satisfied, the receiver sends an ACK message back to the transmitter; otherwise, it waits for the next retransmission or discards the packet if the maximum retransmission limit is exhausted.
The threshold SNR σ th is used for indicating a deep fade. Its value strikes a tradeoff between the attainable throughput and the PLR encountered, where the throughput is defined as a ratio of the number of successfully received information bits over the total number of transmitted bits from the upper layer's perspective. If the threshold SNR σ th is set to a low value, the packets may be delivered even in a deep fade, but this results in a low coding rate. Hence, it guarantees a low PLR, but as a price, the attainable throughput suffers. By contrast, for a high σ th value, transmission opportunities may be missed even for transmission over a relatively benevolent channel when the estimated SNR is below σ th . For example, let us consider the threshold SNRs of σ th = −12 dB and σ th = −8 dB, as well as the estimated SNR of −10 dB. Then, transmissions are avoided for σ th = −8 dB, since we have −10 < −8. By contrast, for σ th = −12 dB, we have −10 > −12, hence, the packet's transmission may become successful when using the low coding rate of 0.08 corresponding to −10 dB, as shown in Table II .
C. Simulation Results
We developed simulations for investigating both the throughput and PLR trends of our proposed IRaptor-coded HARQ scheme for the threshold SNR values in the set of {−12, −10, and −8 dB}, which were shown in Figs. 7 and 8. Furthermore, we applied our new adaption mechanism to the LTE turbocoded HARQ as a benchmarker for comparison. To exploit the advantages of adaptive HARQ schemes, the fixed-rate LTE turbo HARQ and our fixed-rate IRaptor HARQ are also characterized in Figs. 7 and 8 .
For all HARQ schemes, the ARQ-retry limit was set to 4. A sufficiently high number of packets having an original information length of 104 bits were BPSK modulated and transmitted over a quasi-static, i.e., block-fading Rayleigh channel. In the implementation of adaptive HARQ schemes, the real value of each estimated SNR was rounded down to the closest integer for determining the coding rate using our LUT. For example, an estimated SNR of 0.65 dB was rounded down to the SNR of 0 dB.
The LTE HARQ scheme is based on the turbo codes described in Section III-B. In our simulations, the fixed-rate LTE HARQ employs the coding rate of 1 for each (re)transmission. More specifically, the transmitter transmits 104 bits for each of its four (re)transmissions, which are sequentially provided by the circular buffer by advancing its starting position. At the receiver, Chase combining is carried out for the repeated LLRs received from all (re)transmissions. When our adaptive mechanism is applied to the LTE HARQ, the coding rates in the LUT of Table II are reused for different channel qualities for the sake of fair comparison. The number of transmitted bits corresponding to the coding rate may be obtained by circularly forwarding the starting position along the circular buffer. This circular operation aids the turbo-coded HARQ easily satisfy any arbitrary coding rates. Therefore, Chase combining is potentially required for the repetitions in a single transmission if this transmission requires the coding rate less than 1/3, which implies the starting position has been advanced along the circular buffer more than one circle. In both the fixed-rate and the adaptive LTE HARQ, iterative decoding will be executed between two Bahl, Cocke, Jelinek, and Raviv (BCJR) decoders until the CRC is satisfied or the MI is converged.
Observe from Fig. 8 that, although the fixed-rate IRaptorcoded HARQ has a similar throughput to that of the LTE system's fixed-rate turbo coded HARQ scheme, its PLR is slightly lower, as shown in Fig. 7 . Alternatively, we can say that it requires an approximately 0.5 dB lower SNR for maintaining the same PLR. However, Fig. 7 demonstrated that a significantly lower PLR may be achieved by the adaptive HARQ arrangement right across the entire SNR range, regardless of whether our adaptive IRaptor HARQ or the LTE adaptive HARQ is used, explicitly around 5-dB lower power may be used than those of the nonadaptive HARQ, even for the highest threshold of σ th = −8 dB. More specifically, when the threshold SNR σ th is set for example to −12 dB, the PLR is below 10
for SNRs in excess of −4 dB. The PLR performance curve is shifted to the right by about 2 dB for the threshold SNR σ th of −10 dB, whereas the throughput observed in Fig. 8 exhibits an improvement of about 4%.
Note that the LTE adaptive HARQ scheme can be seen to offer a similar PLR as our IRaptor HARQ scheme in Fig. 7 . Furthermore, Fig. 8 shows that both schemes facilitate similar transmission throughputs. However, our IRaptor scheme has a significant advantage over the LTE adaptive HARQ scheme in terms of processing throughput and latency. More specifically, turbo decoders rely on the BCJR algorithm, which employs recursive calculations up and down the length of the trellis [27] . These forward and backward recursions lead to lots of data dependence, which prevent very parallel processing in the turbo decoder hardware. In state-of-the-art turbo decoder implementations [28] , only 64 trellis stages can be processed in each hardware clock cycle, resulting in an iterative turbo decoding process that takes hundreds or thousands of clock cycles to complete, depending on the frame length. By contrast, the decoder of our IRaptor scheme is based upon a factor graph, in which there are significantly fewer data dependencies. This allows all of the VNs to be processed simultaneously in parallel, and then all of the CNs to be processed simultaneously, in parallel [29] , [30] . Owing to this, the iterative decoding process can be completed in only tens of clock cycles if a sufficiently parallel processing architecture is employed (at the cost of having a large chip area). Indeed, in [28] , [31] , and [32] , it is shown that LDPC decoders based on factor graphs can be implemented with processing throughputs of tens of gigabits per second, whereas the fastest BCJR-based turbo decoders have throughputs of only 1 or 2 Gbit/s. In summary, our IRaptor scheme can be expected to facilitate an order-of-magnitude improvement to the processing throughput and latency of the LTE adaptive HARQ scheme, while maintaining the same PLR and transmission throughput.
V. CONCLUSION
The family of rateless Fountain codes has been conceived for filling packet erasures for transmission over BECs. However, owing to their suboptimum Tanner graph structure, their performance erodes when they act as channel codes in the physical layer of noise-contaminated fading channels. To circumvent this impediment, we conceived a beneficial technique for incorporating several specifically encoded bits, which are generated for eliminating the structural imperfections of their Tanner graph. The resultant IRaptor codes exhibit an excellent PLR performance, despite their low complexity.
Furthermore, a powerful IRaptor-coded LUT-aided HARQ scheme was proposed for block-fading channels, where the most appropriate code rate to be used was determined using a LUT based on the estimated SNR. When considering our rateless-coded HARQ scheme, the potentially infinite number of coding rates is reduced to a finite number stored in our LUT. In our future work, we may embark on tackling the challenge of finding the most appropriate Tanner graph connection pattern corresponding to each specific coding rate for various packet lengths.
