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vviAbstract
Simultaneous localization and mapping (SLAM) has traditionally relied on laser
range nders and the use of vision from SLAM is relatively new. Approaches such
as MonoSLAM (Single camera SLAM) have suered from two problems: (a) manual
camera calibration at start, (b) tracking loss after relatively short period. In this
work, we developed CSLAM (Calibration integrated SLAM) which address prob-
lem (a) by providing as auto-initialization mechanism based on the homography
computed for a known planar 2D object.
For the problem of track-loss, we use two-view geometric and calculate the motion
of the camera between two consecutive frames. Whenever the calibration object is
visible, we have adequate number of features for our calculation at any frame in the
scene. The present approach is limited to only the situations where the calibration
object was continuously visible. The approach provides a mechanism for direct
camera calibration resulting in improved camera trajectory.
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Overview of localization and
mapping techniques
Can a robot navigating in an unknown environment build a map of the environment,
and also determine its own position in the map? This is the conundrum faced by
the robot. Simultaneous Localization and Mapping (SLAM) is a body of techniques
that solve both pose estimation (localization) and mapping problems simultaneously
in real time.
Sensors used may include laser range nders, sonar sensors or cameras. Laser
range nder gives depth along a horizontal plane, while sonar gives a rough depth
estimate. Most traditional SLAM algorithms use laser range nder as sensor (Eliazar
and Parr, 2003a; Estrada et al., 2005; Thrun et al., 2004). While cameras only able
to provide 2D information without depth. But cameras have added advantages
like they are compact, cheap, and easily available. Also as human and most other
animals use vision as the primary sensor for navigation, there is an intuitive appeal
in using it in navigation of robots and automated vehicles.
We can use a single camera or multiple cameras. Using stereo-vision, some 3D
information can be found out about the environment, while single camera can only
1give bearing information. However, contrary to popular belief, stereo vision is not
very good for depth beyond a few multiples of its baseline distance. Multiple cameras
need special care in calibration and rigid mounting. To avoid these problems, we
have used an approach known as mono camera SLAM. We have named our approach
CSLAM (Calibration integrated SLAM).
Most mono camera SLAM algorithms suer from the following problems.
 Feature Track Loss: Feature tracking is dicult problem and track loss is a
common occurrence in all computer vision algorithms. In mono camera SLAM,
this causes failures. Due to feature track loss, the standard mono camera
SLAM implementation may fail catastrophically or may give inaccurate result.
 Initialization: Initialization requires user to measure distance between the
camera and some known features. Inaccurate data, due to wrong initialization
causes system to generate wrong result.
We have tried to give approach which is based on calibration to solve the above
given problems. We used calibration object shown in gure 1.1. Even if we lose
track of features in a frame, we are able to recover the localization parameters for
the next frame in which our calibration object is visible. Also we do not need
to input any initialization data, as system automatically initialises itself from the
calibration object.
Problems revealed in the MonoSLAM experiment had motivated us to give a
better alternative SLAM algorithm. The algorithm will automatically initialize itself
from a calibration object, rather as using human fed information which may have
measurement errors.
Furthermore, if the robot is sent into a dangerous environment, where a hu-
man can not go due to some restrictions, the initialization information can not be
collected. Here also a automatically initializing system will be useful.
2Figure 1.1: Calibration Object in CSLAM
1.1 Dynamic 3D Mapping
There are three main techniques for dynamic 3D mapping of environment using
various sensors:
1. Structure From Motion (SFM): Structure From Motion refers to the method
of nding 3-dimensional structure by analyzing the motion of object over time.
2. Simultaneous Localization And Mapping (SLAM): In Simultaneous Localiza-
tion And Mapping, a robot or automated vehicle simultaneously constructs
representation of environment and estimates ego motion. SLAM is tradition-
ally based on laser range nders.
3. Visual SLAM: In Visual SLAM, vision is the sole sensor used for sensing
information of environment. In visual SLAM, either single or stereo camera
can be used.
1.1.1 Structure From Motion
In 1992, Tomasi and Kanade (1992) developed one of the pioneer SFM methods
for solving 3D reconstruction using image coordinates of salient points from an im-
3age stream to calculate object shape and camera rotation. However, this algorithm
works only with orthographic projection. To handle projective reconstruction, bun-
dle adjustment i.e. simultaneously rening the 3D coordinates describing the scene
geometry as well as the camera motion parameters has been proposed by Hartley and
Zisserman (2003). The algorithm uses an optimality criterion involving the corre-
sponding image projections of all points. It is used as the nal step of reconstruction
algorithms.
Normally SFM proceeds on three steps:
1. Finding feature correspondences across frames: Features are tracked
across frames and their positions are saved in dataset.
2. Compute initial construction: Initial estimates of feature locations and
camera movement is obtained.
3. Bundle adjustment: Iterative correction of initial estimates is done to re-
duce error.
Using Structure From Motion, we can reconstruct the camera trajectory and nd
out position of salient 3D features in a fully automated manner; however these tech-
niques are mostly o-line and require batch processing of image sequences. These
methods are suitable for 3D model building from image sequences for games or for
augmented reality eects in movies but not for localization over a long sequence in
real time because as the bundle increases it becomes a large minimization problem
due to the number of parameters involved. In SFM, feature is tracked across a
bundle of frames while features are tracked on a frame by frame basis in SLAM.
SFM also faces problem of track loss and noise in computation of location of
feature location in image. Epipolar computation is imprecise.
41.1.2 Simultaneous Localization and Mapping
As a map of the environment is not known, the robot faces a deadlock, where it makes
observations of the environment which are corrupted by noise and an estimate of the
robot's pose which is based on these observations is also corrupted. The mapping
and localization problems of the robot are intimately coupled. They need to be
solved simultaneously. The approaches that solve these problems are known as
Simultaneous Localization and Mapping (SLAM).
In SLAM, a robot or automated vehicle simultaneously constructs a represen-
tation of the environment and estimates ego motion. The SLAM algorithm as de-
veloped in the early years mainly consists of the following steps (Lemaire et al.,
2007):
1. Feature selection: Salient features from environment are selected in this
step. Saliency of features depends on the type of environment and sensors
used by the robot. In this step, some perception of environment is obtained.
2. Estimation of relative measures: Estimation of relative measures involves
following two steps.
(a) Estimation of feature location: The feature location is estimated
with respect to the robot's current pose.
(b) Estimation of sensor motion: The movement of the robot between
two feature observations is estimated.
3. Data Selection: Observations of features should be orderly associated with
the position from where they are observed; else the robot position will also
contain errors.
4. Estimation: In this step, relative measurements of the features and robot
5positions are integrated in a global map. All the available estimates till the
current frame are used for this purpose.
Figure 1.2: 2D map as output of DP-SLAM (Figure from Eliazar and Parr (2003b))
In the SLAM approach, we need robust features which work under noise, illumi-
nation change, viewpoint change and variation in the perceived scene. Solution to
any image feature matching problem consists of three steps: denition of the feature
space, denition of a similarity measure and match search strategy.
Examples of SLAM with laser range nder as main sensor are DP-SLAM (Eliazar
and Parr, 2003a), hierarchical SLAM (Estrada et al., 2005) and FastSLAM (Thrun
et al., 2004). Figure 1.2 shows sample 2D map returned by DP-SLAM.
In the hierarchical SLAM approach, a global graph is maintained, with each
node representing a local map. Each arc represents a topological relation between
two nodes containing the relative transformation between base coordinate system
of both maps. On the other hand, in particle lter based SLAM, for example
FastSLAM (Thrun et al., 2004), new particles are proportionally distributed in the
6next time frame with particles concentrated around potential nodes in the density.
The likelihood of a particle is calculated using projection of the 3D point based on
the associated camera pose and by comparing positions of points with the reference
frame.
1.1.3 Visual SLAM
SLAM using vision as the sole sensor is a relatively new research area. Cameras are
compact, noninvasive and cheap but they can give only 2D data of environment.
Cameras have high data rate and photometric eect. As human and other animals
use vision as the primary sensor for navigation, there is an intuitive appeal in using
it for navigation of robot and automated vehicle.
There are two main types of Vision based SLAM:
1. Stereo Camera SLAM
Using stereo vision, we can get some data about the feature's 3D location
using triangulation. This method has a limitation that the feature should be
located within certain threshold distance (typically some multiple of baseline
distance) from the camera. Two cameras should be kept at certain distance
from each other. But this arrangement makes it bulky. The cameras also need
to be calibrated with each other. For these reasons, stereo SLAM is rarely
used these days.
2. Mono Camera SLAM
In a typical mono camera SLAM, the initial position of the camera and some
features is given. The system then predicts the trajectory based on either
Kalman lter or particle based lter and any error in this pose is corrected
based upon image data. A typical algorithm gives a 3D representation of the
global map with camera poses and feature location.
7In a typical mono camera SLAM, the system needs to be initialized using some
known 3D positions of features. The system then predicts the new position using
extended Kalman lter. Any error in this position is updated based on the image
data. New features are introduced in system based on saliency. A new feature is
tracked over some frames until a condent depth estimate is obtained, after which
it is introduced in the system.
Some of the features that can be used for SLAM are Harris corner detector
(Harris and Stephens, 1988), feature detector by Shi and Tomasi (1994), SIFT (Shi
and Tomasi, 1994). We can also use interest point groups (Lemaire et al., 2007)
where each group consists of a small set of neighbor interest points.
MonoSLAM
An example of one of the mono camera SLAMs is MonoSLAM (Davison et al.,
2007). In MonoSLAM, an Extended Kalman Filter is used to maintain a global
map of features. Normally single camera SLAM algorithm requires initialization
at start. MonoSLAM uses manual initialization of the system before starting the
frame processing. In EKF based SLAM (Lemaire et al., 2007; Davison et al., 2007),
Kalman lter is updated in two steps:
 Prediction step: This step occurs after the camera moves in the time be-
tween two image captures. In this step, new position of features is predicted.
Process noise is also added to feature location.
 Update step: After measurement of features is obtained, Kalman lter is
updated with position and uncertainty.
A modication to MonoSLAM is discussed in Civera et al. (2008). It decreases
assumptions required for MonoSLAM by using probabilistic multiple models for
motion. Fully Bayesian Interacting Multiple Models (IMM) framework is used which
8can switch automatically between parameter sets for various type of motions (Civera
et al., 2008).
Table 1.1 shows comparison of dierent SLAM algorithms.
Type
MonoSLAM
(Davison et al.,
2007)
FastSLAM
(Thrun et al.,
2004)
Hierarchical
SLAM
(Estrada et al.,
2005)
Sensor Camera Laser Laser
Method Kalman Filter Particle Filter Kalman Filter
Complexity O(N2)
O(KlogN) or
O(KnlogN)
O(n2)
Table 1.1: Comparison of dierent SLAM algorithms. N is number of landmarks
in map, K is the number of particles in case of FastSLAM and n is the number of
features in local map
We tested an existing MonoSLAM (Davison et al., 2007) implementation \SceneLib"
(Davison and Smith, 2006) written in C++ on a simple indoor static scene (Figure
1.3). The scene is having 951 frames at 10 fps at resolution of 640480. The scene
is scaled to 320  240 to give as input to the software.
Figure 1.4(a) shows a working frame of software, where features in red squares
are correctly tracked, while features in yellow squares are track lost features. Figure
1.4(b) shows the nal frame with wrong trajectory returned by software.
Kalman lter based visual SLAM techniques work well, if approximate linear-
ity is maintained in between time steps. Any deviation from the above constraint
causes instability and tracking failure. Problems may arise when features get oc-
cluded, locations of features are ambiguous or motion of the camera is jittery. In
our experiments, MonoSLAM often fails after 50-100 frames, even when the camera
motion is way too slow.
In this thesis, we attempt to obtain instantaneous camera calibration, making the
Kalman prediction unnecessary. We will also try to overcome the process of manual
initialization. Zhang (2000) describes a method for retrieving camera calibration
9Figure 1.3: Indoor Scene
(a) MonoSLAM: Working Frame (b) MonoSLAM giving wrong trajec-
tory
Figure 1.4: MonoSLAM Testing
10using known 3D to 2D mapping. We will use chessboard like pattern as calibration
object shown in gure 1.1. Using method given by Zhang (2000), we will extract the
position and orientation of camera. This information will be used to initialize and
correct the trajectory. We used feature tracker given by Tomasi and Kanade (1992)
to track features across frames. Correspondence of features is used to calculate the
movement of the camera in between the subsequent frames.
MonoSLAM algorithm will be used as baseline for comparing results by our
CSLAM algorithm. The next chapter explains MonoSLAM algorithm in more detail.
Our CSLAM algorithm is explained in chapter 3.
1112Chapter 2
Baseline SLAM
MonoSLAM (Davison, 2005; Davison, Reid, Molton, and Stasse, 2007) is a real-
time algorithm for single camera SLAM. The algorithm works by matching image
features from one frame to another; once a feature has been observed from dierent
viewpoints, its position in 3D can be established. Simultaneously, changes in the
position of trusted features from one frame to another help to determine the camera's
own position. In this chapter, we will introduce feature detector algorithm used in
MonoSLAM to detect the features, initialization of 3D position, updating and search
process for features. Also, we will discuss the representation of the environment by
MonoSLAM and the Kalman lter used to maintain the environment during the
processing of a scene. The basic MonoSLAM algorithm will also serve as a baseline
algorithm to compare dierent modications.
2.1 Image Features
MonoSLAM uses the algorithm given by Shi and Tomasi (1994) to detect salient
features from images. MonoSLAM works with monochrome images given by camera.
In MonoSLAM, a relatively large patch of size 11  11 pixels is used as feature
13descriptor (Figure 2.1). Each feature is stored with its 3D location, descriptor,
camera orientation and location from which the feature was rst observed. To
search a feature in a frame, localized search is used. A template for the feature is
obtained by 3D to image plane transformation of its descriptor. This template is
used to match and measure the feature in current frame. The feature descriptor is
not updated over time.
Figure 2.1: Features used in MonoSLAM (1111 pixels). The initialization involves
features from the corners of a known rectangle such as this.
2.1.1 Initialization
A new feature is rst represented as a semi-innite line dened in world coordinate
frame starting at the camera position where the feature was rst observed. The line
heads to innity along the feature viewing direction. Along this line, 100 particles are
uniformly spread over the range of 0:5m to 5m depth. In next few frames, positions
of these particles are compared with the location of the feature in the respective
frame, which is used to provide a probability density function over the depth. Weaker
particles are pruned based on probability. Once a good depth estimate is obtained,
the feature is included in the map with the 3D Gaussian representation of depth
14probability obtained using the particles.
This method works well when the camera motion is perpendicular to optic axis,
but this method performs poorly when the camera motion is along the optic axis as
it is not able to get the depth estimation correctly.
2.1.2 Tracking
A feature is tracked in the frame using localized search. The 3D Gaussian repre-
sentation of the feature position is used to obtain the image search ellipse for the
feature.
The feature template is correlated at every position in search ellipse. The max-
imum correlation score gives the best position of the feature in the new image.
Search ellipse can be large or small. Large search ellipse aects real-time perfor-
mance. Search ellipse is limited based on predictive model such as Kalman lter in
case of MonoSLAM.
2.2 Representation of the Environment
In MonoSLAM, a probabilistic 3D map of the environment is maintained. This
map contains estimates of current camera position and orientation and also a set of
stabilized features with 3D positions and their uncertainties. Map is initialized with
data provided by user which is a time-consuming and inaccurate process. Data for
initializing the system includes initial camera 3D position and orientation, also 3D
positions and descriptors of known features on calibration object. Measurements
for initialization have to be taken for all these parameters manually. All the 3D
positions and orientation are given with respect to the world coordinate frame. The
map is maintained throughout the running of system and is updated using Extended
Kalman Filter in MonoSLAM. MonoSLAM map includes state vector S with camera
15position and orientation, also feature positions and covariance matrix  representing
the variability, and hence the condence in the multi-dimensional feature space.
State Vector(S) =
0
B B B B B
B B
@
^ sc
^ f1
^ f2
. . .
1
C C C C C
C C
A
; (2.1)
and
Covariance Matrix() =
2
6 6
6 6 6 6 6
4
ss sf1 sf2 :::
f1s f1f1 f1f2 :::
f2s f2f1 f2f2 :::
. . .
. . .
. . . ...
3
7 7
7 7 7 7 7
5
; (2.2)
where
camera state vector(^ sc) =
0
B B B B B B
B
@
W
Cr
W
Cq
Wv
W!
1
C C C C C C
C
A
; (2.3)
W
Cr - 3D position vector (x;y;z),
W
Cq - orientation quaternion (q0;qx;qy;qz) and q2
0 + q2
x + q2
y + q2
z = 1,
Wv - velocity vector,
W! - angular velocity vector,
^ yi - 3D position vector of ith feature.
All of the above parameters are measured with respect to a xed world frame W
and camera frame C. Covariance matrix  shows the dependence between dierent
parameters of state vector.
This map is used to represent sparse salient features, rather than dense features
of the scene. The map requires O(N2) space to store and O(N2) time to update the
16map after measurement from a frame, where N is number of features in the map.
To do processing real time, number of features is limited to 100 and in a frame,
12 features are tracked at a time in Davison (2005). A feature is deleted from the
map, if feature is fails to match for more 50% times for predetermined attempts.
The map is updated in following steps after every new frame is obtained.
 Prediction:
MonoSLAM uses constant angular and position velocity model to predict the
position and orientation of camera for the next frame. At each frame, an
impulse of position and angular velocity is obtained as given below.
n =
0
B
@
WV
W

1
C
A =
0
B
@
Wat
Wt
1
C
A; (2.4)
where,
WV - position velocity,
W
 - angular velocity,
Wa - unknown position acceleration of zero mean and Gaussian distribution,
W - unknown angular acceleration of zero mean and Gaussian distribution.
New camera state is obtained as
sc;new =
0
B B B B B
B B
@
W
Crnew
W
Cqnew
Wvnew
W!new
1
C C C C C
C C
A
=
0
B B B B B
B B
@
W
Cr +
 
Wv + WV

t
W
Cq  q
  
W! + W
)t

Wv + WV
W! + W

1
C C C C C
C C
A
: (2.5)
17The increase in process noise covariance or state uncertainty Qc after this
motion of the camera is
Qc =

@sc;new
@n

n

@sc;new
@n
T
; (2.6)
where n is the covariance of noise vector n.
 Feature Measurement:
The position of each feature with respect to the camera frame is predicted
before deciding which features are used to obtain measurement. The position
of a feature with respect to camera frame C is calculated as
Chi =
W
CR
 Wyi  
W
Cr

=
0
B B B B
@
Chix
Chiy
Chiz
1
C C C C
A
: (2.7)
Here W is used to represent world frame and C is used to represent camera
frame. The position (u;v) of a feature in the image can be calculated as
hi =
0
B
@
u
v
1
C
A =
0
B
B
@
u0   x
Chix
Chiz
v0   y
Chiy
Chiz
1
C C
A; (2.8)
where x and y are the scale factor in the x-coordinate direction and the y-
coordinate direction respectively. (u0;v0) are the coordinates of the principal
point of the camera measured in pixel.
 Update:
In MonoSLAM, measurements of features(z) is obtained. This is used to get
18innovation vector I as,
I = z   h(^ s); (2.9)
where
z is vector representing measurements obtained,
h(^ s) is predictions of features' positions with respect to predicted camera state,
^ s is the predicted position and orientation of camera.
Innovation covariance matrix is calculated as,
cov(I) =
@h
@s

@h
@s
T
+ R; (2.10)
where R is noise covariance of measurements. It is diagonal matrix with mag-
nitude depending on resolution of image.
Kalman gain W is calculated as,
W = 
@h
@s
T
cov(I)
 1: (2.11)
Then camera state estimate is updated as
^ snew = ^ s + WI; (2.12)
and error covariance is updated as
new =    Wcov(I)W
T: (2.13)
Figure 2.2 shows the ow in the map update.
19Figure 2.2: MonoSLAM Map Update
2.3 System Initialization
To initialize the MonoSLAM system, initialization target e.g. a square pattern is
used. Normally the world frame center is kept at the center of the black rectan-
gle of the initialization target. The coordinates of the four corners of the black
rectangle in initialization target is known with zero uncertainty. Also, the position
and orientation of the camera in world frame is measured and used to initialize the
system.
2.4 Testing
For testing the baseline MonoSLAM, we used \SceneLib" (Davison and Smith, 2006)
implementation of MonoSLAM. This implementation is written in C++. It uses
VW34 library developed by Oxford Active Vision group. For display purpose, it
uses GLOW library written by Daniel Azuma.
202.5 Result
We have tested the MonoSLAM implementation on AMD Athlon(tm) 64 X2 Dual
Core Processor machine with 3.8 GHz speed and main memory of size 2 GB. As
mentioned in 1.1.3, we tested SceneLib with a simple indoor static scene. Figure
2.3 shows us further analysis of the test. Figure 2.3(a) shows us overall movement
of the camera in the scene. While gure 2.3(b) shows us the X coordinates of the
camera with respect to world coordinates frame. Similarly gures 2.3(c) and 2.3(d)
show the Y and Z coordinates of the camera respectively.
The MonoSLAM results are based on oine mode implementation which uses
le input-output and shows the map in a graphical user interface, so it requires
300ms per frame.
2.6 Summary
MonoSLAM provides a real time simultaneous localization and mapping technique
which work on scene perceived by single camera. However, MonoSLAM as given in
Davison (2005); Davison et al. (2007) uses a small number of features ( 100) for
overall representation of the environment. From these ( 100) features, it tracks
at most 12 features between two frames and measurements of these features are
used to get estimates of the camera position and orientation. So MonoSLAM uses
a small fraction of the information available in the given two subsequent frames.
MonoSLAM uses the localized search technique to track features in the subsequent
frames, but in our tests, this method often fails to detect the new feature position
resulting in track loss. Also MonoSLAM requires manual initialization, which re-
quires considerable eorts and is often inaccurate. Manual initialization introduces
error in system at start, which can get scaled after some duration. We will try to
21(a) Trajectory
(b) X coordinates of camera
22(c) Y coordinates of camera
(d) Z coordinates of camera
Figure 2.3: Analysis of MonoSLAM Trajectory
23overcome some of these problems in our algorithm \CSLAM" which is explained in
next chapter.
24Chapter 3
CSLAM: Calibration integrated
SLAM
Our aim in introducing the CSLAM is to enable the SLAM to start its operation
without any manual intervention in the system, as the manual intervention is in-
accurate and sometimes it is not available or not possible to measure. We will use
technique given by Zhang (2000) to do automated camera calibration to nd out
extrinsic camera parameters. Also we will use triangulation technique to determine
the 3D position of features in world coordinate frame (Hartley and Zisserman, 2003).
Eventually to avoid high percentage of track loss in single camera visual SLAM, the
SLAM algorithm will eventually work in two modes. In CSLAM mode, the cam-
era position is calculated using calibration and MonoSLAM mode will work using
standard MonoSLAM method. In our implementation of CSLAM, we assume that
calibration object is visible in every frame.
253.1 Calibration
Normally several planar objects kept orthogonal to each other are used to do cali-
bration. This assembly is tedious and inaccurate, because it is dicult to arrange
two to three planes accurately orthogonal to each other manually with sucient pre-
cision. Zhang (2000) proposed an alternative technique which uses a single planar
object to do the camera calibration. This calibration system is very easy to build as
we can print the chessboard pattern on paper and attach it to any planer surface.
We assume that in world coordinate system, the calibration pattern is on plane
Z = 0.
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where R is rotation matrix and t is translation vector. (u;v) is image position of a
corner and (x;y;z) is world frame position of a corner. K is the camera calibration
matrix.
We will assume,
R =

~ r1 ~ r2 ~ r3

; (3.2)
where ~ r1, ~ r2, ~ r3 are the column vectors of the rotation matrix R.
For calibration object corners, Z = 0 and introducing scaling factor s,
s
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26Therefore,
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So, every object point and its image point is related by a homography H, where H
(3  3) matrix is given by,
H = K

~ r1 ~ r2 ~ t

(3.5)
Let ~ qi be the object point and ~ pi be the corresponding image point. Ideally, all
the corner points in the chessboard should satisfy,
s~ pi = H~ qi; (3.6)
where s is scaling factor, ~ pi = [u;v]T and ~ qi = [x;y;1]T (as z = 0, it is eliminated).
But image points may contain some noise. So we will assume that points extracted
from are distorted with Gaussian noise of zero mean and covariance matrix (mi).
Then, for best estimate of H, we need to minimize error e,
e =
X
i
(~ pi   ^ pi)
T
 1
mi(~ pi   ^ pi); (3.7)
where
mi = 
2I; (3.8)
^ pi =
1
~ h3:~ qi
2
6
4
~ h1:~ qi
~ h2:~ qi
3
7
5 (3.9)
and
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Once we know homography matrix H, the camera extrinsic parameters can be
calculated as,
 =
1 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(3.11)
~ r1 = K
 1~ c1 (3.12)
~ r2 = K
 1~ c2 (3.13)
~ r3 = ~ r1  ~ r2 (3.14)
~ t = K
 1~ c3 (3.15)
where H =

~ c1 ~ c2 ~ c3

.
Computed rotation matrix Q = [~ r1; ~ r2; ~ r3] does not match all the properties of
a rotation matrix. To estimate the best rotation matrix, we calculate the singular
value decomposition of Q,
Q = USV
T: (3.16)
Replacing S by identity matrix I, we get the best estimate of rotation matrix R,
R = UV
T: (3.17)
Thus we obtain the camera rotation (R) (equation 3.17) and translation (~ t)
(equation 3.15) with respect to world coordinate frame.
283.1.1 Corner Extraction: Chessboard
To nd correspondence between 3D world coordinate points and 2D image points,
we need to extract corners point of the chessboard. We use an implementation
by Vezhnevets (2005) to detect the chessboard corners from a given image. The
method rst does adaptive thresholding to get a binary image from the given gray
scale image. Then the edges of the black regions of the chessboard are extracted
from the binary image. We select edges of the suitable shapes and approximate
them with quadrilaterals. Quadrilaterals with shape similar to the squares in the
calibration pattern are selected. Then we calculate positions of the corners of these
selected quadrilaterals. The extracted corners are sorted and grouped according to
the size of the calibration object.
3.2 Image Features
We will use the feature detection operator by Shi and Tomasi (1994) as in MonoSLAM
to get the salient features.
3.2.1 Tracking
As we have seen in the MonoSLAM, the use of limited search space to track a feature
point in image fails when the change in the position and orientation of the camera
exceeds prediction by the Kalman lter. Instead a tracking algorithm which search
in the whole image is more useful in such scenario. Pyramidal Lukas-Kanade tracker
given by Bouguet (2000) works on whole image to track the feature. We will use
this technique to track feature across frames in CSLAM.
Given the point Pa on image A, it tries to nd best match Pb on image B. First,
the pyramidal representations of the images A and B is calculated. The images are
29processed from the highest to the lowest n levels of the pyramid. At the ith level of
the pyramid, the position of point Pa is given by
Pa;i =
Pa
2i =

X Y
T
: (3.18)
Then the spatial gradient matrix G is calculated for the given window size (Wx;Wy)
at Pa;i.
G =
X+Wx X
x=X Wx
Y +Wy X
y=Y  Wy
2
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3
7
5; (3.19)
where derivative of Ai with respect to x and y, Aix and Aiy respectively calculated
as,
Aix(p;q) =
Ai(p + 1;q)   Ai(p   1;q)
2
Aiy(p;q) =
Ai(p;q + 1)   Ai(p;q   1)
2
:
The iterative Lukas-Kanade optical ow method is used to get the position of the
best match at the given level of pyramid. The initial guess for the top-most level of
pyramid is initialized to,
gn =

gnx gny
T
=

0 0
T
: (3.20)
Before starting iterations, the guess s0 for the iterative Lukas-Kanade is initialized
as to (0;0). K iterations of the Lukas-Kanade optical method used to get the good
estimate of optical ow at the every level of the pyramid. At the every jth iteration,
30the optical ow fj and the guess sj for the next iteration is calculated.
fj = G
 1~ qj (3.21)
sj = sj 1 + fj; (3.22)
where image mismatch vector ~ qj and image dierence Aij(x;y) calculated as
~ qj =
X+Wx X
x=X Wx
Y +Wy X
y=Y  Wy
2
6
4
Aij(x;y)Aix(x;y)
Aij(x;y)Aiy(x;y)
3
7
5;
Aij(x;y) = Ai(x;y) + Bi(x + gix + sj 1;x;y + giy + sj 1;y):
After completion of K iterations at the current level of pyramid, the nal optical
ow Fi at the level i is given by,
Fi = fK; (3.23)
and the guess for the next lower level i   1 of pyramid (gi 1) is given by
gi 1 =

gi 1x gi 1y
T
= 2(gi + Fi) (3.24)
After processing all the levels of pyramid, we get the nal ow vector F as
F = g0 + F0; (3.25)
and location of point Pb is given by
Pb = Pa + F: (3.26)
From the points tracked, we eliminate outliers. We use points to calculate the
31motion of the camera and also 3D positions of features in the world coordinate
frame.
3.2.2 Localization
The location of a feature is determined by using triangulation. We have the 3D
location of the camera and also the 2D location of the feature on the image at every
frame. We will use algorithm derived from structure computation technique using
epipolar geometry from Hartley and Zisserman (2003). Consider that we have n
frames and the object point P is visible at all the n frames. Algorithm 3.1 shows
function to calculate 3D position of P.
3.3 Prediction of motion: Two-view geometric method
The motion of camera between two subsequent frames is computed based on the
essential matrix (Hartley and Zisserman, 2003). In this method, we use the frame to
frame correspondence between features and the known camera calibration matrix to
get the essential matrix. Consider the problem of nding the motion of the camera,
frame A to frame B. Let us consider ~ q be object point with, ~ pa, the corresponding
image point in frame A and point ~ pb in frame B. We take frame A as reference frame
with rotation matrix as identity matrix I. Then we have the translation vector ~ t and
the rotation matrix R of the frame B with respect to frame A.
~ pa = K[Ij0]~ q; (3.27)
~ pb = K[Rjt]~ q; (3.28)
32Algorithm 3.1 Function to nd 3D position of a feature
Input:
pos = [wc1; :::; wcn], 3D camera position in n frames
proj = [p1; :::; pn], 2D image coordinates of feature in n frames
Output:
wq is 3D feature position
Variables:
total = [0;0;0]T
weight = 0
if n >= 2 then
for i = 1 to n   1 do
wpi = 3D coordinates of image plane point pi
for j = i + 1 to n do
wpj = 3D coordinates of image plane point pj
Find the intersection of two lines (wci;wpi) and (wcj;wpj)
if Lines Intersect then
total = total+ point of intersection
weight = weight + 1
else if Lines are not parallel then
wr1 = nearest point on line (wci;wpi) to line (wcj;wpj)
wr2 = nearest point on line (wcj;wpj) to line (wci;wpi)
total = total +
wr1 +
wr2
2
weight = weight + 1
end if
end for
end for
wq = total
weight
end if
33where K is the camera calibration matrix. Normalized coordinates for ~ pa and ~ pb can
be found out by
~ pa
0 = K
 1~ pa; (3.29)
~ pb
0 = K
 1~ pb: (3.30)
Essential matrix can be dened as
~ pa
0E~ pb
0 = 0: (3.31)
Equation (3.31) can be represented as
~ v:~ e = 0 (3.32)
where
~ v = [xpaxpb; ypaxpb; xpb; xpaypb; ypaypb; ypb; xpa; ypa; 1]
T
e = [E11; E12; E13; E21; E22; E23; E31; E32; E33]
T
and
~ pa = [xpa; ypa]
T
~ pb = [xpb; ypb]
T:
If we get n corresponding points, then we can stack them together to get
V~ e = ~ 0 (3.33)
34where V = [~ v1; :::; ~ vn]T. We can solve equation (3.33), if we have 8 or more point
correspondences available. The equation can be solved by using constraint,
min
~ e
kV~ ek
2: (3.34)
Once we get E matrix, we perform singular value decomposition of the E matrix.
E = UV
T: (3.35)
Then we obtain the rotation matrix and the translation vector by
R = UWV
T or UW
TV
T (3.36)
t = ~ u3 or   ~ u3 (3.37)
where ~ u3 is the last column of U matrix and
W =
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:
Figure 3.1 shows the four solutions obtained from the essential matrix. Among them
only solution 1 is correct and all the others are wrong. The correct solution is the
one in which the object point q is in front of the camera in both views.
Algorithm 3.2 shows overall steps performed in the CSLAM.
3.4 Results
We have implemented CSLAM using C++ and OpenCV library (OpenCV) for com-
puter vision on AMD AthlonTM 64 X2 Dual Core Processor machine with 3.8 GHz
35(a) Solution 1 (b) Solution 2
(c) Solution 3 (d) Solution 4
Figure 3.1: Solutions after solving Essential Matrix (Hartley and Zisserman, 2003)
Algorithm 3.2 CSLAM: Calibration integrated Simultaneous Localization and
Mapping
Initialization:
Initialization of camera position using calibration object
Get salient features from rst frame
while Video not ended do
Get new frame
Track Feature
Obtain camera position
(a) Recalibration using calibration object
(b) 2-view Geometry
Update 3D position of features using tracked features
if Features traceable fall below threshold then
Get new salient features
end if
end while
36clock rate and main memory of size 2 GB.
Rather than using rotation matrix (R), we use rotation vector (~ r) representations
as rotation matrix eectively has 3 degrees of freedom. The transformation between
these two representation is as follows.
 = k~ rk (3.38)
~ r =
~ r

(3.39)
R = cos   I + (1   cos ) ~ r  (~ r)
t + sin  
2
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0  rz ry
rz 0  rx
ry rx 0
3
7 7 7
7
5
(3.40)
and inverse transformation is
sin  
2
6 6 6
6
4
0  rz ry
rz 0  rx
ry rx 0
3
7 7 7
7
5
=
(R   RT)
2
(3.41)
where ~ r = [rx;ry;rz] is rotation vector.
We used world coordinates system as shown in gure 3.2 for our experiments.
3.4.1 Dataset
We used Canon Powershot A460 camera to record the video at resolution of 640480
pixels and 10 frames per second. We use the following four videos to test the CSLAM
and MonoSLAM algorithms. Table 3.1 shows summary of the dataset.
37Figure 3.2: World Coordinate Frame
Test Video Frames Figure Description
tv1 337 3.3 Motion in X direction i.e. lateral motion
to the calibration object plane
tv2 335 3.4 Motion in Y direction i.e. vertical mo-
tion
tv3 318 3.5 Motion in  Z direction i.e. motion to-
wards and away from calibration object
tv4 402 3.6 Motion in XZ plane i.e lateral, towards
and away from calibration plane
Table 3.1: Dataset for testing
Figure 3.3: Test Video 1: Motion in X direction (lateral motion, tv1)
38Figure 3.4: Test Video 2: Motion in Y direction (vertical motion, tv2)
Figure 3.5: Test Video 3: Motion in  Z direction (camera optical axis, tv3)
Figure 3.6: Test Video 4: Motion in XZ plane (horizontal plane, tv4)
393.4.2 Comparison between CSLAM and MonoSLAM
We tried test the MonoSLAM and CSLAM methods on several test videos. We will
try analyzing the results of the tests in this section.
Test 1: Lateral movement (X)
In this test, we tried to move the camera only in X direction that is lateral to the
calibration object (test video: tv1). Then we calculated the trajectory of the camera
motion using MonoSLAM and CSLAM. Values of CSLAM calibration method are
shown in red and CSLAM two-view geometrical method are shown in green, while
black color is used show values of MonoSLAM method. As seen from the gure
3.7, CSLAM methods shows the X direction movement of trajectory, while trajec-
tory returned by MonoSLAM is distorted with a large error. The analysis of the
trajectories shows that MonoSLAM given trajectory have errors in all X, Y and Z
coordinate values, while there is less error in values of the X, Y and Z component
of trajectories returned by both method of CSLAM. MonoSLAM method fails to
get correct trajectory after it fails to track any feature after 35th frame. Although
it saves descriptor for features, so it can attempt to track feature after losing it for
some time. As seen from trajectory that this method won't work with the given
scene.
40Figure 3.7: Test Video 1: Overall Trajectory of The Camera
(a) Test Video 1: X coordinate of camera
41(b) Y coordinate of camera
(c) Z coordinate of camera
Figure 3.8: Test Video 1: Analysis of CSLAM and MonoSLAM Trajectories
42Test 2: Vertical Motion (Y )
In this test, the camera is moved only in Y direction (test video: tv2). As seen in
gure 3.9, only calibration method in CSLAM is able to give good results. We are
able to see error in X, Y and Z components of MonoSLAM trajectory and trajectory
given by two-view geometrical method of CSLAM in gures 3.10(a), 3.10(b), 3.10(c).
Although there is error in calculation of trajectory by MonoSLAM, it is able to track
features for the scene.
Figure 3.9: Test Video 2: Overall Trajectory of The Camera
43(a) X coordinate of camera
(b) Y coordinate of camera
44(c) Z coordinate of camera
Figure 3.10: Test Video 2: Analysis of CSLAM and MonoSLAM Trajectories
45Test 3: Motion towards and back from calibration object ( Z)
In this test video (tv3), we have conned the movement of the camera in Z direction.
As seen from the gure 3.11, MonoSLAM fails to calculate trajectory for this video.
The gures 3.12(a), 3.12(b) and 3.12(c), the large error in X, Y and Z components
of trajectory calculate by MonoSLAM, while calibration and two-view geometrical
method of CSLAM gives satisfactory results. MonoSLAM fails to track any feature
after frame 107 and gives wrong trajectory thereafter.
Figure 3.11: Test Video 3: Overall Trajectory of The Camera
46(a) X coordinate of camera
(b) Y coordinate of camera
47(c) Z coordinate of camera
Figure 3.12: Test Video 3: Analysis of CSLAM and MonoSLAM Trajectories
483.4.3 Rectangular motion in X   Z plane with CSLAM
Here, we represent the result of CSLAM on the test video (tv4) containing 412 frames
(some frames are shown in gure 3.6). In this video, we tried to move the camera
in a rectangular trajectory in X and Z direction and as little change in orientation
and Y direction. Figure 3.13 shows the trajectory of the camera movement in 3D
with respect to world coordinate system. In every plot, the black line shows the
values given by calibration method and the green line shows values given by two-
view geometric method. We will analyse the trajectory using x, y and z coordinates
with respect to frames. The gure 3.14(a) shows the x values of the trajectory given
by the two methods as function of frame number. Similarly gures 3.14(b) and
3.14(c) shows the y and z values. Figures 3.14(d), 3.14(e) and 3.14(f) shows the rx,
ry and rz values of the camera for the calibration and two-view geometric methods
with respect to world coordinates as a function of frame numbers respectively.
We did not compare our results with MonoSLAM in this test, because it is failing
to track any feature after frame 30 and resulting in wrong trajectory. Due to this,
plot of trajectories get distorted and does not show the rectangle resulting from
motion correctly.
49Figure 3.13: Test Video 4: Overall Trajectory of The Camera
50(a) X coordinate of camera
(b) Y coordinate of camera
51(c) Z coordinate of camera
(d) rx of camera
52(e) ry of camera
(f) rz of camera
Figure 3.14: Test Video 4: Analysis of CSLAM Trajectory
533.4.4 Execution Times
We have tested the execution times for CSLAM implementation on AMD Athlon(tm)
64 X2 Dual Core Processor machine with 3.8 GHz clock rate and main memory of
size 2 GB. Although we did not tried to improve the implementation with any op-
timization technique, we got the execution times as shown in table 3.2.
Test Video CSLAM with two-view
Geometrical method
CSLAM without two-
view Geometrical
method
MonoSLAM
tv1 116.31 99.44 483.68
tv2 109.44 95.26 328.36
tv3 110.69 95.30 525.16
tv4 105.68 92.85 653.23
Table 3.2: Execution Times for CSLAM implementation (in milliseconds per frame)
Therefore oine rate is approximately 10 frame per second. With an online
camera with optimization, the rate expected to increase.
3.5 Summary
Results returned by our test shows that the CSLAM methods, Calibration method
using calibration object and two-View geometrical method gives satisfactory results
in dierent types of movements, while MonoSLAM produces erroneous trajectories
for the same inputs.
Thus we have developed and implemented an alternative method for SLAM,
using calibration and two-view geometrical methods.
54Chapter 4
Conclusion
4.1 Summary
In this thesis, we have developed and implemented an alternative approach to the
Kalman lter based SLAM. In this approach, we have used calibration based method
based on homography to calculate the extrinsic parameters of the camera. It allows
us to eliminate manual initialization from single camera SLAM techniques. We have
implemented another parallel method based on two-view geometry. This method
provides improved results for calculation of the motion between two consecutive
frames.
The approach used here may be viewed as an alternative mode; the Kalman
lter based MonoSLAM is the primary mode of operation, but from time to time a
calibration object is used to recalibrate the camera position with respect to world
map. At present the implementation attempts only the new mode. Hence our results
are limited to only the situations where the calibration object was continuously
visible. Thus the integration of the two modes remains a major issue for the future.
In the CSLAM mode, we have been able to track more number of features than
MonoSLAM. This ensures that we always have adequate number of features for our
55calculations. Hence we are able to perform signicantly better than MonoSLAM.
Current visual SLAM methods use manual initialization, which are erroneous,
tedious and time consuming. With the success of our method, we can have SLAM
methods which are self initializing and can start automatically. This would be
extremely useful in employing SLAM techniques in environments which are inhos-
pitable and dicult for manual initialization.
The two-view geometrical method to calculate the motion between two consecu-
tive frames could be replaced by a n-view geometrical technique. This would further
improve accuracy in calculating the camera motion for the next frame using the in-
formation by previous (n 1) frames. The time requirement of this n-view geometry
method increases with increase in n. To do real time processing, the n should be
small.
A missing part in the present approach is that we do not have ground truth on
which to test the method. The testing method can be improved, if CSLAM is tested
with the camera system mounted on a robot arm or XYZ table.
The eventual goal of this work is to be able to build a 3D map of the environment
using the video in real time. So the robot will be able to go in an unknown environ-
ment, build a map of environment and plan a path for itself from the environment
using single camera. Although much more remains to be done, the work we have
presented here is a step forward towards this goal.
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