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This work presents an analysis of the reproducing kernel K(p) associated to a class of
wavelets K (p) derived from the theory of multiplicatively advanced differential equations.
These kernels K(p) are expressible in terms of a family of new wavelets fk(t), which are
generated by two fundamental wavelets qCos(t) and qSin(t), all of which satisfy multiplica-
tively q-advanced perturbations of the second-order equation of the harmonic oscillator
f ′′(t) = − f (t). As the parameter q → 1+, qCos(t) and qSin(t) approach cos(t) and sin(t)
uniformly, respectively, on compact subsets of R. Decay rates for K(p) as q → ∞ are given,
reﬁning the understanding of the associated frame operator S , and providing for eﬃciency
in inversion of S .
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The reproducing kernel plays an important but often subtle role in any numerical signal analysis that involves
wavelets [12]. In one form, the reproducing kernel is an L2 inner product measure of the interaction between elements
of a wavelet frame. As such, the rate of decay of the reproducing kernel in terms of distance between frame elements
gives a direct measure of eﬃciency in signal representation and recovery [6]. Here we review the different forms that the
reproducing kernel can take and how they are used in signal reconstruction. Then we study key properties in a special case
where the kernel can be computed explicitly. The mother wavelet used here is
K (t) ≡
∞∑
k=−∞
(−1)ke−tqk/qk(k+1)/2, for t  0, q > 1, (1)
where K (t) ≡ 0 for t < 0. The wavelet K (t) and its derivatives K (p)(t) are ﬂat for t  0, and then for t  0 they oscillate with
ﬁrst a large depression trough followed by a large crest before damping down (see Fig. 1 of [14]). Thus they will be useful
in the study of spontaneously occurring physical phenomena, including the modeling of particle creation/annihilation [2] or
of tsunami waves. See for instance [10, Figs. 4 and 7], where cross sections of tsunami models bear remarkable resemblance
in shape to the wavelet K (t) with q ≈ 1.4.
The K (p) and their Fourier transforms K̂ (p) are Schwartz functions and are expressible in terms of a reciprocal of the
Jacobi theta function. Thus they have good time-frequency localization [1] and ﬁnite uncertainty. The reciprocal of the Jacobi
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theta function is ﬂat at 0, see Eq. (15) below, so the K̂ (p) have good time-scale localization as well. In contrast to Battle
[3], the wavelets K (p)(t) are not q-adic, but they still satisfy a lower bound of (‖K (p)‖22/2)(1− 1/
√
q)−1 in their uncertainty
principle estimate, due to Theorem 1.1 of [3].
Perhaps the greatest legacy of the wavelets K (p) is that their reproducing kernel spawns two new fundamental wavelets
qCos and qSin that are L2 counterparts of sin and cos. That is, a major purpose of this paper is to explicitly compute the
reproducing kernel of the K (p) as expressible in terms of the wavelets
qCos(t) ≡ Cq
∞∑
k=−∞
(−1)k e
−tqk
qk2
, qSin(t) ≡ Cq
∞∑
k=−∞
(−1)k e
−tqk
qk(k−1)
, (2)
for t  0, q > 1 and Cq > 0 a normalization constant chosen so that qCos(0) = 1. After being extended to R, the functions
in (2) are shown to satisfy the multiplicatively advanced harmonic oscillator equations
qCos
′′(t) ≡ −q qCos(qt), qSin′′(t) ≡ −q2qSin(qt). (3)
We remark that qCos and qSin are C∞ and it can be seen that their power series at 0 have radius of convergence 0 (via
Eqs. (86)–(87) below). This fact demonstrates that the new functions (2) are not related to the q-holonomic functions cosq ,
sinq , Cosq and Sinq of q-series and q-calculus in [11], as the latter all have positive radius of convergence and are analytic
at 0. Representations of qCos and qSin are given in Fig. 1.
Notice that as q → 1+ Eqs. (3) approach f ′′(t) = − f (t), the harmonic oscillator equation. We show that the solutions (2)
of Eqs. (3) are wavelets that converge locally to solutions of the harmonic oscillator. That is, qCos and qSin converge uni-
formly on compact sets to their trigonometric counterparts cos(t), sin(t) respectively as q → 1+ .
Observe that the shape of both qCos and qSin make them useful in studying rogue or freak waves, see for instance Fig. 9
of [8], and also [9]. Thus the wavelets qCos and qSin are a useful tool for practitioners who wish to approximate solutions
of the harmonic oscillator and/or wave equations by ﬁnite energy solutions of the corresponding perturbed MADEs in
modeling physical phenomena. For instance, the wave function Ψq(t, x) ≡ qCos(ct)qCos(x) satisﬁes the forced wave equation
(∂2t − c2∂2x )Ψq = Fq , where ‖Fq‖∞ vanishes as q → 1+ , but ‖Ψq‖∞ = Ψq(0,0) = 1.
In a different computational direction, we show that, upon normalization, qCos and qSin are mother wavelets giving
a frame for L2(R) under large translation parameters, which can be diﬃcult to obtain in general [5]. Large translation
parameters are obtainable via an exact computation of the diagonal term G0 in the frame condition, where G0 is given in
Eq. (103). This parallels the demonstration of large translation parameters for wavelet frames generated by K (p) in [15]. We
also mention that the functions (2) provide C∞ alternatives to splines, as we are able to prove in [16] by constructing C∞
approximations of the Haar wavelet from qSin.
The computation of G0 for qCos and qSin reveals that they are ratios of Jacobi theta functions. This demonstrates another
principal we wish to emphasize: there are direct connections between the areas wavelets, MADEs, and special functions,
and information in one arena converts to useful information in another arena. This often gives computationally useful in-
formation, as in the case of the large translation parameters alluded to above. Thus another major purpose of this work is
in demonstrating the eﬃcacy of the following program: determining the class of functions that fall into the overlap cate-
gory of functions that (1) satisfy multiplicatively advanced differential equations (MADEs), (2) are also wavelets generating
wavelet frames for L2(R), and (3) have Fourier transforms expressible in terms of theta functions or other special classical
functions. In following this program, we will be linking the areas of MADEs, wavelets, and special functions in novel and
interesting ways. Applications to mathematical physics (as indicated above), applications to wave theory (as in [9] and [8]),
and applications to data compression and recovery (as in Theorem 6 and the immediately subsequent remarks) will widen
the scope of this program.
The paper begins with the various forms of the reproducing kernel that appear in practice, see also [12]. Then the main
results on the reproducing kernels for K (t) are stated in terms of qCos(t) and qSin(t). Computational details using residue
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by a speciﬁc study of qCos and qSin. In Section 7 we establish frame properties of fk , qCos and qSin that result in reasonably
large shift parameters b for the generation of wavelet frames. Then we return to the reproducing kernel and show that the
new wavelets are Schwartz functions and thus well localized in both time and frequency, a property not guaranteed for all
wavelets [3]. Technical results related to the decay rates underpinning the Schwartz properties are given in Section 9. The
paper is concluded with results on the frame operator associated with K (t).
2. Background and notation
Given constants a0,b0 > 0, let ψ be a norm 1 mother wavelet generating a wavelet frame of the form
Λψ(a0,b0) =
{
ψn, j(t) ≡ an/20 ψ
(
an0t − jb0
) ∣∣ n, j ∈ Z}
for the Hilbert space L2(R), with frame bounds 0 < A  B < ∞ that satisfy
A‖ f ‖2 
∑
n, j∈Z
∣∣〈 f ,ψn, j〉∣∣2  B‖ f ‖2 (4)
for all f ∈ L2(R). The analysis operator is the mapping F : L2(R) → 2(Z2) given by F ( f ) = {〈 f ,ψn, j〉}. The adjoint F ∗ :
2(Z2) → L2(R) is given by F ∗({cn, j}) =∑n, j∈Z cn, jψn, j and is called the synthesis operator. The composition
S( f ) = F ∗F ( f ) =
∑
n, j∈Z
〈 f ,ψn, j〉ψn, j (5)
is the frame operator. Evaluating S on a frame element ψn1, j1 yields
S(ψn1, j1) =
∑
n2, j2∈Z
〈ψn1, j1 ,ψn2, j2〉ψn2, j2 .
For f =∑n1, j1∈Z cn1, j1ψn1, j1 we then have
S( f ) =
∑
n1, j1∈Z
∑
n2, j2∈Z
cn1, j1〈ψn1, j1 ,ψn2, j2〉ψn2, j2 .
Thus the frame operator can be expressed in terms of the inner products of the frame elements, and in this setting we refer
to the function giving these inner products, K, as the discrete reproducing kernel. That is we refer to
K(n1, j1;n2, j2) ≡ 〈ψn1, j1 ,ψn2, j2〉 = a(n1+n2)/20
∞∫
−∞
ψ
(
an10 t − j1b0
)
ψ
(
an20 t − j2b0
)
dt (6)
and the related expression
RK(n2, j2) ≡ K(0,0;n2, j2) = an2/20
∞∫
−∞
ψ(t)ψ
(
an20 t − j2b0
)
dt (7)
as discrete reproducing kernels, for ﬁxed a0,b0 > 0 and n1, j1,n2, j2 ∈ Z. For our purposes, it will also be useful to have a
mixed discrete-continuous reproducing kernel
K(n2,b) = an2/20
∞∫
−∞
ψ(t)ψ
(
an20 t − b
)
dt, (8)
where b is allowed to vary continuously throughout R, a0 > 0 is ﬁxed, and n2 ∈ Z. When the dependence on the frequency
and translation parameters a0 and b0 needs to be explicit, we will refer to (6), (7), and (8) as K(n1, j1;n2, j2;a0,b0),
RK(n2, j2;a0,b0), and K(n2,b;a0) respectively.
The dual frame Λ˜ψ (a0,b0) ≡ {ψ˜n, j = S−1(ψn, j) | n, j ∈ Z} associated to Λ(a0,b0) provides for recovery of f ∈ L2(R) via
f =
∑
n2, j2∈Z
〈 f , ψ˜n2, j2〉ψn2, j2 =
∑
n2, j2∈Z
〈 f ,ψn2, j2〉ψ˜n2, j2 , (9)
where the convergence of the sums in (9) is in the L2 sense, and not necessarily for convergence in Lp for p = 2. A rapid
decay in off-diagonal terms (when (n1, j1) = (n2, j2)) of K will result in greater inversion eﬃciency in recovery of f and in
computation of the dual frame Λ˜ [4,6].
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our main purpose here will be to take a more reﬁned perspective and directly analyze the reproducing kernel K itself,
where K is of type (6), (7), or (8) associated to ψ . In this study the mother wavelet is taken to be either ψ(t) = K (t)/‖K‖
or ψ(t) = K (p)(t)/‖K (p)‖, where, for t > 0, K (t) =∑k∈Z(−1)ke−tqk/qk(k+1)/2 and
K (p)(t) ≡ d
pK
dtp
(t) = qp(p−1)/2K (qpt)= ∞∑
k=−∞
(−1)k e
−tq(k+p)
q(k+p)(k−p+1)/2
(10)
is the pth derivative of K (t) ≡ K (0)(t). (10) holds for p < 0 when K (p) is taken to be the |p|th antiderivative of K . The K (p)
are ﬂat at t = 0 and are extended to be identically 0 for t  0. We denote √c0 = ‖K‖ to be the L2 norm of K over R.
We mention relevant properties of K and K (p) . These properties, including (10) through (17), have been demonstrated
in [14] and [15], which are good background references. The K (p) are wavelets, Schwartz functions, inﬁnitely differentiable
on R, and have all moments vanishing. In addition, we have that for each p ∈ Z and q > 1, K (p) satisﬁes the ﬁrst-order
advanced differential equation
dK (p)
dt
(t) = qpK (p)(qt). (11)
The Fourier transforms K̂ (p)(ω) = [1/√2π ] ∫
R
e−iωt K (p)(t)dt satisfy
K̂ (p)(ω) = i(μq)
3(iω)p√
2πωθ(q; iω) , (12)
where θ(q;ω) is the Jacobi theta function
θ(q;ω) ≡
∞∑
n=−∞
ωn
qn(n−1)/2
= μq
∞∏
n=0
(
1+ ω
qn
)(
1+ 1
ωqn+1
)
, (13)
and μq is the constant
μq ≡
∞∏
n=0
(
1− 1/qn+1). (14)
Essential algebraic properties of θ(q;ω), upon which we continually rely, are
θ
(
q;qnω)= qn(n+1)/2ωnθ(q;ω) ∀n ∈ Z, and θ(q;1/(qω))= θ(q;ω), (15)
as demonstrated in [15]. These algebraic properties of θ translate both to wavelet statements and to differential equation
statements for our new class of wavelets, and they appear repeatedly throughout this work.
In [15] we have shown that the K (p) satisfy[
qn/2/
∥∥K (p)∥∥]K (p)(qnt − jb)= [q(n+p)/2/√c0 ]K (qn+pt − j(bqp)). (16)
Furthermore, we have also shown in [15] that there exists a threshold function N (q) such that for bqp < N (q) the sets
Λ(p,q,b) ≡ {qn/2K (p)(qnt − jb)/∥∥K (p)∥∥ ∣∣ n, j ∈ Z}= Λ(0,q,bqp) (17)
associated to K (p) or K are wavelet frames which generate L2(R). There is a crossing point q0 ≈ 9.39033 such that q  q0
implies N (q) = 2π/√q. For 1 < q  q0, the threshold function N (q) is more complicated, but N (q) attains a minimum
value of δ0 ≈ 0.44345 on the interval [1,q0]. Thus for the purposes of this paper, we deﬁne
δˆ(q) ≡ δ0 if 1 < q < q0 and δˆ(q) ≡ 2π if q0  q. (18)
Then δˆ(q)/
√
q < N (q) for all q > 1. When the set (17) is required to be a frame, we take b = b0 = δ/q1/2+p with δ < δˆ(q),
which gives that bqp = [δ/q1/2+p]qp = δ/q1/2 < δˆ(q)/√q < N (q).
Letting K(p) denote the reproducing kernel associated to the frame generated by the mother wavelet K (p)(t)/‖K (p)‖, an
immediate consequence of (16) and (17) is that the discrete reproducing kernel K(p) of the frame associated to K (p) with
translation parameter b0 can be reduced to the reproducing kernel K(0) of the frame associated to K = K (0) with translation
parameter qpb0. That is,
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[
qn1/2/
∥∥K (p)∥∥][qn2/2/∥∥K (p)∥∥] ∞∫
−∞
K (p)
(
qn1t − j1b0
)
K (p)
(
qn2t − j2b0
)
dt (19)
= [q(n1+p)/2/√c0 ][q(n2+p)/2/√c0 ] ∞∫
−∞
K
(
qn1+pt − j1b0qp
)
K
(
qn2+pt − j2b0qp
)
dt
= K(0)
(
n1 + p, j1;n2 + p, j2;q,qpb0
)
. (20)
As a consequence, we have the reduction formula
RK(p)(n2, j2;q,b) = K(p)(0,0;n2, j2;q,b) = K(0)
(
p,0;n2 + p, j2;q,qpb
)
. (21)
In a similar spirit, the discrete-continuous reproducing kernel can also be reduced via
K(p)(n,b) = K(0)
(
n,qpb
)
, (22)
which follows from
K(p)(n,b) ≡
[
q0/2/
∥∥K (p)∥∥][qn/2/∥∥K (p)∥∥] ∞∫
−∞
K (p)(t)K (p)
(
qnt − b)dt
= [qp/2/√c0 ][q(n+p)/2/√c0 ] ∞∫
−∞
K
(
qpt − 0 · qp)K (qn+pt − bqp)dt
= [1/√c0 ]
[
q(n)/2/
√
c0
] ∞∫
−∞
K (u)K
(
qnu − bqp)du = K(0)(n,qpb),
having relied on (16) and on the substitution u = qpt . Thus, for p ∈ Z, statements about K(p) reduce to corresponding
statements about K(0) .
3. Description of main results
A main purpose of this study is to demonstrate the remarkable fact that the K (p) bequeath a number of their properties
to their corresponding reproducing kernels K = K(p) , including analogues of (10) through (12) and (17). More speciﬁcally,
for ψ = K (p)/‖K (p)‖ the associated discrete-continuous reproducing kernel K(p)(n2,b) consists of a family of wavelet func-
tions in b which are also Schwartz functions lying in L2(R), inﬁnitely differentiable in b throughout R, and having all
moments in b vanishing. For each ﬁxed n2 ∈ Z, K(p)(n2,b) satisﬁes a second-order advanced differential equation in b, and
the Fourier transform Kˆ(p) is expressed in terms of the Jacobi theta function. In order to represent the K(p)(n2,b) explicitly,
we introduce a pair of functions
f0(t) ≡
∞∑
M=−∞
(−1)Me−tqM /qM2 , f1(t) ≡
∞∑
M=−∞
(−1)Me−tqM /qM(M−1) (23)
for t  0. f0(t) is extended to be even and differentiable on all of R, and f1(t) is extended to be odd and differentiable on
all of R. Both functions are then normalized by f0(0) =∑∞M=−∞ (−1)M/qM2 > 0 to obtain the fundamental pair of functions
we call the q-Advanced Cosine and the q-Advanced Sine, as follows.
Deﬁnition 1. The q-Advanced Cosine and the q-Advanced Sine are given by
qCos(t) ≡ f0(t)/ f0(0) and qSin(t) ≡ f1(t)/ f0(0), (24)
qCos(t) = qCos(−t) is even, and qSin(−t) = −qSin(t) is odd.
K(p)(n2,b) is representable in terms of qCos if n2 is even, and in terms of qSin if n2 is odd. In the discrete case, for
K(p) with scale factor taken to be a0 = q (where q > 1 is the parameter deﬁning K ) and with the translation parameter b0
taken to be b0 = δ/q1/2+p with δ < δˆ(q), K(p)(n1, j1;n2, j2) is also represented in terms of qCos if n2 − n1 is even, and in
terms of qSin if n2 − n1 is odd. By understanding the decay properties of qCos(t) and qSin(t), we establish decay rates for
the off-diagonal terms K(p)(n1, j1;n2, j2) with (n1, j1) = (n2, j2). These decay of order exp(−[n1 − n2]2(lnq)/4) for q > 1
when n1 = n2, and they decay of order A˜|− j1 + j2|B˜−C˜ ln(|− j1+ j2|) when n1 = n2 and j1 = j2 for | j1 − j2| suﬃciently large.
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presented. These allow us to consider, qCos(t) and qSin(t) to be L2 analogues of cos(t) and sin(t), respectively. We will also
introduce other wavelet functions fk that also have all the properties given in Theorems 2 and 3.
Finally, in keeping with the theme above, for each K (p) the associated reproducing kernel K(p)(n2,b), as a function of b
(and consequently each of qCos(b) and qSin(b)) is itself a mother wavelet generating its own wavelet frame for L2(R) when
the scale factor is a power of q and the translation constant is suﬃciently close to 0.
4. Statement of the main theorems
The ﬁrst result of this work is the explicit computation of the discrete-continuous reproducing kernel in terms of the
q-advanced sine and cosine functions.
Theorem 1. The discrete-continuous reproducing kernel is computed as
K(p)(n,b) =
[
qn/2/
∥∥K (p)∥∥2] ∞∫
−∞
K (p)(t)K (p)
(
qnt − b)dt
=
{
(−1)n/2q−(n/2)2qCos(bqp/q(n+2)/2) if n is even,
(−1)(n−1)/2q−(n/2)2−1/4qSin(bqp/q(n+3)/2) if n is odd
(25)
where ‖K (p)‖ is the L2 norm of K (p) , and the functions qCos and qSin are deﬁned by (24). Furthermore, the reproducing kernel satisﬁes
the second-order advanced differential equation(
∂2/∂b2
)K(p)(n,b) = −q−n−1+2pK(p)(n,qb). (26)
The proof of Theorem 1 is given in Section 9, and relies on the key residue computation of Theorem 7 along with
properties of f0 and f1. For q near 1+ , Eq. (26) is a q-advanced perturbation of the harmonic oscillator f ′′(t) = − f (t)
having L2 solution K(p) . We further remark that, by (25), K(p)(n,b) decays of order at least q−(n/2)2 as either q or |n|
approaches inﬁnity, which follows once the decay rates of the qCos and qSin terms are understood.
The next result will provide for wavelet frame properties of K(p)(n,b) as a function of b by representing the Fourier
transform of K(p)(n,b) in terms of a Jacobi theta function of the form θ(q2;ω2), as deﬁned in (13).
Theorem 2. The Fourier transform ̂K(p)(n,b) of the discrete-continuous reproducing kernel K(p)(n,b) is given by
̂K(p)(n,b)(ω) = [1/
√
2π ]
∞∫
−∞
e−iωbK(p)(n,b)db
= ω
2p
qp2−(n+2)p
(−i)nμ4qμq2√
2πc0
ω−n−2
qn(n+2)/2θ(q2;ω2) =
ω2p
qp2−(n+2)p
̂K(0)(n,b)(ω). (27)
Proof. Theorem 2 is a direct consequence of Theorem 8 in Section 6. 
Corollary 1. For each n ∈ Z the discrete-continuous reproducing kernel K(p)(n,b) is a wavelet with the following properties:
(1)
(
∂2/∂b2
)K(p)(n,b) = −q−n−1+2pK(p)(n,qb) (2nd-order advanced ODE),
(2) sup
b∈R
∣∣∣∣bm ∂k∂bk K(p)(n,b)
∣∣∣∣< ∞ ∀m,k ∈ Z (Schwartz function),
(3)
∞∫
−∞
bmK(p)(n,b)db = 0 ∀m ∈ {0} ∪ N (all moments vanish),
(4)
∞∫
−∞
∣∣K(p)(n,b)∣∣2 db < ∞ ∀n ∈ Z (square integrable),
(5)
∞∫
−∞
∣∣ ̂K(p)(n,b)(ω)∣∣2|ω|k dω < ∞ ∀k ∈ Z (admissibility).
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Property (2) holds by Theorem 1 and by the derivative properties (96) qCos′(t) = −qSin(t) and qSin′(t) = q qCos(qt) to-
gether with evenness of qCos and oddness of qSin. Since both qCos(t) and qSin(t) decay of order |t|−c1 |t|−c2 ln(|t|) for positive
constants c1, c2 for |t| 1, as in (159) and (160), one observes that bm∂kK(p)(n,b)/∂bk approaches 0 as b approaches ±∞.
The result follows by a compactness argument.
Property (3) follows by using property (2) repeatedly to give the higher even derivatives as
K(2M)(p) (n,b) = (−1)MqM(M−n−2+2p)K(p)
(
n,qMb
)
. (28)
For 2M >m, use the change of variables b = qMu to rewrite
∞∫
−∞
bmK(p)(n,b)db =
∞∫
−∞
(
qMu
)mK(p)(n,qMu)qM du
= qM(m+1)
∞∫
−∞
(−1)MumK(2M)(p) (n,u)/qM(M−n−2+2p) du
= [(−1)MqM(m+1)/qM(M−n−2+2p)] ∞∫
−∞
(
um
)(2M)K(p)(n,u)du = 0,
where (28) was used to obtain the second line, and a 2M fold application of integration by parts was used to obtain the
third line, in conjunction with the observation from property (2) that uN∂kK(p)(n,u)/∂uk approaches 0 as u approaches
±∞.
Property (4) follows immediately from Theorem 2 and Plancherel’s Theorem ‖K(p)(n,b)‖2 = ‖ ̂K(p)(n,b)‖2 in combina-
tion with the rapid decay of 1/θ(q2;ω2) in (27) at both 0 and ±∞. This decay follows from the fact that 1/θ(q2;ω2) 
ω2 jq j( j+1) ∀ j ∈ Z as in Eq. (30) of [14].
Property (5) also follows directly from Theorem 2 along with the fact that in (27) 1/θ(q2;ω2)ω2 jq j( j+1) ∀ j ∈ Z. 
Theorem 3. For each N ∈ Z, and q > 1, one has that for β > 0 suﬃciently small{
qn/2K(p)
(
N,qnt − jβ)/‖K(p)‖ ∣∣ n, j ∈ Z}≡ ΛK(p)(N,·)/‖K(p)(N,·)‖(q, β) (29)
is a wavelet frame for L2(R).
Proof. The proof follows directly from Theorem 11 and from Theorem 10. 
Corollary 2. qCos(t) and qSin(t) are Schwartz functions, satisfying the q-advanced second-order differential equations (3), with all
moments vanishing, belonging to L2(R), and satisfying admissibility condition (5) of Corollary 1. Each of qCos(t) and qSin(t) is a
mother wavelet generating a frame for L2(R) for suﬃciently small translation parameter. Furthermore, qCos(t) and qSin(t) approach
cos(t) and sin(t) uniformly on compact subsets of R as q approaches ∞, respectively. Finally, qCos′(t) = −qSin(t) and qSin′(t) =
q qCos(qt).
Proof. Observe from Theorem 1 that for p = 1, n = 0 one has qCos(t) = K(1)(0, t), and for p = 1, n = −1 one has qSin(t) =
−q1/2K(1)(−1, t). Thus properties (1)–(5) of Corollary 1 hold, where property (1) is restated as (3). Alternatively, these
properties follow from Propositions 5 and 6 along with Theorem 8. The frame properties follow from Theorem 3. The
remaining statements are proven in Theorem 9 and Proposition 5. 
In the discrete case, the reproducing kernel K(p)(n1, j1;n2, j2), as deﬁned in (19), can also be represented in terms of
qCos and qSin by relying on the next theorem, which is a consequence of Theorem 1. First we deﬁne the essential concept
of the weighted difference.
Deﬁnition 2. For q > 1 and n1, j1,n2, j2 ∈ Z the weighted difference is
w1,2q ≡
[−q(n2−n1)/2 j1 + q(n1−n2)/2 j2]≡ w(q;n1, j1;n2, j2). (30)
The K(p)(n1, j1;n2, j2) depend on the weighted difference w1,2q as follows.
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even,
K(p)(n1, j1;n2, j2) = (−1)(n2−n1)/2q−[(n2−n1)/2]2qCos
(
w1,2q b0q
p/q
)
,
and if n2 − n1 is odd,
K(p)(n1, j1;n2, j2) = (−1)(n2−n1−1)/2q−[(n2−n1)/2]2−1/4qSin
(
w1,2q b0q
p/q3/2
)
,
where w1,2q is the weighted difference, as deﬁned in (30).
Proof. For the p = 0 case in (19), the change of variable u = qn1t − j1b0 gives
K(0)(n1, j1;n2, j2) = K(0)(n1, j1;n2, j2;q,b0)
= [q(n2−n1)/2/c0] ∞∫
−∞
K (u)K
(
qn2−n1u − (−qn2−n1 j1 + j2)b0)du
= K(0)
(
n2 − n1,
[−qn2−n1 j1 + j2]b0). (31)
Next observe that
K(p)(n1, j1;n2, j2) = K(p)(n1, j1;n2, j2;q,b0)
= K(0)
(
n1 + p, j1;n2 + p, j2;q,b0qp
)
(32)
= K(0)
([n2 + p] − [n1 + p], [−q[n2+p]−[n1+p] j1 + j2]b0qp) (33)
= K(0)
(
n2 − n1,
[−qn2−n1 j1 + j2]b0qp), (34)
where (20) was used to obtain (32), and (31) was used to obtain (33). Notice that both (31) and (34) give re-expressions of
the discrete reproducing kernel in terms of the discrete-continuous reproducing kernel. Thus we apply Theorem 1 to (34).
If n2 − n1 is even, (34) becomes
K(p)(n1, j1;n2, j2) = K(0)
(
n2 − n1,
[−qn2−n1 j1 + j2]b0qp)
= (−1)(n2−n1)/2q−[(n2−n1)/2]2qCos
([−q(n2−n1) j1 + j2]b0qp/q(n2−n1+2)/2)
= (−1)(n2−n1)/2q−[(n2−n1)/2]2qCos
([−q(n2−n1)/2 j1 + q(n1−n2)/2 j2]b0qp/q).
If n2 − n1 is odd, (34) becomes
K(p)(n1, j1;n2, j2) = K(0)
(
n2 − n1,
[−qn2−n1 j1 + j2]b0qp)
= (−1)(n2−n1−1)/2q−[(n2−n1)/2]2−1/4qSin
([−q(n2−n1) j1 + j2]b0qp/q(n2−n1+3)/2)
= (−1)(n2−n1−1)/2q−[(n2−n1)/2]2−1/4qSin
([−q(n2−n1)/2 j1 + q(n1−n2)/2 j2]b0qp/q3/2).
Labeling −q(n2−n1)/2 j1 + q(n1−n2)/2 j2 = w1,2q ends the proof of the theorem. 
Another consequence is the following corollary.
Corollary 3. For RK(p)(n2, j2) = RK(p)(n2, j2;q,b0) as in (21) and (19),
RK(p)(n2, j2) =
{
(−1)n2/2q−(n2/2)2qCos( j2b0qp/q(n2+2)/2) if n is even,
(−1)(n2−1)/2q−(n2/2)2−1/4qSin( j2b0qp/q(n2+3)/2) if n is odd.
(35)
Proof. The proof follows either from Theorem 1, by setting n = n2 and b = j2b0, or from Theorem 4, by setting n1 =
0= j1. 
The decay rates of qCos(u) and qSin(u) are of order |u|−B |u|−C ln(|u|) when |u|  1, which is shown in Section 9. Thus,
for the wavelets K (p)/‖K (p)‖, decay rates for the off-diagonal terms of the reproducing kernel K(p)(n1, j1;n2, j2) can be
deduced from Theorem 4.
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A˜ = A˜(q, δ) > 0, B˜ = B˜(q, δ) ∈ R, C˜ = C˜(q) > 0 such that the discrete reproducing kernel satisﬁes |K(p)(n1, j1;n2, j2)| = 1 for
n1 = n2 and j1 = j2 , and
∣∣K(p)(n1, j1;n2, j2)∣∣
⎧⎪⎨⎪⎩
exp(−[n1 − n2]2(lnq)/4) for n1 = n2, n1 − n2 even,
M˜ exp(−[n1 − n2]2(lnq)/4) for n1 = n2, n1 − n2 odd,
A˜|− j1 + j2|B˜−C˜ ln(|− j1+ j2|) for n1 = n2, j1 = j2, and | j1 − j2| q3/2/δ
where the constant M˜ is given by (119), and A˜, B˜ , C˜ are given by (130).
Furthermore, for ﬁxed q,n1,n2 and p, there are constants A > 0; B ∈ R; C > 0 such that for |w1,2q |  qD/δ, where D = 3/2 if
n1 − n2 is even, and D = 2 if n1 − n2 is odd, the reproducing kernel satisﬁes∣∣K(p)(n1, j1;n2, j2)∣∣ A∣∣w1,2q ∣∣B−C ln |w1,2q |,
where w1,2q = [−q(n2−n1)/2 j1 + q(n1−n2)/2 j2], as in (30).
Proof. Theorem 5 is a direct consequence of Theorem 13 in Section 9. 
The above decay rates imply eﬃciency in inversion of the frame operator S . In our case, we observe that, for large values
of q, the operator S−1 is close to the scaled identity operator [δα(q)/(2q3/2)]Id in operator norm.
Theorem 6. Let S = F ∗F be the frame operator associated to the wavelet frame generated by the mother wavelet K (p)/‖K (p)‖
Λ(p,q,b) ≡ {qn/2K (p)(qnt − jb)/∥∥K (p)∥∥ ∣∣ n, j ∈ Z}= ΛK (p)/‖K (p)‖(q,b),
where q > 1 and b > 0 satisﬁes b = δ/q1/2+p with δ < δˆ(q) as in (18). Let α(q) = (1 − 1/q)2 . Then there are C(q), D(q) > 0 such
that for all f in L2(R)∥∥ f − [δα(q)/(2q3/2)]S( f )∥∥ C(q)‖ f ‖, (36)
where C(q) in (36) is O(√ln(q)/q3/2) as q approaches inﬁnity; and∥∥S−1( f ) − [δα(q)/(2q3/2)] f ∥∥ D(q)‖ f ‖, (37)
where D(q) in (37) is O(√ln(q)/q3) as q approaches inﬁnity. Thus
S−1 ≈ [δα(q)/(2q3/2)]Id = [δ(q − 1)2/(2q7/2)]Id. (38)
The proof of Theorem 6 will be given in Section 10.
Remark. For ψn, j(t) = qn/2K (p)(qnt − jb)/‖K (p)‖, (9) becomes
f =
∑
n2, j2∈Z
〈 f , ψ˜n2, j2〉ψn2, j2 =
∑
n2, j2∈Z
〈
f , S−1ψn2, j2
〉
ψn2, j2 =
∑
n2, j2∈Z
〈
S−1 f ,ψn2, j2
〉
ψn2, j2
= δα(q)
2q3/2
∑
n2, j2∈Z
〈 f ,ψn2, j2〉ψn2, j2 +
∑
n2, j2∈Z
〈
S−1 f − [δα(q)/(2q3/2)] f ,ψn2, j2 〉ψn2, j2 ,
where the coeﬃcients of the last term, E , the error term, are of order ‖ f ‖√ln(q)/q3. Observe also that the squared L2
norm of the error term is given by
‖E‖2 =
〈 ∑
n1, j1∈Z
〈
S−1 f − [δα(q)/q3/2] f ,ψn1, j1 〉ψn1, j1 , ∑
n2, j2∈Z
〈
S−1 f − [δα(q)/q3/2] f ,ψn2, j2 〉ψn2, j2〉
=
∑
n1, j1,n2, j2∈Z
〈
S−1 f − [δα(q)/q3/2] f ,ψn1, j1 〉〈S−1 f − [δα(q)/q3/2] f ,ψn2, j2 〉〈ψn1, j1 ,ψn2, j2〉
=
∑
n1, j1,n2, j2∈Z
〈
S−1 f − [δα(q)/q3/2] f ,ψn1, j1 〉〈S−1 f − [δα(q)/q3/2] f ,ψn2, j2 〉K(p)(n1, j1;n2, j2)
where the squared error is now expressed in terms of coeﬃcients of combined order at most C2‖ f ‖22 ln(q)/q6 and the
reproducing kernel, which decays of order expressed in Theorem 5. Thus we explicitly link eﬃciency of L2 decay of the
error E to the decay of the reproducing kernel K(p) .
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there is a cost. One cost is a required higher rate of sampling, since the translation parameter b = δ/q1/2+p is de-
creasing in q. However, let p = 0. For δ < 2π and q = 100, the operator δ[(0.9801)/2000]S approximates f to within
[δ(0.005368)+0.000198]‖ f ‖ < 0.03393‖ f ‖ with translation parameter δ/10 < 0.6283. For δ < 2π and q = 400, the operator
δ[(0.9950)/16,000]S approximates f to within [δ(0.000711) + 0.000013]‖ f ‖ < (0.004476)‖ f ‖ with translation parameter
δ/20 < 0.3142.
5. Computation of the reproducing kernel via residues
In this section we explicitly compute the reproducing kernel K(p) directly in terms of new wavelets fk , yielding a
precursor of Theorem 1. First we obtain a preliminary lemma.
Lemma 1. For N  1 let Γ1,N = C1,N − c1,N + BN + DN be the positively oriented boundary of the upper semi-annular region A1,N in
C enclosed by the semicircles C1,N = qN+1+qN2 eiα and c1,N = q
−N−1+q−N
2 e
iα , where α increases from 0 to π , and by the line segments
BN = [−(qN+1 + qN )/2,−(q−N−1 + q−N )/2] and DN = [(q−N−1 + q−N )/2, (qN+1 + qN )/2] with increasing orientation. Also, let
Γ2,N = C2,N − c2,N − BN − DN be the oriented boundary of the lower semi-annular region A2,N in C enclosed by the semicircles
C2,N = qN+1+qN2 eiα and c2,N = q
−N−1+q−N
2 e
iα , where α increases from π to 2π , and the line segments BN and DN , as above.
Then, for b 0 with j = 1, and, for b 0 with j = 2, we have
lim
N→∞
∫
C j,N
eiωb/q
n
ωn−2/θ
(
q2;ω2)dω = 0 = lim
N→∞
∫
c j,N
eiωb/q
n
ωn−2/θ
(
q2;ω2)dω, (39)
which gives that
lim
N→∞
∫
Γ j,N
eiωb/q
n
ωn−2/θ
(
q2;ω2)dω = (−1) j−1 ∞∫
−∞
eiωb/q
n
ωn−2/θ
(
q2;ω2)dω. (40)
Proof. Let C = {u | u = (q+1)2 eiα, α ∈ [0,2π ]} be a reference circle of radius ρ := (q + 1)/2 > 1, which by construction
contains no zeros of θ(q2;u2). Observe that ρ/q = (1+ q−1)/2 < 1. By continuity of θ , ∃m,M such that for u ∈ C
0 <m
∣∣θ(q2;u2)∣∣ M < ∞.
Note that ω ∈ C j,N for j = 1,2 implies ∃u ∈ C with ω = qNu = qNρeiα . Similarly ω ∈ c j,N for j = 1,2 implies ∃u ∈ C
with ω = q−N−1u = q−N−1ρeiα .
For the case b  0, j = 1, and ω = qNρeiα = qNρ(cosα + i sinα) ∈ C1,N , we have that 0 α  π and −(sinα)b  0 give
e−qNρ(sinα)b/qn  1. This implies∣∣∣∣ ∫
C1,N
eiωb/q
n
ωn−2
θ(q2;ω2) dω
∣∣∣∣
π∫
0
e−qNρ(sinα)b/qn [qNρ]n−2
|θ(q2;q2N [ρ(eiα)]2)| q
Nρα dα

π∫
0
qN(n−1)ρn−1
qN(N+1)|ρ(eiα)|2N |θ(q2; [ρ(eiα)]2)|α dα (41)
 q−N2+N(n−2)ρ−2N+n−1 1
m
π2
2
, (42)
which approaches 0 as N approaches inﬁnity. Here (41) was obtained from (15). For the case b  0, j = 1, and ω =
q−N−1ρeiα = q−N−1ρ(cosα + i sinα) ∈ c1,N , one has 0  α  π and −(sinα)b  0 give e−q−N−1ρ(sinα)b/qn  1. A similar
computation gives∣∣∣∣ ∫
c1,N
eiωb/q
n
ωn−2
θ(q2;ω2) dω
∣∣∣∣ q−N2−Nn−n+1ρ2N+n+1 1m π22 , (43)
which approaches 0 as N approaches inﬁnity. Now (42) and (43) combine to give (39), hence (40), for b 0, j = 1.
For the cases b  0, j = 2 and ω ∈ C2,N or ω ∈ c2,N , we have π  α  2π , and −(sinα)b  0. These give that
e−qNρ(sinα)b/qn  1 and e−q−N−1ρ(sinα)b/qn  1. Analogous arguments to the above tell us that for semicircular arcs C˜ = C2,N ,
or c2,N there are constants k j , j = 1, . . . ,5, and bounds of type
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C˜
eiωb/q
n
ωn−2/θ
(
q2;ω2)dω∣∣∣∣ k5q−N2+k1N+k2ρk3N+k4 ,
which approaches 0 as N approaches inﬁnity. This gives (39), hence (40), for b  0, j = 2, taking into account the negative
orientation along the real axis induced from A2,N . The lemma now follows. 
In Lemma 2 of [14], we have shown
∞∏
n=0,n =M
(
1− q2M/q2n) ∞∏
n=0
(
1− 1/(q2M+2n+2))= (−1)M(μq2)2qM(M+1), (44)
which is utilized in Theorem 7 below.
We next introduce the following family of functions fk(t) by deﬁning
fk(t) =
{∑∞
M=−∞ (−1)Me−q
Mt/qM(M−k) for t  0,
(−1)k∑∞M=−∞ (−1)Me−qM |t|/qM(M−k) for t < 0. (45)
When it is desirable to emphasize the dependence on q, we shall refer to the functions fk(t) as fk,q(t). This leaves us in
the position of stating the main working theorem of this study.
Theorem 7. The discrete-continuous reproducing kernel K(p)(n,b), as deﬁned in (8), is computed as
K(p)(n,b) = q
n/2
‖K (p)‖
∞∫
−∞
K (p)(t)K (p)
(
qnt − b)dt = (−1)μ4qqn/2
2c0(μq2)2qn(n−1)/2
fn−2
(
bqp/qn
)
(46)
where c0 = ‖K‖2 and fn−2 is given by (45). Furthermore, the reproducing kernel satisﬁes the q-advanced harmonic oscillator equa-
tion (26).
Proof. We ﬁrst prove the theorem for p = 0, in which case the integral in (46) is ﬁrst converted via Plancherel’s Theorem
[17] to an integral involving the Jacobi theta function via (12):
∞∫
−∞
K (t)K
(
qnt − b)dt = ∞∫
−∞
K̂ (t)(ω) ̂K
(
qnt − b)(ω)dω
=
∞∫
−∞
iμ3q√
2πωθ(q; iω)
(
e−iωb/qn iμ3q
qn
√
2π(ω/qn)θ(q; iω/qn)
)
dω
= μ
6
q
2π
∞∫
−∞
eiωb/q
n
ω2θ(q; iω)θ(q;q−n(−iω)) dω
= μ
6
q
2π
∞∫
−∞
eiωb/q
n
ω2θ(q; iω)q−n(−n+1)/2(−iω)−nθ(q;−iω) dω
= μ
6
q(−1)nin
2πqn(n−1)/2
∞∫
−∞
eiωb/q
n
ωn−2
(μ2q/μq2)θ(q
2;ω2) dω =
μ4qμq2(−1)nin
2πqn(n−1)/2
∞∫
−∞
eiωb/q
n
ωn−2 dω
θ(q2;ω2) , (47)
where (15) was used to express θ(q;q−n(−iω)) as q−n(−n+1)/2(−iω)−nθ(q;−iω). We next prepare to evaluate the integral
(47) via a contour integral by examining the poles of the integrand. For M  0, Eq. (13) gives
θ
(
q2;ω2)= μq2(1+ ω2/q2M) ∞∏
n=0,n =M
(
1+ ω2/q2n) ∞∏
n=0
(
1+ 1/(ω2q2n+2))
= μq2
q2M
(
ω − iqM)(ω + iqM) ∞∏
n=0,n =M
(
1+ ω2/q2n) ∞∏
n=0
(
1+ 1/(ω2q2n+2)), (48)
yielding simple zeros at ±iqM with M  0. Similarly Eq. (13) gives
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(
q2;ω2)= μq2(1+ 1/(ω2q2M+2)) ∞∏
n=0
(
1+ ω2/q2n) ∞∏
n=0,n =M
(
1+ 1/(ω2q2n+2))
= μq2
ω2
(
ω − i/qM+1)(ω + i/qM+1) ∞∏
n=0
(
1+ ω2/q2n) ∞∏
n=0,n =M
(
1+ ω−2/q2n+2), (49)
yielding simple zeros at ±iq−M−1 with M  0. Thus by (48) and (49), the simple poles of (eiωb/qnωn−2)/θ(q2;ω2) that are
contained in C \ {0} are located at ω = ±iqM for M ∈ Z. From (48), for M  0 the residues at ±iqM are
Res
(±iqM)= ei(±iqM )b/qn(±iqM)n−2μq2
q2M
(±2iqM)∏∞n=0,n =M(1+ (±iqM )2q2n )∏∞n=0(1+ 1(±iqM )2q2n+2 )
= e
i(±iqM )b/qn(±iqM)n−2
μq2
q2M
(±2iqM)∏∞n=0,n =M(1− (q2M )q2n )∏∞n=0(1− 1q2M+2n+2 )
= e
i(±iqM )b/qn(±iqM)n−2
(±2i/qM)(μq2)3(−1)MqM(M+1)
, (50)
where the last equality holds by (44), and where all ± terms are simultaneously + or simultaneously − together. Let M  0,
and thus −M − 1 < 0. From (49), a computation similar to (50) that again relies on (44) gives the residues at ±iq−M−1 as
Res
(±iq−M−1)= ei(±iq−M−1)b/qn(±iq−M−1)n−2
(±2i/q−M−1)(μq2)3(−1)−M−1q(−M−1)(−M−1+1)
,
where all ± terms are simultaneously + or simultaneously − together. Thus (50) holds for all M ∈ Z.
Next (47) is evaluated via the residue theorem applied to a contour integral on the oriented boundary Γ j,N of the region
A j,N of Lemma 1. For b  0, we utilize as our contour Γ1,N which has simple poles of (eiωb/q
n
ωn−2)/θ(q2;ω2) that are
contained in A1,N located at ω = iqM for −N  M  N . For b  0, we utilize as our contour Γ2,N which has simple poles
of (eiωb/q
n
ωn−2)/θ(q2;ω2) that are contained in A2,N located at ω = −iqM for −N  M  N . Thus for j = 1,2 giving us the
contour Γ j,N , where j depends on the sign of b, we have
∞∫
−∞
K (t)K
(
qnt − b)dt = μ4qμq2(−1)nin
2πqn(n−1)/2
∞∫
−∞
eiωb/q
n
ωn−2
θ(q2;ω2) dω
= μ
4
qμq2(−1)nin
2πqn(n−1)/2
lim
N→∞
(
(−1) j−1
∫
Γ j,N
eiωb/q
n
ωn−2
θ(q2;ω2) dω
)
(51)
= μ
4
qμq2(−1)nin
2πqn(n−1)/2
lim
N→∞
(
(−1) j−12π i
∑
−NMN
Res
(
(−1) j−1iqM))
= μ
4
qμq2(−1)n+ j−1in+1
qn(n−1)/2
lim
N→∞
( ∑
−NMN
ei((−1) j−1iqM )b/qn((−1) j−1iqM)n−2
(2(−1) j−1i/qM)(μq2)3(−1)MqM(M+1)
)
= (−1)
n( j−1)−1μ4q
2(μq2)2qn(n−1)/2
( ∞∑
M=−∞
(−1)Me−qM (|b|/qn)
qM(M−n+2)
)
, (52)
where (51) was obtained from (40) in Lemma 1. We remark that for ﬁxed n and |b| the only term in (52) that depends
on j (and thus the sign of b) is the multiple (−1)n( j−1) which is positive if n is even and which changes sign in j if n is
odd. Thus we observe that the reproducing kernel
∫∞
−∞ K (t)K (q
nt − b)dt is even in b if n is even, and odd in b if n is odd.
Also, observe that the inﬁnite sum appearing in (52), combined with the term (−1)n( j−1) , is the reason for the deﬁnition
(45) of fk . This observation allows us to restate (52) as
∞∫
−∞
K (t)K
(
qnt − b)dt = (−1)μ4q
2(μq2)2qn(n−1)/2
fn−2
(
b/qn
)
which gives (46) in the p = 0 case, after normalizing by qn/2/c0.
For general p, Eq. (22) now gives (46) by reducing to the p = 0 case.
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d2
dt2
( fk(t)) = −qk+1 fk(qt). Thus taking second derivatives of fn−2(bqp/qn) with respect to b via (56) gives(
fn−2
(
bqp/qn
))′′ = ( f ′′n−2(bqp/qn))(q2p/q2n)= −q[n−2]+1 fn−2(qbqp/qn)(q2p/q2n)
= −q−n−1+2p fn−2
(
qbqp/qn
)
,
which in turn gives (26) via (46). The theorem is now proven. 
6. Algebraic, differential, and Fourier properties of the fk
To begin this section, we assume that t  0 in all equations (53) up through (57). Then, in Eq. (58), the results are
extended to the case t < 0. From (59) on, we again let t ∈ R. With this in mind, the main algebraic property for the fk , as
deﬁned in (45), is a reduction formula that separates into two parity cases, (54) below, depending on the even or odd parity
of k.
Proposition 1. Let t  0. For (k2 − k1)/2 ∈ Z we have
fk2(t) = (−1)(k2−k1)/2q(k
2
2−k21)/4 fk1
(
q(k2−k1)/2t
)
. (53)
Hence, for k = 2L even and for k = 2L + 1 odd, respectively, we have
f2L(t) = (−1)LqL2 f0
(
qLt
)
and f2L+1(t) = (−1)LqL2+L f1
(
qLt
)
. (54)
Proof. Let k2 − k1 = 2L with L ∈ Z. We obtain (53) by observing
fk2(t) =
∞∑
M=−∞
(−1)Me−tqM /qM(M−k2) =
∞∑
M=−∞
(−1)Me−tqM /qM(M−2L−k1)
=
∞∑
m=−∞
(−1)m+Le−tqm+L
q(m+L)(m−L−k1)
= (−1)LqL2+Lk1
∞∑
m=−∞
(−1)me−(qLt)qm
qm(m−k1)
= (−1)Lq(L+k1/2)2−(k1/2)2 fk1
(
qLt
)= (−1)(k2−k1)/2q(k2/2)2−(k1/2)2 fk1(q(k2−k1)/2t) (55)
where we have re-indexed from M to m = M − L in (55). Eqs. (54) follow immediately from (53). 
There are also interesting relations between the even and odd parity functions via differentiation, and these imply that
the fk satisfy a second-order advanced differential equation. The main differential property of the fk is now given.
Proposition 2. For t  0, the ﬁrst and second derivatives yield
f ′k(t) = − fk+1(t) and f ′′k (t) = −qk+1 fk(qt), (56)
where the derivatives at 0 are from the right.
Proof. For t > 0 we have
f ′k(t) =
d
dt
( ∞∑
M=−∞
(−1)Me−tqM
qM(M−k)
)
=
∞∑
M=−∞
(−1)Me−tqM (−qM)
qM(M−k)
= −
∞∑
M=−∞
(−1)Me−tqM /qM(M−k−1) = − fk+1(t).
For t = 0 we take the right-hand derivative
dfk
dt
(0) = lim
t→0+
fk(t) − fk(0)
t
= lim
t→0+
f ′k(T ) = lim
t→0+
− fk+1(T ) = − fk+1(0) (57)
where the Mean Value Theorem was applied to obtain T with 0 < T < t in (57). A double application of the ﬁrst derivative
formula in (56) yields
f ′′k (t) = fk+2(t) = (−1)(k+2−k)/2q[(k+2)
2−k2]/4 fk
(
q(k+2−k)/2t
)= (−1)1qk+1 fk(qt),
where (53) was used with k2 = k + 2 and k1 = k for the middle equality. 
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M∈Z(−1)M/qM(M−1) and for the index M > 0 the exponent M(M − 1) of q equals the exponent (−M + 1)(−M + 1 − 1)
for index −M + 1 0, with (−1)M of opposite sign to (−1)−M+1 which gives cancellation. At t = 0 the right-hand deriva-
tives vanish in the even parity case, as then ( f2L)′(0) = − f2L+1(0) = 0 by the above. The vanishings ( f2L)′(0) = 0 and
f2L+1(0) = 0 are all that is necessary to extend f2L(t) to be an even function differentiable on all of R, and to extend
f2L+1(t) to be an odd function differentiable on all of R. To extend to the case that t < 0, we deﬁne
fk(t) ≡ (−1)k fk
(|t|) (58)
for t < 0. Then
f ′k(t) ≡ (−1) fk+1(t) ∀t ∈ R. (59)
Now, by evenness or oddness of fk , we have that (53)–(56) all hold for the fk extended to R.
The following main Fourier property establishes Theorem 2.
Theorem 8. The Fourier transform fˆk of fk is given by
fˆk(ω) = (1/
√
2π )
∞∫
−∞
e−iωt fk(t)dt = 2(−i)kωk(μq2)3/
[√
2πθ
(
q2;ω2)]. (60)
Hence the Fourier transform ̂K(p)(n, t) of the discrete-continuous reproducing kernel K(p)(n, t) is given by
̂K(p)(n, t)(ω) = ω
2p
qp2−(n+2)p
(−i)nμ4qμq2√
2πc0
ω−n−2
qn(n+2)/2θ(q2;ω2) =
ω2p
qp2−(n+2)p
̂K(0)(n, t)(ω). (61)
Proof. By Lemma 1 of [14] and Theorem 2 of [14] we have
Kˆ (ω) = (1/√2π )
∞∑
k=−∞
(−1)k/[qk(k+1)/2(qk + iω)]= i(μq)3/[√2πωθ(q; iω)]. (62)
Now
fˆ−2(ω) = (1/
√
2π )
0∫
−∞
e−iωt f−2(t)dt + (1/
√
2π )
∞∫
0
e−iωt f−2(t)dt
=
0∫
−∞
e−iωt√
2π
∞∑
M=−∞
(−1)Me−|t|qM
qM(M+2)
dt +
∞∫
0
e−iωt√
2π
∞∑
M=−∞
(−1)Me−tqM
qM(M+2)
dt
= 1√
2π
∞∑
M=−∞
0∫
−∞
(−1)Met(−iω+qM )
qM(M+2)
dt + 1√
2π
∞∑
M=−∞
∞∫
0
(−1)Met(−iω−qM )
qM(M+2)
dt
= 1√
2π
∞∑
M=−∞
(−1)M
qM(M+2)(−iω + qM) +
1√
2π
∞∑
M=−∞
(−1)M
qM(M+2)(iω + qM)
= 1√
2π
∞∑
M=−∞
(−1)M(2qM)
qM(M+2)(ω2 + q2M) =
1√
2π
∞∑
M=−∞
2(−1)M
(q2)M(M+1)/2((q2)M + i(−iω2))
= 2i(μq2)
3
√
2π(−iω2)θ(q2; i(−iω2)) =
−2(μq2)3√
2πω2θ(q2;ω2) , (63)
where (63) follows from the last equality of (62). Now, since f (p)−2 = (−1)p f−2+p , we have
f̂−2+p(ω) = (−1)p f̂ (p)−2 (ω) = (−1)p(iω)p fˆ−2(ω) = (−1)p
−2(iω)p(μq2)3√
2πω2θ(q2;ω2) , (64)
which holds for all p ∈ Z. Letting k = −2+ p yields (60).
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gives
̂K(p)(n, t)(ω) =
(−1)μ4qqn/2
2c0(μq2)2qn(n−1)/2
qn−p f̂n−2(t)
(
qn−pω
)
, (65)
from which one directly obtains (61) via (60) and (15). This gives (61) and ﬁnishes the proof of the theorem. 
One immediate consequence of Theorem 8 is that the analogues of properties (1) through (5) of Corollary 1 hold for
each fk .
Corollary 4. For k ∈ Z, fk is a Schwartz function, satisfying the second-order differential equation f ′′k (t) = −qk+1 fk(qt), with all
moments vanishing, belonging to L2(R), satisfying admissibility condition (5) of Corollary 1.
Proof. By (56) and (54), each derivative of fk is expressible in terms of f0 or f1. By Eqs. (159) and (160), | f i(t)| is bounded
above by A|t|B−C ln |t| for |t| > 1 for i = 0,1 and for constants B ∈ R, and A,C > 0. Thus |tm dL fk(t)/dtL | approaches 0 as
|t| approaches ∞. This implies fk is a Schwartz function [17]. The second-order differential equation holds by (56). Use of
the second-order differential equation provides a proof of the fact that all moments vanish, paralleling that in Corollary 1.
Square integrability and admissibility follow by Plancherel’s Theorem ‖ fk‖2 = ‖ fˆk‖2, Theorem 8, and the rapid decay of
1/θ(q2;ω2) as |ω| approaches 0,∞. 
There are several further consequences of Theorem 8. One such consequence is the ability to compute the L2 norms
‖ fk‖, as in Corollary 5 below, and a second consequence is the ability to compute the sup norm ‖ f0‖∞ and to estimate the
sup norm ‖ f1‖∞ as in the subsequent Proposition 4 below.
Corollary 5. The L2 norm squared of fk for k = 2L +m for m = 0,1 can be computed as
‖ f2L+m‖2 = q2L2+L(2m−1)‖ fm‖2 =
2(μq2)
6
π
q2L
2+L(2m−1)
∞∫
−∞
ω2m dω
θ2(q2;ω2) . (66)
Proof. The reduction formulas (54) give that∥∥ f2L(t)∥∥2 = q2L2∥∥ f0(qLt)∥∥2 = q2L2−L∥∥ f0(u)∥∥2 = q2L2−L∥∥ fˆ0(ω)∥∥2, (67)∥∥ f2L+1(t)∥∥2 = q2L2+2L∥∥ f1(qLt)∥∥2 = q2L2+L∥∥ f1(u)∥∥2 = q2L2+L∥∥ fˆ1(ω)∥∥2, (68)
where the change of variables u = qLt was made to obtain the next to last pair of equations, and Plancherel’s Theorem was
used to obtain the last pair of equations. Using (60) to compute the L2 norms squared of fˆ0 and fˆ1 in (67) and (68) gives
(66). 
We need to bound the sup norms of f0 and f1 to gain a better understanding of the decay of our reproducing kernel.
As a preliminary step in obtaining these sup norms, we have the following key identity of functions in q.
Proposition 3. The following functional identity in q holds for all q > 1:
1 = [μ4qq/(2c0(μq2)2)] f0(0), equivalently, μ4qq/(2c0(μq2)2)= ( f0(0))−1. (69)
As a consequence, c0 = q/2+ O(1) as q → ∞.
Proof. Setting n = 0 = b in (46), the norm 1 function K (t)/√c0 has an L2 inner product against itself of 1. Thus we obtain
1 = K(0)(0,0) = 1
c0
∞∫
−∞
K (t)K (t)dt = −μ
4
q
2c0(μq2)2
f−2(0) =
μ4qq
2c0(μq2)2
f0(0),
where the even parity reduction in (54) gives the last equality. Now, since f0(0) =∑∞M=−∞ (−1)M/qM2 and μq , μq2 , as
in (14), all have a limit of 1 as q approaches ∞, Eq. (69) implies limq→∞[q/(2c0)] = 1. 
The following proposition allows for an exact computation of the sup norm of f0, and it has several other useful appli-
cations as well, including upper bounds on the sup norm of f1.
94 D.W. Pravica et al. / Appl. Comput. Harmon. Anal. 33 (2012) 79–108Proposition 4. The sup norm of f0 is given explicitly as ‖ f0‖∞ = f0(0). The sup norms of f0 and f1 are bounded by the following
expressions:
‖ f0‖∞ = f0(0) = θ
(
q2;−1/q)< 1 ∀q > 1, (70)
‖ f1‖∞ √q f0(0) ∀q > 1, (71)
‖ f1‖∞  2(μq2)3e ln(q)/π  2e ln(q)/π ∀q e. (72)
Proof. Setting n = 0 in (46) and applying Cauchy–Schwarz to the inner product of the norm 1 functions K (t)/√c0 against
K (t − b)/√c0 in L2 gives
1
∣∣K(0)(0,b)∣∣=
∣∣∣∣∣(1/c0)
∞∫
−∞
K (t)K (t − b)dt
∣∣∣∣∣= [μ4q/(2c0(μq2)2)]∣∣ f−2(b)∣∣
= [μ4qq/(2c0(μq2)2)]∣∣ f0(b/q)∣∣= ( f0(0))−1∣∣ f0(b/q)∣∣ (73)
for all b ∈ R, where we have applied the even parity reduction formula (54) to obtain the next to last equality of (73), and
we have applied (69) to obtain the last equality of (73). Thus f0(0)  | f0(t)| for all t ∈ R (after the substitution t = b/q).
Hence f0(0) = ‖ f0‖∞ . Furthermore, for all q > 1, we have by (13) that
0 < f0(0) =
∞∑
n=−∞
(−1)n/qn2 =
∞∑
n=−∞
(−1/q)n/qn(n−1) = θ(q2;−1/q)
= μq2
∞∏
n=0
(
1+ −1/q
q2n
)(
1+ −1
(1/q)q2n+2
)
= μq2
∞∏
n=0
(
1− 1
q2n+1
)2
< 1. (74)
The upper bound of 1 is sharp as q approaches ∞. Thus for all q > 1 we have that (70) holds.
Next, we estimate the sup norm for f1 in two different ways. One estimate will parallel the Cauchy–Schwarz technique
above, and it will hold for all q > 1. The second estimate will hold for q e, and it will rely on an estimate in the proof of
the Riemann–Lebesgue lemma of [17] that bounds the sup norm in terms of the L1 norm of the Fourier transform.
First, setting n = 1 in (46) and applying Cauchy–Schwarz to the inner product of the norm 1 functions K (t)/√c0 and
q1/2K (qt − b)/√c0 in L2 we obtain
1
∣∣K(0)(1,b)∣∣=
∣∣∣∣∣(q1/2/c0)
∞∫
−∞
K (t)K (qt − b)dt
∣∣∣∣∣= [μ4qq1/2/(2c0(μq2)2)]∣∣ f−1(b/q)∣∣
= q−1/2[μ4qq/(2c0(μq2)2)]∣∣ f−1(b/q)∣∣= q−1/2( f0(0))−1∣∣ f1(b/q2)∣∣, (75)
where the functional identity (69) and the reduction formula (54) were used to obtain the second equality in (75). We
conclude that
√
q f0(0) | f1(t)| for all t ∈ R, after the substitution t = b/q2. This gives (71).
The proof of the Riemann–Lebesgue lemma of [17] contains an estimate
‖ f1‖∞  ‖ fˆ1‖1/
√
2π (76)
that is straightforward to prove. This gives another approach to bounding ‖ f1‖∞ for q  e. By (60) along with the bound
(θ(q2;ω2))−1  q j( j+1)ω2 j ∀ j ∈ Z for ω ∈ R from Eq. (30) in [14], we have∣∣ fˆ1(ω)∣∣= 2(μq2)3|ω|/(√2πθ(q2;ω2)) 2(μq2)3|ω|2 j+1q j( j+1)/√2π. (77)
Taking j = 0 in (77) and integrating on the interval [0,qp], with p to be determined, we obtain
qp∫
0
∣∣ fˆ1(ω)∣∣dω (2(μq2)3/√2π )
qp∫
0
|ω|dω (2(μq2)3/√2π )(q2p/2). (78)
On the interval [qp,∞), by taking j = −1,−2 in (77) and 0 < s 1, we have∣∣ fˆ1(ω)∣∣ (2(μq2)3/√2π )min{|ω|−1, |ω|−3q2}
= (2(μq2)3/√2π )|ω|−1−2sq2s min{(ω2/q2)s, (ω2/q2)s−1}= (2(μq2)3/√2π )|ω|−1−2sq2s1, (79)
and thus we obtain
D.W. Pravica et al. / Appl. Comput. Harmon. Anal. 33 (2012) 79–108 95∞∫
qp
∣∣ fˆ1(ω)∣∣dω (2(μq2)3/√2π ) ∞∫
qp
|ω|−1−2sq2s dω = (2(μq2)3/√2π )(q2s(1−p)/2s). (80)
Combining (78) and (80) we have
∞∫
0
∣∣ fˆ1(ω)∣∣dω ((μq2)3/√2π ){q2p + s−1q2s(1−p)}. (81)
Letting α(p, s) = q2p + s−1q2s(1−p) in the right-hand side of (81), we obtain a minimal expression for the upper bound
when ∂α/∂p = 0 = ∂α/∂s, or equivalently when 2p−2s(1− p) = 0 = 1−2s(1− p) lnq. The latter is solved by p = 1/(2 lnq)
and s = 1/(2 lnq − 1). The condition that q  e ensures that 0 < s = 1/(2 lnq − 1)  1. At the optimal point, one has
α(1/(2 lnq),1/(2 lnq − 1)) = q1/ lnq + (2 lnq − 1)q1/ lnq = 2e lnq. For these values (81) becomes
∞∫
0
∣∣ fˆ1(ω)∣∣dω 2(μq2)3e ln(q)/√2π, (82)
whence doubling (82) yields ‖ fˆ1‖1  4(μq2 )3e lnq/
√
2π , and this combined with (76) yields (72). 
A main application of Proposition 4, as we will see later, will be to control the decay rates of the reproducing kernel as
q approaches ∞ in Section 9.
A ﬁnal property of the fk is that, by Theorem 11 below, for b > 0 suﬃciently small, the family of functions
{qn/2 fk(qnt − jb)/‖ fk‖ | n, j ∈ Z} is a wavelet frame generating L2(R).
7. Properties of qCos and qSin
Another surprising application of Proposition 4 is the fact that for q approaching 1+ , we have that qCos(t) = f0(t)/ f0(0)
approaches cos(t) and qSin(t) = f1(t)/ f0(0) approaches sin(t) uniformly on compact subsets of R. It is in this sense that
the following theorem allows us to consider qCos(t) and qSin(t) to be q-perturbations, as well as L2 analogues, of cos(t)
and sin(t).
Theorem 9. On any compact subset of R, as q → 1+ , cos(t) is the uniform limit of qCos(t), and sin(t) is the uniform limit of qSin(t).
Proof. A given compact set is contained in an interval [−ρ,ρ] for ρ suﬃciently large, so it suﬃces to prove the theorem
on [−ρ,ρ]. First compute the Taylor polynomials for f0 and f1 expanded about t = 0. By (56) combined with (54), the pth
derivatives are given by
f (p)0 (0) = (−1)p f p(0) =
{
f2L(0) = (−1)LqL2 f0(0) for p = 2L,
− f2L+1(0) = 0 for p = 2L + 1
and
f (p)1 (0) = (−1)p f p+1(0) =
{
f2L+1(0) = 0 for p = 2L,
− f2L+2(0) = (−1)Lq(L+1)2 f0(0) for p = 2L + 1.
Thus the 2N + 1 degree Taylor polynomials for fk for k = 0,1 are given by
P2N+1−k( fk) =
2N+1−k∑
p=0
f (p)k (0)
p! t
p =
N−k∑
L=0
(−1)Lq(L+k)2 f0(0)
(2L + k)! t
2L+k, (83)
with respective remainder terms
R2N+1−k( fk) = f2N+2(αk)t
2N+2−k
(2N + 2− k)! = (−1)
N+1 q(N+1)
2
f0(αk/qN+1)t2N+2−k
(2N + 2− k)! , (84)
for appropriate αk between 0 and t , for k = 0,1. Using the sup norm ‖ f0‖∞ = f0(0), along with the fact that |t|  ρ , to
bound from above, we obtain∣∣R2N+1−k( fk)∣∣= q(N+1)2 | f0(αk/qN+1)||t|2N+2−k
(2N + 2− k)! 
q(N+1)2 f0(0)ρ2N+2−k
(2N + 2− k)! .
Hence, for k = 0,1,
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N−k∑
L=0
(−1)Lq(L+k)2
(2L + k)! t
2L+k
∣∣∣∣∣ f0(0)q(N+1)
2
ρ2N+2−k
(2N + 2− k)! . (85)
Take k = 0 in (85), divide by f0(0), and take f0(t)/ f0(0) to be qCos(t), then∣∣∣∣∣qCos(t) −
N∑
L=0
(−1)LqL2
(2L)! t
2L
∣∣∣∣∣ q(N+1)
2
ρ2N+2
(2N + 2)! (86)
uniformly for t ∈ [−ρ,ρ]. Taking k = 1 in (85), dividing by f0(0), and taking f1(t)/ f0(0) to be qSin(t), then gives∣∣∣∣∣qSin(t) −
N−1∑
L=0
(−1)Lq(L+1)2
(2L + 1)! t
2L+1
∣∣∣∣∣ q(N+1)
2
ρ2N+1
(2N + 1)! (87)
uniformly for t ∈ [−ρ,ρ]. Observe now that the summations in (86) and (87) are close to the Taylor polynomials for cos(t)
and sin(t), respectively, for q suﬃciently close to 1, and thus qCos(t) and qSin(t) are close to cos(t) and sin(t), respectively.
That is,∣∣∣∣∣cos(t) −
N∑
L=0
(−1)L
(2L)! t
2L
∣∣∣∣∣ ρ2N+2(2N + 2)! , (88)∣∣∣∣∣sin(t) −
N−1∑
L=0
(−1)L
(2L + 1)! t
2L+1
∣∣∣∣∣ ρ2N+1(2N + 1)! (89)
uniformly for t ∈ [−ρ,ρ]. Also, for k = 0,1,∣∣∣∣∣
N−k∑
L=0
(−1)Lq(L+k)2
(2L + k)! t
2L+k −
N−k∑
L=0
(−1)L
(2L + k)! t
2L+k
∣∣∣∣∣
=
∣∣∣∣∣
N−k∑
L=0
(−1)L (q
(L+k)2 − 1)
(2L + k)! t
2L+k
∣∣∣∣∣
N−k∑
L=0
(q(L+k)2 − 1)
(2L + k)! |t|
2L+k 
(
qN
2 − 1) N−k∑
L=0
ρ2L+k
(2L + k)! 
(
qN
2 − 1)eρ (90)
for |t| ρ . Next we pick N = N0 suﬃciently large such that
ρ2N0+2/(2N0 + 2)! < ρ2N0+1/(2N0 + 1)! < /3 (91)
(so (88) and (89) are less than /3). For this N0 we have that (91) is equivalent to
1 < (2N0 + 1)!/
(
3ρ2N0+1
)
< (2N0 + 2)!/
(
3ρ2N0+2
)
, (92)
and so q > 1 satisﬁes that both of (86) and (87) are less than /3 for N = N0 when
q < (N0+1)
2
√
(2N0 + 1)!/
(
3ρ2N0+1
)
(93)
The ﬁnal estimation step proceeds as follows. Note that the last expression (qN
2 − 1)eρ appearing in (90) is less than /3
for N = N0 when
q < (N0)
2
√
1+ /(3eρ). (94)
Thus, given  > 0, pick N0 suﬃciently large so that (91) holds. For all q with
1 < q < min
{
(N0+1)2
√
(2N0 + 1)!/
(
3ρ2N0+1
)
,
(N0)
2
√
1+ /(3eρ)} (95)
we have that all of (85) through (90) are less than /3. Thus a three-fold application of the triangle inequality involving (86),
(88), and (90) with k = 0 gives that |qCos(t) − cos(t)| <  on the interval [−ρ,ρ]. Similarly a three-fold triangle inequality
involving (87), (89), and (90) with k = 1 gives that |qSin(t) − sin(t)| <  on the interval [−ρ,ρ]. The theorem follows. 
Proposition 5. The ﬁrst and second derivatives of qCos and qSin are given by
qCos
′(t) = −qSin(t) and qSin′(t) = q qCos(qt) (96)
and
qCos
′′(t) = −q qCos(qt) and qSin′′(t) = −q2qSin(qt). (97)
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bined with the even parity reduction formula in (54). Dividing every term in the preceding equations by f0(0) then gives
the ﬁrst derivatives (96) via (24). Now apply (96) consecutively in conjunction with the chain rule to obtain (97). 
We remark that since (97) can be thought of as two q-advanced perturbations of the equation of the harmonic oscillator
f ′′(t) = − f (t), and in light of Theorem 9 and Corollary 5, we consider qCos and qSin to be L2 analogues of cos and sin
respectively. As the parameter q approaches 1+ , L2 wavelet analysis in qCos or qSin approaches classical Fourier analysis in
cos or sin respectively. We also note that this is in marked contrast to the behavior of K (t) in (10) which solves f ′(t) = f (qt)
in (11). Although f ′(t) = f (qt) approaches f ′(t) = f (t) as q → 1+ , the solutions K (t) do not approach exp(t).
Proposition 6. For each q > 1, the following bounds hold∣∣qCos(t)∣∣ 1 ∀t ∈ R, (98)∣∣qCos(t)∣∣ c1|t|−c2 |t|−c3 ln |t| for |t| 1 (99)
and ∣∣qSin(t)∣∣√q ∀t ∈ R, (100)∣∣qSin(t)∣∣ c4|t|−c5 |t|−c6 ln |t| for |t| 1, (101)
where c1, c2, c3 are as in (159) and c4, c5, c6 are as in (160). Furthermore, for q e∣∣qSin(t)∣∣ (μq2)32e ln(q)/( f0(0)π) ∀t ∈ R. (102)
Proof. The inequalities (98), (100), and (102) follow immediately from (70), (71), and (72), respectively, upon dividing by
f0(0) and recognizing qCos(t) = f0(t)/ f0(0) and qSin(t) = f1(t)/ f0(0). Inequality (99) follows from (159) in Corollary 7 of
Section 9, where traveling wave bounds have been deployed to obtain the result. Similarly, inequality (101) follows from
(160) in Corollary 8 of Section 9. 
Hence qCos and qSin are bounded L2 functions. A ﬁnal property of qCos and qSin is that, by Theorem 11 below, for
b > 0 suﬃciently small, the family {qn/2qCos(qnt− jb)/‖qCos‖ | n, j ∈ Z} is a wavelet frame generating L2(R), and the family
{qn/2qSin(qnt − jb)/‖qSin‖ | n, j ∈ Z} is also a wavelet frame generating L2(R).
8. Wavelet frame properties of fk , qCos, and qSin
One can use the Fourier transform expression of Theorem 8 Eq. (60) to analyze the frame condition necessary for f (t) =
fk(t), qCos(t), qSin(t), or K(p)(n, t) to generate a wavelet frame with scale factor a0 = q and translation parameter b0 > 0.
The frame condition is: 0 < inf1|ω|q[G0( f ;ω) − G1( f ;ω)], where
G0( f ;ω) ≡
∑
j∈Z
∣∣ fˆ (q jω)∣∣2/‖ f ‖2 (103)
and
G1( f ;ω) ≡
∑
j∈Z
∑
k∈Z\{0}
∣∣ fˆ (q jω) fˆ (q jω + 2πk/b0)∣∣/‖ f ‖2.
Harnessing the algebraic identities (15) on the theta function will allow for exact computation of the diagonal term G0( f ;ω)
both for f (t) = fk(t) and for f (t) = K(p)(n, t) in terms of ratios of theta functions. One can deploy direct algebraic-analytic
bounds on the off-diagonal term G1( f ;ω) similar to those deployed in [15] to obtain sharp estimates on G1( f ;ω). The
signiﬁcance of exact knowledge of G0( f ;ω) coupled with sharp bounds on G1( f ;ω) is that it allows for very large transla-
tion parameters b0 in generating wavelet frames for L2(R). However, for space reasons, we simply rely here on traditional
decay rate bounds on fˆ (ω) = fˆk(ω) and ̂K(p)(n, t)(ω) to show that each of fk(t), qCos, qSin, and K(p)(n, t) when normalized
generates a wavelet frame for L2(R).
Theorem 10. The diagonal term G0( fk;ω) for fk is given by
G0( fk;ω) ≡ 1‖ fk‖2
∑
j∈Z
∣∣ fˆk(q jω)∣∣2 = [2(μq2)6q−2k
π‖ fk‖2
]
ω2k+4θ(q4;q−2k−4ω4)
θ2(q2;ω2) (104)
= q2([L−1][L+m])[2(μq2)6/(π‖ f2L+m‖2)][ω−2mθ(q4;q2mω4)/θ2(q2;ω2)], (105)
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G0(qCos;ω) = G0( f0;ω) =
[
2(μq2)
6/
(
π‖ f0‖2
)]
θ
(
q4;ω4)/θ2(q2;ω2), (106)
G0(qSin;ω) = G0( f1;ω) = q−2
[
2(μq2)
6/
(
π‖ f1‖2
)]
ω−2θ
(
q4;q2ω4)/θ2(q2;ω2). (107)
The diagonal term G0(K(p)(n, t);ω) is given by
G0
(K(p)(n, t);ω)= qn−pG0( fn−2;ω) = qn−p[2(μq2)6q−2n+4/(π‖ fn−2‖2)]ω2nθ(q4;q−2nω4)/θ2(q2;ω2). (108)
Proof. The modulus squared of (60) is | fˆk(ω)|2 = 2(μq2 )6ω2k/(π [θ(q2;ω2)]2). Thus
G0( fk;ω) ≡ 1‖ fk‖2
∑
j∈Z
∣∣ fˆk(q jω)∣∣2 = 2(μq2)6
π‖ fk‖2
∑
j∈Z
q2kjω2k
[θ(q2;q2 jω2)]2
= 2(μq2)
6ω2k
π‖ fk‖2
∑
j∈Z
(q2k) j
[(q2)( j)( j+1)/2(ω2) jθ(q2;ω2)]2 =
2(μq2)
6ω2k
π‖ fk‖2θ2(q2;ω2)
∑
j∈Z
(q2kω−4) j
(q4)( j)( j+1)/2
= 2(μq2)
6ω2k(q2kω−4)−1
π‖ fk‖2θ2(q2;ω2)
∑
J∈Z
(q2kω−4) J
(q4)( J )( J−1)/2
= 2(μq2)
6q−2kω2k+4
π‖ fk‖2θ2(q2;ω2) θ
(
q4;q2kω−4)
= 2(μq2)
6q−2kω2k+4
π‖ fk‖2θ2(q2;ω2) θ
(
q4; [q4q−2k−4ω4]−1)= 2(μq2)6q−2kω2k+4
π‖ fk‖2θ2(q2;ω2) θ
(
q4;q−2k−4ω4), (109)
where a re-indexing J = j + 1 was utilized in the ﬁrst equality of (109), where (13) was used to obtain the second equality
in (109), and where the last equality was obtained from the reciprocal identity θ(q4; [q4α]−1) = θ(q4;α), as in (15). This
gives (104).
Setting k = 2L +m with m = 0,1 in (104) and simplifying via (15) yields (105). We remark that the expression ‖ f2L+m‖2
in (105) can be replaced via (66) if desired.
After recalling that qCos(t) ≡ f0(t)/ f0(0) and qSin(t) ≡ f1(t)/ f0(0), one observes that qCos(t)/‖qCos‖ = [ f0(t)/ f0(0)]/
‖ f0/ f0(0)‖ = f0(t)/‖ f0‖ and qSin(t)/‖qSin‖ = [ f1(t)/ f0(0)]/‖ f1/ f0(0)‖ = f1(t)/‖ f1‖. Taking Fourier transforms of both
sides then yields
q̂Cos(ω)/‖qCos‖ = fˆ0(ω)/‖ f0‖ and q̂Sin(ω)/‖qSin‖ = fˆ1(ω)/‖ f0‖. (110)
Eqs. (106) and (107) immediately follow from (105) with L = 0, m = 0,1.
To obtain (108), one sets d(q) ≡ [(−1)μ4qqn/2]/[2c0(μq2 )2qn(n−1)/2] and relies on (65) to the effect ̂K(p)(n, t)(ω) =
d(q)qn−p f̂n−2(t)(qn−pω). Then the diagonal is obtained as
G0
(K(p)(n, t);ω)= (1/∥∥K(p)(n, t)∥∥2)∑
j∈Z
∣∣ ̂K(p)(n, t)(q jω)∣∣2
= [qn−p/((d(q))2q2n−2p∥∥ fn−2(t)∥∥2)]∑
j∈Z
∣∣d(q)qn−p f̂n−2(t)(qn−pq jω)∣∣2
= [qn−p/∥∥ fn−2(t)∥∥2]∑
J∈Z
∣∣ f̂n−2(t)(q Jω)∣∣2 = qn−pG0( fn−2;ω),
after making the change of index J = n− p + j. This gives (108). 
The signiﬁcance of Theorem 10 is three-fold. For f (t) = fk(t), qCos(t), qSin(t), or K(p)(n, t), the diagonal G0( f ;ω) is ﬁrst
exactly computable, and second bounded away from 0. Thirdly, we have the following theorem.
Theorem 11. For q > 1, for f (t) = fk(t), qCos(t), qSin(t), or K(p)(n, t), and for b > 0 suﬃciently small, the family of functions
{qn/2 f (qnt − jb)/‖ f ‖ | n, j ∈ Z} is a wavelet frame generating L2(R).
Proof. Each G0( fk;ω) (and hence G0(qCos;ω) and G0(qSin;ω)) is bounded below away from 0 due to: Theorem 10, the
continuity of G0( fk;ω) on [1,q], and the non-vanishing of the theta functions in (104) on the positive real line. The rapid
decay of | fˆk| (and hence |q̂Cos| and |q̂Sin|) near 0 and near inﬁnity implies that there is a constant Ck with∣∣ fˆk(ω)∣∣= 2|ω|k(μq2)3/(√2πθ(q2;ω2)) Ck|ω|/((1+ ω2)3/2) ∀ω ∈ R, (111)
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small constants b with {qn/2 fk(qnt − jb)/‖ fk‖ | n, j ∈ Z} a wavelet frame generating L2(R) as in [5]. Since qCos(t)/‖qCos‖ =
f0(t)/‖ f0‖ and qSin(t)/‖qSin‖ = f1(t)/‖ f1‖, we have {qn/2qCos(qnt− jb)/‖qCos‖ | n, j ∈ Z} = {qn/2 f0(qnt− jb)/‖ f0‖ | n, j ∈ Z}
and {qn/2qSin(qnt − jb)/‖qSin‖ | n, j ∈ Z} = {qn/2 f1(qnt − jb)/‖ f1‖ | n, j ∈ Z}, which are wavelet frames generating L2(R) for
b suﬃciently small.
By (108) and (65), a parallel argument applies to G0(K(p)(n, t);ω) and to ̂K(p)(n, t) to obtain that the family
{qn/2K(p)(n, t)(qNt − mb)/‖K(p)(n, ·)‖ | N,m ∈ Z} is a wavelet frame generating L2(R) for b > 0 suﬃciently small. That
is, (108) gives G0(K(p)(n, t);ω) = qn−pG0( fn−2;ω), so then G0(K(p)(n, t);ω) is also bounded below away from 0. Again,
the rapid growth of θ(q2;ω2) near 0 and inﬁnity implies the rapid decay of ̂K(p)(n, t)(ω) near 0 and inﬁnity. Thus, for
each n ∈ Z, an argument exactly paralleling that in the above paragraphs gives that K(p)(n, t)/‖K(p)(n, t)‖ is the mother
wavelet for a wavelet frame generating all of L2(R) when the translation parameter is suﬃciently small. The remarks in
this paragraph provide the proof of Theorem 3.
Finally, we show that the bound (111) holds. By evenness or oddness of the expressions in (111) it suﬃces to show
the statement for ω > 0. By (13), θ(q2;ω2)ω2kq−k(k−1) ∀k ∈ Z, which in turn implies the reciprocal bound 1/θ(q2;ω2)
ω2 jq j( j+1) ∀ j ∈ Z after the re-indexing j = −k. The reciprocal bound explicitly exhibits the rapid decay of both 1/θ(q2;ω2)
and fˆk(ω) at 0 and at inﬁnity. Next, for ω > 0, the reciprocal bound is deployed∣∣ fˆk(ω)∣∣= 2|ω|k(μq2)3√
2πθ(q2;ω2) 
2√
2π
ωk+2 j(μq2)3q j( j+1) 
Ckω
(1+ ω2)3/2 , (112)
where the rightmost inequality holds precisely when the following bound holds
gk, j(ω) ≡ ωk+2 j−1
(
1+ ω2)3/22(μq2)3q j( j+1)/√2π  Ck. (113)
On the interval [1,∞), gk, j(ω) is seen to be decreasing for j −(k + 2)/2. Pick such a j, and choose Ck with gk, j(1) Ck .
Then gk, j(ω) gk, j(1) Ck holds. That is (113) holds, which implies (111) holds on [1,∞). On the interval (0,1], gk, J (ω)
is seen to be increasing for J  −(k − 1)/2. Pick such a J , and choose Ck with gk, J (1)  Ck . Then gk, J (ω)  gk, j(1)  Ck
holds, so that (113) holds, which implies (111) holds on (0,1]. Letting Ck max{gk, j(1), gk, J (1)} gives (111) for ω > 0 and
in turn for all real ω. 
9. Decay rates on the reproducing kernel
Having established Theorem 7, along with properties of the fk , we are now in a position to give the proof of Theorem 1.
Proof of Theorem 1. By (69) one has [μ4qq/(2c0(μq2 )2)] = ( f0(0))−1. Factor out this term from (46) in Theorem 7 to obtain
K(p)(n,b) = (−1)
(
f0(0)
)−1
q−(n2−2n+2)/2 fn−2
(
bqp/qn
)
. (114)
If n is even, applying the even parity reduction formula (54) to fn−2(b/qn) in (114) gives
K(p)(n,b) = (−1)nq−n2/4 f0
(
bqp/q(n+2)/2
)
/ f0(0). (115)
If n is odd, apply the odd reduction formula (54) to fn−2(bqp/qn) in (114) for
K(p)(n,b) = (−1)(n−1)/2q−n2/4−1/4 f1
(
bqp/q(n+3)/2
)
/ f0(0). (116)
Recalling the fact that qCos(t) = f0(t)/ f0(0) and qSin(t) = f1(t)/ f0(0) lets one combine (115) and (116) to give (25). The
second-order advanced differential equation (26) was proven in Theorem 7, and this completes the proof of Theorem 1. 
The expressions in Eq. (25) give the de facto decay rates for K(p)(n,b). However we will turn our attention to estimating
this decay in terms of basic functions. This objective is supported by the following lemma.
Lemma 2. As a consequence of the following limit
lim
q→∞
[
2e ln(q)(μq2)
3]/[π f0(0)q1/4]= 0, (117)
the expression [2e ln(q)(μq2 )3]/[π f0(0)q1/4] is bounded for q in the interval [e,∞).
Proof. By (14) and (74) one has limq→∞ μq2 = 1 = limq→∞ f0(0). These two limits combine with the fact that
limq→∞ ln(q)/q1/4 = 0 to give
lim
q→∞
2e ln(q)(μq2)
3
1/4
= 2e lim
q→∞
[
(μq2)
3 ln(q)
1/4
]
= 2e · 1 · 0 = 0. (118)π f0(0)q π f0(0) q π
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coupled with the fact that the limit at inﬁnity is 0. 
We denote M0 and M˜ respectively as
M0 ≡ sup
{[
2e ln(q)(μq2)
3]/[π f0(0)q1/4] ∣∣ q e} and M˜ ≡ max{e1/4,M0}. (119)
These give the following corollary.
Corollary 6. The following bound holds ∀t ∈ R:
q−1/4
∣∣qSin(t)∣∣ M˜, (120)
with M˜ given by (119).
Proof. For 1 < q e we have
q−1/4
∣∣qSin(t)∣∣ q−1/4√q = q1/4  e1/4  M˜, (121)
where the ﬁrst inequality in (121) follows from (100), and the last inequality in (121) follows from (119).
For q e we have
q−1/4
∣∣qSin(t)∣∣ q−1/4 2e(μq2)3 ln(q)
π f0(0)
= 2e(μq2)
3 ln(q)
π f0(0)q1/4
 M0  M˜, (122)
where in (122) the ﬁrst inequality follows from (102), the second and third inequalities follow from (119). Combining (121)
with (122) gives (120), proving the corollary. 
Theorem 12. The discrete-continuous reproducing kernel K(p)(n,b) has decay properties as follows. First∣∣K(p)(n,b)∣∣ Dq−(n/2)2 ∀b ∈ R, (123)
where D = 1 if n is even, and D = M˜ as in (119) if n is odd. Second, for ﬁxed q, n, and p, there are constants A > 0, B ∈ R, and C > 0
depending on q, n, and p with∣∣K(p)(n,b)∣∣ A|b|B |b|−C ln(|b|) (124)
for |b| q(n+2)/2−p if n is even, or for |b| q(n+3)/2−p if n is odd.
Proof. In the n even case, we have |K(p)(n,b)| = q−(n/2)2 |qCos(bqp/q(n+2)/2)|. Applying (99) and collecting terms gives (124).
Since |qCos| is bounded above by 1, due to (98), we conclude that (123) holds in the n even case. In the n odd case, we
have ∣∣K(p)(n,b)∣∣= q−(n/2)2[q−1/4∣∣qSin(bqp/q(n+3)/2)∣∣] q−(n/2)2 M˜, (125)
where the inequality in (125) follows from (120). This gives that (123) holds in the n odd case. Applying (101) to the
equality in (125) gives (124). 
We next examine the discrete reproducing kernel to obtain similar types of decay rates. There are some subtleties to
the process in the discrete case. In order for the frame Λ(p,q,b0) = {ψn, j(t) ≡ qn/2ψ(qnt − jb0) | n, j ∈ Z} associated to
ψ(t) = K (p)(t)/‖K (p)‖ to remain a frame as the frequency term q increases, the translation parameter b0 must decrease as a
function of q. In [15] we have shown that if b0  δ/q1/2+p , with δ a constant satisfying δ < δˆ(q) as in (18), then Λ(p,q,b0)
remains a wavelet frame generating L2. Therefore, when computing the discrete reproducing kernel and its decay rates, we
set b0 = δ/q1/2+p with δ < δˆ(q) and q > 1 in order to maintain our frame properties.
The decay rates of the reproducing kernel in the discrete case (19) or (21), are expressed in terms of the weighted
difference w1,2q = [−q(n2−n1)/2 j1 + q(n1−n2)/2 j2] of Deﬁnition 2 as follows.
Theorem 13. For a0 = q and b0 = δ/q1/2+p with δ < δˆ(q) as in (18), the discrete reproducing kernel K(p)(n1, j1;n2, j2) as in (19)
decays of order at least q−[(n2−n1)/2]2 in q and n2 − n1 . For ﬁxed q, δ, n1 , and n2 , there exist A > 0, B ∈ R, C > 0 depending on
q, δ,n1,n2 , such that the discrete reproducing kernel decays of order at least
A
∣∣w1,2q ∣∣B−C ln(|w1,2q |) (126)
in w1,2q , for |w1,2q | q3/2/δ when n1 − n2 is even, and for |w1,2q | q2/δ when n1 − n2 is odd. Here w1,2q is given by (30).
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= q−[(n2−n1)/2]2 ∣∣qCos(w1,2q δ/q3/2)∣∣, (127)
and if n2 − n1 is odd, a similar computation gives∣∣K(p)(n1, j1;n2, j2)∣∣= q−[(n2−n1)/2]2−1/4∣∣qSin(w1,2q δ/q2)∣∣. (128)
For n1 − n2 even, since |qCos(t)| is bounded above by 1, Eq. (127) gives |K(p)(n1, j1;n2, j2)|  q−[(n2−n1)/2]2 , giving the
claimed order of decay. Applying the bound (99) to (127) expressed in terms of the weighted difference (30) gives∣∣K(p)(n1, j1;n2, j2)∣∣ q−[(n2−n1)/2]2c1∣∣w1,2q δ/q3/2∣∣−c2 · ∣∣w1,2q δ/q3/2∣∣−c3 ln |w1,2q δ/q3/2|
for |w1,2q | q3/2/δ, and for positive c1, c2, c3 as in Proposition 6 and Corollary 7. Thus for ﬁxed q, δ, n1, and n2, the order of
decay is that of (126). In this case it is not necessarily the size of the difference in the j1 and j2 that matters in the decay,
but rather the size of the weighted difference w1,2q = w(q;n1, j1;n2, j2) as in (30) that determines the decay.
In the special even case that n1 = n2, the weighted difference becomes the difference: w1,2q = [−q(n2−n1)/2 j1 +
q(n1−n2)/2 j2] = − j1 + j2. Since q−[(n2−n1)/2]2 = 1 when n2 = n1, the only decay in this case comes from the qCos([− j1 +
j2]δ/q3/2) factor in (127), and we have∣∣K(p)(n1, j1;n1, j2)∣∣ c1∣∣[− j1 + j2]δ/q3/2∣∣−c2 · ∣∣[− j1 + j2]δ/q3/2∣∣−c3 ln |[− j1+ j2]δ/q3/2|
= c1
∣∣δ/q3/2∣∣−c2−c3 ln(δ/q3/2) · |− j1 + j2|−c2−2c3 ln |δ/q3/2|−c3 ln |− j1+ j2| (129)
for |− j1 + j2| q3/2/δ for positive c1, c2, c3 as in Proposition 6 and Corollary 7. This leads to the conclusion that for ﬁxed
q, δ, and ﬁxed n1 = n2 the reproducing kernel |K(p)(n1, j1;n1, j2)| has a decay rate of order at least
A˜|− j1 + j2|B˜−C˜ ln(|− j1+ j2|) for |− j1 + j2| q3/2/δ
with A˜, C˜ > 0, B˜ ∈ R. More explicitly, from (129) we have
A˜ = c1
∣∣δ/q3/2∣∣−c2−c3 ln(δ/q3/2), B˜ = −c2 − 2c3 ln∣∣δ/q3/2∣∣, and C˜ = c3. (130)
For n1 − n2 odd, since q−1/4|qSin(t)| is bounded above by M˜ due to (120), Eq. (128) gives∣∣K(p)(n1, j1;n2, j2)∣∣ q−[(n2−n1)/2]2 M˜.
This shows the claimed decay rate in this case. Applying (101) to (128) and using (30) gives∣∣K(p)(n1, j1;n2, j2)∣∣ q−[(n2−n1)/2]2−1/4c4∣∣w1,2q δ/q2∣∣−c5 · ∣∣w1,2q δ/q2∣∣−c6 ln |w1,2q δ/q2|
for |w(q;n1, j1;n2, j2)|  q2/δ, and for positive c4, c5, c6 as in Proposition 6 and Corollary 8. This leads to the conclusion
that for ﬁxed q, δ, n1, and n2 the order of decay is that of (126). Again, the size of the weighted difference w
1,2
q determines
the decay in this setting. 
Remark. For ﬁxed q, n1 and n2 there are linear level sets and near level sets for |K(p)(n1, j1;n2, j2)| in the j1, j2 plane.
For instance when q(n2−n1) is rational and q(n2−n1)/2c is an integer, the linear equations [−q(n2−n1)/2 j1 + q(n1−n2)/2 j2] = c
all give an inﬁnite number of integral pairs ( j1, j2) with constant reproducing kernel values, which is seen by setting the
weighted difference to c in (127) or in (128). Thus the difference j2 − j1 can increase without bound for pairs ( j1, j2) on
one of these linear level sets. On such a level set there is no decay in K(p)(n1, j1;n2, j2) even though the difference j2 − j1
becomes large.
10. Traveling wave bounds
The goal of this section is to obtain upper bounds for the decay rates of the new functions f0, f1, qCos, and qSin in terms
of decay rates of more familiar functions. These can then be used to obtain decay rates on fk and K(p) . The techniques in
this section are generalizations and improvements, on several fronts, of methods ﬁrst deployed in [13].
For q > 1, and for ﬁxed A,a,u > 0 and ﬁxed B,b, c ∈ R, deﬁne for x ∈ R h(x) ≡ e−uqAx+B /qax2+bx+c . For now u is left
ﬁxed, but later we will allow it to move among the positive reals. The immediate goal is to bound h by a Gaussian
h(x) = e−uqAx+B /qax2+bx+c  Cˆe−(x−uˆ)2/(2s2) (131)
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Gaussian will in turn be utilized to obtain bounds on
∑∞
k=−∞ h(k) in terms of uˆ, A, B,a,b, c and q. After obtaining these
bounds, we allow u to vary and show that the mean uˆ is of order uˆ ≈ − ln(u)/(A ln(q)). Thus as u increases, the mean uˆ
moves toward −∞ as a logarithm in u, and we refer to this moving Gaussian as a “traveling wave” and the corresponding
bounds on
∑∞
k=−∞ h(k) as “traveling wave bounds”.
For ﬁxed u > 0, we optimize h(x) over x ∈ (−∞,∞) when 0 = h′(x) = h(x)[−qAx+B Au ln(q)− (2ax+ b) ln(q)], or equiva-
lently
0 = [−qAx+B Au − (2ax+ b)]. (132)
For (132) to hold with u positive, 2ax + b must be negative. Hence x falls in the interval x ∈ (−∞,−b/[2a]). Solving (132)
for u gives
u = −(2ax+ b)/AqAx+B ≡ F (x), (133)
where F (x) is deﬁned only on the interval (−∞,−b/[2a]). F (x) is seen to be decreasing, as F ′(x) = [−2a + (2ax +
b)A ln(q)]/[AqAx+B ] < 0 for x < b/[2a]. Thus F : (−∞,−b/[2a]) → (0,∞) has a well-deﬁned inverse function
F−1 : (0,∞) → (−∞,−b/[2a]). And there is a unique optimal point x = F−1(u) ≡ uˆ solving (132) and (133). Thus we
have the identities
−qAuˆ+B Au − (2auˆ + b) = 0 or equivalently u = −(2auˆ + b)/AqAuˆ+B , (134)
where u, A > 0 and (2auˆ + b) < 0. Since h(uˆ) h(x) ∀x ∈ R, we will see shortly that the amplitude of the Gaussian can be
chosen to be Cˆ = h(uˆ).
The desired Gaussian bound (131) on h is seen, after taking the natural logarithm of both sides, to be equivalent to
ln
(
h(x)
)= −uqAx+B − a ln(q)x2 − b ln(q)x− c ln(q) ln(Cˆ) − x2/(2s2)+ xuˆ/s2 − uˆ2/(2s2).
Choosing the standard deviation s = 1/√2a ln(q) eliminates the x2 terms, and utilizing (134) to replace u yields
(2auˆ + b)
AqAuˆ+B
qAx+B − b ln(q)x− c ln(q) ln(Cˆ) + 2a ln(q)xuˆ − a ln(q)uˆ2,
which, upon multiplication by A/(2auˆ + b) < 0, gives
qAx+B
qAuˆ+B
 A ln(Cˆ)
(2auˆ + b) + A ln(q)x+
A ln(q)(−auˆ2 + c)
(2auˆ + b) . (135)
Since the equation of the tangent line to f (x) = qAx+B/qAuˆ+B at x = uˆ is given by 1 + A ln(q)(x − uˆ), we also obtain by
convexity of qAx+B/qAuˆ+B that
qAx+B/qAuˆ+B  1+ A ln(q)(x− uˆ) = A ln(q)x+ (1− A ln(q)uˆ). (136)
Since (136) must hold, we choose Cˆ in (135) to give equality of the right-hand sides of (135) and (136). This results in the
Gaussian bound (131) holding. Solving for this Cˆ gives
Cˆ = e(2auˆ+b)/Aq−auˆ2−buˆ−c = (e−uqAuˆ+B )/qauˆ2+buˆ+c = h(uˆ), (137)
where the middle equality in (137) follows from (134). Thus h is bounded by a Gaussian traveling wave of mean uˆ, ampli-
tude h(uˆ), and standard deviation s = 1/√2a ln(q). In summary, we have shown the following proposition.
Proposition 7. For A,a > 0, B,b, c ∈ R, and u > 0, the function h(x) is bounded by the Gaussian
h(x) = e−uqAx+B /qax2+bx+c  h(uˆ)e−(x−uˆ)2/(2s2)
for all x ∈ R, when uˆ and s are chosen to satisfy
u = −(2auˆ + b)/[AqAuˆ+B] and s = 1/√2a ln(q). (138)
The optimal point of h(x) occurs at x = uˆ = F−1(u), with F as in (133).
We immediately harness this result to obtain traveling wave bounds on the sums
∑
k∈Z h(k).
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∞∑
k=−∞
h(k) =
∞∑
k=−∞
e−uqAk+B
qak2+bk+c
 h(uˆ)
∞∑
k=−∞
e−(k−uˆ)2/(2s2)  h(uˆ)(1+ √2π s)
= e
−qAuˆ+Bu
qauˆ2+buˆ+c
{
1+
√
π
a ln(q)
}
= e
(2auˆ+b)/A
qauˆ2+buˆ+c
{
1+
√
π
a ln(q)
}
, (139)
for the choice of uˆ and s that satisfy (138).
Proof. Let G(x) = h(uˆ)exp(−(x − uˆ)2/(2s2)) be the Gaussian bound for h obtained in Proposition 7, and let x denote
the greatest integer of x. Then
∑
k∈Z h(k) 
∑
k∈Z G(k), and we proceed to estimate the latter sum by the area under the
Gaussian G . First note that
∑uˆ−1
k=−∞ G(k) is a left hand lower Riemann sum for
∫ uˆ
−∞ G(x)dx, while
∑∞
k=uˆ+2 G(k) is a right
hand lower Riemann sum for
∫∞
uˆ+1 G(x)dx. Thus
∑
k∈Z
h(k)
∑
k∈Z
G(k) =
uˆ−1∑
k=−∞
G(k) + G(uˆ)+ G(uˆ + 1)+ ∞∑
k=uˆ+2
G(k)

uˆ∫
−∞
G(x)dx+
uˆ+1∫
uˆ
G(x)dx+ G(uˆ) +
∞∫
uˆ+1
G(x)dx
= G(uˆ) +
∞∫
−∞
G(x)dx = h(uˆ) + h(uˆ)
∞∫
−∞
e−(x−uˆ)2/(2s2) dx
= h(uˆ)(1+ √2π s) = h(uˆ){1+√π/(a ln(q)) },
and the result now follows from (137). 
The mean uˆ = F−1(u) tends to −∞ of order − ln(u) when u approaches ∞, as the next proposition shows. Since both
the mean uˆ and the amplitude h(uˆ) in the Gaussian bound in (139) move with u, we refer to (139) as traveling wave
bounds.
Proposition 9. For A,a > 0, B,b, c ∈ R, and u > 0, let uˆ be the maximum point of h(x) = e−uqAx+B /qax2+bx+c . Then we have that for
all λ > 0
ln(u) − ln(λ) + 1+ ln(A) + B ln(q) + b/λ
2a/λ + A ln(q) −uˆ 
ln(u) + ln(A) + B ln(q)
A ln(q)
, (140)
where the right-hand inequality holds for −(2auˆ + b) > 1.
Proof. For any λ ∈ R+ , the logarithm of u is computed from (138) to be
ln(u) = ln(λ) + ln(−(2auˆ + b)/λ)− (Auˆ + B) ln(q) − ln(A)
 ln(λ) − (2auˆ + b)/λ − 1− Auˆ ln(q) − B ln(q) − ln(A), (141)
where the inequality in (141) relies on the fact that ln(x) x−1 for all x > 0. Isolating for −uˆ in (141) gives the lower bound
for −uˆ in (140). This lower bound is the key estimate in understanding the magnitude of h(uˆ) and thus in understanding
the magnitude of the traveling wave bounds (139). The upper bound follows similarly from (138) for −(2auˆ + b) > 1, as
then
ln(u) = ln(−(2auˆ + b))− (Auˆ + B) ln(q) − ln(A) 0− (Auˆ + B) ln(q) − ln(A).
Isolating −uˆ gives the upper bound for −uˆ in (140). This establishes (140), which implies that −uˆ is O(ln(u)/(A ln(q)))
as u approaches inﬁnity. 
Having estimates on the order of magnitude of −uˆ via Proposition 9 allows us to convert Proposition 8 into a statement
on traveling wave bounds for f0 and f1.
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where
L0(u) ≡
[
ln(u) − ln(λ) + 1+ ln(2)]/[8/λ + 2 ln(q)]. (143)
For each λ > 0 and u  λ/(2e1−2/λ) one has a traveling wave bound on f1(u) of the form∣∣ f1(u)∣∣ {1+√π/(4 lnq)}e−1−(4+2 ln(q))L1(u)−4 ln(q)(L1(u))2 (144)
where
L1(u) ≡
[
ln(u) − ln(λ) + 1+ ln(2) − 2/λ]/[8/λ + 2 ln(q)]. (145)
Proof. We decompose both f0 and f1 as follows:
f0(u) =
∞∑
M=−∞
(−1)Me−uqM
qM2
=
∞∑
k=−∞
e−uq2k
q4k2
−
∞∑
k=−∞
e−uq2k+1
q4k2+4k+1
= f +0 (u) − f −0 (u)
and
f1(u) =
∞∑
M=−∞
(−1)Me−uqM
qM2−M
=
∞∑
k=−∞
e−uq2k
q4k2−2k
−
∞∑
k=−∞
e−uq2k+1
q4k2+2k
= f +1 (u) − f −1 (u),
where f +i (u) denotes the sum of the even indexed terms of f i(u), and f
−
i (u) denotes the sum of the absolute value of the
odd indexed terms in f i(u).
Applying ﬁrst (139), and then the lower bound (140) and (138), to each of f ±i (u) for i = 0,1 one obtains four cases of
coupled bounds.
Case 1. For A = 2, B = 0, a = 4, b = 0 = c we have
f +0 (u) =
∞∑
k=−∞
e−uq2k
q4k2
 e
4uˆ+0
q4(uˆ
+
0 )
2
{
1+
√
π
4 ln(q)
}
(146)
with
L0(u)−uˆ+0 where u = −
(
8uˆ+0
)
/2q2uˆ
+
0 . (147)
Case 2. For A = 2, B = 1, a = 4 = b, c = 1 we have
f −0 (u) =
∞∑
k=−∞
e−uq2k+1
q4k2+4k+1
 e
4(uˆ−0 +1/2)
q4(uˆ
−
0 )
2+4uˆ−0 +1
{
1+
√
π
4 ln(q)
}
(148)
with
L0(u)−uˆ−0 − 1/2 where u = −
(
8uˆ−0 + 4
)
/2q2uˆ
−
0 +1, (149)
where (149) was obtained from the lower bound in (140) by relying on the fact that[
B ln(q) + b/λ]/[2a/λ + A ln(q)]= [1 ln(q) + 4/λ]/[8/λ + 2 ln(q)]= 1/2.
Case 3. For A = 2, B = 0, a = 4, b = −2, c = 0 we have
f +1 (u) =
∞∑
k=−∞
e−uq2k
q4k2−2k
 e
4(uˆ+1 −1/4)
q4(uˆ
+
1 )
2−2uˆ+1
{
1+
√
π
4 ln(q)
}
(150)
with
L1(u)−uˆ+1 where u = −
(
8uˆ+1 − 2
)
/2q2uˆ
+
1 . (151)
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f −1 (u) =
∞∑
k=−∞
e−uq2k+1
q4k2+2k
 e
4(uˆ−1 +1/4)
q4(uˆ
−
1 )
2+2uˆ−1
{
1+
√
π
4 ln(q)
}
(152)
with
L1(u)−uˆ−1 −
1
2
where u = −(8uˆ−1 + 2)/2q2uˆ−1 +1, (153)
where (153) was obtained from the lower bound in (140) by relying on the fact that
B ln(q) + b/λ
2a/λ + A ln(q) =
1 ln(q) + 2/λ
8/λ + 2 ln(q) =
−2/λ + [1 ln(q) + 4/λ]
8/λ + 2 ln(q) =
−2/λ
8/λ + 2 ln(q) +
1
2
.
Let β(q) = 1+√π/(4 lnq). From Case 1 bound (146) we have
f0(u) = f +0 (u) − f −0 (u) f +0 (u)
e4(uˆ
+
0 )
q4(uˆ
+
0 )
2
β(q) = e4(uˆ+0 )−4 ln(q)(uˆ+0 )2β(q), (154)
and from Case 2 bound (148) we have
−e4(uˆ−0 +1/2)−4 ln(q)(uˆ−0 +1/2)2β(q) = −e
4(uˆ−0 +1/2)
q4(uˆ
−
0 )
2+4uˆ−0 +1
β(q)− f −0 (u) f +0 (u) − f −0 (u) = f0(u). (155)
By (147) and (149), L0(u) in (143) is a common lower bound for both −uˆ+0 and −(uˆ−0 + 1/2). This gives two conclusions.
The ﬁrst is that for ln(u) − ln(λ) + 1 + ln(2)  0 (equivalently for u  λ/(2e)) we have, upon squaring each of (147) and
(149) and multiplying by −4 ln(q),
−4 ln(q)(L0(u))2 max{−4 ln(q)(uˆ+0 )2,−4 ln(q)(uˆ−0 + 1/2)2}. (156)
The second conclusion is that we have, upon multiplying each of (147) and (149) by −4,
−4L0(u)max
{
4uˆ+0 ,4
(
uˆ−0 + 1/2
)}
. (157)
Combining (156) and (157) with (155) and (154) now gives (142).
To obtain bounds on f1(u), Case 3 bound (150) and Case 4 bound (152) give
−e4(uˆ−1 +1/2)−1+ln(q)[−4(uˆ−1 +1/2)2+2(uˆ−1 +1/2)]β(q)
= −e4uˆ−1 +1−4 ln(q)(uˆ−1 )2−2 ln(q)uˆ−1 β(q)− f −1 (u) f1(u) f +1 (u) e4uˆ
+
1 −1−4 ln(q)(uˆ+1 )2+2 ln(q)uˆ+1 β(q). (158)
By (151) and (153), in (145) L1(u)  min{−uˆ+1 ,−(uˆ−1 + 1/2)}. Thus, for ln(u) − ln(λ) + 1 + ln(2) − 2/λ  0 (equivalently
for u  λ/(2e1−2/λ)), we have −4 ln(q)(L1(u))2 max{−4 ln(q)(uˆ+1 )2,−4 ln(q)(uˆ−1 + 1/2)2}, and also −(4 + 2 ln(q))L1(u)
max{(4+ 2 ln(q))uˆ+1 , (4+ 2 ln(q))(uˆ−1 + 1/2)}. These combine with (158) to give (144). 
Corollary 7. For |u| 1 there is an upper decay bound on qCos(u) of the form∣∣qCos(u)∣∣ ( f0(0))−1{1+√ π
4 ln(q)
}
|u|−2/(2/e+ln(q))|u|− ln(|u|) ln(q)/(2/e+ln(q))2 . (159)
Proof. In (142) set λ = 2e to get − ln(λ)+1+ ln(2) = 0, separate out ln(u) and (ln(u))2, and divide by f0(0) to obtain (159)
for u  1. Now (159) also holds for |u| 1 by evenness of qCos(u) = f0(u)/ f0(0). We denote by c1, c2, c3 the coeﬃcient and
exponents in (159) respectively. 
Corollary 8. For |u| 1 there is an upper decay bound on qSin(u) of the form∣∣qSin(u)∣∣ ( f0(0))−1{1+√ π
4 ln(q)
}
e−1|u|−1|u|− ln(|u|) ln(q)/(2+ln(q))2 . (160)
Proof. In (144) set λ = 2 to obtain − ln(λ) + 1 + ln(2) − 2/λ = 0, separate out ln(u) and (ln(u))2, and divide by f0(0) to
obtain (160) for u  1. Now (160) also holds for |u|  1 by oddness of qSin(u) = f1(u)/ f0(0). We denote by c4, c5, c6 the
coeﬃcient and exponents in (160) respectively. 
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We now complete the paper by proving Theorem 6, which essentially streamlines the process for approximating the
inverse S−1 of the frame operator S = F ∗F , as in (5), when the mother wavelet is ψ(t) = K (p)(t)/‖K (p)‖.
If A and B are the frame bounds as given by inequality (4), and if R is deﬁned to be the error term given by
R = Id− [2/(B + A)]S, (161)
then, as shown in [7], ‖R‖ (B − A)/(B + A) < 1 and S is invertible with
S−1 = 2
B + A (Id− R)
−1 = 2
B + A
∞∑
n=0
Rn = 2
B + A Id+
2
B + A
∞∑
n=1
Rn. (162)
Furthermore, by (161)∥∥R( f )∥∥= ∥∥∥∥ f − 2B + A ∑
n, j∈Z
〈 f ,ψn, j〉ψn, j
∥∥∥∥ ‖R‖‖ f ‖ B − AB + A ‖ f ‖. (163)
The L2 error in (9), obtained by relying on the truncated geometric series for (162) in place of ψ˜n2, j2 = S−1(ψn2, j2 ), is then
bounded by∥∥∥∥∥ f − 2B + A ∑
n2, j2∈Z
(
〈 f ,ψn2, j2〉
N∑
n=0
Rn(ψn2, j2)
)∥∥∥∥∥ ‖ f ‖
(
B − A
B + A
)N+1
(164)
as in [7]. Also, by (162) one has∥∥∥∥S−1 − 2B + A Id
∥∥∥∥ 2B + A
∞∑
n=1
‖R‖n  2
B + A
‖R‖
1− ‖R‖ 
2(B − A)/(B + A)
2A
. (165)
In the current case, where the mother wavelet is K (p)/‖K (p)‖, one has that A, B , S , and R all depend on the parameter
q > 1, and we are able to streamline (165) by a simpler analogue∥∥S−1 − [δα(q)/q3/2]Id∥∥ D(q), (166)
where α(q) = (1 − 1/q)2, D(q) decays of order O(√ln(q)/q3) in q, and δ is a ﬁxed constant less than δˆ(q) giving the
translation parameter b0 = δ/q1/2+p for large q.
Before giving the proof of Theorem 6, we denote νq ≡ θ(q2;1/q), and point out that νq is the minimum value of θ(q2;ω2)
over ω ∈ R \ {0}. Also from [15], there is a strictly positive function
F (q) = O(√ln(q)/q) with lim
q→∞
[
qF (q)/
√
ln(q)
]= 6√π/2,
where F (q) is used in expressing the frame bounds A and B below. Observe that, from their respective deﬁnitions, we have
the following limiting values:
Lemma 3. For f0,q(0) = f0(0) = θ(q2;−1/q)
lim
q→∞ f0,q(0) = limq→∞νq = limq→∞μq2 = 1, and limq→∞ F (q) = 0.
We have established frame bounds for the frame (17) in [15], where, for bqp = δ/√q with δ < δˆ(q), it is demonstrated
that the lower frame bound can be taken to be
A = μ
4
qμq2
bqpc0
q2
(
1− bq
p
2πνq
F (q)
)
= (μq2)
3
f0(0)
2q3/2
δ
(
1− δ
2πνq
√
q
F (q)
)
, (167)
and the upper frame bound can be taken to be
B = μ
4
qμq2
bqpc0
q2
(
1+ bq
p
2πνq
F (q)
)
= (μq2)
3
f0(0)
2q3/2
δ
(
1+ δ
2πνq
√
q
F (q)
)
. (168)
This gives, together with the functional identity (69), that
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4
qμq2
bqpc0
q2 = μ
4
qq
2c0(μq2)2
4(μq2)
3
bqp
q = ( f0(0))−1 4(μq2)3
δ
q3/2, (169)
and
B − A = μ
4
qμq2
bqpc0
q2
(
2
bqp
2πνq
F (q)
)

μ4qμq2
bqpc0
q2
(√
qF (q)
)
, (170)
and
B − A
B + A =
(
bqp
2πνq
F (q)
)
=
(
δ
2πνq
√
q
F (q)
)

(√
qF (q)/2
)
. (171)
We are now in a position to show that for large values of q an L2 function f is closely approximated by the scaled frame
operator acting on f and that the inverse S−1 of the frame operator is closely approximated by a streamlined multiple of
the identity operator.
Proof of Theorem 6. Let α(q) = (1− 1/q)2. By (161) and (169) one has∥∥R( f )∥∥= ∥∥ f − (2/(B + A))S( f )∥∥= ∥∥ f − [δ f0(0)/(2(μq2)3q3/2)]S( f )∥∥
 ‖R‖‖ f ‖ [(B − A)/(B + A)]‖ f ‖, (172)
which gives that∥∥∥∥ f − [δα(q)/(2q3/2)] ∑
n, j∈Z
〈 f ,ψn, j〉ψn, j
∥∥∥∥
= ∥∥ f − [δα(q)/(2q3/2)]S( f )∥∥

∥∥∥∥ f − δ f0(0)2(μq2)3q3/2 S( f )
∥∥∥∥+ ∥∥∥∥ δ f0(0)2(μq2)3q3/2 S( f ) − δα(q)2q3/2 S( f )
∥∥∥∥ (173)
 ‖R‖‖ f ‖ + [δ/(2q3/2)]∣∣( f0(0)/(μq2)3)− α(q)∣∣‖S‖‖ f ‖ (174)

[
(B − A)/(B + A)]‖ f ‖ + [δ/(2q3/2)]∣∣( f0(0)/(μq2)3)− α(q)∣∣B‖ f ‖ (175)
= [δF (q)/(2πνq√q )]‖ f ‖ + δ
2q3/2
∣∣∣∣ f0(0)(μq2)3 − α(q)
∣∣∣∣ (μq2)3f0(0) 2q
3/2
δ
(
1+ δF (q)
2πνq
√
q
)
‖ f ‖ (176)
=
(
δF (q)
2πνq
√
q
)
‖ f ‖ +
∣∣∣∣1− (μq2)3α(q)f0(0)
∣∣∣∣(1+ δF (q)2πνq√q
)
‖ f ‖, (177)
where the triangle inequality was used to obtain (173); (172) was used to obtain both (174) and (175) while the fact that
‖S‖ is bounded by the upper frame bound B also gave (175); and then (171) and (168) were used to obtain (176) which
simpliﬁes to (177). Setting
C(q) = [δF (q)/(2πνq√q )]+ ∣∣1− (μq2)3α(q)/ f0(0)∣∣(1+ δF (q)/(2πνq√q ))
and noting that
δF (q)
2πνq
√
q
= O(√ln(q)/q3/2) and ∣∣∣∣1− (μq2)3α(q)f0(0)
∣∣∣∣(1+ δF (q)2πνq√q
)
= O(1/q2)
gives that C(q) = O(√ln(q)/q3/2). Thus (36) holds. Next apply (165) with A, B from (167) and (168) to obtain∥∥∥∥S−1 − δ( f0(0))2(μq2)3q3/2 Id
∥∥∥∥ bqp F (q)/(2πνq)[μ4qμq2/(bqpc0)]q2(1− bqp F (q)/(2πνq))
= f0(0)δ
2(μq2)3q3/2
δF (q)/(2πνq
√
q )
(1− δF (q)/(2πνq√q )) . (178)
Then utilize the triangle inequality and apply (178) to see∥∥∥∥S−1 − δα(q)2q3/2 Id
∥∥∥∥ ∥∥∥∥S−1 − δ( f0(0))2(μq2)3q3/2 Id
∥∥∥∥+ ∥∥∥∥ δ( f0(0))2(μq2)3q3/2 Id− δα(q)2q3/2 Id
∥∥∥∥
 f0(0)δ
2(μ 2)3q3/2
δF (q)/(2πνq
√
q )
(1− δF (q)/(2πν √q )) +
δ
2q3/2
∣∣∣∣ f0(0)(μ 2)3 − α(q)
∣∣∣∣≡ D(q).q q q
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f0(0)δ
2(μq2)3q3/2
δF (q)/(2πνq
√
q )
(1− δF (q)/(2πνq√q )) = O
(√
ln(q)/q3
)
and
δ
2q3/2
∣∣∣∣ f0(0)(μq2)3 − α(q)
∣∣∣∣= O(1/q7/2)
gives D(q) = O(√ln(q)/q3) with (166) holding. This completes the proof of the theorem. 
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