










The  utility  of  Structural  Equation  Modelling  (SEM)  approach  into  research  in 
psychology,  especially  in  psychometrics  development  have  not  yet  been  fully  explored.  The 
proportion of utilization between SEM sub models in research field (i.e. structural model and 
measurement model) was unbalance. Numerous  researcher has used SEM only  to  test  their 
structural model but avoid to use SEM to identify its measurement model. This article explain 






Pendekatan  analisis  data  penelitian 
dengan  menggunakan  persamaan  model 
struktural  (SEM)  telah  banyak  digunakan 
dalam  penelitian  di  psikologi.  Hal  ini 
dikarenakan  pendekatan  ini  meninjau 
fenomena  psikologis  secara  lebih  holistik 
dibanding  dengan  pendekatan  analisis 
statistika  kovensional.  Penggabungan 
antara dua konsep  statistika, yaitu analisis 
faktor  yang  diakomodasi  dalam  model 
pengukuran  dan  konsep  regresi  dalam 
model  struktural  meletakkan  SEM  tidak 
hanya berguna dalam pengujian hubungan 
antar  variabel  akan  tetapi  sekaligus 
pengembangan  instrumen  pengukuran 
yang  baik.  Model  persamaan  struktural 
(SEM)  memiliki  dua  bagian  antara  lain 
model pengukuran yang dilakukan melalui 
analisis  faktor  konfirmatori  dan  model 
struktural yang dilakukan dengan menggu‐
nakan  regresi. Bagian SEM yang berkaitan 
erat dengan  identifikasi  properti  psikome‐
tris hasil pengukuran adalah model pengu‐
kuran.  Melalui  aplikasi  pengembangan 
model pengukuran peneliti dapat mengem‐
bangkan  model  yang  tepat  untuk  meng‐
gambarkan  data  hasil  pengukuran  yang 
dilakukannya.  Aplikasi  pengembangan 
model  pengukuran  dalam  SEM  diwadahi 
dalam analisis faktor konfirmatori. Analisis 
faktor  konfirmatori  menjadi  salah  satu 
kelebihan  teknik  SEM  dibanding  dengan 
teknik  analisis  faktor  eksploratori,  karena 
peneliti  dapat  memodifikasi  model  untuk 
disesuaikan dengan data yang dimilikinya. 









Pada  sebuah  tes yang  terdiri dari  10  item, 
dengan  menggunakan  konsep  konsistensi 
internal, pendekatan pengukuran majemuk 
mengasumsikan  bahwa  pembelahan  item 
menjadi k‐belahan adalah representasi dari 
pengukuran  yang  berulang. Nilai  reliabili‐
tas  yang  tinggi  terlihat  dari  hasil  pengu‐
kuran  yang  konsisten,  yang  dibuktikan 
dengan  skor  item  satu  dengan  lainnya 
memiliki  variasi homogen. Koefisien  relia‐
bilitas  teori  klasik,  misalnya  koefisien 
Spearman  Brown  dan  koefisien  Alpha 
menggunakan  pendekatan  ini  (Kamata 
et.al., 2003).  
Di sisi lain, pendekatan indikator maje‐
muk  berasumsi  bahwa  10  item  tes di  atas 
adalah  sekumpulan  indikator  dari  satu 
konstrak  psikologis  yang  sifatnya  laten. 
Nilai  reliabilitas  terlihat  dari  nilai  varian 
bersama antar item. Varian bersama adalah 
statistik  yang menunjukkan  seberapa  jauh 
item  memiliki  keterkaitan  antara  satu 
dengan lainnya. Semakin besar nilai varian 
bersama tersebut maka semakin besar kuat 
bukti  bahwa  sekumpulan  indikator  terse‐
but  menjadi  indikator  konstrak  yang 
hendak diukur. Nilai varian bersama inilah 
yang  nantinya menjadi  bahan  baku  untuk 
mengestimasi  reliabilitas.  Teknik  estimasi 
reliabilitas  yang  berbasis  analisis  faktor 
(misalnya  koefisien  Omega,  koefisien 
Theta) menggunakan pendekatan  ini. Dari 
kedua  pendekatan  di  atas,  pendekatan 
estimasi  reliabilitas  dengan  menggunakan 
pendekatan  SEM  lebih  mendekati  dengan 
konsep  yang  kedua.  Koefisien  reliabilitas 
dilihat  sebagai  perwakilan  dari  seberapa 
jauh  sebuah  item  terbukti  menjadi 
indikator dari konstrak yang diukur.  
Koefisien Reliabilitas Item 
Koefisien  reliabilitas  item  merupakan 
bagian  dari  model  pengukuran  di  dalam 
SEM. Koefisien  ini beroperasi pada  tataran 
item,  sehingga  masing‐masing  item  yang 
dilibatkan  dalam  analisis  memiliki  nilai 
reliabilitas  sendiri‐sendiri.  Koefisien  ini 
juga  dinamakan  dengan  koefisien  relia‐






















drat  dari  muatan  faktor  tiap  item  yang 
merupakan  estimasi komunalitas  terhadap 
variabel.  Komunalitas  adalah  persentase 
varian  item  yang  dapat  menjelaskan 
konstrak ukur. Dengan melakukan analisis 
faktor konfirmatori melalui program bantu 
analisis  SEM  (misalnya  AMOS,  EQS 
LISREL)  besarnya  koefisien  ini  secara  oto‐
matis  akan  ditampilkan.  Koefisien  Relia‐
bilitas  Item  mengungkap  seberapa  jauh 
sebuah item dapat menggambarkan sebuah 
konstrak  laten. Karena  variabel  eror  tidak 
hanya memuat  eror pengukuran  saja akan 
tetapi eror yang  lain, maka koefisien  relia‐

























atau  LISREL,  peneliti  dapat  secara  lang‐
sung  mendapatkan  informasi  mengenai 
reliabilitas  item  pada  keluaran  berjudul 
square multiple correlation (korelasi berganda 
kuadrat).  Pada  gambar  1  terlihat  bahwa 
reliabilitas item bergerak dari rxx=0,46 hing‐
ga  rxx=0,66.  Butir  X1  memiliki  reliabilitas 
sebesar  0,66,  artinya  butir  tersebut  dapat 
menjelaskan  variasi  skor  murni  variabel 
sebesar  66  persen.  Keberadaan  item  yang 
memiliki reliabilitas yang kurang memuas‐
kan  di  dalam  model  akan  menurunkan 
nilai ketepatan model (goodness of fit) secara 
keseluruhan  sehingga  jika  peneliti  ingin 
mendapatkan  nilai  ketepatan  model  yang 




makan  dengan  koefisien  Omega  dikem‐
bangkan  oleh  McDonald  (Zinbarg,  et.al, 
2005).  Koefisien  ini  menekankan  pada 
seberapa jauh indikator ukur merefleksikan 
faktor laten yang disusun. Pengertian terse‐
but merupakan  pengertian  dalam  konteks 
analisis  faktor  yang  diterjemahkan  dari 
teori pengukuran klasik mengenai reliabili‐
tas. Semakin besar  indikator merefleksikan 
faktor  latennya  maka  semakin  besar  nilai 
reliabilitas  pengukuran.  Untuk  mendapat‐
kan  besarnya  reliabilitas  konstrak, peneliti 



























nakan  analisis  faktor  konfirmatori melalui 
AMOS  atau LISREL didapatkan  3 muatan 
faktor  terstandarisasi  antara  lain  0,7;  0,8 

















Temuan  di  atas  kemudian  diaplikasi‐
kan pada persamaan  (2). Reliabilitas kons‐










lunak  yang  secara  langsung  memberikan 
fasilitas  komputasi  koefisien  ini,  namun 
peneliti  dapat  menghitung  secara  manual 
karena  teknik  komputasinya  cukup  seder‐
hana.  Besarnya  nilai  koefisien  reliabilitas 
konstrak yang direkomendasikan adalah di 
atas  0,7  (Hair  et  al.,  1998).  Peneliti  yang 
mendapatkan  nilai  koefisien  reliabilitas 
dibawah  0,7  diharapkan  untuk  memodifi‐
kasi  model  pengukuran  yang  dikembang‐
kannya.  
Koefisien Reliabilitas Komposit 
Koefisien  reliabilitas  komposit  dikem‐
bangkan oleh Raykov (1997) dengan meng‐
gunakan analisis faktor konfirmatori dalam 
pendekatan  model  persamaan  struktural. 
Berbeda  dengan  koefisien  Alpha  yang 
menekankan pada homogenitas  item,  koe‐
fisien  reliabilitas  komposit  menekankan 
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Untuk  mencari  besarnya  koefisien 
reliabilitas  komposit peneliti harus memo‐
difikasi model  analisis  faktor  konfirmatori 
yang  dilakukan  seperti  contoh  pada 
gambar  3.  Gambar  tersebut  menunjukkan 
sebuah tes yang terdiri dari tiga buah item, 
dengan skor tampaknya yaitu X1, X2 dan X3. 
Sesuai  dengan  teori  skor  murni  klasik, 
masing‐masing  skor  tampak  merupakan 
hasil  penjumlahan  eror  dan  skor  murni 
(Xi=Ti+Ei).  Ketiga  skor  murni  (Ti)  tersebut 
diasumsikan  merupakan  indikator  dari 
konstrak  yang  hendak  diukur  (Tt).  Ketiga 
skor  murni  juga  membentuk  fungsi  linier 
berupa  skor  komposit  (Xt).  Sesuai  dengan 
konsep teori skor murni klasik yang menje‐
laskan  bahwa  reliabilitas  dapat  diestimasi 
melalui korelasi kuadrat antara skor murni 
dan  skor  tampak  (rxt2),  maka  reliabilitas 
dalam  model  tersebut  didapatkan  dari 
korelasi  antara  skor  komposit  dan  skor 
faktor (rxt2). 
Identifikasi  ketepatan  estimasi  koefi‐
sien  reliabilitas  komposit  telah  dilakukan 
oleh  Raykov  (2001)  dengan menggunakan 
data  simulasi.  Hasil  yang  didapatkan 
menunjukkan  ketepatan  estimasi  koefisien 
reliabilitas komposit lebih tinggi dibanding 
dengan  koefisien  Alpha.  Dari  reliabilitas 
murni  yang ditetapkan  sebesar  0,961,  esti‐
masi  dengan  menggunkan  koefisien 
reliabilitas  komposit  menghasilkan  nilai 
reliabilitas  sebesar  0,955  sedangkan  hasil 
estimasi  dengan  menggunakan  koefisien 
Alpha  menghasilkan  nilai  reliabilitas 
sebesar  0,877.  Dapat  disimpulkan  bahwa 
koefisien  reliabilitas  komposit  memiliki 
daya estimasi yang  lebih akurat dibanding 
dengan  koefisien  Alpha.  Sampai  saat  ini 
belum  ada program bantu komputer yang 
menghasilkan  keluaran  besarnya  reliabi‐
litas  ini.  Untuk  mendapatkannya  peneliti 








nen  (Kamata  et.al.,  2003).  Koefisien  ini 
dinamakan  dengan  koefisien  reliabilitas 
maksimal karena estimasi terhadap reliabi‐
litas  dilakukan  berdasarkan  kombinasi 
penjumlahan seperangkat item secara linier 
yang optimal dalam menjelaskan konstrak 
ukur.  Konsep  kombinasi  linier  ini  seperti 
halnya  persamaan  regresi  linier  yang 














diktor  yang  menjelaskan  kriterium.  Jika 
persamaan regresi kombinasi linier optimal 
antar  prediktor  dijabarkan  dalam  Y=β1X1+ 
β2X2+C,  maka  kombinasi  linier  optimal 
antar  item  dijabarkan  dalam  X=ω1X1+ω2X2. 
Estimasi  terhadap  reliabilitas  dilakukan 
dengan mengkorelasikan antara kombinasi 
linier  (X)  dengan  konstrak  latennya  (η). 
Dengan  menggunakan  manipulasi  aljabar, 
konsep  ini  akhirnya  diturunkan  menjadi 









































































Reliabilitas  maksimal  tepat  dikenakan 
untuk  mengestimasi  reliabilitas  jika  butir‐
butir  di  dalam  subtes  adalah  paralel. 
Namun jika dikenakan pada butir di dalam 
subtes  yang  tidak  paralel,  maka  nilai 
reliabiitas yang dihasilkan menjadi underes‐
timate  (Kamata  et.al.,  2003).  Formula  ini 
digunakan  pada  skor  tes  yang  menggu‐
nakan  asumsi  congeneric yang ditunjukkan 
dengan  rerata  dan  varian  antar  belahan 
yang  nilainya  dapat  berbeda  ( ji μ≠μ dan 
ji σ≠σ ). 
Koefisien Rerata Ekstraksi Varian 




umum.  Sebagian  ahli melihat  koefisien  ini 
merupakan varian dari estimasi  reliabilitas 
konstrak,  sebagian  lainnya  melihat  koefi‐
sien  ini  merupakan  properti  yang  meng‐
ungkap  validitas  diskriminan.  Dalam  hal 
ini  penulis  mendukung  koefisien  AVE 
sebagai properti validitas diskirminan kare‐
na  koefisien  ini  menggambarkan  interko‐
relasi internal yaitu korelasi antar indikator 
di  dalam  model.  Koefisien  rerata  varian 


























Besarnya  nilai  AVE  minimal  yang 
direkomendasikan  adalah  0,5.  Jika  nilai 
AVE didapatkan  lebih besar dari 0,5 maka 
indikator‐indikator  di  dalam  model  yang 
dikembangkan  terbukti benar‐benar meng‐
ukur  konstrak  laten  yang  ditargetkan  dan 
tidak  mengukur  konstrak  laten  yang  lain. 
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Fornell  dan  Larker’s  (1981)  menjelaskan 
bahwa  sebuah  konstrak  laten  memiliki 
validitas  diskriminan  yang  memuaskan 
apabila  memiliki  nilai  AVE  yang  lebih 
besar  daripada  korelasi  kuadrat  konstrak 
laten  tersebut  dengan  konstrak  laten 
lainnya.  Sebagai  contoh,  seorang  peneliti 
melakukan  analisis  faktor  konfirmatori 
terhadap  tiga  konstrak  laten,  yaitu  harga 
diri, kemandirian dan kontrol diri. Korelasi 
antar konstrak  laten  tersebut  adalah  0.271; 
0.435; dan 0.431, sehingga korelasi kuadrat 
masing‐masing  adalah  (0.271)2=0,073; 
(0.435)2=0,189;  dan  (0.431)2=0,186.  Dari 
analisis  juga  didapatkan  tiga  nilai  AVE 
masing‐masing  konstrak  laten  tersebut 
adalah 0,719; 0,534, dan 0,28. Dapat diketa‐
hui  bahwa  besarnya  koefisien  AVE  lebih 
besar  dibanding  dengan  korelasi  kuadrat 
antar konstrak  laten sehingga disimpulkan 
bahwa  masing‐masing  konstrak  laten 





untuk dipakai  oleh peneliti  sebagai  teknik 
alternatif  identifikasi  properti  psikometris 
pengukuran  selain  koefisien  alpha  yang 
telah  banyak  digunakan.  Dalam  aplikasi 
SEM,  tujuan  peneliti  adalah  untuk 
mengembangkan  model  yang  sesuai 
dengan  data  yang  didapatkan.  Salah  satu 
faktor  yang  berperan  terhadap  tingginya 
kesesuaian  antara  model  dengan  data 
adalah  reliabilitas pengukuran. Oleh  kare‐
na  itu  penggunaan  koefisien  reliabilitas 
yang  sesuai  dengan  model  yang  dikem‐
bangkan  sangat  disarankan.  Hal  ini 
dikarenakan  sebuah  koefisien  reliabilitas 
lebih  tepat  dipakai  dibanding  dengan 
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