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WELL-POSEDNESS FOR WEAK AND STRONG SOLUTIONS OF
NON-HOMOGENEOUS INITIAL BOUNDARY VALUE PROBLEMS FOR
FRACTIONAL DIFFUSION EQUATIONS
YAVAR KIAN1, AND MASAHIRO YAMAMOTO2,3,4
Abstract. We study the well-posedness for initial boundary value problems associated with
time fractional diffusion equations with non-homogenous boundary and initial values. We
consider both weak and strong solutions for the problems. For weak solutions, we introduce a
new definition of solutions which allows to prove the existence of solution to the initial bound-
ary value problems with non-zero initial and boundary values and non-homogeneous terms
lying in some arbitrary negative-order Sobolev spaces. For strong solutions, we introduce an
optimal compatibility condition and prove the existence of the solutions. We introduce also
some sharp conditions guaranteeing the existence of solutions with more regularity in time
and space.
Keywords: Fractional diffusion equation, initial boundary value problem, well-posedness,
weak and strong solutions.
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1. Introduction
1.1. Settings. Let Ω be a bounded and connected open subset of Rd, d > 2, with C2 boundary
∂Ω. Let a := (ai,j)16i,j6d ∈ C
1(Ω;Rd
2
) be symmetric, that is
ai,j(x) = aj,i(x), x ∈ Ω, i, j = 1, . . . , d,
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and fulfill the ellipticity condition: there exists a constant c > 0 such that
d∑
i,j=1
ai,j(x)ξiξj > c|ξ|
2, for each x ∈ Ω, ξ = (ξ1, . . . , ξd) ∈ R
d. (1.1)
Assume that q ∈ L∞(Ω) satisfies
there exists a constant q0 > 0 such that q(x) > q0 for x ∈ Ω, (1.2)
and define the operator A by
Au(x) := −
d∑
i,j=1
∂xi
(
ai,j(x)∂xju(x)
)
+ q(x)u(x), x ∈ Ω.
Throughout the article, we set
Q := (0, T ) × Ω, Σ := (0, T )× ∂Ω.
Next, for α ∈ (0, 1) ∪ (1, 2), T ∈ (0,+∞) and ρ ∈ L∞(Ω) obeying
0 < ρ0 6 ρ(x) 6 ρM < +∞, x ∈ Ω, (1.3)
we consider the following initial boundary value problem (IBVP):
(ρ(x)∂αt +A)u(t, x) = F (t, x), (t, x) ∈ Q,
τχu(t, x) = f(t, x), (t, x) ∈ Σ,
∂kt u(0, x) = uk, x ∈ Ω, k = 0, . . . , ⌈α⌉ − 1,
(1.4)
where χ = 0, 1, ⌈·⌉ denotes the ceiling function:
⌈α⌉ =
 1 if 0 < α < 1,2 if 1 < α < 2,
and ∂αt denotes the fractional Caputo derivative of order α with respect to t, defined by
∂αt u(t, x) :=
1
Γ(⌈α⌉ − α)
∫ t
0
(t− s)⌈α⌉−1−α∂⌈α⌉s u(s, x)ds, (t, x) ∈ Q. (1.5)
Here the boundary operators τχ, χ = 0, 1, are defined by:
(a) τ0u := u,
(b) τ1u := ∂νAu, where ∂νA stands for the normal derivative with respect to a = (ai,j)16i,j6d,
and is given by
∂νAh(x) :=
d∑
i,j=1
ai,j(x)∂xjh(x)νi(x), x ∈ ∂Ω,
and ν = (ν1, . . . , νd) is the outward unit normal vector to ∂Ω.
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Remark 1. We can omit the condition (1.2) but for simplicity, we assume it. All the results
of this article can be easily extended to Robin boundary conditions. Moreover, applying the
fixed point argument, one can extend our results to a more general equation:
∂αt u+Au+B(t, x) · ∇xu+ V (t, x)u = 0,
where some suitable assumptions are imposed on the coefficients B ∈ L∞(Q)d, V ∈ L∞(Q).
However, in this article, in order to avoid the inadequate expense of the size of descriptions,
we do not consider such extensions of our results.
In the present article, we study the well-posedness for problem (1.4) in a strong and a weak
senses. In the weak sense we will prove the well-posedness of (1.4) when data f and u0, u⌈α⌉−1
are lying in some negative-order Sobolev spaces. The strong solution of (1.4) corresponds to
smooth solutions of this problem in time and space.
1.2. Motivations and a short bibliographical review. Recall that the initial boundary
value problem (1.4) is often used for describing anomalous diffusion for several physical phe-
nomenon such as diffusion of substances in heterogeneous media, diffusion of fluid flow in
inhomogeneous anisotropic porous media, diffusion of carriers in amorphous photoconductors,
diffusion in a turbulent flow (see e.g., [2]). The case α ∈ (0, 1) corresponds to a subdiffusive
model, while the case α ∈ (1, 2) corresponds to a super diffusive case.
The well-posdness for the problem (1.4) has been intensively studied these last decades.
Many authors considered problem (1.4) for α ∈ (0, 1) with f = 0 or Ω = Rd. For Ω = Rd,
one can refer to [5] where the existence of classical solutions of (1.4) is proved by mean of a
representation formula involving the Green functions for (1.4). This formulation of the problem
has been extended by [28], who proposed a variational formulation of (1.4) in some abstract
framework allowing to consider elliptic operators A depending on t ∈ (0, T ). Note that the
result of [28] can be applied to a bounded domain and the full space Rd. For the case Ω = Rd
or the half space, in some Lp-space, the works [3, 4] proved the existence of strong solutions of
(1.4) with zero initial data and non-zero source terms for elliptic operators A whose coefficients
depend on time. For Ω = Rd, the article [1] proved that given u0 and bounded F , the solutions
to (1.4) is Ho¨lder continuous in time and space. Similar results were proved in [29] in a bounded
domain with both non-zero source term and initial condition. We refer also to [20] as for (1.4)
with a time dependent elliptic operators A, where the authors applied the approach of [28] to
establish the existence of strong solutions under suitable assumptions. In [17, 25], the authors
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proved the existence of solutions to (1.4) in a bounded domain by mean of an eigenfunction
representation involving the Mittag-Leffter functions. The definition of solutions of [17] can
be formulated in terms of Laplace transform in time of the solutions. On the basis of this last
definition, the works [16, 21] proved the existence of solutions of more complex equations than
(1.4), including fractional diffusion equation with distributed and variable order. Moreover,
we can refer to the monograph [19].
All the above mentioned results considered (1.4) with the homogenous boundary condi-
tions or Ω = Rd. These results can be classified into two categories: the existence of solutions
of (1.4) in a weak sense and a strong sense, according to the cases where data belong to some
negative-order Sobolev spaces and to smoother spaces respectively. We can refer to the series of
works [11, 13] where the authors proved the existence of solutions to (1.4) for u0 = u⌈α⌉−1 = 0
and f lying in some negative-order Sobolev space in time and space, when A = −∆ and χ = 0
(i.e., the Dirichlet boundary condition). The proof is based on a single layer representation
of solutions, and an application of some results (e.g., [5, 26]) concerning the Green functions
for fractional diffusion equations with constant coefficients. In [12], the author extended this
approach to (1.4) for α ∈ (0, 1) with non-homogeneous Robin boundary condition and non-
vanishing initial condition lying in some Ho¨lder spaces. The article [27] proved the unique
existence of weak solution to (1.4) by the transposition (e.g., Lions and Magenes [22]) when
u0 = 0, F = 0, α ∈ (0, 1) and f ∈ L
2(0, T ;H−θ(∂Ω)) with θ > 0. As for strong solutions, we
refer to the work [9] where the author proved the existence of strong solution u to (1.4) such
that u is continuous in time, belongs to a class C2 in space and ∂αt u is Ho¨lder continuous in
time and space.
We remark that the well-posdness for problem (1.4) with non-homogenous boundary
conditions is meaningful also for other mathematical problems such as optimal control problems
(see e.g., [27]) or inverse problems (see e.g., [6, 10, 14, 15, 18]).
1.3. Definition of solutions. In this subsection we introduce a definition of solutions of
(1.4) for f ∈ L1(0, T ;H−θ(∂Ω)) with θ ∈
[
1
2 ,+∞
)
and (u0, u⌈α⌉−1, F ) in some negative-order
Sobolev spaces. To give a suitable definition of such solutions, we define the operators Aχ,
χ = 0, 1, in L2(Ω; ρdx) by
Aχu = ρ
−1Au, D(Aχ) = {g ∈ H
1(Ω) : ρ−1Ag ∈ L2(Ω), τχg|∂Ω = 0}.
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In view of our assumptions, we have D(Aχ) = {g ∈ H
2(Ω) : τχg|∂Ω = 0}. Recall that
the operators Aχ, χ = 0, 1 are strictly positive self-adjoint operators with compact resolvent.
Therefore, for χ = 0, 1, the spectrum of Aχ consists of a non-decreasing sequence of strictly
positive eigenvalues (λχ,n)n>1. Here and henceforth we number λχ,n with the multiplicities for
χ = 0, 1. In the Hilbert space L2(Ω; ρdx), we introduce an orthonormal basis of eigenfunctions
(ϕχ,n)n>1 of Aχ associated with the eigenvalues (λχ,n)n>1. From now on, by 〈·, ·〉 we denote
the scalar product in L2(Ω; ρdx) and we set N = {1, 2, . . .}. Let us observe that according to
the condition imposed on ρ, we have L2(Ω; ρdx) = L2(Ω) with the equivalent norms. For all
s > 0, we denote by Asχ the operator defined by
Asχg =
+∞∑
n=1
〈g, ϕn〉λ
s
χ,nϕχ,n, g ∈ D(A
s
χ) =
{
h ∈ L2(Ω) :
+∞∑
n=1
|〈g, ϕχ,n〉|
2 λ2sχ,n <∞
}
and in D(Asχ) we introduce the norm
‖g‖D(Asχ) =
(
+∞∑
n=1
|〈g, ϕχ,n〉|
2 λ2sχ,n
) 1
2
, g ∈ D(Asχ).
We define D(A−sχ ) = D(A
s
χ)
′ by the dual space to D(Asχ), which is a Hilbert space with the
norm
‖g‖D(A−sχ ) =
(
∞∑
n=1
∣∣〈g, ϕχ,n〉−s∣∣2 λ−2sχ,n
) 1
2
.
Here 〈·, ·〉−s denotes the duality bracket between D(A
−s
χ ) and D(A
s
χ). By the duality, we see
that D(A
− 1
2
χ ) is embedded continuously into H−1(Ω), because H10 (Ω) is embedded continu-
ously into D(A
1
2
χ ).
For any k ∈ N, we consider the following condition (Hk):
ρ, ai,j ∈ C
2(k−1)+1(Ω), i, j = 1, . . . , d, q ∈W 2(k−1),∞(Ω), ∂Ω is of C2k. (Hk)
In view of [8, Theorem 2.5.1.1] (see also [7, Theorem 8.13]), for any k ∈ N, condition (Hk)
implies that the space D(Aℓχ) is embedded continuously into H
2ℓ(Ω) for any ℓ = 0, . . . , k and
χ = 0, 1. Therefore, by the interpolation, we deduce that condition (Hk) implies that the
space D(Asχ) is embedded continuously into H
2s(Ω) for any s ∈ [0, k].
Let us fix θ ∈
[
1
2 ,+∞
)
, κ = θ2 −
1
4 and k = 1 + ⌈κ⌉. Using the above properties and
assuming that (Hk) is fulfilled, for µ > 0, h ∈ H
−θ−χ(∂Ω) and Φ ∈ D(A−κχ ), we define the
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solution y ∈ D(A−κχ ) to the following boundary value problem: ρ(x)−1Ay(x) + µy(x) = Φ(x), x ∈ Ω,τχy(x) = h(x), x ∈ ∂Ω, (1.6)
in the transposition sense:
〈y,G〉−κ = −(−1)
χ
〈
h, τ∗χ(Aχ + µ)
−1G
〉
H−θ−χ(∂Ω),Hθ+χ(∂Ω)
+
〈
Φ, (Aχ + µ)
−1G
〉
−1−κ
(1.7)
for all G ∈ D(Aκχ). Here τ
∗
χ denotes the formal adjoint operator to τχ, and we have τ
∗
0 = τ1
and τ∗1 = τ0. Then, we define the solution to (1.4) in the following way.
Definition 1.1. Fix θ ∈
[
1
2 ,+∞
)
, κ = 2θ−14 , k = 1 + ⌈κ⌉ and assume that condition (Hk)
is fulfilled. Let f ∈ L1(0, T ;H−θ−χ(∂Ω)), F ∈ L1(0, T ; ρD(A−κ−1χ )), u0, u⌈α⌉−1 ∈ D(A
−κ−1
χ ).
We say that u is a weak solution to (1.4) if there exist ε > 0 and v ∈ L1loc(0,+∞;D(A
−ε−κ
χ ))
satisfying u = v|Q and the following properties:
(i) inf{λ > 0 : t 7→ e−λtv(t, ·) ∈ L1(0,+∞;D(A−ε−κχ ))} = 0,
(ii) for all p > 0, the Laplace transform
Lv(p, ·) :=
∫ +∞
0
e−ptv(t, ·)dt
of v is lying in D(A−κχ ) and it solves the boundary value problem ρ(x)−1ALv(p, x) + pαLv(p, x) =
∫ T
0 e
−ptρ−1F (t, x)dt +
∑⌈α⌉−1
m=0 p
α−1−mum(x), x ∈ Ω,
τχLv(p, x)(x) =
∫ T
0 e
−ptf(t, x)dt, x ∈ ∂Ω.
(1.8)
We give also the following definition of strong solutions to (1.4).
Definition 1.2. We say that (1.4) admits a strong solution if there exists a weak solution u
to (1.4) lying in W ⌈α⌉,1(0, T ;H−1(Ω)) ∩ L1(0, T ;H2(Ω)) such that
ρ(x)∂αt u+Au = F (1.9)
holds true in L1(0, T ;L2(Ω)) and τχu(t, x) = f(t, x), (t, x) ∈ Σ,∂kt u(0, x) = uk(x), x ∈ Ω, k = 0, . . . , ⌈α⌉ − 1. (1.10)
Remark 2. Let us observe that for any function v ∈W
⌈α⌉,1
loc (0,+∞;H
−1(Ω))∩L1loc(0,+∞;H
2(Ω))
satisfying
e−ptv(t, ·) ∈W ⌈α⌉,1(0,+∞;H−1(Ω)) ∩ L1(0,+∞;H2(Ω)), p > 0, (1.11)
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we have
L(ρ∂αt v +Av)(p, ·) = ALv(p, ·) + ρ
pαLv(p, ·) − ⌈α⌉−1∑
m=0
pα−1−mv(0, ·)
 .
Our choice for the definition of weak solutions of (1.4) is based on the above identity.
Moreover, from this identity and the property of weak solutions stated in Remark 3 (see below),
one can verify that any strong solution in the sense of Definition 1.2, which can be extended to
a function v ∈ W
⌈α⌉,1
loc (0,+∞;H
−1(Ω)) ∩ L1loc(0,+∞;H
2(Ω)) satisfying (1.11), will be a weak
solution in the sense of Definition 1.1.
1.4. Well-posedness for weak solutions. In this subsection, we state our results of well-
posedness of (1.4) when f ∈ L1(0, T ;H−θ−χ(∂Ω)), u0, u⌈α⌉−1 ∈ ρD(A
−κ−1
χ ) for some θ ∈[
1
2 ,+∞
)
and κ = 2θ−14 . More precisely, we consider the existence of weak solutions in the
sense of Definition 1.1. Our first main result can be stated as follows.
Theorem 1.3. Let α ∈ (0, 1) ∪ (0, 2), χ = 0, 1, θ ∈
[
1
2 ,+∞
)
, κ = θ2 −
1
4 , k = 1 + ⌈κ⌉ and let
(Hk) be fulfilled. Let r ∈ [1,+∞), β be given by
β =
 1 if r < α−1α−1r−1 if r > α−1
and let f ∈ Lr(0, T ;H−θ−χ(∂Ω)), F ∈ Lr(0, T ; ρD(A
− θ
2
− 3
2
χ )). Consider also u0 ∈ D(A
1
4
−β− θ
2
χ ) for α ∈ (0, 1),
u0 ∈ D(A
− 1
αr
+ 1
4
− θ
2
χ ), u1 ∈ D(A
−α−1(1+r−1)+ 1
4
− θ
2
χ ) for α ∈ (1, 2).
Then problem (1.4) admits a unique solution u lying in
⋂
ε>0
Lr(0, T ;D(A
−ε+ 1
4
− θ
2
χ )).
Moreover, for any ε > 0, we have estimates:
Case α ∈ (0, 1):
‖u‖
Lr(0,T ;D(A
−ε+14−
θ
2
χ ))
6 Cε
(
‖f‖Lr(0,T ;H−θ−χ(∂Ω)) +
∥∥ρ−1F∥∥
Lr(0,T ;D(A
−
θ
2−
3
4
χ ))
+ ‖u0‖
D(A
−β+14−
θ
2
χ )
)
.
(1.12)
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Case α ∈ (1, 2):
‖u‖
Lr(0,T ;D(A
−ε+14−
θ
2
χ ))
6 Cε
(
‖f‖Lr(0,T ;H−θ−χ(∂Ω)) +
∥∥ρ−1F∥∥
Lr(0,T ;D(A
−1−κ))
χ
+ ‖u0‖
D(A
− 1αr−κ
χ )
+ ‖u1‖
D(A
−
(1+r−1)
α −κ
χ )
)
.
(1.13)
In both cases, the constant Cε depends on ε, r, ρ, α, θ, A, Ω and T .
Remark 3. Note that even if the Definition 1.1 of weak solutions depends on the final time T ,
the solution that we obtain in Theorem 1.3 is independent of T . Namely, fix T1, T2 ∈ (0 +∞)
with T1 < T2 and consider f ∈ L
r(0, T2;H
−θ−χ(∂Ω)), ρ−1F ∈ Lr(0, T2;D(A
− 3
4
− θ
2
χ )). Consider
the unique weak solutions uℓ, ℓ = 1, 2 to (1.4) for T = Tℓ, which are given by Theorem 1.3.
According to the expression of the weak solution given in the proof of Theorem 1.3 in terms of
Fourier series, we can verify that the restriction of u2 to (0, T1)× Ω coincides with u1.
In a special case of r = 2 and zero initial values, we can improve Theorem 1.3:
Theorem 1.4. Let the condition of Theorem 1.3 be fulfilled with r = 2, ρ = 1 and u0 =
u⌈α⌉−1 = 0, and θ ≥
1
2 . Then the unique weak solution u of (1.4) is lying in L
2(0, T ;D(A
1
4
− θ
2
χ ))
with ∂αt u ∈ L
2(0, T ;D(A
− 3
4
− θ
2
χ )). Moreover, we have
‖u‖
L2(0,T ;D(A
1
4−
θ
2
χ ))
+ ‖∂αt u‖
L2(0,T ;D(A
−
3
4−
θ
2
χ )
6 C
(
‖f‖L2(0,T ;H−θ(∂Ω)) + ‖F‖
L2(0,T ;D(A
−
3
4−
θ
2
χ ))
)
.
(1.14)
Under the assumption F ≡ 0, Theorem 4.1 in [27] established the same conclusion in
the case of 0 < α < 1 and arbitrary θ > 0. On the other hand, this theorem holds for
α ∈ (0, 1) ∪ (1, 2) and non-zero F but requires that θ ≥ 12 .
1.5. Well-posedness for strong solutions. In this subsection, we state our results related
to the well-posedness of strong solutions of (1.4). We treat separately the case α ∈ (0, 1)
and α ∈ (1, 2). Let us start with α ∈ (0, 1). For this purpose, we introduce a compatibility
condition on data f ∈ W 1,1(0, T ;H−
1
2
−χ(∂Ω)), F ∈ W 1,1(0, T ; ρD(A−1χ )), and u0 ∈ L
2(Ω)
which requires that u0 solves the boundary value problem in the transposition sense: Au0(x) = F (0, x), x ∈ Ω,τχu0(x) = f(0, x), x ∈ ∂Ω, χ = 0, 1. (1.15)
We can now state our result for α ∈ (0, 1).
8
Theorem 1.5. Let α ∈ (0, 1), χ = 0, 1, ρ ∈ C2(Ω) and m ∈ N be fixed. Assume also that
condition (Hm) is fulfilled. Let u0 ∈ L
2(Ω), r ∈ [1,+∞) and
f ∈
m⋂
k=0
Wm−k,r(0, T ;H2k−
1
2
−χ(∂Ω)), F ∈
m⋂
k=1
Wm−k,r(0, T ;H2(k−1)(Ω))∩Wm,r(0, T ; ρD(A−1χ )).
For m > 2, we assume that
∂kt f(0, ·) = 0, ∂
k
t F (0, ·) = 0, k = 1, . . . ,m− 1. (1.16)
If u0 satisfies the compatibility condition (1.15), then the unique weak solution u to (1.4) is a
strong solution lying in
m⋂
k=1
Wm−k,r(0, T ;H2k(Ω)) ∩Wm,r(0, T ;H−ε(Ω)),
where ε > 0 is arbitrary. Moreover, for any ε > 0, we have
‖u‖Wm,r(0,T ;H−ε(Ω)) +
m∑
k=1
‖u‖Wm−k,r(0,T ;H2k(Ω))
6 Cε
m∑
k=1
(
‖f‖
Wm−k,r(0,T ;H2k−
1
2−χ(∂Ω))
+ ‖F‖Wm−k,r(0,T ;H2(k−1)(Ω))
)
+ Cε
(
‖f‖
Wm,r(0,T ;H−
1
2−χ(∂Ω))
+
∥∥ρ−1F∥∥
Wm,r(0,T ;D(A−1χ ))
)
,
(1.17)
with Cε depending on ε, r, ρ, α, A, Ω and T .
Remark 4. We recall that the compatibility condition (1.15) and an a priori estimate of u0
yield
‖u0‖Hk(Ω) 6 C
(
‖f(0, ·)‖
Hk−
1
2−χ(∂Ω)
+
∥∥ρ−1F (0, ·)∥∥
D(A
k−2
2
χ )
)
, k = 0, 2.
Thanks to this estimate, in terms of only f and F , we can estimate the right-hand sides of
(1.17), and (1.19), (1.22) which are stated below.
For α ∈ (0, 1), the compatibility condition (1.15) corresponds to an optimal condition
guaranteeing the existence of smooth solutions as described in Theorem 1.5. Similarly the
additional condition (1.16) is an optimal condition guaranteeing the existence of solutions
with higher regularity. Indeed we can prove
Proposition 1.6. For f ∈ C∞(Σ), F ∈ C∞(Q) and u0 ∈ C
∞(Ω), if the compatibility condition
(1.15) is not fulfilled, then the solution u of (1.4) does not belong to W 1,(1−α)
−1
(0, T ;D(A
− 1
2
χ )).
Moreover, if there exists m > 2 such that (1.16) fails, then u /∈Wm,(1−α)
−1
(0, T ;D(A
− 1
2
χ )).
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For α ∈ (1, 2), we consider two different situations. In the first case, we state a result with
a weaker regularity assumption and the compatibility condition (1.15). In the second result,
we consider smoother data under more compatibility conditions.
We start with our first result with only the compatibility condition (1.15).
Theorem 1.7. Let α ∈ (1, 2), χ = 0, 1 and let δ ∈ (0, 1/4), r ∈ [1,+∞) satisfy
r <
1
1− αδ
. (1.18)
Assume u0 ∈ H
1(Ω), u1 ∈ H
2δ(Ω) and
f ∈W 2,r(0, T ;H
1
2
−χ(∂Ω)) ∩ Lr(0, T ;H
3
2
−χ(∂Ω)),
F ∈W 2,r(0, T ;D(A
− 1
2
χ )) ∩ L
r(0, T ;L2(Ω)).
If u0 satisfies (1.15), then the unique weak solution u to (1.4) is a strong solution lying in
Lr(0, T ;H2(Ω)) ∩W 1,r(0, T ;H1(Ω)) ∩W 2,r(0, T ;L2(Ω)).
Moreover, we have
‖u‖W 2,r(0,T ;L2(Ω)) + ‖u‖W 1,r(0,T ;H1(Ω)) + ‖u‖Lr(0,T ;H2(Ω))
6 C
(
‖f‖
W 2,r(0,T ;H
1
2−χ(∂Ω))
+ ‖f‖
Lr(0,T ;H
3
2−χ(∂Ω))
+ ‖u1‖H2δ(Ω)
)
+ C
(
‖F‖
W 2,r(0,T ;D(A
− 12
χ ))
+ ‖f‖Lr(0,T ;L2(Ω))
)
,
(1.19)
where the constant C > 0 depends on r, ρ, α, A, Ω and T .
Next we discuss a solutions with higher regularity requiring the two compatibility condi-
tions (1.15) and (1.20): we assume that u1 satisfies Au1(x) = ∂tF (0, x), x ∈ Ω,τχu1(x) = ∂tf(0, x), x ∈ ∂Ω. (1.20)
Theorem 1.8. Let α ∈ (1, 2), χ = 0, 1 and m1 ∈ N be fixed. Assume also that condition
(Hm1+1) is fulfilled and fix 3 6 m 6 2m1 + 2. Let u0 ∈ H
2(Ω), u1 ∈ H
1(Ω), r ∈ [1,+∞)and
consider
f ∈
m⋂
k=2
Wm−k,r(0, T ;Hk−
1
2
−χ(∂Ω)) ∩Wm,r(0, T ;H
1
2
−χ(∂Ω)),
F ∈
m⋂
k=2
Wm−k,r(0, T ;Hk−2(Ω)) ∩Wm,r(0, T ;D(A
− 1
2
χ )).
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For m > 4, we assume also that
∂kt f(0, ·) = 0, ∂
k
t F (0, ·) = 0, k = 3, . . . ,m− 1. (1.21)
If u0 and u1 satisfy the compatibility conditions (1.15) and (1.20), then the unique weak solu-
tion u of (1.4) is a strong solution lying in
m⋂
k=0
Wm−k,r(0, T ;Hk(Ω)).
Moreover, we have
m∑
k=0
‖u‖Wm−k,r(0,T ;Hk(Ω)) 6C
(
m∑
k=2
‖f‖
Wm−k,r(0,T ;Hk−
1
2−χ(∂Ω))
+ ‖F‖Wm−k,r(0,T ;Hk−2(Ω))
)
+ C
(
‖f‖
Wm,r(0,T ;H
1
2−χ(∂Ω))
+ ‖F‖
Wm,r(0,T ;D(A
− 12
χ ))
)
,
(1.22)
where the constant C > 0 depends on ρ, r, α, A, Ω and T .
For α ∈ (1, 2), the compatibility condition (1.15) corresponds to an optimal condition
guaranteeing the existence of solutions with the smoothness of Theorem 1.7, while both condi-
tions (1.15) and (1.20) are required for the existence of smooth solution as stated in Theorem
1.8. In the same way, the additional condition (1.21) is an optimal condition guaranteeing
existence of solutions with higher regularity. Indeed we can prove
Proposition 1.9. For f ∈ C∞(Σ) and u0, u1 ∈ C
∞(Ω), if compatibility condition (1.15) is not
fulfilled, then the solution u to (1.4) does not belong to W 2,(2−α)
−1
(0, T ;D(A
− 1
2
χ )). Moreover
if (1.15) is fulfilled but not (1.20), then u ∈W 3,(2−α)
−1
(0, T ;D(A
− 1
2
χ )) does not hold. Finally,
if there exists m > 4 such that (1.21) is not fulfilled, then u /∈Wm,(2−α)
−1
(0, T ;D(A
− 1
2
χ )).
1.6. Comments about our results. To the best of our knowledge, Theorem 1.3 is the first
result of well-posedness of (1.4) with such weak assumptions imposed on the boundary value
f , the initial values u0, u⌈α⌉−1 and the source term F , as long as the elliptic part A is t-
independent and symmetric. Indeed, all other comparable results have been stated with less
general equations and smoother data (see for instance [11, 12, 13]) or with zero initial value
(see [27]). In addition, we state these well-posedness for solutions lying in Lr in time with
r ∈ [1,+∞], while other comparable results are restricted to solutions lying in L2 in time.
Theorems 1.5, 1.7, and 1.8 are concerned with the well-posedness in the strong sense
of (1.4). Our aim is to obtain an optimal condition guaranteeing the existence of smooth
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solutions to (1.4) in time and space. It is known that there exist even smooth data satisfying a
usual compatibility conditions, but that the regularity in time of the solution to (1.4) can not
exceed W 1,(⌈α⌉−α)
−1
(see Propositions 1.6 and 1.9 and Section 6 for more details). Moreover,
most of results concerning the existence of smooth solutions to (1.4) have mainly established
some Ho¨lder continuity in time of the solutions (e.g. [9, 29]) or the regularity which is weaker
than Hα in time (e.g. [20]). In Theorems 1.5 and 1.8, we prove the existence of solutions
lying Wm,r in time with arbitrary m ∈ N and r ∈ [1,+∞] by assuming some compatibility
conditions (1.15) and (1.16) (respectively (1.15), (1.20), and (1.21)) for α ∈ (0, 1) (respectively
α ∈ (1, 2)).
We have obtained Theorem 1.3 by means of the representation of the solutions which
explicitly involves the boundary value f . In the same way, we derive and prove an optimality
of the compatibility conditions (1.15), (1.16), (1.20) and (1.21) by using the Fourier series
representation of the solution to (1.4). The representation of solutions to (1.4) which we used
for the proof of Theorem 1.3, is the key ingredient for the well-posedness of (1.4).
Indeed, in order to reach the regularity stated in Theorems 1.5, 1.7 and 1.8, we do not
know whether we can use a classical lifting arguments with results on the existence of the
solutions with homogeneous boundary conditions like [17, 20, 25, 28, 29].
1.7. Outline. This paper is organized as follows. Section 2 is devoted to the proof of Theorems
1.3 and 1.4. In Section 3 we prove Theorem 1.5. Sections 4 and 5 are devoted respectively to
the proof of Theorems 1.7 and 1.8, while Section 6 is devoted to the proofs of Propositions 1.6
and 1.9 emphasizing the optimality of the compatibility conditions (1.15), (1.16), (1.20) and
(1.21).
2. Proof of Theorems 1.3 and 1.4
We start with a lemma. Then we prove Theorem 1.3 for α ∈ (0, 1), and then for the case
α ∈ (1, 2). Finally, we prove Theorem 1.4.
2.1. Preliminary lemma. Henceforth C > 0 denotes generic constants which depend on A,
ρ, θ and r, α, T and Ω, and C may change from line to line.
We prove
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Lemma 2.1. Let χ = 0, 1, θ ∈
[
1
2 ,+∞
)
, κ = 2θ−14 , k = 1 + ⌈κ⌉ and let condition (Hk) be
fulfilled. Then, for any h ∈ H−θ−χ(∂Ω), we have
∞∑
n=1
∣∣∣λ−1−κχ,n 〈h, τ∗χϕχ,n〉H−θ−χ(∂Ω),Hθ+χ(∂Ω)∣∣∣2 6 C2 ‖h‖2H−θ−χ(∂Ω) . (2.1)
Proof. Let y ∈ D(A−κχ ) be the solution in the transposition sense to (1.6) with µ = 0 and
Φ = 0. Since Aχϕχ,n = λχ,nϕχ,n, we have
〈y, λχ,nϕχ,n〉−κ = −(−1)
χ
〈
h, τ∗χϕχ,n
〉
H−θ−χ(∂Ω),Hθ+χ(∂Ω)
, n ∈ N.
Therefore
〈y, ϕχ,n〉−κ = −(−1)
χλ−1χ,n
〈
h, τ∗χϕχ,n
〉
H−θ−χ(∂Ω),Hθ+χ(∂Ω)
and
∞∑
n=1
∣∣∣λ−1−κχ,n 〈h, τ∗χϕχ,n〉H−θ−χ(∂Ω),Hθ+χ(∂Ω)∣∣∣2 = ‖y‖2D(A−κχ ) . (2.2)
Furthermore, for any G ∈ D(Aκχ), we have∣∣〈y,G〉−κ∣∣ = ∣∣∣〈h, τ∗χA−1χ G〉H−θ−χ(∂Ω),Hθ+χ(∂Ω)∣∣∣
6 ‖h‖H−θ−χ(∂Ω)
∥∥τ∗χA−1χ G∥∥Hθ+χ(∂Ω)
6 C ‖h‖H−θ−χ(∂Ω)
∥∥A−1χ G∥∥H2(1+κ)(Ω)
6 C ‖h‖H−θ−χ(∂Ω)
∥∥A−1χ G∥∥D(A1+κχ )
6 C ‖h‖H−θ−χ(∂Ω) ‖G‖D(Aκχ) .
Therefore, we obtain
‖y‖D(A−κχ ) 6 C ‖h‖H−θ−χ(∂Ω)
and combining this with (2.2), we deduce (2.1). 
By this lemma, we are now in position to complete the proof of Theorem 1.3.
2.2. Proof of Theorem 1.3 for α ∈ (0, 1). For all n ∈ N, we set
u1,n(t) := −(−1)
χ
∫ t
0
(t−s)α−1Eα,α(−λχ,n(t−s)
α)1(0,T )(s)
〈
f(s, ·), τ∗χϕχ,n
〉
H−θ−χ(∂Ω),Hθ+χ(∂Ω)
ds,
u2,n(t) := Eα,1(−λχ,nt
α) 〈u0, ϕχ,n〉−1−κ ,
u3,n(t) :=
∫ t
0
(t− s)α−1Eα,α(−λχ,n(t− s)
α)1(0,T )(s)
〈
ρ−1F (s, ·), ϕχ,n
〉
−κ−1
ds,
and
un(t) := u1,n(t) + u2,n(t) + u3,n(t),
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where 1(0,T ) denotes the characteristic function of (0, T ). Here, for β1, β2 > 0, Eβ1,β2 denotes
the Mittag-Leffler function given by
Eβ1,β2(z) =
∞∑
k=0
zk
Γ(β1k + β2)
, z ∈ C.
We will divide the proof of Theorem 1.3 into three steps: In the first step, we will prove
that for any ε > 0, the sequence
N∑
n=1
un(t)ϕχ,n, N ∈ N,
converges to u in Lr(0, T ;D(A−ε−κχ )) as N →∞. In the second step, we prove that the same
sequence converges in Lrloc(0,+∞;D(A
−ε−κ
χ )) to a function v satisfying the conditions (i) and
(ii) of Definition 1.1. In the third step, we complete the proof of the theorem.
In addition to the generic constant C > 0, for all ε > 0 by Cε > 0 we denote generic
constants depending also on ε.
Step 1. Fix ε > 0. Let us show that the sequence
N∑
n=1
un(t)ϕχ,n, N ∈ N
converges in Lr(0, T ;D(A−ε−κχ )). For this purpose, it suffices to prove that the sequences
N∑
n=1
ui,n(t)ϕχ,n, i = 1, 2, 3, N ∈ N,
converge in Lr(0, T ;D(A−ε−κχ )). First we prove this result for the case i = 1. For m < n and
almost all t ∈ (0, T ), we have∥∥∥∥∥
n∑
ℓ=m
u1,ℓ(t)ϕχ,ℓ
∥∥∥∥∥
D(A−ε−κχ )
=
∥∥∥∥∥
n∑
ℓ=m
(∫ t
0
(t− s)α−1Eα,α(−λχ,ℓ(t− s)
α)
〈
f(s, ·), τ∗χϕχ,ℓ
〉
H−θ−χ(∂Ω),Hθ+χ(∂Ω)
ds
)
ϕχ,ℓ
∥∥∥∥∥
D(A−ε−κχ )
6
∫ t
0
∥∥∥∥∥
n∑
ℓ=m
(t− s)α−1Eα,α(−λχ,ℓ(t− s)
α)
〈
f(s, ·), τ∗χϕχ,ℓ
〉
H−θ−χ(∂Ω),Hθ+χ(∂Ω)
ϕχ,ℓ
∥∥∥∥∥
D(A−ε−κχ )
ds.
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In view of formula (1.148) of [24, Theorem 1.6], for almost all s ∈ (0, t), we find∥∥∥∥∥
n∑
ℓ=m
(t− s)α−1Eα,α(−λχ,ℓ(t− s)
α)
〈
f(s, ·), τ∗χϕχ,ℓ
〉
H−θ−χ(∂Ω),Hθ+χ(∂Ω)
ϕχ,ℓ
∥∥∥∥∥
2
D(A−ε−κχ )
6
n∑
ℓ=m
∣∣∣λ−ε−κχ,ℓ (t− s)α−1Eα,α(−λχ,ℓ(t− s)α) 〈f(s, ·), τ∗χϕχ,ℓ〉H−θ−χ(∂Ω),Hθ+χ(∂Ω)∣∣∣2
6 C(t− s)2(εα−1)
n∑
ℓ=m
∣∣∣λ−1−κχ,ℓ 〈f(s, ·), τ∗χϕχ,ℓ〉H−θ−χ(∂Ω),Hθ+χ(∂Ω)∣∣∣2 .
Hence∥∥∥∥∥
n∑
ℓ=m
u1,ℓ(t)ϕχ,ℓ
∥∥∥∥∥
D(A−ε−κχ )
6 C
∫ t
0
(t−s)εα−1
(
n∑
ℓ=m
∣∣∣λ−1−κχ,ℓ 〈f(s, ·), τ∗χϕχ,ℓ〉H−θ−χ(∂Ω),Hθ+χ(∂Ω)∣∣∣2
) 1
2
ds.
Applying the young inequality for convolution, we obtain∥∥∥∥∥
n∑
ℓ=m
u1,ℓ(t)ϕχ,ℓ
∥∥∥∥∥
Lr(0,T ;D(A−ε−κχ ))
6 C(εα)−1T εα
∥∥∥∥∥
n∑
ℓ=1
λ−1−κχ,ℓ
〈
f(t, ·), τ∗χϕχ,ℓ
〉
ϕχ,ℓ −
m∑
ℓ=1
λ−1−κχ,ℓ
〈
f(t, ·), τ∗χϕχ,ℓ
〉
ϕχ,ℓ
∥∥∥∥∥
Lr(0,T ;L2(Ω))
.
Using Lemma 2.1, for almost all t ∈ (0, T ) and all N ∈ N, we obtain∥∥∥∥∥
N∑
ℓ=1
λ−1−κχ,ℓ
〈
f(t, ·), τ∗χϕχ,ℓ
〉
ϕχ,ℓ
∥∥∥∥∥
L2(Ω)
6
(
+∞∑
ℓ=1
∣∣∣λ−1−κχ,ℓ 〈f(t, ·), τ∗χϕχ,ℓ〉H−θ−χ(∂Ω),Hθ+χ(∂Ω)∣∣∣2
) 1
2
6 C ‖f(t, ·)‖H−θ−χ(∂Ω)
and the limit
lim
N→∞
N∑
ℓ=1
λ−1−κχ,ℓ
〈
f(t, ·), τ∗χϕχ,ℓ
〉
H−θ−χ(∂Ω),Hθ+χ(∂Ω)
ϕχ,ℓ,
exists in L2(Ω) for almost all t ∈ (0, T ). In the same way, by f ∈ Lr(0, T ;H−θ−χ(∂Ω)),
applying the Lebesgue dominate convergence theorem for functions taking values in L2(Ω), we
deduce that the limit
lim
N→∞
N∑
ℓ=1
λ−1−κχ,ℓ
〈
f(t, ·), τ∗χϕχ,ℓ
〉
H−θ−χ(∂Ω),Hθ+χ(∂Ω)
ϕχ,ℓ,
exists in Lr(0, T ;L2(Ω)). In particular, it is a Cauchy sequence and so we have
lim
m,n→∞
∥∥∥∥∥
n∑
ℓ=1
λ−1−κχ,ℓ
〈
f(t, ·), τ∗χϕχ,ℓ
〉
ϕχ,ℓ −
m∑
ℓ=1
λ−1−κχ,ℓ
〈
f(t, ·), τ∗χϕχ,ℓ
〉
ϕχ,ℓ
∥∥∥∥∥
Lr(0,T ;L2(Ω))
= 0,
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which implies that
lim
m,n→∞
∥∥∥∥∥
n∑
ℓ=m
u1,ℓ(t)ϕχ,ℓ
∥∥∥∥∥
Lr(0,T ;D(A−ε−κχ ))
= 0.
Thus the sequence
N∑
n=1
u1,n(t)ϕχ,n, N ∈ N
is a Cauchy sequence in Lr(0, T ;D(A−ε−κχ )), which yields the convergence in L
r(0, T ;D(A−ε−κχ )).
Similarly we can show that the sequence
N∑
n=1
u3,n(t)ϕχ,n, N ∈ N,
converges in Lr(0, T ;D(A−ε−κχ )). Moreover formula (1.148) of [24, Theorem 1.6] yields
∞∑
n=1
∣∣λ−ε−κχ,n u2,n(t)∣∣2 6 Ct2(ε−β)α ∞∑
n=1
∣∣∣λ−β−κχ,n 〈u0, ϕχ,n〉∣∣∣2 6 Ct2(ε−β)α ‖u0‖2D(A−κ−βχ )
and, combining this with the fact that rβα = 1, we can conclude that the limit
lim
N→∞
N∑
n=1
u2,n(t)ϕχ,n,
exists in Lr(0, T ;D(A−ε−κχ )). These results prove that the sequence
N∑
n=1
un(t)ϕχ,n, N ∈ N,
converges in Lr(0, T ;D(A−ε−κχ )).
Step 2. Fix ε > 0. Using the arguments of Step 1, we can define v ∈ Lrloc(0,+∞;D(A
−ε−κ
χ ))
by
v(t, ·) :=
∞∑
n=1
un(t)ϕχ,n.
In this step, we will show that v fulfills conditions (i) and (ii) of Definition 1.1. Fixing p > 0
and repeating the arguments of Step 1, we deduce that, for almost all t > 0, we have∥∥∥∥∥e−pt
∞∑
n=1
u1,n(t)ϕχ,n
∥∥∥∥∥
D(A−ε−κχ )
6 C
∫ t
0
e−p(t−s)(t− s)εα−1e−ps1(0,T )(s)
(
+∞∑
n=1
∣∣∣λ−1−κχ,n 〈f(s, ·), τ∗χϕχ,n〉H−θ−χ(∂Ω),Hθ+χ(∂Ω)∣∣∣2
)1
2
ds.
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Combining this with (2.1) and applying Young’s inequality, we obtain
∥∥∥∥∥e−pt
∞∑
n=1
u1,n(t)ϕχ,n
∥∥∥∥∥
L1(0,+∞;D(A−ε−κχ ))
6 C
∥∥∥(e−pttεα−11(0,+∞)(t)) ∗ (1(0,T )(t) ‖f(t, ·)‖H−θ−χ(∂Ω))∥∥∥
L1(0,+∞)
6 C
(∫ +∞
0
e−pttεα−1dt
)
‖f‖Lr(0,T ;H−θ−χ(∂Ω)) <∞.
Therefore, we have
e−pt
∞∑
n=1
u1,n(t)ϕχ,n ∈ L
1(0,+∞;D(A−ε−κχ )), p > 0.
In the same way, one can verify that
e−pt
∞∑
n=1
ui,n(t)ϕχ,n ∈ L
1(0,+∞;D(A−ε−κχ )), p > 0, i = 2, 3
and conclude that condition (i) of Definition 1.1 is fulfilled.
Now let us consider condition (ii) of Definition 1.1. Applying the properties of Mittag-
Leffter functions (see for instance [24]), we see that the Laplace transform Lv(p, ·) of v satisfies
Lv(p, ·) =
∞∑
n=1
Lun(p)ϕχ,n ∈ D(A
−ε−κ
χ ),
where
Lun(p) =
∫ +∞
0
e−ptun(t)dt
=
〈
pα−1u0 +
∫ T
0 e
−ptρ−1F (t, ·)dt, ϕχ,n
〉
−κ−1
pα + λχ,n
−
(−1)χ
〈∫ T
0 e
−ptf(t, ·)dt, τ∗χϕχ,n
〉
H−θ−χ,Hθ+χ
pα + λχ,n
.
Now let V (p) be the solution in the transposition sense of the boundary value problem
 ρ(x)−1AV (p, x) + pαV (p, x) =
∫ T
0 e
−ptρ−1F (t, x)dt + pα−1u0(x), x ∈ Ω,
τχV (p, x)(x) =
∫ T
0 e
−ptf(t, x)dt, x ∈ ∂Ω.
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By the definition of the transposition, setting G = ϕχ,n in (1.7) and applying (A+ p
α)ϕχ,n =
(λχ,n + p
α)ϕχ,n, we obtain
(λχ,n + p
α) 〈V (p, ·), ϕχ,n〉−κ
= −(−1)χ
〈∫ T
0
e−ptf(t, ·)dt, τ∗χϕχ,n
〉
H−θ−χ(∂Ω),Hθ+χ(∂Ω)
+
〈
pα−1u0 +
∫ T
0
e−ptρ−1F (t, ·)dt, ϕχ,n
〉
−κ−1
= (λχ,n + p
α)Lun(p).
Therefore Lv(p, x) = V (p, x) for p > 0 and x ∈ Ω, and so we can verify condition (ii) of
Definition 1.1.
Step 3. In this step we complete the proof of Theorem 1.3. The above argument shows
that u is a weak solution to (1.4) in the sense of Definition 1.1. Moreover, the uniqueness of
this solution is guaranteed by the uniqueness of the Laplace transform of a function and the
uniqueness of the solutions of the boundary value problem (1.8). Therefore, the proof of the
theorem will be completed if we show that for all ε > 0, estimate (1.12) holds true. For this
purpose, let use first consider ∥∥∥∥∥
∞∑
n=1
u1,nϕχ,n
∥∥∥∥∥
Lr(0,T ;D(A−ε−κχ ))
.
Repeating the arguments of Step 1 and Lemma 2.1, we deduce that∥∥∥∥∥
∞∑
n=1
u1,nϕχ,n
∥∥∥∥∥
Lr(0,T ;D(A−ε−κχ ))
6 C
∥∥∥∥∫ t
0
(t− s)εα−1 ‖f(s, ·)‖H−θ−χ(∂Ω) ds
∥∥∥∥
Lr(0,T )
.
Therefore Young’s inequality for convolution yields∥∥∥∥∥
∞∑
n=1
u1,nϕχ,n
∥∥∥∥∥
Lr(0,T ;D(A−ε−κχ ))
6 Cε ‖f‖Lr(0,T ;H−θ−χ(∂Ω)) .
In the same way, we obtain∥∥∥∥∥
∞∑
n=1
ui,nϕχ,n
∥∥∥∥∥
Lr(0,T ;D(A−ε−κχ ))
6 Cε
(
‖u0‖D(A−κ−βχ )
+
∥∥ρ−1F∥∥
Lr(0,T ;D(A−κ−1χ ))
)
, i = 2, 3.
Combining these estimates, we deduce (1.12). This completes the proof of Theorem 1.3 for
α ∈ (0, 1).
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2.3. Proof of Theorem 1.3 for α ∈ (1, 2). For this purpose we fix ε ∈ (0, α−1). For all
n ∈ N, we set
u1,n(t) := −(−1)
χ
∫ t
0
(t−s)α−1Eα,α(−λχ,n(t−s)
α)1(0,T )(s)
〈
f(s, ·), τ∗χϕχ,n
〉
H−θ−χ(∂Ω),Hθ+χ(∂Ω)
ds,
u2,n(t) := Eα,1(−λχ,nt
α) 〈u0, ϕχ,n〉−α−1−κ ,
u3,n(t) := tEα,2(−λχ,nt
α) 〈u1, ϕχ,n〉−α−1(1+r−1)−κ ,
u4,n(t) :=
∫ t
0
(t− s)α−1Eα,α(−λχ,n(t− s)
α)1(0,T )(s)
〈
ρ−1F (s, ·), ϕχ,n
〉
−κ−1
ds
and
un := u1,n + u2,n + u3,n + u4,n.
We will show that the sequence
N∑
n=1
un(t)ϕχ,n, N ∈ N,
converges in Lr(0, T ;D(A−ε−κχ )) to the unique solution u to (1.4). For this purpose, we remark
that formula (1.148) of [24, Theorem 1.6] implies that
|u2,n(t)| 6 Ct
εα−r−1λε−α
−1r−1
χ,n
∣∣〈u0, ϕχ,n〉−α−1−κ∣∣
and
|u3,n(t)| 6 Ct
εα−r−1λε−α
−1(1−r−1)
χ,n
∣∣∣〈u1, ϕχ,n〉−α−1(1+r−1)−κ∣∣∣ .
Therefore, repeating the arguments for the case α ∈ (0, 1), we can complete the proof of
Theorem 1.3 for α ∈ (1, 2).
2.4. Proof of Theorem 1.4. Since u0 = u⌈α⌉−1 = 0 and ρ = 1, the unique weak solution u
to (1.4) is given by
u(t, ·) =
∞∑
n=1
un(t)ϕχ,n, t ∈ (0, T ),
where
un(t) :=
∫ t
0
(t− s)α−1Eα,α(−λχ,n(t− s)
α)λκ+1χ,n Gn(s)ds,
and
Gn(t) :=
(−1)χ+1
〈
f(t, ·), τ∗χϕχ,n
〉
H−θ−χ(∂Ω),Hθ+χ(∂Ω)
+ 〈F (t, ·), ϕχ,n〉−κ−1
λκ+1χ,n
, n ∈ N, t ∈ (0, T ).
Here we notice that〈
A−1−κχ u(t, ·), ϕχ,n
〉
= λ−κ−1χ,n un(t) =
∫ t
0
(t− s)α−1Eα,α(−λχ,n(t− s)
α)Gn(s)ds.
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Applying Lemma 2.1, we see
G(t, ·) =
∞∑
n=1
Gn(t)ϕχ,n ∈ L
2((0, T ) × Ω),
and
‖G‖L2((0,T )×Ω) 6 C
(
‖f‖L2(0,T ;H−θ(∂Ω)) + ‖F‖L2(0,T ;D(A−κ−1χ ))
)
. (2.3)
On the other hand, in view of [17, Lemma A.2] (see also [25, Theorem 2.2]), we have A−1−κχ u ∈
L2(0, T ;D(Aχ)), A
−1−κ
χ ∂
α
t u = ∂
α
t A
−1−κ
χ u ∈ L
2((0, T ) ×Ω) and∥∥A−1−κχ u∥∥L2(0,T ;D(Aχ)) + ∥∥∂αt A−1−κχ u∥∥L2((0,T )×Ω) 6 C ‖G‖L2((0,T )×Ω) . (2.4)
From these results, one can easily verify that u ∈ L2(0, T ;D(A−κχ )), ∂
α
t u ∈ L
2(0, T ;D(A−1−κχ ))
and estimates (2.3)-(2.4) imply (1.14). This completes the proof of the theorem.
3. Proof of Theorem 1.5
3.1. For m = 1. Let us start with the case m = 1. For this purpose, we fix ε ∈ (0, 1/4). In
view of Theorem 1.3, the solution u ∈ Lr(0, T ;D(A−εχ ) to (1.4) is given by
u(t, ·) =
∞∑
n=1
un(t)ϕχ,n,
where we set
u1,n(t) := −(−1)
χ
∫ t
0
(t− s)α−1Eα,α(−λχ,n(t− s)
α)
〈
f(s, ·), τ∗χϕχ,n
〉
L2(∂Ω)
ds,
u2,n(t) := Eα,1(−λχ,nt
α) 〈u0, ϕχ,n〉 ,
u3,n(t) =
∫ t
0
(t− s)α−1Eα,α(−λχ,n(t− s)
α)1(0,T )(s)
〈
ρ−1F (s, ·), ϕχ,n
〉
ds
and
un(t) = u1,n(t) + u2,n(t) + u3,n(t), n ∈ N.
First we see that u1,n ∈W
1,1(0, T ) and
du1,n
dt
(t) =: u′1,n(t) = −(−1)
χ∂t
(∫ t
0
sα−1Eα,α(−λχ,ns
α)
〈
f(t− s, ·), τ∗χϕχ,n
〉
L2(∂Ω)
ds
)
=− (−1)χ
〈
f(0, ·), τ∗χϕχ,n
〉
H−
1
2−χ(∂Ω),H
1
2+χ(∂Ω)
tα−1Eα,α(−λχ,nt
α)
−(−1)χ
∫ t
0
sα−1Eα,α(−λχ,ns
α)
〈
∂tf(t− s, ·), τ
∗
χϕχ,n
〉
H−
1
2−χ(∂Ω),H
1
2+χ(∂Ω)
ds.
(3.1)
Similarly, using [25, Lemma 3.2], we deduce that ui,n ∈W
1,1(0, T ), i = 2, 3, where
u′2,n(t) = −λχ,n 〈u0, ϕχ,n〉 t
α−1Eα,α(−λχ,nt
α),
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u′3,n(t) =
〈
ρ−1F (0, ·), ϕχ,n
〉
−1
tα−1Eα,α(−λχ,nt
α)
+
∫ t
0
sα−1Eα,α(−λχ,ns
α)
〈
ρ−1∂tF (t− s, ·), ϕχ,n
〉
−1
ds.
On the other hand, the compatibility condition (1.15) and the representation (1.7) of the
solution in the transposition sense to the elliptic problem (1.6), imply that
λχ,n 〈u0, ϕχ,n〉 = −(−1)
χ
〈
f(0, ·), τ∗χϕχ,n
〉
H−
1
2−χ(∂Ω),H
1
2+χ(∂Ω)
+
〈
ρ−1F (0, ·), ϕχ,n
〉
−1
.
Therefore, we have
u′2,n(t) =
(
(−1)χ
〈
f(0, ·), τ∗χϕχ,n
〉
H−
1
2−χ(∂Ω),H
1
2+χ(∂Ω)
−
〈
ρ−1F (0, ·), ϕχ,n
〉
−1
)
tα−1Eα,α(−λχ,nt
α)
and, combining this with (3.1), we obtain
u′n(t) =− (−1)
χ
∫ t
0
(t− s)α−1Eα,α(−λχ,n(t− s)
α)
〈
∂sf(s, ·), τ
∗
χϕχ,n
〉
H−
1
2−χ(∂Ω),H
1
2+χ(∂Ω)
ds
+
∫ t
0
sα−1Eα,α(−λχ,ns
α)
〈
ρ−1∂tF (t− s, ·), ϕχ,n
〉
−1
ds.
Thus, repeating the arguments in the proof of Theorem 1.3, we deduce that
n∑
k=1
u′k(t)ϕχ,k, n ∈ N
converges in Lr(0, T ;D(A−εχ )) and∥∥∥∥∥
∞∑
k=1
u′kϕχ,k
∥∥∥∥∥
Lr(0,T ;D(A−εχ ))
6 Cε(‖∂tf‖
Lr(0,T ;H−
1
2−χ(∂Ω))
+
∥∥ρ−1∂tF∥∥Lr(0,T ;D(A−1χ ))).
Therefore u ∈W 1,r(0, T ;D(A−εχ )) and
‖u‖W 1,r(0,T ;D(A−εχ )) 6 Cε
(
‖f‖
W 1,r(0,T ;H−
1
2−χ(∂Ω))
+
∥∥ρ−1F∥∥
W 1,r(0,T ;D(A−1χ )
)
.
Moreover, in view of [22, Theorem 11.1, Chapter 1], since D(Aεχ) = H
2ε
0 (Ω) for ε ∈ (0, 1/4)
with the equivalent norms, the duality yields H−2ε(Ω) = D(A−εχ ). Thus, the last inequality
can be rewritten as
‖u‖W 1,r(0,T ;H−2ε(Ω)) 6 Cε
(
‖f‖
W 1,r(0,T ;H−
1
2−χ(∂Ω))
+
∥∥ρ−1F∥∥
W 1,r(0,T ;D(A−1χ )
)
. (3.2)
In order to complete the proof for m = 1, we need to prove that u ∈ Lr(0, T ;H2(Ω)) satisfies
‖u‖Lr(0,T ;H2(Ω)) 6 C
(
1∑
k=0
‖f‖
W 1−k,r(0,T ;H2k−
1
2−χ(∂Ω))
+
∥∥ρ−1F∥∥
W 1−k,r(0,T ;D(Ak−1χ ))
)
. (3.3)
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Using [25, Lemma 3.2] and integrating by parts, for almost all t ∈ (0, T ), one can verify that
u1,n(t) = −(−1)
χ
∫ t
0
sα−1Eα,α(−λχ,ns
α)
〈
f(t− s, ·), τ∗χϕχ,n
〉
L2(∂Ω)
ds
= (−1)χ
∫ t
0
∂s
(
Eα,1(−λχ,ns
α)
λχ,n
)〈
f(t− s, ·), τ∗χϕχ,n
〉
L2(∂Ω)
ds
= (−1)χ
∫ t
0
Eα,1(−λχ,ns
α)
〈
∂tf(t− s, ·), τ
∗
χϕχ,n
〉
H−
1
2−χ(∂Ω),H
1
2+χ(∂Ω)
λχ,n
ds
+ (−1)χEα,1(−λχ,nt
α)
〈
f(0, ·), τ∗χϕχ,n
〉
H−
1
2−χ(∂Ω),H
1
2+χ(∂Ω)
λχ,n
− (−1)χ
〈
f(t, ·), τ∗χϕχ,n
〉
L2(∂Ω)
λχ,n
.
Similarly we find
u3,n(t) =
∫ t
0
Eα,1(−λχ,ns
α)
〈
ρ−1∂tF (t− s, ·), ϕχ,n
〉
−1
λχ,n
ds
− Eα,1(−λχ,nt
α)
〈
ρ−1F (0, ·), ϕχ,n
〉
−1
λχ,n
+
〈
ρ−1F (t, ·), ϕχ,n
〉
λχ,n
.
Thus, applying again the compatibility condition (1.15), we find
un(t) =(−1)
χ
∫ t
0
Eα,1(−λχ,ns
α)
〈
∂tf(t− s, ·), τ
∗
χϕχ,n
〉
H−
1
2−χ(∂Ω),H
1
2+χ(∂Ω)
λχ,n
ds
+
∫ t
0
Eα,1(−λχ,ns
α)
〈
ρ−1∂tF (t− s, ·), ϕχ,n
〉
−1
λχ,n
ds
+
(−1)χ+1
〈
f(t, ·), τ∗χϕχ,n
〉
L2(∂Ω)
+
〈
ρ−1F (t, ·), ϕχ,n
〉
λχ,n
.
(3.4)
We set
w1,n(t) := (−1)
χ
∫ t
0
Eα,1(−λχ,ns
α)
〈
∂tf(t− s, ·), τ
∗
χϕχ,n
〉
H−
1
2−χ(∂Ω),H
1
2+χ(∂Ω)
λχ,n
ds,
w2,n(t) :=
∫ t
0
Eα,1(−λχ,ns
α)
〈
ρ−1∂tF (t− s, ·), ϕχ,n
〉
−1
λχ,n
ds,
and
w3,n(t) :=
(−1)χ+1
〈
f(t, ·), τ∗χϕχ,n
〉
H−
1
2−χ(∂Ω),H
1
2+χ(∂Ω)
+
〈
ρ−1F (t, ·), ϕχ,n
〉
λχ,n
.
In view of (3.4), the condition
∞∑
n=1
wi,nϕχ,n ∈ L
r(0, T ;H2(Ω)), i = 1, 2, 3, (3.5)
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implies that u ∈ Lr(0, T ;H2(Ω)). Moreover the estimate∥∥∥∥∥
∞∑
n=1
wi,nϕχ,n
∥∥∥∥∥
Lr(0,T ;H2(Ω))
6 C
(
1∑
k=0
‖f‖
W 1−k,r(0,T ;H2k−
1
2−χ(∂Ω))
+
∥∥ρ−1F∥∥
W 1−k,r(0,T ;D(Ak−1χ ))
)
, i = 1, 2, 3,
(3.6)
yields (3.3). In order to complete the proof of our result for m = 1, we have to prove (3.5)
and (3.6). Applying formula (1.148) of [24, Theorem 1.6], similarly to the proof of Theorem
1.3, for m < n we have∥∥∥∥∥
n∑
ℓ=m
w1,ℓϕχ,ℓ
∥∥∥∥∥
Lr(0,T ;D(Aχ))
6 C
∥∥∥∥∥∥∥
∫ t
0
s−α
∥∥∥∥∥∥
n∑
ℓ=m
〈
∂tf(t− s, ·), τ
∗
χϕχ,ℓ
〉
H−
1
2−χ(∂Ω),H
1
2+χ(∂Ω)
λχ,ℓ
ϕχ,ℓ
∥∥∥∥∥∥
L2(Ω)
ds
∥∥∥∥∥∥∥
Lr(0,T )
6 C
∥∥∥∥∥∥
n∑
ℓ=m
〈
∂tf(t− s, ·), τ
∗
χϕχ,ℓ
〉
H−
1
2−χ(∂Ω),H
1
2+χ(∂Ω)
λχ,ℓ
ϕχ,ℓ
∥∥∥∥∥∥
Lr(0,T ;L2(Ω))
.
On the other hand, in view of Lemma 2.1 and ∂tf ∈ L
r(0, T ;H−
1
2
−χ(∂Ω)), the sequence
N∑
ℓ=1
〈
∂tf(t− s, ·), τ
∗
χϕχ,ℓ
〉
H−
1
2−χ(∂Ω),H
1
2+χ(∂Ω)
λχ,ℓ
, N ∈ N
converges in Lr(0, T ;L2(Ω)). Therefore we have
lim
m,n→∞
∥∥∥∥∥∥
n∑
ℓ=m
〈
∂tf(t− s, ·), τ
∗
χϕχ,ℓ
〉
H−
1
2−χ(∂Ω),H
1
2+χ(∂Ω)
λχ,ℓ
ϕχ,ℓ
∥∥∥∥∥∥
Lr(0,T ;L2(Ω))
= 0,
which implies that the sequence (3.5) with i = 1 converges in Lr(0, T ;D(Aχ)). Moreover, since
D(Aχ) is embedded continuously into H
2(Ω), it follows that (3.5) with i = 1 holds true. The
proof for (3.5) with i = 2 is similar and so omitted.
Using similar arguments again, we obtain estimate (3.6) for i = 1, 2. Now let y satisfy
y(t, ·) ∈ H1(Ω) for almost all t ∈ (0, T ) and satisfy Ay(t, x) = F (t, x), x ∈ Ω,τχy(t, x) = f(t, ·), x ∈ ∂Ω. (3.7)
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Combining f ∈ Lr(0, T ;H
3
2
−χ(∂Ω)) and F ∈ Lr(0, T ;L2(Ω)) with the elliptic regularity of the
operator A, we have that y ∈ Lr(0, T ;H2(Ω)) and
‖y‖Lr(0,T ;H2(Ω)) 6 C(‖f‖Lr(0,T ;H
3
2−χ(∂Ω))
+ ‖F‖Lr(0,T ;L2(Ω))). (3.8)
Moreover, following the proof of Lemma 2.1, one can verify that
〈y(t, ·), ϕχ,n〉 =
(−1)χ+1
〈
f(t, ·), τ∗χϕχ,n
〉
H−
1
2−χ(∂Ω),H
1
2+χ(∂Ω)
+
〈
ρ−1F (t, ·), ϕχ,n
〉
λχ,n
= w3,n(t).
(3.9)
Thus, we have
∞∑
n=1
w3,n(t)ϕχ,n = y(t, ·)
and by y ∈ Lr(0, T ;H2(Ω)), we deduce (3.5) with i = 3. In addition, we obtain (3.6) for
i = 3 from estimate (3.8). This proves that u ∈ Lr(0, T ;H2(Ω)). Therefore we prove that
u ∈W 1,r(0, T ;H−ε(Ω))∩Lr(0, T ;H2(Ω)) for all ε ∈ (0, 1/2) and u satisfies (1.17). In order to
complete the proof of Theorem 1.5, it suffices to verify that u is a strong solution to (1.4) in
the sense of Definition 1.2. For this purpose, let
f˜ ∈W 1,r(0,+∞;H−
1
2
−χ(∂Ω)) ∩ Lr(0,+∞;H
3
2
−χ(∂Ω)),
F˜ ∈W 1,r(0,+∞; ρD(A−1χ )) ∩ L
r(0,+∞;L2(Ω)),
satisfy supp f˜ ⊂ [0, T + 1)× ∂Ω, supp F˜ ⊂ [0, T + 1)× Ω and
f˜ |Σ = f, F˜ |Q = F. (3.10)
Now we set
v˜(t, ·) :=
∞∑
n=1
v˜n(t)ϕχ,n
with
v˜n(t) :=− (−1)
χ
∫ t
0
(t− s)α−1Eα,α(−λχ,n(t− s)
α)
〈
f˜(s, ·), τ∗χϕχ,n
〉
L2(∂Ω)
ds
+
∫ t
0
(t− s)α−1Eα,α(−λχ,n(t− s)
α)
〈
F˜ (s, ·), ϕχ,n
〉
L2(Ω)
ds
+ Eα,1(−λχ,nt
α) 〈u0, ϕχ,n〉 .
From the above arguments, one can verify that v˜ ∈W 1,rloc (0,+∞;H
−ε(Ω))∩Lrloc(0,+∞;H
2(Ω))
and
e−ptv˜(t, ·) ∈W 1,1(0,+∞;H−ε(Ω)) ∩ L1(0,+∞;H2(Ω)) (3.11)
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for p > 0. Moreover, following the proof of Theorem 1.5, we see that the Laplace transform
Lv˜(p, x) of v˜ satisfies
pα(Lv˜(p, x)− p−1u0(x)) + ρ
−1ALv˜(p, x) =
∫ T+1
0
e−ptρ−1F˜ (t, x)dt, (p, x) ∈ (0,+∞)× Ω.
Henceforth we write D′(Ω) = C∞0 (Ω)
′. In view of (3.11), this identity implies that, for all
p > 0 and all ψ ∈ C∞0 (Ω), we have
L
[
〈(ρ∂αt v˜ +Av˜)(t, ·), ψ〉D′(Ω),C∞0 (Ω)
]
(p)
= 〈L[(ρ∂αt v˜ +Av˜)](p, ·), ψ〉D′(Ω),C∞0 (Ω)
= 〈ρpα(Lv˜(p, ·) − u0) +ALv˜(p, ·), ψ〉D′(Ω),C∞0 (Ω)
=
〈∫ T+1
0
e−ptF˜ (t, ·)dt, ψ
〉
D′(Ω),C∞0 (Ω)
= L
[〈
F˜ (t, ·), ψ
〉
D′(Ω),C∞0 (Ω)
]
(p).
Therefore, for almost all t > 0, we have〈
(ρ∂αt v˜ +Av˜)(t, ·) − F˜ (t, ·), ψ
〉
D′(Ω),C∞0 (Ω)
= 0.
On the other hand, in view of (3.10) one can easily verify that v˜ = u in (0, T )×Ω. Hence for
almost all t ∈ (0, T ) we have
〈(ρ∂αt u+Au)(t, ·)− F (t, ·), ψ〉D′(Ω),C∞0 (Ω)
= 0, ψ ∈ C∞0 (Ω).
Furthermore, by u ∈ Lr(0, T ;H2(Ω)), we have ∂αt u = −ρ
−1Au+ F ∈ Lr(0, T ;L2(Ω)). There-
fore (1.9) holds true in Lr(0, T ;L2(Ω)). In the same way, applying (3.11), one can verify that
condition (1.10) is also fulfilled and u is a strong solution to (1.4). This completes the proof
of Theorem 1.5 for m = 1.
3.2. For m > 2. We will consider only the case m = 2. The case m > 3 can be deduced in a
similar way by an iteration argument. Applying the result for m = 1, for all ε ∈ (0, 1/2), we
obtain that u ∈W 1,r(0, T ;H−ε(Ω)) ∩ Lr(0, T ;H2(Ω)) and
∂tu(t, ·) =
∞∑
n=1
u′n(t)ϕχ,n,
where
u′n(t) =− (−1)
χ
∫ t
0
(t− s)α−1Eα,α(−λχ,n(t− s)
α)
〈
∂sf(s, ·), τ
∗
χϕχ,n
〉
L2(∂Ω)
ds
+
∫ t
0
(t− s)α−1Eα,α(−λχ,n(t− s)
α)
〈
ρ−1∂sF (s, ·), ϕχ,n
〉
ds.
(3.12)
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Applying (1.16), we obtain
u′′n(t) =− (−1)
χ
∫ t
0
sα−1Eα,α(−λχ,ns
α)
〈
∂2sf(s, ·), τ
∗
χϕχ,n
〉
H−
1
2−χ(∂Ω),H
1
2+χ(∂Ω)
ds
+
∫ t
0
(t− s)α−1Eα,α(−λχ,n(t− s)
α)
〈
ρ−1∂2sF (s, ·), ϕχ,n
〉
−1
ds
.
and, following the proof for m = 1, we reach u ∈W 2,r(0, T ;H−ε(Ω)) and
‖u‖W 2,r(0,T ;H−ε(Ω)) 6 Cε
(
‖f‖
W 2,r(0,T ;H−
1
2−χ(∂Ω))
+ ‖F‖
W 2,r(0,T ;D(A
−
1
2
χ ))
)
. (3.13)
Now let us prove that ∂tu ∈ L
r(0, T ;H2(Ω)). For this purpose, in view of (3.12), applying the
arguments for the proof of Theorem 1.3, we see that v = ∂tu is the weak solution to
(ρ(x)∂αt +A)v(t, x) = ∂tF (t, x), (t, x) ∈ Q,
τχv(t, x) = ∂tf(t, x), (t, x) ∈ Σ,
v(0, x) = 0, x ∈ Ω.
Since
∂tf ∈ L
r(0, T ;H
3
2
−χ(∂Ω))∩W 1,r(0, T ;H−
1
2
−χ(∂Ω)), ∂tF ∈ L
r(0, T ;L2(Ω))∩W 1,r(0, T ; ρD(A−1χ ))
and (1.16) is fulfilled, applying the result of the theorem for m = 1, we obtain ∂tu ∈
Lr(0, T ;H2(Ω)) ∩W 1,r(0, T ;H−ε(Ω)) and
‖u‖W 1,r(0,T ;H2(Ω)) + ‖u‖W 2,r(0,T ;H−ε(Ω))
6 Cε
(
2∑
k=1
‖f‖
W 2−k,r(0,T ;H2k−
1
2−χ(∂Ω))
+ ‖F‖W 2−k,r(0,T ;H2(k−1)(Ω))
)
+ Cε
(
‖f‖
W 2,r(0,T ;H−
1
2−χ(∂Ω))
+
∥∥ρ−1F∥∥
W 2,r(0,T ;D(A−1χ ))
)
.
(3.14)
Recalling that u is a strong solution to (1.4), we see that u(t, ·) solves the boundary value
problem  Au(t, x) = −ρ(x)∂αt u(t, x) + F (t, x), x ∈ Ω,τχu(t, x) = f(t, x), x ∈ ∂Ω
for almost all t ∈ (0, T ). On the other hand, since u ∈ W 1,r(0, T ;H2(Ω)), Young’s inequality
for convolution yields ∂αt u ∈ L
r(0, T ;H2(Ω)). Therefore, by f ∈ Lr(0, T ;H2+
3
2
−χ(∂Ω)) and
F ∈ Lr(0, T ;H2(Ω)), applying the elliptic regularity of the operator A guaranteed by condition
(H2), we see that u ∈ L
r(0, T ;H4(Ω)) and
‖u‖Lr(0,T ;H4(Ω))
6 C(‖u‖W 1,r(0,T ;H2(Ω)) + ‖f‖Lr(0,T ;H2+
3
2−χ(∂Ω))
+ ‖F‖Lr(0,T ;H2(Ω))).
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Combining this with (3.14), we find
‖u‖W 1,r(0,T ;H2(Ω)) + ‖u‖W 2,r(0,T ;H−ε(Ω)) + ‖u‖Lr(0,T ;H4(Ω))
6 Cε
2∑
k=1
(
‖f‖
W 2−k,r(0,T ;H2k−
1
2−χ(∂Ω))
+ ‖F‖W 2−k,r(0,T ;H2(k−1)(Ω))
)
+ Cε
(
‖f‖
W 2,r(0,T ;H−
1
2−χ(∂Ω))
+
∥∥ρ−1F∥∥
W 2,r(0,T ;D(A−1χ ))
)
.
This completes the proof of Theorem 1.5
4. Proof of Theorem 1.7
For all n ∈ N, we set
u1,n(t) := −(−1)
χ
∫ t
0
(t− s)α−1Eα,α(−λχ,n(t− s)
α)
〈
f(s, ·), τ∗χϕχ,n
〉
L2(∂Ω)
ds,
u2,n(t) := Eα,1(−λχ,nt
α) 〈u0, ϕχ,n〉 ,
u3,n(t) := tEα,2(−λχ,nt
α) 〈u1, ϕχ,n〉 ,
u4,n(t) :=
∫ t
0
(t− s)α−1Eα,α(−λχ,n(t− s)
α)1(0,T )(s)
〈
ρ−1F (s, ·), ϕχ,n
〉
ds
and
un := u1,n + u2,n + u3,n + u4,n.
Let ε > 0. By means of Theorem 1.3, we know that the sequence
N∑
n=1
unϕχ,n, N ∈ N,
converges in Lr(0, T ;D(A−εχ )) to the unique solution u to (1.4). Let us show that u ∈
Lr(0, T ;L2(Ω)) ∩W 2,r(0, T ;L2(Ω)) and
‖u‖W 2,r(0,T ;L2(Ω)) 6 C
(
‖f‖
W 2,r(0,T ;H
1
2−χ(∂Ω))
+ ‖F‖
W 2,r(0,T ;D(A
− 12
χ ))
+ ‖u1‖H2δ(Ω)
)
. (4.1)
Let us first prove that
lim
N→∞
N∑
n=1
unϕχ,n, (4.2)
converges in Lr(0, T ;L2(Ω)) to u. Since ρ−1 ∈ C1(Ω), one sees that ρ−1F ∈W 2,r(0, T ;D(A
− 1
2
χ ))
and ∥∥ρ−1F∥∥
W k,r(0,T ;D(A
− 12
χ ))
6 C ‖F‖
W 2,r(0,T ;D(A
− 12
χ ))
, k = 0, 1, 2. (4.3)
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Combining this with the decay property of the Mittag-Leffler functions given by formula (1.148)
of [24, Theorem 1.6], the convergence of (4.2) follows from the convergence of
lim
N→∞
N∑
n=1
u1,nϕχ,n
in Lr(0, T ;L2(Ω)). For this purpose, let y ∈ Lr(0, T ;L2(Ω)) satisfy (3.7) with F = 0. Since
f ∈ Lr(0, T ;H
1
2
−χ(∂Ω)), we have y ∈ Lr(0, T ;H1(Ω)) and
‖y‖Lr(0,T ;H1(Ω)) 6 C ‖f‖Lr(0,T ;H
1
2−χ(∂Ω))
.
The same arguments yield
‖y‖
Lr(0,T ;H
1
4 (Ω))
6 C ‖f‖
Lr(0,T ;H
1
2−χ(∂Ω))
.
In view of [22, Theorem 11.1, Chapter 1], we have H
1
4 (Ω) = H
1
4
0 (Ω) = D(A
1
8
χ ). Combination
of this with (3.9) implies∥∥∥∥∥∥
(
∞∑
n=1
∣∣∣∣λ− 78χ,n 〈f(s, ·), τ∗χϕχ,n〉L2(∂Ω)
∣∣∣∣2
)1/2∥∥∥∥∥∥
Lr(0,T )
6 C ‖f‖
Lr(0,T ;H
1
2−χ(∂Ω))
. (4.4)
Therefore, by formula (1.148) in [24, Theorem 1.6] and (4.4), we have
lim sup
m,n→∞
∥∥∥∥∥
n∑
k=m
u1,kϕχ,k
∥∥∥∥∥
Lr(0,T ;L2(Ω))
6 C lim sup
m,n→∞
∥∥∥∥∥∥
∫ t
0
(t− s)
α
8
−1
∥∥∥∥∥
n∑
k=m
∣∣∣∣λ− 78χ,k 〈f(s, ·), τ∗χϕχ,k〉L2(∂Ω)
∣∣∣∣ϕχ,k
∥∥∥∥∥
L2(Ω)
∥∥∥∥∥∥
Lr(0,T )
6 C lim sup
m,n→∞
∥∥∥∥∥
n∑
k=m
∣∣∣∣λ− 78χ,k 〈f(s, ·), τ∗χϕχ,k〉L2(∂Ω)
∣∣∣∣ϕχ,k
∥∥∥∥∥
Lr(0,T ;L2(Ω))
= 0.
Thus, the sequence
N∑
n=1
u1,nϕχ,n, N ∈ N
is a Cauchy sequence and so a convergent sequence in Lr(0, T ;L2(Ω)). Therefore, we have
u ∈ Lr(0, T ;L2(Ω)). On the other hand, thanks to (1.15), we have
‖u0‖H1(Ω) 6 C(‖f(0, ·)‖H
1
2−χ(∂Ω))
+
∥∥ρ−1F (0, ·)∥∥
H−1(Ω)
)
6 C
(
‖f‖
W 2,r(0,T ;H
1
2−χ(∂Ω))
+ ‖F‖
W 1,r(0,T ;D(A
−12
χ ))
)
.
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Hence, from (4.3) and (4.4) we obtain
‖u‖Lr(0,T ;L2(Ω)) 6 C
(
‖f‖
W 2,r(0,T ;H
1
2−χ(∂Ω))
+ ‖F‖
W 2,r(0,T ;D(A
− 12
χ ))
+ ‖u1‖H2δ(Ω)
)
. (4.5)
Here we notice that since D(A
− 1
2
χ ) is embedded continuously into H−1(Ω) by the duality,
because H10 (Ω) is embedded continuously into D(A
1
2
χ ).
Now let us show that u ∈W 1,r(0, T ;L2(Ω)) and
‖u‖W 1,r(0,T ;L2(Ω)) 6 C
(
‖f‖
W 2,r(0,T ;H
1
2−χ(∂Ω))
+ ‖F‖W 2,r(0,T ;H−1(∂Ω)) + ‖u1‖H2δ(Ω)
)
. (4.6)
By [25, Lemma 3.2], we have
u′1,n(t) =− (−1)
χ
∫ t
0
sα−1Eα,α(−λχ,ns
α)
〈
∂tf(t− s, ·), τ
∗
χϕχ,n
〉
L2(∂Ω)
ds
− (−1)χ
〈
f(0, ·), τ∗χϕχ,n
〉
H−
1
2−χ(∂Ω),H
1
2+χ(∂Ω)
tα−1Eα,α(−λχ,nt
α),
u′2,n(t) = −λχ,n 〈u0, ϕχ,n〉 t
α−1Eα,α(−λχ,nt
α),
u′3,n(t) = Eα,1(−λχ,nt
α) 〈u1, ϕχ,n〉
and
u′4,n(t) =
∫ t
0
sα−1Eα,α(−λχ,ns
α)
〈
ρ−1∂tF (t− s, ·), ϕχ,n
〉
− 1
2
ds
+
〈
ρ−1F (0, ·), ϕχ,n
〉
− 1
2
tα−1Eα,α(−λχ,nt
α)
for almost all t ∈ (0, T ). In a similar way to the proof of Theorem 1.5, we deduce that
u′2,n(t) =
[
(−1)χ
〈
f(0, ·), τ∗χϕχ,n
〉
H−
1
2−χ(∂Ω),H
1
2+χ(∂Ω)
−
〈
ρ−1F (0, ·), ϕχ,n
〉
− 1
2
]
tα−1Eα,α(−λχ,nt
α)
and so
u′n(t) =− (−1)
χ
∫ t
0
sα−1Eα,α(−λχ,ns
α)
〈
∂tf(t− s, ·), τ
∗
χϕχ,n
〉
H−
1
2−χ(∂Ω),H
1
2+χ(∂Ω)
ds
+
∫ t
0
sα−1Eα,α(−λχ,ns
α)
〈
ρ−1∂tF (t− s, ·), ϕχ,n
〉
− 1
2
ds
+ Eα,1(−λχ,nt
α) 〈u1, ϕχ,n〉 .
Therefore, in view of ∂tf ∈ L
r(0, T ;H
1
2
−χ(∂Ω)) and ∂tF ∈ L
r(0, T ;D(A
− 1
2
χ )), repeating the
arguments used for proving that u ∈ Lr(0, T ;L2(Ω)), we see that u ∈W 1,r(0, T ;L2(Ω)) fulfills
(4.6).
Next let us prove that u ∈W 2,r(0, T ;L2(Ω)) and
‖u‖W 2,r(0,T ;L2(Ω)) 6 C
(
‖f‖
W 2,r(0,T ;H
1
2−χ(∂Ω))
+ ‖F‖
W 2,r(0,T ;D(A
− 12
χ ))
+ ‖u1‖H2δ(Ω)
)
. (4.7)
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For this purpose, repeating the above arguments, we find
u′′n(t) =− (−1)
χ
∫ t
0
sα−1Eα,α(−λχ,ns
α)
〈
∂2t f(t− s, ·), τ
∗
χϕχ,n
〉
L2(∂Ω)
ds
+
∫ t
0
sα−1Eα,α(−λχ,ns
α)
〈
ρ−1∂2t F (t− s, ·), ϕχ,n
〉
− 1
2
ds+ ant
α−1Eα,α(−λχ,nt
α)
(4.8)
for almost all t ∈ (0, T ), where
an := −(−1)
χ
〈
∂tf(0, ·), τ
∗
χϕχ,n
〉
H−
1
2−χ(∂Ω),H
1
2+χ(∂Ω)
+
〈
ρ−1∂tF (0, ·), ϕχ,n
〉
1
2
− λχ,n 〈u1, ϕχ,n〉 .
Following the above arguments, we have∥∥∥∥∥∥
∞∑
n=1
(−1)χ+1 〈∂tf(0, ·), τ∗χϕχ,n〉L2(∂Ω) + 〈ρ−1∂tF (0, ·), ϕχ,n〉12
λχ,n
ϕχ,n
∥∥∥∥∥∥
H1(Ω)
6 C(‖∂tf(0, ·)‖
H
1
2−χ(∂Ω)
+ ‖∂tF (0, ·)‖
D(A
− 12
χ )
)
6 C(‖f‖
W 2,r(0,T ;H
1
2−χ(∂Ω))
+ ‖F‖
W 2,r(0,T ;D(A
−
1
2
χ ))
).
By H2δ(Ω) = H2δ0 (Ω) = D(A
δ
χ), we see that∥∥∥∥∥∥
∞∑
n=1
(−1)χ+1 〈∂tf(0, ·), τ∗χϕχ,n〉L2(∂Ω) + 〈ρ−1∂tF (0, ·), ϕχ,n〉 12
λ1−δχ,n
ϕχ,n
∥∥∥∥∥∥
L2(Ω)
6 C
(
‖f‖
W 2,r(0,T ;H
1
2−χ(∂Ω))
+ ‖F‖
W 2,r(0,T ;D(A
− 12
χ ))
)
.
Therefore, using (1.148) of [24, Theorem 1.6], we deduce that∥∥∥∥∥
∞∑
n=1
[
ant
α−1Eα,α(−λχ,nt
α)
]
ϕχ,n
∥∥∥∥∥
L2(Ω)
6 C
(
‖f‖
W 2,r(0,T ;H
1
2−χ(∂Ω))
+ ‖F‖
W 2,r(0,T ;D(A
−
1
2
χ ))
+ ‖u1‖H2δ(Ω)
)
tδα−1
for almost all t ∈ (0, T ). Taking into account condition (1.18), we obtain∥∥∥∥∥
∞∑
n=1
[
ant
α−1Eα,α(−λχ,nt
α)
]
ϕχ,n
∥∥∥∥∥
Lr(0,T ;L2(Ω))
6 CT δα−1+
1
r
(
‖f‖
W 2,r(0,T ;H
1
2−χ(∂Ω))
+ ‖F‖
W 2,r(0,T ;D(A
−
1
2
χ ))
+ ‖u1‖H2δ(Ω)
)
.
Repeating the arguments used for proving u ∈ Lr(0, T ;L2(Ω)), we see that the sequences in
N :
N∑
n=1
−(−1)χ
(∫ t
0
sα−1Eα,α(−λχ,ns
α)
〈
∂2t f(t− s, ·), τ
∗
χϕχ,n
〉
L2(∂Ω)
ds
)
ϕχ,n
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and
N∑
n=1
(∫ t
0
sα−1Eα,α(−λχ,ns
α)
〈
ρ−1∂2t F (t− s, ·), ϕχ,n
〉
− 1
2
ds
)
ϕχ,n,
converge in Lr(0, T ;L2(Ω)) and we have∥∥∥∥∥
∞∑
n=1
−(−1)χ
(∫ t
0
sα−1Eα,α(−λχ,ns
α)
〈
∂2t f(t− s, ·), τ
∗
χϕχ,n
〉
L2(∂Ω)
ds
)
ϕχ,n
∥∥∥∥∥
Lr(0,T ;L2(Ω))
+
∥∥∥∥∥
∞∑
n=1
(∫ t
0
sα−1Eα,α(−λχ,ns
α)
〈
ρ−1∂2t F (t− s, ·), ϕχ,n
〉
− 1
2
ds
)
ϕχ,n
∥∥∥∥∥
Lr(0,T ;L2(Ω))
6 C
(
‖f‖
W 2,r(0,T ;H
1
2−χ(∂Ω))
+ ‖F‖
W 2,r(0,T ;D(A
−12
χ ))
)
.
Therefore, we have u ∈ W 2,r(0, T ;L2(Ω)) and combining these two last estimates with (4.6)
and (4.8), we reach (4.7).
Next we prove that u ∈ Lr(0, T ;H2(Ω)) is a strong solution to (1.4) and
‖u‖Lr(0,T ;H2(Ω))
6 C
(
‖f‖
W 2,r(0,T ;H
1
2−χ(∂Ω))
+ ‖F‖
W 2,r(0,T ;D(A
−
1
2
χ ))
+ ‖u1‖H2δ(Ω)
)
+ C
(
‖f‖
Lr(0,T ;H
3
2−χ(∂Ω))
+ ‖F‖Lr(0,T ;L2(Ω))
)
.
(4.9)
For this purpose, in a similar way to Theorem 1.5, let
f˜ ∈W 2,r(0,+∞;H
1
2
−χ(∂Ω)) ∩ Lr(0,+∞;H
3
2
−χ(∂Ω))
and
F˜ ∈W 2,r(0,+∞;D(A
− 1
2
χ )) ∩ L
r(0,+∞;L2(Ω))
satisfy supp f˜ ⊂ [0, T + 1)× ∂Ω, supp F˜ ⊂ [0, T + 1)× Ω and (3.10). We set
v˜(t, ·) :=
∞∑
n=1
v˜n(t)ϕχ,n
where
v˜n(t) =− (−1)
χ
∫ t
0
(t− s)α−1Eα,α(−λχ,n(t− s)
α)
〈
f˜(s, ·), τ∗χϕχ,n
〉
L2(∂Ω)
ds
+
∫ t
0
(t− s)α−1Eα,α(−λχ,n(t− s)
α)
〈
ρ−1F˜ (s, ·), ϕχ,n
〉
ds+ u2,n(t) + u3,n(t), t > 0.
From the above arguments, one can verify that v˜ ∈W 2,rloc (0,+∞;L
2(Ω)) and
e−ptv˜(t, ·) ∈W 2,1(0,+∞;L2(Ω)) (4.10)
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for p > 0. We assert
e−ptv˜(t, ·) ∈ L1(0,+∞;H1(Ω)), p > 0. (4.11)
Proof of (4.11). In a similar way to the proof of Theorem 1.5, integrating by parts and using
the compatibility condition (1.15), we obtain
v˜n(t) =(−1)
χ
∫ t
0
Eα,1(−λχ,ns
α)
〈
∂tf˜(t− s, ·), τ
∗
χϕχ,n
〉
H−
1
2−χ(∂Ω),H
1
2+χ(∂Ω)
λχ,n
ds
− (−1)χ
〈
f˜(t, ·), τ∗χϕχ,n
〉
L2(∂Ω)
λχ,n
+ u3,n(t)
−
∫ t
0
Eα,1(−λχ,ns
α)
〈
ρ−1∂tF˜ (t− s, ·), ϕχ,n
〉
− 1
2
λχ,n
ds+
〈
ρ−1F˜ (t, ·), ϕχ,n
〉
λχ,n
.
Since f˜ ∈ L1(0,+∞;H
3
2
−χ(∂Ω)), F˜ ∈ L1(0,+∞;L2(Ω)) and u0 ∈ L
2(Ω), one can verify
∥∥∥∥∥∥∥e−pt
∞∑
n=1
−(−1)χ
〈
f˜(t, ·), τ∗χϕχ,n
〉
L2(∂Ω)
λχ,n
+ u3,n(t)
ϕχ,n
∥∥∥∥∥∥∥
L1(0,+∞;H1(Ω))
+
∥∥∥∥∥∥e−pt
〈
ρ−1F˜ (t, ·), ϕχ,n
〉
λχ,n
∥∥∥∥∥∥
L1(0,+∞;H1(Ω))
6 C
(∥∥∥f˜∥∥∥
L1(0,+∞;H
3
2−χ(∂Ω))
+
∥∥∥F˜∥∥∥
L1(0,+∞;L2(Ω))
+
(∫ ∞
0
e−ptt1−αdt
)
‖u1‖L2(Ω)
)
<∞
for all p > 0. Therefore, (4.11) will be proved if we show
∥∥∥∥∥∥e−pt
∞∑
n=1
(−1)χ
∫ t
0
Eα,1(−λχ,ns
α)
〈
∂tf˜(t− s, ·), τ
∗
χϕχ,n
〉
λχ,n
ds
ϕχ,n
∥∥∥∥∥∥
L1(0,+∞;H1(Ω))
<∞
(4.12)
and
∥∥∥∥∥∥∥e−pt
∞∑
n=1
(−1)χ
∫ t
0
Eα,1(−λχ,ns
α)
〈
ρ−1∂tF˜ (t− s, ·), ϕχ,n
〉
1
2
λχ,n
ds
ϕχ,n
∥∥∥∥∥∥∥
L1(0,+∞;H1(Ω))
<∞
(4.13)
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for all p > 0. Applying formula (1.148) in [24, Theorem 1.6], we obtain∥∥∥∥∥∥∥
∞∑
n=1
(−1)χ
∫ t
0
Eα,1(−λχ,ns
α)
〈
∂tf˜(t− s, ·), τ
∗
χϕχ,n
〉
L2(∂Ω)
λχ,n
ds
ϕχ,n
∥∥∥∥∥∥∥
H1(Ω)
6 C
∥∥∥∥∥∥∥
∞∑
n=1
(−1)χ
∫ t
0
Eα,1(−λχ,ns
α)
〈
∂tf˜(t− s, ·), τ
∗
χϕχ,n
〉
L2(∂Ω)
λχ,n
ds
ϕχ,n
∥∥∥∥∥∥∥
D(A
1
2
χ )
6 C
∫ t
0
(t− s)−
α
2
∥∥∥∥∥∥∥
∞∑
n=1
〈
∂tf˜(t− s, ·), τ
∗
χϕχ,n
〉
L2(∂Ω)
λχ,n
ϕχ,n
∥∥∥∥∥∥∥
L2(Ω)
ds
6 C
∫ t
0
(t− s)−
α
2
∥∥∥∂tf˜(s, ·)∥∥∥
H
1
2−χ(∂Ω)
ds
for almost all t > 0. It follows that∥∥∥∥∥∥∥e−pt
∞∑
n=1
(−1)χ
∫ t
0
Eα,1(−λχ,ns
α)
〈
∂tf˜(t− s, ·), τ
∗
χϕχ,n
〉
L2(∂Ω)
λχ,n
ds
ϕχ,n
∥∥∥∥∥∥∥
L1(0,+∞;H1(Ω))
6 C
∥∥∥∥(e−ptt−α2 1(0,+∞)) ∗ (∥∥∥∂tf˜(t, ·)∥∥∥H 12−χ(∂Ω) 1(0,+∞)
)∥∥∥∥
L1(0,+∞)
6 Cp
∥∥∥f˜∥∥∥
W 1,r(0,+∞;H
1
2−χ(∂Ω))
<∞
for all p > 0. This proves (4.12). Moreover we can verify (4.13) in the same way. Thus the
proof of (4.11) is complete. 
By (4.10) and (4.11), the Laplace transform Lv˜(p, ·) of v˜ satisfies
pα(Lv˜(p, x)− p−1u0(x)− p
−2u1(x)) + ρ
−1ALv˜(p, x) =
∫ T+1
0
e−ptρ−1F˜ (t, x)dt
for (p, x) ∈ (0,+∞) × Ω.
Repeating the corresponding arguments for Theorem 1.5, we deduce that〈
(ρ∂αt v˜ +Av˜)(t, ·) − F˜ (t, ·), ψ
〉
D′(Ω),C∞0 (Ω)
= 0
for almost all t ∈ (0,+∞). On the other hand, in view of (3.10) one can easily verify that
v˜ = u in (0, T ) × Ω, which implies that
〈(ρ∂αt u+Au)(t, ·) − F (t, ·), ψ〉D′(Ω),C∞0 (Ω)
= 0, ψ ∈ C∞0 (Ω)
for almost all t ∈ (0, T ).
33
Hence, since Lv˜(p, ·) satisfies
Lv˜(p, x) = Lf˜(p, x), x ∈ ∂Ω
for all p > 0, it follows from (4.11) that u(t, ·) solves the boundary value problem ρ(x)−1Au(t, x) = −∂αt u(t, x) + F (t, x), x ∈ Ω,τχu(t, x) = f(t, x), x ∈ ∂Ω
for almost all t ∈ (0, T ). Therefore, by u ∈W 2,r(0, T ;L2(Ω))), we obtain ∂αt u ∈ L
r(0, T ;L2(Ω))
and, combining this with f ∈ Lr(0, T ;H
3
2
−χ(∂Ω)) and F ∈ Lr(0, T ;L2(Ω)), we see that
u ∈ Lr(0, T ;H2(Ω)). From the above properties, one can easily verify that u is a strong
solution to (1.4) in the sense of Definition 1.2. Moreover, applying Young’s inequality, we see
that u satisfies
‖u‖Lr(0,T ;H2(Ω)) 6 C
(
‖f‖
Lr(0,T ;H
3
2−χ(∂Ω))
+ ‖F‖Lr(0,T ;L2(Ω)) + ‖∂
α
t u‖Lr(0,T ;L2(Ω))
)
6 C
(
‖f‖
Lr(0,T ;H
3
2−χ(∂Ω))
+ ‖F‖Lr(0,T ;L2(Ω)) + ‖u‖W 2,r(0,T ;L2(Ω))
)
.
Combining this with (4.7), we obtain (4.9). Finally, using arguments similar to those used for
proving (4.7), we deduce that u ∈W 1,r(0, T ;H1(Ω)) satisfies
‖u‖W 1,r(0,T ;H1(Ω)) 6 C
(
‖f‖
W 2,r(0,T ;H
1
2−χ(∂Ω))
+ ‖F‖
W 2,r(0,T ;D(A
− 12
χ ))
+ ‖u1‖H2δ(Ω)
)
.
Combining (4.7) and (4.9) with the above estimate, we reach (1.19). Thus this completes the
proof of Theorem 1.7.
5. Proof of Theorem 1.8
We will consider only the case m = 3, because the case m > 4 can be proved by an
iteration argument. Let u be the weak solution to (1.4). Similarly to the previous section, one
can verify that u ∈W 1,r(0, T ;H1(Ω)) and
‖u‖W 1,r(0,T ;H1(Ω)) 6 C
(
‖f‖
W 2,r(0,T ;H
1
2−χ(∂Ω))
+ ‖F‖
W 2,r(0,T ;D(A
−12
χ ))
)
.
Moreover, condition (1.20) implies that
λχ,n 〈u1, ϕχ,n〉 = −(−1)
χ
〈
∂tf(0, ·), τ
∗
χϕχ,n
〉
L2(∂Ω)
+
〈
ρ−1∂tF (0, ·), ϕχ,n
〉
.
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Combining this with (4.8), for almost all t ∈ (0, T ), we obtain
u′′n(t) =− (−1)
χ
∫ t
0
sα−1Eα,α(−λχ,ns
α)
〈
∂2t f(t− s, ·), τ
∗
χϕχ,n
〉
L2(∂Ω)
ds
+
∫ t
0
sα−1Eα,α(−λχ,ns
α)
〈
ρ−1∂2t F (t− s, ·), ϕχ,n
〉
ds.
(5.1)
Similarly to the proof of Theorem 1.3, we can see that w = ∂2t u is the unique weak solution to
(ρ(x)∂αt +A)w(t, x) = ∂
2
t F (t, x), (t, x) ∈ (0, T ) × Ω,
τχw(t, x) = ∂
2
t f(t, x), (t, x) ∈ (0, T ) × ∂Ω,
∂kt w(0, x) = 0, x ∈ Ω, k = 0, 1.
Since ∂2t F ∈ L
r(0, T ;L2(Ω))∩W 1,r(0, T ;D(A
− 1
2
χ )) and ∂2t f ∈W
1,r(0, T ;H
1
2
−χ(∂Ω)), following
the proof of Theorem 1.7, we can prove that ∂2t u ∈ L
r(0, T ;H1(Ω)) and
∥∥∂2t u∥∥Lr(0,T ;H1(Ω)) 6C (∥∥∂2t f∥∥W 1,r(0,T ;H 12−χ(∂Ω)) + ∥∥∂2t F∥∥Lr(0,T ;L2(Ω)))
+ C
∥∥∂2t F∥∥
W 1,r(0,T ;D(A
−
1
2
χ ))
.
It follows that u ∈W 2,r(0, T ;H1(Ω)) satisfies
‖u‖W 2,r(0,T ;H1(Ω)) 6C
(
3∑
k=2
‖f‖
W 3−k,r(0,T ;Hk−
1
2−χ(∂Ω))
+ ‖F‖W 3−k,r(0,T ;Hk−2(Ω))
)
+ C
(
‖f‖
W 3,r(0,T ;H
1
2−χ(∂Ω))
+ ‖F‖
W 3,r(0,T ;D(A
−
1
2
χ ))
)
.
(5.2)
Repeating the arguments used for Theorem 1.7, from these properties we obtain that u is a
strong solution to (1.4) and u(t, ·) solves the boundary value problem ρ(x)−1Au(t, x) = −∂αt u(t, x), x ∈ Ω,τχu(t, x) = f(t, x), x ∈ ∂Ω
for almost all t ∈ (0, T ). Therefore, by means of u ∈W 2,r(0, T ;H1(Ω)), we deduce that ∂αt u ∈
Lr(0, T ;H1(Ω)) and, combining this with f ∈ Lr(0, T ;H
5
2
−χ(∂Ω)) and F ∈ Lr(0, T ;H1(Ω)),
we see that u ∈ Lr(0, T ;H3(Ω)). Furthermore u satisfies
‖u‖Lr(0,T ;H3(Ω)) 6 C
(
‖f‖
Lr(0,T ;H
5
2−χ(∂Ω))
+ ‖F‖Lr(0,T ;H1(Ω)) + ‖∂
α
t u‖Lr(0,T ;H1(Ω))
)
6 C
(
‖f‖
Lr(0,T ;H
5
2−χ(∂Ω))
+ ‖F‖Lr(0,T ;H1(Ω)) + ‖u‖W 2,r(0,T ;H1(Ω))
)
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and, applying (5.2), we obtain
‖u‖Lr(0,T ;H3(Ω)) 6C
(
3∑
k=2
‖f‖
W 3−k,r(0,T ;Hk−
1
2−χ(∂Ω))
+ ‖F‖W 3−k,r(0,T ;Hk−2(Ω))
)
+ C
(
‖f‖
W 3,r(0,T ;H
1
2−χ(∂Ω))
+ ‖F‖
W 3,r(0,T ;D(A
−
1
2
χ ))
)
.
In the same way, we prove that u ∈W 3,r(0, T ;L2(Ω))∩W 2,r(0, T ;H1(Ω))∩W 1,r(0, T ;H2(Ω))
and u satisfies (1.22). Thus this completes the proof of Theorem 1.8.
6. Proof of Propositions 1.6 and 1.9
Proof of Proposition 1.6. We start with the first statement of Proposition 1.6. For
this purpose, we fix f ∈ C∞([0, T ] × ∂Ω), F ∈ C∞([0, T ] × Ω) and u0 ∈ C
∞(Ω) which do not
satisfy (1.15). We assume also that (1.4) admits a unique solution u ∈ W 1,1(0, T ;D(A
− 1
2
χ )).
In view of (3.9), there exists n0 ∈ N such that
b0 := −(−1)
χ
〈
f(0, ·), τ∗χϕχ,n0
〉
L2(∂Ω)
+
〈
ρ−1F (0, ·), ϕχ,n0
〉
− λχ,n0 〈u0, ϕχ,n0〉 6= 0. (6.1)
We will prove that u /∈ W 1,(1−α)
−1
(0, T ;D(A
− 1
2
χ )). Following the argumentation of Theorem
1.5, we can show that
〈∂tu(t, ·), ϕχ,n0〉− 1
2
= −(−1)χ
∫ t
0
sα−1Eα,α(−λχ,n0s
α)
〈
∂tf(t− s, ·), τ
∗
χϕχ,n0
〉
L2(∂Ω)
ds
+
∫ t
0
sα−1Eα,α(−λχ,n0s
α)
〈
ρ−1∂tF (t− s, ·), ϕχ,n0
〉
ds
+ b0t
α−1Eα,α(−λχ,n0t
α).
On the other hand, since Eα,α(−λχ,n0t
α) ∈ C[0, T ] and Eα,α(0) =
1
Γ(α) > 0, we see that there
exists t0 ∈ (0, T ) and c0 > 0 such that
inf
t∈[0,t0]
|Eα,α(−λχ,nt
α)| = c0.
Therefore, for almost all t ∈ (0, t0), we have
| 〈∂tu(t, ·), ϕχ,n0〉− 1
2
|
>c0 |b0| t
α−1 −
∣∣∣∣−(−1)χ ∫ t
0
sα−1Eα,α(−λχ,n0s
α)
〈
∂tf(t− s, ·), τ
∗
χϕχ,n0
〉
L2(∂Ω)
ds
∣∣∣∣
−
∣∣∣∣∫ t
0
sα−1Eα,α(−λχ,n0s
α)
〈
ρ−1∂tF (t− s, ·), ϕχ,n0
〉
ds
∣∣∣∣ .
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Moreover, since f ∈ C∞([0, T ] × ∂Ω), F ∈ C∞([0, T ]× Ω), it is clear that
c1 :=
∥∥∥∥−(−1)χ ∫ t
0
sα−1Eα,α(−λχ,n0s
α)
〈
∂tf(t− s, ·), τ
∗
χϕχ,n0
〉
L2(∂Ω)
ds
∥∥∥∥
L∞(0,T )
+
∥∥∥∥∫ t
0
sα−1Eα,α(−λχ,n0s
α)
〈
ρ−1∂tF (t− s, ·), ϕχ,n0
〉
ds
∥∥∥∥
L∞(0,T )
<∞.
Thus, for almost all t ∈ (0, t0), we have
| 〈∂tu(t, ·), ϕχ,n0〉− 1
2
| > c0 |b0| t
α−1 − c1
and condition (6.1) clearly implies that
| 〈∂tu(t, ·), ϕχ,n0〉 | /∈ L
(1−α)−1(0, T ).
Thus, we have u /∈W 1,(1−α)
−1
(0, T ;D(A
− 1
2
χ )), which completes the proof of the first statement
of Proposition 1.6.
For the second statement of Proposition 1.6, let us consider f ∈ C∞([0, T ] × ∂Ω), F ∈
C∞([0, T ] × Ω) and u0 ∈ C
∞(Ω) satisfying (1.15) and let (1.4) admit a unique solution u ∈
W 2,1(0, T ;D(A
− 1
2
χ )). Assume also that (1.16) is not fulfilled for m = 2. Then we first show
that there exists n1 ∈ N such that
− (−1)χ
〈
∂tf(0, ·), τ
∗
χϕχ,n1
〉
L2(∂Ω)
+
〈
ρ−1∂tF (0, ·), ϕχ,n1
〉
6= 0. (6.2)
Indeed, assuming the contrary, we deduce that
λχ,k
〈
A−1χ ρ
−1∂tF (0, ·), ϕχ,k
〉
= −(−1)χ
〈
−∂tf(0, ·), τ
∗
χϕχ,k
〉
L2(∂Ω)
, k ∈ N.
Then, following formula (3.9), we deduce that G = A−1χ ρ
−1∂tF (0, ·) solves the boundary value
problem  AG(x) = 0, x ∈ Ω,τχG(x) = −∂tf(0, x), x ∈ ∂Ω.
On the other hand, since ρ−1∂tF (0, ·) ∈ L
2(Ω) and G = A−1χ ρ
−1∂tF (0, ·), we obtain ∂tF (0, ·) =
ρAχG = AG = 0 and ∂tf(0, ·) = −τχG = 0. This contradicts that (1.16) is not fulfilled for
m = 2. Thus, there exists n1 ∈ N such that (6.2) holds true. Repeating the arguments for
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Theorem 1.5, in view of (1.15), one can verify that〈
∂2t u(t, ·), ϕχ,n1
〉
− 1
2
= −(−1)χ
∫ t
0
sα−1Eα,α(−λχ,n1s
α)
〈
∂2t f(t− s, ·), τ
∗
χϕχ,n1
〉
L2(∂Ω)
ds
+
∫ t
0
sα−1Eα,α(−λχ,n1s
α)
〈
ρ−1∂2t F (t− s, ·), ϕχ,n1
〉
ds
+ [−(−1)χ
〈
∂tf(0, ·), τ
∗
χϕχ,n1
〉
L2(∂Ω)
+
〈
ρ−1∂tF (0, ·), ϕχ,n1
〉
]tα−1Eα,α(−λχ,n1t
α).
Therefore, similarly to the proof of the first statement of Proposition 1.6, by (6.2) we deduce
that
〈
∂2t u(t, ·), ϕχ,n1
〉
− 1
2
/∈ L(α−1)
−1
(0, T ), which implies that ∂2t u /∈ L
(α−1)−1(0, T ;D(A
− 1
2
χ )).
Thus the proof of the proposition is comppleted. 
Proof of Proposition 1.9. We start with the proof of the first statement. For this
purpose, we fix f ∈ C∞([0, T ] × ∂Ω), F ∈ C∞([0, T ]× Ω) and u0, u1 ∈ C
∞(Ω) such that (1.15)
is not fulfilled. Then, there exists n0 ∈ N such that (6.1) is not fulfilled.
Let us assume that the solution u to (1.4) is lying in W 2,1(0, T ;D(A
− 1
2
χ )). We will prove
that u /∈ W 2,(2−α)
−1
(0, T ;D(A
− 1
2
χ )). Combining [25, Lemma 3.2] with Proposition 1.6, we
deduce that 〈
∂2t u(t, ·), ϕχ,n0
〉
− 1
2
= −(−1)χ
∫ t
0
sα−1Eα,α(−λχ,n0s
α)
〈
∂2t f(t− s, ·), τ
∗
χϕχ,n0
〉
L2(∂Ω)
ds
+
∫ t
0
sα−1Eα,α(−λχ,n0s
α)
〈
ρ−1∂2t F (t− s, ·), ϕχ,n0
〉
ds
+ d0t
α−2Eα,α−1(−λχ,n0t
α) + e0t
α−1Eα,α(−λχ,n0t
α),
where
d0 = −(−1)
χ
〈
f(0, ·), τ∗χϕχ,n0
〉
L2(∂Ω)
+
〈
ρ−1F (0, ·), ϕχ,n0
〉
− λχ,n0 〈u0, ϕχ,n0〉
and
e0 = −(−1)
χ
〈
∂tf(0, ·), τ
∗
χϕχ,n0
〉
L2(∂Ω)
+
〈
ρ−1∂tF (0, ·), ϕχ,n0
〉
− λχ,n0 〈u1, ϕχ,n0〉 .
Therefore, in a similar way to Proposition 1.6, one can show that there exists t1 ∈ (0, T ),
c2, c3 > 0 such that ∣∣∣〈∂2t u(t, ·), ϕχ,n0〉− 1
2
∣∣∣ > c3 |d0| tα−2 − c2, t ∈ (0, t1),
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which proves that u /∈ W 2,(2−α)
−1
(0, T ;D(A
− 1
2
χ )). The rest part of the proposition can be
proved similarly and is omitted. 
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