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Fakta menunjukkan bahwa tidak semua data di lapangan merupakan data yang 
lengkap, sering kita jumpai adanya data yang hilang (missing data). Dalam penelitian 
ini, neural network (NN) dipilih sebagai metode untuk prediksi data hilang.  NN adalah 
suatu sistem proses informasi yang mempunyai karakteristik tampilan seperti pada 
jaringan syaraf biologis. Dalam penerapannya NN mengandung sejumlah parameter 
(bobot) yang terbatas. Jumlah parameter yang optimal tergantung pada penentuan 
kombinasi yang tepat antara jumlah variabel input dan jumlah unit pada lapisan hidden. 
Untuk menentukan jumlah unit pada lapisan hidden didasarkan pada kriteria informasi 
MSE.  
Data yang digunakan berupa data lengkap, IHK periode Januari 2002 sampai 
dengan Januari 2007 (terdapat sebanyak 61 data).  Data dieliminasi secara random 
sebanyak 5%, 10%, 15% dan 20% sebagai data hilang.  Untuk prediksi data hilang 
dengan NN dilakukan pelatihan dari sebanyak 55 data pertama dikurangi banyaknya 
data hilang  sehingga diperoleh model dengan bobot-bobot tertentu.  Model ini 
selanjutnya akan digunakan untuk prediksi data hilang. Dari 5 data terakhir akan 
diketahui tingkat kebenaran NN dalam prediksi data IHK.  
 Lebih lanjut, penulis membandingkan metode NN dengan metode yang lain, 
yaitu substitusi mean dan mean dua data terdekat. Kesimpulan yang diperoleh adalah 
metode NN memberikan MSE paling kecil dibandingkan dengan metode lain (mean dan 





Peramalan atau membuat prediksi merupakan unsur yang penting dalam pengambilan 
keputusan. Hal ini dikarenakan efektif atau tidaknya suatu keputusan umumnya tergantung pada 
beberapa faktor yang tidak dapat dilihat pada waktu keputusan diambil.  Fakta menunjukkan bahwa 
tidak semua data dilapangan merupakan data yang lengkap, sering kita jumpai adanya data yang 
hilang (missing data).  Beberapa tindakan dapat diambil untuk mengatasi kasus data hilang. Cara 
yang paling mudah adalah dengan membuang data hilang tersebut. Sayangnya cara ini dapat 
mengakibatkan hilangnya informasi yang berharga karena cacah data yang berkurang. Yohanes SP 
(1998) telah mengkaji beberapa pendekatan alternatif bagi estimasi nilai data hilang pada analisis 
diskriminan. Dalam tulisannya Yohanes SP mengungkapkan bahwa beberapa peneliti lain 
menggunakan algoritma expectation-maximization (EM) untuk estimasi data hilang. Algoritma ini 
didasarkan pada penggantian data hilang dengan estimasi mean dan standart deviasi populasi yang 
diiterasi sehingga mencapai konvergen.  
Peneliti lain seperti Velicer dan Colby (2005) telah  membandingkan empat metode untuk 
mengatasi adanya data hilang pada data runtun waktu. Keempat metode itu adalah (a) membuang 
data hilang, (b) substitusi mean, (c) substitusi dua data terdekat dan (d) maximum likelihood (ML). 
Dalam percobaan estimasi data hilang pada data AR(1) ini diperoleh kesimpulan bahwa ML 
menghasilkan estimasi yang paling akurat dibanding ketiga metode yang lain, sementara substitusi 
mean adalah sebaliknya.  
Pada penelitian ini penulis akan mencoba memprediksi data hilang menggunakan Neural 
Network (NN). Untuk mengetahui tingkat kebenaran dari metode ini, penulis membandingkan 
dengan metode prediksi data hilang lain yaitu substitusi mean dan mean dua data terdekat. Data 
hilang yang dimaksud adalah bagian dari data runtun waktu. Dari beberapa penelitian yang 
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berkaitan dengan NN, menunjukkan bahwa NN telah berkembang sebagai alat prediksi data runtun 
waktu. Lapedes dan Farber merupakan salah satu dari beberapa peneliti pertama yang 
menggunakan NN untuk prediksi data runtun waktu. Selanjutnya banyak penelitian dilakukan 
berkaitan dengan prediksi pada data runtun waktu riil; antara lain dapat dilihat pada Faraway dan 
Chatfield (1998), Situngkir dan Surya (2003), Pavelka (2002) dan Heravi, Osborn, dan Birchenhall 
(2003). Dari beberapa penelitian tersebut, data yang digunakan adalah data yang lengkap. Sejauh 
ini, penulis pernah melakukan penelitian sebelumnya mengenai prediksi data emas menggunakan 
NN dengan mengabaikan adanya data hilang.  
Agar pembahasan tidak meluas, penulis dalam penelitian ini membatasi: (1)  NN terdiri 
dari dua lapisan, dengan fungsi tangen sigmoid sebagai fungsi aktivasi pada lapisan pertama dan 
fungsi identitas sebagai fungsi aktivasi pada lapisan kedua. (2) algoritma pelatihan yang digunakan 
adalah algoritma propagasi balik dengan 100 epoch pelatihan; (3) data finansial yang digunakan 
adalah indeks harga konsumen periode waktu Januari 2002 – Januari 2007; dan (4) alat penelitian 
yang digunakan adalah MATLAB. 
 
METODE PENELITIAN 
Metode Penelitian yang digunakan adalah studi literatur yang selanjutnya diterapkan pada 
kasus data finansial, yaitu data IHK bahan makanan di Indonesia periode Januari 2002 sampai 
dengan Januari 2007. Data IHK yang digunakan  merupakan data lengkap. Adapun langkah-
langkah yang diambil untuk menyelesaikan masalah disajikan sebagai berikut. 
a. Data dibagi menjadi dua bagian, data pelatihan dan data uji (5 data terakhir) 
b. Eliminasi data hilang sebanyak 5%, 10%, 15% dan 20% dengan bantuan software  
Microsoft Excel, dengan perintah RAND() 
c. Prediksi data hilang menggunakan metode substitusi mean dan metode  mean dua data 
terdekat  dan dilanjutkan dengan penentuan model jaringan NN menggunakan  metode trial and 
error untuk mendapatkan model terbaik. Kriteria informasi yang digunakan dalam pemilihan 
model terbaik adalah MSE 
d. Prediksi data hilang menggunakan NN. Sebelumnya ditentukan terlebih dahulu model NN 
berdasarkan sisa data setelah proses eliminasi.   
e. Prediksi 5 data terakhir menggunakan model yang diperoleh dari masing-masing metode 
(substitusi mean, mean dua data terdekat dan NN), dan membandingkan MSEnya 
 
HASIL DAN PEMBAHASAN 
Spesifikasi Data 
Data yang digunakan dalam penelitian ini adalah berupa data lengkap dari data IHK bahan 
makanan di Indonesia periode Januari 2002 sampai dengan Januari 2007 (terdapat sebanyak 61 
data). Djarwanto (1989) mendefinisikan angka indeks sebagai suatu ukuran statistik yang 
menunjukkan perubahan suatu variabel atau sekumpulan variabel yang berhubungan satu sama lain 












I . 100 
dengan 
 In   : indeks harga pada periode ke-n, 
Pni : harga pada periode ke-n, satuan waktu dapat berupa tahun, bulan, minggu atau hari, 
P0i  :  harga pada tahun dasar.  
Tahun 2002 diambil sebagai tahun dasar (sebagai dasar perbandingan) dikarenakan keadaan 
perekonomian pada tahun tersebut dianggap relatif stabil, dan tidak terlalu jauh dari tahun-tahun 
yang hendak dicari angka indeksnya.  Angka indeks pada tahun dasar dinyatakan dengan 100, 
karena dianggap bahwa sesuatu hal pada tahun 2002 sebagai 100%.  
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Gambar 2. Data IHK Periode Januari 2002 – Januari 2007 
(Sumber: www.bi.go.id) 
Data Prepocessing  
Prepocessing data bertujuan untuk efisiensi pada pelatihan dalam NN. Sebelum melakukan 
pelatihan, data input dan target ditransformasikan sehingga nilainya terletak pada interval tertentu, 
sesuai kebutuhan. Pada penelitian ini penulis menggunakan fasilitas yang ada pada MATLAB, 
yaitu fungsi premnmax.  Dengan fungsi ini diperoleh 








dengan    pn = data hasil transformasi 
    p   = data asli. 
Dengan demikian data hasil transformasi dengan fungsi premnmax menghasilkan interval data [-1, 
1]. Hal ini terkait dengan pemilihan fungsi aktivasi pada jaringan. 
Proses Pelatihan Data 
Pada awalnya dilakukan eliminasi data sebanyak yang diinginkan, mulai dari 5% hingga 
20%. Setelah itu data hilang diprediksi dengan metode substitusi mean, mean dua data terdekat dan 
yang terakhir adalah dengan NN. Data yang ada ditransformasi menggunakan fungsi premnmax 
terlebih dahulu baru kemudian dibagi menjadi dua bagian, 55 data pertama sebagai data pelatihan 
dan 5 data terakhir sebagai data uji. Cara pelatihan jaringan pada kasus metode mean dan mean dua 
data terdekat sebagai pengganti data hilang adalah sama. Dipilih input dan target dari ke 55 data 
pertama. Misalkan diambil data pertama sebagai input maka data kedua sebagai target dan 
seterusnya. Untuk kasus data hilang misalkan data hilang adalah data ketiga, data kedua tidak dapat 
dijadikan input pada proses pelatihan. Hal ini disebabkan data ketiga tidak ada, sehingga tidak ada 
target. Jadi data input selanjutnya adalah data keempat dan data kelima sebagai target. Pelatihan 
menggunakan fungsi newelm dengan 1 unit input, 8 unit pada lapisan hidden dan 1 unit output.  
Setelah model diperoleh, model akan digunakan untuk prediksi data hilang. Untuk kasus di atas, 
jika data ketiga adalah data hilang maka data kedua sebagai input. Input ini dimasukkan ke dalam 
model sehingga diperoleh suatu output sebagai hasil prediksi data ketiga. Proses ini berlangsung 
hingga semua data hilang terprediksi.  
Keseluruhan data (termasuk hasil prediksi data hilang) dilatih lagi dengan cara yang sama 
ketika mencari model untuk prediksi data hilang, hanya saja model ini akan digunakan untuk 
prediksi 5 data terakhir data IHK. 
Hasil Simulasi 





Metode mean Metode mean dua data terdekat Metode NN 
5% 43.7747 32.9855 8.6831 
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10% 40.7321 55.2788 4.6996 
15% 58.3963 42.2326 10.7693 
20% 119.1764 8.9780 1.5870 
Tabel di atas menunjukkan bahwa secara umum, untuk keempat kasus (prosentase data hilang 5%, 
10%, 15% dan 20%), metode NN memberikan nilai MSE terkecil. Naik turun MSE pada metode 
mean dua data terdekat terlihat sebanding dengan metode NN sementara MSE pada metode mean 
tidak. Pada kedua metode, NN dan mean dua data terdekat, nilai MSE tidak memberikan arti bahwa 
semakin banyak data hilang semakin besar pula MSEnya. 
 
KESIMPULAN 
Berdasarkan beberapa percobaan yang dilakukan, model NN yang paling baik untuk 
prediksi data hilang adalah Elman network dengan 1 unit input, 8 unit hidden dan 1 unit outtput. 
Secara umum dapat disimpulkan bahwa metode NN memberikan hasil terbaik dibandingkan 
metode substitusi mean dan substitusi mean dua data terdekat jika dilihat dari MSE hasil prediksi 5 
data terakhir data IHK. 
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