Recent work has shown that deep generative models assign higher likelihood to out-of-distribution inputs than to training data. We show that a factor underlying this phenomenon is a mismatch between the nature of the prior distribution and that of the data distribution, a problem found in widely used deep generative models such as VAEs and Glow. While a typical choice for a prior distribution is a standard Gaussian distribution, properties of distributions of real data sets may not be consistent with a unimodal prior distribution. This paper focuses on the relationship between the choice of a prior distribution and the likelihoods assigned to out-of-distribution inputs. We propose the use of a mixture distribution as a prior to make likelihoods assigned by deep generative models sensitive to outof-distribution inputs. Furthermore, we explain the theoretical advantages of adopting a mixture distribution as the prior, and we present experimental results to support our claims. Finally, we demonstrate that a mixture prior lowers the out-of-distribution likelihood with respect to two pairs of real image data sets: Fashion-MNIST vs. MNIST and CI-FAR10 vs. SVHN.
Introduction
The out-of-distribution detection is an important area of study that has attracted considerable attention [28, 11, 21, 31] to improve the safety and reliability of machine learning systems. Detection methods based on density estimation using a parametric model have been studied for low dimensional data [28] , and deep generative models seem to be a reasonable choice when dealing with high-dimensional data. However, recent work [23, 12, 31, 24, 5] has shown that deep generative models such as VAEs [18] , PixelCNN [34] , and flow-based models [8, 16] cannot distinguish training data from out-of-distribution inputs in terms of the likelihood. For instance, deep generative models trained on Fashion-MNIST assign higher likelihoods to MNIST than to Fashion-MNIST, and those trained on CIFAR-10 assign higher likelihood to SVHN than to CIFAR-10 [23] . Methods for mitigating this problem have been proposed from various perspectives [12, 2, 5, 24] .
We focus on the influence of the prior distribution of deep generative models on the likelihood assigned to outof-distribution data. Although the typical choice is a standard normal distribution, various studies have analyzed alternatives [7, 4, 33, 35] . However, present work mainly focuses on the representative ability and the likelihood assigned to in-distribution data when evaluating prior distributions. To the best of our knowledge, no existing work has analyzed the effect that the prior distribution has on the likelihood assigned to out-of-distribution inputs. Here, we consider data sets that can be naturally partitioned into clusters, so the underlying distribution can be approximated by a multimodal distribution with modes apart from each other. This assumption is reasonable for many data sets found in the wild such as Fashion-MNIST, which contains different types of images, including T-shirts, shoes, and bags. If a unimodal prior distribution is used to train generative models on such data sets, the models are forced to learn the mapping between unimodal and multimodal distributions. We consider this inconsistency an important factor underlying the assignment of high likelihood to out-of-distribution areas.
We use untrainable mixture prior distributions and manually allocate similar data to each component before training by using labels of data sets or k-means clustering. Under these conditions, the models trained on Fashion-MNIST successfully assign lower likelihoods to MNIST. Our approach also lowers the likelihoods assigned to SVHN by models trained on CIFAR-10. We provide three explanations for our observations. First, as mentioned above, a multimodal prior distribution can alleviate the inconsistency between a prior and a data distribution, which is a possible factor underlying the out-of-distribution problem. Second, allocating similar data to each component can reduce the possibility of accidentally assigning undesirable out-ofdistribution points to high likelihood areas. Our second or-der analysis can theoretically justify this intuition in a manner similar to the work of Nalisnick et al. [23] . Third, outof-distribution points are forced out of high likelihood areas of the prior distribution when a multimodal prior is used. Somewhat surprisingly, the out-of-distribution phenomenon still occurs when a model with a unimodal prior is trained only on data that would be allocated to one component in the multimodal case. This is a novel observation that motivates further investigation of designing the latent variable space to mitigate the out-of-distribution phenomenon.
Related Work
Our work is directly motivated by the recent observation that deep generative models can assign higher likelihoods to out-of-distribution inputs [23, 5] . The use of prior distributions has been studied independently of this line of work.
Out-of-Distribution Detection by Deep Generative Models
Although model likelihood is often used to evaluate deep generative models, Theis et al. [32] showed that high likelihood is neither sufficient nor necessary for models to generate high quality images. Remarkably, Nalisnick et al. [23] has reported that deep generative models such as VAEs, flow-based models, and PixelCNN can assign higher likelihoods to out-of-distribution inputs. Similar phenomena have also been reported in parallel studies [5, 12] .
Solutions have been proposed from various perspectives. Hendrycks et al. [12] proposed "outlier exposure", a technique that uses carefully chosen outlier data sets during training to lower the likelihood assigned to out-ofdistribution inputs. Bütepage et al. [2] focused on VAEs and reported that the methods for evaluating likelihood and the assumption of a visual distribution on pixels influence the likelihood assigned to out-of-distribution inputs. Another line of study is to use alternative metrics. Choi et al. [5] proposed using the Watanabe-Akaike Information Criterion (WAIC) as an alternative. Nalisnick et al. [24] hypothesized that out-of-distribution points are not located in the model's "typical set", and thus proposed the use of a hypothesis test to check whether an input resides in the model's typical set.
Prior distribution
A typical choice for a prior distribution for deep generative models such as VAEs and flow-based models is a standard Gaussian distribution. However, various studies have proposed the use of different alternatives. One line of study selects more expressive prior distributions, such as multimodal distributions [15, 7, 33, 25, 14] , stochastic processes [25, 10, 3] , and autoregressive models [4, 35] . Another option is to use discrete latent variables [29, 35] . Previous work on the choice of the prior distribution for deep Figure 1 : Motivation for using a multimodal prior distribution from a topological point of view. If the prior distribution is mapped to a distribution with a different topology, the mapped distribution will inevitably have undesirable high likelihood areas. The black and red areas represent the typical sets of the prior and the data distribution, respectively. The gray and yellow areas represent high likelihood areas of the prior and the data distribution, respectively. While the distributions are shown in two-dimensions in this figure, this inconsistency between high likelihood areas and typical sets is a problem observed in high dimensional data.
generative models have focused on the representative ability, natural fit to data sets, and the likelihood or reconstruction of in-distribution inputs. To the best of our knowledge, no previous study has focused on the relationships between the prior distribution and the likelihood assigned to out-ofdistribution data.
Motivation
In this section, we discuss the theoretical motivations for using a multimodal prior distribution; topology mismatch and second order analysis. On a related note, we have observed that a multimodal prior distribution can force out-ofdistribution points out of high likelihood areas. We explain this effect in Section 5.3.
Topology Mismatch
We focus on data sets that have "clusters", and adopt an assumption that the underlying distribution can be approximated as a multimodal distribution with components located far away from each other. We analyze deep generative models by approximating them as topology-preserving invertible mappings between a prior distribution and a data distribution. Nalisnick et al. [24] focused on the "typical set" [6] of deep generative models and the data distribution. As suggested by Nalisnick et al. [24] , here, we assume that deep generative models learn mappings from the typical set of the prior distribution to the typical set of the data distribu- tion. Figure 1 visualizes the intuition of the mappings from a bimodal data distribution to two different types of prior distributions under our assumptions. If the bimodal data distribution is mapped to a unimodal prior distribution, we cannot eliminate the possibility of the model mapping outof-distribution inputs to the typical set or high likelihood areas of the prior distribution. We will refer to this issue as the topology mismatch problem. This simple analysis explains the out-of-distribution phenomenon and the results of prior work [24] , implying that out-of-distribution inputs can even reside in the typical set. By contrast, if a prior distribution is topologically consistent with the data distribution, there exists a mapping that decreases the possibility of the outof-distribution phenomenon. Note that we cannot say that the modification in a prior distribution can single-handedly solve the problem as the probability density of latent variables on a prior distribution is not the only factor influencing the likelihood of deep generative models such as VAEs and Glow. In addition, it has been reported that deep generative models trained on similar images can generate dissimilar images [27] , and thus our analysis on topology mismatch cannot explain this result. However, we later experimentally show that the choice of the prior distribution nonetheless has a significant influence on the likelihoods assigned to out-of-distribution inputs (Section 5).
To justify our analysis, we conduct experiments on some simple artificial data sets. Figure 2 shows the likelihoods assigned by flow-based deep generative models trained on points sampled from a bimodal Gaussian mixture distribution. We use a simple model architecture with four affine coupling layers and reverse the features after each layer. We compare a unimodal Gaussian prior and a bimodal Gaussian mixture prior. Figure 2 shows that the contours of the log-likelihood assigned by the model using a standard Gaussian prior distribution have high likelihood areas outside the region data points reside. Because the prior distribution is mapped to a distribution with a different topol-ogy, the mapped distribution will inevitably have undesirable high likelihood areas. By contrast, the contours of the model using a Gaussian mixture prior successfully separates the two modes, and do not have high likelihood areas in out-of-distribution areas. To show that a model with a standard Gaussian prior can assign high likelihood to outof-distribution inputs even in the low-dimensional case, we compare the likelihoods assigned to out-of-distribution inputs that are points sampled from a Gaussian distribution with mean zero and variance 0.01. As shown in Figure 2c , the out-of-distribution inputs have minimal overlap with the in-distribution data. However, the mean of the loglikelihoods assigned by the model using a standard Gaussian prior to in-distribution inputs is −3.25, which is similar to the log-likelihood assigned to out-of-distribution inputs (−4.87). By contrast, the mean of log-likelihood assigned to out-of-distribution inputs by the model using a multimodal prior is much lower (−40.11). As the dimensionality of the data increases, this phenomenon becomes more pronounced; however, using a multimodal distribution as a prior can significantly alleviated this problem. Further details are presented in Appendix C.
Second Order Analysis
Nalisnick et al. [23] provided a second order analysis with implications consistent with their experimental observations, while they put some strong assumptions. One implication of their analysis is that deep generative models with unimodal prior distributions assign higher likelihood if out-of-distribution images have lower variance over image pixels. However, since they use a unimodal prior distribution, their analysis do not apply here. To explain why our proposition may help, we perform a similar analysis on assumptions corresponding to our models. Although we still adopt some strong assumptions and apply coarse approximations in a similar manner as the original analysis, our analysis provides an intuitive explanation for our experi-mental results. The value we are interested in evaluating is
where p is a given generative model, q is the adversarial distribution (out-of-distribution), and p * is the training distribution. If the value of is positive, the adversarial distribution is assigned a higher likelihood by the generative model. In the following analysis, we assume that p reasonably approximates p * . Note that the analysis for unimodal prior models suggests that q can be assigned higher likelihood even if p perfectly approximates p * . Nalisnick et al. [23] approximate the probability distribution function of the given generative model p as
which is equivalent to assuming that the generative model can be approximated with a Gaussian distribution. In this work, however, we focus on data sets with an underlying distribution which can be approximated by a mixture distribution. Therefore, we assume that p can be approximated as log p(x; θ) log 1 K K p i (x; θ), where p i corresponds to each component approximated by a Gaussian distribution. We assume that each component of the generative model p i (x; θ) corresponds to a component of the prior distribution p i (z; ψ).
Here, we adopt the assumption that the generative model is constant-volume Glow (CV-Glow) as is done in [23] . The derivation and detailed assumptions are given in Appendix A. Finally, we derive the following formula:
where σ 2 ψ is the variance of the prior distribution (we assume that all the components have identical variance), D * i and D i correspond to the in-distribution and out-ofdistribution data allocated to the i-th component and w * i , w i are the ratio of data allocated to the i-th component satisfying K w * i = 1, K w i = 1. u l,c,j is the weight of the l-th 1x1 convolution, which is fixed for any inputs. Further, h and w index the input spatial dimensions, c indexes the input channel dimensions, l indexes the series of flows, and j indexes the column dimensions of the C l × C l ker-
, wherex i is the elementwise mean of the images generated from the i-th component, and the two matrices are assumed to be diagonal. D min and D * max are chosen so the final expression is maximized. Expanding the formula by using CV-Glow does not seem to be a reasonable, as we do not use it in our experiments. However, Nalisnick et al. [23] reported that the out-of-distribution phenomenon occurs even on CV-Glow, one of the simplest deep generative models, as with many other more complex deep generative models such as general Glow and VAEs. Therefore, it is worth considering CV-Glow to analyze the problem of general deep generative models.
Roughly speaking, we can say that if σ Dmin takes smaller values than σ D * max , the likelihood assigned to outof-distribution data can be larger than that assigned to indistribution data. However, if this is the case, this indicates that one of the out-of-distribution modes has a mean that is close to the mean of one of the modes of the generative model with small variance. If out-of-distribution data satisfies this condition, such a mode can no longer be considered out-of-distribution, as inputs corresponding to it must be similar to the images corresponding to the mode of the generative model. Note that a mode of the generative model has a small variance and contains similar images under our assumptions. By contrast, the analysis by Nalisnick et al. [23] assumed that the data distribution can be approximated by a unimodal Gaussian distribution with possibly large variance. Therefore, low-variance out-of-distribution data with mean identical to in-distribution data can contain completely different images.
Our analysis indicates that the squared distance from the mean of each mode is an important factor of likelihood assignment. We later show that our experimental results are consistent with this analysis. Note that this analysis does not provide an exhaustive explanation for our results, as our experiments show that the squared distance is not the only important factor underlying the likelihood assigned to outof-distribution inputs (Section 5.3). However, our simple analysis provides an intuitive interpretation of our experimental results similar to the suggestion from the analysis by Nalisnick et al. [23] .
Proposed Model
We replace the prior distributions of deep generative models with mixture distributions K i=1 p i /K that are not trainable, and we assume that all components are uniformly weighted. Although some previous studies have performed clustering using VAEs with a trainable multimodal prior distribution [7, 33] , we manually assign each input to a component of the prior distribution before training. We simply use the labels of the data sets or apply k-means clustering on the training data to decide on which components to assign to. During training, the likelihood for each input is evaluated using a different unimodal prior distribution p i (using a different index i for each input), which is the component of the multimodal prior distribution assigned to each input. The test likelihood is evaluated on a mixture prior distribution K i=1 p i /K without the component assignment used during training.
We use Gaussian distributions and generalized Gaussian distributions for the components of the mixture distributions. The probability density function of a univariate generalized Gaussian distribution is
where Γ is the Gamma function and α, β ∈ (0, +∞) are parameters. The assumption made in our analysis in Section 3.2 suggests that the components of prior distributions should be far from each other and have a small overlap. We observe that Gaussian distributions are too heavy-tailed and components must be placed far away from each other in order to lower the out-of-distribution likelihood. To deal with this problem, we propose the use of a generalized Gaussian distribution. A generalized Gaussian distribution with parameters β = 2 and α = √ 2 is equal to a standard Gaussian distribution. A generalized Gaussian distribution with large β is light-tailed, so we use a generalized Gaussian distribution with parameters α = Γ(1/β)/Γ(3/β), β = 4 (Section 5.3). Note that the variance of a generalized Gaussian distribution using α = Γ(1/β)/Γ(3/β) is one.
Experiments
We evaluate the effect of a multimodal prior distribution on the likelihoods assigned to out-of-distribution inputs on two pairs of real image data sets: Fashion-MNIST vs. MNIST, and CIFAR-10 vs. SVHN. . "uni" denotes a standard Gaussian prior and "multi" denotes a bimodal Gaussian mixture prior. For Fashion-MNIST, we report likelihoods evaluated on test data. Bimodal priors mitigate the out-of-distribution problem.
Data Sets
We use two pairs of image data sets. The first pair is Fashion-MNIST [36] (training data) and MNIST [20] (outof-distribution inputs). The second pair is CIFAR-10 [19] (training data) and SVHN [26] (out-of-distribution inputs). For training, we use a small subset of the data sets, as using all images requires a large number of clusters to lower the out-of-distribution likelihood. For CIFAR-10, 10% random width and height shifting is applied during training as data augmentation.
Model Architecture and Training Details
Our implementation of VAE is based on the architecture described in [30, 23] . Both the encoder and the decoder are convolutional neural networks. Our implementation of Glow is based on the authors' code hosted at OpenAI's open source repository 1 . To remove spatial dependencies on the latent variables, we do not use the multi-scale architecture, and apply 1 × 1 convolution over three dimensions (width, height, channel) after the decoder. Further details are discussed in Appendix B.
Two Labels and Two Modes
We first analyze our model on simple data sets of images. Here, models are trained on images in label 1 (7) 1595.10 Glow multi Fashion-MNIST (1, 7) 2679.89 Table 1 : Negative log-likelihoods assigned to MNIST by the models trained on Fashion-MNIST. Fashion-MNIST (i) indicates that the model is trained on the images in the i-th label. "uni" denotes a standard Gaussian prior and "multi" denotes a bimodal Gaussian mixture prior. The unimodal prior models trained only on images for one label of Fashion-MNIST still exhibit the out-of-distribution phenomenon for MNIST when compared to multimodal prior models.
(Trouser) and 7 (Sneaker) in Fashion-MNIST. We compare two types of prior distributions: a standard Gaussian distribution and a bimodal Gaussian mixture distribution. The means of the bimodal priors are [±75, 0, . . . , 0] for VAE and [±50, 0, . . . , 0] for Glow. The variances are diag([1, . . . , 1]) on all the components. Figure 4 shows that the models using multimodal prior distributions correctly assign low likelihood to MNIST, the out-of-distribution data, while the models using unimodal prior distributions assign high likelihood to MNIST.
Multi-Modal Priors Force Out Out-of-Distribution
Points Our analysis in Section 3.2 suggests that multimodal prior models mitigate the out-of-distribution problem because each component is trained on simpler data. However, although the complexity of data allocated to each component is important, unimodal prior models trained on data allocated to a single component still assign high likelihoods to out-of-distribution inputs when compared to multimodal prior models (Table 1 ). Figure 5 shows that the model with the multimodal prior correctly places MNIST in an out-of-distribution area wihin the latent variable space. In contrast, MNIST and Fashion-MNIST (label 7) have large overlap within the latent variable space of the model with a unimodal prior trained only on label 7 of Fashion-MNIST. These results imply that separating in-distribution data in the latent variable space by using a multimodal prior distribution has a strong effect of forcing out-of-distribution points out of high-likelihood areas. This observation suggests a new approach for mitigating the out-of-distribution phenomenon; improving latent variable design. Figure 6 : Relationships of the distance between two components and the mean log-likelihoods assigned to MNIST by models trained on Fashion-MNIST (label 1 and 7). While likelihoods assigned to out-of-distribution inputs are sensitive to the distance between components regardless of component choice, the Gaussian mixture priors require much larger distances to lower the likelihood assigned to out-ofdistribution inputs. The histograms and the mean values of the log-likelihoods are reported in Appendix F.1
Distance between Two Components We analyze the relationship of the likelihoods assigned to out-of-distribution inputs and the distance between two components using two types of distributions: Gaussian and generalized Gaussian mixture distributions. Figure 6 shows the mean loglikelihoods assigned to MNIST by the models trained on Fashion-MNIST (label 1 and 7) with different types and component distances of prior distributions. Likelihoods assigned to out-of-distribution inputs are sensitive to the distance between components regardless of the component choice. However, models using Gaussian mixture priors require larger distances to lower the out-of-distribution likelihoods. A generalized Gaussian prior (β = 4) is particularly effective at assigning low likelihoods to out-ofdistribution inputs even with much smaller distances between components. The means of the bimodal distributions are [±d/2, 0, . . . , 0], and the variance is diag([1, . . . , 1]) for all the components. Note that the likelihoods assigned to the test data of Fashion-MNIST (label 1 and 7) are relatively unaffected by the distance between two components (Appendix F.1).
Second Order Analysis Our analysis in Section 3.2 suggests that the conditional expectation of the squared distances from the mean of the images generated from the modes, i.e. σ 2
Di,h,w,c , influence the assigned likelihoods. We show that our experimental results are consistent with the analysis. Note that this is not the only influencing factor that lowers the out-of-distribution likelihood as mentioned above. Figure 7a Figure 7c shows the per-dimensional variance of images in Fashion-MNIST (label 1 and 7) and MNIST. In contrast to our analysis, the analysis by Nalisnick et al. [23] for unimodal prior models suggests that the models assign higher likelihood to an adversarial distribution if the perdimensional variance is small. As has been reported in [23] , most pixels of images found in MNIST have low variance, and this is consistent with the result that MNIST is assigned higher likelihood when a standard Gaussian prior is used. The differences between these two types of histograms provide an intuitive explanation for the difference between likelihoods assigned to out-of-distribution inputs by models using unimodal and multimodal prior distributions.
Results on Complex Data Sets
We evaluate our proposition on more complex data sets. While multimodal priors assign lower likelihoods, the effect is especially limited on Glow. The results on Glow may be affected by the spatial dependencies on the latent variables, and our efforts to remove the dependencies may not be sufficient. Our observations suggest that Glow requires further modifications to solve this problem, so we leave this problem for future work. More investigation into latent variable space as well as separation of data sets is required for further performance. Alternatively, our method can be used in tandem with other techniques such as [12, 24] .
Fashion-MNIST (label 0, 1, 7, 8) vs MNIST We evaluate our method on a VAE trained on label 0, 1, 7, and 8. (T-shirt, Trouser, Sneaker, and Bag). We Figure 8 shows that the models using standard Gaussian priors produce the out-of-distribution phenomenon on MNIST, while the models using Gaussian mixture priors do to a lesser degree.
CIFAR-10 (label 0 and 4) vs SVHN
We find that images for one label in CIFAR-10 are still too diverse for our method. Therefore, we apply k-means and separate the images in label 0 and 4 of CIFAR-10 into four respective clusters, and we use images in one cluster of each label. We compare the models using a standard Gaussian prior and a bimodal Gaussian mixture prior with means [±100, 0, . . . , 0] for VAE, and [±200, 0, . . . , 0] for Glow. Figure 9 shows that the models with multimodal priors assign lower likelihoods to SVHN compared to the models using unimodal prior distributions. However, this effect is limited on Glow. We hypothesize that images in each cluster are still too diverse for Glow with our settings. These results imply that it is difficult to adopt our method if a data set does not consist of low-variance and distant clusters, and further study is required particularly for Glow. Figure 9 : Likelihood assigned by models trained on CIFAR-10 (label 0 and 7). The models using standard Gaussian priors assign higher likelihood to SVHN. The models using multimodal priors mitigate this problem while the effect is limited on Glow.
Conclusion and Discussion
We analyzed the influence of prior distribution choice of deep generative models on the likelihoods assigned to outof-distribution inputs. Recent work [23, 5] on deep generative models with unimodal prior distributions has shown that these models can assign higher likelihoods to out-ofdistribution inputs than to training data. In this paper, we showed that models using multi-modal prior distributions lower the likelihoods assigned to out-of-distribution inputs for Fashion-MNIST vs. MNIST and CIFAR10 vs. SVHN. We also provided theoretical explanations for the advantages of the use of multi-modal prior distributions.
Unfortunately, our experimental results suggested that it is difficult to apply our method to complex data sets even when we use prior knowledge. Thus, our work demonstrates the limitation of the high-dimensional likelihoods yet again, and encourages future work on alternative metrics such as [5, 24] . Nevertheless, our work is the first to show that likelihoods assigned to out-of-distribution inputs are affected by the choice of the prior distribution, which has been mainly studied as a way to improve the representative ability of deep generative models for in-distribution data. Our observations motivate further study on the prior distributions of deep generative models, as well as on methods to control the structure of the latent variables to make the model likelihood sensitive to out-of-distribution inputs.
Supplimentary Material of "Likelihood Assignment for Out-of-Distribution Inputs in Deep Generative Models is Sensitive to Prior
Distribution Choice"
A. Second Order Analysis
In this section, we present detailed explanations for the analysis in Section 3.2. We adopt the assumption that the probability distribution function of of the given generative model p can be approximated by mixture distribution log p(x; θ)
where p i corresponds to each component that can be approximated by a Gaussian distribution. For simplicity, we assume that the components are assigned the uniform weights, and have equal variances. In addition, corresponding to the nature of the data sets that we are considering, we assume that components of the distribution are far from each other and have small variances. Under the assumptions, we can approximate the probability distribution for each input by taking the value from the component that yields the maximum value for the data:
. Thus, we can write the expectation by the training data distribution p * as
where D * i represents in-distribution data allocated to the ith component and w * i is the ratio of data allocated to the i-th component satisfying
We can also expand the expectation by the adversarial distribution q
i represents out-of-distribution data allocated to the i-th component, and w i is the ratio of data allocated to i-th component satisfying
Since we assume that each component can be approximated by a Gaussian distribution, we use second order approximation for each component:
Here, x i is the mean of images generated from each component. Therefore, ∇x i log p(x i ; θ) T (x −x i ) 0 since argmax x log p i (x; θ)
x i . Thus we can expand the conditional expectation as
where
, and it is assumed to be diagonal as in [23] . Furthermore,
Note that Σ D * i and Σ Di are not the variance matrices asx i are the mean images of the generative model.
Because we assume that variances of all components are identical, log p i (x i ; θ) can be approximated to be identical for all i. Finally, we can write the difference of the two log-likelihoods (Equation 1) in a relatively simple form in parallel with the first line of Equation 5 in [23] :
If we assume that each p i is precisely a Gaussian distribution, we can simply compute the Hessian in Equation 6. However, because this assumption is too strong, Nalisnick et al. [23] expanded this formula by adopting the assumption that the generative model is constant-volume Glow (CV-Glow). Although we do not use CV-Glow in our experiments, we apply the expression derived by Nalisnick et al. [23] :
where σ 2 ψ is the variance of a component of the prior distribution (we assume all components have identical variance) and σ 2
Di,h,w,c are diagonal elements of Σ Di . u l,c,j is the weight of the l-th 1x1 convolution of Glow, which is fixed for any inputs. h and w index the input spatial dimensions, c indexes the input channel dimensions, l indexes the series of flows, and j indexes the column dimensions of the C l × C l kernel. We assume that each component of the generative model p i (x; θ) corresponds to a component of prior distribution p i (z; ψ). Finally, we arrive Equation 2.
B. Experimental Settings
We present model architectures and training settings of the experiments shown in Section 5.
VAE Our implementation of VAE [18] is based on the architecture described in [30, 23] . Both the encoder and the decoder are convolutional neural networks described in Table 2 and 3. We use batch normalization [13] after every convolutional layer except for the last layer of the encoder and the decoder. All the convolutional layers in the decoder use ReLU [22] as an activation function after batch normalization. After the final layer of the decoder, we apply the softmax function, and assume i.i.d. categorical distributions on pixels as visual distributions.
We perform training for 1,000 epochs using the Adam optimizer [17] (β 1 = 0.5, β 2 = 0.9) with a constant learning rate of 1e−3. We use 5,000 sample points to approximate test likelihoods.
Operation
Kernel Strides Channels Pad Glow For our experiments of Glow [16] , our implementation is based on the code hosted at OpenAI's open source repository 2 . For Fashion-MNIST vs. MNIST, we use 1 block of 32 affine coupling layers, squeezing the spatial dimension after the 16-th layer. For CIFAR-10 vs. SVHN, we use 1 block of 24 affine coupling layers, squeezing the spatial dimension after the 8-th and 16-th layer.
To alleviate the spatial dependencies on the latent variables, we do not use the multi-scale architecture, which splits the latent variables after squeezing [9] . In addition, we apply 1 × 1 convolution over three dimensions (width, height, channel) after the encoder, and apply the inverse operation before the decoder. In the implementation, we add the code in Listing 1 after the encoder, and add the inverse operation before the decoder. Moreover, we add a small positive value (0.1 in our implementation) to the scale of affine coupling layers to stabilize the training as suggested at 3 . While Nalisnick et al. [23] remove actnorm and apply their original initialization scheme, we use actnorm and apply the original initialization scheme in the OpenAI's code.
We perform training for 1,000 epochs using the Adam optimizer in accordance with the OpenAI's code. We use a learning rate of 1e−3, which is linearly annealed from zero over the first 10 epochs.
Kernel Strides Channels Pad Listing 1: Code added for permutation after the encoder of Glow to remove the spacial dependencies on latent variables. The inverse operation is added before the decoder.
C. Simple Artificial Data
For artificial data used in Section 3.1, we compare the likelihoods assigned to in-distribution and out-ofdistribution data to show that a standard Gaussian prior can assign high likelihoods to out-of-distribution inputs. The indistribution data is generated from a two-dimensional Gaussian mixture distribution whose means are [±3.5, 0] and variance is diag([0.5, 1]), and the out-of-distribution data is sample points from a two-dimensional Gaussian distribution with zero mean and 0.01 variance Figure 2c shows that out-of-distribution inputs does not have any overlap with in-distribution data. However, Figure 10a shows that the log-likelihoods assigned for in-distribution and out-ofdistribution inputs by the model using a standard Gaussian prior are similar. On the contrary, the model using a multimodal prior distribution assigns much lower likelihoods to out-of-distribution inputs.
This phenomenon is more serious for high dimensional data. The in-distribution data is generated from a 10 dimensional Gaussian mixture distribution whose means are [±3.5, 0, . . . , 0] and variances are diag([0.5, 1, . . . , 1]) for both components. The out-of-distribution data is generated from a 10 dimensional Gaussian distribution with zero mean and 0.01 variance. Figure 10b , c shows that the loglikelihoods assigned by the model using a standard Gaussian prior assigned to out-of-distribution inputs are much higher than those assigned to in-distribution data, although the model using a multimodal prior assigns much smaller likelihoods to out-of-distribution inputs. Figure 10 : (a) Histograms of the log-likelihoods assigned to training and out-of-distribution data by flow-based generative models trained on simple two-dimensional Gaussian mixture data in Section 3.1. "uni" denotes a unimodal prior, and "multi" denotes a multimodal prior. While a model with a unimodal prior assigns relatively high likelihoods to out-of-distribution inputs, a model with a multimodal prior assigns much lower likelihoods to out-of-distribution inputs. (b, c) The histograms of the log-likelihoods assigned by flow-based generative models for 10 dimensional data. The out-of-distribution problem is more serious for highdimensional data. on the Glow. Figure 12 shows the images corresponding to the means of the unimodal prior distributions of the VAE and Glow. The mean images of the a bimodal prior VAE are similar to the images in each cluster. However, the mean image of the standard Gaussian prior VAE is different from the training data. For Glow with a standard Gaussian prior, while the mean image is similar with in-distribution data, some images from random sampling of Glow are different from the training data. The results suggests that the models with unimodal prior distribution can assign high likeli- hoods to out-of-distribution inputs because they can contain out-of-distribution inputs in their high likelihood areas or typical sets.
D. Mean Images of Clusters

E. K-means Clustering for CIFAR-10
In the experiments reported in Section 5.4, we separate the images in label 0 and 4 of CIFAR-10 by k-means clustering (k = 4) initialized by k-means++ [1] respectively. Figure 13 shows sample images from the clusters and the per-dimensional variance of the images in each cluster. The histograms show that k-means clustering successfully decreases the per-dimensional variance. In our experiments, we use images in the cluster corresponding to the second rows.
(a) Sample images in four clusters of label 0. Each row corresponds to one cluster. We use the images in the second row. 
F. Additional Experimental Results
We show additional materials for the results reported in Section 5. Figure 14 : Distances between two components and loglikelihoods assigned to MNIST by models trained on Fashion-MNIST (label 1 and 4). The results in these images correspond to those in Figure 6 .
F.1. Distance between Two Components
(label 1, 7) using different distances between two components. Figure 14 shows the histograms corresponding to the results reported in Figure 6 . The likelihoods assigned to the test data of Fashion-MNIST are not affected by the distances between two components significantly compared to those assigned to MNIST. Figure 15 : Distances between two components and the loglikelihoods assigned to test data (Fashion -MNIST (1, 7) ) by VAEs trained on Fashion- MNIST (1, 7) . The likelihoods assigned to the test data are relatively not affected by the distance between two components. Figure 16 shows the log-likelihoods assigned to MNIST and the test data by models with standard Gaussian priors trained on Fashion-MNIST (label 1 or 7). Although the models assign lower likelihood to MNIST, the effect of alleviating the out-of-distribution behaviour is not significant compared to that of the model using a multimodal prior. Figure 16 : Histograms of the log-likelihoods assigned by models with standard Gaussian priors trained on Fashion-MNIST (label 1 or 7). The results corresponds to those in Table 1 . While the models trained on a simpler data set assign lower likelihoods to out-of-distribution inputs, the models using multimodal distributions assign much lower likelihoods. Figure 17 shows the histograms of the latent variables of the models with bimodal prior distributions trained on Fashion-MNIST (label 1, 7). For the results on VAE, we show the histograms of the means of posterior distributions. Figure 19 shows the histograms of the latent variables on the Figure 19 : Histograms of the latent variables on the models with standard Gaussian prior trained on Fashion-MNIST label 1 or 7. We select the dimension whose mean of the latent variables of MNIST is farthest from zero. dimension whose mean of the latent variables of MNIST is farthest from zero (the mean of the prior distributions), the latent variables of MNIST have a large overlap with those of Fashion-MNIST on the models with unimodal prior distributions, especially on Glow. Figure 18 shows the histograms of the latent variables of the models with bimodal prior distributions trained on CIFAR-10 (label 0, 4). In contrast to Fashion-MNIST vs. MNIST, the latent variables of SVHN are located near the in-distribution areas.
F.2. unimodal Prior Models Trained on Simpler Data
F.3. Histograms of the Latent Variables
