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Z-GRADED SIMPLE RINGS
J. BELL AND D. ROGALSKI
Abstract. The Weyl algebra over a field k of characteristic 0 is a simple ring of Gelfand-Kirillov dimension
2, which has a grading by the group of integers. We classify all Z-graded simple rings of GK-dimension
2 and show that they are graded Morita equivalent to generalized Weyl algebras as defined by Bavula.
More generally, we study Z-graded simple rings A of any dimension which have a graded quotient ring
of the form K[t, t−1;σ] for a field K. Under some further hypotheses, we classify all such A in terms of
a new construction of simple rings which we introduce in this paper. In the important special case that
GKdimA = tr. deg(K/k) + 1, we show that K and σ must be of a very special form. The new simple rings
we define should warrant further study from the perspective of noncommutative geometry.
1. Introduction
Let k be an algebraically closed field. The Weyl algebra, A = k〈x, y〉/(yx − xy − 1), is one of the most
important and well-studied examples in noncommutative algebra. As is well-known, it has Gelfand-Kirillov
(GK) dimension 2, and when char k = 0 it is a simple ring—in fact, in some sense it is the prototypical
non-artinian simple ring. The ring A has a Z-grading with deg x = 1, deg y = −1 which has been exploited
to interesting effect in some recent work. In particular, the category Gr-A of Z-graded A-modules was shown
by Paul Smith to be equivalent to the category of quasi-coherent sheaves on a certain stack of dimension one
[Sm]; thus, one may interpret this category as a noncommutative curve. Smith’s work was inspired by earlier
work of Sue Sierra, who studied the properties of Gr-A and showed that the class of Z-graded rings with an
equivalent graded module category is surprisingly varied, and even includes many non-simple examples [Si].
Much work in noncommutative algebraic geometry has concentrated on analogs of projective schemes, and
in particular has focused on N-graded algebras. The results above suggest that it would be interesting to
consider Z-graded algebras, and the geometry of their graded module categories, more thoroughly.
In this paper, we focus on the problem of finding and studying other examples of Z-graded rings that
generalize the Weyl algebra in various ways. In particular, this project originally began with following
question: what are the other Z-graded simple domains of GK-dimension 2? We give a complete answer
to this question in the next theorem. First, we review some definitions. Recall that given a Z-graded k-
algebra A which is an Ore domain, localizing at the set of nonzero homogeneous elements yields the graded
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quotient ring Qgr(A), which has the form of a skew-Laurent ring D[t, t
−1;σ] for some division ring D with
automorphism σ. By a graded Morita equivalence between two Z-graded algebras A and B, we mean an
equivalence of the full module categories over these rings which also restricts to an equivalence of their
subcategories of Z-graded modules.
Theorem 1.1. (Theorem 5.7) Let k be an algebraically closed field and let A =
⊕
Ai be a Z-graded finitely
generated simple k-algebra which is a domain of GK-dimension 2 with Ai 6= 0 for all i ∈ Z.
(1) The graded quotient ring of A has the form Q = Qgr(A) ∼= K[t, t−1;σ], where K = k(u) is a rational
function field in one variable. Let T = A0. We can choose u so that either
(A) σ(u) = u+ 1, T = k[u], and chark = 0; or
(B) σ(u) = pu for some non-root of unity p ∈ k∗, and T = k[u, u−1].
(2) A is graded Morita equivalent to a generalized Weyl algebra T (σ, f), for some f ∈ T which does not
have two distinct roots on any σ-orbit.
The generalized Weyl algebras are an interesting class of rings defined by Bavula in [Bav] and studied
extensively studied by him and others; one possible definition of these rings is given later in the introduction.
As it turns out, both parts of Theorem 1.1 have surprisingly strong generalizations to rings of higher
dimension, and the theorem is obtained as a very special case of these more general results. First we describe
the generalization of part (1). The theorem implies in particular that the graded quotient ring Qgr(A) is
of the form K[t, t−1;σ] for a field K of transcendence degree 1 over k. This is closely related to a well-
known result of Artin and Stafford [AS, Theorem 0.1], which proves that the graded quotient rings of finitely
generated N-graded domains of GK-dimension 2 must have this form. In general, we say that a Z-graded
Ore domain A is birationally commutative if its graded quotient ring has the form Qgr(A) ∼= K[t, t−1;σ] for
a field K. Since Z-graded simple domains may be too large a class to analyze, we attempt to generalize to
higher dimension more narrowly by adding the hypothesis of birational commutativity. If A is a birationally
commutative Z-graded domain with graded quotient ring K[t, t−1;σ], the GK-dimension of A is at least as
big as tr. deg(K/k)+1, but there are many examples where it is bigger (for instance, see Example 3.2 below).
It turns out that rings satisfying GKdim(A) = tr. deg(K/k)+1 behave especially well, and so we add this as
a hypothesis also. Finally, it is convenient to assume that the center of Qgr(A) = K[t, t
−1;σ] is as small as
possible, that is, equal to k. Morally, this should be thought of as a weaker hypothesis than assuming that
A is simple (for example, it is automatic if A is primitive, noetherian, and k is uncountable). With these
restrictions, we can prove the following higher-dimensional analog of Theorem 1.1(1).
Theorem 1.2. (Theorem 5.5) Let k be an algebraically closed field. Suppose that A is a finitely generated
Z-graded k-algebra which is an Ore domain with graded quotient ring Q = Qgr(A) = K[t, t−1;σ], where K
is a field with tr. degK/k = d and GKdim(A) = d+ 1. Assume that Q has center k.
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Then K = k(x1, . . . , xd) is a rational function field in indeterminates xi over k, and A0 ⊆ T where
σ(T ) = T and one of the following two cases occurs:
(A) σ(x1) = x1+1, σ(xi) = pixi for all i ≥ 2, for some p2, . . . , pd which generate a free abelian subgroup
of k×, char k = 0, and T = k[x1, x
±1
2 , . . . , x
±1
m ]; or
(B) σ(xi) = pixi for all i ≥ 1, for some p1, . . . , pd which generate a free abelian subgroup of k×, and
T = k[x±11 , x
±1
2 , . . . , x
±1
m ].
Moreover, if A is simple, then A0 = T .
To describe our generalization of part (2) of Theorem 1.1, we first need some notation. Suppose that R
is a commutative noetherian k-algebra with an automorphism σ : R → R. Let X = SpecR and let Z be
a closed subset of X such that σi(Z) ∩ Z = ∅ for all i 6= 0. We say that such a closed subset is σ-lonely.
Let H and J be ideals of R such that SpecR/H and SpecR/J are contained in Z as sets. We define a ring
B(Z,H, J) as follows:
B(Z,H, J) =
⊕
n∈Z
Int
n ⊆ R[t, t−1;σ],
where I0 = R, In = Jσ(J) · · ·σn−1(J) for n ≥ 1, and In = σ−1(H)σ−2(H) · · ·σn(H) for n ≤ −1. To give a
specfic example, the generalized Weyl algebra T (σ, f) appearing in Theorem 1.1 is isomorphic to B(Z,H, T ),
where R = T and σ are as in that theorem, and Z is the closed subset of X = SpecT defined by the principal
ideal H = (σ−1(f)) (see the proof of Theorem 5.7 below). In Proposition 2.18, we will show that the ring
B(Z,H, J) is simple as long as σ : X → X is a wild automorphism, that is, X has no closed subsets Y with
σ(Y ) = Y other than Y and ∅. We also prove that B(Z,H, J) is noetherian if the σ-orbit of the subset Z
is critically dense in X , but not strongly noetherian if Z has codimension at least 2 in X (see Section 2 for
the definitions of these terms and some further discussion).
Our main classification result shows that in wide generality, birationally commutative simple Z-graded
domains must be very closely related to the rings B(Z,H, J). Given any Z-graded subring A of K[t, t−1;σ]
with A = R, where K is the field of fractions of R, and an invertible R-module M ⊆ K, we define a new
algebra A′ =
⊕
n∈ZMnAn which we call the Pic(X)-twist of A by M , where Mn = Mσ(M) . . . σ
n−1(M)
andM−n = [σ
−1(M) . . . σ−n(M)]−1 for n ≥ 0. The rings A and A′ are not Morita equivalent in general, but
they do have equivalent Z-graded module categories.
Theorem 1.3. (Theorem 4.10) Let k be algebraically closed field. Let A be a simple Z-graded k-algebra which
is finitely generated as an algebra and a birationally commutative Ore domain with Qgr(A) ∼= K[t, t−1;σ].
Assume that either char k = 0 or that tr. degK/k = 1. Let R = A0 and X = SpecR. Suppose that R is
noetherian algebra such that (i) the integral closure of R is a finite R-module; and (ii) the singular locus of
X = SpecR is a closed subset of X.
Then R is a regular ring with σ(R) = R, and σ is a wild automorphism of X. Moreover, some Pic(X)-
twist of A is graded Morita equivalent to B(Z,H, J), for some σ-lonely subset Z ⊆ X and ideals H, J
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such that R/H and R/J are supported along Z. In particular, the categories of graded modules Gr-A and
Gr-B(Z,H, J) are equivalent.
The assumptions on chark and on R = A0 in the theorem above may just be artifacts of our proof,
as we have no examples showing that any of these assumptions is necessary. In any case, (i) and (ii) are
very weak assumptions which hold for all excellent rings, in particular for any finitely generated k-algebra
R. Unfortunately, the assumption that A is finitely generated as an algebra does not imply that R = A0
is finitely generated, and there are many examples satisfying the theorem for which A0 is indeed infinitely
generated as an algebra. On the other hand, in the important special case of Theorem 1.3 where we also
assume the hypotheses of Theorem 1.2 (in particular that GKdim(A) = tr. deg(K/k)+1), then that theorem
shows in particular that A0 = T is finitely generated, and so (i) and (ii) become automatic.
Birationally commutative connected N-graded algebras have been studied extensively, particularly those
of GK-dimension 3 where there is now a detailed classification; see [RS] and [Si]. The analysis of such
birationally commutative algebras in higher dimension seems to be a very difficult problem, so it is surprising
that in the Z-graded simple setting we are able to prove a dimension-independent structure theorem such
as Theorem 1.3. Birationally commutative N-graded algebras have provided many examples of rings which
are noetherian but not strongly noetherian, and the rings B(Z,H, J) show that there are also such examples
which are simple and Z-graded.
To close, we discuss a few further questions. First, we have not devoted a lot of study to the representation
theoretic or geometric properties of the categories of graded modules over the simple rings we construct in
this paper. Given a ring of the form B(Z,H, J), is its category of Z-graded modules equivalent to the
category of quasi-coherent sheaves on some stack, as in Smith’s work on the Weyl algebra [Sm]? Next, in
order to fully understand what simple rings B(Z,H, J) are possible, one would like to understand what
are the wild automorphisms σ of regular noetherian schemes X = SpecR, and which closed subsets Z are
σ-lonely. The question about wild automorphisms is a close counterpart to a similar question about wild
automorphisms of projective varieties studied in [RRZ]; see Remark 5.4 below for more discussion. We do
study here the question of which subsets are σ-lonely in the case that X = SpecT and σ are of the form
occurring in Theorem 1.2. In this case we can fully characterize σ-lonely subsets Z of codimension 1 in X
(see Theorem 6.1 below), but the characterization for Z of arbitrary codimension is open. Finally, one of our
hopes for this project was to produce some interesting new examples of simple algebras which might serve
as a testing ground for conjectures about simple rings. One famous such open question is the following: can
every right ideal of a simple noetherian ring be generated by at most 2 elements [GW, Appendix, Question
19]? It would be interesting to study this question for the simple rings of the form B(Z,H, J).
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2. Some simple Z-graded algebras
Throughout this paper, k will be an algebraically closed field. In some later results it will be convenient to
assume further that k is uncountable or of characteristic 0. All rings in this paper will be algebras over the
field k, and all schemes will be k-schemes, though we will not always emphasize this explicitly.
In this section, we construct some interesting examples of simple algebras, and study their properties.
Some special cases of our construction include well-known examples such as generalized Weyl algebras and
rings Morita equivalent to them, but to our knowledge our class of examples has not been considered
previously as a whole.
To begin the section, we define the useful notion of cycle on an orbit of a closed subset.
Definition 2.1. Let X be a scheme with automorphism σ : X → X . For any closed subset Z of X , we
define Zi = σ
−i(Z) for each i ∈ Z. A cycle supported on the orbit of Z will be an element of the free abelian
group on the Zi. Essentially we treat the Zi as formal symbols, which should be thought of as distinct
regardless of whether the corresponding closed subsets are. However, in our intended applications we will
usually have Zi ∩ Zj = ∅ for i 6= j anyway.
We call a cycle effective if all of its coefficients are nonnegative. If D and E are cycles then we write
D ≥ E if D − E is effective. We write max(D,E) for the smallest cycle F such that F − D and F − E
are effective, and define min(D,E) similarly. Given a cycle D =
∑
i aiZi, we write σ
j(D) for the cycle∑
i aiσ
j(Zi) =
∑
i aiZi−j =
∑
i aj+iZi.
The symbols Zi in a cycle
∑
aiZi are primarily placeholders and the combinatorics of the integers ai will
be our main concern. Typically ai will measure the multiplicity of vanishing of a function or ideal along the
closed subset σ−i(Z). We will not apply intersection theory to cycles.
Definition 2.2. Let X be a scheme, let σ : X → X be an automorphism and let Z ⊆ X be a closed subset.
Let G be any cycle
∑
aiZi. We define for each n ∈ Z a cycle Gn, as follows. Set G0 = 0. For n ≥ 1, let
Gn = G+ σ
−1(G) + · · ·+ σ−n+1(G), and let G−n = −σ(G)− σ2(G)− · · · − σn(G).
We have the following trivial properties of this definition, whose proofs we leave to the reader.
Lemma 2.3. Fix a cycle G on the σ-orbit of Z and define Gn as in Definition 2.2.
(1) Gn = −σ−n(G−n) for any n ∈ Z.
(2) Gm + σ
−m(Gn) = Gm+n for all m,n ∈ Z. 
The special cycles in the following definition will play a crucial role below.
Definition 2.4. A cycle of the form G =
∑n
i=m aiZi with m ≤ n is pleasantly alternating if am = 1 = an
and the nonzero ai with m ≤ i ≤ n alternate strictly between 1 and −1. We say that G is a trivial pleasantly
alternating sequence if m = n and so G = Zm.
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For example, Z−3 − Z−1 + Z0 − Z5 + Z6 is pleasantly alternating.
We work out some of the basic combinatorial properties of the cyclesGn, where G is pleasantly alternating,
in the next two results.
Lemma 2.5. Let X be a scheme with automorphism σ and let Z ⊆ X be a closed subset. Let G =
∑s
i=r giZi
be a pleasantly alternating cycle on the orbit of Z with with gr = gs = 1, and let N = s − r. Write
Gn =
∑
i gn,iZi.
(1) Gn has all of its coefficients in {−1, 0, 1}, for n ∈ Z. Moreover, Gn has all of its coefficients in
{0, 1} for n ≥ N and in {0,−1} for n ≤ −N .
(2) For any i ∈ Z, gn,i is constant for all n≫ 0, say gn,i = a, for all n≫ 0. Similarly, gn,i = b for all
n≪ 0, some b. Either a = 0 and b = −1, or a = 1 and b = 0.
(3) For n ≥ N , min(Gn,−G−n) = min(Gn, σn(Gn)) = 0.
Proof. (1) By definition, for n ≥ 0 we have
Gn =
n−1∑
j=0
σ−j(G) =
n−1∑
j=0
∑
i
giZi+j =
∑
k
n−1∑
j=0
gk−jZk,
from which we see that Gn =
∑
i gn,iZi where gn,i =
∑n−1
j=0 gi−j =
∑i
j=i−n+1 gj. Each such number is a sum
of consecutive coefficients in G and, since G is pleasantly alternating, is a number in {−1, 0, 1}. Moreover,
if we put di =
∑
{j∈Z|j≤i} gj for each i ∈ Z, then clearly gn,i = di for all n≫ 0. Also, each di ∈ {0, 1} since
G is pleasantly alternating. If n ≥ N , then gn,i is a sum of at least N consecutive coefficients of G and so
must lie in {0, 1}. Thus Gn is effective for n ≥ N .
If instead n < 0, since Gn = −σ−n(G−n) the result follows.
(2) the proof of (1) showed that gn,i is constant equal to di for n≫ 0. We claim that for any i, gn,i+n is
also constant for n ≫ 0. Since gn,i+n =
∑i+n
j=i+1 gj , we get for n ≫ 0 that gn,i+n = ei =
∑
j≥i+1 gj. Note
that di + ei =
∑
j∈Z gj = 1.
Now it is easy to check that the equation Gn = −σ−n(G−n) implies that gn,i = −g−n,i−n = −ei for
n ≪ 0. So in the notation of the lemma, a = di and b = −ei. Since di + ei = 1, either a = di = 0 and
b = −ei = −1, or else a = di = 1 and b = −ei = 0.
(3) This follows from a similar calculation as in part (2). Namely, for n ≥ N we need gn,i and −g−n,i to
not both be 1. We calculated that gn,i =
∑i
j=i−n+1 gj and −g−n,i = gn,i+n =
∑i+n
j=i+1 gj. By the definition
of pleasantly alternating sequence, these numbers cannot both be 1. 
There is a kind of converse to Lemma 2.5(3) which we give next.
Lemma 2.6. Let Z ⊆ X be a closed subset of a scheme X with automorphism σ. Let G =
∑s
i=r giZi be a
cycle supported on the orbit of Z and let N = s− r.
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Define Gn as in Definition 2.2 and suppose that Gn is effective for all n ≫ 0. Then either there is
r ≤ i ≤ s − 1 such that Zi ≤ min(Gn, σn(Gn)) for all n ≥ N , or else min(Gn, σn(Gn)) = 0 for all n ≥ N .
In the latter case, G is a nonnegative multiple of a pleasantly alternating cycle.
Proof. By shifting indices we may assume that G is of the form G =
∑N
i=0 giZi. Write Gn =
∑
i gn,iZi for
each n, and let di =
∑
j≤i gj and ei =
∑
j>i gj as in the proof of Lemma 2.5. Let d =
∑
j∈Z gj. The same
calculation as in Lemma 2.5 shows that for n ≥ N we have
(2.7) Gn = d0Z0+d1Z1+· · ·+dN−1ZN−1+dZN+dZN+1+· · ·+dZn−1+e0Zn+e1Zn+1+· · ·+eN−1Zn+N−1.
The hypothesis that Gn is effective for n ≫ 0 now forces di ≥ 0 and ei ≥ 0 for all i. Taking i in the range
0 ≤ i ≤ N − 1, we see from (2.7) that min(Gn, σn(Gn)) ≥ Zi for all n ≥ N , if ei > 0 and di > 0.
Otherwise, since ei + di = d for each i we must have either di = d and ei = 0, or else di = 0 and
ei = d. Then from (2.7) we get min(Gn, σ
n(Gn)) = 0 for n ≥ N . Moreover, since d−1 = 0, dN = d, and
di+1 = di + gi+1 for each i, we see that gi ∈ {−d, 0, d} for 0 ≤ i ≤ N − 1. Finally, the only way we can
obtain di ∈ {0, d} for all i is for G to be d times a pleasantly alternating cycle. 
Before we define the simple rings of main interest in this section, we need one more definition.
Definition 2.8. Let X be a scheme, and let σ : X → X be a automorphism. A closed subset Z of X is
σ-lonely (or just lonely if σ is understood) if Z ∩ σi(Z) = ∅ for all 0 6= i ∈ Z.
Definition 2.9. Let X = SpecR, where R is a noetherian commutative domain which is a k-algebra with
k-automorphism σ : R→ R. Let σ : X → X also denote the corresponding automorphism of X . Let Z be a
σ-lonely closed subset of X and let Zi = σ
−i(Z) for all i ∈ Z. Let G be a pleasantly alternating cycle on the
orbit of Z, and let Gn be defined for each n ∈ Z as in Definition 2.2. Let H and J be ideals of R defining
closed subsets contained in Z. Note that R/σi(H) and R/σi(J) are supported along σ−i(Z) = Zi.
Given a cycleD =
∑
aiZi on the orbit of Z with coefficients ai ∈ {0, 1}, we putH [D] =
∏
{i∈Z|ai=1}
σi(H),
and similarly for the ideal J . Note that σi(H [D]) = H [σ−i(D)]. For an arbitrary cycle D we put D+ =
max(D, 0).
Now we define
B(G,H, J) =
⊕
Int
n ⊆ R[t, t−1;σ],
where In = H [(−Gn)+]J [G+n ] for each n. We allow the special case H = R or J = R, and in fact we
immediately have the useful decomposition
B(G,H, J) = B(G,R, J) ∩B(G,H,R).
We will verify that B(G,H, J) is a ring in the next result, which also gives some basic properties of these
rings. Deeper properties will be proved later in the section, after we have studied Morita equivalence for
these algebras.
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Lemma 2.10. Assume the setup and notation of Definition 2.9. Write G =
∑s
i=r aiZi for some r ≤ s with
ar = as = 1, and let N = s− r.
(1) B = B(G,H, J) is a subring of R[t, t−1;σ].
(2) BmBn = Bm+n for all m,n ≥ N and m,n ≤ −N . In particular, B is generated as a k-algebra by⊕m
n=−mBn, where m = 2N − 1 if N > 0 and m = 1 if N = 0. If R is a finitely generated k-algebra,
then B is a finitely generated k-algebra.
(3) BnB−n +B−nBn is the unit ideal of R = B0, for all n ≥ N .
(4) Any right (or left) ideal I of B containing B≤−m⊕B≥m for some m ≥ 0 is the unit ideal of B. As a
consequence, any Z-graded right module M is generated as a module by M≤−n⊕M≥n for any n ≥ 0.
Proof. (1) It is enough to prove that B(G,R, J) and B(G,H,R) are subrings, and by symmetry we only
need to do this only for B = B(G,R, J). We need BmBn ⊆ Bn+m, or equivalently J [G+m]t
mJ [G+n ]t
n ⊆
J [G+m+n]t
m+n. This in turn is equivalent to J [G+m]σ
m(J [G+n ]) = J [G
+
m]J [σ
−m(G+n )] ⊆ J [G
+
m+n]. This
inclusion follows from the equation Gm + σ
−m(Gn) = Gm+n, together with the following observation: since
all of the cycles Gi have coefficients in {−1, 0, 1} by Lemma 2.5(1), if Gm+n has a coefficient of 1 along Zi,
then either Gm or σ
−m(Gn) must have a coefficient of 1 along Zi as well.
(2) By Lemma 2.5(1), Gn is effective for n ≥ N , so Bn = J [Gn]tn for n ≥ N . Then since Gm+σ−m(Gn) =
Gn+m it follows that BmBn = Bn+m for n,m ≥ N . The claims for negative degrees follow symmetrically.
It is now easy to see that B is generated as an algebra by
⊕m
n=−mBn for the given m.
Since R is noetherian, and each Bi = Vit
i with Vi ⊆ R by definition, each Bi is a finitely generated
R-module. So if R is a finitely generated algebra, then clearly B will be generated as an algebra by the
union of a finite generating set for R and a finite R-module generating set of
⊕m
n=−mBn.
(3) For n ≥ N we have Bn = J [Gn]tn and B−n = H [−G−n]t−n. Then
B−nBn +BnB−n = H [−G−n]σ
−n(J [Gn]) + J [Gn]σ
n(H [−G−n])
= H [−G−n]J [σ
n(Gn)] + J [Gn]H [−σ
−n(G−n)] = HJ [σ
n(Gn)] +HJ [Gn],
since −σ−n(G−n) = Gn. Now because min(Gn, σn(Gn)) = 0 by Lemma 2.5 and Z is σ-lonely, HJ [σn(Gn)]
and HJ [Gn] are comaximal.
(4) The first part is immediate from (3). For the statement about the module M , note that for fixed
n ≥ 0, then any x ∈ M satisfies x(B≤−m ⊕ B≥m) ⊆ M≤−n ⊕ M≥n for m ≫ 0. Thus any element of
M/(M≤−n ⊕M≥n)B has a right annihilator which contains (B≤−m ⊕ B≥m) for some m, and hence is the
unit ideal. 
The next goal is to show that some of the rings B(G,H, J) are Morita equivalent. This also helps to
explain the somewhat complicated definition of these rings, as we will see explicitly how B(G,H, J) arises
as an endomorphism ring of a progenerator over a ring B(Z,H, J). In fact we will prove that B(G,H, J)
and B(Z,H, J) are graded Morita equivalent ; that is, there is a Morita equivalence which is implemented by
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graded bimodules, and thus gives an equivalence of module categories that restricts to an equivalence of the
graded module categories.
We need a few preliminary definitions and results. For any Ore domain A with Goldie quotient ring
Q(A) = D, given right A-submodules M,N ⊆ D we may identify HomA(M,N) with {x ∈ D|xM ⊆ N}.
A similar comment holds for left submodules. If A is a Z-graded Ore domain, then the set of nonzero
homogeneous elements in A is easily checked to also satisfy the Ore condition. The localization of A at the
set of nonzero homogeneous elements is the graded ring of fractions Q = Qgr(A). Assuming that A1 6= 0,
the graded ring of fractions has the form of a skew Laurent polynomial ring Qgr(A) = D[t, t
−1;σ], for some
division ring D and t of degree 1. IfM,N ⊆ Q are Z-graded A-modules, we may identify HomA(M,N) with
{x ∈ Q|xM ⊆ N}.
Lemma 2.11. Assume the setup and notation from Definition 2.9. Let B,C be cycles on the orbit of Z
with coefficients in {0, 1}. Then
HomR(H [B], H [C]) ∩R = H [max(C −B, 0)].
Proof. We have HomR(H [B], H [C]) = {x ∈ K|xH [B] ⊆ H [C]}, where K is the field of fractions of R. Then
since Z is σ-lonely, writing B =
∑
biZi and C =
∑
ciZi we have
HomR(H [B], H [C]) ∩R =
⋂
i
[
{x ∈ K|x(σi(H))bi ⊆ (σi(H))ci} ∩R
]
,
where an ideal to the power 0 is interpreted to be R. The ith term in this intersection is clearly equal to
σi(H) if bi = 0 and ci = 1, and is equal to R otherwise. 
Lemma 2.12. Assume the setup and notation from Definition 2.9. Then there is an anti-automorphism
ψ : R[t, t−1;σ] → R[t, t−1;σ] given by the formula xtn 7→ σ−n(x)t−n. The map ψ restricts to an anti-
isomorphism B(G,H,R)→ B(G,R,H).
Proof. That ψ is an anti-automorphism of R[t, t−1;σ] is routine.
For the second statement, recall that B(G,H,R)n = H [(−Gn)+]tn and B(G,R,H)n = H [G+n ]t
n. Then
ψ(B(G,H,R)n) = σ
−n(H [(−Gn)
+])t−n = H [(−σn(Gn))
+)]t−n = H [(G−n)
+]t−n = B(G,R,H)−n,
which implies the result. 
We now prove our main result concerning Morita equivalence.
Proposition 2.13. Assume the setup and notation from Definition 2.9. Then for any i ∈ Z there is a graded
Morita equivalence between B(G,H, J) and B(G˜,H, J), where G˜ = Zi is a trivial pleasantly alternating cycle.
Proof. We concentrate first on the case where J = R. Let A = B(G˜,H,R), where G˜ = Z = Z0. Let
En = max(−G˜n, 0), where G˜n is defined in terms of G˜ as in Definition 2.2. Then A =
⊕
n∈ZH [En]t
n, where
En = 0 for n ≥ 0 and En = Zn + · · ·+ Z−1 for n ≤ −1.
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For each j ≥ 0 we define a right ideal L(j) of A. Define F
(j)
n = En + Zj , for n ≤ j, and F
(j)
n = En = 0
for n > j. Then let L(j) =
⊕
n∈ZH [F
(j)
n ]tn. To see that L(j) is a right ideal, note that A is generated in
degrees −1, 0, and 1, by Lemma 2.10(2). Obviously each graded piece of L(j) is an A0 = R-module. The
condition L
(j)
n A1 ⊆ L
(j)
n+1 translates to H [F
(j)
n ]R ⊆ H [F
(j)
n+1], which is clear since F
(j)
n ≥ F
(j)
n+1 for all n. The
condition L
(j)
n+1A−1 ⊆ L
(j)
n requires H [F
(j)
n+1]σ
n+1(σ−1(H)) ⊆ H [F
(j)
n ], which is true as long as the relation
on divisors F
(j)
n+1 + Zn ≥ F
(j)
n holds. For n < 0 this relation holds since En+1 + Zj + Zn = En + Zj. The
only other nontrivial case is n = j, for which the relation holds since 0 + Zj ≥ Zj . Now let S ⊆ N be any
finite set of nonnegative integers and define L =
⋂
j∈S L
(j). Let Fn = En +
∑
{j∈S|n≤j} Zj for all n, so we
also have L =
⊕
nH [Fn]t
n.
We compute B = EndA(LA) = {x ∈ K[t, t−1;σ]
∣∣ xL ⊆ L}. By Lemma 2.10(4), fixing any n ≥ 0,
then L is generated by L≤−n ⊕ L≥n. Thus x ∈ B if and only if xL≤n ⊆ L for all n ≪ 0 and xL≥n ⊆
L for all n ≫ 0. Write D =
∑
j∈S Zj . If x = ft
m ∈ Bm, then the equation xLn ⊆ L translates to
fσm(R) ⊆ R as long as n,m+ n > max(S). This is equivalent to f ∈ R. On the other hand, the equation
xLn ⊆ L translates to fσm(H [En + D]) ⊆ H [En+m + D] as long as n, n + m < 0. This is equivalent to
f ∈ HomR(H [σ−m(En)+σ−m(D)], H [En+m+D]). By Lemma 2.11, for n≪ 0 we have both xL−n ⊆ L and
xLn ⊆ L if and only if f ∈ H [Cm] where
Cm = max(En+m +D − σ
−m(En)− σ
−m(D), 0) = max(−G˜m +D − σ
−m(D), 0),
where we use that for any n≪ 0, En+m−σ−m(En) = −G˜n+m+σ−m(G˜n) = −G˜m. Since Cm is independent
of n ≪ 0, we see that Bm = H [Cm]tm. Now defining G = Z + σ−1(D) − D = G˜ + σ−1(D) −D, we have
Gn = G˜n+σ
−n(D)−D for all n ∈ Z, where Gn is defined in terms of G as in Definition 2.2. In other words,
Cn = max(−Gn, 0) = (−Gn)+, and B = B(G,H,R) by definition.
Next, consider the left A-module M = HomA(L,A). A very similar calculation to the one in the previous
paragraph shows that Mm = H [Ym]t
m for Ym = max(−G˜m − σ
−m(D), 0). Note that Ln =Mn = An = Rt
n
for all n ≫ 0. It follows that the ideal ML of A contains An = Rtn for all n ≫ 0, and so ML is the unit
ideal of A by Lemma 2.10(3). Similarly, LM is the unit ideal of B. This shows that the bimodules BLA and
AMB give a Morita equivalence between A = B(G˜,H,R) and B = (G,H,R) [MR, Corollary 3.5.4]. Since
these bimodules are graded, it is a graded Morita equivalence.
The above results hold just as well, of course, using the ideal J in place of H . Let Â = B(G˜, J, R),
L̂ =
⊕
n∈Z J [Fn]t
n, and M̂ = Hom
Â
(L̂, Â). By Lemma 2.12, the anti-isomorphism ψ of R[t, t−1;σ] restricts
to an anti-isomorphism Â = B(G˜, J, R)→ B(G˜, R, J). Thus L′ = ψ(L̂) is a left ideal, and M ′ = ψ(M̂) is a
right module, over the ring A′ = B(G˜, R, J). Moreover, B′ = End(A′L
′) = ψ(End(LA)) = ψ(B(G, J,R)) =
B(G,R, J), using Lemma 2.12 again. We have M ′n = L
′
n = A
′
n = Rt
n for all n ≪ 0. The bimodules A′L′B′
and B′M
′
A′ must satisfy L
′M ′ = A′ and M ′L′ = B′ and thus give a graded Morita equivalence between A′
and B′. Note that EndA′(M
′
A′) = B
′ as well.
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To prove the result in general, we consider A′′ = B(G˜,H, J) = B(G˜,H,R) ∩B(G˜, R, J) = A ∩ A′. Since
L is a right ideal of A and M ′ is a right module over A′, N = L ∩ M ′ is a right module over A′′. Let
P = HomA′′(N,A
′′) and put B′′ = EndA′′(N). We claim now that
(2.14) M−nM
′
n + L
′
nL−n = R, and M
′
nM−n + L−nL
′
n = R, for all n≫ 0.
We show only the first equation; the proof of the second is similar. The calculations above give the following
explicit formulas for n≫ 0: L−n = H [Z−n+ · · ·+Z−1+D]t−n, andM−n = H [Z−n+ · · ·+Z−1−σn(D)]t−n.
Using the formula for the anti-isomorphism ψ, we immediately get the following corresponding formulas for
n≫ 0: L′n = J [Z0 + · · ·+ Zn−1 + σ
−n(D)]tn, and M ′n = J [Z0 + · · ·+ Zn−1 −D]t
n. Now for n≫ 0,
M−nM
′
n = H [Z−n + · · ·+ Z−1 − σ
n(D)]σ−n(J [Z0 + · · ·+ Zn−1 −D)]) = HJ [Z−n + · · ·+ Z−1 − σ
n(D)],
while
L′nL−n = J [Z0 + · · ·+ Zn−1 + σ
−n(D)]σn(H [Z−n + · · ·+ Z−1 +D)]) = HJ [Z0 + · · ·+ Zn−1 + σ
−n(D)].
For n ≫ 0 we have min(Z−n + · · · + Z−1 − σn(D), Z0 + · · · + Zn−1 + σ−n(D)) = 0, so the ideals M−nM ′n
and L′nL−n are comaximal in R as claimed.
Now note that for n≫ 0 we have (L′∩M)−n =M−n, (L′∩M)n = L′n, N−n = L−n, and Nn =M
′
n. Since
L′ ∩M ⊆ P , it follows easily from (2.14) that PN = A′′ and NP = B′′. Thus the rings A′′ = B(G˜,H, J)
and B′′ = EndA′′(N) are graded Morita equivalent. To calculate B
′′, note first that setting U = R[t, t−1;σ],
then NU is the unit ideal of U , since 1 ∈ NP ⊆ NU . Thus EndA′′(N) ⊆ EndU (NU) = U . This implies
that if x ∈ EndA′′(N), then the conditions xLn ⊆ L and xM ′−n ⊆M
′ are trivially satisfied for n≫ 0. Since
N≤−n = L≤−n and N≥n = M
′
≥n for n ≫ 0, we also have xL≤−n ⊆ L and xM
′
≥n ⊆ M
′ for n ≫ 0. Thus
x ∈ EndA(L) and x ∈ EndA′(M ′) by Lemma 2.10(4). It follows that EndA′′(N) ⊆ EndA(L) ∩ EndA′(M ′),
and the reverse inclusion is obvious. Thus EndA′′(N) = B
′′ = B(G,H,R) ∩B(G,R, J) = B(G,H, J).
To finish the proof of the proposition, we note that as S varies over all finite subsets of N, the cycles
G = Z+σ−1(D)−D obtained above with D =
∑
j∈S Zj attain every pleasantly alternating cycle supported
on the Zi with i ≥ 0. Explicitly, if
∑n
i=m aiZi is pleasantly alternating with 0 ≤ m ≤ n and am = an = 1,
then take S = {i ≥ 0|
∑
j≤i aj = 0}. However, we can also shift indices and do the whole argument above
beginning with some G˜ = Za with a ≤ 0 instead, and obtain that all rings B(G,H, J) with G pleasantly
alternating and supported along the Za with i ≥ a are Morita equivalent. In this way we get the desired
result for all pleasantly alternating cycles G supported along the orbit of Z. 
In the last main result of this section we give some further important properties of the rings B(G,H, J).
In particular, under certain conditions these rings are simple and noetherian. We first recall some definitions,
all of which have played a role in the past study of birationally commutative N-graded algebras, and continue
to be important in the Z-graded setting.
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Definition 2.15. We say that an automorphism σ : X → X of a scheme X is wild if the only closed subsets
Z ⊆ X with σ(Z) = Z are ∅ and X . We say that a ring R with automorphism σ : R→ R is σ-simple if the
only ideals I of R with σ(I) = I are 0 and R. It is easy to check that if R is a commutative noetherian ring
with automorphism σ, then R is σ-simple if and only if σ : X → X is wild, where X = SpecR and σ is the
induced automorphism.
The only finite type affine varieties with wild automorphisms we know are certain commutative algebraic
groups with translation automorphisms; see Remark 5.4 below.
Definition 2.16. Let X be a variety. A collection of distinct closed subsets {Wα} of X is critically dense
if for any proper closed subset Y ( X , one has Y ∩Wα = ∅ for all but finitely many α.
Definition 2.17. A k-algebraA is strongly noetherian if A⊗kC is noetherian for all noetherian commutative
k-algebras C.
The strong noetherian property arises in the theory of noncommutative Hilbert schemes [AZ], where it gives
a sufficient condition for the Hilbert schemes over an N-graded ring to be projective schemes. Though many
familiar algebras are strongly noetherian, there are also numerous examples of rings which are noetherian
but fail to be strongly noetherian. Whether or not the strong noetherian property holds is an important
question for any ring related to noncommutative geometry.
Proposition 2.18. Assume the setup and notation of Definition 2.9.
(1) If {σi(Z)|i ∈ Z} is critically dense in X, then B(G,H, J) is noetherian.
(2) Suppose that {σi(Z)|i ∈ Z} is critically dense in X, that R is a finitely generated regular k-algebra,
and that Z has codimension at least 2 in X. Then B(G,H, J) is noetherian but not strongly noe-
therian.
(3) If σ is a wild automorphism of X, then B(G,H, J) is a simple ring.
Proof. (1) We follow the ideas of [KRS]. Since the noetherian property is Morita invariant, by Proposi-
tion 2.13 we can pass to the case that G = Z. Then A = B≥0 is generated by B0 = R and B1 = Jt, by
Lemma 2.10(2), and Bn = Jσ(J) . . . σ
n−1(J)tn for n ≥ 1.
Let I be a right ideal of A, and write I =
∑
n≥0 Vnt
n where each Vn is an ideal of R. Using InA1 ⊆ In+1
we have
(2.19) Vnσ
n(J) ⊆ Vn+1 ⊆ Jσ(J) . . . σ
n−1(J)σn(J).
We claim now that InA1 = In+1, for n ≫ 0. The proof is essentially the same as in [KRS, Proposition
3.10], but since the notation there requires some translation we give the proof here for the convenience of
the reader. We may assume that I 6= 0. Choose r so that Ir 6= 0. The critical density of the set {Zn}
implies that Vr + σ
i(J) = R for all but finitely many i. Thus there exists m ≥ r such that Vr + σj(J) = R
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for all j ≥ m. For n > m set Ln = σm(J) · · ·σn−1(J). By the choice of m and (2.19), Vm and σj(J) are
also comaximal for j ≥ m, so Vm and Ln are comaximal for any n > m. Thus (2.19) and induction implies
that Vm ∩ Ln = VmLn ⊆ Vn ⊆ Ln. An easy calculation now shows that Fn = Vm + Vn is uniquely maximal
among ideals K such that KLn ⊆ Vn, and that FnLn = Fn ∩ Ln = Vn. Since FnLn+1 = FnLnσn(J) ⊆
Vnσ
n(J) ⊆ Vn+1, we get Fn ⊆ Fn+1 for all n ≥ m. Choosing n0 so that Fn = Fn+1 for n ≥ n0, we see that
Vn+1 = FnLn+1 = Vnσ
n(J), or equivalently InA1 = In+1, for n ≫ 0, as needed. Now since each graded
piece of I is a finitely generated R-module, clearly this shows that every right ideal of A is finitely generated.
A similar proof shows that every left ideal of A is finitely generated, so that A is noetherian. An analogous
proof also shows that B≤0 is noetherian, or one may use Lemma 2.12 to reduce to the positively graded case.
Finally, it is easy to see that since B≥0 and B≤0 are both noetherian, then B is noetherian.
(2) This is similar to the proof of [KRS, Theorem 9.2]. The noetherian property holds for B(G,H, J)
by part (1). It is straightforward to check that the strong noetherian property is also Morita invariant, so
it is enough to prove that B = B(Z,H, J) is not strongly noetherian. Consider B as an (B,R)-bimodule,
where R = B0 acts on the right by restriction. Equivalently, B is a left B ⊗k R-module. We claim that B is
not a generically flat R-module, in other words there is no single element 0 6= f ∈ R such that Bf is a flat
Rf -module. Note that Bf is flat if and only if (Bn)f is for each n ∈ Z.
Suppose that I is an ideal of R defining a closed subset V = V (I) of codimension at least 2, and suppose
that If is flat where 0 6= f ∈ R. If m is a maximal ideal containing I, and f 6∈ m, then Im is flat also, but Rm
is regular local and since SpecRm/Im still has codimension 2 in SpecRm, the ideal Im cannot be principal, a
contradiction. Thus V (f) must contain V (I). Now Bn = [Jσ(J) . . . σ
n−1(J)]tn and by critical density any
0 6= f has V (f) ∩ V (σi(J)) = ∅ for all but finitely many i. In particular, (Bn)f is not flat for n≫ 0 and so
B is not generally flat over R, as claimed.
Since B is a finitely generated B ⊗k R-module which is not generically flat over R, [ASZ, Theorem 0.1]
implies that B ⊗k R is not strongly right noetherian. Then since R is commutative affine, this implies that
B is not strongly right noetherian. The same argument proves that B is not strongly left noetherian.
(3) Since simplicity is a Morita invariant property, we may pass to the Morita equivalent ring B =
B(Z,H, J). Let A = B≥0. We claim that every nonzero homgeneous ideal of A contains A≥n for some
n ≥ 0. Suppose that I =
⊕
n≥0 Vnt
n is a nonzero ideal of A. Then BmIn + InBm ⊆ In+m translates into
Jmσ
m(Vn) + Vnσ
n(Jm) ⊆ Vn+m, where Jm = Jσ(J) · · ·σm−1(J) and Vn ⊆ Jn. Note that for some n0 ≥ 0,
In 6= 0 for all n ≥ n0. Let Wn be the closed subset of X defined by Vn; so certainly Z0 ∪ · · · ∪ Zn−1 ⊆ Wn,
where Zi = σ
−i(Z) as usual. For each n ≥ n0, let Yn be the closure of those generic points of the irreducible
components ofWn which are not contained in Z0∪· · ·∪Zn−1. Thus Yn is the uniquely smallest closed subset
of X such that Wn = Yn ∪ Z0 ∪ · · · ∪ Zn−1. Since X has DCC on closed subsets, we may find n ≥ n0 such
that there does not exist i ≥ n0 with Yi ( Yn. From the equation Jnσn(Vn) + Vnσn(Jn) ⊆ V2n we get
Y2n ⊆ [σ
−n(Yn) ∪ Z0 ∪ · · · ∪ Z2n−1] ∩ [Yn ∪ Z ∪ · · · ∪ Z2n−1].
13
Since each generic point of Y2n is not contained in Z0 ∪ · · · ∪ Z2n−1, we see that this forces Y2n ⊆ Yn and
Y2n ⊆ σ−n(Yn). By choice of n we have Y2n = Yn, and thus Yn ⊆ σ−n(Yn). Again since X is noetherian,
this gives Yn = σ
−n(Yn). Now since σ is a wild automorphism and Yn 6= X this forces Yn = ∅. We now have
that R/Vn is supported exactly along Z0 ∪ · · · ∪ Zn−1. Since V2n ⊇ Vnσn(Jn) + Jnσn(Vn), looking locally
along each Zi we see that this forces J2n ⊆ V2n. Thus V2n = J2n and so B2n = A2n ⊆ I. Now since A is
generated in degrees 0 and 1, A≥2n = B≥2n ⊆ I, proving the claim.
Similarly, every homogeneous ideal of B≤0 contains B≤−n for some n ≫ 0. Now if I is a nonzero
homogeneous ideal of B, then we obtain n > 0 such that B≥n+B≤−n ⊆ I. By Lemma 2.10(3), I is the unit
ideal of B. This proves that B is graded simple, that is, that B has no proper homogeneous ideals. Now
Q = Qgr(B) ∼= K[t, t−1;σ], where K is the quotient field of R. The setup in Definition 2.9 certainly forces
σ to be of infinite order. Then Q is a simple ring, and it easily follows that B is simple if and only if it is
graded simple (see [BRS, Lemma 2.6(2)]), which finishes the proof. 
Example 2.20. As already mentioned, many examples of noetherian but not strongly noetherian N-graded
examples are known; see for example [KRS]. It is interesting to note that in the Z-graded setting one can
even get such examples which are simple. To give an easy explicit example, take the torus X = SpecR
where R = k[x±11 , x
±1
2 ] with automorphism σ(x1) = p1x1 and σ(x2) = p2x2 for constants p1, p2 generating
a free abelian subgroup of k. The automorphism σ is wild by Lemma 5.3 below. Then let Z = q be any
closed point of X , defined by the maximal ideal m, say, and take B = B(Z,H, J) with H = R, J = m.
The σ-orbit of q is critically dense by an affine version of the argument in [Ro, Theorem 12.3]. Now apply
Proposition 2.18 to see that B is simple and noetherian but not strongly noetherian.
3. Properties of Z-graded algebras
In this section, we study some general results about the properties of Z-graded algebras. Then in the next
section, we will use these results to classify simple, birationally commutative Z-graded algebras under some
further assumptions.
We first make a general comment about the possibility of graded pieces which are 0. Suppose that
A =
⊕
n∈ZAn is a Z-graded k-algebra, and let S = {n ∈ Z|An 6= 0}. We exclude the trivial case S = {0}
where the grading is irrelevant. If gcd(S) = d > 1, then we may study the dth Veronese ringA(d) =
⊕
n≥0And
instead with no loss of information. Thus we assume that d = 1. Now if A is a domain, then S is also a
sub-semigroup of Z. Then it is trivial to prove that exactly one of the following happens: A is N-graded
with An 6= 0 for all n≫ 0; (ii) A is −N-graded with An 6= 0 for all n≪ 0; or (iii) An 6= 0 for all n ∈ Z. If A
is simple, then case (iii) is forced. In this paper we are primarily interested in Z-graded simple domains A,
so it is reasonable to always assume that An 6= 0 for all n ∈ Z.
Recall that the graded ring of fractions of a Z-graded Ore domain A has the form D[t, t−1;σ] for a
division ring D, and that A is birationally commutative if D is a field. In the next result, we study how some
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properties of the division ring D are related to the properties of A. We assume that the reader is familiar
with the basic properties of Gelfand-Kirillov (GK) dimension, for which [KL] is the standard reference. In
particular, we will use the convenient result that a domain of finite GK-dimension is automatically an Ore
domain [KL, Proposition 4.13].
Lemma 3.1. Let A be a Z-graded k-algebra which is an Ore domain with An 6= 0 for all n ∈ Z. Let
Q = Qgr(A) ∼= D[t, t−1;σ].
(1) A0 is a Ore domain, with quotient division ring D.
(2) If A is a finitely generated k-algebra with GKdimA < ∞, then D is finitely generated as a divi-
sion algebra over k. Moreover, if GKdimA = 2 then D is a finitely generated field extension of
transcendence degree 1 over k.
Proof. (1) It is clear that A0 is an Ore domain, by restricting the Ore condition to degree 0 elements. An
arbitrary element of D is of the form xy−1 for some x, y ∈ An, some n. Choosing 0 6= z ∈ A−n then
xy−1 = (xz)(yz)−1 is an element of the Ore quotient ring Q(A0) of A0. So A0 ⊆ D ⊆ Q(A0). Conversely,
Q(A0) ⊆ Qgr(A)0 = D is obvious.
(2) We reduce to the N-graded case, where the result is known. Consider a finite homogeneous generating
set {x1, . . . , xr} for A as a k-algebra. In Q, we may write xi = aib−1 for some ai, b ∈ A of positive degree.
Now let A′ = k〈a1, . . . , ar, b〉, which is a connected N-graded subalgebra of A. The ring A′ is also an Ore
domain since GKdimA′ < GKdimA <∞. Clearly by construction Qgr(A) = Qgr(A′). Then [AS, Theorem
1.15] proves that D = Qgr(A
′)0 is finitely generated as a division algebra over k.
Now suppose that GKdimA = 2. Then GKdimA′ ≤ 2. It is well-known that a connected graded domain
B with GKdimB = 1 over an algebraically closed field k must have Qgr(B) ∼= k[t, t−1]. This shows that
GKdimA′ = 1 is impossible. Since no algebra has GK-dimension between 1 and 2 [KL, Theorem 2.5],
GKdimA′ = 2 also. Then D = Qgr(A
′)0 is a field of transcendence degree 1 over k, by [AS, Theorem
0.1]. 
The hypothesis that a Z-graded algebra A be finitely generated as a k-algebra is awkward to work with
in some ways. For example, it does not imply that A0 is finitely generated as a k-algebra, as the following
standard example shows.
Example 3.2. Let A be the Weyl algebra k〈x, y〉/(xy − yx − 1) and let Ω = {xy − m|m ∈ Z}. Then
Ω is an Ore set in A and AΩ−1 is still finitely generated as an algebra; moreover, GKdimA = 2 while
GKdimAΩ−1 = 3 [KL, Example 4.11]. Note that if A is Z-graded as usual with deg x = 1, deg y = −1, then
B = AΩ−1 is still Z-graded, and B ⊆ Qgr(A) ∼= k(z)[x, x−1] where z = xy. However, B0 ⊆ k(z) is not a
finitely generated k-algebra, since (z −m)−1 ∈ B0 for all m ∈ Z, whereas a finitely generated subalgebra of
k(z) must consist of functions with poles coming from a fixed finite set.
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Part of our technique for studying Z-graded algebras A is to first consider the N-graded part A≥0, and the
example above shows that we cannot expect this to be a finitely generated algebra just because A is. Thus
it is convenient to work with the following weaker hypothesis which is still sufficient for our applications.
Definition 3.3. Let A =
⊕
n∈ZAn be any Z-graded k-algebra. We say that A is quasi-finitely generated if
there is a finite set of degrees S ⊆ Z such that {Ai|i ∈ S} generates A as a k-algebra.
It is obvious that a finitely generated Z-graded algebra is quasi-finitely generated, but in contrast to
Example 3.2 we have the following.
Lemma 3.4. Let B be a Z-graded quasi-finitely generated k-algebra. Then B≥0 is also quasi-finitely gener-
ated, or equivalently there is r ≥ 1 such that Bn =
∑r
i=1 BiBn−i for n > r.
Proof. We may assume that B is generated as a k-algebra by {Bi| − r ≤ i ≤ r}, some r ≥ 1. For n > r, an
arbitrary element of Bn is a sum of words w = x1x2 . . . xm where each xi has degree di with |di| ≤ r and∑
di = n. Define wj = x1 . . . xj for each j. There is a smallest j ≥ 1 such that degwj > 0, in which case
clearly 1 ≤ degwj ≤ r. Also, j 6= m, since degwm = degw = n > r. Now set w′ = wj and w′′ = xj+1 . . . xm.
Then w = w′w′′ ∈ BiBn−i for i = degwj . Thus Bn =
∑r
i=1BiBn−i for all n > r. Equivalently, B≥0 is
generated as an algebra by {Bi|0 ≤ i ≤ r}. 
Next, we study some consequences of assuming that Z-graded algebra is simple and birationally commu-
tative.
Lemma 3.5. Let A be a Z-graded k-algebra which is a simple Ore domain with Qgr(A) ∼= K[t, t−1;σ] for
some field K. Assume that R = A0 is noetherian, and let C ⊆ K be the k-algebra generated by {σi(R)|i ∈ Z}.
(1) C is σ-simple.
(2) R ⊆ C is an integral extension of rings, and if it is a finite extension, then R = C.
(3) Suppose that the integral closure of R is a finite R-module, and that the singular locus of X = SpecR
is a proper closed subset of X. Then R = C and R is a regular ring.
Proof. (1) Clearly σ restricts to an automorphism of C. Write A =
⊕
n∈Z Vit
i with Vi ⊆ K, and let
A′ =
⊕
n∈ZCVit
i, which is easily checked to be a subring of K[t, t−1;σ] also. Since A is simple and
A ⊆ A′ ⊆ Qgr(A), an easy argument shows that A′ is also simple.
Now if I is an ideal of C with σ(I) = I, then IA′ =
⊕
IVnt
n is a an ideal of A′. Since (IA′)0 = I, this
ideal is proper in A′ if I is proper in C. Since A′ is a simple ring, I = 0 or I = C. Then C is σ-simple.
(2) Again we write A =
⊕
n∈Z Vit
i with Vi ⊆ K. Note that picking any nonzero elements vi ∈ Vi,
wi ∈ V−i, then viRtiwit−i = viσi(wi)σi(R) ⊆ R. This shows, since R is noetherian, that the algebra σi(R)R
is a finite R-module, and hence R ⊆ σi(R)R is an integral extension of rings. Since C is generated by
elements integral over R, R ⊆ C is an integral extension.
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Now suppose that R ⊆ C is a finite extension, so there is 0 6= b ∈ R such that bC ⊆ R. Defining again
the ring A′ =
⊕
n∈ZCVit
i, we have bA′ ⊆ A. Then I = r. annA(A′/A) 6= 0, forcing I = A and A = A′. In
particular, R = C.
(3) Because the integral closure of R is a finite R-module, so is the integral extension C of R. Thus R = C
by part (2). Then σ(R) = R and R is σ-simple by part (1). By hypothesis, the set of points S ⊆ X = SpecR
where R is singular (that is, those primes p such that Rp is not regular local) is a proper closed subset in
the Zariski topology. Since σ is an automorphism of R, σ(S) ⊆ S. Since σ : X → X is wild, S = ∅ and R is
a regular ring. 
The hypotheses on R = A0 in part (3) of the lemma above are very weak and hold, for example, for
all excellent rings, a class containing most of the commutative noetherian rings one encounters in practice,
in particular finitely generated k-algebras [Ma, 32.B, 33.H, 34.A]. Thus, morally the lemma says that the
zeroth degree piece of a simple birationally commutative Z-graded algebra A ought to be regular. However,
we are unable to rule out the possibility that there exist such examples A where A0 has bizarre properties.
With the previous lemma as justification, in the remainder of this section we study the further properties of
Z-graded birationally commutative algebras whose degree zero piece is regular. We first need to review some
properties of modules over a regular ring, as well as some definitions related to divisors on the corresponding
affine scheme. Let R be a regular noetherian commutative domain with field of fractions K, and let X =
SpecR. For any finitely generated R-submodule M of K, write M∗ = HomR(M,R), which as in Section 2
we identify with {x ∈ K|xM ⊆ R}. Then M ⊆M∗∗ ⊆ K, and M is called reflexive if M =M∗∗. In general
the module M∗∗ is reflexive and is called the reflexive hull of M . For convenience of notation we write M˜
for M∗∗ from now on.
Recall that a (Weil) divisor on X is a formal Z-linear combination of irreducible closed subsets of codimen-
sion 1 in X . We say a divisor is effective if all of its coefficients are nonnegative, and write D ≥ E if D−E is
effective. This partial order determines max and min operations on divisors similarly as we defined for cycles
in Definition 2.1. Every f ∈ K has an associated principal divisor (f) =
∑
Z νZ(f)Z, where we sum over all
codimension-1 irreducible closed subsets Z of X , and where νZ is the valuation on K measuring the order
of vanishing of f along Z. The Picard group Pic(X) is the group of all divisors modulo principal divisors.
There is a one-to-one correspondence between finitely generated locally free R-submodules of K and Weil
divisors on X . Explicitly, given a finitely generated locally free R-submoduleM ⊆ K,M = OX(D) where D
is the unique smallest divisor such that (f)+D is effective for all f ∈M . If σ : R→ R is an automorphism,
inducing σ : X → X which acts on divisors in the obvious way, then σ(OX(D)) = OX(σ−1(D)). More detail
about all of the definitions above can be found in [Ha, Section II.6].
We recall the following standard facts.
Lemma 3.6. Let R be a regular noetherian commutative domain with field of fractions K, let X = SpecR,
and let M,N ⊆ K be finitely generated R-submodules.
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(1) The following are equivalent: (i) M is invertible; (ii) M is locally principal; and (iii) M is reflexive.
(2) M˜N˜ = M˜N .
(3) If M = OX(B) and N = OX(C), then MN = M˜N = OX(B + C) and M˜ +N = OX(max(B,C)).
Proof. (1) The implications (i) ⇐⇒ (ii) and (ii) =⇒ (iii) are standard and don’t even require R to be
regular. The less obvious implication (iii) =⇒ (ii) can be found in [Ha80, Proposition 1.9].
(2) This can be proved locally, so we can assume that R is regular local and hence a UFD. By multiplying
by a suitable element of K, we can assume that M and N are ideals of R. Then it is easy to see that if
M = a1R + · · ·+ anR, then M˜ = bR where b = gcd(a1, . . . , an). The result easily follows from this.
(3) The first formula follows from part (2). The argument in part (2) also shows that the reflexive hull
of M is the unique smallest locally principal submodule of K containing M , from which the second formula
follows. 
The following definition and lemma adapt to the affine case a concept from [AS], which was studied in
that paper for sequences of divisors on projective curves only.
Definition 3.7. Let E0, E1, E2, . . . be a sequence of divisors on X = SpecR, where R is a regular domain
with automorphism σ : R → R incuding σ : X → X . We say that {Ei} is a σ-divisor sequence if E0 = 0,
Ei + σ
−i(Ej) ≤ Ei+j for all i, j ≥ 0, and En = maxri=1(Ei + σ
−iEn−i) for all n > r, some r ≥ 1.
Lemma 3.8. Let A =
⊕
n≥0Wnt
n be a subalgebra of K[t, t−1;σ], where K is the field of fractions of the
regular k-algebra R = A0 with automorphism σ. Then A˜ =
⊕
n∈Z W˜nt
n is also a subalgebra of K[t, t−1;σ].
If A≥0 is quasi-finitely generated and we write W˜n = OX(Dn) for each n, then D0, D1, . . . is a σ-divisor
sequence.
Proof. It is immediate that A˜ is a subalgebra, since Wnσ
n(Wm) ⊆ Wn+m implies W˜n ˜σn(Wm) ⊆ W˜n+m for
all n,m by Lemma 3.6(2). Equivalently, Dn + σ
−n(Dm) ≤ Dm+n for all m,n ∈ Z. Since A≥0 is quasi-
finitely generated, we have r ≥ 1 such that
∑r
i=1Wiσ
i(Wn−i) =Wn for all n > r. By Lemma 3.6(3) this is
equivalent to Dn = max
r
i=1(Di + σ
−iDn−i) for all n > r. Finally, obviously D0 = 0 since W˜0 = R. Thus
D0, D1, . . . is a σ-divisor sequence. 
The basic combinatorial analysis of σ-divisor sequences, which was worked out in [AS], goes through in
our setting as follows.
Lemma 3.9. Let X = SpecR for a commutative noetherian regular k-algebra R with automorphism σ : R→
R. Let E0, E1, E2, . . . be a σ-divisor sequence on X, where all irreducible divisors in the support of each Ei
lie on infinite σ-orbits. Then there are divisors G and Ω, where Ω is effective, such that En = Gn − Ω for
all n≫ 0, where Gn = G+ σ
−1(G) + · · ·+ σ−n+1(G).
Proof. In [AS] the divisors in a σ-divisor sequence are assumed to be effective, and so we first discuss
how to remove this restriction. Let r be the integer such that En = max
r
i=1(Ei + σ
−i(En−i)) for all
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n > r. Choose an effective divisor H large enough so that Ei +H is also effective for 1 ≤ i ≤ r. Putting
Hn = H + σ
−1(H) + · · ·+ σ−n+1(H) for all n ≥ 0, then Hi ≥ H for i ≥ 1 and so E′i = Ei +Hi is effective
for 1 ≤ i ≤ r. Then setting E′n = En + Hn, clearly E
′
0, E
′
1, . . . is still a σ-divisor sequence, for the same
r, and E′n is effective for all n ≥ 0 by induction. Now if we prove that the lemma holds for the sequence
E′i, we obtain G
′ and Ω ≥ 0 such that E′n = G
′
n − Ω for n ≫ 0. Then En = Gn − Ω for all n ≫ 0, where
G = G′ −H .
So now we may assume that the Ei are effective. Then [AS, Lemma 2.17] provides an effective divisor Ω
such that the sequence Dn = En + Ω satisfies Di + σ
−j(Di) = Di+j for all i, j ≫ 0. Note that while [AS,
Lemma 2.17] is stated only for divisors on a projective curve, all that is really used is the combinatorics
of the coefficients of these divisors that results from the σ-divisor sequence condition, together with the
assumption that all of the irreducible divisors occurring lie on infinite σ-orbits. Finally, we claim that
G = Dn+1 − σ−1(Dn) is independent of the choice of n ≫ 0, and that with this choice of G we have
Gn = G+ σ
−1(G) + · · ·+ σ−n+1(G) = Dn for all n≫ 0. This is the same as what is proved in [AS, Lemma
5.8(i)(ii)]. 
In the last results of this section, we prove that up to a fairly trivial kind of adjustment, in the study of
birationally commutative Z-graded algebras A ⊆ K[t, t−1;σ] where A0 = R is regular and σ(R) = R, we can
reduce to the convenient case that A ⊆ R[t, t−1, σ].
Lemma 3.10. Let R be a commutative noetherian regular ring with automorphism σ, and let K be its
fraction field. Let A =
⊕
n∈ZWnt
n be a subalgebra of K[t, t−1;σ], where A0 = R and Wn 6= 0 for all n ∈ Z.
Choose any locally principal R-submodule M ⊆ K. Write M = OX(D), and let Mn = OX(Dn) for each
n ∈ Z, where Dn is defined in terms of D as in Definition 2.2.
Then B =
⊕
n∈ZMnWnt
n is also a subalgebra of K[t, t−1;σ], and there are equivalences of categories
B -Gr ∼ A -Gr and Gr-B ∼ Gr-A. Moreover, B is simple if and only if A is. If R is a UFD, then A and B
are even isomorphic.
Proof. Since Dm + σ
−m(Dn) = Dm+n for all m,n ∈ Z by Lemma 2.3, we have Mmσm(Mn) = Mm+n for
all m,n ∈ Z. Then it is clear that B is a subalgebra of K[t, t−1;σ]. There is a functor which sends a
Z-graded left A-module
⊕
n∈Z Vn to the graded left B-module
⊕
n∈Z(Mn ⊗R Vn), with action defined by
xa(y ⊗ v) = xσm(y) ⊗ av, where x ∈ Mm, a ∈ Am, y ∈ Mn, v ∈ Vn. This functor is easily checked to give
an equivalence of graded categories A -Gr → B -Gr. The equivalence of categories of graded right modules
is similarly routine.
If σ has finite order, then K[t, t−1;σ] is finite over its center and thus a PI ring; so neither A nor B can
be simple since a simple PI domain is a division ring. On the other hand, if σ has infinite order, then the
ring K[t, t−1;σ] is simple, and the same argument we have already seen in Proposition 2.18(3) shows that
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A is simple if and only if it is graded simple, and similarly for B. But it is trivial to check that A is graded
simple if and only if B is.
Finally, if R is a UFD, then M is principal, say M = xR for x ∈ K. Defining x0 = 1, xn =
xσ(x) . . . σn−1(x) for n ≥ 1, and x−n = [σ−1(x) . . . σ−n(x)]−1 for n ≥ 1, the map φ : A → B defined
by φ(a) = xna for a ∈ An is easily checked to be an isomorphism. 
Definition 3.11. Given A and B as in the previous lemma, we say that B is a Pic(X)-twist of A.
It is not hard to see that Pic(X)-twists need not be isomorphic or even Morita equivalent in general. Still,
a Pic(X)-twist is a simple operation which preserves many properties of a graded ring.
Lemma 3.12. Let R be a commutative noetherian regular ring with automorphism σ, and let K be its
fraction field. Let A =
⊕
n∈ZWnt
n be a subalgebra of K[t, t−1;σ], where A0 = R and Wn 6= 0 for all n ∈ Z.
Assume that A≥0 is quasi-finitely generated. Then there is an invertible R-module M ⊆ K such that the
Pic(X)-twist B =
⊕
nMnWnt
n satisfies B ⊆ R[t, t−1;σ].
Proof. Let A˜ =
⊕
n W˜nt
n as in Lemma 3.8. Writing W˜n = OX(Dn), by that same result D0, D1, . . . is a
σ-divisor sequence. By Lemma 3.9, Dn = Gn−Ω for all n≫ 0, for some effective Ω and Gn = G+σ
−1(G)+
· · · + σ−n+1(G). Choose M = OX(−G) = OX(G)−1, and let B =
⊕
nMnWnt
n and B˜ =
⊕
nMnW˜nt
n.
Then B˜n = OX(−Ω)tn for all n≫ 0, where I = OX(−Ω) is some ideal of R.
Since B˜ is an algebra, for any m ∈ Z and n ≫ 0 we have B˜nB˜m ⊆ B˜n+m, and thus Iσn(MmW˜m) ⊆ I.
But HomR(I, I) = R since I is invertible. Thus σ
n(MmW˜m) ⊆ R and hence MmW˜m ⊆ R. We conclude
that B ⊆ B˜ ⊆ R[t, t−1;σ]. 
4. Classification of simple birationally commutative Z-graded rings
Starting in this section, we work towards a kind of converse to the results of the Section 2. Namely, we
aim to find rather general hypotheses on birationally commutative simple Z-graded algebras under which
we can classify them, and more specifically show that they are closely related to the rings B(G,H, J). The
following main hypothesis for this section contains the most general conditions under which we are able to
prove our classification theorem.
Hypothesis 4.1. Let k be algebraically closed. Let A be a simple, quasi-finitely generated Z-graded k-
algebra which is an Ore domain with Ai 6= 0 for all i ∈ Z, and such that Qgr(A) = K[t, t−1;σ] for some
field K with automorphism σ. Assume that either char k = 0 or that tr. deg(K/k) = 1. Assume further that
R = A0 is a noetherian k-algebra such that (i) the integral closure of R is a finite R-module; and (ii) the
singular locus of X = SpecR is a proper closed subset of X .
Remark 4.2. We comment on some of the conditions in the hypothesis above. As remarked after Lemma 3.5,
conditions (i) and (ii) hold for most reasonable commutative noetherian rings. It is immediate from
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Lemma 3.5(3) that under the hypothesis above, in fact R must be regular, σ(R) = R, and R is σ-simple.
When we assume Hypothesis 4.1 we will use these facts without further comment.
The assumption that A0 is noetherian is natural; it is easy to see that if A is noetherian then so is A0, so
we might as well make the weaker assumption. Finally, the assumption that char k = 0 or tr. deg(K/k) = 1
is made to overcome a technical obstacle in the proof below, but we suspect that the main classification
theorem is true without it.
As we saw in the previous section, given an algebra A satisfying Hypothesis 4.1, then after a Pic(X)-twist
we can assume that A ⊆ R[t, t−1;σ], and we will do so in the analysis in the rest of the section.
The following result restates the hypothesis that A is simple in a more convenient form.
Lemma 4.3. Let A =
⊕
n∈Z Int
n ⊆ R[t, t−1;σ] satisfy Hypothesis 4.1. Then for all n ≥ 1, we have
∑
i≥n
(
AiA−i +A−iAi
)
=
∑
i≥n
(
Iiσ
i(I−i) + I−iσ
−i(Ii)
)
= R.
Proof. Fix n ≥ 1 and consider the two-sided ideal J of A generated by A≤−2n ⊕ A≥2n. Since A is simple,
J is the unit ideal of A, so J0 = R. Now J0 is spanned by products AiAkAj with i, j ∈ Z, |k| ≥ 2n, where
i + k + j = 0. In particular, in any such product AiAkAj , since |k| ≥ 2n, then either |i| ≥ n or |j| ≥ n. So
either (AiAk)Aj ⊆ Ai+kAj with |i + k| = |j| ≥ n or else Ai(AkAj) ⊆ AiAj+k with |i| = |j + k| ≥ n. We
conclude that
R = J0 ⊆
∑
i≥n
(
AiA−i +A−iAi
)
,
which implies the result. 
The next idea is to study the support of R/In for a ring A =
⊕
n∈Z Int
n ⊆ R[t, t−1;σ], focusing on one
σ-orbit of points at a time. This requires us to set up some notation to track multiplicities of vanishing.
Definition 4.4. Let R be a commutative regular k-algebra and let p be a (not necessarily closed) point
of the scheme X = SpecR, that is, a prime ideal of R. Let Rp be the local ring at p, with maximal ideal
pp. Given f ∈ R, we define the multiplicity of vanishing of f along p as mp(f) = max{m ≥ 0|f ∈ (pp)m}.
Similarly, for an ideal I of R its multiplicity of vanishing is defined to be mp(I) = max{m ≥ 0|I ⊆ (pp)m}.
Note that if R is regular, then Rp is a regular local ring and its associated graded ring
⊕
n≥0(pp)
n/(pp)
n+1
is isomorphic to a polynomial ring over the residue field [BH, Prop. 2.2.5]. In particular, it is a domain and
so we see that mp(fg) = mp(f) +mp(g) for any f, g ∈ R and mp(IJ) = mp(I) +mp(J) for any ideals I, J
of R. It is also easy to see that mp(I + J) = min(mp(I),mp(J)) for ideals I, J of R. Note that mp(I) 6= 0 is
equivalent to I ⊆ p.
Lemma 4.5. Let σ : R → R be an automorphism of a noetherian k-algebra which is a domain, let X =
SpecR, and assume that R is σ-simple (or equivalently that σ : X → X is wild). Suppose further that
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char k = 0 or that dimX = 1. Then given an ideal 0 6= I of R and a point p ∈ X other than the generic
point, mσi(p)(I) 6= 0 holds for at most finitely many i ∈ Z.
Proof. Note that if q is a point in the closure of p, then mp(I) 6= 0 implies mq(I) 6= 0. Thus it sufices to
replace p by any point in its closure, so we may assume that p is a closed point.
Because σ is wild, the Zariski closure of the orbit {σi(p)|i ∈ Z} is all of X . Then since the orbit of p is
dense, it is critically dense assuming char k = 0 [Be1, Corollary 5.1] (see also [Be2]). In other words, for any
proper closed subset Z of X , {i ∈ Z|σi(p) ∈ Z} is finite. Applying this to the subset Z defined by the ideal
I gives the required result in characteristic 0. If instead dimX = 1, then any 0 6= I vanishes at finitely many
points in X anyway and the result is trivial. 
Recall the notion of cycle along the orbit of a closed subset from Definition 2.1.
Definition 4.6. Let A =
⊕
n∈Z Int
n ⊆ R[t, t−1;σ] satisfy Hypothesis 4.1. Given any point p ∈ X (except
the generic point) whose closure is Z, we define for each n ∈ Z the numbers fn,i = mσ−i(p)(In) and the
cycle Fn =
∑
i∈Z fn,iZi. We call the sequence {Fn|n ∈ Z} the support cycle sequence along the orbit of p.
Note that each Fn is a well-defined cycle (that is, only finitely many coefficients are nonzero) because of
Lemma 4.5. We also define the reduced support cycle sequence along the orbit of p to be {En|n ∈ Z}, where
En =
∑
en,iZi with en,i = min(1, fn,i) for each i and n.
The next result is the main technical underpinning of our classification theorem. It shows that the support
cycle sequence along an orbit satisfies a combinatorial property which is dual to the concept of σ-divisor
sequence, and uses this and the earlier criterion for simplicity to show that support cycle sequences must
be of a very restricted form. We do not know if the following result still holds in characteristic p, since
Lemma 4.5 may fail and the support cycles may not be well-defined. For a cycle H =
∑
i hiZi on the orbit
of some closed subset Z, we write |H | for the absolute value
∑
i |hi|Zi = max(H,−H).
Proposition 4.7. Let A =
∑
Int
n ⊆ R[t, t−1;σ] satisfy Hypothesis 4.1. Let p be any (not necessarily closed)
point of X; let Z be the closure of p and write Zi = σ
−i(Z) for all Z. Let {En} be the reduced support cycle
sequence along this orbit, and assume that En 6= 0 for some n.
There is a uniquely determined pleasantly alternating cycle G =
∑
aiZi such that defining Gn as in
Definition 2.2, one of the following cases holds for all n ∈ Z: (i) En = |Gn|; (ii) En = max(Gn, 0); or (iii)
En = max(−Gn, 0).
Proof. While our main interest is in the reduced cycle support sequences, it is useful to track multiplicity
and consider the support cycle sequence {Fn} along the orbit of Z until the end of the proof.
We know that I0 = R, and that Imσ
m(In) ⊆ Im+n for all m,n ∈ Z. Since A is quasi-finitely generated,
so is A≥0 by Lemma 3.4. Then there is r > 0 such that In =
∑r
i=1 Iiσ
i(In−i), all n > r. It now easily
follows from the properties of multiplicity that F0 = 0, Fm + σ
−m(Fn) ≥ Fm+n for all m,n ∈ Z, and
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Fn = min
r
i=1(Fi + σ
−i(Fn−i)) for all n > r. This shows that the sequence {−Fn|n ≥ 0} satisfies the
definition of σ-divisor sequence, except that the −Fn are cycles and may not be divisors; but as usual, only
the combinatorics of the coefficients is relevant. In particular, Lemma 3.9 holds just as well for cycles. By
that result there are cycles D,Ω on the orbit of Z with Ω effective, such that defining Dn in terms of D
as in Definition 2.2, we have −Fn = Dn − Ω for all n ≫ 0. Replacing D by −D for convenience we get
Fn = Dn +Ω for all n≫ 0.
Though Fn and Ω are effective, it may be that Dn is not effective for all n ≥ 0, and so we want to adjust
the form of Fn further. Set Φ = 0. Then certainly Fn = Dn +Ω+ σ
−n(Φ) for all n≫ 0, and we claim that
we can adjust the choices of D,Ω, and Φ so that this formula continues to hold for n≫ 0, Ω and Φ remain
effective, and Dn is also effective for n≫ 0.
By shifting the indexing along the orbit if necessary, we may assume that D =
∑m
i=0 aiZi. Write Dn =∑
i an,iZi. Defining di =
∑
j≤i aj , ei =
∑
j>i aj , and d =
∑
j aj , the same proof as in Lemma 2.6 shows
that for n≫ m the formula for Dn is
Dn = d0Z0+d1Z1+ · · ·+dm−1Zm−1+dZm+dZm+1+ · · ·+dZn−1+em−1Zn+em−2Zn+1+ · · ·+e0Zn+m−1.
Now Fn = Dn + Ω is effective for all n ≫ 0. Since for n ≫ 0 adding Ω will not counteract a negative ei
in the formula for Dn, we must already have ei ≥ 0 for all i, and the problem if any is that some di are
negative. We show that we can make an adjustment to D,Ω,Φ so that the sum of all di’s which happen to
be negative increases, while the ei’s remain nonnegative. Then the result follows by induction.
Let i be minimal such that di < 0. Replace D,Ω,Φ by D
′ = D+Zi−Zi+1, Ω′ = Ω−Zi, Φ′ = Φ+Zi. It is
trivial to check that Fn = Dn+Ω+σ
−n(Φ) = D′n+Ω
′+σ−n(Φ′) for n≫ 0 still holds. Writing D′ =
∑
i a
′
iZi
and d′i =
∑
j≤i a
′
j , e
′
i =
∑
j≥i a
′
j , we see that d
′
k = dk and e
′
k = ek for k 6= i, while d
′
i = di + 1, e
′
i = ei − 1.
Since di < 0 and di + ei = d ≥ 0, ei > 0 and so e′i ≥ 0. Clearly we have improved the negativity of di, while
leaving all of the ej nonnegative. Also, since we had di < 0 but Fn = Dn +Ω was effective for all n≫ 0, Ω
must have had a positive coefficient for Zi. Thus Ω
′ remains effective and clearly Φ′ is effective since Φ was.
This completes the induction step, and thus proves the claim.
We now have Fn = Dn + Ω + σ
−n(Φ) for all n≫ 0, where Ω and Φ are effective, and Dn is effective for
n ≫ 0. Suppose that Ω > 0; we will show that this contradicts the simplicity of A. For n ≫ m ≫ 0, the
equation F−m + σ
m(Fn) ≥ Fn−m translates to
F−m + σ
m(Dn) + σ
m(Ω) + σm−n(Φ) ≥ Dn−m +Ω+ σ
m−n(Φ),
which forces
F−m + σ
m(Dm) + σ
m(Ω) ≥ Ω,
since σm(Dn) = Dn−m + σ
m(Dm) by Lemma 2.5(1).
Now note that Imσ
m(I−m) has support divisor Fm+σ
−m(F−m) ≥ Fm ≥ Ω for m≫ 0, and I−mσ−m(Im)
has support divisor F−m + σ
m(Dm) + σ
m(Ω) +Φ ≥ Ω for m≫ 0 by the calculation above. This shows that
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for any large n,
∑
m≥n Imσ
m(I−m) + I−mσ
−m(Im) 6= R, contradicting Lemma 4.3. Thus Ω = 0. A similar
proof, which we leave to the reader, shows that Φ = 0. We conclude that Fn = Dn for all n≫ 0.
Aanalogous results hold for the negative degree pieces of A. The quickest way to verify this is to use
the anti-automorphism ψ : R[t, t−1;σ] → R[t, t−1;σ] of Lemma 2.12, where ψ(xtn) = σ−n(x)t−n. Let
A′ = ψ(A); then A′ also satisfies the hypothesis of this proposition. Writing A′ =
∑
n∈Z I
′
nt
n and defining
the corresponding support divisors F ′n along the orbit of p, note that we have I
′
n = σ
n(I−n) and so F
′
n =
σ−n(F−n). By the first part of the proof applied to A
′, there is a cycle D′ such that F ′n = D
′
n for n ≫ 0,
where D′n is defined in terms of D
′ as in Definition 2.2. Then F−n = σ
n(F ′n) = σ
n(D′n) = −D
′
−n for n≫ 0,
using Lemma 2.3.
Now setting Jn = Inσ
n(I−n), note that Lemma 4.3 can be restated to say that
∑
m≥n Jm+σ
−m(Jm) = R
for any n ≥ 1. Consider C = D + D′. The support divisor of the ideal Jn is Fn + σ−n(F−n), which is
equal to Dn + σ
−n(−D′−n) = Dn + D
′
n = Cn for n ≫ 0, where Cn is also defined in terms of C as in
Definition 2.2. Thus we must have minm≥n(min(Cm, σ
m(Cm))) = 0 for n ≫ 0. By Lemma 2.6 we get
that C = cG, for some pleasantly alternating cycle G and some c ≥ 0. It is automatic that we also have
minm≥nmin(Dm, σ
m(Dm)) = 0 and minm≥n(D
′
m, σ
m(D′m)) = 0 for n ≫ 0, and so by Lemma 2.6 we also
get that D and D′ are nonnegative scalar multiples dH and d′H ′ of pleasantly alternating cycles H and H ′,
respectively. Note that d = d′ = 0 is not possible, for if Fn = 0 for all n≫ 0 and n≪ 0 then Fm = 0 for all
m because of Fn + σ
−n(F−n+m) ≥ Fm, and this contradicts the hypothesis.
We assume for the rest of the proof that d > 0 and d′ > 0, and we show that case (i) occurs. If either
d′ = 0, d > 0 or d′ > 0, d = 0, it is easy to adjust the proof below to show that case (ii) or (iii) occurs,
respectively, and we leave this to the reader. Now since cG = dH + d′H ′ and G,H,H ′ are all pleasantly
alternating, it is easy to see that this forces G = H = H ′. Also, G is uniquely determined since for any
n≫ 0, Dn − σ−1(Dn−1) = Fn − σ−1(Fn−1) is a multiple of G.
Consider the reduced support cycle sequence {En}. Define Gn in terms of G as in Definition 2.2, and
write En =
∑
i en,iZi and Gn =
∑
i gn,iZi. For n ≫ 0, Fn is a positive multiple of Gn, and since Gn has
coefficients in {0, 1} by Lemma 2.5(1), we have En = Gn for n ≫ 0. Similarly, En = −Gn for n ≪ 0. Note
also that for any m,n ∈ Z, the equation Fm+σ−m(Fn) ≥ Fm+n easily implies that Em+σ−m(En) ≥ Em+n.
Now fix any m ∈ Z. Picking n ≫ 0, we have Em ≥ Em+n − σ−m(En) = Gm+n − σ−m(Gn) = Gm. The
same argument working with n≪ 0 shows that Em ≥ −Gm. Thus Em ≥ max(Gm,−Gm) = |Gm| for all m.
Conversely, to show that Em ≤ |Gm| it suffices to prove for all i that if gm,i = 0 then em,i = 0. Suppose
that gm,i = 0. For any n, Gm = Gn + σ
−n(G−n+m) so that gm,i = gn,i + g−n+m,i−n. By Lemma 2.5,
we have gn,i = 0 for n ≫ 0 or for n ≪ 0. In the former case we get g−n+m,i−n = 0 for n ≫ 0 and so
Em ≤ En + σ−n(E−n+m) implies that em,i ≤ en,i + e−n+m,i−n = gn,i − g−n+m,i−n = 0. A similar argument
applies if gn,i = 0 for n≪ 0. Thus Em = |Gm| for all m ∈ Z as in case (i). 
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Definition 4.8. Assume the hypothesis and notation of Proposition 4.7. Given any point p such that the
support divisor sequence along the orbit of p is nonzero, Proposition 4.7 produces a unique corresponding
pleasantly alternating cycle G = G(p) =
∑
i giZi, where Z is the closure of p. If q is another such point with
closure Z ′, leading to a pleasantly alternating cycle G′ =
∑
i g
′
iZ
′
i, we write p ≡ q if gi = g
′
i for all i.
Next, we consider the global support of the R/In for our ring A =
⊕
Int
n.
Lemma 4.9. Let A =
⊕
n∈Z Int
n ⊆ R[t, t−1;σ] satisfy Hypothesis 4.1. Then there is a closed set Y ( X
with the following properties:
(i) for all n ∈ Z, SpecR/In is contained in
⋃
n∈Z σ
n(Y );
(ii) For each connected component W of Y , given any two points p, q ∈W we have p ≡ q; and
(iii) Y is a σ-lonely subset of X.
Proof. We have In =
∑r
i=1 Iiσ
i(In−i) for all n > r, some r ≥ 1, since A≥0 is quasi-finitely generated by
Lemma 3.4. Similarly, A≤0 is quasi-finitely generated, for example by applying Lemma 3.4 to the image of A
under the anti-isomorphism ψ of Lemma 2.12. Thus I−n =
∑r
i=1 I−iσ
−i(I−n+i) for all n > r also (choosing
a common r that works for both the positive and negative degree parts). Now let Y be the union of all of
the closed subsets SpecR/Ii for −r ≤ i ≤ r. It is then easy to prove by induction from the equations above
that
⋃
n∈Z σ
n(Y ) contains SpecR/In for all n, so that (i) is satisfied.
Suppose that p and p′ are points in Y with respective closures Z and Z ′, and assume that p′ is in the
closure of p, in other words that Z ′ ⊆ Z. Let {En} and {E′n} be the reduced support divisor sequences
of the orbits of p and p′, respectively. Applying Proposition 4.7 produces respective pleasantly alternating
cycles G = G(p) and G′ = G(p′). Write Gn =
∑
gn,iZi and G
′
n =
∑
g′n,iZ
′
i. Because we want to compare
divisors on orbits of the same closed set, we transfer Gn to the orbit of Z
′ to get G˜n =
∑
gn,iZ
′
i. Suppose
that case (i) or (ii) holds for the orbit of p; the proof in case (iii) is similar and left to the reader. Then
En = Gn for all n ≫ 0, where Gn is defined in terms of G as in Definition 2.2. Since mp(I) > 0 implies
mp′(I) > 0 for any ideal I of R, we must have case (i) or (ii) for the orbit of p
′ as well, so E′n = G
′
n for
n ≫ 0 and G˜n ≤ G′n for all n ≫ 0. Now note that any pleasantly alternating cycle G satisfies degGn = n
for all n, where degree means the sum of the coefficients. This forces G˜n = G
′
n for all n ≫ 0, and finally
this implies that G˜ = G˜n − σ−1(G˜n−1) = G′n − σ
−1(G′n−1) = G
′. In other words, p ≡ p′ in the notation of
Definition 4.8.
In particular, if the closure Z of p is an irreducible component of Y , then all points p′ ∈ Z have p′ ≡ p.
Then if W is a connected component of Y , this implies that p ≡ q for all p, q ∈W . We now claim that each
connected component W of Y is σ-lonely. For, suppose that p ∈W ∩ σj(W ) for some j. Then p = σj(q) for
some q ∈W , so that p = σj(q) ≡ q. But this is clearly impossible unless j = 0, so W is σ-lonely as claimed.
Finally, suppose that W1 and W2 are two distinct connected components of Y and that W1 ∩ σj(W2) 6= ∅
for some j ∈ Z. We may replace W2 with σj(W2), obtaining a new Y which still satisfies condition (i),
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but now has fewer connected components. Continuing this process if necessary, we arrive at a Y whose
decomposition into connected components Y = W1 ∪ · · · ∪Wm has the property that each Wi is σ-lonely,
and Wi ∩ σk(Wj) = ∅ for all k ∈ Z if i 6= j. Then Y is itself σ-lonely, proving (iii). That condition (ii) holds
for each connected component Wi of Y was shown earlier in the proof. 
We are now ready to prove our classification theorem.
Theorem 4.10. Let A′ =
⊕
nWnt
n ⊆ K[t, t−1;σ] satisfy Hypothesis 4.1. Choose an invertible R-module
M such that the corresponding Pic(X)-twist A satisfies A =
⊕
nMnWnt
n ⊆ R[t, t−1;σ], as in Lemma 3.12.
Then there is a σ-lonely subset Z ⊆ X, which is a disjoint union of connected components Z(1), . . . , Z(m),
and pleasantly alternating cycles G(i) on the orbit of Z(i), together with ideals H(i), J (i) of R with R/H(i) and
R/J (i) supported on Z(i), such that A =
⋂m
i=1 B(G
(i), H(i), J (i)). Moreover, A is graded Morita equivalent
to B(Z,H, J), where H =
⋂
iH
(i) and J =
⋂
i J
(i).
Proof. The passage from A′ to A is described by Lemma 3.12. We claim that A also satisfies Hypothesis 4.1.
Lemma 3.12 shows that A is still simple, and it is easy to see that A remains quasi-finitely generated. To see
that A is an Ore domain, note that A is obviously still a graded Ore domain, with graded ring of fractions
Q = Qgr(A) ∼= K[t, t−1;σ] still. But this is implies that A is an Ore domain, since A has a localization,
namely Q, which is noetherian and hence Ore.
Write A =
⊕
n Int
n with In ⊆ R and let Z be the σ-lonely subset Y defined by Lemma 4.9. We let
Z(1), . . . , Z(m) be the connected components of Z. For any ideal I such that Spec(R/I) ⊆
⋃
k∈Z σ
k(Z) as
sets, we may write uniquely I = I(1) ∩ · · · ∩ I(m) where R/I(i) is supported on
⋃
k σ
k(Z(i)). Then for each
i we define A(i) =
⊕
n I
(i)
n tn. It is obvious that each A(i) is again a subalgebra of R[t, t−1;σ], and that
A = A(1) ∩ · · · ∩A(m). Suppose that the result is true in the special case that m = 1 and so Z is connected.
Then for each i we have A(i) ∼= B(G(i), H(i), J (i)) for some data G(i), H(i), J (i). By Proposition 2.13 and its
proof, there is a B(i) = B(Z(i), H(i), J (i))-module L(i) ⊆ R[t, t−1;σ] such that EndB(i)(L
(i)) = A(i), and this
gives a graded Morita equivalence between A(i) and B(i). Then B = B(Z,H, J) = B(1) ∩ B(2) ∩ · · · ∩ B(m)
and an easy argument shows that L =
⋂
L(i) is a B-module such that EndB(L) ∼= A, and L gives a graded
Morita equivalence between A and B.
Thus we may reduce to the case that m = 1 and hence Z = Z(1) is connected, for the rest of the proof.
It remains to find G,H, J so that A ∼= B(G,H, J). By Lemma 4.9(2), given any point p ∈ Z with closure
V , the plesantly alternating cycle G(p) =
∑
giVi arising from Proposition 4.7 has coefficients independent
of the choice of p. We now write the formal cycle G =
∑
giZi, and let Gn =
∑
i gn,iZi be defined as in
Definition 2.2 for each n. We can write uniquely In =
⋂
i In,i, where SpecR/In,i ⊆ Zi = σ
−i(Z). Note that
if gn,i = 0, then In,i = R. This is clear from the result of Proposition 4.7 and the fact that p ≡ q for all
p, q ∈ Z.
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By Lemma 2.5 there is N ≥ 1 such that that for n ≥ N , Gn and −G−n are effective. The remainder
of the proof is to show that there is are ideals H, J such that In,i = σ
i(J) if gn,i = 1 and In,i = σ
i(H) if
gn,i = −1. Then we will have A = B(G,H, J) by definition.
Fix any e ≥ N , where N is as above. We have Gm+e = Gm + σ−m(Ge), where the coefficients of Ge
are in {0, 1} by Lemma 2.5. Suppose that gm,i = 1 for some m. Then gm+e,i = gm,i + ge,i−m forces
ge,i−m = 0 and gm+e,i = 1, since Gm+e cannot have a coefficient of 2. Using that Gm = −σ−m(G−m),
we have gn,i = −g−n,i−n and so ge,i−m = 0 implies g−e,i−m−e = 0 also. By what we have already shown
above, ge,i−m = 0 implies Ie,i−m = R and g−e,i−m−e = 0 implies I−e,i−m−e = R. The equation Im+e ⊇
Imσ
m(Ie) implies Im+e,i ⊇ Im,iσ
m(Ie,i−m) = Im,i. Similarly, Im ⊇ Im+eσ
m+e(I−e) implies that Im,i ⊇
Im+e,iσ
m+e(I−e,i−m−e) = Im+e,i. Thus Im,i = Im+e,i. In summary, we have shown that if gm,i = 1 and
e ≥ N , then gm+e,i = 1 also and Im,i = Im+e,i.
We claim that if gm,i = 1 then we also have gm+e,i+e = 1 and Im+e,i+e = σ
e(Im,i). This is a very
similar argument. Using Gm+e = Ge + σ
−e(Gm) we get gm+e,e+i = ge,e+i + gm,i and hence ge,e+i = 0
and gm+e,e+i = 1. Then g−e,i = −ge,e+i = 0, so Ie,e+i = R = I−e,i. The equations Im+e ⊇ Ieσe(Im)
and Im ⊇ I−eσ−e(Im+e) imply that Im+e,e+i ⊇ σe(Im,i) and Im,i ⊇ σ−e(Im+e,i+e), which together give the
claim.
Now without loss of generality we may shift indices so that G =
∑m
i=0 aiZi, where a0 = 1. Then
g1,0 = 1 and we let J = I1,0. Suppose that gm,i = 1, and choose a, b, c, e ≫ N such that i + e = b and
m+ a+ e = 1 + b+ c. Then using the isomorphisms above we have
Im,i = Im+a,i = σ
−e(Im+a+e,i+e) = σ
−e(I1+b+c,b)
and
σi(J) = σi(I1,0) = σ
i(I1+c,0) = σ
−e+b(I1+c,0) = σ
−e(I1+b+c,b).
In other words, we have shown that if gm,i = 1 then Im,i = σ
i(J), as we wished.
To construct the ideal H , we may use the anti-automorphism ψ : xtn 7→ σ−n(x)tn from Lemma 2.12. Let
A˜ = ψ(A). Write A˜ =
⊕
n I˜nt
n ⊆ R[t, t−1;σ], and apply the proof already given to A˜. Writing I˜n =
⋂
i I˜n,i
with SpecR/I˜n,i ⊆ Zi, then I˜n,i = σn(I−n,i−n). It is easy to check that the associated pleasantly alternating
cycle is actually the same as G. Setting H = I˜1,0 now, we get if gm,i = 1 then I˜m,i = σ
i(H) by what has
already been proved. Now if gm,i = −1, then g−m,i−m = 1 and Im,i = σm(I˜−m,i−m) = σm(σi−m(H)) =
σi(H). This finishes the proof. 
5. Z-graded birationally commutative simple domains of minimal GK-dimension
In this section, we explore the special case of the above results for birationally commutative Z-graded
simple rings A where GKdimA is as small as possible. We will see that this restriction on the GK-dimension
further constrains the structure of the rings in a significant way. We remind the reader of our global
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hypothesis that the base field k is algebraically closed, which will be important in several proofs in this
section.
Suppose that A is a Z-graded k-algebra which is an Ore domain with graded ring of fractions K[t, t−1;σ],
where K is a field with tr. deg(K/k) = d <∞. Then it easy to show that GKdim(A) ≥ d+1, by considering
a subalgebra of the form k〈V + ka〉, where V ⊆ K is the span of a transcendence basis for K/k and a
is any nonzero element of positive degree. Example 3.2 shows that the GK-dimension of A is bigger than
d + 1 in general. The next result, which is a variation of an idea of James Zhang from [Zh], shows that
GKdim(A) = d+ 1 can occur only for K and σ with a special property.
Lemma 5.1. Let A be a finitely generated Z-graded k-algebra with An 6= 0 for all n ∈ Z. Assume that A is a
birationally commutative Ore domain with Qgr(A) = K[t, t
−1;σ]. Suppose that GKdimA = tr. degK/k + 1.
Then for every finite-dimensional k-subspace W ⊆ A0, there is a finite-dimensional vector k-subspace
V ⊆ K with W ⊆ V and σ(V ) = V .
Proof. Since A1 6= 0, we can change the choice of t (by replacing t by zt for some z ∈ K) so that t ∈ A1.
Note that K/k is a finitely generated field extension, and K is the fraction field of A0, by Lemma 3.1. Let
tr. degK/k = d.
In [Zh], Zhang defines the following concept. Given a commutative k-algebra C of GK-dimension d, the
algebra C satisfies the sensitive multiplicity condition SM(U0, c, d) if there is a finite dimensional k-subspace
U0 ⊆ C and a constant c > 0 with the following preoprty: for every finite-dimensional k-subspace W ⊆ C
with U0a ⊆ W for some regular element a ∈ C, one has dimkWn ≥ c(dimkW )nd for all n ≥ 0. Now [Zh,
Theorem 3.2] shows that since K/k is a finitely generated field extension of transcendence degree d and k is
algebraically closed, then there is a U0 ⊆ K and c > 0 such that K satisfies SM(U0, c, d).
Now let W be any finite-dimensional k-subspace of A0. We need to find a σ-stable finite-dimensional
subspace V ⊆ K which contains W . Clearly it does no harm to enlarge W , so we assume that 1 ∈ W and
since K is the fraction field of A0, we may assume that W generates K as a field. Writing a basis of U0 as
fractions of elements in A0 with a common denominator, we see that there is 0 6= a ∈ A0 such that U0a ⊆ A0.
Enlarging W further to W + U0a, we can assume that U0a ⊆W .
The rest of the proof closely follows the same idea as the proof of [Zh, Theorem 3.2], but we reproduce
the argument here for the convenience of the reader. Consider the subalgebra B = k〈W + kt〉 ⊆ A. A direct
calculation shows that
(W + kt)n =
n⊕
i=0
(W + σ(W ) + · · ·+ σi(W ))n−iti.
Write Wi = W + σ(W ) + · · · + σi(W ), and suppose that dimkWi is an unbounded function of i. We have
dimkWi ≥ i + 1, for all i, since if dimkWi = dimkWi+1, say, then Wn = Wi for all n ≥ i, a contradiction.
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Now since K satisfies SM(U0, c, d) and U0a ⊆W , we have dimkW
n−i
i ≥ c(dimkWi)(n− i)
d. Then
dimk(W + kt)
n ≥
n∑
i=0
c(dimkWi)(n− i)
d ≥
n∑
i=0
ci(n− i)d ≥ Cnd+2
for some constant C, and so GKdimA ≥ GKdimB ≥ d + 2, contradicting the hypothesis. Thus dimkWi is
a bounded function of n, and so some Wi ⊇W satisfies σ(Wi) =Wi. 
The previous result applies even to commutative rings A, but in this paper we are interested primarily in
Z-graded rings that are highly noncommutative in some sense, in particular simple. We say that an algebra
B over a field k is centerless if its center Z(B) is equal to k. The ring Q = K[t, t−1;σ], where K is a field,
has center Z(Q) = {a ∈ K|σ(a) = a}, as can easily be checked. In most common circumstances, the graded
quotient ring Q of a simple birationally commutative Z-graded algebra A will be automatically centerless (see
Theorem 5.5(3) below). Thus, we now study the further restrictions on (K,σ) that arise from a centerless
hypothesis on Q.
Proposition 5.2. Let σ : K → K be an automorphism of a finitely generated field extension K/k. Assume
that Q = K[t, t−1;σ] is centerless, in other words that {a ∈ K|σ(a) = a} = k.
(1) Let T be the sum of all generalized eigenspaces of σ inside K. Then T is a σ-invariant subring of
K and there are x1, . . . , xm ∈ K, algebraically independent over k, such that either
(A) T = k[x1, x
±1
2 , . . . , x
±1
m ], σ(x1) = x1 + 1, and σ(xi) = pixi for some pi ∈ k, i ≥ 2; or
(B) T = k[x±11 , x
±1
2 , . . . , x
±1
m ] and σ(xi) = pixi for some pi ∈ k, i ≥ 1.
In each case the pi generate a free abelian subgroup of k
×, and if Case (A) occurs then char k = 0.
(2) If there exists a finite-dimensional k-subspace V ⊆ K such that V generates K as a field and
σ(V ) = V , then T has fraction field K and K ∼= k(x1, . . . , xm) with automorphism as in case (A) or
(B) above.
Proof. (1) For λ ∈ k, let Vλ ⊆ K be the generalized eigenspace for the eigenvalue λ, in other words
Vλ = {z ∈ K|(σ−λ)nz = 0 for some n ≥ 1}. Let Λ ⊆ k be the set of all eigenvalues of the action of σ on K,
and let T =
⊕
λ∈Λ Vλ ⊆ K (note that the sum is automatically direct). Inside Vλ we have the λ-eigenspace
Wλ = {z ∈ K|σ(z) = λz}, and the centerless hypothesis on Q is equivalent to W1 = k. If 0 6= v, w ∈ Wλ,
then vw−1 ∈ W1 and so v ∈ kw. Thus each Wλ has dimension 1, say Wλ = kvλ for some eigenvector vλ. It
is easy to check that for any polynomial f ∈ k[x] and z ∈ K, we have f(σ)(zvλ) = f(λσ)(z). In particular,
applying this to f = (x− λ)n for all n shows that Vλ = vλV1.
Suppose that W1 ( V1; then we say we are in case (A). In this case there is u ∈ K such that σ(u) = u+1.
If k has positive characteristic p, then w = u(u+ 1) . . . (u+ p− 1) is σ-fixed, so w ∈ k. This shows that u is
algebraic over k and since k is algebraically closed, u ∈ k, a contradiction. Thus k has characteristic 0.
Since W1 = k, every finite-dimensional σ-stable subspace Y of V1 is a single Jordan block for the action
of σ. Given two such subspaces Y, Y ′ of the same dimension, then Y + Y ′ is also σ-stable and acted on as
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a single Jordan block; then it has a unique flag of σ-stable subspaces and thus Y = Y ′. Since k[u]≤n is
σ-stable of dimension n+1 and contained in V1, it must be the unique such subspace of that dimension, and
since V1 is the union of its finite-dimensional σ-fixed subspaces we have V1 = k[u]. Then T =
⊕
λ∈Λ vλk[u].
The alternative is case (B), that is that V1 = k. Then T =
⊕
λ∈Λ kvλ. It is clear that in either case T is a
ring, since vλvµ ∈ kvλµ.
Suppose case (A). The rest of the proof in case (B) is similar to the proof of case (A) but easier, and is left
to the reader. Suppose that Λ′ is a finitely generated subgroup of Λ. Note that Λ is a torsionfree subgroup
of k×: if λ ∈ Λ has λd = 1, then vdλ is σ-fixed and so v
d
λ ∈ k. Since k is algebraically closed, then vλ ∈ k and
λ = 1. So Λ′ is a free group of finite rank, say with basis p2, . . . , pm. Set xi = vpi . Since the pi are a free
basis of Λ′, distinct words in the xi are associated to distinct eigenvalues and so are k-independent. Thus
k[x2, . . . , xm] is a polynomial ring. It follows setting u = x1 that R(Λ
′) =
⊕
λ∈Λ′ vλk[u] is a ring isomorphic
to the polynomial ring k[x1, x2, . . . , xm]. Let K(Λ
′) ∼= k(x1, . . . , xm) be its fraction field.
Suppose that Λ′ ( Λ′′ are two distinct finitely generated subgroups of Λ. We claim that the fields K(Λ′) (
K(Λ′′) are also distinct. Choose some µ ∈ Λ′′ \ Λ′. If vµ ∈ K(Λ′), then vµ = f/g where f, g ∈ R(Λ′) =∑
λ∈Λ′ k[u]vλ. Looking at f = gvµ in the bigger ring R(Λ
′′), we see that
∑
λ∈Λ′ k[u]vλ ∩
∑
λ∈Λ′ k[u]vλµ 6= ∅,
contradicting that the cosets Λ′ and Λ′µ are disjoint. This proves the claim.
Now since K/k is a finitely generated field extension, K has ACC on subfields containing k. This im-
plies that Λ is a finitely generated group. Take Λ = Λ′ above. Then it is clear that T =
⊕
λ vλk[u] =
k[x1, x
±1
2 , . . . , x
±1
m ] and that σ has the stated form.
(2). Since σ(V ) = V , V is a sum of generalized eigenspaces. Thus V ⊆ T , and the result follows from
part (1). 
The rings T and automorphisms σ occurring in the previous result give important examples of wild
automorphisms of affine varieties.
Lemma 5.3. Let (T, σ) be as in either case (A) or (B) of Proposition 5.2, where T has fraction field
K = k(x1, . . . , xm), and let X = Spec T .
(1) T is σ-simple, or equivalently σ : X → X is wild.
(2) If C ⊆ T is a subalgebra with σ(C) = C, and C is also σ-simple with field of fractions K, then
C = T .
Proof. We assume case (A) throughout the proof, since the proof for case (B) is similar but easier. Recall
as in the proof of Proposition 5.2 that T decomposes as a sum of generalized eigenspaces of the form
T =
⊕
λ∈Λ k[x1]vλ, where Λ is the free abelian group generated by the pi. As we also saw in that proof,
the nonzero σ-invariant finite-dimensional subspaces of k[x1] are precisely the k[x1]≤n for n ∈ N, and so the
nonzero σ-invariant subspaces of k[x1] are the k[x1]≤n for n ∈ N ∪ {∞}. Now it is easy to check that any
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σ-invariant k-subspace S of T is of the form S =
⊕
λ∈Y k[x1]≤δ(λ)vλ for some subset Y of Λ and constants
δ(λ) ∈ N ∪ {∞}.
(1). Suppose that I is a nonzero σ-invariant ideal of T . As above, write I =
⊕
λ∈Y k[x1]≤δ(λ)vλ. Since
I is closed under multiplication by k[x1], δ(λ) =∞ for all λ ∈ Y . Since I is closed under multiplication by
each vλ with λ ∈ Λ, Y is closed under multiplication with anything in Λ and so Y = Λ. Thus I = T .
(2). Again we write C =
⊕
λ∈Y k[x1]≤δ(λ)vλ. Since C is a k-algebra, Y is closed under multiplication and
1 ∈ Y , so Y is a sub-semigroup of Λ. The closure of C under multiplication also forces δ(λ1λ2) ≥ δ(λ1)+δ(λ2)
(with the obvious convention when one or more elements is ∞), for all λ1, λ2 ∈ Y . Suppose that Y is not a
group. Then it has a proper semigroup ideal 0 ( M ( Y (i.e. MY ⊆ M) and so
⊕
λ∈M k[x1]≤δ(λ)vλ is a
proper σ-invariant ideal of C. Since C is σ-simple, this is a contradiction, and so Y is a subgroup of Λ. Now
the same argument as in the proof of Proposition 5.2(2) shows that if Y is a proper subgroup of Λ, then the
fraction field of C is smaller than K. Thus Y = Λ.
Now consider δ. If δ(λ) = 0 for all λ ∈ Λ, then C ⊆ k[x2, . . . , xn] does not have the correct field of
fractions. Thus δ(λ) > 0 for some λ. Then δ(1) ≥ δ(λ) + δ(λ−1) > 0 and δ(1) ≥ δ(1) + δ(1), forcing
δ(1) =∞. This implies that δ(µ) ≥ δ(µ) + δ(1) =∞ for all µ ∈ Λ. So C =
⊕
λ∈Λ k[x1]vλ. Thus C = T . 
Remark 5.4. Let (T, σ) be as in case (A) or (B) of Proposition 5.2. Then X = SpecT is an algebraic
group, namely X ∼= k × (k∗)m−1 in case (A) and in X ∼= (k∗)m in case (B), where here k is the additive
group of the field and k∗ is the multiplicative group. Moreover, the induced automorphism σ : X → X is a
translation automorphism in this algebraic group, and we have seen that it is a wild automorphism.
In [RRZ], wild automorphisms of projective varieties were studied and it was proved that in dimension ≤ 2,
all such are translation automorphisms of abelian varieties [RRZ, Theorem 6.5]. It was also conjectured that
the same holds in all dimensions [RRZ, Conjecture 0.3]. The examples above suggest that it is also interesting
to consider the affine version of the wild automorphism problem. Namely, must a wild automorphism of an
affine variety be a translation automorphism of a commutative affine algebraic group?
We now put together the various pieces above to prove the following summary result.
Theorem 5.5. Let A be a Z-graded finitely generated k-algebra with An 6= 0 for all n ∈ Z. Assume
that A is a birationally commutative Ore domain with Q = Qgr(A) = K[t, t
−1;σ], and that GKdim(A) =
tr. deg(K/k) + 1.
(1) Suppose that Q is centerless. Then K = k(x1, . . . , xm) is a rational function field, σ : K → K is of
the form as in type (A) or (B) in Proposition 5.2, and A0 ⊆ T for the corresponding ring T .
(2) If Q is centerless and A is simple, then A0 = T .
(3) If A is primitive and noetherian and the base field k is uncountable, then Q is automatically centerless.
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Proof. (1). Note that K is the fraction field of A0, and K/k is a finitely generated field extension, by
Lemma 3.1. By Lemma 5.1, given any finite-dimensional subspace V of A0, then V is contained in a finite-
dimensional subspaceW of K with σ(W ) =W . In particular, taking V to be a subset of A0 which generates
K as a field, there is a finite-dimensional σ-invariant subspace W of K which generates K as a field. By
Proposition 5.2, we get that K = k(x1, . . . , xm) is a rational function field, and that σ is of type (A) or (B).
The corresponding ring T consists of those elements in K which are sums of generalized eigenvectors for σ.
Any finite-dimensional σ-invariant k-subspace of K is then contained in T , and so we conclude that A0 ⊆ T .
(2). This is a similar argument as in Lemma 3.5, but we do not assume that A0 is noetherian so a slightly
different proof is needed. Let C be the k-subalgebra of K generated by {σn(A0)|n ∈ Z}. The same proof
as in Lemma 3.5(1) shows that C is σ-simple. Since A0 ⊆ T by part (1), C ⊆ T also. Then C = T by
Lemma 5.3(2). In particular, C is a finitely generated k-algebra.
Now since C is finitely generated, C is generated by {σn(A0)| − r ≤ n ≤ r} for some r. The argument in
Lemma 3.5(2) constructs for each i an element xi such that xiσ
i(A0) ⊆ A0, and thus there is x =
∏
xi such
that xC ⊆ A0. By clearing denominators we can assume that x ∈ A0. Now writing A′ =
⊕
n∈ZCAn, then
A′ ⊆ K[t, t−1;σ] is a subring such that xA′ ⊆ A. As in the proof of Lemma 3.5(2), this forces A = A′ since
A is simple, and so A0 = C = T .
(3) This is a standard result. Namely, [BG, Lemma II.7.13, Proposition II.7.16] show that under these
hypotheses, the center of the full quotient ring Q(A) of A is algebraic over k, and thus equal to k by our
standing hypothesis that k is algebraically closed. But the center of the graded quotient ring Q = Qgr(A) is
no bigger than the center of Q(A). 
Remark 5.6. Although simple rings are our main interest in this paper, parts (1) and (3) of the theorem
above show that primitive birationally commutative Z-graded algebras A of minimal GK-dimension already
have the same restrictions on their graded quotient ring (but may have more freedom as to what A0 can be).
It would be interesting to try to classify maximal orders, for example, in this more general context.
We end this section by stating the special case of our main theorems in this paper for rings of GK-
dimension 2, and thus proving Theorem 1.1. As mentioned in the introduction, understanding this case was
the authors’ original main motivation.
Theorem 5.7. Let A be a Z-graded simple finitely generated k-algebra which is a domain, where k is
algebraically closed, GKdimA = 2, and Ai 6= 0 for all i ∈ Z.
(1) A is an Ore domain and Qgr(A) ∼= K[t, t
−1;σ], where K = k(u) is a rational function field. Moreover,
A0 = T where either either (A) T = k[u], σ(u) = u + 1 and char k = 0; or (B) T = k[u, u
−1], and
σ(u) = pu for some non-root of unity p ∈ k∗.
(2) A ∼=
⋂m
i=1 B(Gi, Hi, T ) for some points pi on distinct σ-orbits, pleasantly alternating cycles Gi
supported on the orbit of pi, and ideals Hi. The algebra A is graded Morita equivalent to a generalized
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Weyl algebra B = B(Z,H, T ) ∼= T (σ, f), for Z = {p1, . . . , pm} and some ideal H = fT with T/H
supported along Z.
Proof. (1) A is Ore since it is a domain of finite GK-dimension. Its graded quotient ring has the form Q =
Qgr(A) ∼= K[t, t−1;σ] for some finitely generated field extension K/k with tr. degK/k = 1, by Lemma 3.1. If
there is v ∈ K such that σ(v) = v with v 6∈ k, then since k is algebraically closed, v is transcendental over k, so
K/k(v) is a finite extension. This forces σ : K → K to have finite order, and then Q = K[t, t−1;σ] is a PI ring,
and so A is as well. This clearly contradicts the hypothesis that A is simple. Thus {x ∈ K|σ(x) = x} = k;
that is, Q is centerless. Then by Theorem 5.5, K = k(u) and there are T and σ falling into one of the two
listed cases, with A0 = T .
(2) Note that Hypothesis 4.1 holds for A. Let X = SpecT . Since A0 = T is a PID, a Pic(X)-twist does not
change A up to isomorphism, by Lemma 3.10. Thus by Theorem 4.10, A ∼=
⋂m
i=1B(G
(i), H(i), J (i)), for some
Z = {p1, . . . , pm} with each pi on a distinct σ-orbit, G(i) a pleasantly alternating cycle on the orbit of pi, and
ideals H(i), J (i). For 0 6= x ∈ K, we can do an explicit Pic(X)-twist by replacing the ring A =
⊕
n∈Z Vnt
n
by
⊕
n∈Z xnVnt
n, where x0 = 1, xn = xσ(x) . . . σ
n−1(x) for n > 0, and x−n = [σ
−1(x) . . . σ−n(x)]−1 for
n > 0. (One can also just interpret this as a change of variable t in the quotient ring, replacing t by x−1t.)
If J (i) = xiT and H
(i) = yiT , then applying this twist with x = (xi)
−1 to B(G(i), H(i), J (i)) shows that
B(G(i), H(i), J (i)) ∼= B(G(i), Ĥ(i), T ), where Ĥ(i) = xiyiT . Then applying the twist with x =
∏
(xi)
−1 to A
gives
A ∼=
m⋂
i=1
B(G(i), H(i), J (i)) ∼=
m⋂
i=1
B(G(i), Ĥ(i), T ),
as required. Finally, this ring is graded Morita equivalent to B(Z,H, T ) for some H , by the same argument
as in Theorem 4.10.
It remains to verify that a ring of the form B(Z,H, T ) is isomorphic to a generalized Weyl algebra T (σ, f).
Since T is a PID we may write H = gT . Then we claim that B = B(Z,H, T ) ∼= T (σ, f) for f = σ−1(g). By
the original definition of Bavula [Bav], T (σ, f) is the algebra generated by the ring T and new indeterminates
x, y satisfying the relations yx = f, xy = σ(f), xα = σ(α)x, and yα = σ−1(α)y for all α ∈ T . Mapping
T 〈x, y〉 to T [t, t−1;σ] by sending T to itself identically, x 7→ t and y 7→ ft−1, it is easy to see that these
relations are satisfied, so there is a map of graded algebras φ : T (σ; f)→ T [t, t−1;σ]. The image of this map
is the algebra generated by T , ft−1, and t, which is also generated by fT t−1 ⊕ T ⊕ T t = B−1 ⊕ B ⊕ B1,
and hence is equal to B since B is generated in these degrees by Lemma 2.10. Finally, φ must be injective
since T (σ, f) is simple given that f does not have more than one root on a given σ-orbit [Bav, Corollary
3.2]. This proves that B(Z,H, T ) ∼= T (σ; f) as claimed. 
6. Lonely subsets
In this final section, we take a stab at getting a better understanding of which closed subsets Z of an
affine variety X = SpecR with wild automorphism σ can be σ-lonely, and thus knowing more about what
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examples actually occur in our main classification result. We might as well stick to the case of the only
examples of finite-type affine varieties with wild automorphisms we know, namely the algebraic groups with
translation automorphisms described in Proposition 5.2. In the next result, we study σ-lonely subsets of
codimension 1 for these examples.
Theorem 6.1. Let T , X = SpecT , and σ : T → T , be of type (A) or (B) as in Proposition 5.2. Suppose
that 0 6= f ∈ T is not a unit and that Z = V (f) is the vanishing set of f in X.
(1) In type (A), where T = k[x1, x
±1
2 , . . . , x
±1
d ] and σ(x1) = x1 + 1, σ(xi) = pixi for i ≥ 2, then Z
is σ-lonely if and only if (after replacing f by a unit multiple) we have either (i) f ∈ k[x1] and
no two roots of f differ by an integer, or else (ii) there is z = xi22 . . . x
id
d for some ij ∈ Z such
that f ∈ k[z, z−1] and no two roots of f (as a polynomial in z) have ratio which is a power ρi of
ρ = pi22 . . . p
id
d for some i ∈ Z.
(2) In type (B), if we label the variables starting with x2 so that T = k[x
±1
2 , . . . , x
±1
d ], then we can think
of this ring as a subring of the one considered in part (1) with σ being the restriction. then Z = V (f)
is σ-lonely if and only if condition (ii) holds as above.
Proof. Part (2) is an easy consequence of the proof of Part (1), so we concentrate on type (A). Note that
the units group of T is {βxi22 . . . x
id
d |0 6= β ∈ k, ij ∈ Z}. By multiplying by a unit, we may assume that f
has the form f =
∑m
n=0 hn(x2, . . . , xd)x
n
1 for some m ≥ 0, where hm 6= 0 and hm ∈ k[x2, . . . , xd] and has
constant term 1.
Assume that Z is σ-lonely; equivalently, that Tf+Tσn(f) = T for every n 6= 0. Let C = k[t1, t
±1
2 , . . . , t
±1
d ]
and let B = T ⊗k C = k[x1, x
±1
2 , . . . , x
±1
d , t1, t
±1
2 , . . . , t
±1
d ]. Let g = f(x1 + t1, t2x2, . . . , tdxd) ∈ B. Consider
the ring B = B/(f, g).
We claim that (fB + gB) ∩ C 6= 0. Suppose this does not hold. Then C embeds in B and we identify
it with its image. By generic freeness [Ei, Theorem 14.4], there is a nonzero polynomial q ∈ C such that
Bq is a free Cq-module. The orbit of the point (0, 1, 1, . . . , 1) ∈ X under the automorphism σ is the set
{(n, pn2 , p
n
3 , . . . , p
n
d )|n ∈ Z}, and we know this is dense in X since σ is wild by Lemma 5.3(1). Thus there
is an infinite set S of natural numbers n such that q(n, pn2 , . . . , p
n
d ) 6= 0. Then for n ∈ S, the elements
t1 − n, t2 − p
n
2 , . . . , td − p
n
d generate a proper ideal I of Cq. Since Bq is a free Cq-module, we see that I lifts
to a proper ideal of Bq. In other words,
fB + gB + (t1 − n)B + (t2 − p
n
2 )B + · · ·+ (td − p
n
d )B 6= B
for n ∈ S. Notice, however, that
B/(f, g, t1 − n, t2 − p
n
2 , . . . , td − p
n
d )
∼= T/(f, σn(f)),
which contradicts the fact that f and σn(f) generate the unit ideal in T . This proves the claim.
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Now there exist a, b ∈ B and nonzero c(t1, . . . , td) ∈ C such that
af + bg = c(t1, . . . , td).
For (α1, . . . , αd) ∈ Z = V (f) we have
g(α1, . . . , αd, t1, . . . , td) = f(t1 + α1, α2t2, . . . , αdtd)
∣∣c(t1, . . . , td)
in C. Up to multiplication by units, c(t1, . . . , td) has only a finite set of divisors in C, say {c1, . . . , cm}. By the
choice of f =
∑m
n=0 hnx
n
1 , where hm ∈ k[x2, . . . , xn] has constant term 1, we see that f(t1+α1, α2t2, . . . , αdtd)
is of the form
∑m
n=0 h
′
n(t2, . . . , td)t
n
1 where h
′
m ∈ k[t2, . . . , tn] still has constant term 1. Note that for each
ci, there is a finite set of units u in the units group {βt
i2
2 . . . t
id
d } of C such that uci has constant term 1.
Thus we see that
S = {f(t1 + α1, α2t2, . . . , αdtd) | (α1, . . . , αd) ∈ Z = V (f)}
is a finite set.
Suppose that f involves both x1 and some xi with i ≥ 1 (so in particular, m ≥ 1 and d ≥ 2). We will show
this leads to a contradiction. By reordering the xi with i ≥ 2 we can assume that if k is the largest integer such
that hk is not a scalar, then x2 occurs in hk. Consider the projection morphism X → Spec k[x
±1
3 , . . . , x
±1
d ],
and let φ : Z(f) → Spec k[x±13 , . . . , x
±1
d ] be its restriction. Since Z(f) is (d − 1)-dimensional, we can find
a fiber of φ, say φ−1(α3, . . . , αd), which is of dimension ≥ 1 [Ha, Exercise II.3.22]. Since k is algebraically
closed and in particular infinite, there is an infinite set P of pairs (α, β) such that (α, β, α3, . . . , αd) ∈ Z(f)
and the elements f(t1+α, βt2, α3t3, . . . , αdtd) are all equal. Given any two distinct (α, β), (γ, δ) ∈ P , looking
at the coefficient of tm1 implies that hm(βt2, α3t3, . . . , αdtd) = hm(δt2, α3t3, . . . , αdtd); call this element H ,
and note that the constant term of H is equal to 1. Then looking at the coefficient of tm−11 gives
Hmα+ hm−1(βt2, α3t3, . . . , αdtd) = Hmγ + hm−1(δt2, α3t3, . . . , αdtd).
Looking at the constant term on both sides now shows since k has characteristic 0 that α = γ. Next, let k be
the largest integer such that hk is non-scalar, and recall that x2 occurs in hk by assumption. Then looking at
the coefficient of tk1 and using that α = γ we see thatM+hk(βt2, α3t3, . . . , αdtd) =M+hk(δt2, α3t3, . . . , αdtd)
for some constantM . Now looking at the term of highest degree in t2, say degree p, we conclude that β
p = δp.
In particular, β = ζδ for some pth root of unity ζ. We conclude that P ⊆ {(α, ζβ)|ζp = 1} for some fixed
α, β, p, and so P is finite, a contradiction.
Thus we can assume now that either f ∈ k[x1] or f ∈ k[x2, . . . , xd]. The first case is easy to dispatch. If
f ∈ k[x1] then fT + σ
n(f)T is the unit ideal if and only if fk[x1] + σ
n(f)k[x1] is the unit ideal in k[x1].
This will occur for all n 6= 0 if and only if f does not have two distinct roots on the same σ-orbit, in other
words no two roots of f differ by a nonzero integer.
The other case is f ∈ k[x±12 , . . . , x
±1
d ], and this is handled by a similar argument as the one we already
used. The argument in this paragraph also shows how to prove part (2) of the theorem; since case (B) allows
35
arbitrary characteristic, we note that no assumption on the characteristic is necessary for this part of the
argument. We claim that there is z = xi22 . . . x
id
d such that f ∈ k[z, z
−1]. We may assume that d ≥ 3, since
otherwise the claim is trivial. Write f(t2, . . . , td) =
∑
βi2,...,idt
i1
2 · · · t
id
d , where by the earlier normalization,
β0,...,0 = 1. Suppose there exist (i2, . . . , id) and (j2, . . . , jd) in Zd−1 \ {(0, 0, . . . , 0)} such that βi2,...,id 6= 0
and βj2,...,jd 6= 0, and (i2, . . . , id) is not a rational scalar multiple of (j2, . . . , jd). Then by relabeling our
variables if necessary, we may assume that i2j3 6= j2i3. Consider the projection Spec k[x
±1
2 , x
±1
3 , . . . , x
±1
d ]→
Spec k[x±14 , . . . , x
±1
d ] and restrict this to Z(f) to obtain φ : Z(f)→ Spec k[x
±1
4 , . . . , x
±1
d ]. Similarly as above,
we can pick (α4, . . . , αd) ∈ (k\{0})d−3 such that φ−1(α4, . . . , αd) is at least 1-dimensional, and so there is an
infinite set P of ordered pairs (α, β) ∈ (k \ {0})2 such that f(αt2, βt3, α4t4, . . . , αdtd) is the same polynomial
for every (α, β) ∈ P . Now if (α, β) and (γ, δ) are in P , then we have αi2βi3 = γi2δi3 and αj2βj3 = γj2δj3 .
Then (α/γ)i2 = (δ/β)i3 and (α/γ)j2 = (δ/β)j3 , so there are roots of unity ω and ω′ such that γ = ωα and
δ = ω′β with ωn = (ω′)n = 1, where n = i2j3 − i3j2 6= 0. Then we see that
P ⊆ {(αω, βω′) : ωn = (ω′)n = 1},
for some fixed pair (α, β), contradicting the fact that P is infinite. We conclude that all (j2, . . . , jd) such
that β(j2,...,jd) 6= 0 lie on a line through the origin, and so there is some nonzero d-tuple (j2, . . . , jd) ∈ Z
d
such that setting z = xj22 . . . x
jd
d , then f ∈ k[z, z
−1]. We may assume further that gcd(j2, . . . , jd) = 1.
Finally, since σ(z) = ρz where ρ = pj22 . . . p
jd
d , we have reduced again to a one-variable case. Clearly f will
be σ-lonely if and only if f = f(z) does not have two distinct roots on any σ-orbit, that is, no two distinct
roots of f have ratio equal to ρi for some i ∈ Z. 
Example 6.2. Suppose we are in type (A) or (B) of Proposition 5.2. If T has dimension ≤ 2, then we can
describe all σ-lonely subsets Z of X = Spec T . In case dim T = 1 this is rather trivial: Z is lonely if and
only if no two of its distinct points lie on the same σ-orbit. In case dimT = 2, then as T is a UFD, Z is a
disjoint union Z = V (f) ∪W for some nonzero nonunit f ∈ T and some finite set of points W . It is easy
to see that Z will be lonely if and only if V (f) satisfies the conclusion of Theorem 6.1, and each point of W
lies on a distinct σ-orbit disjoint from the σ-iterates of V (f).
We close with the following open question.
Question 6.3. Is there a simple classification of the σ-lonely subsets of X = SpecT for (T, σ) as in
Proposition 5.2 with T of arbitrary dimension?
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