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F-KPP SCALING LIMIT AND SELECTION PRINCIPLE FOR A
BRUNET-DERRIDA TYPE PARTICLE SYSTEM.
PABLO GROISMAN, MATTHIEU JONCKHEERE, AND JULIA´N MARTI´NEZ
Abstract. We study a particle system with the following diffusion-branching-selection
mechanism. Particles perform independent one dimensional Brownian motions and on
top of that, at a constant rate, a pair of particles is chosen uniformly at random and
both particles adopt the position of the rightmost one among them. We show that the
cumulative distribution function of the empirical measure converges to a solution of the
Fisher-Kolmogorov-Petrovskii-Piskunov (F-KPP) equation and use this fact to prove
that the system selects the minimal macroscopic speed as the number of particles goes
to infinity.
1. Introduction
The F-KPP equation
(1.1)
Btu “ 1
2
B2xu` u2 ´ u, x P R, t ą 0,
up0, xq “ u0pxq, x P R.
was first introduced as a central model of front propagation for reaction-diffusion phenom-
ena. Both Fisher and Kolmogorov, Petrovskii and Piskunov [19,24] proved independently
the existence of an infinite number of traveling wave solutions. In 1975, McKean estab-
lished a first link with a microscopic model (a particle system), showing an exact connec-
tion with Branching Brownian motion (BBM) [26]. This sprouted a large effort of research
focusing on defining corresponding microscopic models for front propagation both in the
physics and mathematics literature. The seminal papers [11, 12] set the basic questions
on the influence of microscopic effects on the front propagation properties. Three types
of models were then considered: adding noise to the deterministic equation [13, 27, 28],
introducing a cut-off [4, 16] or defining truly microscopic models via interacting particles
systems conserving the total number of particles [14, 15, 17, 25]. This allows to study the
effects produced by the finite size population on the front propagation. We focus here on
the third direction of research.
Brunet and Derrida [12] highlighted that in contrast to the macroscopic equations,
which admit infinitely many traveling waves (characterized by their velocities), micro-
scopic models should select a unique velocity. Defining finite population particle systems,
of size N , with branching and selection (in discrete time), they showed using heuristic
arguments and simulations that the asymptotic speed of a particle system has a deviation
of order plogNq´2 from the macroscopic speed. This sheds light on the effects of the
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finite size population, as the corresponding speed converges much slower than expected.
This was rigorously proved in [5] for N -Branching Random Walks (N -BRW), a system in
which particles branch, perform random walks and undergo a selection mechanism.
Several similar particle systems involving diffusive movements and sequential steps of
branching and selection have been considered in this context. In [17] the authors consider a
model closely related to N´BRW and prove that the distribution function of the empirical
measure converges, for fixed times, to a free boundary integro-differential equation in
the F-KPP class, as well as a speed selection phenomenon. The same conclusions were
conjectured to hold in [21] for the N´Branching Brownian Motion (N -BBM), introduced
and studied in [25]. These conclusions have been recently settled in [7, 15]. More on this
macroscopic equation can be found in [6].
In the present article, we define and study a finite-population particle system in con-
tinuous time, following closely the dynamics proposed by Brunet and Derrida in [12]. In
our setting N particles diffuse independently according to one dimensional Brownian mo-
tion, branch and get selected, with the important feature that particles are paired at each
branching event. At these times, the particle on the pair with largest position branches
into two and the one (in the pair) with smallest position is eliminated from the system.
This corresponds to the branching-selection mechanism.
We first prove that the cumulative distribution function of the empirical measure of this
system converges to a solution of the F-KPP equation as the number of particles goes
to infinity. As a consequence, we are able to prove that the system selects the minimal
speed of the macroscopic model as N goes to infinity. In order to do that, we first show
the existence of a stationary regime for the system seen from its leftmost particle and the
existence of an asymptotic speed for fixed N , using classical arguments. Combining this
with the hydrodynamic limit previously obtained, we get a lower bound for the speed. The
upper bound can be obtained by constructing our process as a pruning of N independent
BBMs.
Some particular features of our setting, in contrast with previously mentioned works are
(i) the proofs do not depend on explicit computations but rather on a careful analysis of
the system (for instance, the limiting speed is obtained through comparison with F-KPP
solutions and not through Legendre transforms), (ii) we provide explicit bounds for the
decorrelation between particles and hence we can quantify the propagation of chaos, (iii)
we believe that the analysis is robust enough to be extended to more general diffusions
and branching-selection mechanisms (see [22]) and (iv) the behavior of the system as N
goes to infinity is given exactly by the solution of the F-KPP an not by approximations.
The rest of the paper is organized as follows. In Section 2, we introduce the model and
state the main results. The proof of propagation of chaos and convergence towards the
F-KPP is given in Section 3. Finally in Section 4, we prove the existence and properties
of the velocities for fixed N and then proceed to prove the selection principle: as N goes
to infinity, the velocities converge to the minimal velocity of the F-KPP equation.
2. Model and main results
We first describe the dynamics in an informal way. The system starts with N particles
located in the real line, each of which performs independently a standard Brownian mo-
tion and carries a Poisson clock with rate one. At Poissonian times, the particle chooses
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another particle uniformly among the other ones. If the choosen particle has larger po-
sition, it jumps on top of it. Throughout the article we will refer indistinctly to this
interaction as a jump of the smaller particle of the pair to the position of the larger one
or as a branching of the larger particle with killing of the smaller one. More precisely
pξtqtě0 is a Markov process in RN with generator given by
(2.1) Lfpξq “ 1
2
Nÿ
i“1
B2xifpξq `
1
2pN ´ 1q
Nÿ
i“1
ÿ
j‰i
pfpθijpξqq ´ fpξqq ,
for f P C2
0
pRNq, the set of twice differentiable functions with compact support. Here
(2.2) θijpξqpkq “
#
maxtξpjq, ξpiqu if k P ti, ju,
ξpkq otherwise.
Namely, given two labels i, j, θij replaces the position of the particle with smaller position
with the position of the larger one.
We denote by ξt “ pξtp1q, . . . , ξtpNqq the process at time t and define the empirical
measure associated to ξt by
µNt :“
1
N
Nÿ
i“1
δξtpiq, t ą 0.
The cumulative distribution function of µNt is given by,
FN px, tq :“ µNt pp´8, xsq, x P R, t ą 0.
For simplicity, we omit the dependence of µNt and FNpx, tq on ξt if not necessary.
Notation. In what follows, we denote by P the space of probability measures on R
endowed with the weak topology. For a polish metric space S, Dpr0, T s, Sq is the space
of ca`dla`g functions from r0, T s to S endowed with the Skorokhod topology. We assume
that all our processes are defined in a probability space pΩ,F , P q and denote with E,
the expectation with respect to P . When needed, we use Pµ (respectively Pξ
0
) whenever
the initial condition is distributed at random according to the probability measure µ
(respectively δξ
0
), with the same convention for expectation. The σ-algebra generated by
the process up to time t is denoted by Ft. For simplicity, we write uNpx, tq :“ Eξ
0
rFNpx, tqs
and } ¨ } “ } ¨ }8 for the infinity norm of a real valued function.
2.1. Hydrodynamic limit. The following theorem provides a link between the afore-
mentioned model and the solutions of the F-KPP equation, through the hydrodynamic
limit.
Theorem 2.1. Let u0 be a distribution function in R such that limNÑ8 }FNp¨, 0q´u0} “ 0
in probability and u the solution to (1.1). Then, for any t ą 0 we have
(2.3) lim
NÑ8
}FNp¨, tq ´ up¨, tq} “ 0 in probability.
We can also state a path-wise version of this result.
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Corollary 2.2. In the setting of Theorem 2.1, let µt be the deterministic measure in R
given by µtpp´8, xsq “ upx, tq. Then,
lim
NÑ8
pµNt qtě0 “ pµtqtě0,
weakly in Dpr0,`8q,Pq, in probability.
2.2. Speed selection. For ξ P RN , denote ξris the i-th order statistic of ξ, i.e.
ξr1s “ min
1ďjďN
ξpjq, ξri` 1s “ min
j : ξpjqěξris
ξpjq.
We use the label of the particles to break ties. The position of the i-th particle as seen
from the minimum is given by ηtpiq “ ξtri ` 1s ´ ξtr1s and the process as seen from the
minimum is defined by
(2.4) ηt “ pηtp1q, . . . , ηtpN ´ 1qq.
Theorem 2.3. Let N ě 1. Then,
(1) The process pηtqtě0 has a unique stationary distribution νN , which is absolutely
continuous with respect to the N-dimensional Lebesgue measure.
(2) For any initial distribution ρN
0
lim
tÑ8
}PρN
0
pηt P ¨q ´ νN p¨q}TV “ 0.
(3) There exists vN ě 0 such that
(2.5) lim
tÑ8
ξtr1s
t
“ lim
tÑ8
ξtrNs
t
“ vN , almost surely and in L1.
(4) vN`1 ě vN and
(2.6) lim
NÑ8
vN “
?
2.
Remark. Equation (2.6) can be thought as a selection principle in the sense that
though the macroscopic equation admits infinitely many travelling waves with different
velocities, for each N and for any initial distribution the microscopic system has a unique
velocity which converges to the minimal velocity of the macroscopic equation, when N
goes to infinity. This kind of result was first proved in [9].
3. Hydrodynamic limit
We begin now with the proof of Theorem 2.1. The main idea is to show that uN
verifies, in the limit as N goes to infinity, the F-KPP equation and that the variances
Vξ
0
rFNpx, tqs converge to zero, which boils down to prove asymptotic decorrelation of the
particles (propagation of chaos). The following graphical construction will turn to be
instrumental for this purpose.
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3.1. Graphical construction. We construct the process as a deterministic function of
N independent Brownian motions and an homogeneous Poisson process (for the jumps).
To each particle i, we associate a marked Poisson process ωi and an independent standard
Brownian motion pBitqtě0. The process ωi is defined on Rˆpt1, . . . , Nuztiuq with intensity
measure dtdβi, where βi is the uniform distribution on t1, . . . , Nuztiu. The processes
pωi, pBitqtě0q1ďiďN are independent. Consider the superposition ω “
Ť
ωiˆtiu and sort
the marks in order of appearance. We denote this sequence with pτk, jk, ikqkPN where the
first coordinate τ is the time mark, the second one is the partner mark chosen according
to βi and the third one is the label mark (the label mark is i if it occurs at ω
i). We define
ξt inductively as follows.
‚ At time 0, the configuration is ξ
0
.
‚ Assume ξτk is defined. For t P pτk, τk`1s we define
ξtplq “
#
ξ
t´
pjk`1q if t “ τk`1, l “ ik`1 and ξt´pik`1q ă ξt´pjk`1q
ξτkplq `Blt ´Blτk otherwise.
It is straightforward to check that pξtqtě0, as constructed above is Markov, with gener-
ator given by (2.1).
For each particle i and a time t ą 0, we construct backwards a set of (labels of) particles
that we call ancestors. The important feature of this set is that the position of the particle
is measurable with respect to the σ-algebra generated by the Brownian motions and
Poisson processes attached to the ancestors up to time t. For any two particles, conditioned
on the event that their clan of ancestors do not intersect, they are independent. More
details below.
3.2. The clan of ancestors. Given a set of labels A Ď t1, . . . , Nu we denote by ωAr0, ss
the superposition of all the points of ωj with j P A restricted to the interval r0, ss. We
add p0, 0, 0q to this set for convenience. That is, ωAr0, ss “ ŤjPA ωjpr0, ssqŤtp0, 0, 0qu.
For each 1 ď i ď N , we define inductively a sequence of times and sets as follows.
‚ Let s1 be the largest time mark in ωtiur0, ts and j1 its partner mark. If s1 “ 0 stop
and define ψit “ tiu. Otherwise define Ai1 “ ti, j1u.
‚ Suppose sk, Aik are defined. Then, let sk`1 be the largest time in ωAikr0, sks and
jk`1 its partner mark. If sk`1 “ 0 stop and define ψit “ Aik. Otherwise define
Aik`1 “ Aik Y tjk`1u.
As N is finite, this procedure finishes after a finite number of steps nit almost surely.
The next lemma gives a bound on the probability of intersection of two clans of ancestors
which allows us to control the two-particles correlation.
Lemma 3.1. For i ‰ j and t ą 0,
PµN
0
pψit X ψjt ‰ ∅q ď
et ´ 1
N ´ 1 .
In the event tψit X ψjt “ ∅u the only possible dependence between ξit and ξjt is due to
the initial condition. As a consequence, for deterministic initial conditions, we obtain the
following bound.
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Lemma 3.2. For t ě 0 and x, y P R, we have
sup
ξPRN
ˇˇˇ
ˇˇ Nÿ
i,j“1
Eξ r1tξtpiq ď xu1tξtpjq ď yus ´ Eξ r1tξtpiq ď xusEξ r1tξtpjq ď yus
ˇˇˇ
ˇˇ ď 2Net.
The proof of this lemma is similar to the one in [2, Section 3] once we have Lemma 3.1.
The only minor modification is to consider the events tξtpiq ď x, ξtpjq ď yu instead of
tξtpiq “ x, ξtpjq “ yu. For the proof of Lemma 3.1 we also refer the reader to [2, Lemma
2.1].
The following lemma allows to control perturbations of the F-KPP equation.
Lemma 3.3. Let u be a solution of (1.1) with initial datum u0 and w a smooth bounded
function in Rˆ r0, T s such that
Btw “ 1
2
B2xw ` w2 ´ w ` g, wpx, 0q “ w0pxq.
Then
}up¨, tq ´ wp¨, tq} ď
ˆ
}u0 ´ w0} `
ż t
0
e´s}gp¨, sq} ds
˙
eCt,
with C “ maxt}g}T ` }w0}, 1u.
Proof. Call z “ w ´ u and
zpx, tq “
ˆ
}u0 ´ w0} `
ż t
0
e´s}gp¨, sq} ds
˙
eCt.
By the maximum principle for parabolic equations in unbounded domains [29, Proposition
52.4] we get }w} ď C and hence, this function verifies
Btz “ 1
2
B2xz ` Cz ` }gp¨, tq}
ě 1
2
B2xz ` pw ` u´ 1qz ` }gp¨, tq},
with zpx, 0q “ }u0 ´ w0}, while for z we have
Btz “ 1
2
B2xz ` w2 ´ u2 ´ z ` g
“ 1
2
B2xz ` pw ` u´ 1qz ` g.
Hence e “ z ´ z verifies
Bte ď 1
2
B2xe` pw ` u´ 1qe.
With epx, 0q “ w0pxq´u0pxq´}u0´w0} ď 0. Since u and w are bounded, using again the
maximum principle we obtain epx, tq ď 0 for all px, tq P Rˆr0, T s. Proceeding in the same
way with ´z´z we get that for all px, tq P Rˆr0, T s, ´zpx, tq ď wpx, tq´upx, tq ď zpx, tq,
which conludes the proof. 
We are ready to prove Theorem 2.1.
F-KPP SCALING LIMIT 7
Proof of Theorem 2.1. Throughout this proof, we denote Eξ
0
, Vξ
0
and Pξ
0
briefly by E, V
and P , respectively. We also use Gpx, t; zq “ şx´8p2pitq´1{2e´py´zq2{2t dy for the probability
that a Brownian motion started at z is less than x at time t. The proof is divided into
two steps.
Step 1. Derivation of the equation for uNpx, tq.
Let us first observe that
(3.1) uNpx, tq “ 1
N
Nÿ
i“1
P pξtpiq ď xq.
We will focus on each term of the previous sum separately. Fix i and let τ be the last
time-mark before time t of ωi. If there is no such a mark, we set τ “ 0. Notice that
particle i performs a Brownian motion in pτ, tq and that τ is the minimum between t and
an exponential random variable with mean 1. Thus, by conditioning on τ we get
P pξtpiq ď xq “ e´tGpx, t; ξ0piqq `
ż t
0
e´sErGpx, t´ s; ξspiqq|τ “ ssds.
Observe that for any z, Gp¨, ¨; zq verifies the heat equation. Hence, for every 1 ď i ď N ,
the function qipx, tq :“ P pξtpiq ď xq verifies,
(3.2) Btqi “ 1
2
B2xqi ´ qi ` P pξtpiq ď x|τ “ tq,
We proceed to examine the last term in (3.2). Let Jij be the event that the partner mark
is j. Conditioning on Jij we get
P pξtpiq ď x|τ “ tq “
ÿ
j‰i
P pmaxpξt´piq, ξt´pjqq ď x|τ “ t, JijqP pJij|τ “ tq
“ 1
N ´ 1E
˜ÿ
j‰i
1tξtpiq ď xu1tξtpjq ď xu
¸
“ 1
N ´ 1E
˜
Nÿ
j“1
1tξtpiq ď xu1tξtpjq ď xu ´ 1tξtpiq ď xu
¸
.(3.3)
Since F 2N px, tq “ 1N2
Nÿ
i,j“1
1tξtpiq ď xu1tξtpjq ď xu, combining (3.1),(3.2) and (3.3) we get
BtuN “ B2xuN ´ NN´1ErFNp1´ FNqs
“ B2xuN ´ uNp1´ uNq ` NN´1V pFNpx, tqq ` 1N´1puNp1´ uNqq.(3.4)
Next we prove that solutions of (3.4) converge to solutions of (1.1) when N tends to
infinity.
Step 2. Control of the variance and stability of the F-KPP.
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For ε ą 0 we have,
PρN
0
p|FNpx, tq ´ upx, tq| ą εq “
ż
Pξ
0
p|FN px, tq ´ upx, tq| ą εq ρN0 pdξ0q
ď
ż
Pξ
0
p|FNpx, tq ´ uNpx, tq| ą ε2q ` Pξ0p|uNpx, tq ´ upx, tq| ą ε2q ρN0 pdξ0q
ď
ż
4
ε2
Vξ
0
pFNpx, tqq ` Pξ
0
p}uNp¨, tq ´ up¨, tq} ą ε2q ρN0 pdξ0q.(3.5)
By Lemma 3.2, we get that
(3.6) sup
ξ
0
Vξ
0
pFNpx, tqq ď 2N eT .
For the second term in the integral in (3.5) we apply Lemma 3.3 with w “ uN and
g “ N
N´1V pFNpx, tqq ` 1N´1puNp1´ uNqq to obtain
}uNp¨, tq ´ up¨, tq} ď
ˆ
}FNp¨, 0q ´ u0p¨q} `
ż t
0
e´s}gp¨, sq} ds
˙
eCt
ď `}FNp¨, 0q ´ u0p¨q} ` 1N´1p1` 2eT q˘ eCT .
In the last inequality we use that 0 ď uN ď 1 and (3.6). Taking N such that C ă 2 and
1
N´1p1` 2eT qe2T ă ε4 and using the two previous observations we can bound (3.5) by
(3.7)
8
Nε2
eT ` ρN
0
p}FNp¨, 0q ´ u0p¨q} ą ε4e´CT q,
and hence, due to our assumption on ρN
0
, for every x P R and t ą 0, FN px, tq Ñ upx, tq
in probability. Since up¨, tq is a continuous distribution function, the convergence holds
uniformly [20, Remark 5.28], which proves (2.3).
Note also that the upper bound (3.7) is independent of x and t, hence the convergence
in probability holds uniformly in r0, T s. 
Proof of Corollary 2.2. The main ingredient to obtain Corollary 2.2 is to show that for
every T ą 0, the sequence pµNt q0ďtďT is tight in Dpr0, T s,Pq. Afterwards, Theorem 2.1
implies that there is a unique limit point and hence the desired result.
Tightness. To prove tightness of pµNt q0ďtďT it is enough to show that for any continuous
and bounded function ϕ on R the sequence of real-valued processes pxµNt , ϕyq0ďtďT , with
xµNt , ϕy “
ş`8
´8 ϕpxqµNt pdxq, is tight in Dpr0, T s,Rq [23, Theorem 16.16].
According to Aldous criterion [23, Theorem 16.11 and Lemma 16.12] the following two
conditions are enough to get tightness for the previous sequence:
(1) For every t P r0, T s XQ and every ε ą 0, there is an L ą 0 such that
sup
Ną0
Pp|xµNt , ϕy| ą Lq ď ε.
(2) Let TNT be the collection of stopping times with respect to the natural filtration
associated to xµNt , ϕy that are almost surely bounded by T . For every ε ą 0
lim
rÑ0
lim sup
NÑ8
sup
κPTN
T
săr
P
´
|xµNpκ`sq^T , ϕy ´ xµNκ , ϕy| ą ε
¯
“ 0.
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The first condition follows immediately by taking L ą }ϕ}. For the second one, we
decompose ϕ as the sum of two functions, with one of them uniformly continuous. Let
χx be the indicator function of the compact interval r´x, xs. We have that
xµNt , ϕy “ xµNt , ϕχxy ` xµNt , ϕp1´ χxqy.
We hence obtain
P p|xµNpκ`sq^T , ϕy ´ xµNκ , ϕy| ą εq ď Pp|xµNpκ`sq^T , ϕχxy ´ xµNκ , ϕχxy| ą ε{2q
` Pp|xµNpκ`sq^T , p1´ χxqy ´ xµNκ , p1´ χxqy| ą ε{p2}ϕ}qq.
(3.8)
We first deal with the first term of the r.h.s. of the previous inequality. Fix N ą 0, ε ą 0
and κ P TNT and let N i be the total number of marks of ωir0, T s, with pτ ikq1ďkďN i its time-
marks.
We abbreviate ϕχx to ψ. Using the uniform continuity of ψ in a compact interval, we
get that there exists a ą 0 such that
sup
z,z1Pr´x,xs
|z´z1|ďa
|ψpzq ´ ψpz1q| ď ε{12.
We thus have that
|ψpzq ´ ψpz1q| ď 2}ψ}1t|z ´ z1| ą au ` ε{12.
We now rewrite |xµNpκ`sq^T , ψy ´ xµNκ , ψy| asˇˇˇ
ˇˇ 1N
Nÿ
i“1
«
ψpξpκ`sq^T piqq ´ ψpξτ i
N i
piqq ` ψpξτ i
1
´piqq ´ ψpξκpiqq
`
N iÿ
k“2
ψpξτ i
k
´piqq ´ ψpξτ i
k´1
piqq `
N iÿ
k“1
ψpξτ i
k
piqq ´ ψpξτ i
k
´piqq
ffˇˇˇ
ˇˇ,
which can be bounded above by
1
N
Nÿ
i“1
„
2}ψ}
ˆ
1
!
|ξpκ`sq^T piq ´ ξτ i
N i
piq| ą a
)
` 1
!
|ξτ i
1
´piq ´ ξκpiq| ą a
)˙
` ε
6

` 4}ψ}
N
Ns,
being Ns the total number of jumps taking place in the interval rκ, κ` ss, Then,
Pp|xµNpκ`sq^T ,ψy ´ xµNκ , ψy| ą ε2q ď Pp 4N }ψ}Ns ą ε6q
` P
ˆ
2}ψ}
N
Nÿ
i“1
1
!
|ξpκ`sq^T piq ´ ξτ i
N i
piq| ą a
)
` 1
!
|ξτ i
1
´piq ´ ξκpiq| ą a
)
ą ε
6
˙
ď 12
Nε
}ψ}EpNsq ` 12
ε
}ψ} sup
0ďrďs
P p|Br| ą aq
ď 12
ε
s}ψ} ` 12
ε
}ψ}p2´ 2Φp a?
s
qq,
where Φ is the standard Gaussian distribution function. In the third line we applied
Markov’s inequality and use the fact that the displacement of the particles before (after)
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the first (last) jump is given by independent Brownian motions. Then we use that N is
a Poisson process.
The second term in (3.8) can be controlled using Step 2 above and the fact that the
solution of the F-KPP equation is uniformly continuous in compact space-time intervals.
Hence the second condition is fulfilled as well.
Uniqueness of limit points. Let pµNkt q0ďtďT be any convergent subsequence and pµtq0ďtďT
its limit. Its time marginals µt are characterized by their distribution functions Fµt . Due
to Theorem 2.1 we have that Fµt “ up¨, tq. This, together with [8, Theorem 13.1] provide
us the desired conclusion.
4. Speed selection
In this section, we prove Theorem 2.3. The proofs for fixed N are similar to the ones
in [5, 17]. We include them for the reader’s convenience but we point to those references
for the details. However, the proof of convergence of the velocities vN Õ
?
2 as N Ñ 8
requires a completely different strategy and is based on the hydrodynamic limit, Theorem
2.1.
Parts (1) and (2) of Theorem 2.3 are obtained by proving positive Harris recurrence
for the process pηtqtě0 and part (3) by means of the subadditive ergodic theorem. The
monotonicity of the velocities (4), is proved by coupling two process with different number
of particles but comparable initial conditions. With some abuse of notation we will denote
pηkqkě0 a process constructed in this section which coincides in law with pηtqtě0 observed
at jump times, although the construction is different.
In what follows we omit the dependence of some of the variables on N . Consider a
Poisson process pTkqkě1 with rate N2 and an i.i.d. family pVkqkě1 with Vk “ pV 1k , V 2k q „
UtONu, where ON “ tpi, jq : 1 ď i ă j ď Nu. Let pBNs qsě0 be an N´dimensional
standard Brownian motion. For ξ P RN we denote σpξq “ pξr1s, . . . , ξrNsq.
We construct a discrete time auxiliary Markov process ζk as follows. Given ζ0, define
(4.1) ζk`1 :“ σ
`
θVkpσpζk `BNTk`1 ´BNTkqq
˘
with θij defined in (2.2) and assuming T0 “ 0. In words, between jump times, particles
evolve according to an N´dimensional Brownian motion. At jump times, two ranks
V “ pV 1, V 2q are chosen uniformly in ON and the particle with rank V 1 jumps to the
position of the particle with rank V 2. Afterwards, particles are sorted in increasing order.
We omit the trajectories between jumps, so that ζk is the state of the system at the k´th
jump of pξtq.
The law of pζkqkě0 is given by the order statistics of a process with generator (2.1)
at jump times as can be seen by direct computation. This process is a deterministic
function of the initial condition ζ0, the displacements Dk :“ BNTk ´ BNTk´1 and the jump
marks pVkqkě1. We emphasize this by writing
(4.2) pζkqkě0 “ ΥppVkqkě1, pDkqkě1, ζ0q.
As in (2.4), let pηkqkě0 be the process pζkqkě0 as seen from the leftmost particle and
ΩN :“ tpz1, . . . , zN´1q P RN´1 : 0 ď z1 ď . . . ď zN´1u its state space. Any set R Ď ΩN is
embedded in RN by defining R0 “ t0uˆR. We now turn to prove each of the statements
stated in Theorem 2.3.
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4.1. Positive Harris recurrence. To prove Positive Harris recurrence it is sufficient
(see for instance [1]) to show that there exist a set R Ď ΩN such that
(i) EηpτRq ă 8, for all η P ΩN , where τR “ inftk ě 0 : ηk P Ru.
(ii) There exists a probability measure q on R, λ ą 0 and r P N so that
Pη0pηr P R˜q ě λqpR˜q for all η0 P R and all R˜ Ď R.
Take
R “ tη P ΩN : ηpi` 1q ´ ηpiq P p0, Nq for i “ 1, . . . , N ´ 1u.
We claim that any initial condition η P ΩN can be driven by the dynamics into the set
R in exactly N ´ 1 steps with a positive probability uniformly bounded below away from
zero. In fact that is the case if (a) each particle does not displace more than 1{2 between
jumps (due to Brownian movement) and (b) the particles chosen by pVkqkě1 to perform
the jumps are always the first and the last one (hence the first particle jumps to the
position of the last one). In this event we have that ηN´1 P R.
The probability of this event can be bounded below uniformly on the initial condition
by
(4.3) PηpηN´1 P Rq ě paNP pV1 “ p1, NqqqN´1 “
ˆ
2aN
NpN ´ 1q
˙N´1
,
with aN ą 0 being the probability that a Brownian motion started at the origin does
not leave p´1{2, 1{2q before a time given by an independent exponential random variable
with parameter N ´ 1.
This implies (i). To prove (ii) note that if R˜ Ď R, then
R˜ “ tη P ΩN : ηpi` 1q ´ ηpiq P R˜i Ď p0, Nq, i “ 1, . . . , N ´ 1u.
Observe also that the displacement of the particles between jumps has the law of the
order statistics for N independent Brownian motions, whose density is uniformly bounded
below for any initial condition η0 P R by a positive constant c. Taking q as the normalized
Lebesgue measure restricted to R, r “ 1 and λ “ c we get that (ii) holds. It is easy to
check, by means of (4.3) and the strong Markov property, that supη EηpτRq ă 8 and
hence pηkqkě0 is positive Harris recurrent, which implies that a unique invariant measure
exists and is finite. The fact that νN is absolutely continuous follows from the fact that
the distribution of the process is absolutely continuous for every positive time, for every
initial distribution.
4.2. Convergence to equilibrium. To prove (2) it suffices to show the result for the
subsequences pηNm`jqmě0, with 0 ď j ă N . Furthermore, due to the Markov property,
we only need to consider the case j “ 0. The inequality obtained in (4.3) (which is
independent of η) implies that supη PηpτR ą tq ă 1 for some t ą 0. The result follows by
applying Theorem 4.1piiq in [3] to the subsequence pηNmqmě0.
4.3. Existence of a velocity. We prove that both limits in (2.5) exist almost surely and
in L1 and that they are nonrandom as in [5]. The argument makes use of the subadditive
ergodic theorem [18]. First observe that due to the monotonicity property of the coupling
introduced in (4.1) and translation invariance, it is sufficient to prove the result when all
the particles start at the origin.
We construct several copies of our process simultaneously. The index n refers to the n-th
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copy and the index k refers to time. Given the sequences pDkqkě1 for the displacements
and pVkqkě1 for the jumps we construct each copy of the process in the following manner:
ζn,0 “ ξ0, pζn,kqkě1 “ ΥppVrqrěn, pDrqrěn, ζ0q, n ě 0.
Here Υ refers to the construction introduced in (4.2). Let us stress the fact that the
n-th copy of the process does not make use of the first n elements of the sequences
pVrqrě1, pDrqrě1. Thus, for d P N, pζdm,dqmě1 is an i.i.d. sequence and the distribution of
pζn,kqkě1 does not depend on n.
A key observation is that if we run the process up to time k, next we put all the particles
at the position of ζkrNs, and finally we run it for another l steps, we obtain a configuration
that dominates the one obtained by running the process k ` l steps. In other words,
ζ0,n`krNs ď tζn,k ` ζ0,nrNsurNs.
Now, define γn,k “ ζn,k´n for 0 ď n ď k. Taking into account the aforementioned consid-
erations it is simple to verify that the sequence pγn,krNsqn,kě1 fulfills all the conditions of
the subadditive ergodic theorem. Thus, limkÑ8 γ0,krNs{k exists almost surely and in L1,
and it is nonrandom. Finally, observe that pγ0,kqkě0 and pζkqkě0 coincide in law and hence
the result holds also for limkÑ8 ζkrNs{k and limtÑ8 ξtrNs{t. The last limit holds since
pζkrNsqkě0 and pξτkrNsqkě0 have the same distribution and the maximum displacements
of pξtrNsqtě0 between jump times are tight (and hence converge to zero when divided by
t). The existence of the limit limtÑ8 ξtr1s{t can be obtained in a similar way.
Finally observe that (1) and (2) of Theorem 2.3, imply that ηtpN ´ 1q converges
in distribution, as t Ñ 8 to an almost surely finite random variable X . Therefore,
ηtpN ´ 1q{t “ pξtrNs´ξtr1sq{t converges in distribution to 0 and thus, also in probability.
This finishes the proof of (3).
4.4. Velocity. To prove the monotonicity stated in (4) we use a construction similar to
the one in (4.1) to couple two systems, one with N particles, denoted by pζNk qkě0, and
another with N ` 1 particles denoted by pζN`1k qkě0. This coupling is similar to the one
used in [5, 17, 25] to prove the same monotonicity result. The main difference is that in
those models the rate at which each pair of particles produce a branching-selection event
is independent of N , while in our case it is 1{pN ´ 1q.
For the ease of the reading, we first describe the coupling informally. Let us suppose
that the initial conditions are ordered in the following sense
(4.4) ζN`1
0
ri` 1s ě ζN
0
ris, i “ 1, . . . , N.
We start by matching the order statistics of both systems. Each ζNris, i “ 1, . . . , N is
paired with ζN`1ri`1s. The particle at ζN`1r1s is not coupled. We re-match the particles
of the two processes just before and inmediately after every time a jump takes place. We
do not re-match between jumps, but during these periods the Brownian displacements
are coupled among both systems according to the match. More precisely, after each jump
we use the same Brownian motion to drive the particles at positions ζN`1ri`1s and ζN ris
, for every 1 ď i ď N. This guarantees that the pairs matched by the coupling keep their
relative order. In particular, each i´th order statistic of the N´system has at least N ´ i
particles of the pN ` 1q´system to the right.
Given that the rate at which each pair of order statistics produce a jump in a system
with N particles is 1
N´1 (and hence depends on N), we couple the jumps as follows. Each
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time there is a jump from position ζN ris to position ζNrjs with i ă j, we enforce the same
jump from ζN`1ri ` 1s to ζN`1rj ` 1s with probability N´1
N
while, with probability 1
N
,
the jump occurs from ζN`1r1s to ζN`1rj ` 1s. Note that in order to obtain the correct
rates for the pN ` 1q´system, extra jumps from ζN`1r1s to the other particles should
be included. Observe that while this procedure gives the correct rates, neither of these
jumps alter the ordering (4.4).
We now provide a precise construction. Let pTkqkě1 a Poisson process with rate λN`λ`,
with λN :“ N
2
and λ` “ 1´ 1
N´1 . Let pVkqkě1, with V „ UtONu as in (4.1). We decompose
BN`1s “ pB1s , BNs q where pBNs qsě0 is a N -dimensional Brownian motion. Finally, let
pWkqkě1 and pCkqkě1 be two Bernoulli processes with success probability λNλN`λ` and N´1N
respectively, and pU`k qkě1 i.i.d. random variables with U` „ Ut2, . . . , N ` 1u. Given
ζN
0
, ζN`1
0
(and using the previously defined notations σ and θ), we construct both processes
as follows:
ζNk`1 “
#
σ
`
θVkpσpζNk `BNTk`1 ´BNTkqq
˘
, if Wk “ 1,
ζNk `BNTk`1 ´BNTk , if Wk “ 0,
ζN`1k`1 “
$’&
’%
σ
`
θVk`p1,1qpσpζN`1k `BN`1Tk`1 ´BN`1Tk qq
˘
, if Wk “ 1, Ck “ 1,
σ
`
θp1,Vkp2q`1qpσpζN`1k `BN`1Tk`1 ´BN`1Tk qq
˘
, if Wk “ 1, Ck “ 0,
σ
`
θp1,jqpσpζN`1k `BN`1Tk`1 ´BN`1Tk qq
˘
, if Wk “ 0, U`k “ j, j ě 2.
It is easy to check that with this construction
ζN`1k ri` 1s ą ζNk ris, @ k ě 1, @ i “ 1, . . . , N,
which implies the claimed monotonicity vN`1 ě vN .
To prove (2.6) we provide a lower bound for the speed of the empirical mean and an
upper bound for the speed of the rightmost particle. The result will follow from the
fact that both bounds coincide as N Ñ 8. For the lower bound, we make use of the
monotonicity of the spacings of ξt, which is established in the next lemma.
Lemma 4.1. Let pξtqtě0, pξ˜tqtě0 be two processes with generator (2.1) and initial condi-
tions ξ
0
, ξ˜0 respectively such that
ξ0ri` 1s ´ ξ0ris ďst ξ˜0ri` 1s ´ ξ˜0ris, i “ 1, . . . , N ´ 1.
Then,
ξtri` 1s ´ ξtris ďst ξ˜tri` 1s ´ ξ˜tris, i “ 1, . . . , N ´ 1, @ t ě 0.
Here ďst denotes stochastic domination.
Proof. Let us first observe that the result holds for the spacings of N independent Brown-
ian motions (see [30, Theorem 4.1]), which is the law of the particles between jump times.
Next, note that if the jumps for both processes are coupled as in (4.1) the domination of
spacings is preserved after each jump. Proceeding inductively we obtain the stochastic
domination for all times. 
Lower bound. Let u0 be the solution of the F-KPP equation with initial condition given
by the Heavyside function and w?
2
pxq the minimal velocity traveling wave for (1.1). Let
mptq be the median of u0p¨, tq. The following facts hold [10].
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(i) }u0p¨ `mptq, tq ´ w?
2
} Ñ 0 as tÑ8.
(ii)
?
2 “ ş`8´8 w?2pxqp1 ´ w?2pxqq dx.
Our strategy consists in comparing the velocity of the empirical mean of the system in
equilibrium as seen from the leftmost particle and the system with initial condition given
by the Heavyside function. Afterwards, Theorem 2.1 will provide us the link to use (i)-(ii).
This idea appears in [9].
We denote by ν¯N the distribution obtained by placing particle labeled 1 at the origin
and the remaining ones according to νN . Let mNt “
Nÿ
i“1
ξtpiq be the empirical mean and
observe that
Eν¯N rmNt s “
ż `8
0
Eν¯N r1´ FNpx, tqs dx´
ż
0
´8
Eν¯N rFNpx, tqs dx,
and hence differentiating under the integral sign we get
BtEν¯N rmNt s “ ´
ż `8
´8
BtEν¯N rFNpx, tqs dx
“ N
N´1
ż `8
´8
Eν¯N rFNpx, tqp1´ FN px, tqqs dx.(4.5)
In the last equality we make use of (3.4). Let us notice thatż `8
´8
FNpx, tqp1 ´ FNpx, tqqdx “
N´1ÿ
k“1
kpN ´ kq
N2
pξtrk ` 1s ´ ξtrksq,
and hence it is monotone in the spacings of the system.
We bound (4.5) from below as followsż `8
´8
Eν¯N rFNpx, tqp1´ FNpx, tqqs dx ě
ż `8
´8
E0rFNpx, tqp1 ´ FNpx, tqqs dx
ě
ż mptq`b
mptq´b
E0rFNpx, tqp1 ´ FNpx, tqqs dx,(4.6)
for all 0 ă b ă 8. Now, (4.6) can be written asż mptq`b
mptq´b
E0rFNpx, tqp1´ FNpx, tqqs dx´
ż mptq`b
mptq´b
u0p1´ u0qpx, tq dx(4.7)
`
ż mptq`b
mptq´b
u0p1´ u0qpx, tq dx.(4.8)
Due to (i)-(ii) we can fix b and t big enough to make (4.8) as close to
?
2 as desired. For
those values of b and t, the term (4.7) converge to zero as N Ñ8. Here we use that, due
to Theorem 2.1, }FNp1´FNqp¨, tq ´ u0p1´ u0qp¨, tq} converges to zero in probability (and
hence in L1) as N Ñ8. So,
(4.9) lim inf
NÑ8
ż `8
´8
Eν¯N rFNpx, tqp1´ FNpx, tqqs dx ě
?
2.
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We claim that BtEν¯N rmNt s “ vN . Indeed, as νN is the equilibrium distribution for the
system seen from the leftmost particle, a renewal argument readily implies that pξtr1sqtě0
has stationary increments and thus
Eν¯N rmNt s “ Eν¯N rmNt ´ ξtr1ss ` Eν¯N rξtr1ss “ c1 ` c2t,
with c1 and c2 depending on N . The limit in (2.5) forces c2 to equal vN which implies our
claim. Combining this with (4.5) and (4.9) we conclude that
lim inf
nÑ8
vN ě
?
2.
Upper bound. For this bound, we embed the process into N independent BBMs. Recall
that the maximum Mt of a BBM at time t verifies
(4.10) lim
tÑ8
Mt
t
“
?
2 a.s.
We provide a last alternative construction of the process. Instead of using a Poisson
clock of rate 1 for the jumps of each particle, we use a Poisson clock of rate k´1
N´1 for
each rank k “ 1, . . . , N . Whenever the k-th clock rings the particle whose rank is k
branches into two particles. At that time, a particle is chosen uniformly at random
among those particles with rank less than k and is eliminated from the system. Between
jumps, particles evolve as independent Brownian motions. It is clear that (i) the process
constructed in this way has generator (2.1) and (ii) each particle branches at a rate which
is less or equal than one. Hence we can couple this process with a BBM by adding extra
branchings to achive rate one.
More precisely, let us construct a coupling between a process with generator (2.1) and N
independent BBM systems. We will still denote it pξtqtě0. LetX1ptq, . . . , XNptq, XN`1ptq, . . .
denote the positions of all the particles ofN independent BBM starting at ξ0p1q, . . . , ξ0pNq,
labeled according to its appearence time. Let pτiqiě1 be the branching times (in increas-
ing order) and pliqiě1 the corresponding labels of the branching particles. Let pUiqiě1
and pDki qkďN,iě1 be independent random variables with Ui uniform in r0, 1s, i ě 1 and
Dki uniform in t1, . . . , k ´ 1u for i ě 1, k ď N . Finally, let αk “ k´1N´1 , k “ 2, . . . , N .
We construct a process pL1t , . . . , LNt q on the set of labels N. We will use these labels to
determine the particles of the BBM that are going to be used to construct the coupling.
For j “ 1, . . . , N , we define
R
j
t “ rank of XLjt ptq in the set tXL1t ptq, . . . , XLNt ptqu Ď t1, . . . , Nu.
We build pL1t , . . . , LNt q inductively as follows:
‚ At time zero pL1
0
, . . . , LN
0
q “ p1, . . . , Nq.
‚ Assume pL1τi´1 , . . . , LNτi´1q is known. For t P pτi´1, τis we define:
Lkt “
#
N ` i if t “ τi, li “ Ljt , j ‰ k , Ui ă αRjt , D
R
j
t
i “ Rkt
Lk
t´
otherwise,
k “ 1, . . . , N .
We leave to the reader to verify that
pξtp1q, . . . , ξtpNqq :“ pXL1t ptq, . . . , XLNt ptqq, t ě 0
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has generator 2.1. With this coupling we have that
(4.11) ξtrNs ď maxpM1t , . . . ,MNt q, @ t ě 0,
with M jt the maximum of the j-th BBM. Combining (4.10) with (4.11) we conclude
lim sup
tÑ8
ξtrNs
t
ď
?
2.
The proof is concluded by observing that
ξtr1s ď mNt ď ξtrNs, @ t ě 0.
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