Existing approaches for estimating home-field advantage (HFA) include modeling the difference between home and away scores as a function of the difference between home and away team ratings that are treated either as fixed or random effects. We uncover an upward bias in the mixed model HFA estimates that is due to the nonrandom structure of the schedule -and thus the random effect design matrix -and explore why the fixed effects model is not subject to the same bias. Intraconference HFAs and standard errors are calculated for each of 3 college sports and 3 professional sports over 18 seasons and then fitted with conference-specific slopes and intercepts to measure the potential linear population trend in HFA.
Basketball Association (NBA), and the Women's National Basketball Association (WNBA).
The teams of each of these sports are divided into conferences, which are clusters of teams that play each other with higher probability than would be expected if the schedules were randomized across the sport. We are interested in knowing if trends in scoring HFA differ across the conferences.
In the first phase of this investigation, we present a model for estimating HFA (independently) within each conference and in each season. Pollard & Pollard (2005) acknowledge that schedules may be unbalanced, but do not explore the potential impact on HFA estimates. However, Harville (1977, Section 5) notes that the estimate for HFA resulting from the mean of the differences between home and away scores is "'biased' upwards because, for financial reasons, the better teams are more generally able to arrange schedules with more games at home than away." However, we will see that a simplified version of the mixed model estimate for HFA proposed by Harville (1977) is itself subject to upward bias in this situation, by examining a fixed and a random effect model for scoring HFA.
The second phase of the analysis fits a potential linear trend in the yearly conference estimates of HFA that were produced in Phase I. In the college sports, which typically have at least 10 conferences, this phase implements a weighted random coefficient model using the Phase I intraconference HFA estimates as the response and the reciprocal of the squared standard errors from Phase I as weights. The model allows for correlated conferencespecific random intercepts and slopes. Due to the presence of only two conferences in each professional sport, the conference-specific intercepts and slopes are instead treated as fixed effects for these sports.
Section 2 presents a fixed team effect model and a random team effect model for estimating the HFA within years -or within conferences within years -(Phase I) and compares the assumptions made by each model regarding the structure of the stochastic schedules.
In addition, models for fitting conference-specific linear trends in HFA over time (Phase II) are defined. Section 3 applies the Phase I and Phase II models to 18 seasons of 6 different sports. This section also refits the Phase I model to simulated data sets that are generated by resampling the residuals and team effects in order to explore bias in the HFA estimates.
Section 5 closes the paper with a discussion of the results.
Methods

Phase I: Estimating HFA
This section presents both a fixed effects model and a mixed effects model for the home team margins of victory, d i = y H i − y A i , where y H i and y A i are the home and away team scores, respectively, for game i = 1, ..., n. With N teams in a data set, the pattern of game opponents and locations (the schedule) is recorded in an n × N matrix Z as follows: if team T H hosted team T A in game i, then the i-th row of Z consists of all zeros except for a 1 in the column corresponding to T H and a −1 in the column corresponding to T A .
Fixed Effects Model for Scoring Advantage
The first plausible model for scoring HFA fits a fixed effect λ for the HFA and vector of fixed team effects β = (β 1 , . . . , β N ) where the difference between team effects provides an estimate of the score difference in a game between the two teams on a neutral field. For each game i, this model assumes
where H i and A i are the indices for the home and away teams, respectively, in game i. The residuals are assumed to be independent, leading to an overall model
where 1 is a vector of 1's, ∼ N (0, σ 2 I) where I is the identity matrix, and
An additional concern regarding Z is that is potentially a stochastic matrix that depends on the team effects, in the sense that better teams may choose to play weaker opponents or more games at home than away. However, since the elements of β are treated as fixed effects, the only variability assumed in their estimates is the variability associated with . Taking the conditional expectation of (3) given [1|Z], it appears that two possible sufficient conditions for the model (2) to produce unbiased estimates for λ are either that the model matrix
[1|Z] is independent of (which seems reasonable from a sports scheduling perspective) or if 1 Z = 0. In the later case, each team plays a balanced schedule with the same number of home and away games, and the estimated HFA is simply the mean observed difference,
Mixed Model for Scoring Advantage
Alternatively, the teams may be modeled with random effects η = (η 1 , . . . , η N ) ∼ N 0, σ 2 g I that are assumed to be independent of the error terms. The remaining details are the same as model (2), with difference in home and away scores d i being modeled conditional on the random team effects as
Harville (1977, Equation 2 .1) considers a generalization of this model for ranking sports
teams. An advantage of placing a distributional assumption on the team effects is that it provides a form of regularization for the model and avoids the estimability concern for the team effects. However, the variance imparted to η results in a new restriction on the dependence of Z on η.
As with the fixed effect model (3), the mixed model estimate for λ is also equal to d Henderson 1975, Equation 5 ), leading to identical estimates in the presence of a balanced schedule, even if the team assignments were made not-at-random. In the case of an unbalanced but randomly assigned schedule where 1 Z and η are independent, the mixed model assumptions suggest that we should see similar home field estimates (on average) between the two models: the mixed model assumes η ∼ N 0, σ product with the off-diagonal quantity of interest from (3) has mean 0 and is distributed as
However, if the construction or distribution of Z depends on η, then the relationship in (6) no longer holds since the factorization E [Zη] = ZE [η] requires independence. Under a null hypothesis that η ∼ N 0, σ 2 g I and that 1 Z and η are independent,
An abnormally large value could indicate dependence between 1 Z and η that leads to a systematic difference between the estimates of λ produced by models (2) and (5). We calculate this value by substituting σ 2 g with its REML estimate and η with its eBLUP. While these substitutions could alter the null distribution from the expected chi-square, simulations have shown it to be an accurate approximation to observed distributions of this value.
Phase II: Fitting a Trend in HFA
Once the estimated intraconference HFAs and associated standard errors have been obtained from either model (2) or model (5), we will check for the presence of a population-wide linear trend in HFA within each sport. In the application in Section 3, separate Phase I models are fit for the different conferences within sports in each year. There are many such conferences for the college sports, but only two for each of the professional sports.
College Sports
For the college sports, we fit a model with a linear trend in time and correlated random slopes and intercepts for conferences. Letting λ ij represent the estimated HFA for conference j in year i, we fit
where t i is the year (indexed with 2017 as time 0), α 0 and α 1 are fixed effects for the population intercept and slope, respectively, and the errors are independent and distributed
where w ij is the standard error of the HFA for conference j in year i from Phase I: this weighting incorporates information about the accuracy of the point estimates from Phase I. The conference-level random intercepts and slopes are assumed to be independent across conferences, and independent of , distributed as (
where G is a covariance matrix with lower triangle (σ 2 1 , σ 12 , σ 2 2 ) . Testing for the significance of the contributions of the conference-level random slopes and intercepts is not amenable to the standard likelihood ratio test since the null hypothesis of a zero variance component lies on the boundary of the parameter space (Scheipl et al. 2008 ): a simulation is used to assess the magnitude of the observed restricted loglikelihood statistic under the null hypothesis G = 0. However, random effects are retained in the model regardless of their perceived significance. This could lead to reduced power in testing the fixed effects, but guards against bias due to omitted effects since the plots of intraconference HFA in the application of Section 3 suggest heterogeneity in slopes. The resulting fixed effect estimate α 1 represents sport-wide linear trend in HFA, while α 0 estimates the population HFA in 2017.
Professional Sports
Each of the considered professional sports are split into two conferences, which will be denoted A and B. In the NBA and WNBA, these are the Western and Eastern conferences, respectively. In the NFL, they are the NFC and the AFC, respectively. With only two conferences, the HFA estimates from each conference are not able to support the estimation of G in (8). Instead, the conference intercepts and slopes are fit with fixed effects in model (9) where the errors are weighted and distributed as described in Section 2.2.1. The full model is compared via a likelihood ratio test (using maximum likelihood estimates) to model (10), which assumes identical slopes and intercepts for both conferences, and to model (11), which drops the linear trend in time from the full model.
Unlike in the random coefficient model, the interpretation of β 0A and β 1A changes with the presence of β 0B and β 1B .
Estimation
The Phase I restricted maximum likelihood (REML) estimates for the linear mixed model (5) are obtained with an EM algorithm (Laird & Ware 1982 , Diffey et al. 2013 ) via the R package mvglmmRank (Karl & Broatch 2014) , which also uses the resulting model matrices to construct the fixed effect estimates (3). The Phase II models of Sections 2.2.1 and 2.2.2 fit in SAS PROC MIXED. Source code for replicating the Phase I and Phase II analyses is included in the supplementary material (https://github.com/HFAbias18/supplement).
The source code can easily be adapted to perform similar analyses on results from other sports using the database provided by Massey (2017) . 3.2 Phase I: Estimating the HFA
Application to Full Season Data
In an initial application to full seasons of NCAA men's basketball results (ignoring conference divisions and thus using every game played during each season), Figure 1 shows that the mean d is uniformly larger than the estimated HFA from the mixed model (2), which in turn are uniformly larger than the estimates from the fixed effects model (5): this suggest that at least one of the models is producing biased estimates. However, HFA estimates 
One Model for Each Conference in Each Season
Expression (7) Table (1) . A bootstrap simulation helps illustrate this relationship.
Simulation for Full Seasons
To assess the behavior of the HFA estimates produced by the fixed and mixed effect models given the potentially nonrandom schedules, Z, we run two simulations in each full season of each sport (ignoring conferences) using the the fitted team effects η and error terms e from the mixed model (5). The first simulation generates observations with a HFA of 3 points by resampling the residuals with replacement (bootstrapping) as defined in (12). In the second case, presented by (13), the team effects are also resampled (without replacement).
The first simulation represents a scenario in which the season is played repeatedly according to the same schedule, while the second represents a scenario in which the teams are shuffled before assigning them to the same schedule structure, Z. Letting s 1 (x) represent a 
2000 replicates of y sim1 and y sim2 are generated for each season of each sport. These simulated score vectors are fit with both the fixed and mixed effect models. For each year i, the mean, m i , of the 2000 estimates of λ, and the coverage probability of the 95% confidence intervals is recorded. The means of these values over all 18 seasons is then reported in Table 2 , along with the p-value from the two-sided t-test of the null hypothesis that the m i were drawn from a population with mean 3.
Both of the models reliably recover the simulated HFA of 3 points in all sports when fitting the simulation with randomized team assignments, y sim2 . Likewise, both models produce unbiased estimates of the HFA in the professional sports, which have more balanced schedules than the college sports, when the schedule remains fixed in its current configuration in y sim1 .
However, only the fixed effect model provides unbiased estimates for y sim1 in the college sports: the mixed effect model shows upward bias in its estimate of the college HFAs along with poor coverage probabilities and extremely small p-values. The mixed model (5) assumes random assignments of the teams to games and to home location. This is not the case, however, as stronger college teams are often able to schedule more home than away games.
The use of random effects to condition on team abilities ameliorates, but does not eliminate, the bias due to these nonrandom assignments, as illustrated in Figure 1 . This behavior in the college sports coincides with abnormal values of the test statistic (7), as reflected in the first row of Table 1 .
Restriction to Intraconference Games
Games played within conferences of these sports tend to be more balanced (in terms of opponents strength and number of home and away games) than games played between conferences. Instead of fitting the HFA of using full season results, we could also fit each set of intraconference games separately within each season: interconference game results are discarded. As shown in the second row of Table 1 , the intraconference games do not show the same evidence of lack of fit with respect to (7) as the full season results.
The simulation (12) was run with 500 iterations for each of the intraconference schedules in each season of each sport (Table 3) . While the restriction to intraconference games largely eliminated the bias in the mixed model estimate of λ, there is still some remaining evidence of upward bias in these estimates. For example, in women's college basketball the mixed model for the full season simulations produced a mean estimate of 3.13 with a coverage probability of 0.87. This improved to an estimate of 3.03 and a coverage probability of 0.95 when restricting to intraconference games; however, the p-value of 8e-20 from the two-sided t-test indicates that upward bias is still a systematic problem for the random team effect model. As a result, the Phase II models presented in Section 2.2 will make use of the HFA estimates from the fixed team effect model (2).
An additional benefit of restricting to intraconference games is the potential for a comparison of HFA trends within conferences across seasons. Of course, this limits the inference space to intraconference games, requiring either additional assumptions or additional modeling structure to generalize conclusions to interconference games.
Phase II: Trends in Home-Field Advantage
After fitting separate HFA estimates for each conference in each season of each sport, the resulting point estimates and standard errors are used to fit the Phase II models of Sections 2.2.1 and 2.2.2. The results for the college sports appear in Table 4 and those for the professional sports appear in Table 5 . The conference-specific trends in scoring HFA are plotted in Figure 2 .
Most estimates of σ 2 λ in Tables 4 and 5 are near 1 due to the use of the squared reciprocals of the standard errors ofλ as weights in the linear models. Estimates of error variance away from 1 indicate either over-or under-dispersion in the Phase II model from the estimated Phase I variation.
College Results
The estimatesα 1 and p-values for the test α 1 = 0 in Table 4 indicate the strength of the trend of the population of conference-level HFAs over time. While college football produces the steepest downward slope of the three college sports, there is not strong evidence that this slope is not an artifact of conference and error variability over the observed period (p=0.053). Individually, the SEC and PAC10/12 conferences show an increase in estimated HFA over this time period, while the steepest decreases occur in the MAC, Sun Belt, and WAC conferences (see the supplementary data). There is evidence of conference-level heterogeneity in the HFA trends. Variability in conference-level intercepts in all three sports is evident from Figure 2 , which also reveals variability in conference-level slopes in college football. Even though the p-value does not provide evidence against the hypothesis that G = 0 for the college football results, an examination of the HFA by time plots for each of the conferences reveals too much variability to be overlooked. This variability is also reflected in the magnitudes of theσ estimates in Table 4 .
While Figure 2 does not include conference labels, the source file (available in the supplementary material) reveals similarity in the conference-level HFA estimates from men's and women's college basketball: in both cases, the Big 12 consistently had among the largest scoring HFAs while the Ivy League had among the smallest (Figure 3 ). Positive correlation between the conference-level HFA for men's and women's sports suggests the possible existence of important conference-level factors that affect HFA in a similar way for both men's and women's sports within the same conference. For sports journalists, investigating and understanding why there is a greater HFA observed in intraconference Big 12 basketball games than in intraconference Ivy League games could lead to a better understanding of factors that contribute to HFA in general.
Professional Results
We test for a linear trend in intraconference HFA in the professional sports with a likelihood ratio test of the full model (9) against the reduced model (11) with β 1A = β 1B = 0. The resulting p-values from this test appear in the last row of Table 5 : there is no indication of Table 5 . With p-values near 0.01, the tests offer slight (keeping in mind the large number of p-values being reported in this paper) but inconclusive support for the difference in conference slopes and intercepts. Given the size of the estimated differences between conference HFAs and the relative ease with which these HFAs can be fit, this appears to be a worthwhile trend to monitor over the next few seasons and then to investigate for root causes if the trend continues. One possible explanation is that the teams are farther apart in the Western conferences of the WNBA and the NBA. We explored this by adding distance between teams (or quantiles thereof) as a covariate to model (2) and fitting full season NBA results, but did not find any significant association.
Application to Value-Added Models
Some value-added models (VAMs) for education evaluation (McCaffrey et al. 2003 ) also utilize a stochastic random effects model matrix, Z, to track students' classroom assignments.
Previous work has used a variety of methods to explore the possibility that nonrandom assignment of students to classrooms could bias model estimates (Ballou et al. 2004) . As with the HFA example of Section 3, it seems that the test of Equation 7 could be useful for flagging data and model combinations with potentially biased fixed effect estimates. The VAM applications use more general mixed models for student test scores (Mariano et al. 2010 ) with Y ∼ N (Xβ + Zη, R) with η ∼ N (0, G), where classroom-level random effects are modeled with η, student-level correlation is modeled in R, and β includes student-or classroom-level fixed effects. Provided that the inverse exists,
We have applied this test (14) to the complete persistence value-added model (Ballou et al. 2004 , Mariano et al. 2010 ) for three years of data from a cohort of students from a large urban school district (Karl et al. 2013 ). The test does not reveal anything unexpected when only the three yearly means are included in X as fixed effects (p-value 0.98), but when Race/Ethnicity is added as a fixed effect, the p-value drops to 0.0005. It is possible that this resonance between X R −1 and Zη signals that estimates of the fixed effects in these models will be biased in the same way as the mixed model HFA estimates for college basketball results (Figure 1) . Indeed, 200 simulations of the three year data set using the fitted values G, η, β and error vectors sampled from N (0, R) reveals that the estimates of the race/ethnicity fixed effects are biased upward for white (0.3% bias, p=1e-33) and Asian (0.2% bias, p=1e-05) students, and downward for Hispanic (-0.4% bias, p=1e-44) students.
No bias is detected for the yearly means. The magnitude of the biases in this application are so small that they may not be practically relevant, but they do demonstrate the ability of the statistic (14) to flag data sets with biased fixed effect estimates due to the structure of Z, without having to run lengthy simulations. This paper focused on the scoring HFA instead of the win propensity HFA in order to explore the biasing effects of the nonrandom schedules without also considering the potential bias due to the requisite integral approximations in the case of binary game results (Breslow & Lin 1995) . The source code provided in the supplementary material (https://github.
com/HFAbias18/supplement) can be modified to fit the win propensity HFA in a generalized linear mixed model with a probit link and a fully exponential Laplace approximation (Karl 2012 , Broatch & Karl 2017a by changing the method argument of the mvglmmRank function call. No changes would be required for the Phase II models, since they would simply continue to make use of the point estimates and standard errors that are produced by mvglmmRank.
In fact, we did fit these models, but chose not to include them, for the sake of brevity, as we did not see any noticeable differences in the Phase II results from those presented for the scoring HFA (outside of slightly larger p-values for the Phase II population trends, possibly due to the information loss in the discretization of the game results).
This analysis has raised two interesting questions about men's and women's college bas- Rick Pitino, about a potential decline in HFA. Pitino responded that he believes television has improved refereeing due to increased visibility of bias and errors, noting that the advances in video technology over the past seven years have increased the use of video review for referee evaluation, and that this may make referees less susceptible to home-court crowd pressure. Certainly there will be other theories about contributing factors.
Appendix: p-hacking Disclosure
The American Statistical Association (ASA) statement on p-values (Wasserstein & Lazar 2016 ) and the associated commentaries call for a reform in the approach and presentation of statistical analyses. Among its recommendations are that journal authors document additional tests and analysis that were performed but not included in the text of the article.
• Before committing to the analysis of linear trends in HFA, we examined a plot of the estimates to see that a line provided a plausible explanation for the trend. Had there been evidence of curvature or autocorrelation, the analysis would have likely taken a different approach. We also originally allowed for correlation in the Phase II professional results of model (9) by adding Toeplitz bands to the error covariance matrix, but chose not to include these effects in the model presented in the paper after finding no significant correlation. Note that the random coefficient model (8) for the college results naturally incorporates correlation at the conference level.
• The flexibility to choose a starting and ending year for the study comes with a potential danger of data dredging by selecting these time points based on the results of the analysis. The decision to exclude any game results beyond the end of the 2017 season for each sport was made in advance and based on the manuscript timeline, while the decision to begin with the 2000 season was determined by data set availability and a desire to compare all of the sports over the same seasons. Early drafts did consider additional prior seasons for some sports: no major changes to the conclusions would have resulted from inclusion of these seasons, although there would have been a need to address curvature in the football and men's basketball HFA prior to 2001.
• Besides the statistical tests reported here, many others were performed during research for this paper. For example, an early draft only considered full season results from the Phase I mixed model, and also explored trends in the estimated home and away mean scores and conditional home and away error variances from a joint model for home and away scores (Broatch & Karl 2017b , Section 2.1). These were abandoned for the sake of providing a tighter narrative; however, these fitted values remain in the full season Phase I results of the supplementary data and may be further explored by the reader.
Even though the original intention of the research was to examine the strength of linear trends in HFA, the number of such other p-values considered during manuscript preparation must be taken into account when considering the strength of the p-values reported in the paper.
