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Abst rac t  - -  A new method is discussed by which estimates of upper and lower bounds c~ the 
maximum Tau Method approximation e~'or are obtained. It improves on the upper bound estim-te 
of Lanczos and other more recently proposed estimates. We give an example of a non-linear ODE 
where our technique is applied and show how it is implemented for Chebyshev series expansions, 
collocation and spectral methods. 
I. INTRODUCTION 
We shall discuss two error estimation techniques ofthe Tan Method and compare them with that 
given by Lanczos [1]. In particular, a recent echnique proposed by Adeniyi and Onumanyi [2] 
is discussed along with a new approach for obtaining upper and lower bounds for the maximum 
Tau Method error. In the latter, we introduce the maximum deviation between two successive 
approximate expansions as a means of estimating the error when the convergence is relatively fast. 
Our approach improves on the maximum error estimates determined by the other two techniques. 
It also applies to the method of recurrence discussed by Clenshaw [3] for the Chebyshev series, 
to the Legendre series expansions, collocation [4] and spectral methods [5]. We discuss in an 
example its application to non-linear ODS's. 
2. LANCZOS'  ERROR EST IMATES 
We confine our discussion to the space C[0, I] of continuous functions on the unit interval 
endowed with the uniform norm 
Ilfll = max I f (z)[ .  
xe[0,1] 
In addition, we shall use the shifted Chebyshev polynomials T~ (z) as the basis of our expansions. 
Consider a differential equation of the form 
Dy(z) - A(z) y' + B(z) y + C(z) = 0 
and let the polynomial yn(z) satisfy the perturbed equation 
A(z)y'. + B(z)y. + C(z) = rT~(z ) .  
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Then, yn(z) approximates y(z) and the error en(z) - y(z) -yn(z )  satisfies the differential 
equation 
A(x) e'(z) + B(x) e.(x) = - rT~(z) .  
Following Lanczos [1], a new variable 0 is introduced such that 
X --  COS 2 ~ 
2 
and the last equation, when written in terms of 0, is multiplied throughout by sin0. The right 
hand side becomes 
T 
- r  cos n0sin0 - -~[s in  (n ÷ I)0 - sin (n - I)0], 
and if we write the modified differential equation as 
A(O) eln(O) + B(O) sinOen(O) = -2[e  i(n+l)° - ei(n-1)°], 
we get a periodic solution of the form 
r [ --e '(n+l)0 e '(n-1)0 ] 
e.  (0) - ~ -2 i  (n + 1) A + B sin 0 + -2 i  (n - 1) A + B sin 0 ' (1) 
where 0 E [0, ~r] and only the real part of this solution is used. Furthermore, when more than one 
Tan term appears on the right side of the perturbed equation, the above procedure is repeated 
for each term separately and the absolute sum of the errors is taken. This error estimation shows 
that the Tan Method error is made up of an oscillatory component and a modulant function as 
noted by Namasivayam and Ortiz [6]. Henceforth, we shall refer to this as Lanczos' error. 
3. TAU ERROR ESTIMATES 
The preceding method gives an error curve which fits that of the actual error. But, as it is 
not always the case that an analytic solution to the error equation can be readily obtained, it 
suffices to have a method by which we are able to determine the order of the error, since this 
is what concerns us the most. One such method is described by Onumanyi and Ortiz [7,8]; the 
error en(z) is approximated by a polynomial (en(x))N of degree N ~ n + 1, called a Tan error 
estimator, which is to satisfy the perturbed equation (in operator form) 
D (e.(z))N = -rT*(z)  + ~'T~(x) 
with homogeneous supplementary conditions. The approximate rror (en(Z))N is solved by fol- 
lowing the same procedure for obtaining the approximate polynomial solution y.(z) from the 
approximate differential equation. 
More recently, Adeniyi and Onumanyi [2] have suggested a similar approach to the one above; 
the polynomial approximant of the error is taken to be of degree n + 1 and has the form 
¢.l~ra(z) T~-m+l(z) 
= 22. -2m+i  , (2) 
where Cn is a constant o be determined and /Jm(z) = (x - x0) m , m being the number of 
supplementary conditions given at z 0 E [0, 1], cf Ortiz [9]. As such, the perturbed error equation 
becomes 
D(en(Z)).+l = -v  T~(z) + ¢" T*+l(Z )
and to solve for the unknowns ~b. and ~', we start with the highest power of z and equate the 
corresponding coefficients on both sides of this equation. Once ~b. is determined, the upper bound 
for the approximate er ror  becomes 
(3) . .b.  l (e . (x ) ) .+ l l  = 22._2 +i 
and consequently, for large n, an estimate for the upper bound of the error en (x) in the range of 
integration is obtained. 
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4. A NEW ERROR ESTIMATION TECHNIQUE 
There is yet another procedure for estimating the upper bound of the error we would like to 
discuss. It is useful when the sequence {y,} of approximants converges to the exact solution y at 
a 'relatively' fast rate but, nevertheless, it can be applied to slowly converging sequences as we 
shall show. If we consider two successive polynomial approximations, y.(z) and yn+l(z), then 
the maximum of en(z) is obviously greater than (or equal to) that of en+l(Z) and, furthermore, 
we have 
en(X) --en÷l(X) =Yn%1(X) --yn(X). 
DEFINITION 1. Given two ezpansions yi(z)  and yj(z), define 6i,j to be the maximum deviation 
of one from the other, i.e., 
6i.j = max [yi(x) - yj(x) l  = Ily, - ~Jll. 
=el0,q 
DEFINITION 2. For the error functions ei(z) and ej(z), where j > i, define the parameter Pij 
to be 
Ile~ll 
P*'~ = Ile*ll" 
It follows that p~j < 1 and 6i,j = II e, - e~ II. and we make the following propositions. 
PROPOSITION 1. Given n, choose an integer m > 1 such that Pn,n+ra is negligible compared to 
unity. Then, upper and lower bounds of the mazimum error I le, ll satis~ the following relations: 
6n,n+m (4) 
en = 1 - Pn,n+m 
and 
respectively. 
6. , .+~ (5) 
e_.~. - 1 + Pn,n+m '
PROOF. Excluding the trivial case where the error norms and 6's are zero, we take m _ 1 and 
apply the triangle inequality to Hen - en+mll : 
I l e . I I -  I le.+~ll _< lie. - e-+mll _< Ile.II + IIc-+,~ll • 
Divide this by lle.ll and recall the definitions of 6 and p. It follows that 
1 - Pn,n+m < 6n,n+m < 1 + Pn,n+m, 
- I l e . I I -  
which yields the required result 
6.,n+.n 6.,.+m 
__ lle.II _~ I 
I -I- Pmn+m I - Pn,n+m 
In the case where convergence is fast, it suffices to take m = 1, but a larger value for m is needed 
if we are dealing with a slowly convergent sequence yn(z). Ideally and from a practical point of 
view, m should not exceed 3, which is the case in many applications. 
84 H.G. KHASAH, E.L. OaTlZ 
5. A PRACTICAL APPROACH 
In practice, it is not possible to determine the p's directly since the norms of the errors are 
unknown. Thus, an alternative definition is required in which p is given in terms of calculable 
quantities that reflect he magnitude ofthe maximum error. This should,give us an approximation 
to the actual p. We introduce two such definitions : 
DEFINITION 3. In the case o/the Tau Method, assuming that the perturbation term Hn(z) is of 
the form vnYn*(z), toe define Pr,i,$ to be 
pr,,,J = I 1, j > i. 
If Hn(z) contains more than one Tau parameter, as formalised by Ortiz [9], then we consider 
instead the sum ~ Pr,,ij over the number of such parameters. The next definition can also be 
used to evaluate upper and lower bounds of the maximum error in Clenshaw's approach to the 
Chebyshev series expansion since it involves the leading coefficients in the expansions. This is 
also the case for spectral methods where we have truncated series approximations and the leading 
coefficients are considered to be error indicators. 
DEFINITION 4. For the expansions Yl and yj , where j > i, define 
P.,,,i = I (,)l, 
a i 
where a (r) denotes the leading eoe~icient in the ezpansion yr(X). 
Exponential convergence for the sequence {en(x)} was conjectured by Ortiz et al [10] and 
later proved by Crisci and Ortiz [11] and Cabos and Ortiz [12]. Thus, if we were interested only 
in the upper bound, we put Pr - 10-' for some e >_1 and take m - 2 in (4). It follows that 
9,,,+2 -~ 10 -~' , and we may delete this from (4) to get a new estimate for the upper bound 
given by 
= 6., .+2. (6) 
On the other hand, for e < 1, i.e., slow convergence, we take a larger m as mentioned earlier and 
use the same argument to obtain 
e-'Z = 6.,.+m. (7) 
Finally, when m is large, it may not be economical from a computational point of view to 
evaluate the expansion y,+rn(z) in order to estimate the error of the lower expansion y,(z) .  
This difficulty can be resolved if we had some idea about the rate of convergence ofthe sequence 
{6r,r+k ] k = 1,2,...} from which we can deduce the required 6 values. This information can be 
derived from the asymptotic behaviour of y,(z) which in the Tau Method can be related to the 
behaviour of the v-parameters a n increases. 
6. EXAMPLES 
We shall consider two examples. The first contains acomparison between the three techniques 
of Tau error estimation. In the second example, we discuss a non-linear ODE for which we have 
no direct access to the Tau values in order to obtain the error estimates of Lanczos or Adeniyi 
and Onumanyi. Nevertheless, this is achieved by applying our method. 
EXAMPLE 1. Consider the linear differential equation 
2 (I + x) y'(x) + yCx) = 0, 
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where x • [0, I] and y(O) = I. The exact solution is y(z) = (1 +z)-½, and we have obtained the 
approximate expansions 
n 
k----0 
for n - 2 . . . .  ,12 with the perturbation term Hn(Z) = l".T*(z) by the use of the modified 
canonical polynomials discussed by Ortiz [13]. 
Since A(z) = 2(1 + z), B(x) = 1, C(z) = 0 and m = 1 in Equations (1), (2) and (3) it follows 
that the upper bound of Lanczos' error is 
n 
Ir"14(n2 - 1) 
and with 
22n-  1 
~n = - -  T n 
4n + 3.5 
the approximate error equation of Adeniyi and Onumanyi becomes 
with an upper bound of 
xT'(x) (en(x)).+l = 4n+ 3.5 
1 
Ir"14n + 3.5" 
Note that Adeniyi and Onumanyi's estimate is less than that of Lanczos, but both approach the 
same limit M/4n as n tends to infinity. In Table 1, we have used 6n,n+2 - as defined by (6) - for 
our upper bound estimate and all the norms were computed using a partition of the unit interval 
of size 10 -4 
Table 1. 
. 
2 
3 
4 
5 
6 
7 
8 
9 
I0 
I I  
12 
1.89 E,-2 
2.68 E-3 
4.02 E,-4 
6.19 F_,-5 
9.72 
1.55 
2.49 
4.03 
6.57 
1.08 
1.77 
11 / 
9.43 E-2 
1.88 E-2 
3.61 E-3 
6.81 E,-4 
E-6 1.26 E,-4 
E-6 2.32 E-5 
E-7 4.23 E,-6 
E--8 7.66 E-7 
E-9 1.38 E,-7 
E-9 2.47 E-8 
E-10 4.42 E-9 
1.09 E-2 
1.63 E-3 
2.14 F_r4 
2.82 F_~5 
3.95 F_~6 
6.54 E-7 
1.04 E-7 
1.64 E-8 
2.56 E-9 
4.18 E-10 
6.90 E-11 
err 
I . I I  E-2 
1.69 E-3 
2.28 E-4 
3.08 E-5 
4.25 E-6 
6.64 E-7 
1.08 E-7 
1.73 F_,-8 
2.75 E-9 
4.35 E-10 
7.05 E- I f  
~nrn-~-2 
1.11 F_,-2 
1.70 E-3 
2.30 E-4 
3.09 E-5 
4.24 E-6 
6.76 E-7 
I . I0 E-7 
1.76 E-8 
2.79 E-9 
4.39 E-10 
7.21 F-ell 
Ade-Onu I~mczoa 
0.82 E-2 1.57 E-2 
1.21 E-3 1.76 E-3 
1.85 E-4 2.41 E-4 
2.9O E-5 3.55 E-5 
4.58 E,-6 5.40 E-6 
7.37 E-7 8.46 E-7 
1.19 E-7 1.34 E-7 
1.94 E-8 2.15 E-8 
3.17 E-9 3.48 F_,-9 
5.20 E,-10 5.66 E-IO 
8.58 E-11 9.27 E-11 
We note from Table 1 that our upper bound estimate for the error is the nearest to the computed 
error norm Hen[I; Adeniyi and Onumanyi's estimate fails for n < 5; the following inequalities 
hold for n > 6 
6,,,.+1 < I1 .11 < < ,.,.b. < ..b. 
indicating the improvement obtained by our approach and, furthermore, that 6n,n+l can be used, 
in this example at least, as a lower bound for the error norm. For n = 6, our estimate of 5n,n+2 
is slightly smaller than the actual error bound while inequality (4) is still satisfied. In addition, 
if we apply Proposition (1) to the case n = 10, where He1011 = 2.75 x 10 -9 , along with the three 
definitions of p, for m = 1 and m = 2, we obtain the results shown in Table 2. 
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Table 2. 
lower bound max upper bound 
m=l  - *=2 error m=2 m=l  
p 2.21 x 10 -9 
Pa 2.20 x 10 -9 
p,- 2.17 X 10 -9 
2.720 x 10 -9 2.75 2.863 x 10 -9 
2.717 x 10 -9 x 2.867 x 10 -9 
2.703 X 10 -9 10 -9 2.882 × 10 -9 
3.04 x 10 -9  
3.06 x 10 -9  
3.12 x 10 -9  
Note that p~ results in a wider range between the two bounds than the other definitions. 
EXAMPLE 2. Let us consider the non-linear differential equation 
Dy(z) - y'(z) + y2(z) = -1, (8) 
with the initial condition y(0) = 1 and exact solution y(z) = tan(~r/4-z) .  To solve this equation, 
we apply the operational approach to the Tau Method discussed by Ortiz and Samara [14]. A 
first order linearisation of (8) yields 
y~ (z) + Yk- I (z)yk (z) = - 1, (9) 
with yh(0) = 1 for/c = 1 , . . . ,  N where N is the maximum number of iterations. Starting with 
yo(z) = 1, we have kept the order of approximation fixed at n = 6 for each subsequent s ep and, 
after 12 iterations, obtained the set of coefficients shown in Table 3 for the expan,ion in terms of 
T~k(z ) in [0,1]. 
Table 3. 
k a~ 
0 +3.397660,3983576 E -1  
1 -5.9125806242846 E -1  
2 +4.8697377722762 E -2  
3 -1.706,5863491477 E -2  
4 +2.4436134039663 E -  
5 -6.2979113913749 E -4  
6 +1.0926655051565 E -4  
We have used a step size of 0.001 in our calculations and found the maximum error [[ee[[ to be 
nearly 3 × 10 -s . Since the Tau parameters are not readily available, we use Definition (4) to 
estimate the upper and lower bounds. Taking m = 1 in this definition yields 
7) 
p ,6,T = I = 0 .226 .  
This is not sufficiently small, so we must take m = 2 instead, which gives Pa,e,8 = 0.042 ~ 1. 
Then, having 6e,s = 2.8773 x 10 -5 , Proposition (1) implies 
= 2.7601 x 10 -5 < 2.9985 x 10 -5 < 3.0049 x 10 -5 = ~-~, 
which shows the error bounds being sufficiently close to the actual maximum error. 
7. F INAL REMARKS 
The error estimation method iscussed in this paper has been used by the authom to generate 
accurate upper and lower bounds for Tau Method estimates of ultra high accuracy for function8 
used in standard mathematical subroutines. This is discussed in a separate paper. In addition, 
the upper and lower bounds given in this paper can be easily used to implement an error correction 
procedure. 
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