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Abstract
For nonlinear differential systems, we investigate that the two concepts of the asymptotic equivalence and
asymptotic equivalence in variation are equivalent under the conditions of strong stability and t∞-similarity, and
give some examples.
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1. Introduction
We are concerned with the nonlinear differential systems
x ′(t) = f (t, x(t)), x(t0) = x0, (1.1)
and
y′(t) = g(t, y(t)), y(t0) = y0, (1.2)
where f , g ∈ C(R+ × Rn,Rn), R+ = [0,∞), Rn is the n-dimensional Euclidean space and f (t, 0) =
g(t, 0) = 0. We assume that the Jacobian matrices fx = ∂ f∂x and gy = ∂g∂y exist and are continuous
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on R+ × Rn. Let x(t) = x(t, t0, x0) and y(t) = y(t, t0, y0) be the unique solutions of (1.1) and (1.2)
satisfying the initial conditions, respectively.
Also, we consider the associated variational systems of (1.1)
v′(t) = fx(t, 0)v(t), v(t0) = v0, (1.3)
z′(t) = fx(t, x(t, t0, x0))z(t), z(t0) = z0 (1.4)
and associated variational systems of (1.2)
v′(t) = gy(t, 0)v(t), v(t0) = v0, (1.5)
z′(t) = gy(t, y(t, t0, y0))z(t), z(t0) = z0. (1.6)
System (1.1) is said to have an asymptotic equilibrium if every solution of (1.1) tends to a finite ξ ∈ Rn
as t → ∞ and for every ξ ∈ Rn there exists a solution x(t) of (1.1) such that limt→∞ x(t) = ξ .
Two systems (1.1) and (1.2) are said to be asymptotically equivalent if, for every solution x(t) of (1.1),
there exists a solution y(t) of (1.2) such that
x(t) = y(t) + o(1) as t → ∞, (1.7)
where “o” is the little-oh, and conversely, for every solution y(t) of (1.2), there exists a solution x(t) of
(1.1) such that (1.7) holds. Also, two systems (1.1) and (1.2) are said to be asymptotically equivalent in
variation if their variational systems (1.4) and (1.6) are asymptotically equivalent.
Note that the relation of asymptotic equivalence between two differential systems is an equivalence
relation, and the two concepts of asymptotic equivalence and asymptotic equivalence in variation for
linear differential systems are equivalent.
Many authors [2–5,9,12,13] have studied the asymptotic equivalence in differential and difference
systems. In this paper we investigate the asymptotic equivalence and asymptotic equivalence in variation
between two systems (1.1) and (1.2). To do this we need the concepts of strong stability and t∞-similarity
due to G. Ascoli (1950) and R. Conti (1955), respectively.
The zero solution of system (1.1), or more briefly system (1.1), is said to be strongly stable if, for each
ε > 0, there exists a positive δ = δ(ε) such that, for any solution x(t, t0, x0) of (1.1), |x(s, t0, x0)| < δ
for some s ≥ t0 imply |x(t, t0, x0)| < ε for all t ≥ t0.
Strong stability implies uniform stability, which in turn implies ordinary stability [1,8]. For the linear
system
x ′(t) = A(t)x(t), (1.8)
where A(t) is the n × n matrix of continuous functions defined on R+, system (1.8) is strongly stable if
and only if there exists a constant M > 0 such that
|X (t)| ≤ M, |X−1(t)| ≤ M for all t ≥ t0, (1.9)
where X (t) is the fundamental matrix of (1.8) [8, Theorem 1, p. 54].
Conti [7] introduced the notion of t∞-similarity in the set M of all n × n invertible matrices A(t)
defined on R+ and showed that t∞-similarity is an equivalence relation preserving strict, uniform and
exponential stability of linear homogeneous differential systems.
Let S be the subset of M consisting of bounded matrices S(t) such that S−1(t) is also bounded. A
matrix A(t) ∈ M is said to be t∞-similar to a matrix B(t) ∈ M if there exists an n × n matrix F(t)
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absolutely integrable over R+, i.e.,∫ ∞
0
|F(s)|ds < ∞
such that
S′(t) + S(t)B(t) − A(t)S(t) = F(t) (1.10)
for some S(t) ∈ S.
Hewer [9] studied the variational stability of nonlinear differential systems by using the notion of
t∞-similarity. Trench [13] introduced the notion of t∞-quasisimilarity that is not symmetric or transitive,
but still preserves stability properties. In [2], we introduced the notion of n∞-similarity as the discrete
analogue of t∞-similarity.
2. Main results
If we put
A(t) = fx(t, 0) and B(t) = gy(t, 0)
and use the mean value theorem, then (1.1) and (1.2) can be written as
x ′(t) = A(t)x(t) + G(t, x(t)), x(t0) = x0, (2.1)
and
y′(t) = B(t)y(t) + H (t, y(t)), y(t0) = y0, (2.2)
where
G(t, x) =
∫ 1
0
[ fx(t, θx) − fx(t, 0)]dθx
and
H (t, y) =
∫ 1
0
[gy(t, θy) − gy(t, 0)]dθy.
Firstly, the following example shows that asymptotic equivalence between (1.1) and (1.3) does not
hold in general.
Example 2.1. Consider the nonlinear scalar differential equation
x ′(t) = e
t x2
1 + x2 , x(t0) = x0. (2.3)
Then its variational differential equation is
v′(t) = fx(t, 0)v(t) = 0, v(t0) = v0 = 0, (2.4)
where fx(t, x) = 2xet(1+x2)2 . Note that the solution x(t) = x(t, t0, x0) is given by
x(t) = 1
2

(et − et0 + x0 − 1
x0
)
±
√(
et − et0 +
(
x0 − 1
x0
))2
+ 4


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and it is unbounded for each t ≥ t0 ≥ 0 and x0 = 0. Thus (2.3) and (2.4) are not asymptotically equivalent
since the asymptotic relationship (1.7) does not hold for any bounded solution v(t, t0, v0) = v0 = 0 of
(2.4).
Also, two systems (1.3) and (1.4) are not asymptotically equivalent in general:
Example 2.2. We consider the Ricatti scalar differential equation in [12]
x ′ = λ(t)(−x + x2), x(t0) = x0, |x0| ≤ 12 , (2.5)
where λ : R+ → R is a negative continuous function with ∫∞t0 λ(t)dt = −∞. The general solution of(2.5) is given by
x(t, t0, x0) = x0
x0 + (1 − x0) exp
(∫ t
t0
λ(s)ds
) , t ≥ t0 ≥ 0.
The associated variational equations of (2.5) are
v′ = λ(t)(−1 + 2x)v = −λ(t)v (2.6)
z′ = λ(t)

−1 + 2x0[x0 + (1 − x0) exp (∫ tt0 λ(s)ds
)]

 z. (2.7)
Note that the fundamental solutions of (2.6) and (2.7) are given by
ϕ(t, t0, 0) = exp
(
−
∫ t
t0
λ(s)ds
)
and
ϕ(t, t0, x0) = ∂x(t, t0, x0)
∂x0
= exp
∫ t
t0
λ(s)ds[
x0 + (1 − x0) exp
(∫ t
t0
λ(s)ds
)]2 ,
respectively [10,11]. Since ∫∞t0 λ(t)dt = −∞, every solution v(t, t0, v0) of (2.6) with v0 = 0 is
unbounded, but every solution z(t, t0, z0) of (2.7) is bounded. It follows that (2.6) and (2.7) are not
asymptotically equivalent.
For the asymptotic equivalence between (1.1) and (1.3) we obtain the following by the comparison
principle in [10].
Theorem 2.3. Suppose that
(i) (1.3) is strongly stable, i.e., (1.9) holds with M > 0,
(ii) |G(t, x)| ≤ ω(t, |x|), t ≥ t0, x ∈ Rn, where ω ∈ C(R+ × R+,R+) is nondecreasing in u for each
t ≥ t0.
For the scalar differential equation
u′(t) = M2ω(t, u(t)), u(t0) = u0 > 0, (2.8)
assume that
(iii) all solutions of (2.8) are bounded on R+.
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Then (1.1) and (1.3) are asymptotically equivalent provided d < u0 with d = M|x0|.
Proof. Note that any solution x(t, t0, x0) of (1.1) is given by
x(t) = X (t, t0)x0 + X (t, t0)
∫ t
t0
X−1(s, t0)G(s, x(s))ds
by the variation of constants formula in [11]. From (i) and (ii), we obtain
|x(t)| ≤ M|x0| + M2
∫ t
t0
ω(s, |x(s)|)ds
= d + M2
∫ t
t0
ω(s, |x(s)|)ds.
Then
|x(t)| − M2
∫ t
t0
ω(s, |x(s)|)ds = d
< u0 = u(t) − M2
∫ t
t0
ω(s, u(s))ds.
Thus, from the comparison principle in [10], we have
|x(t)| ≤ u(t), t ≥ t0
provided d < u0.
Now, we show that the solution x(t) of (1.1) which can be written as (2.1) is convergent.
Put
p(t) =
∫ t
t0
X−1(s, t0)G(s, x(s))ds. (2.9)
Then we have, for any t ≥ t1 ≥ t0,
|p(t) − p(t1)| ≤
∫ t
t1
|X−1(τ, t0)||G(τ, x(τ ))|dτ
≤ M
∫ t
t1
ω(τ, u(τ ))dτ
= M(u(t) − u(t1)) (2.10)
by the monotonicity of ω and (i). Moreover, for any ε > 0, (2.9) becomes
|p(t) − p(t1)| < ε, t > t1
since we can choose a t1 > 0 sufficiently large so that
0 < u(t) − u(t1) < εM , t > t1.
It follows that limt→∞ p(t) = p∞ exists. Letting v0 = x0 + p∞, there is a solution v(t, t0, v0) of (1.3)
satisfying
x(t, t0, x0) = X (t, t0)
[
x0 +
∫ ∞
t0
X−1(s, t0)G(s, x(s))ds
]
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− X (t, t0)
∫ ∞
t
X−1(s, t0)G(s, x(s))ds
= v(t, t0, v0) + o(1) as t → ∞,
since we have
X (t, t0)
∫ ∞
t
X−1(s, t0)G(s, x(s))ds → 0 as t → ∞.
Conversely, the condition x0 = v0 − p∞ implies that the above asymptotic relationship holds. This
completes the proof. 
Example 2.4. As an illustration of Theorem 2.3, we consider the nonlinear scalar differential equation
x ′ = (cos t)x(t) + λ(t)x
3(t)
1 + x2(t) , x(t0) = x0, t ≥ t0 = 0, (2.11)
where λ(t) is a nonnegative function on R+ with
∫∞
t0
λ(t)dt < ∞. The associated variational equation of
(2.11) is
v′ = fx(t, 0)v(t)
= (cos t)v(t), (2.12)
since fx(t, x) = cos t + λ(t)(3x2+x4)(1+x2)2 . The fundamental solution of (2.12) is
X (t, 0) = esin t
and so (2.12) is strongly stable. For Eq. (2.11), (2.1) becomes
x ′(t) = (cos t)x(t) + λ(t)x
3(t)
1 + x2(t)
= A(t)x(t) + G(t, x(t)).
Then
|G(t, x)| =
∣∣∣∣
∫ 1
0
[ fx(t, θx) − fx(t, 0)]dθx
∣∣∣∣
≤
∣∣∣∣λ(t)x3(t)1 + x2(t)
∣∣∣∣
≤ λ(t)|x(t)| = ω(t, |x|),
and ω(t, u) = λ(t)u is nondecreasing in u > 0. The solution of
u′(t) = ω(t, u(t)) = λ(t)u, u(0) = u0 > 0, (2.13)
is given by u(t, t0, u0) = u0 exp(
∫ t
0 λ(s)ds) and thus it is bounded on R
+
. Therefore (2.11) and (2.12)
are asymptotically equivalent by Theorem 2.3. 
Now, we show that (1.1) and (1.2) are asymptotically equivalent if and only if (1.3) and (1.5) are
asymptotically equivalent under some conditions.
Lemma 2.5 ([5]). If the linear differential system x ′(t) = A(t)x(t) is strongly stable, then y′(t) =
B(t)y(t) is also strongly stable provided A(t) and B(t) are t∞-similar.
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Theorem 2.6. Assume that
(i) (1.3) is strongly stable,
(ii) for (2.1) and (2.2)
|G(t, x)| ≤ ω1(t, |x|), |H (t, y)| ≤ ω2(t, |y|), t ≥ t0,
where ωi ∈ C(R+ × R+,R+), i = 1, 2, is nondecreasing in u for t ≥ t0,
(iii) A(t) and B(t) in (2.1) and (2.2), respectively, are t∞-similar.
For the scalar differential equation
u′(t) = M2ωi(t, u(t)), u(t0) = u0 > 0, i = 1, 2 (2.14)
where d = M|x0| < u0 and M > 0 are constant, assume that
(iv) all solutions of (2.14) are bounded on R+.
Then (1.1) and (1.2) are asymptotically equivalent if and only if (1.3) and (1.5) are asymptotically
equivalent.
Proof. By Theorem 2.3, (1.1) and (1.2) are asymptotically equivalent. Also, (1.3) and (1.5) are
asymptotically equivalent in view of Lemma 2.5 and Theorem 2.3. Since “asymptotic equivalence” is
an equivalence relation, the result follows. 
The next result shows that asymptotic equivalence between two nonlinear systems (1.1) and (1.2)
is equivalent to asymptotic equivalence in variation under the conditions of strong stability and t∞-
similarity.
Theorem 2.7. Suppose that (i) and (ii) in Theorem 2.6 hold. Assume that (iii) fx(t, 0) and fx(t, x(t))
are t∞-similar with S(t) = I in (1.10). Also, gy(t, 0) and gy(t, y(t)) are t∞-similar with S(t) = I .
Furthermore, suppose that (iv) in Theorem 2.6 holds.
Then (1.1) and (1.2) are asymptotically equivalent if and only if they are asymptotically equivalent in
variation.
Proof. Let X (t) and Y (t) be fundamental matrices of (1.3) and (1.4), respectively, with X (t0) = I =
Y (t0). Then, from (i) and (iii), we have
Y (t) = S−1(t)X (t, t0)S(t0) + P(t0) + o(1) as t → ∞,
where
P(t) =
∫ ∞
t
X−1(s, t0)F(s)Y (s, t0)ds, t ≥ t0,
in [6, Theorem 3.8]. Thus we obtain
Y (t) = X (t)[D + o(1)] as t → ∞,
where D = I + P(t0). It follows that (1.3) and (1.4) are asymptotically equivalent. Similarly, (1.5) and
(1.6) also are asymptotically equivalent. Therefore (1.1) and (1.2) are asymptotically equivalent if and
only if (1.3) and (1.5) are asymptotically equivalent by Theorem 2.6 if and only if (1.4) and (1.6) are
asymptotically equivalent, i.e., (1.1) and (1.2) are asymptotically equivalent in variation. This completes
the proof. 
To illustrate Theorem 2.7 we give the following example.
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Example 2.8. We consider two nonlinear differential equations
x ′(t) = (cos t)x(t) + ae
at x(t)
(2 + eat)√1 + x2(t) , x(t0) = x0 (2.15)
and
y′(t) = (cos t)y(t) + be
bt y(t)
(2 + ebt)√1 + y2(t) , y(t0) = y0 (2.16)
where a and b are negative constants. Their associated variational equations become
z′(t) =
[
cos t + ae
at
(2 + eat )(1 + 2x2(t)) 32
]
z(t) (2.17)
and
w′(t) =
[
cos t + be
bt
(2 + ebt)(1 + 2y2(t)) 32
]
w(t). (2.18)
Then (2.17) and (2.18) are asymptotically equivalent, i.e., (2.15) and (2.16) are asymptotically equivalent
by Theorem 2.7.
Proof. Firstly, (2.16) can be written as
y′(t) =
(
cos t + be
bt
2 + ebt
)
y(t) + be
bt
2 + ebt
(
1√
1 + 2y2(t) − 1
)
y(t)
= B(t)y(t) + H (t, y(t)). (2.19)
Then we have
|H (t, y)| ≤
∣∣∣∣∣ be
bt
2 + ebt
(∫ 1
0
dθ√
1 + 2(θy)2 − 1
)
dθy
∣∣∣∣∣
=
∣∣∣∣∣ be
bt
2 + ebt
(
1√
1 + 2y2 − 1
)
y
∣∣∣∣∣
≤ −be
bt
2 + ebt |y| = ω(t, |y|),
where ω(t, u) = −bebt2+ebt u is nondecreasing in u > 0. Every solution u(t) of
u′(t) = ω(t, u(t)) = −be
bt
2 + ebt u(t), u(0) = u0 > 0
is given by
u(t) = 3u0
2 + ebt , t ≥ t0 = 0,
and is bounded on R+.
S.K. Choi et al. / Applied Mathematics Letters 18 (2005) 117–126 125
Note that the variational equation of (2.16) along with the zero solution y = 0 is
w′(t) =
(
cos t + be
bt
2 + ebt
)
w(t), w(0) = w0 (2.20)
and its solution is given by
w(t) = (2 + e
bt )esin t
3
w0.
Thus it easily follows that (2.20) is strongly stable. Moreover, it is not hard to show that
gy(t, 0) = cos t + be
bt
2 + ebt
and
gy(t, y(t, t0, y0)) = cos t + be
bt
(2 + ebt)(1 + 2y2) 32
are t∞-similar with S(t) = I . Hence (2.18) is also strongly stable by Lemma 2.5. Since all conditions of
Theorem 2.6 are satisfied, (2.16) and (2.18) are asymptotically equivalent. By the same manner we can
show that (2.15) and (2.17) are asymptotically equivalent.
Now, we show that
fx(t, x(t)) = cos t + ae
at
(2 + eat)(1 + 2x2) 32
and gy(t, y(t)) are t∞-similar with S(t) = I and F(t) = fx(t, x(t)) − gy(t, y(t)). Since a and b are
negative, we have∫ ∞
0
|F(t)|dt ≤
∫ ∞
0
( −aeat
(2 + eat) −
bebt
(2 + ebt)
)
dt < ∞.
Thus (2.17) and (2.18) are asymptotically equivalent as in the proof of Theorem 2.7. Therefore (2.15)
and (2.16) are asymptotically equivalent in variation. 
Finally, we examine one relationship between the concepts of asymptotic equilibrium and asymptotic
equivalence for (1.1) and the special system (1.2) with g(t, y) = 0.
Theorem 2.9. (1.1) has an asymptotic equilibrium if and only if (1.1) and (1.2) with g(t, y) = 0 are
asymptotically equivalent.
Proof. Suppose that (1.1) has an asymptotic equilibrium and let x(t) = x(t, t0, x0) be any solution of
(1.1). Then limt→∞ x(t) = x∞ exists and, for some solution y(t, t0, y0) of (1.2) with y(t0, t0, y0) = x∞,
the asymptotic relation
x(t, t0, x0) = y(t, t0, y0) + o(1) as t → ∞
holds.
Let y(t, t0, y0) be any solution of (1.2). Then every solution y(t) of (1.2) is given by y(t) = y0. For
each y0 ∈ Rn , there exists a solution x(t) = x(t, t0, x0) of (1.1) such that
x(t) = y0 + o(1) = y(t) + o(1) as t → ∞.
The converse similarly holds. 
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Example 2.10. Let us consider two differential equations
x ′(t) = λ(t)x
3(t)
1 + x2(t) (2.21)
and
y′(t) = 0, (2.22)
where λ(t) is a nonnegative function on R+ with
∫∞
t0
λ(t)dt < ∞. Then (2.21) and (2.22) are
asymptotically equivalent by Example 2.4. Hence (2.21) has an asymptotic equilibrium by Theorem 2.9.
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