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"It is the basic creed of science that the physical world has 
been created on a consistent and integral plan. We therefore expect 
that all our observations, however unconnected they may appear to us, 
must be part of this pattern. The discovery of this pattern is the 
sole object of all fundamental research. So far we are only at the 
beginning when we are still busy discovering new phenomena and thereby 
know that, even should we be extremely clever, we cannot hope to form 
adequate ideas of the pattern. It is like building up a jigsaw 
puzzle, and at present we know that we haven't even got all the 
pieces. Neither do we know how large the puzzle may prove to be and 
there is an uncomfortable feeling that it may be of infinite size. 
Considering this state of affairs we must count ourselves lucky when 
here and there we find a few pieces which fit together, forming little 
islands of pattern which as yet bear no relation to other islands. 
Thus there is triumph indeed when we can link two islands."
Kurt Mendelssohn (1966), In "The Quest for Absolute Zero: Meaning of 
low temperature physics".
Let us search for islands
Abstract
This thesis reports results of experimental and theoretical 
investigations of impact ionisation in semiconductors. The impact 
ionisation rates for electrons and holes (a and ^ respectively) are 
important parameters which determine the performance of several 
high-field semiconductor devices, including avalanche photodiodes 
{APDs). These ionisation rates depend on the threshold energies for
jionisation, which are determined by the details of the band-structure 
for a semiconductor material. However, little is known about the 
band-structure features responsible for the favourable 
noise-performance of some materials (eg. Si) or relatively poor 
noise-performance of others (eg. Ge and most III-V materials). A 
better understanding of the relation between the band-structure and 
the resulting ionisation thresholds and rates would help guide the 
search for materials and structures with desirable properties.
Impact ionisation in Si and Ge has been studied both 
experimentally and theoretically. Threshold energies in Si and Ge 
were calculated from pseudopotential band-structures. The key 
band-structure features leading to a large asymmetry in the ratio of 
thresholds for electrons and holes in Si, and the small ratio in Ge 
have been identified. The breakdown voltages in Si and Ge APDs have 
been measured under hydrostatic pressure. The results for Si and Ge 
are very different, and reflect the difference in the dominant 
ionisation processes calculated in these materials.
Threshold energies have also been calculated for a selection of 
relaxed and strained Ge^Si^  ^alloys. The relaxed alloys are expected 
to exhibit "Si-like" characteristics for a Ge mole fraction of 
0 < X <~ 0.35. The effects of uniaxial strain on Ge Si alloys leadX i-x
to a significant increase in the lowest-threshold ratio, making
-iii-
Ge Si /Si APDs an attractive proposition. However, a first-orderX l-x
Monte Carlo simulation of the effect of strain on ionisation rates
indicates that the enhancement may be less than expected, as a result
of the extreme softness of the ionisation process in Si.
The role of satellite valleys in ionisation rate enhancement in
multiple quantum well APDs has been studied using a Monte Carlo
simulation. It is shown that the enhancement of the electron
ionisation rate in multiple quantum well (MQW) APDs is determined by
band-edge discontinuities in the satellite valleys, rather than in the
r valley as previously assumed for semiconductors where the threshold
field for the Gunn effect is lower than that for impact ionisation.
Simulations of a model GaAs/Al Ga As MQW show no enhancement0.45 0.55
attributable to the band-edge discontinuities.
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CHAPTER 1
In t r o d u c t i o n
This thesis presents experimental and theoretical work which has 
been carried out with the aim of improving the understanding of the 
band-structure dependence of impact ionisation in semiconductors. The 
motivation for this work is discussed in section 1.1, whilst section 
1.2 describes the layout of this thesis.
1.1. Background and motivation.
Impact ionisation is a high field effect which is important in 
several high field semiconductor devices, including avalanche 
photodiodes (APDs), impact ionisation transit time diodes (IMPATTs) 
and field effect transistors (FETs). Phenomenologically, the process 
can be characterised by ionisation coefficients for electron-initiated 
(ct) and hole-initiated ionisation (^ ) (see chapter 2) . A knowledge of 
these ionisation rates is thus crucial when considering the design of I
many high field devices, including APDs, where a large a/(3 ratio is j
required for low-noise operation (as will be discussed in chapter 2). |ITechnologically, APDs play an important role in optical fiber |
communications systems. For many years. Si APDs have served as 1
detectors for systems using multimode fibers, operating at a 
wavelength of A = 0.85 jum. Si APDs have a large a/p ratio, and |
represent the state-of-the-art detector, with desirable speed and 
noise characteristics. However, the advent of the single-mode silica 
fiber, with the potential for significantly improved transmission 
loss, has resulted in the search for new materials suitable for 
producing low-loss and high-speed detectors. The wavelength at which 
these new detectors are required to operate is specified by the
— 1 -
transmission characteristics of silica fibers {figure 1.1). The 
transmission is limited at short wavelengths by Ralyeigh scattering 
(which varies as A ) , and at long wavelengths by multiphonon 
scattering. Additionally, there is a loss in transmission at 
A » 1.4 jum, associated with the 0-H bonds in the fiber. This leads to 
"windows" in wavelength for operating at the low-loss limits of the 
fiber. The minimum loss is at A # 1.55 fim, and the low-loss "window" 
at A = 1.3 jJin coincides with the zero-dispersion wavelength for the 
silic a fiber.
Optical fiber systems utilising silica fibers must therefore look 
to materials with energy 'band-gaps ) corresponding to these
low-loss wavelengths. Ge APDs have been used for this purpose, but Ge
has ionisation rates for electrons and holes which are similar, and
the noise- and speed-characteristics of Ge APDs do not match those of 
Si. There are a number of III-V binary, ternary and quaternary 
compounds which can be used to manufacture APDs operating at
A = 1.3 /im and A = 1.55 pm {figure 1.2), but unfortunately those 
investigated to date have been generally found to possess ionisation 
rate ratios close to unity. Attempts have been made to artificially 
engineer structures which enhance the a//3 ratio (see for example 
Capasso, 1985) , but a detailed understanding of the ionisation
processes involved would be required to further this work.
Clearly therefore, the possibility of being able to predict 
ionisation rates for a given semiconductor material would be extremely 
desirable, enabling suitable materials for APDs to be identified, and 
this information then used to guide growth programmes for further 
investigation. Unfortunately, at present there is no theoretical 
technique available for determining the ionisation rates for a given 
semiconductor material. However, in recent years important links have 
been established between impact ionisation and the band-structure of 
semiconductors [Shichijo & Hess, 1981]. The lowest energies at which
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Figure 1.1. Transmission loss as a function of wavelength for a 
typical silica optical fiber.
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Figure 1.2. Energy band~gap as a function of lattice constant for 
some III-V and group IV semiconductor materials.
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carriers can ionise (threshold energies, see chapter 2) are determined 
by the band-structure, and the ionisation rates depend critically on 
these energies. It has become clear that in order to better 
understand the material dependence of the impact ionisation
phenomenon, we must uncover the links between band-structure features 
and the threshold energies for ionisation. Si and Ge, with their
greatly differing ratios, present themselves as an ideal choice of
materials for this investigation.
This therefore is the motivation for work reported in this
thesis; to develop an understanding of the link between the
band-structures of semiconductors and the ionisation processes which 
determine multiplication. Once progress has been made in this
direction, a predictive power has been gained. Using theoretically 
calculated band-structures, this can be used to investigate the
possibilities offered by various semiconductor compounds and
artificially engineered structures, such as strained-layer systems, or 
multiple quantum well APDs.
1.2. Organisation of the thesis.
This thesis is divided into seven chapters, four of which provide 
information regarding theoretical background, experimental technique 
and numerical methodology, and three of which report the results and 
findings of the work.
Chapter 2 presents a brief background to the theoretical concepts 
which underline the rest of this work. It introduces first the basics 
of the electronic and crystallographic properties of semiconductor 
materials, and then the phenomenon of impact ionisation. It includes 
some aspects of photodetectors operating in the avalanche-breakdown 
regime, and a summary of some previous work in the field. It is 
intended only as a basic introduction, and provides numerous
- 5 -
references to where more detailed accounts can be found.
Details of the experimental apparatus and measurement techniques 
used in the high-pressure measurements carried out in this thesis are 
presented in chapter 3, together with a discussion of the numerical 
procedure for calculating impact ionisation threshold energies from 
pseudopotential band-structures. A comprehensive background to the 
Monte Carlo technique used for simulations of high-field transport in 
semiconductors, with specific emphasis on the applications to studying 
impact ionisation, is given in chapter 4. This chapter also describes 
the Monte Carlo program used in this work for studies of impact 
ionisation in bulk and multiple quantum well APDs.
The results and findings of the work carried out for this thesis 
are reported in chapters 5, 6 and 7. Chapter 5 reports the
investigations of impact.ionisation using the Monte Carlo technique, 
and discusses the role of satellite valleys in determining enhancement 
of the ionisation coefficient at the hetero-interface in multiple 
quantum well APDs. Chapter 6 reports theoretical and experimental 
investigations of impact ionisation processes in Si and Ge. The 
chapter considers the features of the Si and Ge band-structures which 
result in their differing ionisation rate ratios (see chapter 2) , 
reporting the results of calculations of threshold energies in these 
materials from pseudopotential band-structures, and of high-pressure 
measurements of breakdown voltage in Si and Ge APDs.
Chapter 7 presents the results of trends in the threshold 
energies in Ge Si alloys, and considers what advantages might beX l-x
gained from the splitting of the degeneracies in the A minima through 
the application of uniaxial strain, as is possible from the growth of 
strained Ge Si /Si layers.X 1-x
The thesis is completed with conclusions and suggestions for 
further work, and with a complete list of publications referenced in 
the thesis.
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CHAPTER 2
Impact Ioni sation In a v a u \nche Photodiodes
In this chapter, a brief introduction is given to the 
crystallographic and electronic structure of semiconductor materials. 
Impact ionisation is introduced as a scattering mechanism which 
becomes important when considering transport at high electric fields, 
and a resume is presented of some theories of impact ionisation.
Some aspects of photodetectors utilising internal gain by impact 
ionisation are discussed, and the criteria for low-noise detectors are 
stated. Finally, a summary of some important previous work on impact 
ionisation is presented in section 2.4.
2.1. GENERAL REVIEW OF CRYSTAL STRUCTURE AND ELECTRONIC 
PROPERTIES OF SEMICONDUCTORS.
This section introduces some basic concepts of solid state theory 
applicable to semiconductor materials. The interested reader is 
referred to standard texts such as Kittel (1986) and Ashcroft & Mermin 
(1976) for a detailed discussion of the topics introduced here.
2.1.1. Crystal structure.
The electronic properties of crystalline solids are generally
governed by the crystal structure, which plays a key role in
determining the electronic band-structure. The band-structure
specifies the allowed states that electrons can occupy in the crystal,
and can contain energy ranges for which no allowed states are
available (band-gaps). Semiconductors are characterised by a
principal band-gap (& ) in the range 0 eV to 2.0 eV, and have9
7 -
properties which are strongly dependent on temperature and on impurity 
atom concentration.
Most group IV semiconductors (including Si and Ge), crystallise 
into the diamond structure, in which each atom is surrounded by four 
nearest-neighbours leading to tetrahedral bonding. The lattice is 
equivalent to two interpenetrating face-centred cubic (fee) Bravais 
lattices, and the unit cell therefore has a basis of two.
Most III-V compounds crystallise into the zinc-blend structure, 
(shown in figure 2.1) which is similar to the diamond structure of the 
group IV materials, but with the group III atoms (which have three 
valence electrons) and the group V atoms (which have five valence 
electrons) occupying alternate lattice sites. We can therefore 
visualise two interpenetrating fee lattices; one with group III atoms, 
and one with group V atoms. Each atom of one chemical group thus 
forms a regular tetrahedron with four nearest neighbours of the other 
group. Whereas the atoms of the group IV material are bound by 
homopolar cohesive forces, resulting in pure covalent bonding, the 
difference in valency of the group III and group V atoms leads in 
general to a bond which is part ionic and part covalent.
The reciprocal-space, or "k-space”, is body-centred cubic (bcc) 
in nature. The first Brillouin zone (the Wigner-Seitz cell) is a 
truncated octahedron (see figure 2.2). The figure also shows the key 
symmetry points, which are the F point at the zone centre, the X point 
which is at the zone boundary in the A (100) direction, the L point 
which is at the zone boundary in the A (111) direction, and the K 
point which is at the zone boundary in the K (110) direction. The 
symmetries of the crystal structure result in 3 equivalent X points, 4 
equivalent L points, and 4 equivalent K points for the first Brillouin 
zone. The X-points and L-points are thus three-fold and four-fold 
degenerate respectively for the bulk zinc-blende structure.
- 8 -
Figure 2.1. Zinc-blende structure,
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Figure 2.2. First Brillouin zone of the face-centred, cubic lattice, 
showing key symmetry points.
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2.1.2. Electronic properties of semiconductora.
The electrical properties of semiconductor materials are largely 
determined by the band-structure, which arises from the periodic 
potential of the atoms located at the crystal lattice sites. The 
band-structure for a semiconductor represents all states & (k) of an 
electron in the periodic potential of the crystal, and consists of 
bands defining regions of allowed energy, separated by energy-gaps. 
The existence of the energy-gaps can be understood in terms of the 
nearly-free electron model, in which the outer valence-electrons are 
allowed to interact weakly with the positive ions. We can view this 
interaction in terms of diffraction, governed by Bragg's law. When 
the wavevectors (k) of the incoming and outgoing electron are 
different by a reciprocal lattice-vector G, standing waves arise, 
prohibiting the transport of the carrier through the crystal. There 
is thus a departure from the free-electron solution (energy parabola 
in k-space) near the Brillouin zone boundary, which gives rise to 
forbidden energy-gaps separating bands of allowed energy.
The dispersion of states in energy' with k (the finite width of 
the bands of allowed energies) is the result of the binding of the 
crystal atoms in the lattice. If we start with atoms effectively 
infinitely far apart, each atom has a series (1 to n) of well-defined 
atomic orbital states & (n) . We can consider the formation of a one
dimensional crystal with lattice spacing a by a thought experiment in 
which we bring the atoms together, reducing the interatomic spacing 
from infinity to a. It can be shown that if the electron 
wavefunctions remain well localised at the atomic sites, and if 
overlap between adjacent sites is small (the tight-binding 
approximation), the energy of a state with wavevector k, & (k), is 
dependent on the lattice spacing (a) and on the strength of nearest 
neighbour interaction (a) such that
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^(k,n) = g  ^(n) - 2u*cos(ka). (2.1)
This is shown in figure 2.3, As a becomes smaller, the individual
energy states of the isolated atoms &  ^(n) become dependent on the 
wavevector k determined by the degree of the inter-atomic interaction 
u. The energy states thus broaden into bands , and k is introduced as 
an additional index specifying the energy ^(k,n).
The wavefunction of any electron in the crystal with wavevector k
must be invariant in translation by a lattice vector R, that is
9(r + R) = exp(ik.R)•$(r) (2.2)
which is the Bloch theorem.
The band-structure of a semiconductor plays a key role in
determining the electrical and optical properties of the material.
The four lowest bands are referred to as the valence-bands, and are
separated from the higher-lying bands (the conduction-bands) by the
principal band-gap which is the most important parameter
characterising a semiconductor. At zero temperature, the
valence-bands are filled whilst the conduction-bands are empty, and no
electrons can cross the band-gap & to the conduction-bands. Atg
finite temperature, or with external energy input (eg. optical
radiation with hy > ^ ), electrons can be promoted to theg
conduction-bands where they can propagate in the semiconductor under 
the action of applied electric fields, or diffuse between regions of 
differing carrier concentration. The group velocity of an electron in 
the conduction-band is given by
-, -
and is therefore proportional to the slope of the dispersion relation. 
The transport of carriers in the band-structure can be represented by
semi-classical equations of carriers characterised by an
*"effective-mass" m which is defined at a given point in the
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Figure 2.3. Schematic of two atomic levels broadening into bands in 
the tight-binding model, as atomic spacing (a) is reduced.
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band-structure by
m = ti ' I----:— -I (2.4)
ak' ^ Ô  J
Charge transport in semiconductor materials is by "holes" (empty 
states in the valence-bands otherwise filled by electrons) as well as 
by electrons. The transport properties of the holes are determined by 
the valence-bands, and are generally quite different from those of 
electrons.
Impurities present in the semiconductor and quantised lattice 
vibrations (phonons) can scatter the carriers between available states 
in the band-structure, subject to energy and momentum conservation. 
The rates for scattering (derived from first order perturbation 
theory) are dependent on the shape of the energy bands through the 
effective mass (m ), and therefore the shape of the bands is paramount 
in determining the transport properties of the semiconductor, such as 
the mobility.
The number of available charge carriers (electrons in the 
conduction-bands and holes in the valence-bands) can be controlled by 
the addition of impurity atoms (a process called doping) which have a 
differing valency to that of the host atoms. This leads to "impurity 
states" which are in the band-gap, but for desirable dopants these 
states are within « kT of the band-edge at room temperature.
2.1.3. Band-structure of some group IV and III-V 
semiconductors.
The band-structures of group IV and III-V compound semiconductors 
are generally similar, but there are differences which largely arise 
from the lack of inversion symmetry in the III-V compounds. Figures 
2.4(a) and 2.4(b) show the band-structures for Si (group IV) and the 
III-V compound semiconductor GaAs respectively, obtained from nonlocal
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Figure 2.4. Band-structures for Si (a) and GaAs (b) from nonlocal 
empirical pseudopotential-method (EPM) calculations (taken from 
[Chelikowsky & Cohen, 197 6]).
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empirical pseudopotential-method (EPM) calculations [Chelikowsky and 
Cohen, 197 6] .
In both Si and GaAs (as in all group IV and III-V
semiconductors), the maximum in the valence-band is at the zone centre
(the r point). However, the lowest conduction-bands for the two
semiconductors are qpiite different. Figure 2.4(b)) shows that in GaAs
the lowest conduction-band is highly anisotropic. There are minima at
the L point, at the T point and near the zone edge at the X point.
The lowest of these is the F point (F^ ) , and thus for GaAs the lowest
energy-gap (the band-gap © ) between the valence-bands an the
conduction-bands is the band-gap at the zone-centre (@^), and the
compound is referred to as a direct-gap material. This is generally
the case for most III-V materials of interest for opto-electronic
applications, and contrasts with Si in which the lowest band-gap (© )g
is between the top of the valence-band at the zone-centre and the 
point in the lowest conduction-band about 85 % of the way between the 
zone centre and the zone edge along the A direction. Si is thus an 
indirect-gap material.
Figure 2.5 shows the band-structure of GaAs near the zone-centre. 
The valence band-structure is complex, consisting of a band with a 
large dispersion in the vicinity of the zone-centre (the light-hole 
band) and a band with a small dispersion (the heavy-hole band). These 
bands are degenerate at the zone centre. There is an additional 
valence-band, separated from the heavy-hole and light-hole bands at 
the zone-centre by the spin-orbit interaction. This separation (A ) 
is called the spin-orbit splitting. The various bands can be 
approximated to parabolae near the zone centre, and can thus be 
characterised by a constant effective mass for each band, consistent 
with Eq.(2.4) (the "effective-mass approximation”).
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Figure 2.5. The band-structure of a direct-gap semiconductor in the 
vicinity of the zone-centre.
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2.2. IMPACT IONISATION IN SEMICONDUCTORS.
Impact ionisation is a hot carrier phenomenon in semiconductors 
which is important in determining the performance of several modern 
solid state devices such as avalanche photodetectors (APDs) and impact 
ionisation transit time (IMPATT) diodes [Sze, 1969]. The performance 
of other devices which rely on high electric fields are also limited 
by impact ionisation, such as FETs [Hess, 1979] and CCDs [Hoeneisen et 
al, 1972] .
Only an introductory review of impact ionisation is presented 
here. For a full detailed account, the reader is referred to the 
excellent review articles by Capasso (1985) and Stillman & Wolfe 
(1977) .
2.2.1. Scattering of carriers at high electric fields.
When high electric fields (typically B & 1 x 10^ V*cm  ^ for GaAs 
and Si) are applied to a semiconductor material, the electrons are 
"heated" by the field and the mean energy of the electrons in the 
conduction-band is typically greater than the intervalley separations 
of the satellite valleys (eg. X and L valleys for GaAs - figure 
2.4(h)) . These fields are therefore greater than the threshold field 
for intervalley transfer to take place via the Gunn effect [Sze,
1969], and therefore at the high energies typically occupied by the 
carriers at high electric fields, the predominant scattering mechanism 
is deformation potential intervalley phonon scattering.
At sufficiently high electric fields, the carrier may attain 
enough energy to impact ionise. In this process a free carrier 
interacts by a Coulomb interaction with a bound electron in the 
valence-band, imparting sufficient energy to promote the electron 
across the band-gap to the conduction-band. This results in an
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additional electron-hole pair, which can in turn be heated by the 
field and cause further impact ionisations, leading to an avalanche 
multiplication. Impact ionisation is thus an additional scattering 
mechanism which acts to cool the carrier distribution at high 
energies.
In some narrow band-gap materials (eg. InAs and InSb), the fields 
required for the onset of impact ionisation are lower than those 
required for intervalley transfer. In these materials, the dominant 
scattering mechanism at high fields is scattering by polar-optical 
phonons.
2.2.2. Impact ionisation coefficients and threshold 
energies.
Both energy and momentum conservation are required during an 
impact ionising collision. Typical impact ionisations initiated by a 
hot electron and a hot hole are shown in figure 2.6(a) and figure 
2.6(b) respectively. For an impact ionisation by a carrier (^ ,^ 
which relaxes to a state ' promoting a carrier from (^^,k^) to
a state (^^,k^), energy and momentum conservation require that
and
- ^2 - k, - \ (2.6)
and any impact ionisation event for a given band-structure is 
permitted subject to these two conditions.
The minimum energy required for impact ionisation is the 
threshold energy . This threshold energy is determined by the 
band-structure and is generally different for electron-initiated (^ ^^ ) 
and hole-initiated (^ ^^) ionisation. Generally, there will be 
different ionisation processes for different combinations of bands, 
with a threshold energy for each process. The process with the lowest
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Figure 2.6. (a) Electron-initiated impact ionisation
(b) Hole-initiated impact ionisation.
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threshold energy will thus represent the lowest threshold for the 
material. The threshold energy is an important parameter because it 
is one of the key factors which determine the ionisation rates for 
electrons and holes (also known as the ionisation coefficients). 
These field-dependent quantities (denoted by a(E) and /3(E) for 
electrons and holes respectively) are defined as the reciprocal of the 
mean distance travelled by a carrier along the direction of the field 
in producing an electron-hole pair. Figure 2.7 presents a schematic 
of multiplication by impact ionisation in a semiconductor.
The threshold energy appears in most theoretical expressions for 
the impact ionisation rate [Capasso, 1985]. Since these expressions 
for ionisation rates depend exponentially on the threshold energy, 
small changes in the threshold energy can have a pronounced effect on 
the ionisation rate. Indeed, a small asymmetry in the threshold 
energies for electron- and hole-initiated ionisation can result in a 
value of a/[B significantly different from unity. The threshold energy 
is difficult to directly determine experimentally, and has been used 
as an adjustable parameter for fitting theoretical models [see 
Capasso, 1985] to experimental ionisation rate data, yielding 
different values for each model. Clearly therefore, it would be 
desirable to calculate threshold energies directly from theoretical 
band-structures.
The conditions for impact ionisation to occur at threshold have 
been separately put forward by Keldysh (1960) and Anderson & Crowell 
(1972) , and are derived from the minimization of the energy of the 
final carriers, a condition consistent with the final carriers having 
identical group velocities;
^1 = = v^ (2.7)
For analytical band-structure representations, it is generally 
straight forward to determine the threshold energies from calculations 
based on the conditions given in Eqs.(2.5), (2.6) and (2,7).
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Figure 2.7. Schematic of multiplication by electron and hole 
initiated impact ionisation in a semiconductor under high field.
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However, in general the band-structures of semiconductor materials 
have a complicated structure in k-space, and exhibit strong
anisotropies and non-parabolicities. A numerical recipe, based on the 
above equations, can therefore be used to determine the thresholds 
from band-structures calculated by the empirical pseudopotential
method, as has been done by several workers ([Anderson and Crowell, 
1972], [Pearsall at al., 1977a and 1978] and [Pearsall, 1979]). Such 
calculations generally reveal a large number of thresholds,
characterised by different combinations of the energy bands. The 
lowest thresholds are typically greater than the band-gap. This
arises from simultaneously requiring conservation of energy and 
momentum. For a direct band-gap material with simple parabolic bands 
with equal hole and electron effective masses, the threshold can be 
shown to be 1.5 time the band-gap [Wolff, 1954]. In non-parabolic 
direct bands, this threshold is lowered.
The ionisation cross-section can be expressed using first-order 
perturbation theory:
- 3  I  l“ l' ,2.8)
where dN^ is the density of final states, and M is the matrix element 
for the screened Coulomb potential. Keldysh (1960) showed that for 
semiconductors with a large dielectric constant, and assuming simple 
spherical parabolic direct bands, Eq.(2.8) reduces near threshold to
T^(g) = P
ŸTh g a g 'Th
(2.9)
often referred to as the Keldysh expression. \  ^ ^Th^ the
scattering rate by phonons at the threshold energy, and P is a 
dimensionless constant called the Keldysh parameter, which determines 
the rate of increase of the ionisation cross-section above threshold.
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Most theories of impact ionisation assume that P is large (» 1) and
that carriers ionise soon after reaching the threshold energy ("hard
threshold" approximation) . If P is small (« 1) , then the impact
ionisation cross-section becomes a slowly increasing function in
energy above threshold, and carriers may ionise at energies
significantly above threshold ("soft threshold" model). The physical
origins of the softness of thresholds in some materials (characterised
by a small value for P) are discussed in section 4.2.3. There is some
evidence that ionisation in indirect band-gap materials is softer than
in direct band-gap materials [Sano et ai., 1989]. The notion that
thresholds associated with indirect conduction-band valleys are soft
is supported by calculations performed by Beattie (1985 and 1988). He
noted that the square dependence of the time-dependent scattering rate
for pair-production on energy above threshold, assumed in the Keldysh
formula (eq.(2.9)), is only strictly true for spherical direct
band-gap valleys, for which the threshold surface is a sphere. He
found that for indirect bands, even for spherical indirect bands, a
softness is introduced resulting in a cubic dependence of scattering
rate on energy above threshold. This is thus a softness attributable
solely to the indirect nature of the valley, resulting in an
ellipsoidal threshold surface. The anisotropy of the thresholds
associated with the indirect L valleys is significant, and these
thresholds will increase rapidly away from the symmetry axis [Sano et
al., 1989]. This contrasts with the situation in the direct band-gap
r valley, where the thresholds will be more or less isotropic.
However, there are additional considerations which indicate that the
cross section for ionisation in the indirect valleys is preferred over
the direct valley. Softness can additionally be introduced by a
non-constant matrix-element, or by an availability of final states
[Beattie, 1988]. The density of final states depends on (m )^ ^^ , 
* .where m is the effective mass of the valley with the final carriers.
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There are two final carriers in the conduction-band after an 
electron-initiated ionisation, and therefore the relative cross 
sections for A- and T-related processes, based on density of final 
states considerations, is proportional to the cube of the ratio of the 
effective masses of the two valleys, which is typically of the order 
of 10^.
Kane (1967) has used first-order perturbation theory (Eq.(2.8)) 
to calculate the theoretical energy-dependent cross-section for 
pair-production by impact ionisation in Si from the pseudopotential 
band-structure. He assumed the matrix element for a screened-Coulomb 
interaction, and performed the multi-dimensional integrals in k-space 
by a Monte Carlo technique. The absolute scattering rates obtained 
from this calculation agreed with experimental data. Remarkably, the 
work of Kane represents one of only a few attempts to date to 
calculate the ionisation rates directly from the band-structure.
2.2.3. Some theories of intact ionisation.
At high electric fields, a carrier travelling through a 
semiconductor experiences frequent scattering by phonons, which serve 
to control the energy and momentum losses of the carrier, and thus 
help determine its mean energy. At the high electric fields 
characteristic of impact ionisation, pair-production competes with 
phonon scattering as a carrier-cooling mechanism, and thus the impact 
ionisation rates (or coefficients) a and 0 are determined not only by 
the threshold energy for ionisation (8"^ )^ but also by the scattering 
environment experienced by the carriers. The carrier progresses in 
the semiconductor with its motion determined by the competing 
processes of heating by the electric field, and scattering by phonons. 
Scattering with intervalley phonons (which have large k) tends to 
randomise the momentum of the carrier. In the absence of phonon
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collisions, the distance between impact ionisations would be &^^/eE 
which is the minimum distance in a field E assuming ballistic flight. 
The ionisation coefficient, a, would then be
oc(E} — p— (2,10)
The distance required to produce an electron-hole pair is greatly 
increased by phonon scattering, and the ionisation rate can be 
expressed generally as
a(E) == -P(g^^) (2.11)
Th
where P{&^^) is the probability of a carrier reaching threshold. The
ionisation rate thus becomes dependent on not only the threshold
energy, but also the phonon energies and mean free paths.
Many theories of impact ionisation have been proposed, and these
address the problem of calculating the carrier distribution at very
high electric fields in order to determine the ionisation rates.
Carriers participating in impact ionisation are typically at high
energies where the band-structures of semiconductors become complex,
and exhibit large anisotropies with deviations from simple bands
described by the effective-mass approximation. At these energies
there is little accurate band-structure information available, and the
theories frequently assume simplifications such as single parabolic
valleys or at best simple non-parabolic valleys. It is common to
assume that high-energy scattering is dominated by deformation
potential intervalley phonons, which is generally justified except in
semiconductors such as InSb and InAs in which polar optical scattering
is important up to threshold energies. A theory for narrow band-gap
materials has been developed by Dumke (1968).
The carrier distribution is determined by the proportion of
energy gained by drifting in the electric field between phonon
collisions, eEi\ (where A is the mean-free path for phonon scattering),
to that lost during the collision (& ) [Baraff, 1962] . Wolff (1954)p
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considered the case for which eEA » & , assuming that the electronsp
reaching ionisation threshold are those in the tail of an equilibrium
Maxwellian distribution, and obtained
cc(E) w exp(-a/E^) (2.12)
where a is a constant. The case for which eEA ^ & was investigatedp
by Shockley (1961), who assumed that the electrons reaching ionisation 
threshold were non-equilibrium electrons starting from zero energy 
which were lucky enough to drift to threshold avoiding phonon 
collisions. These ballistic electrons, termed "Shockley
lucky-electrons", give rise to an ionisation rate given by
a(E) = (eE/8^^)-exp(-8^^/eEA) (2.13)
which is significantly different to the form derived by Wolff (1954). 
Baraff (1962) assumed a distribution which included the spherical 
isotropic component considered by Wolff (1954) together with a 
"spike" in the field direction accounting for the Shockley 
"lucky-electrons". He solved the Boltzmann transport equation (see 
chapter 4) and obtained a result mormally expressed as a plot with 
several adjustable parameters (a, & , & and A) which are used to fitTh p
to experimental data.
Baraff's theory is derived from a simple band-structure, and its 
surprising success in describing the ionisation ' rates in real 
semiconductors stems largely from the use of several adjustable 
parameters which "absorb" the complex band-structure features 
characteristic of semiconductors at high energies.
The Baraff theory of impact ionisation yields a functional form 
of the field-dependent ionisation rates which agrees well with 
experiment, but is based on an assumed form of the velocity 
distribution function and provides little insight into the mechanisms 
by which the carriers reach the ionisation threshold energy. These 
mechanisms have been clarified by Shichijo & Hess (1981) who used a 
Monte Carlo simulation of impact ionisation in GaAs to establish a
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clear physical picture of the processes involved. (A detailed 
discussion of the use of the Monte Carlo program in studying impact 
ionisation is presented in chapter 4 of this thesis.) They showed 
that the carriers spend most of their time at energies close to the 
average energy, under the competing effects of the electric field and 
the phonon collisions, and that occasionally carriers escape all but a 
few phonon collisions to attain threshold. This picture is thus 
consistent with that of Baraff, with a thermalised quasi-steady 
distribution exhibiting a "peak" in the field direction, and 
establishes the carriers contributing to the multiplication as those 
which start out from the average energy to reach threshold after only 
a few phonon collisions.
2.2.4. The Lucky Drift model.
Ridley [Ridley, 1983a and 1983b] has proposed a simple analytical
theory (the "lucky-drift model") which yields excellent agreement with
Baraff's theory, but which is based on a physical picture similar to
that of Shichijo & Hess (1981) described above. Ridley assumes a
distinction between the rates for energy relaxation (t ) and momentum
relaxation (t ) . He assumes that if T « T (valid at high energies m m e
where intervalley scattering dominates) then for a time the carrier 
may undergo "lucky-drift" in which it undergoes momentum-relaxing 
collisions whilst avoiding energy-relaxing collisions (a state 
intermediate between those of Wolff and Shockley). Ridley has solved 
the rate equations for energy and momentum for the "lucky-drift" 
state, and has obtained an expression for the impact ionisation rate 
which contains the same parameters as that due to Baraff. Agreement 
between the expression for a derived from lucky-drift theory and that 
derived by Baraff from numerical solution of the Boltzmann equation is 
excellent {figure 2.8).
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Figure 2.8. Comparison of ionisation rates calculated by Baraff 
(broken lines) and a lucky-drift model (solid lines)t for different 
ratios of the phonon energy to threshold energy (from [Ridley^ 
1983a]).
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The expression for ionisation rate derived by Ridley is obtained |
i
by calculating separately probabilities for ionisation due to carriers 
reaching threshold by different methods or starting from different 
energies. He writes :
a = + P^(p^(E,g^) + P^CE,^^)) j
V Th' ^ •'
(2,14) j
and determines analytically the various probabilities which are: '
- The probability of ballistic flight from zero energy. j
P^(E,^^) - The probability of lucky-drift from zero energy. I
P^(E,^^) - The probability of ballistic flight from the |
average energy.
P^ (Ef - The probability of lucky-drift from the average
energy.
P^ - The probability of thermalisation.
By determining separately the various contributions to the 
multiplication, Ridley was able to show that the majority of ionising 
carriers are those starting from the average energy, consistent with 
the findings of Shichijo & Hess (1981) . He also showed that 
Shockley's "lucky-electrons" (P^(E,^^)) play little part in 
ionisation.
In deriving the expression for the ionisation coefficient, Ridley 
assumed simple isotropic and parabolic bands, and phonon scattering 
dominated by high-frequency intervalley scattering characterized by a 
single phonon energy and an energy-independent mean-free path. Ridley 
notes that application of the expression to real band-structures is 
valid if the mean-free path is interpreted as an average in the range 
0 :S g i ^Th' notes that generally for real band-structures, the
density of states at high energy (which determines the intervalley 
scattering and hence the mean-free path) increases at a roughly linear 
rate in energy. This increase is similar in most semiconductors, and
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leads to a mean-free path which varies as
A « (2.15)
which must be averaged as discussed. Ridley shows that generally the 
average mean-free path is « 1.5 x where A (^ _^ )^ is the phonon
mean-free path at threshold.
The incorporation of soft-thresholds into the lucky-drift model 
([Ridley, 1987] and [Marsland, 1987]) has enabled an increased 
accuracy of fit to experimental data for various materials. Burt 
(1985) and Burt & McKenzie (1985) have proposed an alternative 
expression for the ionisation coefficient derived using lucky-drift 
theory. This alternative expression is based on determining P(z), the 
probability of an electron moving a distance z in the field direction 
from zero energy without energy loss, and has the advantage of being 
less heuristic than that derived by Ridley. In this alternative 
model, the average energy is directly determined from lucky-drift 
assumptions.
Although the lucky-drift model has been used to yield good fits 
to experimental ionisation rate data, it is important to realize the 
limitations of the model. Generally, only simple analytical 
band-structures can be incorporated, in the form of a parabolic or 
non-parabolic single valley. It has so far been impossible to 
incorporate any more complex band-structure features such as multiple 
valleys or bands. Only one isotropic threshold energy has been 
incorporated, which is therefore just a parameterization of the 
ionisation process in the real semiconductor, in which several 
distinct ionisation processes may contribute. Because there are 
generally three adjustable parameters used in the fitting (^^^, P and 
A) , these can effectively compensate for and "absorb" the complex 
features of the real band-structure. This is especially true of the 
softness P, which is an arbitrary fitting parameter, with no direct 
physically measurable value. This has therefore enabled good fits to
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experimental data for a model which is based on simple assumptions
2.3. IMPACT IONISATION IN PHOTODETECTORS.
The importance of high-quality photodetectors for use in optical 
fiber communication systems has long been stressed [Melchior et al.,
1970] . The principle requirements of a photodetector concern its 
sensitivity, the inherent noise, and the speed of response. The 
signal-to-noise ratio determines the minimum detectable power, which 
specifies the performance of the detector. Additional considerations 
are size, sensitivity to temperature, reliability and cost.
First-generation optical communication systems operated at 
wavelengths of # 0.8 pm - 0.85 jum, and employed Si detectors with 
favourable noise characteristics. Second-generation systems exploited 
the zero-dispersion "window" of silica optical fibers (« 1.3 jim), and 
used Ge detectors, though these have high dark-currents and excess 
noise and are inferior to the Si detectors. Advances in laser sources 
operating at the 1.55 jLim minimum-loss window for silica fibers has 
produced a necessity to develop detectors operating at this 
wavelength, and it is to this end that extensive research efforts have 
been made in developing detectors based on various ternary and 
quaternary III-V and II-VI compounds. Several general review articles 
address the requirements for semiconductor photodetectors, and 
chronicle work that has been carried-out; [Stillman & Wolfe, 1977], 
[Stillman et ai., 1982 and 1983], [Matsushima, 1982], [Pearsall,
1981], [Capasso, 1985], [Kaneda, 1985], [Melchior, 1977], [Melchior et 
ai., 1970] and [Sze, 1966].
For many materials, the requirements listed above can be achieved 
in avalanche photodetectors (APDs) which rely on the avalanching 
breakdown resulting from impact ionisation in reverse-biased p-n 
junctions, and it is this device application of the impact ionisation
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phenomenon that is discussed in this section.
2.3.1. Avalanche photodiodes (APDs).
The simplest commercially available semiconductor photodetectors 
are PIN detectors, which are simply reverse-biased p-i-n structures 
[Stillman & Wolfe, 1977]. Photons from an incoming signal and 
background radiation are absorbed in the depletion region, and the 
resulting carriers (electrons and holes) are separated under the 
action of the electric field, producing an electrical signal. This is 
then amplified by an external amplifier, which limits the noise 
performance at high-frequencies. The noise characteristics of a 
detector can be improved by utilising an internal-gain mechanism, such 
as impact ionisation [Batdorf et ai., i960]. Johnson (1965) reported 
the first measured signal enhancement through avalanche multiplication 
in an APD using a Si PIN device operating at a sufficiently high 
voltage for some carriers to be multiplied by impact ionisation. 
These results were immediately confirmed by measurements of an 
improved signal to noise ratio by Anderson et al. (1965) in Si APDs.
Typically, APDs offer advantages over PIN detectors at high 
frequencies, where the minimum detectable power is limited by the 
thermal noise of the attached load and the noise-performance of the 
external amplifier. The multiplication process resulting in internal 
gain in the APD is described in section 2.3.2., whilst factors 
determining the noise-characteristics of the avalanche process are 
discussed in section 2.3.3.
2.3.2. Multiplication and breakdown.
As discussed in section 2.2.1., at sufficiently high electric
fields, electrons and holes undergo pair-production to produce
33
secondary carriers (impact ionisation). These additional carriers are 
also accelerated by the field, and can themselves undergo 
pair-production. The result is a carrier multiplication, which is 
dependent on the device structure and the ratio of the electron and 
hole ionisation coefficients (a(E) and 0(E) respectively), which are 
properties of the material considered. It is this multiplication 
resulting from impact ionisation that provides the current gain in 
avalanche photodiodes.
A schematic diagram of the high-field region of an avalanche 
photodiode is shown in figure 2.9, which represents the multiplication 
resulting from three cases; that of an electron {figure 2.9(a)) and 
hole {figure 2.9(b)) diffusing into the high-field region after being 
generated outside, and that of an electron-hole pair photo-generated 
in the high-field region {figure 2.9(c)). The electric field acts 
from right to left (in the negative x direction) and has an arbitrary 
profile. The ionisation coefficients a(E) and 0(E) can thus be 
considered as functions of position a(x) and 0(x). After an 
ionisation, the three participating carriers are separated by the 
field, and can each reach ionisation. Because both electrons and 
holes can ionise, there is a "positive feedback" effect, which is 
controlled by the relative magnitudes of a(E) and 0(E). Considering 
the general case where absorption of photons in the high-field region 
results in a generation of electron-hole pairs with a rate G(x), the 
total current density (J) can be expressed in terms of the electron 
current injected at x = 0 (J^ ) and the hole current injected at x = W
(J ) as [Stillman & Wolfe, 1977] ;h
J (W) *exp [-0(W) ] + J (0) + e* G (x) *exp[-0(x) ]dxh e J
1 - a (x) • exp - I [ a (x' ) - 0 (x' ) ] dx' dx
'' 0 L 0 J
where
- 34 -
Figure 2.9. Schematic of multiplication in the high-field region of 
an avalanche photodiode, resulting from;
(a) an electron diffusing into the high-field region.
(b) a hole diffusing into the high-field region.
(c) a photo-generated electron-hole pair.
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exp[-0(x)] = exp^ - J [ a(x') - p(x')]dx'j (2.16)
The cases of pure single-carrier injection can be considered 
separately (assuming G(x) =0), giving an electron multiplication:
J (0) 1 - J a(x) «expj^ - [ a(x') - ^(x')]dx'j dx
(2.17)
and a hole multiplication:
h J (W) n - J 0(x)-exp^ - J [ %(x') - 0(x/)]dx'j dx
(2.18)
The avalanche breakdown voltage is the voltage at which the 
multiplication becomes infinite (ie. M or M =» oo) . This thereforee h
occurs when the denominators of eqs.(2.17) and (2.18) become zero. 
The breakdown voltage is independent of the carrier injection 
conditions [Stillman & Wolfe, 1977], and depends only on the 
ionisation coefficients and the device geometry and field-profile.
2.3.3. Requirements for low-noise operation.
It is an unavoidable feature of APDs that not only the signal 
current, but also the signal (or shot) noise current is multiplied by 
the impact ionisation process outlined above. The resulting noise of 
an APD per unit bandwidth is given by [McIntyre, 1966]:
<i^> = 2eJ <M>^F (2.19)ph
where is the signal current before multiplication, <M> is the
average multiplication and F is called the excess noise factor. We
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ignore here the dark-current of the device, which will also be 
multiplied and will contribute to the noise-current. If the 
multiplication process (the impact ionisations) were perfectly 
deterministic, that is to say if the ionisations were temporally and 
spatially determined resulting in the same multiplication <M> each 
time, then the excess noise factor F would be unity. The noise 
current would thus be the multiplied shot-noise resulting from the 
random nature of the arrival of the photons comprising the signal. 
However, the avalanche process is inherently statistical in nature, 
and this contributes to the noise, increasing the multiplied 
shot-noise by the excess noise factor which can be expressed as
F = <M^> / <M>^ (2.20)
It has been demonstrated [McIntyre, 1966] that F is strongly 
influenced by the ratio of electron to hole ionisation rates. 
McIntyre (1966) showed that, for the case of a constant (ie. 
field-independent) ratio of ionisation rates (k = p/cc) and assuming 
electron-initiated multiplication ;
F = M ^[l - (1 - k)((Mg -1)/M^)^]j (2.21)e
and for the case of hole-initiated multiplication;
Figure 2.10 shows a plot of these excess noise factors for a selection 
of ratios k (after McIntyre, (1966) ) . It can be seen that for a 
minimum excess noise factor (and thus optimum noise performance) the 
ionisation rate ratio must be far from unity. For low-noise APDs we 
thus require a material in which a is very different to (3, and 
additionally that the multiplication is initiated by the carrier with 
the larger rate. The "worst-case" is that for which a « ^ (giving 
F = M), and the "best-case" is that for which only one type of carrier 
is multiplied (ie, no positive feedback), and a = 0 or 0 = 0 (giving
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Figure 2.10. Excess noise factor for an avalanche photodiode as a
function of multiplication for various a/p (= k) ratios (after 
[McIntyre, 1966]).
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F = 2) .
The key relationship between the ionisation rates and the noise 
performance of an APD makes the determination of these rates crucial 
when considering materials for the design of low-noise detectors.
2.4. SUMMARY OF SOME PREVIOUS WORK.
This section brief reviews some previous measurements of 
ionisation rates in various bulk materials suitable for optical fiber 
communications (section 2.4.1.) and discusses measurements which 
suggest an enhancement of the a/|3 ratio in multiple quantum wells 
(section 2.4.2.).
2.4.1, Measurements of ionisation rates in some
important materials.
Si :
The first APDs were manufactured in Si (section 2.3.1.) and the 
first design for an optimized Si APD was presented by Ruegg (1967) . 
Devices have been demonstrated by Conradi and Webb (1975) , Kanbe et 
al. (1976a,b) and Nishida et al. (1977) among others. The reader is 
referred to a review by Kaneda (1985).
Ionisation rates for electrons and holes in Si have been measured 
for a range of electric fields by a number of workers (see Stillman & 
Wolfe (1977)), but those of Lee et al. (1964) in a p*-n device give 
best agreement with noise measurements. They measured a//3 in the 
range 20 - 100, depending on field. The favourable
noise-characteristics of Si APDs stems from this large asymmetry in 
the electron and hole ionisation rates.
Ge :
- 39
Early measurements of noise in Ge APDs [Melchior and Lynch, 19 66] 
showed that the noise goes as M^, suggesting a large excess 
noise-factor, and limiting the useful multiplication. Ge APDs have 
been demonstrated by several workers, including Melchior et al.
(1970), Ando et al. (1978) and Kaneda et al. (1980).
Various measurements ([Dai and Chang, 1971], [Kaneda et al., 
1979] and [Mikawa et al., 1980]) of a/^ have indicated that a and p 
are very close, with 13 > a and /3/a < 2.
GaAs :
A number of workers have reported contradicting results of 
ionisation rates measured in GaAs. Pearsall et al. (1977b,1978) 
showed that p > a. Ito et al (1978a) also observed ^ > ex., but Ando 
and Kanbe (1981) measured a > /3. The most reliable data is due to 
Bulman et al. (1983) who performed a thorough investigation and 
obtained a > /3, with a/p « 2 at high fields.
Other III-Vs :
There has been widespread publication of ionisation rates measured in
a wide selection of III-V compounds, with a particular concentration
on measurements in materials suitable for detectors operating in the
1.3 fjm - 1.6 pm range ([Stillman et al., 1982 and 1983] and [Brain,
1982]) . Measurements have been reported in Ga In As P0.27 0.73 0.40 0.60
([Ito et al., 1978b], [Pearsall, 1980] and [Takanashi et al., 1981]), 
Ga In As ([Matsushima et al., 1979], [Pearsall and Papuchon,U * 3 j
1978], and [Forrest et al., 1981, 1982]), Al Ga As for x = 0 to 0.8X l-X
([David et al., 1984] and [Robbins et al., 1988]), InAs [Mikhailova et
al., 197 6], InP ([Cook et al., 1982] and others cited in Capasso,
1985), InSb [Baertsch, 1967], A1 Ga Sb [Tomasetta, 1978] and0*14 0 « 8 6
AlInAs ([Capasso et al., 1984] and others given in Capasso, 1985). 
Most of these materials have ionisation rates for electrons and holes
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which are within a factor of two, making them unsuitable for low-noise 
APDs.
2.4.2. Enhancement of the ionisation rate ratio.
The ratio of ionisation rates varies dramatically for the various 
materials which have been considered for APDs. In Si, (as discussed 
above) the ratio is large, leading to favourable noise 
characteristics, but it is unfortunate that in most III-V materials 
considered for communications in the 1.3 pm to 1.6 pm range, the ratio 
is close to unity. This has led to a search for methods of enhancing 
the ionisation rates, and to "band-gap engineering" to tailor the 
ionisation rate ratio to improve the noise-performance [Capasso, 
1983a,b].
A large enhancement of the hole ionisation rate in Al Ga Sb hasX  l-x
been observed [Hildebrand et al, 1980,1981] as x approaches x = 0.0 65. 
This resonance in the hole ionisation rate arises from the spin-orbit 
splitting equaling the direct band-gap for this composition, resulting 
in hole ionisation with very small momentum transfer (Ak % 0) and with 
* g .th g
Chin et al. (1980) proposed that ionisation rates in a multiple 
quantum well (MQW) could be enhanced over those of the bulk material, 
since carriers crossing the interface between the barrier and well 
materials gain a kinetic energy equal to the band offset. An 
alternative way of viewing this is to consider that the carrier sees 
an ionisation threshold reduced by the band offset. It was predicted 
that in GaAs/Al Ga^ As (x ^ 0.45) MQWs, a would be enhanced more thanX l-x
P since the conduction-band discontinuity is larger than the 
valence-band discontinuity.
Capasso et ai. (1982) have measured ionisation rates in a MQW
consisting of 25 periods of 450 A GaAs wells and 550 A Al Ga As0.45 0.55
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(a) Schematic of GaAs/Al Ga As MQW APD measured0.45 0.55
by Capasso et al., (1982).
(b) Ionisation rates measured for structure of (a) 
(after [Capasso et al., 1982]).
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barriers {figure 2.11(a)). Measurements were made of the average 
ionisation rates (a and P) for the superlattice, which account for the 
geometrical factors. For oc;
a £ + a ^—  GaAs GaAs AlGaAs AlGaAs , oo\a = ------------------------  (2.23)
£ + ^GaAs AlGaAs
The results obtained for a and /3 are shown in figure 2.11(h). The
contribution to a and S of ionisations in the Al ^Ga ^^As barrier0.45 0.55
region was assumed small, with a and 13 from the GaAs well material 
assumed to give the largest contribution. The ionisation rates in the 
wells were thus found to be enhanced compared to bulk GaAs [Bulman et 
al., 1983], by a factor of # 8 for electrons and R* 2 for holes (at a 
field of 2.5 x 10^ V*cm )^ . This was attributed to the band-edge 
discontinuities at the F-point, which are = 0.38 eV for electrons
and A^p = 0.18 eV for holes [Wolford at al., 1986]. Brennan (1985) 
has calculated electron ionisation rates in a similar structure using 
an ensemble Monte Carlo simulation incorporating empirical
pseudopotential band-structures (see section 4.2.3).
More recent experimental measurements of ionisation rates in 
GaAs/Al Ga As MQW APDs [Kagawa at al., 1989] have produced results 
for GaAs/Al Ga As in agreement with Capasso et al. (1982) . 
These authors have also performed multiplication-noise measurements, 
and find noise-factors consistent with the ionisation-rate 
measurements. From measurements on a selection of MQW APDs with 
different x (Al content), these authors have shown that there is a 
marked decrease in the enhancement once the alloy becomes indirect 
(x > 0.45).
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CHAPTER 3
Ex p e r i m e n t a l An d Nu m e r i c a l Me t h o d o l o g y
This chapter describes experimental and numerical techniques 
adopted for measurements and calculations presented in chapters 6 and 
7 of this thesis. Section 3.1 introduces the use of hydrostatic 
pressures in the study of semiconductor devices, and describes the 
apparatus and experimental technique used for high pressure 
measurements of breakdown voltage. Section 3.2 deals with the 
computational method used to calculate threshold energies for impact 
ionisation from realistic band-structures. A discussion of the Monte 
Carlo technique together with a description of the simulation used in 
this work is presented separately in chapter 4.
3.1. m e a s u r e m e n t s a t h i g h PRESSURES.
3.1.1. Semiconductors at high pressures.
Hydrostatic pressures represent a useful technique for studying 
semiconductor devices. Through the application of hydrostatic 
pressure the band-structure is perturbed, and the energies of the 
various states in the conduction-band shift by differing amounts. 
This technique can therefore be used to separate processes involving 
different regions of the Brillouin zone.
The effect of hydrostatic pressure on the symmetry points of a 
typical semiconductor of the diamond or zinc-blende structure is shown 
in figure 3.1. The energy variations are in meV'kbar and are 
measured with respect to the valence-band maximum at the zone centre. 
The direct band-gap increases with pressure at a rate of
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Figure 3.1. The pressure coefficients (in meV'kbar of the 
symmetry points for a typical semiconductor of the diamond or 
zinc-blende structure, relative to the top of the valence-band.
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» 10 meV-kbar'^, whilst the indirect f - L band-gap increases at under 
half this rate (%» 4 meV’kbar and the indirect T - X band-gap 
decreases at a rate of » 1 meV’kbar” .^ The X-minixna therefore have 
negative pressure coefficients compared to the positive coefficients 
for the r and L symmetry points. The shift of the energy levels with 
pressure can be understood using a pseudopotential or quantum 
dielectric theory approach [Martinez, 1980]. It should be noted that 
the application of hydrostatic pressures preserves the symmetry of the 
crystal, and therefore there is no splitting of degenerate states, as 
would be the result of uniaxial stress (Chapter 7).
3.1.2. Experimental apparatus and technique.
High pressure measurements reported in this thesis have been made 
using a piston and cylinder system, which is shown schematically in 
figure 3.2. The pistons were manufactured at the SERC High Pressure 
Facility (STC Technology, Harlow) frdm hardened tool steel, whilst the 
cylinder was manufactured by Psike Ltd and consisted of twin 
concentric cylinders, with the inner under compression at atmospheric 
pressure,
Hydrostatic pressures in the range 0 to 15 kbar were achieved 
using a 1:1 mixture of castor oil and amyl alcohol as a 
pressure-transmitting medium. The use of just Castor oil is desirable 
for pressures up to 8 kbar due to its easy sealing, but at higher 
pressures it freezes, which can result in non-hydrostatic pressures. 
For measurements up to 15 kbar therefore, a 1:1 mixture of castor oil 
and amyl alcohol was used. For some measurements, n-pentane was used 
to reduce leakage currents. The low viscosity of n-pentane can lead 
to difficulties in achieving a good seal of the pressure vessel, and 
to help overcome this a small amount of castor oil was added, 
sufficient to cover the contacts of the bottom piston. The pressure
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Figure 3.2. Schematic of the high-pressure apparatus used for 
measurements at hydrostatic pressures in the range 0 - 1 5  kbar.
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was applied using a hydraulic intensifying system driven by an 
electrical pump. The pressure vessel was sealed using 3 seals 
successively mounted on the pistons; first a tapered phosphor bronze 
ring, then a nylon ring, and finally a neoprene "o-ring" to achieve 
the initial seal.
The device being measured was generally mounted on a standard 
TO-18 (or similar) header using silver epoxy, and electrical contact 
to the device was made using 17 jitm gold wire and thermo-compression 
bonding. For some experiments (see section 3.1.3) the devices were 
suspended between the pins on the header by 17 jum wires bonded to the 
top contact and substrate of the device. The header was mounted in 
the pressure vessel by placing it in a "female" teflon plug, which was 
permanently mounted on the top piston with wires soldered to 
electrical contacts on the piston. These contacts consisted of 
conical hardened silver steel plugs, mounted in Vespel seals to 
achieve insulation from the piston. The electrical feed-through was 
achieved by using insulated copper wires passed through a narrow axial 
hole in the piston, and soldered to the base of the contact-plugs. 
The pistons were held in steel backing pads, which included grooves to 
protect the wires.
The pressure in the vessel was monitored using a manganin gauge, 
consisting of several turns of manganin wire loosely wound around a 
nylon reel. The pressure in the vessel {T) was determined by 
measuring the resistance of the manganin wire ^ ( )^ , which is related 
to the pressure by
-P = <3.1)
** atm**
where is the resistance at atmospheric pressure (*% 100 £2) , and ^
is given as 2.3 x 10 kbar  ^ [Peggs & Wisniwski, 1983].
Temperature fluctuations were also monitored using a
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thermocouple, and full details of this are presented in section 
3.1.4). The pressure was applied slowly, to avoid large temperature 
fluctuations resulting from the compression of the liquid. Generally, 
measurements were made at 1 - 2  kbar intervals. A change of pressure 
of this order resulted in a slight initial temperature change, and 
sufficient time was allowed for the conditions in the vessel to 
stabilize. This was established to occur after « 30 minutes, and 
therefore measurements were not made until one hour after the pressure 
change. Measurements were made whilst both increasing and decreasing 
the pressure.
3.1.3. Measurements of breakdown voltage.
The breakdown voltage was measured in Si and Ge commercial APDs 
(see chapter 6) as a function of hydrostatic pressure. The breakdown 
was sharp in all devices measured, and thus the breakdown point was 
arbitrarily defined as the bias for a fixed reverse current. This 
current was 50 fiA for the Si devices, 100 fiA for the small-area Ge 
devices and 200 fiA to 500 fiA for the large-area Ge devices (details of 
these devices are given in chapter 6) . The measurements were made 
using a Keithley model 220 current source and a digital Voltmeter. 
The reverse-bias characteristics were also checked at each pressure 
using a BBC microcomputer control system, incorporating an IEEE 
General Purpose Interface Bus (GPIB) and purpose-written 
data-acquisition and control software.
In order to eliminate any potential non-hydrostatic effects 
arising from the headers to which the APDs were attached, the 
experiments were repeated on both the Si and Ge APDs suspended freely 
in the pressure-transmitting liquid. For these measurements, the 
devices were contacted with 17 jum wire to the substrate, and to the 
top contact. The devices were then suspended by these wires, which
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were contacted to the pins of the headers, thus eliminating any 
possibility of non-hydrostatic forces from the header.
3.1.4. Correcting for temperature fluctuations.
Because of the settling time of one hour between readings, and 
the number of pressures at which the breakdown was measured, a 
complete experiment could last in excess of fifteen hours. During 
this period the temperature of the laboratory, and thus the 
measurement system, varied by up to ± 1.5 K. Temperature fluctuations 
of this order resulted in fluctuations in the breakdown voltage 
significant on the scale used. Whereas the fluctuations resulting 
from the temperature changes were insignificant in the Si devices when 
compared to the pressure-induced variations, in Ge this was not true 
(see chapter 6), and it was necessary to correct the breakdown voltage 
data for these temperature fluctuations.
The temperature was monitored using a Cu/Constantan thermocouple, 
mounted on the outside of the cylinder with a hard-setting thermal 
paste to ensure good thermal contact. The cold junction was placed in 
a dewer of crushed ice and water at 0 °C, and the thermocouple emf was 
monitored with a digital Voltmeter to a precision of 1 juV (« 44 juV 
corresponded to a 1 K change in temperature). Because the temperature 
was slowly varying in time, and as a result of the negligible air 
movement due to a large safety-screen surrounding the whole system, 
the temperature fluctuations measured in this way reflected the 
fluctuations inside the pressure vessel. This was assertained by 
inducing significant temperature changes in the laboratory, and 
monitoring the thermocouple reading on the outside of the cylinder 
whilst measuring the breakdown of a Si APD inside the vessel 
maintained at atmospheric pressure. A linear correlation was found, 
justifying this method of monitoring the temperature fluctuations
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inside the pressure vessel.
To obtain temperature calibrations for the devices measured, each 
device in turn was mounted on the piston, and the whole device 
immersed in castor oil together with a Cu/Constantan thermocouple and 
a thermometer. The oil was heated with an electrical heater, and the 
breakdown voltage and thermocouple emf measured over a temperature 
range of % 80 K. This yielded a linear correlation between the
breakdown voltage and the thermocouple emf which was in agreement with 
that obtained in the pressure vessel using the thermocouple mounted on 
the cylinder, and thus these data were used to establish temperature 
coefficients of breakdown voltage for each device. This was used to 
correct the pressure-dependent breakdown voltage for temperature 
fluctuations, by normalising these data to 300 K.
3.2. NUMERICAL CALCULATION OF THRESHOLD ENERGIES.
This section presents brief details of the method used for the 
calculation of threshold energies for impact ionisation from realistic 
band-structures. The results of these calculations are reported in 
chapters 6 and 7.
3.2.1. Background.
There have been several graphical methods developed for 
calculating threshold energies from parabolic or greatly simplified 
band-structures, but generally these methods have been shown to be 
unreliable when applied to realistic band-structures [Ballinger et 
ai., 1973]. Anderson & Crowell (1972) have developed a step-by-step 
graphical procedure which can be used to calculate thresholds from 
realistic band-structure representations. Their technique was based
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on the minimization of energy and momentum of the final carriers. As 
discussed in section 2.2.2, this condition is required in addition to 
that of energy and wave-vector conservation (which defines any allowed 
ionisation process) to specify the ionisation process at threshold. 
Anderson & Crowell (1972) used the technique to calculate the 
thresholds for a number of semiconductors to a precision of # ± 0.2eV 
from EPM band-structures [Cohen & Bergstresser, 1966]. It should be 
noted that these band-structures did not include spin-orbit effects, 
and in the case of Si yielded inaccurate energy-gaps - 0.78 eV) .
To overcome this, Anderson & Crowell applied an arbitrary "scissors 
operator" to shift the conduction band-edges to their accepted values. 
The technique has also b^een used by other workers ([Pearsall et ai., 
1977a, 1978] and [Pearsall, 1979]) to calculate thresholds in GaAs,
GaSb and InP from more accurate band-structures [Chelikowsky & Cohen, 
197 6]. However, in these calculations [Pearsall, private
communication (1989)], the graphical technique was applied to the 
band-structure diagrams by hand and computational techniques were not 
employed, thus limiting the precision of the calculation.
A different graphical technique based solely on the conservation 
of energy and wavevector was developed by Ballinger et al. (1973), who 
calculated thresholds in Si and Ge from the same band-structures 
[Cohen & Bergstresser, 1966] to a precision of » ± 0,02 eV. Although 
they achieved a substantial improvement in the precision of their 
calculations, the technique is significantly limited by requiring the 
two final electrons (in the case of electron-initiated ionisation) to 
be in the same conduction-band.
3.2.2. The Algorithm.
We have developed a computer program, based on the recipe of 
Anderson & Crowell (1972), to calculate threshold energies along
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principle crystal axes from realistic band-structures. A precision of 
« ± 0.02 eV was achieved. This is substantially better than that 
reported by Anderson & Crowell, as a result of the use of 
computational techniques and an improved interpolation of the (G\k) 
states (discussed below). To help understand the basic operation of 
the program, consider figure 3.3 which shows two hypothetical sets of 
curves representing the energies of a band i in the band-structure 
^ (k)), and the minimum energy required by a primary carrier to
ionise by a given process {& (k) ) . g (k) is given by the minimumfm fm
total energy of the final carriers. The threshold is therefore the 
lowest energy at which these two curves cross (ie. ©(k^)). For 
energies below ^(k^), carriers in the band i have insufficient energy 
to ionise by the process, and ^^^(k) > For energies above ^(k^),
ê^^(k) < and carriers in band i can ionise, but the two curves 
cross once again at ^(k^). This is therefore the maximum energy for 
the given ionisation process, and is called an antithreshold. Above 
this energy, carriers in band 1 once again have insufficient energy to 
ionise. The threshold and antithreshold thus define a pair-production 
"window" in energy. As noted by Anderson & Crowell (1972), the 
conditions which define a threshold (section 2.2.2) are the same as 
those defining an antithreshold. The only distinction between the two 
points is the relative rate of change of the two curves 8\(k) and
To calculate the threshold energies for a given input 
band-structure, the program applied the condition of equal group 
velocities of the final carriers, and considered the possible final 
states of the carriers by finding all points on the band-structure 
(along a given direction) with equal gradient (the gradient of ^(k) is 
proportional to group velocity at a given ^(k) - see Eq.(2.3)). The 
procedure was therefore as follows:
1) Read-in the band-structure in the form of the band
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Figure 3.3. Hypothetical set of curves for &. and. & as functionst fm
of k, showing a threshold at k^ and an antithreshold at k^ (from 
[Anderson & Crowell, 1972]).
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eigenvalues at a series of n k points. The bands are thus represented 
by n (gfk) points.
2) Differentiate the band-structure. This was achieved by
fitting a parabola to three successive (@\k) points in a bandy and 
differentiating this parabola.
3) Start with zero gradient, and subsequently incrementing this 
gradient, identify all (§,k) points on the band-structure with the 
given gradient. Do this using parabolic-fits to three adjacent 
differentiated (§,k) points.
4) Form all possible sets of three final states with same
gradient (and therefore group velocity) , and to each set apply energy
and momentum conservation to calculate the k and & (k ) of thefm fm fm
initiating carrier required to produce that set of final carriers.
5) For each band in the band-structure, calculate the proximity
in energy of (k ) to ©, (k ) , the energy of the band at k . Usefm fm J. fm fm
a parabolic fit to three adjacent (6\k) points to find S’(k ) .
6) For each set, compare the value of S (k ) - S. with thefm fm 1
value calculated for the equivalent set from the previous gradient. A
threshold or antithreshold has been passed if the sign of
S (k ) - S . has changed, as is clear from figure 3.3. fm fm i
7) If a threshold or antithreshold has been passed, determine
the threshold point by interpolating to find the k^^ where
S (k ) - S. is identical to zero. Use a parabolic fit to three fm fm 1
adjacent (S,k) points to determine the energy S (k ) at kTh Th Th
Determine the nature of the point (ie. threshold or antithreshold) by
whether & (k ) - & . increases or decreases at k with increasing k.fm fm i Th
8) Increment the gradient, and repeat entire procedure beyond 
step 3 until all gradients in the bands have been exhausted.
The band-structures used for the calculations presented in this 
thesis comprised 16 bands (8 conduction-bands and 8 valence-bands)
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defined, at 51 k-points along each symmetry axis. As a result of the 
symmetry of the band-structure about k = 0, only the information 
between the Brillouin zone centre and the zone-edge was required to be 
read-in to the program. This data was used to recreate the 
band-structure across 2^2 Brillouin zone widths (eg. between k = -47i:/a 
and k = +6n/a in the <100> direction, where a is the lattice 
constant), which was required to account for all possible umklapp 
processes.
3.2.3. Testing the program.
The threshold-seeking program was tested by comparing with the 
results of Anderson & Crowell (1972) and Ballinger et al. (1973) for 
Si. For this purpose, the Si EPM band-structure calculated using the 
form-factors of Cohen & Bergstresser (1966) was used. The thresholds
calculated from this band-structure were compared with those of
Ballinger et al. (1973), and excellent agreement was found for all the 
thresholds published by those workers. For comparison with the 
Anderson & Crowell (1972) results, a "scissors operator" was applied 
consistent with the treatment of these workers. The thresholds
calculated for this band-structure agreed with those of Anderson &
Crowell (1972) to within the precision of the calculations.
To test the ability of the program to find and identify 
antithresholds, an analytical "test" band-structure with a known 
antithreshold was used [Robbins, 1980b], consisting of two separated 
direct conduction-bands, and one valence-band. The antithreshold 
calculated by the program for this band-structure was in agreement 
with the analytical value.
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CHAPTER 4.
THE MONTE Ca r l o Te c h n i q u e f o r  Use In
St u d y i n g Im p a c t Io n i s a t i o n
This chapter introduces the Monte Carlo technique, and describes 
its application to the study of impact ionisation and other high field 
transport properties of semiconductors.
Section 4,1. introduces the Monte Carlo technique as a method of 
solving the Boltzmann transport equation, and describes the general 
concept of the Monte Carlo as applied to high field transport in 
semiconductors.
Section 4.2. discusses the implementation of impact ionisation 
into Monte Carlo code by various workers, and briefly reviews the 
extensive work that has been published in the literature to date.
In section 4.3., a detailed description is given of the Monte 
Carlo program used in the investigations of impact ionisation in the 
bulk and in multiple quantum wells which are reported in chapter 5.
4.1. THE USE OF THE MONTE CARLO TECHNIQUE FOR INVESTIGATION 
OF THE TRANSPORT PROPERTIES OF SEMICONDUCTOR MATERIALS.
The Monte Carlo technique is a numerical method for solving 
complex numerical integrals, or for rendering numerical solutions to 
equations describing physical systems which are governed by processes 
inherently random in nature. The technique has a wide variety of 
applications (see for example [Buslenko, 1966], [Meyer, 1956] and 
[Marchuk et ai., 1980]), but we shall concentrate here on its 
application to high field transport in semiconductors.
A wealth of general reviews are available on the Monte Carlo
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technique, see for example [Hammersley & Handscorab, 1965], A general
description of the Monte Carlo method is given here in section 4.1.3.
4.1.1. The Boltzmann transport equation (BTE).
The principal aim of theoretical hot-electron physics is to 
determine the manner in which an electric field applied to a 
semiconductor modifies the distribution function of the electrons 
[Ferry, 1979] . Treating the electric field and the various scattering 
mechanisms as perturbations, and with the additional assumption that 
collisions are instantaneous, we can describe the distribution 
function, f(r,p,t), by the semi-classical Boltzmann transport equation 
(BTE):
'df'
.at. (4.1)coll.
where the terms on the left side account for temporal, spatial and 
kinematic (due to the field E) changes to the distribution function 
respectively. The term on the right accounts for the changes to the 
distribution function through scattering. Considering the scattering 
transitions between a state with momentum p and all possible states 
with p', the right hand side of the general BTE can be written as
[|§1 = Jdp" [f (r,p'',t) -S (p',p) - f(r,p,t)'S(p,p')]
' coll.
(4.2)
where S(p,p') is defined as the probability per unit time of a carrier 
initially with momentum p scattering into the element dp' at p' .
If we consider a system in the steady state with an applied 
electric field E which is constant in space and time, and expressing p 
in terms of the crystal momentum (p = hk), the BTE reduces to
h ak = jdk' [f(k')'S(k',k) - f(k)-8(k,k')] (4.3)eE df(k)h'ak
which simply states that the rate of change of the distribution
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function as a result of the field balances the rate of change due to 
the scattering. The physical observables that we are interested in, 
such as drift velocity and mean energy, can in principle be derived by 
a numerical integration of the distribution function f(k) once this is 
known, and so the problem thus hinges on the ability to determine 
f(k). This can be a formidable problem, with no analytical solutions 
to the BTE except in a few trivial cases where assumptions are made 
regarding the functional form of the distribution function. These 
often assume a particular symmetry and drastic approximations which 
renders the validity of the resulting f (k) dubious, and does not
justify its application to real semiconductor devices. Several
approximations are discussed by Ziman [Ziman, 1960]. It has been 
noted [Frohlich, 1947] that for carrier concentrations exceeding a 
certain critical value, the isotropic part of the distribution
function is Maxwellian. The distribution function for GaAs has been 
calculated [Butcher & Fawcett, 1966] assuming a Maxwellian displaced 
in k. The same problem has been approached for GaAs by a quite
different method [Conwell & Vassell, 1968] which considered that the 
distribution function could be represented by a truncated spherical 
harmonic series. The results from these two calculations are quite 
different, and neither can be regarded as reliable throughout the 
range of doping densities and electric field strengths of interest. 
This serves to highlight the limited application of the distribution 
functions derived using such approximations.
4.1.2. The introduction of the Monte Carlo technique 
to high-field transport in semiconductors.
Two separate numerical methods for solving the BTE were presented 
at the Kyoto Semiconductor Conference in Japan in 1966; an iterative 
technique [Budd, 1966] and the application of the Monte Carlo
technique to transport in semiconductors [Kurosawa, 1966]. Both 
methods yield exact numerical solutions for f(k) which satisfy the 
BTE. The iterative method has proved to be less popular due to its 
indirect physical representation, and thus the Monte Carlo has been 
more widely used. Kurosawa's investigations of hot-electron effects 
in p-type germanium was a pioneering step towards the ability to study 
high-field phenomena in semiconductors using powerful computers to 
determine the distribution function, but it relied on solving a 
complex integral at each collision. This necessity was removed by 
Rees ([Rees, 1968], [Boardman at al., 1968] and [Rees, 1969]) with the 
introduction of an elegant "self-scatter" mechanism, which confirmed 
the full capabilities of the technique (see section 4.3.3. for details 
of the incorporation of the "self-scatter" into the Monte Carlo).
with the increasing popularity of the Monte Carlo technique for 
solving the BTE, there have arisen questions related to the intrinsic 
limitations of the BTE with high electric fields and short carrier 
lifetimes (see references given in section 4.2.3.). It has been 
suggested [Fischetti at al., 1988 (see section 4.2.3.)] that regarding 
high-field quantum effects, the validity of the BTE may have been 
underestimated in the past, a conclusion derived from the good 
agreement of the predictions of their physical model with experimental 
data.
A wealth of literature has been published on the use of the Monte 
Carlo technique to solve the BTE, and a number of authors have written 
comprehensive review articles on the increasing popularity of applying 
the Monte Carlo method to high field transport problems in 
semiconductors. Of particular interest are the reviews of Price 
(1979), Jacoboni and Reggiani (1983), and Moglestue (1986),
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4.1.3. General principle of the Monte Carlo technique.
This section presents a brief introduction to the Monte Carlo 
technique as applied to high-field transport in semiconductors. It is 
intended to provide the reader with a basic understanding of the 
framework of a typical "single-particle" Monte Carlo, whilst section
4.3. presents the details of the implementation of the model 
band-structures and scattering mechanisms incorporated into the Monte 
Carlo program used in the work presented in this thesis.
As has already been stated, the Monte Carlo technique is the most 
powerful tool for determining non-equilibrium carrier distributions in 
semiconductors. It is a numerical technique which, in its application 
to high-field transport in semiconductors, relies on the fact that the 
trajectory of any free electron in k-space is a solution to the 
Boltzmann transport equation. By establishing within a computer 
program a framework comprising the kinematics of transport in a 
semiconductor (how the carriers move during free flight under the 
action of an external electric field) and the dynamics (how scattering 
rates are determined, and the final states selected), a single 
electron can be traced over a large number of successive collisions 
(scattering events). The distribution function can be determined by 
noting the time that the carrier spends in each element of k-space 
during the simulation. This method, the "single particle" Monte
Carlo, assumes that by following a single carrier through a large 
number of collisions, we build-up a distribution which is equivalent 
to that of an ensemble of carriers (ie. that we are solving the BTE 
for f (k) ) . It has been shown theoretically [Fawcett et al., 1970] 
that the Monte Carlo procedure leads to a distribution function which 
satisfies the BTE. Clearly, then, the "single-particle" Monte Carlo 
is only valid for the simulation of steady-state and homogeneous 
systems. If we wish to simulate time-varying or inhomogeneous 
semiconductors, we must use the "ensemble" Monte Carlo, which follows
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a set of several carriers through the simulation.
The technique requires random numbers to select (1) the length of
free flight, (2) the scattering mechanism and (3) the final state of
the carrier after scattering. The pseudo-random numbers generated by
the computer are produced in a determinate sequence of numbers with no
correlation between them (for all practical purposes) . They do
however conform to a predetermined distribution, and are uniformly
distributed in the interval (0,1).
Under the action of an applied electric field, E, the electron
undergoes successive free flights determined by 
die = eE (4.4)
As stated in section 4.1.1., the value of physical observables can be 
determined by integration of the distribution functions f(k), but to 
achieve the desired level of accuracy, this would require an extremely 
fine histogram mesh for f(k), and a large number of scattering events 
in a given simulation, which is costly in computer processing time. 
An alternative method for obtaining the values of physical observables 
is to use estimators for these quantities, calculated for each 
individual free flight, and then averaged. The amount of processing 
time then required is determined by the convergence of the estimator 
of interest. If we denote a physical observable by A(k) [McKenzie & 
Burt, 1986], we can determine the average <A>
k : A(k)dk ] = i
<A> = ----------------  (4.5)
j = l
where k^(j) and k^ (j) are the components of the wave-vector of the 
electron in the field direction at the start and end of the free
flight respectively, and the integrations are performed with respect
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to the field-component of k (k|j) . Commonly used estimators are those 
for free flight time At, determined simply from Eq, (4,4);
At - SË-'kw - (4-S'
for the distance travelled along the real-space path of the carrier 
and along the field direction, A£ and A^^ respectively, given by:
A£ = V •At (4.7)g
and
A^ jl = V|| • At (4.8)
where v is the estimator for group velocity, given by:9
V = 1 V g(k) (4.9)g n k
where ë’(k) is the carrier energy, and V|j is the component of the 
velocity in the field-direction.
The technique is particularly suited to the study of high-field 
transport in semiconductors, because it allows the inclusion of 
complex "real" band-structures [Shichijo et al., 1981] whilst allowing 
a wide variety of complex scattering mechanisms to be incorporated 
with little added complication [Fawcett et ai., 1970], The Monte 
Carlo thus requires as input parameters the band-structure for the 
material being studied, either as a representation of the "real" 
band-structure from some other calculation, or as an analytical model 
based on a parameterization of the energy and wave-vector. Also 
required at input are the parameters which determine the scattering 
rates, such as coupling constants and phonon temperatures.
A simple schematic representation of a "single-carrier" Monte 
Carlo is given in figure 4.1.
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Figure 4.1. Flow diagram for a simple "single-carrier" Monte Carlo 
program.
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4.2. DISCUSSION OF PREVIOUS WORK INVOLVING MONTE CARLO 
STUDIES OF IMPACT IONISATION AND HIGH-FIELD TRANSPORT 
IN SEMICONDUCTORS.
4.2.1. Monte Carlo simulations of high-field
transport incorporating analytical band-structures. j
Following the introduction of the Monte Carlo method to •
semiconductor physics, and the proposal of a "self-scatter" mechanism ,
by Rees (see section 4.1.2), Fawcett et ai. developed a Monte Carlo |
for studying high-field transport in GaAs [Fawcett et ai., 1970].
This pioneering work was the first to include into a single
calculation more than one valley in the Brillouin zone, and to include
several complex scattering mechanisms. They considered two valleys,
represented by the analytical form 
h"k"& ’(1+y^) — — — (4.10)
2m
though only the central F (000) valley included non-parabolicities, 
and both valleys were assumed to be spherical, thus
k = A(k k k )^ = |k| (4.11)V  X y z
They solved the Boltzmann transport equation for GaAs using the 
Monte Carlo, and obtained distribution functions and estimates of 
various physical observables. Their results compared well with the 
available experimental and theoretical data, provided that reasonable 
values were taken for material parameters which were not well 
determined. They concluded that the main difficulties lay with the
uncertainties in the effective masses for the satellite valleys and
the coupling constants.
Following the pioneering work of Fawcett et al. described above, 
much work was done on the calculation of the velocity-field curves in 
various III-V materials, using similar "single-particle" Monte Carlo 
programs. These included InP and GaAs ([Fawcett & Herbert, 1974],
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[Hilsum & Rees, 1970], [Littlejohn et ai. 1977b], [Maloney & Frey,
1977], [Hauser et al. 1976] and [Ruch & Fawcett, 1970] who studied the 
temperature dependent velocity-field behaviour in GaAs), InAs and the 
InAs P and In Ga Sb ternaries [Hilsum & Rees, 1970] and in theX 1-x X 1-x
In Ga As P quaternary [Littlejohn et al., 1977a]. Hauser hasX 1-x y l-y
used the Monte Carlo to determine the parameters (such as the 
mean-free path for phonon scattering and the average phonon loss) for 
calculation of breakdown voltages in nine III-V binaries [Hauser,
1978] .
Drift velocities have also been calculated from Monte Carlo 
programs for the indirect group IV materials silicon [Canali et ai., 
1975] and germanium [Fawcett and Paige, 1971] , These simulations have 
considered coupled separate F, L and X valleys (Ge, where these 
valleys lie close in energy), and coupled X valleys (Si, where the L 
and F valleys lie significantly higher in energy than the X).
4.2.2. The inclusion of impact ionisation into Monte Carlo
Various workers have reported the implementation of impact 
ionisation into Monte Carlo calculations, including Lebwohl et al.
(1971) who used a hybrid of the "single-particle" and "ensemble" Monte 
Carlo methods, Curby et al. (1973) who studied impact ionisation in
narrow band-gap materials and Shichijo et al. (1981) who were the 
first to include a "real" band-structure into the calculation. This 
section provides a brief summary of work in which impact ionisation 
has been studied using Monte Carlo programs utilising the analytical 
band-structure approach. A resume of work where some "real" 
band-structure has been included is given in section 4.2.3.
Osaka et al. have used a program similar to that described by 
Fawcett et al. [Fawcett et ai., 1970], but with three coupled 
non-parabolic valleys which include a treatment of the
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non-sphericities, to study impact ionisation in InP [Osaka et ai,
198 6a]. Impact ionisation was treated as another scattering
mechanism, using the Keldysh formalism (see section 4.3.3), and the
softness parameter p was used to fit the ionisation rates for both
electrons and holes to experiment for fixed values of the threshold
energies for ionisation - 1.8 eV and = 1.6 eV) . For theTh Th
band-structure for the first conduction-band of InP used by Osaka et 
ai., the "top" of the L valleys in the <111> direction is lower than 
the threshold energy used (^^^) . In an attempt to modify the energy 
dependent scattering rate in accordance with this, Osaka et ai. have 
incorporated an abrupt isotropic "cut-off" on scattering into the L 
valleys for energies greater than this value in the <111> direction
(» 1.35 eV) . A similar "cut-off" was introduced for scattering into
the X valleys (for energies greater than « 2.20 eV) . The resulting 
total scattering rates feature abrupt changes at these energies. This 
must be treated as a "first order" attempt at handling the cut-off 
between the satellite valleys. In a real band-structure, this cut-off 
is non-isotropic, and is generally greater for directions away from 
those of high symmetry such as the <111> direction. The true 
scattering rate for a real semiconductor will thus exhibit a more 
gradual reduction than those modeled by Osaka et al., in accordance 
with the gradually decreasing density of states available with 
increasing energy. Osaka et al. found that the cut-off had a marked 
effect on the high-energy tail of the distribution, and thus on the 
ionisation rates. They performed fits to experimental ionisation 
rates, using the Keldysh parameter P as a free fitting parameter, and 
obtained a value of P = 1.5. Osaka et ai. have also investigated the 
effect of alloy scattering on the ionisation rates in the quaternary 
In Ga As P [Osaka et ai., 1986b], and conclude that the inclusionX 1-x y l-y
of the alloy scattering significantly reduces the ionisation rates. 
They fit to experimental data for the quaternary, using the value of
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the softness parameter P determined for InP (P = 1.5).
Osaka et al. have also investigated the enhancement of the impact 
ionisation rate (see section 2.4.2) for an InP/Ga^ 53^®
multiple-quantum-well superlattice [Osaka et al. 1986c] using 
analytical band-structures representative of those for the well and 
barrier materials calculated using the empirical pseudopotential 
method [Chelikowsky et al., 1976] for the conduction-bands, and the 
k.p method [Kane, 1966] for the valence-bands. They fit the 
experimental enhancement data (presented in the same paper) to a 
valence-band-edge discontinuity about two times larger than that of 
the conduction-band.
Burt and McKenzie have used a Monte Carlo similar to that used by 
Fawcett et al. (1970) to verify a simple new expression for the 
ionisation rate derived from lucky drift theory ( [Burt & McKenzie, 
1985] and [McKenzie & Burt, 1986]). They included only four 
equivalent L valleys with only optical deformation potential 
scattering between the valleys. The valleys were assumed parabolic 
(ensuring an energy-independent mean-free path).
4.2.3. Monte Carlo simulations incorporating 
"real" band-structures.
Several workers have made attempts to treat impact ionisation 
with Monte Carlo programs which include some representation of a more 
"realistic" band-structure for a given material. The band-structure 
information, which ideally determines both the kinematics of the 
transport (the free-flight drift in the applied electric field) and 
the dynamics (the scattering rates which depend on the available 
density of states at a given energy) is included as a mesh from a 
calculation of the band-structure in all directions in k-space, rather 
than by an analytical formalism which treats the valleys as separate
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coupled valleys as has been described already.
Shichijo & Hess (1981) were the first to incorporate a full 
realistic band-structure (derived for the lowest conduction-band of 
GaAs using a local empirical pseudopotential-method calculation [Cohen 
& Bergstresser, 1966]) into a Monte Carlo program (see also [Shichijo, 
PhD thesis, 1980]). They were the first to identify the process by 
which a typical carrier ionises, and their picture of ionisation was 
consistent with the model of Barraf (section 2.2.3). Although ^ (k) 
for carriers in the simulation could be determined from the realistic 
band-structure, the scattering rates were determined using a 
golden-rule calculation based on the density of states satisfying the 
non-parabolic ê‘-k relation given in Eq.(4.10). Further more, the 
impact ionisation process was included using the Keldysh formalism 
[Keldysh, 1960 and 1965] which assumes isotropic ionisation threshold 
energies, and is inconsistent with the realistic band-structure used.
Shichijo & Hess (1981) also investigated the orientational 
dependence of the ionisation rate of electrons in GaAs that has been 
observed experimentally [Pearsall et al., 1977 and 1978], and 
concluded that to within statistical uncertainty they were unable to 
observe any orientation dependence, in contradiction to the 
interpretation of the experimental results ([Pearsall et al., 1977 and
1978], [Capasso et al., 1977] and [Lee et al., 1980]) which attributes 
the large low-field deviation of electron ionisation rates from those 
of holes in the <111> direction to the fact that there is no 
ionisation threshold in this direction for electrons in the lowest 
conduction-band, and that the only electrons reaching ionisation do so 
by scattering. This is in contrast to the situation in the <110> 
directions, where in principal the electrons could reach threshold 
ballistically, without randomizing collisions. Pearsall et al. (1978) 
therefore attributed the difference between the electron ionisation 
rates measured in these two orientations as the contribution due to
— 69 —
the unscattered electrons which reach ionisation by ballistic motion. 
This was thus challenged by Shichijo & Hess, (1981), who find that the 
contribution of ballistic electrons to impact ionisation is negligibly 
small. This initiated a lively controversy regarding the neglect of 
collisional broadening in Monte Carlo simulations of semiconductor 
transport at such high fields, where scattering rates are high 
([Capasso et al., 1981 and 1982] and [Hess et ai., 1982]). The 
effects of collisional broadening were included for the first time by 
Chang et al. (1983) who concluded that the quantum effects were not 
responsible for the observed orientation dependence, and suggested 
that it was related to the metallurgical junctions of the samples used 
in the experimental investigations. More recent calculations 
including quantum effects have been done by Kim et ai, (1987) . A 
review of quantum theory of transport in semiconductors can be found 
elsewhere [Barker, 1973].
Tang at ai. have used a realistic band-structure in a similar 
approach to that of Shichijo at ai. for silicon [Tang at ai., 1981 and 
1983a] and have included collisional broadening approximated by a 
broadening of the initial state. They also implemented the impact 
ionisation scattering in accordance with the Keldysh formalism 
[Keldysh, 1960 and 1965], and showed that ionisation could be 
explained by a process similar to that shown by Shichijo & Hess (1981) 
for GaAs, consistent with Barraf (1964). They included the second 
conduction-band for Si, and showed that the electron spends between 
10% and 20% of its time in that band, depending on the field. They 
used the softness P and the X-L coupling constants as variable 
parameters in an attempt to fit to experimentally determined 
ionisation rates and velocity field curves, but were unable to 
determine a unique set of parameters. Tang & Hess have also used the 
Monte Carlo technique to study the emission of electrons form Si into 
SiO^ ([Tang and Hess, 1983b] and [Tang, Ph.D Thesis, 1983]) and showed
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that the collisional broadening effect leads to an effective barrier 
lowering.
Brennan & Hess (1984) have used band-structures calculated using 
the pseudopotential method (for the conduction-band) and the k.p 
method [Kane, 1966] (for the valence-band) to compare ionisation rates 
of electrons and holes for GaAs and InP using an ensemble Monte Carlo. 
They have also failed to resolve any anisotropy in the ionisation 
rates, consistent with Shichijo & Hess (1981) . Brennan et al. have 
also incorporated multiple quantum wells into their Monte Carlo, to 
study the effects of the band-edge discontinuities on the enhancement 
in the GaAs/AlGaAs system (as discussed in chapter 2) for a variety of 
device geometries ([Brennan et ai., 1985 and 1988] and [Brennan, 1985, 
1986 and 1987]). Throughout these simulations, the same conduction 
band-structure (GaAs) was used for both the well and barrier layers, 
merely offset by the F valley conduction-band-edge discontinuity. 
This was justified by stating that in the impact ionisation regime the 
valley separations are small compared to the mean energy of the 
carriers, and that the only comparisons are with experimental results 
for which the ionisation rates in the barrier material are likely to 
be insignificant. A quantitative fit of theoretical results obtained 
by Brennan et al., (1985) for ionisation rates in the multiple quantum 
well structure to experimental ionisation rates leads these authors to 
attribute the enhancement to a 75% conduction-band-edge discontinuity. 
Brennan (1987) has also investigated the ionisation rates for a 
variety of quantum well GalnAs/AlInAs avalanche photodiodes.
Brennan has also investigated the contribution to total 
scattering resulting from alloy scattering in the AlGaAs barrier 
[Brennan, 1986], and finds that it is of an order of magnitude less 
than the deformation potential scattering at the energies of interest.
More recently, Fischetti and Laux (1988) have used an ensemble 
Monte Carlo which also models a semiconductor beyond the effective
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mass approximation by incorporating the band-structure for Si and GaAs 
obtained from nonlocal empirical pseudopotential-method calculations 
[Chelikowsky and Cohen, 197 6] . However, they have gone one 
significant step further in attempting to completely model a real 
semiconductor, by computing the scattering rates in a manner 
consistent with the full band-structure of the solid. They have used 
a better interpolation technique than has previously been used, and 
have also included long-range carrier-carrier interactions and 
space-charge effects. In the case of Si, they achieve good agreement 
with experimental results, using only four adjustable parameters for 
all scattering mechanisms. They find that, using the Keldysh formula 
for the ionisation rate, they obtain a soft threshold for Si (small P) 
and a hard threshold for GaAs (large P) . They find an anisotropic 
ionisation rate for GaAs which is in contradiction not only to the 
findings of Shichijo et al. (1981), but also to the experimental 
findings of Pearsall et al. (1977b) and (1978). This they attribute 
to the oversimplifications of isotropic thresholds inherent in the 
Keldysh formula when attempting to apply it to a realistic 
band-structure which have anisotropic thresholds.
A Japanese group [Sano et al., 1989] have recently shown that 
threshold energies are hard for both Si and GaAs, insofar as the 
carriers rapidly ionise on reaching threshold, and that the softness 
of P in the Keldysh formula is mainly introduced because threshold 
energies are anisotropic, and strongly depend upon the wave-vectors of 
the initiating electrons. The softness, P, is thus interpreted as a 
parameter which "absorbs" the anisotropic nature of the threshold 
energy into a formalism which assumes isotropic thresholds. The 
difference between the values of P for Si and GaAs is attributed to 
their differing effective ionisation probabilities, W ^^ (6>), which is 
a measure of the proportion of states available at a given energy & 
from which the carrier can ionise (ie. proportion of states k in the
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first Brillouin zone for which & > (k) , the wave-vector dependent
threshold energy). The same authors [Sano et al., 1990] have used a 
Monte Carlo method incorporating realistic band-structures to study 
impact ionisation in Si, but have included impact ionisation through a 
formalism including an anisotropic wave-vector dependent threshold
energy, 8"^  ^(K) :
- Cll
g(k) - f (4.12)
where C_ is a constant, ^(k) is the energy of the initiating carrier, 
and (k) is the wave-vector dependent threshold energy. They found 
excellent agreement with experimental drift velocity and ionisation 
rate data.
4.3. DESCRIPTION OP THE MONTE CARLO PROGRAM
USED IN THIS WORK.
This section describes the Monte Carlo program which has been
used for the investigations of the role of satellite valleys on impact
ionisation rates in the bulk and in multiple quantum well (MQW)
structures (reported in chapter 5) and in the investigation of the
effects on ionisation rates of strain-induced changes in threshold
energies for ionisation in strained Si Ge alloys (chapter 7),X 1-x
4.3.1. Program requirements.
A wealth of work has been performed by authors who have attempted 
to include into their Monte Carlo simulation a detailed realistic 
band-structure for the first Brillouin zone (as referenced in section
4.2.3.), and by the inclusion of a vast number of material parameters, 
these authors have endeavoured to accurately model the real
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semiconductor. There is a stark contrast in the treatment of various 
aspects of the semiconductor at high fields by these authors, with an 
emphasis on the inclusion of the detailed band-structures, but with 
the scattering rates, which are important in determining the 
high-field distribution of carriers, calculated from a simple Fermi 
golden rule relation assuming analytical bands (with the exception of 
Fischetti & Laux, (1988)). These authors have placed great emphasis 
on the accuracy of the model, which is inconsistent with the nature of 
several approximations which they use, for example the inclusion of 
the Keldysh formalism which assumes isotropic thresholds, as has been 
discussed in section 4.2.3. Further more, several parameters crucial 
in determining the high-field transport, such as the coupling 
constants for inter-valley scattering, are not accurately known and 
are used as variable fitting parameters. There is a very real danger 
that by including so many complex features representing the 
semiconductor (the band-structure) whilst varying such a large number 
of parameters to fit the high-field transport for a given material, 
the fundamental nature of certain processes, such as impact 
ionisation, are obscured.
We believe that a Monte Carlo program can be used to great effect 
in the investigation of impact ionisation when a simple model of the 
semiconductor is used, which represents the key features required in 
the simulation, and when the investigation is carried-out by varying 
only one or two key parameters. By this technique, the individual 
features responsible for observed effects can be isolated. This 
philosophy has been adopted in developing the Monte Carlo program for 
use in the investigations reported in chapter 5.
4.3.2. Overview of the Monte Carlo program.
The Monte Carlo program used in this work simulates high-field
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transport of electrons in semiconductors, and has been adapted from a 
program obtained from Fawcett et al. (RSRE, Malvern) [El-Sabbahy, Ph.D 
Thesis, 1978] and is thus similar in concept to that described by
Fawcett et ai., (1970) (see section 4.2.1,). However, a large number
of changes have been implemented. These include the following:
a). Some satellite valleys for the materials investigated 
(especially Si) are highly anisotropic, and the constant energy 
surfaces for these valleys can be approximated by ellipsoids defined 
by separate longitudinal and transverse masses, m^ and m^
respectively, such that Eq.(4,10) then becomes
2 2 2 2
g'(l+yg) = (4.13)2m^ 2m^
b). The inclusion of non-sphericities into our Monte Carlo
necessitates equivalent valleys with different orientations with 
respect to the field to be treated as a separate valley types. The 
program has thus been converted to allow the inclusion of up to six 
separate coupled valley types, each described analytically by 
Eq.(4.13), and thus incorporating non-parabolicities and 
non-sphericities.
c) To enable arbitrary field orientation, the program has been 
altered to enable the field to be specified separately for each 
valley, in terms of its magnitude along each of the principal axes. 
Although the field was always assumed to be along a <100> symmetry 
direction (though the program was tested with fields aligned along 
both <100> and <111> directions - see section 4.3.7), specifying the 
field-orientation separately for each valley was necessary to define 
the relative orientations of the various satellite valleys.
d) The number of phonon groups for a given intervalley process 
has been extended to four to allow for a more accurate simulation 
where this data is available (as in the case of Si, chapter 
7). e). Impact ionisation was included as an additional scattering
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mechanism, using the Keldysh formalism, which is stated again here:
t IST  “i
Th
Th
G a e®Th
 ^ = 0 G < G®
(4.14)
T^(G) Th
where   , (G)  ^ is the impact ionisation rate at an energy G, when G®^ 
is the threshold energy for electrons in a given valley, P is the 
Keldysh softness parameter, which is a dimensionless constant 
representing the anisotropic nature of the threshold energy in a real 
semiconductor (as discussed in section 4.2,3.) and the total
phonon scattering rate at the threshold energy in a given valley. We 
have included separate threshold energies for each valley type, and 
thus the ionisation scattering rates calculated by Eq(4.14) can be 
separately calculated for each valley. The use of the isotropic
Keldysh formalism for impact ionisation is in keeping with the spirit 
of the investigation (as discussed above), and it is acceptable in the 
context of this work, as we are using a simple analytical 
band-structure with the aim of investigating the effects of varying 
individual parameters rather than reproducing in detail the full
transport properties of semiconductors. The other scattering 
mechanisms included are outlined in section 4.3.4.
f). The use of analytical bands means that in principal, certain 
estimators such as those for distance travelled (Eqs,(4.7 and 4.8)) 
can be replaced by exact analytical expressions derived from the 
band-structure relations. Details of these, together with the other 
estimators used are presented in section 4.3.5.
g) . To enable the study of impact ionisation at the band-edge 
discontinuity in MQW semiconductor avalanche photodiodes, the program 
has been modified to include parameters for the well and barrier
materials within the same simulation (see section 4.3.6).
The Monte Carlo program used here thus incorporates simple
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analytical coupled valleys with separate threshold energies for 
ionisation within each valley (this is shown schematically in figure 
4,2). The program bears close similarity to that of Osaka et al.
(1986a, b and c) and Littlejohn et al., (1977b), and follows the
schematic of figure 4.1. The program first reads in the necessary 
parameters. These include:
The effective masses (m ^  )^ , non-parabolicities (y),
separations of each valley i with respect to the bottom of the 
central F valley (A^ ) , and degeneracies (Z^ ) for each valley 
type i. These are used to determine the G-k relationship from 
Eq, (4.10) .
The softness parameters (P) , and the threshold energies 
(G®^ ) for each valley type. The values of in Eq.(4.14)
are calculated within the program for each valley type.
The intervalley coupling constants (D^ ^^  and the phonon 
temperatures (T^ )^ for non-equivalent intervalley scattering, and 
those (D^  and T^ ) for equivalent intervalley scattering.
The deformation potentials (H^ ) , speed of sound (s) , the
mass density (p) and lattice temperature T for determining 
acoustic scattering rates.
The optical phonon frequency (w ) and the high and low 
frequency dielectric constants (e^ and e respectively) for 
calculating the optical phonon scattering rates.
Details of the calculation of these rates are given in section 
4,3.4., whilst the values used for the parameters are discussed in 
chapter 5.
Once the program has calculated all the scattering rates as a 
function of energy, it simulates successive free-flights (section
4.3.3.) and scattering events (section 4.3.4.), with the estimators 
(section 4.3.5.) being updated after each free-flight. When the 
desired accuracy has been attained, or the required number of
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simple schematic of the band-structure implementationFigure 4.2.
for Monte Carlo simulations of a bulk semiconductor.
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scattering events has taken place, the values of these estimators are 
output, together with the distribution functions for each valley. 
Random numbers from a distribution evenly distributed, in the interval 
(0,1) (as described in section 4.1.3) are obtained for determining the 
length of free-flight, the scattering process, and the final state of 
the carrier after scattering. The final states after scattering are 
determined from angular probability distributions for the different 
scattering mechanisms. In the case of intervalley scattering, which 
is assumed randomizing, all final states on a given constant-energy 
surface are equally probable, leading to an angular distribution that 
depends only on the cosine of the angle of scattering. The angular 
probability distributions for determining the final states after polar 
optical and acoustic scattering are more complex, and details of these 
can be found in Fawcett et al., (1970). The change in the angular 
distribution of available states which results from the inclusion of 
non-sphericities has been overcome by determining a transformation 
which maps the elliptical valleys onto spherical valleys for which the 
final state can be easily determined. This state is then mapped onto 
the non-spherical valley using this transformation, to yield the true 
final state.
4.3.3. The inclusion of a "self-scatter" mechanism.
Free-flight of the carrier under the action of the applied
electric field, E, is governed by Eq.(4.4), and it continues its
flight determined by this equation until it is scattered by one of the
scattering mechanisms (see section 4.3.4.).
If, at a given wave-vector k, we denote then scattering rate for
transitions from k to k' due to scattering process q as S (k,k'), thenq
the total scattering rate out of state k to all possible states k' for
process q (À^(k)) is given by
- 79 -
A (k) = fdk'S (kfk') (4.15)q J q
and the total scattering out of state k by all N possible scattering 
mechanisms is simply 
N
A (k) = ) A (k) (4.16)T l_ Cl
q = l
Having determined the total scattering rate as a function of k, we can 
write the probability per unit time that the electron will drift for a 
time tf and then be scattered, as
P (t) = A_^ [k(t) ]‘expj-J A^[k(tM]dt' (4.17)
where k(t) is determined from a simple integration of the equation
governing free-flight kinematics (Eq.(4.4)) and is given as
k(t) = k + (4.18)o n
where k^ is the wave-vector at the start of the free flight (and is
thus the wave-vector after the previous scatter).
In order to select a free-flight time in accordance with
Eq,(4.17) from a random number r between 0 and 1, we use
P(r)dr = P(t)dt (4.19)
to obtain
r P(r')dr' = r =r P(t')dt' (4.20)*^0 '*0
which, from Eq. (4.17) leads to
r = 1 - exp|-f A [k(t')]dt'l (4.21)I '^0 J
Unfortunately, the complex form of S (k,k/) for some of the scatteringq
mechanisms means that Eq.(4.21) cannot be evaluated analytically, and 
this would thus require either that an integral equation be solved 
after each free-flight, for a given r, or the value interpolated from 
some look-up table of pre-calculated results. Both of these methods 
would be extremely costly in time, and would thus drastically affect 
the efficiency of the Monte Carlo. To avoid the necessity of solving
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this complex form of Eq.{4.21), Rees proposed a solution which 
required an additional scattering mechanism; the self-scatter ([Rees, 
1968], [Boardraan et al., 1968] and [Rees, 1969]). He suggested that 
if we consider an additional scattering mechanism (q=0) for which 
S^(k,kM = A^(k)6(k-k') (4.22)
then we are free to choose for (k) any arbitrary value we want, 
because the croneker delta ensures that we do not alter the 
wave-vector as a result of this process. This scattering mechanism, 
the self-scatter, is thus a fictitious mechanism which has no bearing 
on the physics of the simulation, but it can greatly aid us in 
simplifying Eq.(4.21). This is done as follows: if we include A^ (k)
into Eq.(4.21) we obtain
P(t) = ^A^[k(t)] + A^[k(t) ] j-expj-J A ^[ k ( t M ]  + A^[k(t') ]dt'j
(4.23)
Because we are free to choose A^ (k), we can set A^ (k) at each k such 
that the total scattering rate including the new self-scattering is 
always a constant, F , giving
A^(k) = Fg - A^(k) (4.24)
This greatly simplifies Eq.(4.23), leaving
P(t) = F e~^s^ (4.25)
which gives
L ( P( t ) (4.26)
From Eqs.(4.20 and 4.25), we can now relate the free-flight time
t to any random number between 0 and 1 by
t = - ^ ’ln(r) (4.27)
5
We see from Eq.(4.26) that by choosing A^ (k) to satisfy Eq.(4.24) we 
have ensured that the carrier now has a free-flight determined by an 
energy-independent relaxation time. To avoid negative values for 
(k) , we set F^ to be at least as large as the maximum value of 
A^(k). This has the disadvantage at low energies of a large
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proportion of self-scatters, where "real" scattering is small due to 
the small available density of states compared with high energies.
Once the free-flight has been terminated, and the duration of the 
free-flight calculated from Eq.(4.27), the scattering mechanism is 
chosen by noting that the probability of the carrier being scattered 
by process q is proportional to A^(k), and that
A (k) = r (4,28)q 5
q = 0
which means that we can select a random number r^, and select the
process from the inequality 
N
i ) X (k) > r' (4.29)
q=0
by testing the inequality for each process q = 0 to N until it is 
satisfied. This specifies scattering mechanism q. This is 
illustrated in figure 4.3.
4.3,4. Details of scattering mechanisms included 
in the simulation.
The following scattering mechanisms have been included in the 
Monte Carlo: impact ionisation, acoustic phonon scattering, polar
optical phonon scattering, and equivalent- and non-equivalent- 
intervalley scattering by the deformation potential.
For the simulations of Si/Ge alloys, non-polar optical phonon 
scattering has not been included because as noted by Fawcett et al. 
(1970), it need only be considered at high energies at which 
intervalley scattering is expected to dominate in indirect non-polar 
materials. The role of non-polar optical phonon scattering is thus 
expected to be negligible in Si.
Scattering rates out of a state k for the various phonon 
mechanisms can be calculated from perturbation theory ([Conwell, 1967]
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Figure 4.3. Simple schematic showing selection of a scattering 
mechanism by a random number from a "weighted list" of processes.
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and see also [Fawcett et al., 1970]) by applying the golden rule
S(k,k') = (4-30)
where is the matrix element of the perturbing potential between
the final and initial states of energy and ©, respectively. Thus 
the total scattering rate (t )^ for the mechanism can be calculated 
from
J1Ï .2711 V
( 2%) 3
dk' • r d^' r d<p S (k,k' ) |k|^sin-& (4 .31)
0 '^ 0 0
where V is the crystal volume, and Û is the angle between k and k^ . 
The resulting scattering rate-equations for the processes listed above 
are well established (see references cited above), and are reproduced 
for completeness in Appendix A.
Impact ionisation is treated as described in section 4.3.2. and 
stated in Eq.(4.14). Once an ionisation has taken place, the carrier 
is placed at the bottom of the valley in which it ionised, and the 
simulation is allowed to continue with the next free-flight. For 
simulations involving a hard threshold (P => oo) , a modified form of the 
program was used, in which the carrier was deemed to ionise as soon as 
its energy & exceeded the threshold energy for the valley. After 
a free-flight resulting in an electron energy & > the analytical
equation for the band-structure (Eq. (4,13)) was used to determine k|| 
at ionisation when & * (where k^ might be k^ or k^ , depending on
the orientation of the valley in which the carrier ionises with 
respect to the field), This approach was found to greatly increase 
the efficiency of the program, as incorporation of the Keldysh 
expression with a very large P resulted in an unacceptably high 
proportion of self-scatter events at low energies, which precluded 
calculations at low fields.
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4.3.5. Estimators.
As discussed in section 4.1.3., it is common in Monte Carlo
simulations of transport in semiconductors to use estimators for the
distance travelled by the carrier, group velocity, etc., like those
given in Eqs.(4.6 to 4.9). We have used analytical expressions for
the distance travelled by the electron, which are "exact" for the
analytical band-structures used (Eq.(4.13)). During a free-flight of
duration At, the distance travelled along, say, the x direction can be
derived by substituting the x-component of Eq.(4.10) into Eq.<4.9),
and integrating over the flight duration, to give:
^At
Ax = —
m
k + eE t/h
— -----  —  dt (4.32)
X 0 [1 + 2yg(t)]
where k is the value of k at the start of the free-flight, E isXO X X*the component of the field in the x direction, m is the effectiveX
mass in the x direction, and & {t) is the energy as a function of time, 
obtained from Eqs.(4.4) and (4.1), By determining Ax, Ay and Az, the 
total distance travelled by the electron during the free-flight 
(A£),as well as the distance travelled in the f ield-direction (A£|j) , 
can easily be calculated.
By summing the total distances travelled for N free-flights, we 
deduce the mean-free path (A) from
N
A = -^------- (4.33)N
Because we are determining the distance travelled analytically, 
we have no need to calculated the group velocity at each flight, and 
we define the mean drift velocity (v^ ) for a simulation of N free 
flights (where N is large) as
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V =  -------- (4.34)d N
where t . is the free-flight time for the j flight, given by
Eq. (4.2 6) . This estimator has been compared with other velocity
estimators [Tang, PhD Thesis, 1983] ;
, E  AS (It)
V  =  ± -------------- (4.35)
'■ h E A k
and
''d - à-\-^ ) '4-3S'
and gives excellent agreement.
We deduce the impact ionisation rate, a, from a simulation of N 
free-flights containing impact ionisation events, as
""aa ------   (4.37)
where should be as large as possible.
4.3.6. Simulation of a Multiple Quantum Well structure.
The Monte Carlo program has been adapted further to simulate 
transport in a series of quantum wells, to permit an investigation of 
impact ionisation rate enhancement, and the effect of the band-edge 
discontinuities at the well-barrier interfaces. The MQW structure has 
been implemented by allowing two completely separate sets of 
parameters to be read in, one for the well material, and one for the 
barrier. Additional parameters are also read-in for a simulation in 
the MQW's to specify the widths of the barrier and well regions, and 
the conduction band-edge discontinuity for the central F-valley. The
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band-edge discontinuities for the satellite valleys are determined 
from the separate intervalley separations specified for the well and 
barrier regions. The Monte Carlo procedure is then the same as for 
simulation in the bulk, with the relevant estimators logged separately 
for the two materials. Once the carrier passes across an interface, 
its state in the new material is determined, and the simulation is 
allowed to continue.
Clearly, it is important to take care with the treatment of the 
carrier at the interface, as this is the region of interest when
considering enhancement of the ionisation rates. The treatment at the 
interface is shown in schematic form in figure 4.4. We consider the 
carrier to undergo symmetry-maintaining transitions at the interface, 
that is to say we consider that the potential step seen by the carrier 
at an interface is that formed by the equivalent valley in the 
adjacent material, so a F electron sees a potential step formed by the 
relative position of the F in the next material with respect to the F
valley the electron is in. We consider that if the electron does not
have sufficient energy to cross the barrier, it is reflected with a 
reflection coefficient of 1, requiring a simple reversal of the
velocity and the field component of the wave-vector k||. We consider 
unity transmission for energies greater than the barrier, and require 
conservation of total energy and lateral momentum in the plane of the 
layers. The barriers and wells have widths greater than 500 Â in the 
simulations, and so quantum-confinement effects are not considered.
To enable ionisation rates determined in the bulk to be compared
with those determined in the well-material, it is necessary to take
account of geometrical scaling factors, as discussed by Capasso et al.
(1982 and 1985), If we have well and barrier regions of width i andw
respectively, and in a given simulation we count N impact 
ionisations in the well material during which the electron has 
travelled a distance L in the field direction (perpendicular to the
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Figure 4.4. Schematical representation of the treatment of the 
electron at a hetero-interface in a Monte Carlo simulation of a 
multiple quantum well structure.
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wells)r we define the impact ionisation rate of the well material as 
Na = 'I +if b -  (4.40)
L
Because of barriers at the interface, when a field is applied, 
there exists a "dead-space" in which the carrier can become trapped. 
The only mechanisms available for it to escape are then thermionic 
emission (which involves gaining sufficient energy from phonon 
scattering) and tunneling through the triangular barrier, which will 
only happen with electrons near the very top of the barrier. In the 
steady state, electrons are continuously being trapped and being 
released thermionically, either by passing over the barrier or by 
tunneling through the top. We do not alter the physics of our 
simulation by lifting our carrier, when it is in the lowest 
conduction-band valley and trapped at the interface, and permitting it 
to continue free-flight from the top of the barrier at the interface 
into the next material. The redistribution of charge resulting from 
accumulation of charge near the interface can lead to changes in the 
field profiles for the well and barrier materials. An investigation 
of this effect in the extreme has been carried out, and the results 
are presented in chapter 5.
4.3.7. Testing the Monte Carlo.
Programs like the Monte Carlo used in this work comprise long and 
complex computer code, and are notoriously difficult to write free of 
any bugs or errors. For this reason, it is desirable to be able to 
verify the program by comparing with previous work, thus establishing 
faith in further results obtained. For the purpose of such a test, we 
have performed a simulation of Si using the input parameters of Canali 
et al. (1975) (see table 4, Appendix B). We have obtained the drift 
velocity for a range of applied electric fields and for a selection of
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lattice temperatures with the field aligned along the <100> and <111> 
directions. Excellent agreement was observed in all cases with Canali 
at al. C1975) (see figure 4.5) .
CANALI e t  a l .  1 9 7 5  
THIS WORK
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Figure 4.5. Carrier velocities at a selection of lattice 
temperatures calculated in the <100> and <111> direction by Monte 
Carlo simulation of Sir compared with Canali et ai., (1975) (solid 
lines).
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CHAPTER 5.
The Rol e of Sa t e l l i t e Va l l e y s In  De t e r m i n i n g Im p a c t 
IONISATION Ra t es In  Bu l k a n d Mu l t i p l e Qu a n t u m 
We l l Av a l a n c h e p h o t o d i o d e s .
This chapter reports Monte Carlo investigations of the role of 
satellite-valley separations in determining impact ionisation rates in 
bulk and multiple quantum well APDs.
In section 5.1. a simple model is used to determine the principal 
effects of the heavy-mass satellite valleys on the impact ionisation 
rate. The role of intervalley transfer is investigated, and the 
concept of an "effective threshold" for ionisation, determined by the 
intervalley-separation, is introduced.
Section 5.2 reports the results of investigations into the role 
of band-edge discontinuities on the electron-initiated ionisation 
rates in multiple quantum well APDs. It is shown that, for 
semiconductors where the threshold field for the Gunn effect is less 
than that for impact ionisation, the enhancement of the electron 
ionisation rate in multiple quantum well avalanche photodiodes is 
determined by the band offsets in the satellite valleys rather than 
the r valley as previously assumed. It is shown that experimentally 
observed enhancement of the ionisation rates in the the
GaAs/Al Ga As system [Capasso et al., 1982] cannot be attributed
U a f i O  U a O O
to the enhancement at the band-edge discontinuities by the Chin 
mechanism ([Chin et ai., 1980], see section 2.4.2 of chapter 2). Other 
phenomena such as field-heating in the barrier, the effect of 
charge-accumulation at the hetero-interface and use of a soft 
threshold model are also considered.
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5.1. MONTE CARLO SIMULATIONS OF IMPACT IONISATION 
IN BULK SEMICONDUCTORS.
This section reports the results of Monte Carlo simulations of 
electron-initiated impact ionisation in bulk direct gap
semiconductors. Rather than attempting to model specific III-V 
semiconductors, the emphasis for these investigations is on the use of 
a "model" direct band-gap semiconductor. Investigations were carried 
out by varying just one parameter at a time (A^, the satellite-valley 
separation) whilst keeping the other parameters constant, as discussed 
in section 4.3.1.
5.1,1. Parameters.
For the Monte Carlo investigations of impact ionisation in bulk 
semiconductors, we have used an "InP-like" semiconductor. The 
parameters used are those of Osaka et al, (1986a) with the exception 
that for the simulations of the bulk we assume spherical valleys, and 
thus use the density of states mass calculated from the longitudinal 
and transverse masses. The complete list of parameters used is given 
in table 1. of appendix B. The details of the Monte Carlo program 
used in these investigations are given in section 4.3.
The data presented in this chapter are the results of simulations 
with between 10,000 and 400,000 real scattering events (ie. not 
counting "self-scatterings"). The length of each simulation was 
chosen so that a sufficient number of impact ionisation events were 
recorded to ensure convergence of the ionisation ‘ rate estimator 
(Eq.(4.39)). Figure 5.1(a) shows the impact ionisation rate as a 
function of the number of ionisations in the simulation for a field of 
E = 5.5 X 10^ V ’cm The ionisation rate can be seen to converge
after about 50 ionisations, with initial large statistical
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Figure 5.1. Convergence of important estimators in a typical Monte 
Carlo simulation. (a) ionisation rate,
(b) electron energy.
(c) mean-free path.
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fluctuations. Typically, then, between 50 and 200 ionisation events 
were accumulated for each simulation. The mean energy and mean-free 
path estimators converge much more rapidly than the ionisation rate 
{figures 5.1(b) and 5.1(c)).
5.1.2. Field-cooling of the carrier.
In the steady state, the electrons are successively heated and 
cooled by the electric field and through phonon scattering. The 
collisions with phonons control the energy and momentum losses of the 
carriers. The energies of these phonons are typically « 30 meV, and 
are thus small in comparison to the mean electron energies at fields 
typical of those required for impact ionisation. The energy 
fluctuations of a typical electron as it travels through the 
semiconductor are quite significant, however, as can be seen in
figures 5.2(a) - 5.2(c), which show the electron energy as a function
of time at three electric fields. Although the mean energy for the
three electric fields is clearly different, there are significant 
fluctuations about this mean energy which are large in comparison with 
phonon energies. The Monte Carlo presents the ideal tool for 
identifying these energy-cooling processes.
We use the estimator for distance travelled in the
field-direction during each free-flight (see 4.3.5.) to determine the 
total distance travelled by the electron in the field direction since 
the start of the simulation. Figure 5.3(a) shows the energy of the 
electron at the end of each free-flight as a function of distance 
travelled in the direction of the field, for a series of consecutive 
free-flights separated by scatterings. For phonon scattering, the 
energy involved is small, but the figure also shows an impact 
ionisation event, in which the electron reached the threshold energy 
in the F valley (a hard threshold of = 1.8 eV was used for this
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Figure 5.2. Electron energy as a function of time from a typical 
Monte Carlo simulation of InP at three fields:
(a) 5,5 X 10^ V*cm ^.
(b) 5 X 10^ V*cm ^.
(c) 1 X 10^ V-cm ^.
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Figure 5.3. (a) Energy of an electron as a function of position
along the f ield-direction from a typical Monte 
Carlo simulation of InP.
(b) expanded section of (a).
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simulation) , and was positioned at the bottom of the F valley from 
which it underwent further free-flights and scattering. Close 
examination of figure 5.3(a) reveals that there is a predominant slant 
to the plot, which can be more readily seen from an enlarged section, 
shown in figure 5.3(b). It is clear that for free flights during 
which the energy of the carrier increases, the carrier travels a net 
positive distance in the field-direction. However, there are 
free-flights during which the energy of the carrier is substantially 
reduced. For these free-flights, the carrier travels a net negative 
distance in the field-direction (ie. it travels against the field). 
Figures 5.4(a) and 5.4(h) show the distance travelled in the field
direction as a function of time for the same Monte Carlo events. This
shows that the carrier has a net motion in the field-direction, with
the mean drift velocity v^, but that there are times during which it
travels against the field.
We can conclude from the results presented in figures 5.3 and 5.4 
that the carrier undergoes "field-cooling" which is attributed to 
phonon scattering against the field. Such a scattering event itself 
has little effect on the energy of the carrier, but if the electron is 
scattered into a state with a field-component of k (k ) which is 
negative, the velocity of the carrier under the action of the electric 
field in the z direction (which is proportional to & (k) ) is
negative, and the electron moves in a negative z direction until kz
becomes positive again. This field-cooling does not generally reduce
the energy to zero, since the components of k perpendicular to the
field are typically non-zero, and these do not change during
free-flight. Otherwise the carrier might scatter again during the
field-cooling by a momenturn-randomizing phonon processes such as
intervalley scattering which can be considered isotropic [Conwell,
1967]. The symmetry of the band-structure thus ensures that there is
equal probability of scattering into a state with k positive or kz z
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negative.
Figure 5.5 shows the free-flights and scattering events leading 
to an impact ionisation event in a simulation for a single valley type 
with a spherical mass, and assuming a "hard" threshold. The
component of momentum perpendicular to the field is plotted on the 
vertical axis, against the field-component of the momentum along the 
horizontal axis. Constant-energy surfaces thus correspond to
concentric circles about the origin on this plot. Free-flight under 
the action of the electric field between scattering collisions is 
represented by horizontal lines between initial and final states, 
whilst scattering is isotropic, and therefore equally likely to states 
with negative or positive momentum in the field direction. When the 
carrier is scattered to a state with a negative component of momentum 
in the field-direction, the velocity is negative, and the energy
decreases during free-flight. However, once the carrier attains
positive momentum in the field-direction (either by free-flight or by 
scattering), its energy increases as it drifts with the field. The 
ionisation threshold energy is marked in the figure as a circle, and 
the ionisation is seen to occur in this "hard" threshold simulation 
when the carrier eventually reaches this energy. The figure also
shows that the electron reached states close in energy to the 
threshold, but was scattered by phonons before attaining threshold. 
Figure 5.5(b) shows the last 21 free-flights before ionisation. 
Ionisation is seen to occur when the carrier is scattered to a state 
from which it drifts with the field, reaching the ionisation energy.
5.1.3. The role of satellite valley-separation 
in determining mean energy and ionisation rates.
It is well-known that in some direct-gap semiconductors, at 
sufficiently high electric field the effect of intervalley transfer
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Figure 5.5. (a) Perpendicular component plotted against field 
component of elctron momentum for free flights leading 
up to impact ionisation in 4 degenerate equivalent 
spherical coupled valleys.
(b) Last 21 free-flights of (a) before ionisation.
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(Gunn effect) distributes electrons among the valleys in a manner
determined by the density of final states. In direct-gap
semiconductors for which the threshold energy for the Gunn effect is
lower than for impact ionisation (such as InP and GaAs, in which the
effect was first observed), this will happen at fields lower than
required for impact ionisation. Electrons are thus transferred from
the central F valley to the satellite valleys which have heavy
longitudinal effective masses, and therefore a high density of states.
This is clearly demonstrated in figure 5.6, which shows the results of
a Monte Carlo simulation using the parameters of bulk GaAs (table 3 of
appendix B) . In GaAs, the satellite valley separations are » 0.3 eV
and 0.5 eV respectively for the X and L valleys and the field required
for intervalley transfer is of the order of 10^ V*cm  ^ (see for
example [Littlejohn at al., 1977b]), which is lower than that required
for impact ionisation. Figure 5.6(a) shows the mean electron energy &
as a function of electric field (E). As the field is increased above 
3 -110 V'cm , the electrons are heated rapidly by the field, but the 
mean electron temperature appears to saturate at E 5 x 10^ V*cm 
consistent with transfer into the high-mass satellite valleys. For
increasing field, there is then a "plateau" region in which the
electron mean energy increases little, until for fields of 
E >~ 10^ V'cm  ^ the electrons once again begin to be rapidly heated 
with field, this time in the satellite valleys. The associated 
transfer of carriers into the heavy-mass satellite valleys is shown 
clearly in figure 5.6(b), which is a plot of the percentage of
carriers which are in the satellite valleys as a function of field. 
As the field reaches » 1 x 10^ V-cm the carriers rapidly transfer 
to the satellite valleys, and at higher fields >« 95 % of the carriers 
are in these heavy mass valleys. The situation in InP is similar, 
except that due to the relatively higher satellite valley separation 
(« 0.5 eV and 0.8 eV for the L and X valleys respectively), the
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Figure 5.6. (a) Electron energy as a function of field from a
Monte Carlo simulation of GaAs.
(b) Percentage of carriers in satellite valleys of 
the conduction band as a function of field, from Monte 
Carlo simulation of GaAs.
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(c) Mean energy as a function of electric field for 
simulation of "model" bulk InP.
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4 -1threshold field for the Gunn effect is of the order of 1 x 10 V-cm 
(see for example [Hauser et al., 197 6]) . Figure 5.6(c) shows the 
mean-energy as a function of field from a Monte Carlo simulation using 
the "InP-like" parameters of table 1 (appendix B).
We see from figures 5.6(a) - 5.6(c) that the satellite valleys 
play an important role in determining the mean energy. Over a wide 
field-range, the mean energy remains relatively close to the bottom of 
the lowest satellite valleys. The observation that for fields as 
large as those typical of impact ionisation the mean energy is 
determined by the satellite-valley separation has motivated us to 
investigate the effect of intervalley separation on the impact 
ionisation rate. We have performed a series of simulations using the 
model "InP-like" parameters of table 1 (appendix B), varying only the 
intervalley separation à& in the range A& = 0.7 eV to 1.6 eV whilst 
keeping all other parameters constant. Figure 5.7 shows a schematic 
representation of the simulation, in which all the satellite valleys 
were assumed to have the same splitting with respect to the central T 
valley. The impact ionisations were assumed to all take place in the 
central valley, with =1. 8  eV, and P = 1.5.Th
The calculated mean energy as a function of electric field is 
shown for different values of the intervalley splitting (A&) in figure 
5.8. The mean energy is seen to be strongly dependent on A& at fields 
typical for impact ionisation (> » 5 x 10^ V*cm” )^ . We choose a field 
of 6.0 X 10^ V'cm and plot the mean energy as a function of à& 
{figure 5.9(a)). At such high fields, typical of impact ionisation, 
the mean energy is seen to depend linearly on the intervalley
separation A & , In accordance with lucky-drift theory (section
2.2.4.), we consider the mean energy as a typical starting point for 
electrons drifting to ionisation energies. Figure 5.9(b) presents the 
impact ionisation rate as a function of , the energy gain
required for ionisation by a carrier starting from the mean energy.
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Figure 5.7. Schematic of simulation with all satellite valleys 
degenerate, and the intervalley separation as a variable
parameter.
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Figure 5,8. Mean electron energy as a function of electric field 
for different intervalley separations from simulation of model bulk 
semiconductor.
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Figure 5.9. (a) Mean electron energy as a function of intervalley
separation at an electric field of E = 6 x 10^ V'cm .
(b) Ionisation rate as a function of - A© at an
5 “1electric field of E = 6 x 10 V*cm ,
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There is a clear exponential correlation between the ionisation rate 
and the intervalley separation, consistent with electrons reaching 
ionisation threshold energies by lucky drift from the mean energy, 
determined by the satellite-valley separation. The intervalley 
separation thus clearly plays an important role in determining the 
ionisation rate. A simulation in which the electron was allowed to 
ionise with the same threshold in all valleys produced similar 
results, supporting this conclusion.
The above findings, specifically figures 5.8 and 5.9, suggest
that it may be more appropriate in expressions of lucky drift to
consider the energy - LS rather than as the effective barrierTh Th
for impact ionisation. That is to say, we consider a reduction of the 
threshold energy by A© (ie. we introduce an "effective" threshold 
energy) and place the zero of energy at the bottom of the satellite 
valley. This has implications for the thresholds used to fit 
lucky-drift models to experiment for direct band-gap semiconductors, 
and will result in lower values for the softness of the threshold (ie. 
softer thresholds), or low thresholds from fits where the threshold is 
used as an adjustable parameter. There is also the possibility that 
ionisation may occur in the satellite valleys, and that the threshold 
scales with the indirect band-gap rather than with the F-valley.
5.2. MONTE CARLO SIMULATIONS OF IMPACT IONISATION RATE 
ENHANCEMENT IN MULTIPLE QUANTUM WELL AFDs.
It has been demonstrated in section 5.1 that in direct band-gap 
semiconductors for which the energy separation between the f-minimum 
and higher-lying satellite minima is small compared to the band-gap, 
intervalley transfer will occur at lower fields than impact 
ionisation, and the electrons will spend most of their time in the
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higher-mass satellite valleys. These results have potentially
important implications on the interpretation of measured enhancement
of impact ionisation rates [Capasso et al., 1982] (see section 2.4.2.)
in multilayer APD's for which the conduction-band discontinuities are
small for the satellite valleys (GaAs/Al Ga As) . In GaAs theu#oo
threshold field for the Gunn effect (3 x 10^ V'cm )^ is much lower
than typical fields in an APD (> 10^ V*cm )^ . It will be argued here
that it is the band offset seen by electrons in the satellite valleys,
rather than in the F valley, which determine the enhancement of a in a
MQW. In GaAs/Al Ga As, the band-edge discontinuities in the 0.45 0.55
satellite valleys are small (0.11 eV and -0.0 9 eV for the L and X 
valleys respectively, see section 5.2.6), and consequently we expect 
no enhancement by the Chin mechanism ([Chin et al., 1980], see section
2.4.2.). Previous simulations of enhancement in GaAs/Al Ga AsQb40 UawO
MQWs by Brennan (1985) (see 4.2.3.) have assumed the same 
conduction-band structure for both the well and barrier layers. In 
the simulations of Brennan, therefore, there were identical 
discontinuities for all valleys and electrons in all parts of the 
Brillouin zone experience the same discontinuity at the interface. 
Analytical treatments of the problem ([Brennan et ai., 1987] and 
[Ridley, 1987]) have implicitly made the same assumption.
We have used the Monte Carlo, adapted for simulations involving 
multilayered structures as described in section 4.3.6. of chapter 4, 
to investigate the role of the band-edge discontinuities in 
determining enhancement of the electron impact ionisation rate. As 
before, the emphasis is on a simple model with few variable 
parameters.
5.2.1. Input parameters.
To isolate the effect of the conduction-band discontinuities on
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the impact ionisation rate enhancement, we have considered coupled 
spherical parabolic F, L and X conduction-band valleys with the same 
effective masses and phonon scattering rates for the well and barrier 
materials. The simulation is similar to that of Littlejohn et al. 
(1977) who investigated intervalley transfer in Bulk GaAs, and we use 
their effective masses and phonon scattering parameters in both well 
and barrier layers. The use of identical masses and scattering 
parameters for the two materials ensured the same distribution 
function f (&) in the wells and barriers for the case of zero band-edge 
discontinuity in the X and L valleys (A©° and respectively). This
was done to separate-out the Chin mechanism from other possible 
sources of enhancement. The only parameters varied in our 
investigation were the intervalley separations in the wells and 
barriers, which determine the band-edge discontinuities for the 
various valleys at the hetero-interface. Impact ionisation was 
assumed to occur when the electron reached the threshold energy 
("Hard" threshold) which was assumed isotropic with a value
= 2.0 eV in the wells and = 2.8 eV in the barriers. For all Th Th
simulations, the wells and barriers were each taken to be 500 Â wide. 
As discussed in chapter 4, the ionisation rate in the wells was 
determined from the number of ionisations occurring in the wells 
divided by the total distance travelled in the field direction in the 
well layers (Eq.(4.40), section 4.3.6). Electrons crossing an 
interface were assumed to remain in the same valley, and to conserve 
total energy and momentum in the plane of the layers (section 4.3.6). 
This does not allow for the possibility of any effects due to the 
elastic transfer into another valley at the interface, but this would 
not be the Chin mechanism. Because it is enhancement resulting from 
the Chin mechanism that we are interested in isolating here, this 
approach appears justified. However, for a complete investigation of 
all possible sources of enhancement, the possibility of scattering
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into other valleys at the interface would have to be considered. 
Quantum mechanical reflections and tunneling were not considered, 
though once again any enhancement resulting directly from these 
effects would be distinct from enhancement by the Chin mechanism. The 
complete list of parameters used in the investigation is reproduced in 
table.2 of appendix B.
5.2.2. The role of band-edge discontinuities.
Two distinct model MQWs have been considered, shown schematically
in figures 5.10(a) and 5.10(b), which differ only in the value of the
intervalley separation in the barrier layers. For both cases the
conduction-band discontinuity at the zone centre (D was 0,3 eV. For
Case I {figure 5.10(a)), the F-X and F-L intervalley separation was
0.3 eV in both the wells and barriers, and the conduction-band
discontinuity was therefore 0.3 eV for all valleys at the well/barrier
interface. This case is therefore similar to the simulation of
Brennan (1985). In case II {figure 5.10(b)), the intervalley
separation in the barriers was reduced to zero, and hence there was no
discontinuity for the satellite valleys. This case is closer to the
band-alignments in GaAs/Al Ga As. The impact ionisation rate0.45 0.55
was first determined for the bulk well material (which is the same for
cases I and II) and then for the well material in the two MQW cases
considered. The impact ionisation rates measured are presented in
figure 5.10(c) as a function of reciprocal field.
For case I, there is enhancement of the ionisation rate at all
fields, with an enhancement of a by a factor of # 4  at a field of
2.3 X 10^ V'cm ^. This is in qualitative agreement with the results
of Brennan. For case II (which corresponds more closely to
GaAs/Al Ga As) , no enhancement was observed, with the exception 0.45 0.55
of slight enhancement at the highest field. This slight enhancement
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Figure 5.10. (a) and (b) : Schematic representations of the
intervalley separations and band-edge discontinuities for two cases 
studied in the Monte Carlo simulation of a MQW APD.
(a) Case I
(b) Case II
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Figure 5.10. (continued).
(c) Impact ionisation rates for cases I and II in (a) 
and (b)f and for the bulk well material.
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is attributable to "superheating" in the barrier region, and is 
discussed in section 5,2.4. We can conclude that the enhancement 
observed in the simulation is attributable to the discontinuity in the 
satellite valleys at the interface. This is a direct consequence of 
intervalley transfer, since the number of electrons in the T valley at 
high fields is small due to the its comparatively small density of 
states, as discussed in section 5.1. The discontinuity in the
conduction-band central valley thus plays little part in determining 
enhancement. The importance of this conclusion when considering the
GaAs/Al Ga As system will be addressed in section 5.2.6.0.45 0.55
5.2.3. The role of the central valley.
We have performed simulations in a structure which is similar to 
that of case I shown in figure 5.10(a), but with no central valley and 
only the satellite valleys included (figure 5.11(a)) . As in case I, 
the threshold energies in the wells and barriers were 1.7 eV and 
2.5 eV above the bottom of the satellite valleys. Once again, impact 
ionisation rates were determined for the bulk well material, and for 
the well material in a periodic array of quantum wells, and the 
results are shown in figure 5.11(b). Comparison with figure 5.10(c) 
reveals a striking similarity between the results for case I, and the 
equivalent system without the T central valleys. This confirms that 
the central valley has very little significance in determining 
enhancement.
5.2.4. Field-heating in the barrier region.
At high energies, impact ionisation is a "cooling" mechanism for 
the carriers, and the energy loss-rate may be primarily determined by 
pair production. The threshold energies in the barrier material are
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Figure 5.11. (a) Schematic of simulation of MQW APD with no central
r valley.
(b) Ionisation rates for simulation of (a).
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significantly higher than those in the well material, and. the carriers 
are heated more in the barriers than the wells. This will result in a 
distribution in the barriers with a more predominant high-energy tail 
than in the wells, resulting in an enhancement of the ionisation rate 
in the well material of a multiple quantum well. However, such 
enhancement would not be attributable to band-edge discontinuities, 
but rather to the reduced scattering within the barrier regions, where 
the distribution of carriers is not cooled by impact ionisation.
In order to investigate this effect, and to isolate the component 
of the enhancement that can be attributed to the reduced scattering 
rather than to the band-edge discontinuities, we have performed an 
investigation in which we have effectively "switched-off" the 
superheating in the barriers. This was achieved by setting the 
threshold energies in the barriers to be the same as in the wells.
The results of such a simulation for the case considered in figure 
5.11(a) is shown in figure 5.11(b) together with the other data 
already described. In "switching-off" the superheating in the barrier 
regions, we have reduced the enhancement at high fields, but at low 
fields there is no change in the observed enhancement. We can thus 
attribute all the resolvable enhancement at low fields to the I
band-edge discontinuities, but at high fields we see that there is a I
i
significant component of the enhancement which can be directly j
attributed to reduced scattering of the carriers in the barrier jI
regions. !
IIn the light of these investigations, we can attribute the slight [
enhancement seen only at the highest fields for case II {figure '
5.10(c)) to the effect of reduced scattering in the barrier.
5.2,5. The effect of introducing a soft threshold.
Figure 5.12 shows the ionisation rates for a simulation of the
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Figure 5.12. Impact ionisation rates for simulation of structure 
shown in figure 5.11(a) with soft threshold (P = 0.01).
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structure of figure 5,11 (a) in which the impact ionisation threshold 
was assumed to be soft (P = 0.01). The range of electric fields for 
the simulation has been chosen to give a similar range of ionisation 
rates to those in figure 5.11(b). The inclusion of such a soft 
threshold appears to have quenched the enhancement at low fields, 
whereas at high fields we observe the enhancement seen with a hard 
threshold. Even if electrons cross into the well-region above the 
threshold for ionisation in the well, because this is the high-energy 
tail of the well-region carrier-distribution the reduced cross-section 
for ionisation resulting from the significant softness will mean that 
the electrons have time to scatter and reduce their energy below 
threshold before ionising.
5.2.6. The role of band-edge discontinuities in 
GaAs/AlGaAs multiple quantum wells.
Following the proposal of Chin et ai. (1980) that the ionisation
rates in a MQW would be enhanced relative to the bulk due to energy
gained at the band discontinuities, Capasso et al (1982) observed
experimentally an enhancement of a by a factor of » 8 for
GaAs/Al Ga As MQW's. The observed enhancement was attributed to 0.45 0.55
the « 0.4 eV conduction-band discontinuity at the zone centre. As 
already discussed, previous Monte Carlo simulations (for example 
[Brennan, 1985]), have also observed this enhancement, but these 
simulations erroneously used the GaAs pseudopotential band-structure 
for both the well and barrier layers (see discussion in sections
4.2.3. and 5.2.) with the barrier-region band-structure shifted in 
energy by the w 0.4 eV discontinuity at the zone-centre. This leads 
to large discontinuities for all valleys at the interface, from which 
one would expect an enhancement of a, consistent with case I {figure 
5.10(a)). This can be clearly seen in figures 5.13(a) and (b) [Allam,
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Figure 5.13. (a) Superposition of GaAs EPM band-structure and the 
same GaAs band-structure offset by 0.3 eV, representing 
simulation of Brennan (1985).
(b) Superposition of EPM band-structures for GaAs and 
A1 ..Ga As, showing discontinuities at interface0.45 0.55
for various points of Brillouin zone.
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J., Private communication, 1990]. Figure 5.13(a) shows the 
superposition of the EPM band-structures for GaAs representing the 
well and barrier regions, corresponding to the situation in the 
simulation of Brennan. It is clear that electrons in all regions of 
the Brillouin zone experience the same discontinuity at the interface 
(shaded green in the figure). This contrasts with Figure 5.13(b), 
which shows a superposition of the GaAs and A1 Ga As EPM0*45 U*o5
band-structures representing the well- and barrier-region respectively
with a zone-centre discontinuity of ©p p =* 0.38 eV [Wolford et al.,
1986] . The Al Ga As EPM band-structure was calculated using a 0.45 0.55
linear interpolation of the GaAs and AlAs form-factors [Allam, J.,
private communication, 1990] . It can be seen that for the
GaAs/Al Ga^ p..As MQW, the discontinuities in the satellite valleys 0.45 0,55
are small (shaded green) , and in the X valleys is in the wrong sense
for enhancement of cc in the well material (shaded red).
The direct band-gap in GaAs is & = 1.42 eV (at 300 K) and the
r - L and r - X intervalley separations are 0.28 eV and 0.48 eV
respectively [Adachi, 1985] . For A1 Ga As the T, X and L minima0*45 0*55
are approximately degenerate ~ 0.01 eV and @ p = 0.01 eV
[Adachi, 1985] ) . Therefore, for the GaAs/Al ,_Ga __As0.45 0.55
heterojunction the conduction-band offsets at the F, X and L points
are 0.38 eV, -0.09 eV and 0.11 eV respectively [Wolford et al., 1986].
These band-edge alignments are shown schematically in figure 5.14.
One would expect little enhancement of a at the interface, consistent
with case II {figure 5.10(b)).
We have used the Monte Carlo to simulate impact ionisation in a
MQW with band-edge discontinuities representing those for
GaAs/Al Ga As. A hard threshold was assumed, and the0.45 0.55
non-parabolicities, effective masses and intervalley coupling 
constants were taken from Shichijo (PhD thesis, 1980) and again 
assumed identical in the well and barrier regions. The intervalley
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Figure 5.14. Schematic showing alignment of key symmetry points of
the conduction-band at a GaAs/Al Ga As interface.0.45 0.55
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separations, and the discontinuity at the zone-centre, were taken as 
the values discussed above. A full list of parameters used are
reproduced in table 3. of appendix B. A schematic diagram of the 
simulation is given in figure 5.15(a). The results of the simulation 
are shown in figure 5.15(b). With the exception of a slight 
enhancement at high fields, attributable to the reduced barrier 
ionisation discussed in section 5.2.4., no enhancement was observed at 
the two extreme fields, for which the ionisation rate changed by two 
orders of magnitude.
5.2,7. The effect of interface charge-accumulation.
The "dead-region" near the interface (see section 4.3.6) can lead 
to an accumulation of charge in the well near the interface. This can 
lead to a screening of the electric field in the well material near 
the interface, resulting in some redistribution of the field between 
the well and barrier regions. For a given bias across the APD, this 
results in a lowering of the field in the well, while the field in the 
barrier is increased compared to the case in the absence of the 
accumulated charge. It is possible that this additional field in the 
barrier region might heat the carrier distribution in the barriers 
sufficiently above that of the well material to result in enhancement 
at the interface.
To investigate the potential enhancement resulting from this 
mechanism, the Monte Carlo was adapted to allow for different fields 
in the well and barrier layers. An extreme case was considered, in 
which the ratio of barrier- to well-region fields was 99:1. For a 
simulation at an average field of 1.5 x 10 V*cm for example, this 
results in fields of 3 x 10^ V'cm  ^ in the well and 2.9 x 10^ V-cm  ^
in the barrier. No enhancement of the ionisation rate in the well 
material was observed at two extreme average fields (5 x 10^ V-cm ^
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and 1.5 x 10^ V*cm )^ . At the high field, the well-rate was actually
reduced with respect to the bulk. At this field, because of the
extremely high field in the barrier region (9.9 x 10^ V-cra )^ , impact
ionisation became an important cooling mechanism in the barrier, and
the ionisation rate in the barrier was of the same order as the rate
4 -1in the well (which was at a field of 1 x 10 V'cm ) . However,
because of the reduction in the well ionisation-rate, the increase in 
the barrier rate was not sufficient to result in an enhancement of the 
geometrically averaged ionisation rate for the structure [Capasso et 
al., 1982].
It should be noted that in a MQW APD, the accumulation of 
carriers near the interface would result in an increased recombination 
rate. This can only serve to counteract the multiplication, by
removing carriers from the high-field region.
5.3. DISCUSSION.
It has been shown in section 5.1. that , as a result of the well 
known phenomenon of intervalley transfer, at fields typical for impact 
ionisation the ionisation rate is dependent on the intervalley 
separation of the satellite valleys. In section 5.2. the
investigation has been extended to multiple quantum well APD's, and it 
has been clearly demonstrated that enhancement of the electron impact 
ionisation rate resulting from band-edge discontinuities in the 
conduction-band can be attributed to the discontinuities in the 
satellite valleys, whilst those at the central valley play little part 
in determining enhancement.
It was demonstrated in section 5.2. that the experimentally 
observed enhancement of a [Capasso et ai., 1982] cannot be explained 
by the energy gained by electrons at the potential steps (ie. by the
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Chin (1980) mechanism), ■ and therefore this enhancement must be
attributed to some other mechanism. It is clear that the enhancement 
observed in the Monte Carlo simulations of Brennan et ai. ([Brennan et 
ai, 1985 and 1988] and [Brennan, 1985 and 1986]) is the result of the
use of the GaAs band-structure for both the well and barrier
materials, giving erroneous conduction band-edge discontinuities which 
are large for the satellite valleys.
Enhancement of a by the Chin mechanism is still expected at 
heterojunctions where there is a large discontinuity in the satellite 
valleys, or where the intervalley separation in the well is 
sufficiently high so that avalanche breakdown occurs at a lower field 
than intervalley transfer. As discussed in section 4.2.2., Osaka et 
al. (1986c) observed enhancement in Monte Carlo simulations of the 
InP/Ga In As whilst incorporating realistic band-edgeU * f U # 3 J
discontinuities for all valleys. An approximate calculation of the 
band-edge discontinuities for this material system (using 
interpolations of intervalley separations for InAs and GaAs, and the 
separations for InP obtained from Chelikowsky & Cohen, (1976)) and 
assuming a central valley discontinuity in the conduction-band of 
0.25 eV [Lang, 1987], gives an L-L discontinuity of « 0.2 eV. The L 
valley is the lowest satellite valley, and will thus play an important 
role in determining the enhancement. The observed enhancement of 
Osaka et al, (198 6c) can thus be attributed not to the ** 0.25 eV 
discontinuity in the conduction-band central valleys, but to the 
comparatively large discontinuity in the L valleys, consistent with 
case I {figure 5.10(a)).
We are thus left with the question of what physical mechanism is 
responsible for the enhancement of a observed by Capasso et al, 
T1982) . We have considered three possible mechanisms in this work; 
the band-edge discontinuities (the Chin (1980) mechanism), 
field-distortion from charge-accumulation, and "superheating" due to
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reduced impact ionisation in the barrier region. It has been shown 
that the superheating in the barrier is only important at very high 
electric fields, whilst the band-edge discontinuities in the
GaAs/Al Ga As system cannot produce the observed enhancement.0.45 0.55
No significant enhancement was observed from a simulation with extreme 
redistribution of field between the well and barrier regions. It is
therefore unlikely that the charge pile-up at the interface could
produce the experimentally observed enhancement.
A fourth possible mechanism, based on elastic intervalley
transfer between valleys at the interface, has not yet been
investigated (though work is currently in progress). Electrons in the 
X valleys of the barrier-material arriving at the interface will see a 
symmetry-maintaining X - X barrier if their energy in the X valley is 
lower than the discontinuity in that valley. If states exist in the F 
valley with the same energy and momentum parallel to the interface, 
one might envisage a mechanism by which the electron transfers 
elastically (no energy change) into the F valley, conserving the 
component of the its momentum perpendicular to the field (and parallel 
to the interface) in a manner consistent with the treatment of 
perpendicular tunneling through hetero-barriers. This is thus a 
coupling of the F- and X-like wavefunctions due to loss of 
translational symmetry. This mechanism is of interest, because it has 
the potential to transfer electrons into the F valley at the 
interface.
Additionally, the band-structures and scattering parameters for
GaAs and Al Ga ^,As differ at high energies, and this can lead to 0.45 0.55 ^ ^
differing scattering environments for high-energy electrons in the two 
materials. It is feasible that the carrier distribution in the 
barrier material might be sufficiently different to produce some 
enhancement. This might be determined by a Monte Carlo study of the 
MQW system, using full pseudopotential band-structures for both GaAs
- 127 -
and Al Ga As with scattering rates calculated consistent with 0.45 0.55
these, in a similar fashion to work by Fischetti et al. (1988).
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CHAPTER 6
Im p a c t Io n i s a t i o n In  Si l i c o n a n d Ge r m a n i u m
This chapter presents results of experimental and theoretical 
investigations of impact ionisation threshold energies in the indirect 
band-gap semiconductors Si and Ge.
The a/3 ratio in Si and Ge are very different (see sections 1.1 
and 2.4.1). It would be desirable to understand the reasons for the 
favourable ratio in Si, and to isolate the features responsible for 
the asymmetry in the ionisation rates of electrons and holes. With 
this aim, we have undertaken both experimental and theoretical 
investigations of impact ionisation in Si and Ge. Threshold energies 
for electron- and hole-initiated impact ionisation have been 
calculated for Si and Ge from empirical pseudopotential method (EPM) 
band-structures which include spin-orbit interactions. These
calculations have for the first time led to a clear understanding of 
the band-structure features responsible for the differing ratio of 
lowest threshold energies for electron- and hole-initiated impact 
ionisation in these two materials. These results are presented in 
section 6.1. The ionisation processes which are predicted to be 
important in determining the multiplication in Si and Ge APDs involve 
different satellite-minima in the conduction-band. For this reason 
the use of hydrostatic pressure represents a useful technique for 
studying breakdown in Si and Ge devices. High pressure measurements 
of breakdown voltage in Si and Ge APDs have been carried out, and the 
results of these experiments are reported in section 6.2. A 
discussion of the results of these theoretical and experimental 
findings, in the context of previous work, is given in section 6.3.
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6.1. THRESHOLD ENERGIES FOR IMPACT IONISATION IN Si AND Ge.
Although ionisation rates have previously been calculated for Si
and Ge from realistic band-structures (most recently [Anderson &
Crowell, 1972] and [Ballinger et ai., 1973]), the band-structures used
by these workers were from local EPM calculations which yielded
inaccurate energy-gaps [Cohen & Bergstresser, 1966], and did not
include spin-orbit effects. The inclusion of spin-orbit splitting is
likely to result in threshold energies which are different to those
calculated previously, especially for Ge where the spin-orbit
splitting is greater. Furthermore, although the lowest
electron-initiated threshold has previously been identified in Si
(first estimated as somewhere between S and 1.5 & [Lee et ai., 1964]g g
and subsequently calculated to be of the order of the indirect 
band-gap ([Kane, 1967] and [Anderson & Crowell, 1972])), the 
band-structure features responsible for the asymmetry of 
electron-initiated and hole-initiated ionisation thresholds in Si, and 
the reasons for the significantly differing behaviour of Si and Ge, 
have never been clearly stated.
This section reports the results of a detailed analysis of 
threshold energies in Si and Ge using an EPM band-structure 
incorporating spin-orbit interactions [Gell, 1988]. Details of the 
method used to calculate thresholds are given in chapter 3 (section 
3.2). It will be generally assumed that the lowest thresholds for 
impact ionisation are the most important. The principle limitations 
to this assumption arise when considering "soft" thresholds, allowing 
ionisation by processes with threshold energies higher than the lowest 
threshold. Although it will be shown that the differing ratios of 
lowest thresholds for electron- and hole-initiated ionisation in Si, 
and Ge are consistent with the ot/13 ratios in these materials, it is to 
be understood that asymmetries in the thresholds for electrons and
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holes must be regarded as just one of several potential contributions j
to the a//3 ratio. Other factors, such as differences in the |
I
phonon-scattering environments for electrons and holes, will also be }
considered.
6.1.1. Thresholds and antithresholds for ionisation.
The concept of an antithreshold for an impact ionisation process
was introduced by Anderson & Crowell (1972), and has been discussed in
section 3.2.2). We will refer to this type of antithreshold as a
type-I antithreshold.
In the course of the analysis of thresholds in Si, Ge and also
Ge Si alloys (results of which are presented in chapter 7), we have
identified another type of antithreshold which is important in these
materials. This additional type of antithreshold is distinct from the
type-I antithreshold of Anderson & Crowell (1972), and does not occur
at a crossing of the g.(k) and & (k) curves (see 3.2.2). This2. fm
additional type of antithreshold is the result of a turning point in 
one of the bands involved in the ionisation, and is an example of the 
0-type antithreshold" described by Robbins (1980b) in his 
generalization of thresholds to critical points in the band-structure. 
For example a turning point in (k) at which 
d g . (k)
     = 0 (6 .1)
dk
in the range k^ 3 k 3 k^ (a hypothetical case is depicted in figure 
6.1(a)) represents the maximum energy for an ionisation process. Here 
k^ and k^ both represent thresholds, and the turning point in g\(k) 
represents an antithreshold. Although it does not conform to the 
Anderson & Crowell definition of an antithreshold, it will be regarded 
as an antithreshold in the sense that it represents the higher-energy 
limit for a given ionisation process. This additional type of
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Figure 6.1. (a) Schematic of a hypothetical band showing how a
turning-point in the band can lead to a type-II antithreshold.
132 -
Figure 6.1. (continued).
Two examples type-II antithresholds
(b) electron-initiated
(c) hole-initiated
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antithreshold, will be referred to as a type-II antithreshold. Two 
specific examples of type-II antithresholds are also shown in figure
6.1. Figure 6.1. (b) shows a type-II antithreshold for
electron-initiated ionisation, in which the antithreshold is the 
result of a turning point in the the initiating-carrier 
conduction-band. Figure 6.1. (c) shows a type-II antithreshold for 
hole-initiated ionisation which results from a turning point in the 
conduction-band to which the valence-electron is promoted.
Because of the complexity of real band-structures, in general 
there will be a multiplicity of different ionisation processes, each 
involving a different combination of bands or conduction-band minima. 
If the cross-section for ionisation by a given process is a slowly 
rising function above the threshold energy (ie. we consider "soft" 
thresholds - see section 2.2.2), then processes over a range of 
energies may be important in determining ionisation. Not only the 
lowest thresholds, but thresholds for ionisation processes over a 
range of energy must be calculated. Additionally, antithresholds may 
also then become important, if they are within this energy range, by 
limiting the total cross-section for a given process.
6.1.2. Calculated threshold energies in Si.
This section presents results of electron- and hole-initiated 
ionisation threshold energies calculated in Si from the empirical 
pseudopotential method (EPM) band-structures in the <100>, <110> and 
<111> crystal directions by the method described in section 3.2 
Figure 6.2. shows the EPM band-structure for Si. The lowest 
conduction-band minima are in the A direction, about 85 % of the way 
to the Brillouin zone edge at the X point. The indirect band-gap (6^ ) 
is 1.17 ev.
The results of the threshold calculations are presented in table
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Figure 6.2. Empirical pseudopotential band-structure for Si,
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6.1. The electron threshold energies are measured with respect to the 
lowest conduction-band minima/ while the hole threshold energies are 
measured with respect to the top of the valence-band. For each 
distinct process, the threshold energy is presented together with the 
wave-vectors of all the participating carriers. Also indicated in the 
table is the conduction-band minimum with which the threshold is 
associated,and whether the process is a normal (no reciprocal-lattice 
translation vector involved) or umklapp process. The ionisation 
processes fall into several distinct types, classified by which band 
provides the initiating carrier, and with which conduction-band minima 
the threshold is associated. Only the lowest-energy threshold for 
each type is listed in table 6.1, but as a result of the multiplicity 
of bands, in most cases there are a number of similar transitions 
involving the heavy-hole, the light-hole and the spin split-off bands. 
The threshold energies differ slightly to those of Anderson and 
Crowell (1972) due to the more accurate band-structure used, as 
already discussed.
Some of the thresholds for electrons and holes listed in table 
6.1 are shown in figure 6.3, in a repeated Brillouin zone scheme. The 
lowest electron threshold is in the <100> direction and has a 
threshold energy of =■ 1.18 eV {figure 6.3(a)) which is very close 
to the indirect band-gap, as previously noted by Kane (1967) and 
Anderson & Crowell (1972). This is an umklapp process involving the 
conduction-band A minima and the heavy-hole or light-hole valence-band 
maximum.
In several transitions the relaxed carrier and the promoted 
carrier have different (^,k) states. An example of this is the 
transition shown in figure 6.3(b). As can be seen, there are two 
allowed transitions with the same threshold energy; one a normal 
process (solid lines) and one an umklapp process (dashed lines). The 
two process will have different transition probabilities due to the
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Direction
(a)
Energy 
(ev) (b)
+Wave vectors 
^1 ^
Figure
( c)
electrons
<100> A 1.18 U -0.36 +0 .82 +0.82 +0.01 6.3(a) 1.1
A 1.41 UD -0.31 ( -0.98 +0.71 )* +0.04 6.3(b)
A 1.48 U -0.67 +0.69 +0.69 +0.04
<110> K 2.10 Ü -0.69 +1.22 +1.22 +0 .31 2.1
K 2.28 U -0.65 ( +1.16 +1.40 )* +0.38
K 2.54 U -0.58 +1.39 +1.39 +0.53
<111> L 3.39 U -0.07 +0.84 +0.84 +0.01 6.3(c) 3.1
holes
<100> A 1.73' D -0.45 +0.08 +0.08 +0.60 6.3(e) 1.8
A 2.06 D -0.33 +0.10 +0.10 +0.54
A 2.29 D -0.60 +0.13 +0.13 +0.85
<110> K 1.71 D -0.81 +0.24 +0.24 +1.28 6.3(d) 1.8
K 2.25 D -0.45 +0.36 +0.36 +1.17
K 2.51 D -0.33 +0.40 +0.40 +1.13
<111> L 2.73 D -0.32 +0.14 +0.14 +0.59 6.3(f) 2.9
(a) Also shown is the conduction-band minimum with which the 
threshold is associated.
(continued overleaf)
Table 6.1. Lowest thresholds for impact ionisation in Si
calculated from the EPM band-structure.
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(b) D: direct (normal) process in which all carriers are in the same 
Brillouin zone, and no reciprocal lattice vector is required.
U: umklapp process, in which the initiating carrier comes from a 
Brillouin zone other than that of the final carriers.
(c) The equivalent thresholds calculated by Anderson & Crowell (1972) 
are listed for comparison.
+ k^ is the wave-vector of the initiating particle, which relaxes 
to a state with k^, promoting a particle from k^ to k^.
The wave-vectors of the relaxed hot carrier and the promoted 
carrier are not the same. In addition to the process shown, the 
initiating carrier can also relax to k^ promoting a carrier to
•'i-
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Figure 6.3. Thresholds for impact ionisation in Si.
(a) Electron threshold in <100> direction = 1.18 eV)
(b) Electron threshold in <100> direction = 1.41 eV)
(c) Electron threshold in <111> direction - 3.39 eV)Th
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Figure 6.3. (continued).
(d) Hole threshold in <110> direction = 1.71 eV)
(e) Hole threshold in <100> direction = 1.73 eV)
(f) Hole threshold in <111> direction (^ = 2.73 eV)Th
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k-dependence of the matrix-element.
The three lowest electron processes occur in the <100> direction, 
and are associated with the A minima, resulting from the substantially 
lower energy of the A minima compared with the L and F minima. 
Indeed, the L minima are » 1 eV higher in energy than the A minima, 
and consequently the lowest threshold in the <111> direction has a 
large energy -= 3.39 eV) as shown in figure 6.3(c), Again, this
is an umklapp process with the total energy of the initiating electron 
close to twice the indirect band-gap in the <111> direction. The 
energy of the conduction-band minimum at the F point is 3.51 eV, thus 
any associated ionisation process will have threshold energies higher 
than this.
For hole-initiated ionisation the lowest thresholds are for 
normal processes with « 1.7 eV initiated by a heavy hole, which
promotes an electron into the K valley in the <110> direction
= 1.71 eV, figure 6.3(d)), or the A valley in the <100> direction 
(6?^  ^= 1.73 eV, figure 6.3(e)). There is no hole transition initiated 
by a heavy-hole in the <111> direction, because the width of the
heavy-hole band is less than the F - L energy gap. The lowest
transition in the <111> direction is thus initiated by a hole from the
spin-orbit band, and has a threshold energy of = 2.73 eV {figure
6.3(f)) .
The ratio of the lowest hole threshold to the lowest electron 
threshold is 1.45. As already discussed (see section 2.2.2), a small 
asymmetry in the electron and hole thresholds can lead to an a/p ratio 
significantly different from unity (as in the case of Si) . It seems 
likely therefore that the calculated asymmetry in the electron and 
hole thresholds contributes to the favourable noise-performance of Si, 
However, asymmetries in the phonon-scattering environments for 
electrons and holes are also important. The ionisation rate is 
determined by the cross-section for pair-production (which is zero
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below threshold, and therefore strongly dependent on the threshold 
energy) and by the probability of carriers reaching high energies 
under the competing effects of heating by the applied electric field 
and cooling by phonon scattering. Indeed, it has been proposed 
[Robbins et al., 1985] that the large a/p ratio in Si is entirely 
attributable to significantly differing phonon scattering-rates for 
electrons and holes. We have performed a fit of a lucky drift model 
(see section 2.2.4) to experimental data for a(E) and p(E) [Lee et 
ai., 1964] using the threshold energies calculated above. This 
calculation yielded mean-free paths for phonon scattering of electrons 
and holes which are rather close. This is in disagreement with 
Robbins et ai (1985) , a point that will be discussed further in 
section 6.3. However, the similarity of the mean-free paths 
calculated by this method using the threshold energies calculated from 
the EPM band-structures suggests that the high a/p ratio in Si is 
primarily caused by the asymmetry in the thresholds, rather than in 
the scattering environments for electrons and holes.
We can inspect the Si band-structure to identify the features 
which are responsible for the asymmetry in electron and hole threshold 
energies. Indeed, the asymmetry can be directly correlated to simple 
features of the band-structure. An indirect band-gap material with a 
heavy longitudinal electron effective mass will in general have an 
ionisation threshold for electrons close to the indirect band-gap 
energy. This is attributable to the small electron dispersion near 
the conduction-band minimum, which means that a wide range of k values 
are available within a small energy range, and one does not need to 
move far from the band edge before a state satisfying momentum 
conservation can be found. In the <100> direction in Si the 
longitudinal mass is effectively very large, due to the "camel's back" 
structure, and the electron threshold is very close to the indirect 
band-gap.
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The case for holes is very different. The lowest thresholds are
for normal processes, and the threshold energy is related to the width
of the valence-band. If the width of the valence-band is less than
the band-gap, the holes cannot attain enough energy to impact ionise
in the band. This situation occurs in the <111> direction in Si
{figure 6.3(f)). However, if the valence-band width is much greater
than the band gap then conservation of energy and momentum require
that the electron-hole pair is created away from the conduction-band
minimum, leading to a large threshold. This is the case for Si <100>
{figure 6.3(e), where the valence-band width (2.94 eV) is greater than
the band-gap (1.17 eV) leading to a comparatively large hole threshold
(= 1.45 g ).g
6.1.3. Calculated threshold energies in Ge.
In this section, the results of threshold energy calculations for 
ionisation in Ge are presented. The thresholds have been calculated 
by the method outlined in section 3.2 for EPM band-structures 
calculated in the <100> and <110> and <111> directions.
The EPM band-structure for Ge is shown in figure 6.4. The lowest
band-gap is in the <111> direction to the L conduction-band minima
{& = 0.75 eV). The L, A and F minima are close in energy (unlike theg
case in Si, where the L and F minima are well separated in energy from 
the A minima) and thus ionisation processes involving all the minima 
may contribute significantly to the carrier multiplication in Ge.
The numerically calculated thresholds in Ge are presented in 
table 6.2. As for Si, only the lowest of each group of transitions is 
shown. As a result of the multiplicity of bands, there are a large 
number of ionisation processes in a small energy range. As an 
example, in the <111> direction we have identified 80 distinct 
processes for hole-initiated ionisation with an energy of less than
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Figure 6.4. Empirical pseudopotential band-structure for Ge
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3 eV. Once again, slight discrepancies between these thresholds and
those calculated by Anderson & Crowell (1972) are attributable to
inaccurate band-structure used by those workers.
Some of the threshold transitions listed in table 6.2 are shown
in figure 6.5. For electron-initiated ionisation, the lowest
threshold is in the <111> direction {figure 6.5(a)) and, as in
silicon, is an umklapp process with a threshold energy close to the
indirect band-gap = 0.76 eV) . The electron-initiated umklapp
process in the <100> direction (figure 6.5(b)) has a threshold of
1.06 eV which again is close to the <100> indirect band-gap. The
lowest electron-initiated process in the <100> direction is an unusual
direct process with virtually no k transfer (figure 6.5(c))f with a
threshold energy = 1.01 eV.
Whereas the situation for electron-initiated ionisation in Si and
Ge are similar (ie. 8^ « ^ the situation for hole-initiatedTh g
ionisation in Ge is quite different to that for Si. The lowest 
threshold is for an ionisation in the <111> direction in which a heavy 
hole creates an electron close to the L minimum (figure 6.5(d)). The 
width of the <111> heavy-hole band is 1.09 eV, which is slightly 
greater than the indirect band-gap. This leads to a threshold energy 
of only 0.88 eV, or 1.17 ê . This is to be contrasted with the9
situation in <100> Si, where the large valence-band width leads to a
threshold energy of 1.46 ^ , and in <111> Si, where the heavy-hole9
valence-band width is less than the <111> band-gap and there is no 
ionisation threshold. This difference in Ge thus leads to a ratio of 
lowest thresholds of 1.16, which is much closer to unity than the 
ratio in Si.
There are also a number of hole-initiated processes which create 
an electron in the F minimum. The threshold energies are 0.97 eV 
(<100> direction, figure 6.5(e)), 0.91 eV (<110> direction) and
0.89 eV (<111> direction, figure 6.5(f)).
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Direction Energy Wave vectors^ Figure
(a) (ev) (b) k2 ( c)
electrons
#<100> r 1.01 D +0.78 ( +0.80 +0.00 ) +0.01 6.5(c)
A 1.06 U -0.41 +0.80 +0.80 +0.01 6.5(b) 0.9
r 1.24 D +0 .16 +0 .02 +0.02 -0.12
<110> r 1.11 D +0.17 +0.01 +0.01 -0.16 1.1
K 1.27 D +1.27 ( +1.32 +0.00 *) +0.05
K 1.57 U -0.28 +1.30 +1.30 +0.06
<111> L 0.76 U -0.12 +0.82 +0.82 +0.02 6.5(a) 0.8
holes
<100> r 0.97 D +0.13 +0.06 +0.06 -0.01 6.5(e) #
A 1.41 D -0.42 +0.09 +0.09 +0.60 1.3
<110> r 0.91 D +0.11 +0.05 +0.05 -0.01 0.9
K 1.57 D —0 .8 0 +0 .23 +0.23 +1.25
<111> L 0.88 D -0.56 +0.08 +0.08 +0.72 6.5(d) 0.9
r 0.89 D +0 .11 +0.05 +0.05 +0.00 6.5(f)
# These lowest thresholds are not listed by Anderson & Crowell
(1972) .
Table 6.2. Lowest thresholds for impact ionisation in Ge
calculated from the EPM band-structure. (see table 6.1 for 
clarification of symbols).
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Figure 6.5, Thresholds for impact ionisation in Ge.
(a) Electron threshold in <111> direction =0,76 eV)Th
(b) Electron threshold in <100> direction {& =1.06 eV)Th
(c) Electron threshold in <100> direction [& =1.01 eV)Th
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Figure 6.5. (Continued).
(d) Hole threshold in <111> direction = 0.88 eV)
(e) Hole threshold in <100> direction = 0.97 eV)
(f) Hole threshold in <111> direction (ê =0.89 eV)Th
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A lucky~drift analysis of experimental data suggests that the 
phonon mean-free paths for electrons and holes in Ge are almost equal 
[Ridley, 1987], and therefore it appears that we can attribute the 
near unity oc/p ratio to the proximity of the threshold energies for
electrons (1.01 & ) and holes (1.17 & ).9 9
6.2. BREAKDOWN IN Si AND Ge APDs UNDER HYDROSTATIC PRESSURE.
It is clear from the thresholds presented in sections 6.1.2 and 
6.1.3 above that the processes governing ionisation in Si and Ge are 
different. In Si, as a result of the large energy-separation of the L 
and r minima from the A minima, the lowest-energy processes likely to 
be important in determining multiplication are all associated with the 
A minima. This contrasts with Ge where there are a large number of 
thresholds very close in energy, but related to different 
conduction-band minima. If the thresholds are sufficiently "soft" 
then all these processes can contribute to the multiplication.
Because of the distinct differences between the lowest processes 
calculated in Si and Ge, we can use hydrostatic pressure experiments 
on Si and Ge devices to test these conclusions. High-pressure 
techniques are ideal in this instance, because of the differing 
magnitudes and signs of the pressure-coefficients of the various 
conduction-band valleys with respect to the valence-band maximum (see 
section 3.1), The threshold-energies will closely follow the 
variations in the various band-gaps, and therefore observation of the 
multiplication as a function of hydrostatic pressure can allow 
identification of the processes which dominate the multiplication. 
The complex nature of the band-structure at high energies, coupled 
with the multiplicity of thresholds, makes direct experimental 
determination of threshold energies extremely difficult. The
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breakdown voltage of an APD is strongly dependent on the threshold 
energies for impact ionisation. We have therefore measured the 
breakdown voltage in Si and Ge APDs as a function of hydrostatic 
pressure. The techniques adopted for the experimental measurements 
are outlined in section 3.1, and the results are presented below in 
sections 6.2.1 (Si) and 6.2.2 (Ge).
6.2.1. High pressure measurements of breakdown voltage 
in Si.
In this section, results are presented of measurements of
breakdown voltage in Si under hydrostatic pressure. The devices used
in this investigation were commercial Si APDs (EMI type 5.3.5.4). The
- 8  2APDs were planar devices of area » 3.2 x 10 m . Measurements were 
made of breakdown voltage as a function of pressure in the range 
0 - 15 kbar. Temperature fluctuations were monitored, and the data 
normalized to 300 K. Details of the temperature calibration used, 
together with details of the experimental apparatus and technique 
adopted are presented in chapter 3.
Figure 6.6 shows the breakdown voltage measured for a Si device 
at 300 K as a function of hydrostatic pressure between 0 and 15 kbar.
The breakdown voltage decreases linearly with pressure at a rate of 
0.2 0 Volt*kbar ^. The data-points comprise measurements made both 
whilst increasing hydrostatic pressure, and subsequently decreasing 
the pressure. The measurements were made over a period of » 10 hours,
during which time the temperature changed by ^ 1.5 K. The temperature |
I
calibration (see section 3.1) yielded a temperature coefficient of |
» + 0.09 V*K The change in breakdown voltage resulting from a j
1.5 K fluctuation in temperature ( # 0.14 V) is small in comparison 
with the change resulting from 15 kbar of hydrostatic pressure 
( a 3 V), but sufficient to cause noticeable scatter on the scale
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Figure 6.6. The breakdown voltage in Si at 300 K as a function of
hydrostatic pressure. The dashed lines represent the calculated
pressure dependence (from a hard lucky drift model) assuming that the
pressure coefficient of the electron threshold is equal to the F (1),
the L (2) and the A (3) minima. The solid line is the calculated
dependence assuming the A coefficient for electrons, and 
-1+2.2 meV'kbar for holes (see text).
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plotted. After the temperature correction was applied to normalize
the breakdown data to 300 K, the fluctuation of the data points with
respect to a linear fit was significantly reduced {figure 6.6).
The measurements shown in figure 6.6 represent a typical result
obtained from several experiments on three different devices. As
indicated in chapter 3, the experiment was also performed on a device
freely suspended in the pressure vessel, to eliminate any possible
effects resulting from differential compression of the header and the
device. In all cases, the pressure coefficient of the breakdown
-1voltage was » 0.2 V-kbar
The pressure-dependent breakdown voltage data has been modeled 
using both hard-threshold and soft-threshold lucky drift models for 
impact ionisation [Ridley, 1983a,b and 1987], fitted to the 
ionisation rate data of Lee et al. (1964) . The lowest threshold 
energies calculated for electrons and holes in Si (section 6.1.2) were 
used in the fit to the ionisation rate data to obtain mean-free paths 
(e.g. giving « 49 A for electrons and » 44 A for holes for the 
hard-threshold model).
A hard-threshold model was first used to establish the 
conduction-band valley with which the ionisation processes determining 
multiplication are associated. An expression for the avalanche 
multiplication in an abrupt P* - N junction (section 2.3.2), in terms 
of the ionisation rates, was integrated numerically as a function of 
applied bias. Avalanche breakdown occurs, in the limit of infinite 
multiplication, at the breakdown voltage. The model was first used to 
fit to the measured breakdown voltage at atmospheric pressure (78.0 
Volts) by adjusting slightly the donor density in the model.
The phonon mean free path (X) was assumed to vary with pressure 
linearly with the mass density (p) and the phonon energy (Fiw), and as 
the inverse square root of the threshold energy (^^^) which is 
appropriate for non-parabolic bands with a linear dependence of the
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density of states on energy [Ridley, 1983a,b]. The pressure
dependence of the mass density was calculated [J. Allam, private 
communication 1990] from eq.6.4 which can be derived from;
1 _ 1 fôv'l
' v ' H ,
and assuming a first-order pressure dependence of B
B (P) = B + B T T T T
(6,2)
(6.3)
to give
p{T) = p(0) (6.4)
-1and are given as 97 8.4 kbar and 4.11 respectively
[Landolt - Bornstein, (1982)] .
The pressure dependence of the phonon energy was calculated [J.
Allam, private communication, 1990] from Eq (6.5):
h(jù(T) = hw(0)
B1 +
BT
(6.5)
which can be derived from
V (6.6)
av
(see for example Ashcroft and Mermin (1976)), using Eq.(6.3). is
the Grüneisen parameter for a given phonon mode with energy hw^. The 
average of the zone-edge LA and LO phonons was assumed (Common phonon 
model) , and was taken from [Wienstein & Piermarine, (1975) ] who 
give = 0,9 for Si.
The pressure coefficient of the electron threshold energy was in 
turn set equal to the pressure coefficient of each of the 
conduction-band minima : the F minimum (pressure coefficient
~ +10 meV'kbar ) , the L minima (% +4 mevkbar )^ and the A minima 
(pressure coefficient = -1.4 mevkbar"^ [Welber et ai., 1975]). The 
pressure coefficient of the hole threshold is smaller and was set
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equal to zero. The calculated pressure dependence is shown in the 
dashed lines of figure 6. 6, where (1) corresponds to the V minimum, 
(2) to the L minima and (3) to the A  minima. The best fit to the 
experimental data is clearly obtained if the pressure coefficient of 
the electron threshold is close to that of the A  minima. A fit to the 
experimental results is obtained if the pressure coefficient of the 
hole threshold is set to +2.2 meV'kbar  ^ (solid line in figure 6.6). 
This is, quite reasonably, between the values of the pressure 
coefficient of the direct band-gap at the F point ((% +1 meV'kbar ) 
and the X point (+2.9 meV'kbar [Zallen & Paul, 1967]. However, the 
exact value obtained from the fit is not expected to be physically 
meaningful, as it is essentially a fitting parameter used to fit a 
hard threshold model incorporating isotropic thresholds. As has been 
discussed in section 4.2.3, it has been demonstrated [Sano et al., 
1989] that although thresholds in silicon are hard in the sense that 
ionisation takes place rapidly once a carrier exceeds the threshold 
energy, this must be considered as a k-dependent quantity. A softness 
must therefore be introduced when considering an isotropic threshold, 
to account for the variation of the true threshold energy over the 
Brillouin zone. We have fitted the pressure-variation of the
breakdown voltage using a soft-threshold model for impact ionisation 
([Ridley, 1987] and [Burt & McKenzie, 1985]). The pressure-variation 
of the threshold energies for electrons and holes was determined by 
computing the thresholds from EPM band-structures calculated for Si at 
15 kbar [J. Allam, private communication]. This yielded
^ T h  _1= -1.3 meV'kbar (6.7)dP 
and
dgh
 —  = +0.67 meV'kbar  ^ (6.8)dSP
for the variation of the lowest thresholds. The average variation of 
thresholds over a range of energy was also calculated, but there was
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Figure 6.7. Fits to Si breakdown voltage as a function of pressure 
for different softnesses: P = oo (hard threshold, broken line), 
P = 0.15 (solid line) and P = 0.02 (dotted and dashed line).
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little difference in the fits obtained from using these two sets of 
values. The results of the fits are shown in figure 6.7. A good fit 
is obtained with a Keldysh softness parameter P = 0.15 (solid line). 
The prediction of the hard threshold model (dashed line) and a much 
softer model with P = 0.02 (dashed and dotted line) are shown for 
comparison.
The experimental results presented above are consistent with 
multiplication dominated by a A-related process, and in agreement with 
the calculations of threshold energies from the EPM band-structures.
6.2.2. High pressure measurements of breakdown voltage 
in Ge.
This section presents results of high-pressure measurements of 
breakdown voltage in Ge APDs. The devices used for these measurements 
were commercially available Ge planar APDs (CIT-Alcatel CG4100 and
CG4200) . Measurements were made on devices of two different areas
“ 9 "“2 “ S — 2(4.4 X 10 m and 3.1 x 10 m ). Measurements of breakdown
voltage were made as a function of hydrostatic pressure in the range
0 to 15 kbar. Temperature was monitored throughout the experiments,
and a temperature correction was subsequently applied to the data to
normalize the breakdown voltage to 300 K. Details of the experimental
technique, including the temperature calibration, are given in chapter
3.
Figure 6.8 shows the breakdown voltage measured at 300 K for Ge 
as a function of hydrostatic pressure between 0 and 15 kbar. The 
results shown are for measurements on the larger area devices. 
Measurements made on the smaller area devices gave comparable results. 
Additionally, the experiment was repeated at a later stage on a 
large-area device which was not fixed to a header, but just suspended 
in the pressure vessel by the contact wires, reproduced the data. The
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Figure 6.8. Experimentally measured breakdown voltage in Ge as a 
function of hydrostatic pressure (for larger-area Ge device).
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results from the freely suspended device were in full agreement with 
the measurements of the device fixed to the header, eliminating the 
possibility of any non-hydrostatic effects from the header 
contributing to the results. The change in breakdown voltage with 
hydrostatic pressure is much smaller than that measured for Si 
(section 6.2.1). For both the small and large area devices, the 
variation of breakdown voltage with pressure in the range 0 to 15 kbar 
is less than 0.1 V, compared with 3 V in Si. The temperature 
fluctuations of ± 1 K recorded over the period of the measurements 
caused variations in the breakdown voltage which were significant 
compared with the pressure-related variations. The temperature 
coefficient of the breakdown voltage was determined (see section 3.1) 
for both the large-area and small-area devices, and was of the order 
of 0.04 V'kbar  ^ in each case. The breakdown was normalized to 300 K, 
which removed temperature-related scatter in the data, bringing the 
points onto a smooth curve {figure 6.8).
The pressure-dependent breakdown in the Ge devices is very 
different to that observed in the Si devices, and does not exhibit a 
linear dependence. The measured breakdown voltage has a positive 
pressure coefficient in the range 0 to # 6 kbar, and then changes, 
exhibiting a negative pressure coefficient for higher pressures. This 
change within a pressure range of only 15 kbar suggests that several 
ionisation processes close in energy, but associated with different 
conduction-band minima, are competing in Ge. This is consistent with 
the threshold-energy calculations (see 6.1.3).
To understand the pressure-dependence of the breakdown voltage we 
must consider the movement of the different ionisation thresholds in 
Ge with pressure. Figure 6.9 shows the pressure-dependence of the 
conduction-band minima in Ge [Ahmad et ai., 1981]. The L minima are 
lowest in energy over the pressure range 0 to 30 kbar, whilst the F 
and A minima cross at a pressure of » 5 kbar. It would appear that
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Figure 6.9. The pressure dependence of the conduction-band minima in 
Ge (data from Ahmad et al. (1981)).
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the experimentally observed turnover in the pressure-dependence of the 
breakdown is related to a change in the relative cross-sections for 
processes associated with the various minima. If this interpretation 
is correct/ the data represents the first experimental evidence for 
multiple ionisation processes, since the L-related thresholds are 
lowest in energy throughout this pressure range. This therefore also 
represents for the first time direct experimental evidence for a 
softness associated with the ionisation process, since ionisation 
processes with higher threshold energies than the L-related processes 
are contributing to the ionisation.
We initially interpreted the measured turn-over with pressure of 
the breakdown voltage in terms of a softness associated with the
lowest threshold in Ge. An examination of the lowest-energy 
ionisation process in Ge {figure 6.5(a)) reveals that at threshold the 
initiating electron is close to the top of the conduction-band in the 
L-direction. As discussed in section 6.1.1, a type-II antithreshold 
occurs at the turning point in the band, and therefore limits the
total energy-range over which this process is effective. The limited 
range of energy over which the process is possible results in a small 
cross-section for the process, and limits its contribution to the
total multiplication. With increasing pressure, the threshold energy 
will increase reducing the cross-section further. As discussed in 
sections 2.2.2 and 4.2.3, there is a softness associated with the
indirect A and L valley thresholds resulting from the - strong 
k-dependence of the threshold energy, since at a given energy only 
carriers from a restricted region of the Brillouin zone can undergo 
ionisation.
If the above considerations are correct, impact ionisation in Ge 
can therefore be understood in the following way. The lowest 
thresholds are associated with the L valleys. However, the 
significant anisotropy of the L-related thresholds, coupled with the
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proximity of the threshold to the type-II antithreshold at the turning 
point of the conduction-band, results in a finite cross-section for 
L-related ionisation. Carriers can therefore reach thresholds related 
to the r and A minima, and there is therefore a competition between 
A-, L- and F-related processes. It is interesting to note that the 
lowest threshold for electron-initiated ionisation governed by the F 
minimum {figure 6.5(c)) appears to be a resonance, for which the 
transferred momentum is negligible. It is likely that the cross 
section for this process will decrease rapidly as the F minimum rises 
with pressure. The smooth nature of the pressure-dependent breakdown 
voltage, and the small range of voltage variation with pressure 
compared to Si (where the multiplication is governed by the A-related 
processes) indicate that the effect of the pressure is to redistribute 
the relative importance of the various processes associated with 
different regions of the Brillouin zone.
A subsequent analysis [J. Allam, private communication 1990] of 
the Ge pressure-data has highlighted an additional factor which may 
have contributed to the initial rise in breakdown voltage with 
pressure. There are indications that the degree of curvature in the 
pressure dependence of the breakdown voltage may be less than shown in 
figure 6.8, and that some of the curvature may be an artifact of the 
measurement. The problem arises from a pressure dependence of the 
leakage current below breakdown. It is possible that there is a 
component to the measured pressure-variation of the breakdown voltage 
attributable to the shift in the voltage at the measurement current. 
This is clear from figure 6.10(a), which shows the I-V in the vicinity 
of the breakdown point at three pressures for the large 
freely-suspended Ge device. The curvature at high currents is due to 
a slight series resistance in the measurement-circuit or the device. 
In going from T = 0 kbar to ÏP = 5 kbar the leakage current has 
decreased significantly, but because the current at which the
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14 kbar).
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breakdown was measured (200 fiA) was only approximately one order of 
magnitude above the leakage current, the observed positive shift in 
breakdown may be partly attributable to the shift in leakage. For the 
IP = 13 kbar curve, it is clear that there is a decrease in the 
breakdown voltage resulting from the pressure. Figure 6.10(b) shows 
the breakdown at 300 K measured at four different currents, normalized 
to the breakdown at the highest pressure (~ 14 kbar). This shows that 
even at 200 juA, the measured voltage is still susceptible to changes 
in the leakage current. However, it should be noted that the 
breakdown shown in figure 6.8 was measured at 500 fxA, and still shows 
curvature.
In conclusion, it appears that in Ge ionisation processes 
involving the different conduction-band minima contribute to the 
multiplication. This is consistent with the theoretically calculated 
thresholds for ionisation in Ge.
6.3. DISCUSSION.
Threshold energies for impact ionisation in Si and Ge have been 
calculated from EPM band-structures which include spin-orbit 
interactions. It has been shown that the lowest processes in Si are 
related to the A  minima, whilst in Ge processes governed by the F, L 
and A  minima lie close in energy. This distinct difference between Si 
and Ge has been confirmed by measuring the breakdown voltage in Si and 
Ge APDs as a function of hydrostatic pressure.
It has been shown that the differing a/^ ratios of Si and Ge are 
consistent with the asymmetries in the lowest threshold energies for 
ionisation by electrons and holes. In Si, which exhibits a large (%/# 
ratio, the ratio of lowest threshold energies is also large and 
contrasts with Ge which has an a/p ratio close to unity, and for which
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the electron and hole thresholds are close. It appears likely that 
the asymmetry in the thresholds contributes (at least partly) to the 
a/fB ratio.
However, the scattering environments for phonon scattering of 
electrons and holes are also important, and generally asymmetries in 
both the lowest threshold energies for electrons and holes (ie. in 
their cross-sections for ionisation) and in their phonon scattering 
environments will contribute to determining the ot/p ratio. Although 
phonon mean free paths for Si obtained from the fitting of a 
lucky-drift model to experimental ionisation data, using the 
calculated thresholds, give similar results for electrons and holes 
(section 6.2.1), this is in disagreement with the conclusions of 
Robbins et al. (1985) (see 6.1.2). They have calculated phonon 
scattering rates which are greater for holes than electrons, and have 
used and P (the Keldysh softness parameter, see 2.2.2) asTh Th
adjustable parameters in a Monte Carlo fit to experimental ionisation
rates in Si. They have chosen the adjustable parameters to be
P = 0.02 and = 1.6 eV for electrons, and P = 0.7 and = 1.3 eV Th Th
for holes.
Ridley (1983b) has considered scattering of electrons and holes 
by phonons. He considered two different phonon models for determining 
the phonon energy to use in lucky-drift fits to experimental 
ionisation rates. In the normal-phonon model, symmetry considerations 
resulted in different phonons averaged for the hole and electron 
scattering. In the common-phonon model, these symmetry constraints 
were relaxed with the justification that at high energies the carriers 
scatter across a large region of the Brillouin zone between points 
that have no well defined symmetry. It is interesting to note that 
fitting to experiment gave near equality between A and for both of 
these models, justifying Ridley's assertion that electrons and holes 
at the high energies typical of impact ionisation will be similarly
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scattered as a result of the relaxation of the symmetry-conserving 
rules away from the band-minima. It is also interesting to note that 
Ridley (1983b) developed a universal model for the phonon mean free 
path dependent on only the mass density, the phonon energy and the 
threshold energy. He applied this to predict the a/3 ratio for 
various semiconductors, and found that this ratio is determined solely 
by the ratio of threshold energies of holes and electrons.
Phonon-assisted ionisation near threshold has not been 
considered. The existence of phonon-associated ionisation processes 
could significantly reduce the threshold energies by effectively 
removing the requirements of k-conservation in the ionisation. By 
interacting with a phonon of the required wave-vector, a carrier can 
in theory ionise on reaching the band-gap energy. The process can be 
considered as a two stage process in which the carrier is scattered to 
a virtual state by the phonon, from which it ionises. Although it has 
been noted that at threshold the requirement of equal group velocities 
of the final carriers includes that of the phonon [Anderson & Crowell, 
1972], the group velocities of phonons are always small in comparison 
with the range of group velocities available to carriers in the 
band-structure, and thus the thresholds for phonon-related ionisation 
process are always close. to the energy of the band-minimum. The 
strength (or cross-section) for such phonon-related processes will 
thus depend on the availability of phonons with the required 
wave-vector (ie. on (2N (w) +1)), and on the matrix-element for 
phonon-assisted processes (ie. on the coupling to the virtual state).
The effects of collisional broadening have not been considered, 
and could also play a role in determining the minimum energy for 
ionisation. At the high carrier energies typical of impact ionisation
in Si, the carrier scattering rate by phonons is of the order of
14 -110 s , and the effect of initial-state broadening could reduce the 
threshold energy. If the scattering rate of holes by phonons is
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greater than that of electrons by phonons [Robbins et al., 1985] then 
the threshold for hole-initiated ionisation could be reduced more than 
that for electron-initiated ionisation, counteracting the asymmetry in 
the threshold energies. However, the broadening resulting from a 
scattering rate of the order of 10^^ s  ^ is only » 65 meV (assuming 
gg'T ^ h, where t is the mean carrier life-time in a given state), 
which is small compared to the difference in thresholds for electron- 
and hole-initiated ionisation in Si.
In conclusion, it is clear that there are several factors which 
can help to determine the a/3 ratio in semiconductors, and that their 
relative importance is unclear at present and must be investigated 
further. However, it is quite possible that several factors 
contribute simultaneously to the a/3 ratio. It has been shown in this 
chapter that strong arguments exist for believing that the ratio of 
lowest thresholds is one of these factors.
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CHAPTER 7
Th r e s h o u ) En e r g i e s f o r  Im p a c t Io n i s a t i o n in r e l a x e d 
AND St r a i n e d Si/Ge ALLOYS.
This chapter reports results of theoretical investigations of 
impact ionisation in Ge Si^ alloys, and considers how strain might 
influence the ionisation rates in Ge Si /Si strained-layerX 1-x
heterostructures.
Threshold energies for impact ionisation have been calculated in
a number of Ge Si cubic alloys with different Ge content , in order X 1-x
to determine the range of compositions exhibiting the favourable
"silicon-like" behaviour. Results of these Ge Si alloy trends inX 1-x
ionisation thresholds are reported in section 7.1.
In order to predict what advantages might be gained for impact
ionisation in strained Ge Si layers, threshold energies have beenX 1-x
calculated for the extreme cases of Si grown on a (001) Ge substrate, 
for Ge grown on a (001) Si substrate, and for a number of Ge SiX 1-x
alloys grown on (001) Si. These results are reported in section 7.2.
We have incorporated the change in thresholds resulting from the 
splitting of the A minima with uniaxial strain (sections 7.1 and 7.2) 
into a Monte Carlo simulation of Si, to obtain a first-order 
prediction of how strain influences the ionisation rates in strained 
alloys. This work is presented in section 7.3.
7.1. THRESHOLD ENERGIES IN Si/Ge ALLOYS.
The band-gaps of Si and Ge correspond to wavelengths of 1.06 jum, 
and 1,68 fim respectively. For detectors operating in the low-loss and 
low-dispersion windows of silica fibers at 1.3 jjm and 1.55 jum.
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potentially attractive materials are alloys of Si and Ge. The
potential of these alloys for low-noise avalanche detectors depends on
the ratio of lowest thresholds for electrons and holes, as already
discussed in chapter 2. For the Ge Si material system, the usefulX 1-x
range of x depends on where the alloy ceases to be "germanium-like"
and becomes "silicon-like".
We have calculated the lowest thresholds for impact ionisation in
a selection of Si/Ge cubic alloys along the <100>, <110> and <111>
directions, using EPM band-structures for Ge Si^  with x = 0, 0.25,
0.50, 0.75 and 1.00. Details of the band-structure calculations can
be found elsewhere [Gell, 1988] . The threshold calculations were
carried out by the method described in section 3.2.
The numerically calculated lowest thresholds for
electron-initiated ionisation in the cubic Ge Si alloys are shownX 1-x
in figure 7,1 with the x parameter as abscissa. Because of the
multiplicity of bands in the band-structures, there are a large number
of thresholds with very similar energies, but involving different
bands. This large number of thresholds can be divided into distinct
processes, distinguished by the conduction-band minima with which they
are associated. Threshold energies over a range of energies above the
lowest threshold must be calculated, because (as discussed in chapters
2 and 6) there is evidence for a softness in the energy-dependent
cross-section for ionisation resulting from an anisotropy in the
threshold. Figure 7.1 thus shows the compositional dependence of the
lowest threshold process from those groups of transitions which are
expected to contribute to the carrier multiplication. The crystal
direction for the thresholds, and the conduction-band minima with
which they are associated, are also indicated. The energies are total
energies (© , + & ) measured from the valence-band maximum at the Th g
r-point. At the two extremes of the Ge Si alloy composition are SiX 1-x
(x = 0) and Ge (x = 1.0). The thresholds in these materials, which
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Figure 7.1. Lowest thresholds calculated for electron-initiated 
ionisation in relaxed Ge Si alloys.X 1-x
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are represented in the figure, have been discussed in some detail in
chapter 6 (section 6.1.2 and 6.1.3) . The A, L, and F minima all
increase in energy in going from Ge to Si, but at different rates.
The A minima increase by only 0.29 eV, whereas the L minima increase
by 1,53 eV, and the minimum in Si is # 3.5 eV higher than in Ge.
Thus the ionisation thresholds associated with the T and L-valleys
will rise in energy with silicon content much faster than those
governed by the A minima, as is clear from Figure 7.1.
The lowest threshold processes for electron-initiated ionisation
in Si and Ge are different (section 6.1). For Si, the lowest
threshold is for an umklapp process involving the A minima, with a
threshold energy close to the Si band-gap (^ _^  ^= 1.18 eV) . The lowest
threshold in Ge (^^^ = 0.7 6 eV) is governed by the L minima. From
figure 7.1 it is clear that these two processes cross for an alloy
composition between Ge and Ge Si . Also, in Ge„ ^^Si^ the0.75 0.25 0.75 0.25
initiating electron for the L-related process is very close to the top 
of the conduction-band (a type-II antithreshold for the process 
(section 6.1.1)), therefore the energy window for this process is 
narrow. With increasing silicon content, as the conduction-band rises 
in energy, a composition is reached beyond which the width of the band 
is less than the <111> band-gap. At this composition the threshold 
coincides with the type-II antithreshold, and for greater silicon 
content the threshold does not exist. From a linear interpolation to 
find the point at which the L indirect band-gap is equal to the width 
of the conduction-band the threshold is estimated to cut-out at 
* Ge Si . The lowest electron threshold governed by the TU*o9 UaoX
minimum in Ge (@"^  ^= 1.01 eV) increases rapidly with silicon content.
Figure 7.2 shows the lowest numerically calculated threshold 
energies for hole-initiated impact ionisation as a function of x in 
Ge Si . As with electron processes, the lowest hole thresholdX  1-x
processes for Si and Ge are different (see 6.1.2 and 6.1.3). For Ge,
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the lowest threshold is for an L-related process with an energy close
to the indirect band-gap = 0.88 eV), whereas in Si the lowest
threshold is a A-related process with a threshold energy significantly
higher than the Si indirect band-gap. As discussed in chapter 6/ this
difference between the lowest hole-initiated thresholds for Si and Ge
is an important factor in determining their differing ratios of lowest
thresholds. Examination of figure 7.2 reveals that there is a
composition beyond which the lowest hole ionisation process in Ge no
longer exists, and the lowest hole threshold is then significantly
higher and is for the A<100> process which is lowest in Si. We can
expect "silicon-like" behaviour for the compositional range over which
the A-related process is the lowest threshold. Although this
transition will occur at the composition at which the low-energy
L-related threshold dominant in Ge cuts-out, a substantial
alloy-composition transition region may be expected as a result of the
softness of the thresholds. In other words, due to the gradual
decrease in the energy window for the L<111> process as the silicon
content in the alloy is increased, there may be a graded change from
the "germanium-like" to "silicon-like" behaviour. For Ge Si0.75 0.25
the L<111> process has a threshold energy of 8'^  ^= 1.12 eV, but the
width of the heavy-hole band in the <111> direction is very close to
the indirect band-gap for this composition, and from a linear
interpolation this process is estimated to cut-out near Ge Si0»74 0,26
However, there is a very similar process in which the initiating hole
originates in the 2"^ valence-band. For Ge Si this has a0.75 0.25
threshold energy of 8^^ = 1.18 eV. This process will also cut-out 
when the indirect band-gap exceeds the width of the 2"^ valence-band. 
From a simple interpolation, this is estimated to occur at 
Ge Si . A similar ionisation process initiated by a hole in theUaOO
3  ^ valence-band does not cut-out between Ge and Si, because of the 
large dispersion of this band, but the energy is » 0.60 eV greater
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than for the process involving the 2"^ valence-band, and is higher
than the lowest process associated with the A-minima for all
compositions. The lowest threshold associated with the T minimum,
which is important in Ge, rises very quickly with composition, and by
Ge Si is more than 1,3 eV higher than the lowest hole threshold 0.50 0.50
for that composition.
It has been shown that for the Ge Si, alloy, the ratio ofX 1-x
lowest electron and hole thresholds can be regarded as
"germanium-like" for compositions where the <111> heavy-hole or
light-hole bands are wider than the indirect band-gap, and
"silicon-like" for compositions where the <111> heavy-hole or
light-hole bands are narrower than the indirect band-gap, and the
L<111> transitions have cut-out. This has been shown to occur for a
silicon content of ~ 35%. We thus expect that for Ge Si, we haveX 1-x
"Si-like" behaviour for 0.35 < x 1.00, and gradually a stronger
"Ge-like" behaviour as x decreases in the range 0 ^ x ^ 0.35. The
lowest thresholds for hole- and electron-initiated impact ionisation 
for the Ge Si alloys are given in table 7.1, Also given are theX 1-x
lowest indirect band-gap for each alloy, and the ratio of lowest hole
to electron initiated thresholds. This ratio undergoes a change in
going from Ge Si (1.15) to Ge Si (1.49), indicating the 0,75 0,25 0.50 0.50
switch from "Ge-like" to "Si-like" characteristics.
7.2. EFFECTS OF UNIAXIAL STRAIN ON THRESHOLD ENERGIES IN STRAINED 
Si/Ge ALLOYS.
This section considers the effects of uniaxial strain on the
thresholds in Si, Ge and in Ge Si alloys. As a result of theX 1-x
different lattice constants of Si and Ge, strained layers may be 
produced by growing Ge^Si^ ^/Si strained layer superlattices (SLSs) on
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Alloy
Lowest
Band-gap
*(eV)
Lowest thresholds (eV) 
electrons holes
Ratio of 
lowest 
thresholds
Ge 0.75 A 0,76 0.88 1.16
Ge Si 0.75 0.25 0,96 A 0 . 98 1.12 1.15
50^^0.50 1.03 A 1.05 1.55 1.49
25^^0.75 1.10 A 1.11 1.62 1.46
Si 1.17 A 1.18 1.71 1.45
The direction for the indirect band-gap is also given,
Table 7.1. Lowest thresholds for impact ionisation in relaxed
Ge Si alloys.X 1 - x
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si or Ge Si substrates, subject to critical thickness limitations y i-Y
[People, 1986]. As has been demonstrated experimentally [Lang et al.,
1985], the band-gap of strained Ge^Si^  ^ alloys are significantly
reduced below those of the corresponding unstrained alloy.
Ge Si /Si SLS waveguide photodetectors and APDs have been 0.60 0.40
demonstrated with high efficiency at 1.3 jum ([Temkin et al., 1986a,b],
[Pearsall et al., 1986] and [Luryi et al., 1986]). In these devices,
the Ge Si /Si SLS was used as the absorbing region, while Si was X 1-x
used for avalanche multiplication. By calculating the threshold
energies for impact ionisation in the strained Ge Si alloys, we canX 1-x
investigate the potential of these materials for low-noise
multiplication regions.
Biaxial strain, resulting from growth of a material on a (001)
substrate with a different lattice constant, can be considered as a
combination of hydrostatic pressure and a uniaxial strain along the
[001] direction. The effect of uniaxial strain on the band-structure
is to reduce the lattice symmetry and to lift degeneracies in the
energy bands. In the cubic (relaxed) material, the 6 A minima along
the <100> directions are equivalent. However, when the material is
strained such that there is a uniaxial strain along the [001]
direction, the A minima along the [001] direction are split with
respect to those along the [100] and [010] directions. The thresholds
associated with these minima will thus also be split, with some
increasing while others decrease. The <111> symmetry points will not
be split by uniaxial strain along the [001] direction, but will all
change equally as a result of the hydrostatic component of the strain.
Thresholds calculated for the extreme cases of strained Si grown
on (001) Ge and strained Ge grown on (001) Si are presented in
sections 7.2.1 and 7.2.2 respectively, whilst section 7.2.3 reports
calculations for strained Ge Si alloys. Critical thicknessX 1-x
limitations have not been considered, as the emphasis here is on an
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investigation of the general effects of strain on the thresholds.
7.2.1. Threshold energies in tetragonal Si grown 
on (001) cubic Ge.
There is a 4 % lattice mismatch between Si and Ge, and 
consequently there is substantial strain in Si grown on a Ge substrate 
(or vice-versa). The EPM band-structure of tetragonal Si (Si grown on 
cubic (001) Ge) is shown in figure 7.3. The silicon is under biaxial
tension in the [100] and [010] directions, which is equivalent to a
combination of uniaxial compression in the [001] direction (due to the 
larger lattice constant of Ge) and a negative hydrostatic pressure. 
The <100> indirect band-gap (1.17 eV in cubic Si) is raised to 1.26 eV 
in the [100] and [010] directions, but in the [001] direction the 
indirect band-gap is lowered to 0.54 eV.
The dominant threshold processes for Si are in the <100> 
direction (section 6.1.2). To investigate the effect of the splitting 
of the <100> minima as a result of the strain, thresholds have been 
calculated in tetragonal Si along the [001] (A ) direction, and alongZ
the equivalent [100] (A ) and [010] (A ) directions. The lowestX  y
calculated thresholds are given in table 7.2. Symbols and
abbreviation are as for table 6.1. The lowest thresholds for
electrons and holes are both in the [001] direction, as a result of 
the lowering of the A minima with uniaxial compression. These are 
shown in figure 7.4(b), and can be compared with the lowest thresholds 
in cubic Si {figure 7.4(a)). For electron-initiated ionisation, the 
lowest threshold has been reduced to 8 =0.60 eV (from 1.18 eV inTh
cubic Si) . For hole-initiated ionisation the lowest threshold has 
been reduced to 8^^ = 1.60 eV (from 1.71 eV in cubic Si). The change 
in the hole threshold is small as a result of the increased width of 
the valence-band in the [001] direction, which acts to increase the
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Figure 7.3, Empirical pseudopotential band-structure for strained 
Si grown on (001) cubic Ge.
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Direction
(a)
Energy 
(ev) (b) ki
Wave vectors"*" 
\  ■'2
Figure
electrons
[100] Axy 1.98 U -0.32 +0.84 +0.84 +0.00
Axy 2.21 U -0.63 +0.71 +0.71 +0.05
[001] Az 0.60 U -0.50 +0.75 +0.75 +0.01 7.4(b)
A z 1.06 U -0.79 +0.62 +0.62 +0.04
holes
[100] Axy 1.70 D -0.47 +0.08 +0.08 +0.62
Axy 2.21 D -0.61 +0.12 +0.12 +0.85
[001] Az 1.60 D -0.32 +0.07 +0.07 +0.47 7.4(b)
Az 2.51 D -0.53 +0 .12 +0.12 +0.77
Table 7.2, Lowest thresholds for impact ionisation in tetragonal
silicon (Si grown on (001) relaxed Ge).
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Figure 7,4. (a) The lowest threshold energies for electrons
(& =1.18 eV) and holes {& =1.71 eV) in relaxedTh Th
Si.
(b) The lowest threshold energies for electrons 
 ^ = 0.60 eV) and holes =1.60 eV) in strainedTh Th
Si on (001) relaxed Ge.
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hole threshold energy, counteracting the decrease from the reduced 
indirect band-gap. In the [100] and [010] directions, the lowest 
ionisation thresholds for both electrons and holes are higher than in 
the [001] direction, due to the higher indirect band-gap in these 
directions resulting from the biaxial tension. For the extreme case 
of Si grown on cubic Ge, we therefore find a ratio of lowest threshold 
energies equal to 2.70, compared to 1.45 in cubic Si. This large 
increase in the asymmetry of hole and electron thresholds suggests 
that the a/|3 ratio may be improved in strained Si layers.
7.2.2. Threshold energies in tetragonal Ge grown 
on (001) cubic Si.
The EPM band-structure of tetragonal Ge (Ge grown on cubic (001) 
Si) is shown in figure 7.5. The germanium is under biaxial 
compression in the [100] and [010] directions. The <100> indirect 
band-gap (0.75 eV in cubic germanium) is lowered in the [100] and 
[010] directions to 0.64 eV, but is raised in the [001] direction to 
1.30 eV. The L minima are raised by the hydrostatic component of the 
biaxial compression to 0.82 eV, compared with 0.75 eV in the cubic 
case. The minimum is raised from 0.8 6 eV to 1.38 eV, increasing 
the direct band-gap.
The calculated thresholds are presented in table 7.3. The lowest 
thresholds in cubic Ge both occur in the <111> direction (section 
6.1.3),’. and in the strained material these are increased to 1.00 eV 
for electrons (from 0.76 eV in cubic Ge) and to 0.95 eV for holes 
(from 0.88 eV) . This is due to the increase in the <111> indirect 
band-gap from the hydrostatic pressure. The latter is the lowest 
threshold for holes in the strained material {figure 7.6(a)). 
Electron and hole thresholds associated with the direct band-gap are 
also increased in energy, and therefore contribute less to the
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Direction Energy +Wave vectors Figure
(a) (ev) (b)
electrons
[100] A xy 0.68 U -0.48 +0 .88 +0.77 +0.01 7.6(b)
Axy 0.80 UD -0.03 ( -0.84 +0.81 )* +0.00
A xy 1.10 U -0.76 +0 . 64 +0.64 +0.01
[110] r 2.33 UD +1.23, ( -0.01 +1.29 )* +0.06
K 2.42 U -0.30 +1.29 +1.29 +0.06
r 2.47 D +0.10 +0.03 +0.03 -0.03
[Oil] K 1.14 Ü -0.09 +1.37 +1.37 +0.01
r 1.75 D +1.21 ( +1.25 -0.01 )* +0.03
[001] A z 1.96 U -0.30 +0.85 +0.85 +0.00
A z 1.99 U -0.19 +0.90 +0.90 -0.02
[111] L 1.00 U -0.07 +0.83 +0.83 +0.00
L 1.15 U -0.32- +0.72 +0.72 +0.02
holes
[100] A xy 1.46 D -0.37 +0.09 +0.09 +0.55
[110] r 1.55 D +0.18 +0 .08 +0.08 -0.01
K 1.78 D -0.92 +0.21 +0.21 +1.33
[Oil] r 1.63 D +0.17 +0.07 +0.07 -0.02
K 1.86 D -0.76 ( +0 .05 +0.34 )* +1.14
[001] r 1.52 D +0.15 +0.07 +0.07 -0.02
A z 1.67 D -0.50 +0 .07 +0.07 +0.64
[111] L 0.95 D -0.65 +0.03 +0.03 +0.70 7.6(a)
r 1.56 D +0.16 +0.07 +0.07 -0.01
Table 7.3. Lowest thresholds for impact ionisation in tetragonal
germanium (Ge grown on (001) relaxed Si).
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Figure 7.6. Thresholds for impact ionisation in strained Ge on
relaxed (001) Si.
(a) Hole threshold in [111] direction “ 0.95 eV) .
(b) Electron threshold in [100] and [010] directions
= 0.68 eV).
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multiplication. As a result of the lowering of the
A conduction-band minima with the strain, the lowest electron x,y
threshold in these directions is lowered from 1.05 eV in cubic Ge to 
0.68 eV {figure 7.6(b)) in the strained material. The ratio of 
lowest thresholds in tetragonal germanium is therefore 1.40, which is 
comparable to that in cubic silicon and is a significant improvement 
over 1.16 in cubic germanium. This improvement is attributable to the 
hydrostatic component of the strain in tetragonal germanium increasing 
the direct r^-r^ and the indirect <111> band-gaps of cubic germanium, 
which increases the lowest hole thresholds. Furthermore, the lowest 
electron threshold is reduced in the strained material as a result of 
the splitting of the A minima.
As in the case of strained Si grown on a Ge substrate (section 
7.2.1), the ratio of lowest thresholds in the extreme case of strained 
Ge grown on a cubic Si substrate indicates that the a/p ratio may be 
improved over that of the cubic material.
7.2.3. Threshold energies in tetragonal Si/Ge alloys 
grown on cubic (100) Si.
It has been shown (section 7.2.2) that for the case of tetragonal 
Ge grown on a cubic Si substrate, the effect of the strain on the 
band-structure of the tetragonal Ge results in a significant 
improvement in the ratio of lowest thresholds over the cubic material. 
Ge represents one extreme of the Ge Si alloy system, and thereforeX 1-x
an improvement in the ratio might also be expected over some range of 
alloy compositions of strained Ge Si grown on a cubic Si substrate.X l-x
To compare the ratio of lowest thresholds for the strained alloys 
with the results calculated for the relaxed alloys (section 7.1), we 
have calculated threshold energies for electron- and hole-initiated
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ionisation from the EPM band-structures of the tetragonal Ge SiX l-x
alloys grown on (001) cubic Si for compositions corresponding to
X = 0.00, 0.25, 0.50, 0.75 and 1.00. The lowest thresholds for
electrons are shown in figure 7.7 as a function of composition. The
energies are total energy (g + g ) relative to the valence-bandTh g
maximum. As for the cubic alloys {figure 7.2), the thresholds shown
are the lowest representing a group of similar, or related, processes.
There is maximum strain (due to the » 4 % lattice mismatch) for
X = 1.00 (corresponding to Ge grown on Si substrate), and this is
reduced to zero for x =0.0 (Si grown on Si - ie. just cubic Si). The
splitting of the thresholds shown in figure 7. 7 reflects this change
in strain between the two extremes. The lowest electron-initiated
thresholds throughout the alloy range is for A -related processes inx,y
the [100] and [010] directions. Comparison with figure 7.2 reveals 
that this is due to the combined effect of the lowering of the Ax,y
minima resulting from biaxial compression, and the raising of the L
minima as a result of the hydrostatic pressure component.
The lowest thresholds for holes in the tetragonal Ge Si^ alloys
are shown in figure 7.8. For alloys with high Ge content (large x),
the lowest hole thresholds are for L-related processes in the <111>
directions. These cut-out with decreasing Ge content at compositions
where the indirect <111> band-gap exceeds the width of the hole band
supplying the initiating carrier. From simple interpolations, this is
estimated to occur at Ge Si for the heavy-hole initiated0*81 0*19
process, and at Ge Si for the light-hole initiated process.0.51 0.49
For Ge fraction below » 0.51, the lowest hole-initiated threshold is 
for a A -related heavy-hole process in the [100] and [010] 
directions.
The lowest thresholds calculated for electrons and holes at each 
composition considered are. presented in table 7.4. The ratio of the 
lowest electron and hole thresholds for this range of strained
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Figure 7,7. Lowest thresholds calculated for electron-initiated 
ionisation in strained Ge Si alloys (grown on relaxed (001) Si).X l-x
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Figure 7.8. Lowest thresholds calculated for hole-initiated 
ionisation in strained Ge^Si^  ^alloys (grown on relaxed (001) Si) .
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Alloy-
Lowest
Band-gap
*(eV)
Lowest thresholds (eV) 
electrons holes
Ratio of
lowest
thresholds
Ge 0.64 Ax,y 0.68 0.95 1.40
75^^0.25 0.75 A 0.79 1.39 1.76
50^^0.50 0.88 Ax,y 0.90 1.56 1.73
^^0.25^^0.75 1.01 Ax,y 1.04 1.63 1,57
Si 1.17 Ax,y 1.18 1.71 1.45
The direction for the indirect band-gap is also given,
Table 7.4 ÏLowest thresholds :#or impact ionisation in tetragonal
(strained) Ge Si alloys,X l-x
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Ge Si alloys is shown in figure 7.9. Also shown is the ratio ofX l-x
thresholds calculated for the relaxed alloys (see 7.1) . An increase 
in the ratio is observed for all compositions, suggesting that 
strained Ge Si may have potential as avalanche-regions in APDs.X l-x
This, coupled with the high quantum-efficiency at 1.3 fim, makes
strained-layer Ge Si APDs an attractive proposition as low-noise X l-x
detectors for use in optical fiber communications systems.
7.3. MONTE CARLO SIMULATION OF IMPACT IONISATION IN STRAINED 
Si/Ge.
In order to obtain a first-order quantitative indication of how 
the strain-induced change in threshold energies might influence the 
ol/B ratio in Ge Si , we have used a simple Monte Carlo simulation ofX l-x
Si to investigate how the electron-induced ionisation rate changes 
with a splitting of the A-related thresholds. The Monte Carlo program 
used in the simulation has been described in some detail in chapter 4 
(section 4.3), and only details of the parameters used in the study 
together with the results are presented here.
The Monte Carlo simulation of Si bears close resemblance to that 
of Canali et al. (1975), and we therefore use their parameters for Si. 
However, since extremely large fields are required for impact 
ionisation (> 100 kV in Si) , the L valleys must also be considered. 
This is essential because, as noted by Sano et al. (1990), the lowest 
threshold in Si is close in energy to the A-L intervalley separation. 
We therefore also include nonequivalent intervalley transfer between 
the A and L valleys. Sano et al. (1990) have performed a fit of their 
Monte Carlo ionisation rate to experimental data, using the parameters 
of Canali et al. also. They used the A-L coupling constant (D^ )^ as 
an adjustable fitting parameter, and obtained a value of 4 x 10^
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eV'cm  ^ from fits to experimental ionisation rate data. This is close 
to the value obtained from Monte Carlo studies of Si by Tang & Hess 
(1983)f and therefore we have also used this value in the simulation. 
The phonon temperatures for the A-L coupling are taken from Tang and 
Hess (1983). The complete list of parameters used is given in table 4 
of appendix B .
The ionisation rates from the Monte Carlo were fit to
experimental data [Lee et al,r 19 64] using the softness (P) as an
adjustable parameter, and an adequate fit was achieved for P = 0.007.
To obtain a first-order quantitative estimate of the effect on the
impact ionisation rate of the strain-induced splitting in the A-valley
thresholds, we have performed a simulation with the parameters of Si,
but with the A-valleys split by an amount corresponding to strained
Ge Si on Si (a splitting of 0.34 eV, which was imposed0 « 5 0 0,50
symmetrically). The A valleys were treated separately, with 4
reducing in energy and 2 increasing. The A-valley threshold energy 
for Si (^^^ = 1.18 eV) was scaled with the split for these valleys. 
The ionisation rate was determined over the field range
E = 2 X 10^ V'cm  ^ to E = 5 X 10^ V'cm  ^ for both Si and for the case
with the splitting. The ionisation rate was increased as a result of 
the strain-induced splitting, but only by a factor of » 20 %, which is 
significantly lower than expected. This simple calculation indicates 
that although some slight advantage might indeed be gained from the 
splitting of the thresholds in the A valley with strain, these are not 
as large as expected from considering the change in the threshold. 
This must be attributed to the extreme softness of the threshold in 
the simulation, which reduces the importance of the splitting. The 
splitting is small in comparison with the effective threshold 
resulting from the extremely small (soft) P used. To perform a more 
detailed Monte Carlo analysis of the potential of the strained alloys 
would require a more detailed knowledge of several of the alloy
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parameters, such as coupling constants and phonon temperatures.
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CONCLUSIONS AND RECOMMENDATIONS FOR FURTHER WORK
This thesis has reported results of investigations of impact
ionisation in bulk semiconductors and superlattice devices. Chapter 5
addressed the issue of enhancement of the ionisation rate ratio in MQW
APDs by the mechanism of Chin et al. (1980). It was shown from Monte
Carlo simulations that for enhancement of the electron ionisation rate
(a), a large discontinuity in the satellite valleys is required at the
hetero-interface of the well and barrier materials, and not in the F
valley as has been previously assumed. This finding might shift the
focus of attention from GaAs/Al Ga As to material combinations withX l-x
large satellite valley discontinuities for fabrication of MQW APDs 
capable of fulfilling the requirements of low-noise detectors for 
silica fiber communications. The enhancement experimentally observed 
in GaAs/Al^Ga^ ^As MQW APDs (see section 2.4.2) must be investigated
further to isolate the mechanism responsible for the high oi/^  ratio.
Chapter 6 addressed the question of why Si and Ge exhibit such 
different ct/|3 ratios. Theoretical calculations of the thresholds for 
ionisation in these two materials has revealed that the lowest-energy 
processes for ionisation are fundamentally different in these two 
materials, and measurements of breakdown at high pressures have 
produced results which reflect these differences. The measurements on 
Ge have, for the first time, provided direct experimental evidence 
that ionisation is "soft", and that ionisation by several distinct
processes can contribute to the multiplication. Although it is felt
that some progress has been made towards understanding the factors 
which determine the a//3 ratio in semiconductors, important fundamental 
questions remain. Determination of the relative importance of the 
threshold-energy asymmetries and the phonon scattering rates in Si and 
Ge would have bearings on the search for new materials with a high a/|3
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ratio. It is felt likely that both the scattering environments and 
the threshold energies contribute, and that the ionisation rate 
results from a combination of these factors. However, the role of 
phonon-assisted processes must also be investigated, and could have 
important bearings on our understanding of impact ionisation in 
semiconductors. Because of the temperature dependence of the phonon 
occupation factor, measurements of the breakdown voltage in Si and Ge 
as a function of temperature, both at atmospheric pressure and with 
applied hydrostatic pressure, seems an attractive proposition for 
isolating the role of the phonon-assisted processes. Measurements of 
a and 13 directly at high pressures presents many experimental 
difficulties, but would be advantageous because of the ability to 
separate the effects of pressure on the electron and hole ionisation 
rates.
In chapter 7, the theoretical analysis of thresholds for Si and Ge
reported in chapter 6 was extended to an investigation of the
thresholds in both relaxed and strained Ge Si alloys, and trends inX l-x
the lowest thresholds were revealed. It was shown that the effects of 
uniaxial strain on the Ge Si band-structure lead to a significantX l-x
improvement in the ratio of lowest thresholds compared to the relaxed 
alloys, which suggests that strain might improve the oc/(3 ratio in 
these materials. Strained-layer Ge Si /Si SAM APDs have beenX l-x
designed to utilize the alloy for absorption, and the Si for low-noise 
multiplication (see [People, 1986]), but the use of the strained alloy 
for multiplication could be advantageous if the a/|3 ratio were better 
than in Si. Although a simple Monte Carlo simulation indicated that 
the effect of the strain on the a/13 ratio might be less than expected 
from simple lowest-threshold arguments, experimental measurements of 
ionisation in Ge Si are needed to address the potential of thisX l-x
material for low-noise multiplication.
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The fact that the simplistic Monte Carlo simulations and the 
high-pressure measurements of breakdown voltage and theoretical 
calculations of threshold energies in Si and Ge reported in this 
thesis have been able to address fundamental questions concerning the 
impact ionisation phenomenon in semiconductors, and to shed light on 
the band-structure features which are important in determining the 
multiplication, is evidence for how little is understood about the 
phenomenon. There are a great number of fundamental questions 
regarding the physics of impact ionisation that at present remain 
unanswered. There is significant scope for work which can be 
undertaken to further our understanding of impact ionisation, both 
theoretical and experimental. Undoubtedly, recent substantial
increases in computer processing power can be exploited to gain 
further theoretical insight. Monte Carlo simulations of
semiconductors at high fields have played an important role in 
developing our understanding of impact ionisation to date, but it is 
clear that more detailed Monte Carlo studies will require a much more 
detailed representation of impact ionisation than yet attempted. As 
noted by Fischetti & Laux (1988), the principle limitation of 
"state-of-the-art" Monte Carlo simulation is the use of the isotropic 
threshold for ionisation, and the representation of the ionisation 
cross-section by the Keldysh formalism (Eq.(2.9)). To enable a more 
physically representative implementation will require some k-dependent 
representation of the ionisation cross-section. The inclusion of a 
k-dependent threshold (as already attempted by Sano et al. (1990)) 
into a Monte Carlo simulation provides one important element of 
improvement, but others are also possible. Little is known about the 
band-structure dependence of the cross-section for ionisation. 
However, simple additions, such as consideration of the density of 
final states, will enhance the model.
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APPENDIX A.
Implementation of Scattering Mechanisms Into the mon te carlo
We list here the equations for scattering rates used in the Monte 
Carlo program for the various phonon scattering mechanisms listed in 
section 4.3.4, The equations are well-established, and full details 
of their derivation can be found elsewhere ([Fawcett et ai., 1970], 
and references cited therein]).
Non-equivalent intervalley scattering is included between the six 
valley types in the Monte Carlo, and the scattering rate for transfer 
into valley j by an electron of energy in valley i is given by
.  . N^^ (abs.)
(N^j+1) (em.)
(A.l)
where "abs." refers to transfer by absorption of a phonon, and "em." 
by emission of a phonon. m. is the density of states effective mass,
defined in terms of the longitudinal and transverse masses as
* * 1/3 * 2/3m^ = (m^ ) • (A.2)
and is the energy in valley j after transfer and is given by
' & - A, + A. + k T (abs.)
 ^ (4.32)G; - Aj + - Vlj (sm.l
is simply the occupation factor for phonons of energy kT^^ given 
by the Bose distribution
^ij exp (k^T^ Vk^T) - 1 (A. 3)
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Equivalent intervalley scattering is also included, and is 
given for an electron of energy in valley type i as
1 , ' 1/2 '^  = (Z -1)    [& (1+y Ê )] 'G (l+2y.g )
e Vi ' nph  ^ ^
where &' is the energy after scattering, given by
—  -
 ^ + k (abs.)1 B i
- kgT^ (em.)
N (abs.) e
(N^+1) (em.)
(A.4)
(A.5)
and N is the Bose occupation factor for phonons of energy k^T^ (see 
Eq.(A.3)).
Polar Optical phonon scattering is the dominant scattering 
mechanism in polar semiconductors for energies below the separation of 
satellite valleys, and has been included in all valleys for the 
simulations involving III-V materials, though it is most important in 
the r valley. The scattering rate for this mechanism for an electron 
of energy ^ in valley i is given as
47re V2h
(l+2yS ) N (abs.)1 1 --------------F (S ,S')>- ee e00 o V[S (1+yS )] ° (N^+l) (era.)
where is the energy after scattering, given by 
f &, + hO) (abs.)
S' = J ^
Is. - fiw (em.)' ' 1  o
and
(A.6)
(A.7)
F^(S^,S') - -■ A • In / [S .  (1+yS.)] 1 1
+ / [ S '  (1+yS')]
v' eS. (1+yS.) ] -  / [ S '  (1+yS')]
+ B (A.8)
with
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A =  2(l+yS.)'(l+yS') + y[S.(i+yG^) + S'(l+yS')]j (A.9)
B = -2y-/[S^ (1+#^) 3 '/[S' (1+yS' ) ] • ^ 4 (1+yS^) • (1+yS' ) +
y[Sjl+yS^) + S'(l+yS')]l (A.10)
C = 4(l+yS^)'(1+yS')•(l+2yS^)(l+2yS') (A.11)
Acoustic phonon scattering is included for completeness, but we
assume that the energy of the acoustic phonon is negligible compared
to kgT. The scattering rate for acoustic phonon scattering for an
electron of energy S in valley i as 
* 3 / 2  2(2m ) k TS^  ^ — i'/[S(l+yS) ] • (l+2yS) 'F^(S) (A.12)
a 2nps h *
where
(l+yS)2 + ^(yg)^F (S) = -----------^ ----  (A. 13)
 ^ (l+2yS)
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APPENDIX B.
Parameters Used In  Monte Carlo Simulations
Table 1. Parameters for simulations of an 'InP-like' 
bulk semiconductor. [Osaka et al., (198 6a, 198 6b)]
4.79 g •cm 
9.53
Mass density (p)
Optical dielectric constant (e^ )
Static dielectric constant (e )o
Longitudinal sound velocity (s) 
Polar optical phonon energy (hw^ ) 
Lattice temperature
Threshold energy (@"_^ )^ 
Softness parameter (P)
Valley degeneracy (Z)
*Effective mass (m /m )o
Non-parabolicity (y) (eV 
Valley separation (A) (eV) 
Acoustic deformation 
potential (H) (eV-cm )^ 
Intervalley deformation
- 1 .
-1potential (D) (eV-cm )
r
L
X
Intervalley phonon 
temperature (T) (K)
r(OOO)
1
0.08
1.00
7.7
1 X 10
1 X  10'
0
337
337
- 3
12.35
5.13 X 10^ cm«s ^
43.07 meV 
300 K 
1.8 eV 
1.5
L(lll)
4
0.4
0.40
0.54
7.7
1 X 10'
1 X 10"
1 X  10'
337
337
337
X(IOO)
3
0.4
0.50
0.78
7.7
1 X  10'
1 X  10
1 X 10
337
337
337
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Table 2. Parameters for simulations of MQW s
[Shichijo, Ph.D Thesis, 1980]
Mass density (p)
Optical dielectric constant 
Static dielectric constant (e )o
Longitudinal sound velocity (s) 
Polar optical phonon energy (bw^ ) 
Lattice temperature
Threshold energy
Softness parameter (P)
Valley degeneracy (Z)
*Effective mass (m /m )o
Non-parabolicity (y) (eV ") 
Acoustic deformation 
potential (H) (eV*cm 
Intervalley deformation 
potential (D) (eV*cm
- 3
-1.
r
L
X
Intervalley phonon 
temperature (T) (K)
r
L
X
F(OOO)
1
0.063
0
7.0
1 X 10"
1 X  10'
0
337
337
5.36 g •cm 
10.92 
12.90
5.24 X 10^ cm-s ^
35.36 meV 
300 K
2.0 eV (well)
2.8 eV (barrier)
00 (hard threshold) 
L(lll) X(IOO)
4
0.222
0
9.2
1 X  10'
1 X 10'
1 X 10"
337
337
337
3
0.580
0
9.7
1 X  10'
1 X 10
1 X 10
337
337
337
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Table 3. Parameters for simulations of 
GaAs/Alo. 45Gao. 5 5 As 
[Shichijo, Ph.D Thesis, 1980]
Mass density ip)
Optical dielectric constant (s^ )
Static dielectric constant (c )O
Longitudinal sound velocity (s)
Polar optical phonon energy (hw ) 
Lattice temperature
Threshold energy
- 3
Softness parameter (P)
5.36 g •cm 
10.92 
12.90
5.24 X 10^ cm'S ^
35.36 ev 
300 K
2.0 eV (well)
2.8 eV (barrier)
00 (hard threshold)
T(OOO) L(lll) X(IOO)
Valley degeneracy (Z) 1 4 13 j
Effective mass (m /m )O 0.063 0.222 0.580 j
Non-parabolicity (y) (eV )^ 0.610 0.461 i0.204 1
Acoustic deformation 1
potential (S) (eV'cm )^ 7.0 9.2 9.7
Intervalley deformation 1
potential (D) (eV-cm )^
r 0 1 X 10® 1 X 10®
L 1 X 10^ 1 X 10® 5 X 10®
X 1 X 10^ 5 X 10® 7 X  10®
Intervalley phonon
temperature (T) (K)
r 0 323 347
L 323 337 340
X 347 340 347
202 -
Valley separation (A) (eV) [Adachi, 1985]
GaAs (well) —  0.28 0.48
Al Ga As —  0.01 0.010.45 0.55
F—r discontinuity = 0.38 eV. [Wolford, 1986]
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Table 4. Parameters for simulations of Si.
[Canali et al., 1975]
Mass density (p) 2.329 g*cm ®
Static dielectric constant (e^ ) 11,7
S -1Longitudinal sound velocity (s) 9.04 x 10 cm-s
Lattice temperature 300 K
Threshold energy A; 1.18 eV
L: 3.39 eV
Softness parameter (P) 0.007
L<111> x<100>
Valley degeneracy (Z) 4 6
Effective masses (m /m^) : m„ 0.59 0.916
m^ 0.12 0.191
- 1 .Non-parabolicity (y) (eV ) 0.00 0.00
Valley separation (A) (eV) 0.54 0.78
Acoustic deformation 
potential (H) (eV-cm 9.0 9.0
Intervalley deformation potential* (D) (eV’Cm and 
phonon temperatures^ (T) (K) :
X - X^ 8.0 X 10^ (140 K) 8.0 X 10^ (210 K) 3.0 x 10® (700 K)
X - X^ 1.5 X  10^ (210 K) 3.4 x 10® (500 K) 4.0 x 10® (630 K)
X - L 4.0 X 10® (197 K) 4.0 X  10® (480 K) 4.0 x 10® (634 K)
4.0 X 10® (672 K) 
a [Sano et ai., 1990] for L valleys 
b [Tang & Hess, 1983] for L valleys 
f,g "f-type" and "g-type" scattering
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