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Abstract
Berg, Metlitski and Sachdev, Science 338, 1606 (2012), have shown that the exchange of hidden
spin fluctuations by conduction electrons with two orbitals can result in high-temperature super-
conductivity in copper-oxide materials. We introduce a similar model for high-temperature iron-
selenide superconductors that are electron doped. Conduction electrons carry the minimal 3dxz and
3dyz iron-atom orbitals. Low-energy hidden spin fluctuations at the checkerboard wavevector QAF
result from nested Fermi surfaces at the center and at the corner of the unfolded (one-iron) Brillouin
zone. Magnetic frustration from super-exchange interactions via the selenium atoms stabilize hid-
den spin fluctuations at QAF versus true spin fluctuations. At half filling, Eliashberg theory based
on the exchange of hidden spin fluctuations reveals a Lifshitz transition to electron/hole Fermi
surface pockets at the corner of the folded (two-iron) Brillouin zone, but with vanishing spectral
weights. The underlying hidden spin-density wave groundstate is therefore a Mott insulator. Upon
electron doping, Eliashberg theory finds that the spectral weights of the hole Fermi surface pockets
remain vanishingly small, while the spectral weights of the larger electron Fermi surface pockets
become appreciable. This prediction is therefore consistent with the observation of electron Fermi
surface pockets alone in electron-doped iron selenide by angle-resolved photoemission spectroscopy
(ARPES). Eliashberg theory also finds an instability to S+− superconductivity at electron doping,
with isotropic Cooper pairs that alternate in sign between the visible electron Fermi surface pockets
and the faint hole Fermi surface pockets. Comparison with the isotropic energy gaps observed in
electron-doped iron selenide by ARPES and by scanning tunneling microscopy (STM) is made.
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I. INTRODUCTION
Electron-doped iron selenides represent a class of materials that are among the most
interesting in condensed matter physics[1–4]. By contrast with bulk FeSe, which is a low-
temperature superconductor, a monolayer of FeSe on a doped strontium-titanate substrate
becomes a high-temperature superconductor[5], with a critical temperature in the range
40-50 K[6, 7], and possibly higher[8]. Angle-resolved photoemission spectroscopy (ARPES)
reveals that the substrate injects electrons into the FeSe monolayer that bury the hole bands
at the center of the Brillouin zone below the Fermi level[9]. ARPES also reveals an energy gap
at the remaining electron-type Fermi surface pockets at the corner of the folded (two-iron)
Brillouin zone[10, 11]. It agrees with the energy gap found by scanning tunneling microscopy
(STM)[5, 12]. On the other hand, transport studies find perfect conductivity below the
critical temperature where the gap opens in ARPES and in STM[6]. These probes provide
compelling evidence for a superconducting state at high temperature. Electron doping of
FeSe layers can also be achieved by other means, such as by alkali-atom intercalation[1–4],
by organic-molecule intercalation[13–15], by dosing with alkali atoms[16, 17], and by the
application of a gate voltage[18, 19]. Again, the result is the same Lifshitz transition of the
Fermi surface topology, where the hole bands are buried below the Fermi level, accompanied
by high-temperature superconductivity.
The coincidence of high-temperature superconductivity with the absence of Fermi surface
nesting in electron-doped FeSe is puzzling. By contrast, only iron-pnictide materials that
exhibit partial nesting of the Fermi surfaces show high-temperature superconductivity. For
example, the end-member compound KFe2As2 of the series of iron-pnictide compounds[20]
(Ba1−xKx)Fe2As2 shows only hole-type Fermi surface pockets at the center of the Brillouin
zone[21]. It, however, is a low-temperature superconductor with Tc ∼= 3 K. Early theoretical
responses to the puzzle posed by electron-doped iron selenide proposed a nodeless D-wave
superconducing state[22, 23], with a full gap over each electron pocket that alternates in
sign between them. It was argued, however, that a true node appears after zone-folding
the one-iron Brillouin zone because of hybridization due to the two inequivalent iron sites
in FeSe[24]. This line of thought led to another proposed gap symmetry for electron-doped
iron selenide called the anti-bonding S+− state. It is an S-wave state on the inner and
on the outer electron Fermi surfaces at the corner of the folded (two-iron) Brillouin zone
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that alternates in sign between them[25]. ARPES finds no sign of gap nodes and no sign
of hybridization on the electron Fermi surface pockets[10], however. Further, STM and the
dependence of the specific heat and of nuclear magnetic resonance (NMR) on temperature
are consistent with a gap over the entire Fermi surtface[3–5]. These measurements would
then rule out the nodeless D-wave state and the anti-bonding S+− state in electron-doped
FeSe.
Below, we will show that a spin-fermion model over the square lattice that is very similar
to that introduced by Berg, Metlitski and Sachdev in the context of copper-oxide high-
temperature superconductors[26] harbors an alternative solution to the puzzling isotropic
gap shown by electron-doped iron selenide. The non-interacting electrons are in the princi-
pal 3dxz and 3dyz iron orbitals, and they form a semi-metallic Fermi surface that is nested
by the checkerboard wavevector QAF = (π/a, π/a). The latter can result in hidden mag-
netic order nearby in the phase diagram when magnetic frustration is present[27]. Such
hidden antiferromagnetism is characteristized by the most symmetric of three possible order
parameters for a hidden spin density wave (hSDW):
1
2N
∑
i
eiQAF·ri
∑
s=↑,↓
(sgn s)i〈c†i,dxz,sci,dyz,s − c†i,dyz,sci,dxz ,s〉,
where N is the number of site-orbitals. Based on the interaction of such fermions with the
corresponding hidden spin fluctuations, an Eliashberg theory for S-wave pairing over the two
bands of electrons is developed. Hopping matrix elements are chosen so that perfect nesting
exists at half filling[27]. As the interaction grows strong, we find (i) a Lifshitz transition
to electron-type and hole-type Fermi surface pockets at the corner of the folded (two-iron)
Brillouin zone. The new Fermi surfaces remain perfectly nested by QAF, but their spectral
weights are vanishingly small due to strong wavefunction renormalization. Upon electron
doping, the hole Fermi surfaces remain faint, while the electron Fermi surfaces become
visible because of only moderate wavefunction renormalization. This prediction agrees with
previous calculations based on a related local-moment model[28]. The Eliashberg theory also
reveals (ii) an instability at the renormalized Fermi surface to S+− pairing that alternates in
sign between the visible electron-type Fermi surfaces and the faint hole-type Fermi surfaces.
We shall now provide details of how such hidden S+− superconductivity emerges from the
two-band Eliashberg theory.
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II. BARE NESTED FERMI SURFACES AND HIDDEN SPIN FLUCTUATIONS
It will be shown under what conditions do two-orbital hopping Hamiltonians for iron
selenide show perfect nesting of the Fermi surfaces[27]. The space of hSWD states generated
by rotations of the two isospin degrees of freedom, orbitals d+ and d−, will also be discussed.
A. Electron Hopping
The electronic kinetic energy is governed by the hopping Hamiltonian
Hhop = −
∑
〈i,j〉
(tα,β1 c
†
i,α,scj,β,s + h.c.)−
∑
〈〈i,j〉〉
(tα,β2 c
†
i,α,scj,β,s + h.c.), (1)
where the repeated indices α and β are summed over the iron 3d orbitals, where the repeated
index s is summed over electron spin, and where 〈i, j〉 and 〈〈i, j〉〉 represent nearest neighbor
(1) and next-nearest neighbor (2) links on the square lattice of iron atoms. Above, ci,α,s and
c†i,α,s denote annihilation and creation operators for an electron of spin s in orbital α at site
i. We keep only the 3dxz and 3dyz orbitals of the iron atoms, which are the principal ones in
iron selenide. In particular, let us work in the isotropic basis of orbitals d− = (dxz−idyz)/
√
2
and d+ = (dxz+idyz)/
√
2. The reflection symmetries shown by a single layer of iron selenide
imply that the above intra-orbital and inter-orbital hopping matrix elements show s-wave
and d-wave symmetry, respectively[29–31]. In particular, nearest neighbor hopping matrix
elements satisfy
t±±1 (xˆ) = t
‖
1 = t
±±
1 (yˆ)
t±∓1 (xˆ) = t
⊥
1 = −t±∓1 (yˆ), (2)
where t
‖
1 and t
⊥
1 are real, while next-nearest neighbor hopping matrix elements satisfy
t±±2 (xˆ+ yˆ) = t
‖
2 = t
±±
2 (yˆ − xˆ)
t±∓2 (xˆ+ yˆ) = ±t⊥2 = −t±∓2 (yˆ − xˆ), (3)
where t
‖
2 is real, and where t
⊥
2 is pure imaginary.
The above hopping Hamiltonian Hhop then has intra-orbital and inter-orbital matrix
elements
ε‖(k) =− 2t‖1(cos kxa + cos kya)− 2t‖2(cos k+a + cos k−a) (4a)
ε⊥(k) =− 2t⊥1 (cos kxa− cos kya)− 2t⊥2 (cos k+a− cos k−a) (4b)
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FIG. 1: Band structure with perfectly nested Fermi surfaces at half filling: ε+(k) = 0 and ε−(k) =
0, with hopping matrix elements t
‖
1 = 100 meV, t
⊥
1 = 500 meV, t
‖
2 = 0, and t
⊥
2 = 100 i meV.
with k± = kx± ky. It is easily diagonalized by plane waves of dx(δ)z and idy(δ)z orbitals that
are rotated with respect to the principal axes by an angle δ(k):
|k, dx(δ)z〉〉 = N−1/2
∑
i
eik·ri[eiδ(k)|i, d+〉+ e−iδ(k)|i, d−〉],
i|k, dy(δ)z〉〉 = N−1/2
∑
i
eik·ri[eiδ(k)|i, d+〉 − e−iδ(k)|i, d−〉], (5)
where N = 2NFe is the number of iron site-orbitals. The phase shift δ(k) is set by ε⊥(k) =
|ε⊥(k)|ei2δ(k). Specifically,
cos 2δ(k) =
−t⊥1 (cos kxa− cos kya)√
t⊥21 (cos kxa− cos kya)2 + |2t⊥2 |2(sin kxa)2(sin kya)2
, (6a)
sin 2δ(k) =
2(t⊥2 /i)(sin kxa)(sin kya)√
t⊥21 (cos kxa− cos kya)2 + |2t⊥2 |2(sin kxa)2(sin kya)2
. (6b)
The phase shift is notably singular at k = 0 and QAF = (π/a, π/a), where the matrix
element ε⊥(k) vanishes. The energy eigenvalues of the bonding (+) and anti-bonding (−)
5
 0
 0.5
 1
 1.5
 2
-1 -0.5  0  0.5  1  1.5  2  2.5
a
2  
D
+
 
(1/
eV
)
ε (eV)
Density of States: ε+(kx,ky)
FIG. 2: Density of states of the bonding band evaluated numerically at hopping parameters that
are listed in the caption to Fig. 1: a2D+(ε) = N
−1
Fe
∑
k δ[ε − ε+(k)]. The unfolded (one-iron)
Brillouin zone is divided into a 10, 000 × 10, 000 grid, while the δ-function is approximated by
(4kBT0)
−1sech2(ε/2kBT0). Here, kBT0 is 3 parts in 10, 000 of the bandwidth.
plane waves (5) are respectively given by ε+(k) = ε‖(k)+|ε⊥(k)| and ε−(k) = ε‖(k)−|ε⊥(k)|.
Henceforth, we shall turn off next-nearest neighbor intra-orbital hopping: t
‖
2 = 0. Notice
that the above energy bands now satisfy the perfect nesting condition
ε±(k +QAF) = −ε∓(k), (7)
where QAF = (π/a, π/a) is the checkerboard wavevector on the square lattice of iron atoms.
The Fermi level at half filling therefore lies at ǫF = 0. Figure 1 shows such perfectly nested
electron-type and hole-type Fermi surfaces for hopping parameters t
‖
1 = 100 meV, t
⊥
1 = 500
meV, t
‖
2 = 0 and t
⊥
2 = 100 i meV. Figure 2 shows the density of states of the bonding (+)
band.
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B. Hidden Magnetic Order
The true electronic spin at a site i is measured by the operator Si =
(h¯/2)
∑
s,s′
∑
α c
†
i,α,sσs,s′ci,α,s′, where σ are the Pauli matrices. Hidden spin excitations must
then be orthogonal to true spin excitations. In the present case, we keep only the principal
d− and d+ orbitals, α. Hidden spin excitations then corresponds to “pion” excitations of
the latter isospin degrees of freedom. Table I lists these spin excitations explicitly, which
have isospin I equal to unity. Notice that hidden spin excitations generated by the (π0) op-
erator Si(π) = (h¯/2)
∑
s,s′(c
†
i,d−,sσs,s′ci,d−,s′−c†i,d+,sσs,s′ci,d+,s′) are the most symmetric ones,
showing isotropy about the orbital z axis. This becomes explicit after writing Si(π) in terms
of dxz and dyz orbitals, which appears in the row corresponding to the isospin quantization
axis I3 in Table II.
The perfect nesting of the electron-type and hole-type Fermi surfaces that exists at half
filling and t
‖
2 = 0, and that is displayed by Fig. 1, implies an instability to a spin-density
wave at the wavevector corresponding to Ne´el antiferromagnetic order, QAF = (π/a, π/a).
An extended Hubbard model that adds on-site Coulomb repulsion to the electron hopping
Hamiltonian (1), and that also includes magnetic frustration due to super-exchange via the
selenium atoms, was recently introduced by the author and Melendrez [27]. (See Appendix
A.) The Heisenberg exchange interactions that express the latter notably show SU(2) rota-
tion symmetry among the isospins d+ and d−. A standard mean-field analysis finds hidden
spin-density wave (hSDW) order at wavevector QAF, with opposing magnetic moments per
d+ and d− orbital that also alternate in sign in a checkerboard fashion over the square
lattice of iron atoms. The hSDW is stable at moderate to strong magnetic frustration, in
which case the conventional spin-density wave (SDW) at wavevector QAF, with magnetic
moments that are aligned per d+ and d− orbitals, is suppressed. Two other types of hidden
magnetic moments are listed in the last two rows of Table I. The first two rows of Table
II, I1 and I2, make up the same subspace of hidden magnetic moments, but in terms of dxz
and dyz orbitals instead. Such hidden magnetic moments have non-zero isospin quantum
number I3. The corresponding hSDW states should therefore lie at higher energy compared
to the former hSDW state made up of hidden magnetic moments that show isotropy about
the orbital z axis (I3 = 0) [27].
The long-range hidden Ne´el order shown by the hSDW state implies low-energy spinwave
7
spin operator meson analog I I3 type of spin
c†i,d+σ ci,d+ + c
†
i,d−σ ci,d− ω 0 0 true
c†i,d+σ ci,d+ − c†i,d−σ ci,d− π0 1 0 hidden
c†i,d+σ ci,d− π
+ 1 +1 hidden
c†i,d−σ ci,d+ π
− 1 −1 hidden
TABLE I: List of spin-excitation operators according to isospin. Above, σ denotes the Pauli
matrices for spin, and I and I3 denote the isospin quantum numbers. Summation over spin indices
is implicit. Meson analogs are obtained by identifying the d+ orbital with the u quark and the d−
orbital with the d quark.
excitations that collapse to zero energy at the ordering wavevector QAF. These hidden
spinwaves emerge from the dynamics between the bulk spin, S =
∑
i(Si,d− + Si,d+), and
the hidden ordered magnetic moment[27], m(π) = N−1Fe
∑
i e
iQAF·ri(Si,d− − Si,d+). It is
yet another example of antiferromagnetic dynamics first discovered by Anderson [32–34].
The previous conjugate dynamical variables satisfy the commutation relations [Si, mj(π)] =
ih¯ǫi,j,kmk. At the long-wavelength limit, they lead to dynamics governed by the non-linear
σ-model, which is a functional of the unit vector field n =m(π)/|m(π)|. Its Lagrangian is
given by L =
∫
d2r 1
2
(χ⊥|n˙|2 − ρs|∇n|2), where χ⊥ is the spin susceptibility of the hSDW
for external magnetic field applied perpendicular to the hidden ordered magnetic moment,
m(π), and where ρs is the spin rigidity of the hSDW.
Now assume that the hSDW spontaneously breaks symmetry along the z axis.
The dynamical propagator for hidden spinwaves can then be defined as iD(q, ω) =
〈 1√
2
m+(π) 1√
2
m−(π)〉|q,ω, where m±(π) = mx(π)± imy(π). It can be read off directly from
the Langrangian of the non-linear σ-model, yielding the universal form
D(q, ω) =
(2s1)
2
χ⊥
[ω2 − ω2b (q)]−1 (8)
at long wavelength and low frequency[33, 34]. Here, 2s1h¯ is the magnitude of the hidden
ordered magnetic moment, m(π), at an iron site. Above, the poles in frequency disperse as
ωb(q¯) = (c
2
b |q|2 +∆2b)1/2, (9)
where q¯ = q + QAF. The velocity of the hidden spinwaves is given by cb = (ρs/χ⊥)1/2,
while the spin gap ∆b is null when the hSDW state shows long-range order. It can be
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hidden spin operator isospin quantization axis reference
c†i,dxzσ ci,dxz − c
†
i,dyz
σ ci,dyz I1 none
c†i,dxzσ ci,dyz + c
†
i,dyz
σ ci,dxz I2 Berg, Metlitski and Sachdev (2012)
i(c†i,dxzσ ci,dyz − c
†
i,dyz
σ ci,dxz) I3 Rodriguez (2017)
TABLE II: List of hidden spin-excitation operators by isospin quantization axis. Summation over
spin indices is implicit. Examples of where such hidden spin excitations appear in the literature
are also listed under “references”. Note: the spin operator in the second row (I2) is diagonal
in the orbital basis rotated by 45 degrees about the z axis; c†i,dx′zσ ci,dx′z − c
†
i,dy′z
σ ci,dy′z , where
x′ = (x+ y)/
√
2 and y′ = (−x+ y)/√2.
demonstrated that the spin s1 is equal to the spin per orbital in the local-moment limit
described by the two-orbital Heisenberg model[35] (see Appendix A), while that it is equal
to the sub-lattice magnetization per orbital in the hSDW state of the two-orbital extended
Hubbard model[27] within the random phase approximation (RPA)[36].
III. ELIASHBERG THEORY
After adding on-iron-site Coulomb repulsion and magnetic frustration from super-
exchange via the selenium atoms to the electron hopping Hamiltonian (1), the author and
Melendrez recently showed that the hSDW state, with opposing Ne´el antiferromagnet order
over the square lattice of iron atoms per d± orbital, is stable within the mean-field approx-
imation at perfect nesting[27]. (See Fig. 1.) And after developing an Eliashberg theory in
the particle-hole channel, these authors then showed that coupling to hidden spin fluctu-
ations, (8) and (9), shifts the two electronic bands in an equal and opposite way, leading
to electron/hole Fermi surface pockets at the corner of the folded (two-iron) Brillouin zone.
They also notably found that the wavefunction renormalization, 1/Z , tends to zero at the
new Fermi surface pockets.
Berg, Metlitski and Sachdev have performed determinental quantum Monte Carlo
(DQMC) simulations on a similar model[26] that includes weak nesting of Fermi surfaces
by the Ne´el wavevector QAF and coupling to hidden spin fluctuations with isospin quantum
numbers I3 = ±1. (See Tables I and II.) They find a quantum-critical phase transition
at low temperature between a hSDW and an S-wave superconductor with Cooper pairs on
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nominal x versus y orbitals that alternate in sign between them. Below, we will show that
a similar quantum-critical phase transition exists upon electron doping of the hSDW state
considered here, with isospin quantum number I3 = 0. In particular, an Eliashberg theory
in the particle-particle channel[37–40] will be revealed for electron-doped states that exhibit
only short-range hSDW order.
A. Hidden Spin Fluctuations and Interaction with Electrons
In the hidden Ne´el state considered here, with spontaneous symmetry breaking along the
z axis, the propagator for spinwaves is given by〈
1√
2
m+(π)
1√
2
m−(π)
〉∣∣∣∣
q,ω
= iD(q, ω), (10)
with its form set by (8) and (9). We shall henceforth assume that the spin gap ∆b grows in a
continuous fashion from zero upon crossing the quantum critical point. Electron doping from
half filling shall be one of the principal tuning parameters for the quantum-critical phase
transition. (Cf. Fig. 5.) Spin isotropy is recovered upon crossing the quantum critical point,
however. It dictates the form〈
1√
2
m(z)(π)
1√
2
m(z)(π)
〉∣∣∣∣
q,ω
=
1
2
iD(q, ω), (11)
for the nature of hidden spin fluctuations along the z axis at ∆b > 0.
As was mentioned earlier, an extended Hubbard model over the square lattice of iron
atoms in FeSe that shows perfect nesting of the Fermi surfaces (Fig. 1) harbors a hSDW
state when magnetic frustration is present[27]. A mean field theory approximation of the
extended Hubbard model implies an isotropic interaction between spin fluctuations and
electrons of the form He−hsw = −
∑
i
∑
α U(π)mi,α · 2Si,α, where
U(π) = U0 +
1
2
J0. (12)
Here, U0 is the on-site repulsive energy cost for the formation of a spin singlet on the d+
orbital or on the d− orbital, while J0 is the (ferromagnetic) Hund’s Rule spin-exchange cou-
pling constant between these two orbitals. (See Appendix A.) The transverse contributions
yield the interaction H
(xy)
e−hsw = −
∑
i
∑
α U(π)(m
+
i,αS
−
i,α + m
−
i,αS
+
i,α), while the longitudinal
10
contributions yield the interaction H
(z)
e−hsw = −
∑
i
∑
α U(π)m
(z)
i,α2S
(z)
i,α . In the basis of elec-
tron energy bands, they yield the following contribution to the Hamiltonian due to the
interaction of electrons with hidden spin fluctuations:
H
(xy)
e−hsw = −
1√
2
U(π)
aN 1/2
∑
k
∑
k′
∑
n
[m+(π, q)c†↓(n¯, k¯
′)c↑(n,k)Mn,k;n¯,k¯′ + h.c.] (13)
and
H
(z)
e−hsw = −
1√
2
U(π)
aN 1/2
∑
k
∑
k′
∑
n
∑
s
m(z)(π, q)c†s(n¯, k¯
′)cs(n,k)Mn,k;n¯,k¯′ (sgn s), (14)
where q = k−k¯′ is the momentum transfer, with k¯′ = k′+QAF. Above, c†s(n,k) and cs(n,k)
are electron creation and destruction operators for plane-wave states (5). The band indices
n = 1 and n = 2 correspond, respectively, to anti-bonding (−) planewaves in the dy(δ)z
orbital and to bonding (+) planewaves in the dx(δ)z orbital. Also, n¯ denotes the opposite
band. The orbital matrix element that appears in (13) and in (14) is given by[27]
Mn,k;n¯,k¯′ = ± sin[δ(k) + δ(k′)]. (15)
(See Appendix B.) Above, intra-band transitions are neglected because they do not show
nesting.
We shall now apply the Nambu-Gorkov formalism for paired states[39–42]. It then be-
comes useful to write the above electron-hidden-spinwave interactions in terms of spinors:
H
(xy)
e−hsw = ∓
1√
2
U(π)
aN 1/2
∑
k
∑
k′
[m+(π, q)C†1(k¯
′)τ3C¯2(k) sin[δ(k) + δ(k′)] + h.c.],
(16)
and
H
(z)
e−hsw = ∓
1√
2
U(π)
aN 1/2
∑
k
∑
k′
∑
n
m(z)(π, q)C†n¯(k¯
′)τ0Cn(k) sin[δ(k) + δ(k′)],
(17)
with
Cn(k) =

 c↑(n,k)
c†↓(n,−k)

 (18)
and
C¯n(k) =

 c↓(n,k)
c†↑(n,−k)

 . (19)
Above, τ3 is the Pauli matrix along the z axis, and τ0 is the 2× 2 identity matrix. Also, the
explicit matrix element (15) Mn,k;n¯,k¯′ has been substituted in. (See Appendix B.)
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B. Electron Propagators and Eliashberg Equations
Let Cn(k, t) and C¯n(k, t) denote the time evolution of the Nambu-Gorkov spinors,
Cn(k) and C¯n(k), and let C
†
n(k, t) and C¯
†
n(k, t) denote the time evolution of their
conjugates, C†n(k) and C¯
†
n(k). The Nambu-Gorkov electron propagators are then
the Fourier transforms iGn(k, ω) =
∫
dt1,2e
iωt1,2〈T [Cn(k, t1)C†n(k, t2)]〉 and iG¯n(k, ω) =∫
dt1,2e
iωt1,2〈T [C¯n(k, t1)C¯†n(k, t2)]〉, where t1,2 = t1 − t2, and where T is the time-ordering
operator. They are 2× 2 matrices. In the absence of interactions, their matrix inverses are
then uniquely given by
G−10n (k, ω) = ω τ0 − [εn(k)− µ0] τ3. (20)
Following the standard prescription[39, 40], let us next assume that the matrix inverse of
the Nambu-Gorkov Greens function takes the form
G−1n (k, ω) = Zn(k, ω)ω τ0 − [εn(k)− µn] τ3 − Zn(k, ω)∆n(k) τ1. (21)
Here, Zn(k, ω) is the wavefunction renormalization, ∆n(k) is the quasi-particle gap, and µn
is the renormalized chemical potential. Matrix inversion of (21) yields the Nambu-Gorkov
Greens function[39–42] G =
∑3
µ=0G
(µ)τµ, with components
G(0)n =
1
2Zn
(
1
ω − En +
1
ω + En
)
,
G(1)n =
1
2Zn
(
1
ω − En −
1
ω + En
)
∆n
En
,
G(3)n =
1
2Zn
(
1
ω − En −
1
ω + En
)
(εn − µn)
ZnEn
, (22)
and G
(2)
n = 0. Above, the excitation energy is
En(k, ω) =
√√√√[εn(k)− µn
Zn(k, ω)
]2
+∆2n(k). (23)
Last, because the spinors (18) and (19) are related by spin flip, and because we assume spin
singlet Cooper pairs, then G¯ is obtained from G by the replacement ∆n → −∆n. This yields
G¯
(0)
n = G
(0)
n , G¯
(1)
n = −G(1)n , G¯(2)n = −G(2)n , and G¯(3)n = G(3)n .
To obtain the Eliashberg equations, recall first the definition of the self-energy correction
per band: G−1n = G
−1
0 −Σn. Comparison of the inverse Greens functions (20) and (21) then
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yields the following expression for it[39, 40]:
Σn(k, ω) = [1− Zn(k, ω)]ω τ0 − (µn − µ0) τ3 + Zn(k, ω)∆n(k) τ1. (24)
Next, we neglect vertex corrections from the electron-hidden-spinwave interaction, (16) and
(17). This approximation will be justified a posteriori in the next section. The self-energy
correction is then given by the self-consistent approximation:
Σn(k, iωm) = −kBT
∫
d2k′
(2π)2
∑
iωm′
U2(π)
2
sin2[δ(k) + δ(k′)]D(q, iωl) ·
·[τ3G¯n¯(k¯′, iωm′)τ3 + 1
2
Gn¯(k¯
′, iωm′)], (25)
with iωl = iωm− iωm′ , and with q = k− k¯′. Here, we have Wick rotated to pure imaginary
Matsubara frequencies at non-zero temperature T . Observe, finally, that τ3τµτ3 = sgnµτµ,
where sgn0 = +1 = sgn3, and where sgn1 = −1 = sgn2. Identifying expressions (24) and (25)
for the self-energy corrections then yields the following self-consistent Eliashberg equations
at non-zero temperature:
−[Zn(k, iωm)− 1]iωm = −kBT
∫
d2k′
(2pi)2
∑
iωm′
U2(π)
2
sin2[δ(k) + δ(k′)]D(q, iωl) ·
·[G¯(0)n¯ (k¯′, iωm′) +
1
2
G
(0)
n¯ (k¯
′, iωm′)],
µ0 − µn = −kBT
∫
d2k′
(2pi)2
∑
iωm′
U2(π)
2
sin2[δ(k) + δ(k′)]D(q, iωl) ·
·[G¯(3)n¯ (k¯′, iωm′) +
1
2
G
(3)
n¯ (k¯
′, iωm′)],
Zn(k, iωm)∆n(k, iωm) = +kBT
∫
d2k′
(2pi)2
∑
iωm′
U2(π)
2
sin2[δ(k) + δ(k′)]D(q, iωl) ·
·[G¯(1)n¯ (k¯′, iωm′)−
1
2
G
(1)
n¯ (k¯
′, iωm′)].
(26)
The Greens functions above are listed in (22) and below (23).
Last, the above Eliashberg equations can be expressed at real frequency. In particular,
it becomes useful to write the propagator for hidden spinwaves (8) as
D(q, iωl) =
(2s1)
2
χ⊥
1
2ωb(q)
[
1
iωl − ωb(q) −
1
iωl + ωb(q)
]
. (27)
A series of decompositions into partial fractions followed by summations of Matsubara fre-
quencies yields Eliashberg equations in terms of Fermi-Dirac and Bose-Einstein distribution
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functions at real frequency. They are listed in Appendix C. At zero temperature, these
reduce to
[Zn(k, ω)− 1]ω = 3
2
∫
d2k′
(2π)2
U2(π)
s21
χ⊥
sin2[δ(k) + δ(k′)]
Zn¯(k¯′, ω′)
·
· 1
2ωb(q)
[
1
ωb(q) + En¯(k¯′)− ω
− 1
ωb(q) + En¯(k¯′) + ω
]
,
µ0 − µn = −3
2
∫
d2k′
(2π)2
U2(π)
s21
χ⊥
sin2[δ(k) + δ(k′)]
Zn¯(k¯′, ω′)
εn¯(k¯
′)− µn¯
Zn¯(k¯′, ω′)En¯(k¯′)
·
· 1
2ωb(q)
[
1
ωb(q) + En¯(k¯′)− ω
+
1
ωb(q) + En¯(k¯′) + ω
]
,
Zn(k, ω)∆n(k, ω) = −3
2
∫
d2k′
(2π)2
U2(π)
s21
χ⊥
sin2[δ(k) + δ(k′)]
Zn¯(k¯′, ω′)
∆n¯(k¯
′, ω′)
En¯(k¯′)
·
· 1
2ωb(q)
[
1
ωb(q) + En¯(k¯′)− ω
+
1
ωb(q) + En¯(k¯′) + ω
]
.
(28)
Above[40], ω′ = En¯(k¯′). In the previous, we have shifted the momentum integrals by QAF
for convenience in order to exploit perfect nesting (7). We shall now find solutions to the
Eliashberg equations.
IV. LIFSHITZ TRANSITION AND PAIRING INSTABILITY AT THE FERMI
SURFACE
Henceforth, assume isotropic (S-wave) Cooper pairs. Following the standard
procedure[39, 40], let us multiply both sides of the Eliashberg equations (28) by δ[εn(k) −
µn]/Dn(µn) and integrate in momentum over the first Brillouin zone. The Eliashberg equa-
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tions (28) thereby reduce to
(Zn − 1)ω =
∫ +Wtop(n¯)
−Wbottom(n¯)
dε′Z−1n¯
∫ ∞
0
dΩU2F
(n,n¯)
0 (Ω;µn, µn¯)·
· 1
2
[
1
Ω + E ′¯n − ω
− 1
Ω + E ′¯n + ω
]
, (29a)
µ0 − µn = −
∫ +Wtop(n¯)
−Wbottom(n¯)
dε′Z−1n¯
∫ ∞
0
dΩU2F
(n,n¯)
0 (Ω;µn, µn¯)
ε′ − µn¯
Zn¯E ′¯n
·
· 1
2
[
1
Ω + E ′¯n − ω
+
1
Ω + E ′¯n + ω
]
, (29b)
Zn∆n = −
∫ +Wtop(n¯)
−Wbottom(n¯)
dε′Z−1n¯
∫ ∞
0
dΩU2F
(n,n¯)
0 (Ω;µn, µn¯)
∆′n¯
E ′¯n
·
· 1
2
[
1
Ω + E ′¯n − ω
+
1
Ω + E ′¯n + ω
]
, (29c)
where
U2F
(n,n¯)
0 (Ω; ε, ε
′) =
1
Dn(ε)
3
2
∫
d2k
(2π)2
∫
d2k′
(2π)2
U2(π)
s21
χ⊥
sin2[δ(k) + δ(k′)]
ωb(q)
·
·δ[εn(k)− ε]δ[εn¯(k¯′)− ε′]δ[ωb(q)− Ω],
(30)
and where
E ′n¯ = ([(ε
′ − µn¯)/Zn¯]2 +∆′2n¯ )1/2.
Here, the wavefunction renormalization and the gap are averaged over the new Fermi
surface: Zn(k, ω) → [Dn(µn)]−1(2π)−2
∫
BZ
d2k Zn(k, ω)δ[εn(k) − µn], and ∆n(k, ω) →
[Dn(µn)]
−1(2π)−2
∫
BZ
d2k∆n(k, ω)δ[εn(k) − µn]. The neglect of angular dependence is ex-
act for circular Fermi surface pockets at (π/a, 0) and at (0, π/a). This occurs for µ2 near
the upper band edge of ε+(k) and for µ1 near the lower band edge of ε−(k), in the ab-
sence of nearest-neighbor intra-orbital hopping, t
‖
1 → 0. Above, we have also approximated
the function U2F
(n,n¯)
0 (Ω;µn, ε
′) of ε′ by its value at the renormalized chemical potential,
U2F
(n,n¯)
0 (Ω;µn, µn¯).
A. Half Filling
One of the central aims of this paper is to reveal a Lifshitz transition from the Fermi
surfaces depicted by Fig. 1 to electron/hole pockets at the corner of the folded (two-iron)
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Brillouin zone. Let us start at half filling: µ0 = 0. The Fermi surfaces are then set by
ε−(k) = −ν and ε+(k) = +ν, where µ1 = −ν and µ2 = +ν are the renormalized chemical
potentials of the anti-bonding (−) band and of the bonding (+) band, respectively. Because
of perfect nesting (7), we have ε±(k¯) − µ± = µ∓ − ε∓(k). The Eliashberg equations (28)
are then symmetric with respect to the permutation of the band indices. We thereby have
Z1 = Z2 and ∆1 = −∆2. These unknowns, in addition to ν, are to be determined by the
Eliashberg equations (29a)-(29c).
The effective spectral weight of the hidden spinwaves, U2F
(2,1)
0 (Ω;µ2, µ1), can be evaluated
by choosing coordinates for the momentum of the electron, (k‖, k⊥), that are respectively
parallel and perpendicular to the Fermi surface of the bonding band (FS+): ν = ε+(k). And
because of perfect nesting (7), it coincides with the Fermi surface of the anti-bonding (−)
band after the momentum is shifted by QAF: k
′ → k¯′. (See Figs. 1 and 3.) This yields the
intermediate result
U2F
(2,1)
0 (Ω;µ2, µ1) =
1
D+(ν)
3
2
∮
FS+
dk‖
(2π)2
∮
FS+
dk′‖
(2π)2
U2(π)
s21
χ⊥
1
Ω
·
·sin
2[δ(k) + δ(k′)]
|v+(k)||v+(k′)| δ[ωb(q)− Ω], (31)
where v+ = ∂ε+/∂k is the group velocity. Yet the dispersion of the spectrum of hidden
spinwaves follows ωb(q¯) =
√
c2b |q|2 +∆2b at the long-wavelength limit. Making the approx-
imation |q| ∼= |k‖ − k′‖| at small momentum transfers then yields the following dependence
on frequency for the effective spectral weight: U2F
(2,1)
0 (Ω;µ2, µ1) = ǫE(ν)/
√
Ω2 −∆2b for
Ω > ∆b, with a constant pre-factor
ǫE(ν) =
1
D+(ν)
3
2
∮
FS+
dk‖
(2π)4
U2(π)
s21
χ⊥
[sin 2δ(k)]2
cb|v+(k)|2 , (32)
while U2F
(2,1)
0 (Ω;µ2, µ1) = 0 for 0 ≤ Ω ≤ ∆b.
Next, let us assume the trivial solution for the gap equations (29c): ∆n = 0. It will be
shown a posteriori that this is indeed the case. We can now find solutions to the remaining
Eliashberg equations (29a) and (29b). In particular, assume that the equal and opposite shift
ν of the chemical potential per band lies near the upper edgeWtop of the bonding band ε+(k)
at (π/a, 0) and at (0, π/a). (Cf. Fig. 2.) Figure 3 displays the Fermi surfaces in such case.
Substituting in the previous result for the dependence on frequency of U2F
(2,1)
0 (Ω;µ2, µ1)
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yields the first Eliashberg equation:
ω(Z − 1) = ǫE
2
∫ ωuv
∆b
dΩ√
Ω2 −∆2b
ln
∣∣∣∣∣Ω+ ωΩ− ω · W/Z + Ω− ωW/Z + Ω + ω
∣∣∣∣∣. (33)
Here, we have reversed the order of integration: [−Wbottom,+Wtop] is the range of integration
over ε′ in (29a), where −Wbottom and +Wtop denote the minimum and the maximum of the
band ε+(k), repectively. Its bandwidth is then W = Wbottom +Wtop. Also, ωuv is an ultra-
violet cutoff in frequency for the hidden spinwaves. Expanding the integrand above to linear
order in frequency ω then yields ultimately the Eliashberg equation for the wavefunction
renormalization at the Fermi level, ω = 0:
Z − 1 = ǫE
∫ ωuv
∆b
dΩ√
Ω2 −∆2b
(
1
Ω
− 1
W/Z + Ω
)
. (34)
Likewise, inverting the order of integration of the second Eliashberg equation (29b) for the
inter-band energy shift yields
ν = ǫE
∫ ωuv
∆b
dΩ√
Ω2 −∆2b
ln
∣∣∣∣∣W/Z + ΩΩ
∣∣∣∣∣ (35)
at ω = 0.
Long-range hSDW order exists at half filling because of perfect nesting (Fig. 3). We must
therefore approach criticality: ∆b → 0. The Eliashberg equations (34) and (35) predict a
Lifshitz transition of the topology of the Fermi surface that is revealed after making the
following change of variables: Z = εE/∆b and cosh y = Ω/∆b. At criticality, ∆b → 0, they
yield Eliashberg equations
εE
W
=
ǫE
W
[I(0)− I(a)] and ν
W
=
ǫE
W
J(a), (36)
where
I(a) =
∫ ∞
0
dy
1
a+ cosh y
, (37a)
J(a) =
∫ ∞
0
dy ln
(
1 +
a
cosh y
)
, (37b)
with a = W/εE. The quadratic dependence of ǫE on Hubbard repulsion (32) implies that
ν saturates to Wtop as U(π) diverges. (See Fig. 3.) Dividing the two Eliashberg equations
(36), we then get the transcendental equation
a−1
W
Wtop
=
I(0)− I(a)
J(a)
. (38)
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Notice that a depends only on W/Wtop = (t
‖
1 + t
⊥
1 )/t
⊥
1 as U(π)→∞. The definite integrals
(37a) and (37b) can be evaluated in closed form. (See Appendix D.) Numerical solutions to
the transcendental equation (38) are listed in Table III.
Last, what is the energy gap of the superconducting state at half filling, approaching
criticality? Again, the antisymmetry displayed by the gap equations (29c) at half filling with
respect to the permutation of band indices implies perfect S+− Cooper pairing: ∆1 = +∆
and ∆2 = −∆. (Cf. refs. [43], [44], and [45].) The last Eliashberg equation (29c) then reads
Z∆ =
∫ Wtop
−Wbottom
dε′Z−1
∆′
E ′
∫ ωuv
∆b
dΩ
ǫE√
Ω2 −∆2b
1
Ω + E ′
(39)
at the Fermi level, ω = 0, where E ′ =
√
[(ε′ − ν)/Z]2 +∆′2. After again making the change
of variable Ω = ∆b cosh(y), the first integral over Ω in (39) becomes
lim∆b→0
∫ ∞
0
dy
ǫE
∆b
[√(ε′ − ν
εE
)2
+
(∆′
∆b
)2
+ cosh y
]−1
=
ǫE
∆′
ln
(
2
∆′
∆b
)
.
Here we have used lima→∞I(a) = a−1ln(2a). (See Appendix D.) Assume now the simple
Bardeen-Cooper-Schrieffer (BCS) form for the frequency dependence of the gap[39]:
∆(ω) =


∆0 for |ω| < ωc,
0 otherwise,
(40)
but in the limit ωc → 0. It is then consistent with the previous solutions for Z and for ν in
the normal state. The second integral over ε′ in the gap equation (39) then becomes
∆0
∫ ωc
−ωc
dω′(ω′2 +∆20)
−1/2 = 2∆0 sinh
−1
( ωc
∆0
)
.
Here, we have made the change of variable ω′ = (ε′ − ν)/Z. Substituting in the form of the
wavefunction renormalization Z = εE/∆b into the left-hand side of the gap equation (39)
plus some manipulation then yields
∆0
sinh−1
(
ωc
∆0
) = lim∆b→02 ǫEεE∆b ln
(
2
∆0
∆b
)
= 0.
As expected, we therefore have a null gap due to superconductivity, ∆0 = 0, at half filling,
at criticality.
Finally, the Eliashberg energy scale ǫE can be easily estimated in the case of small circular
renormalized Fermi surface pockets[27], which occurs as t
‖
1 → 0. In such case, it becomes
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convenient to re-express (32) as
ǫE(ν)
W
=
3
2
U2
WD+(ν)
s21kF
(2π)3χ⊥cbv2F
, (41)
where U2 is the product of U2(π) with the average of sin2(2δ) around the renormalized
Fermi surface pockets at the corner of the two-iron Brillouin zone. Here, kF and vF are
the Fermi wavenumber and the Fermi velocity, respectively. The solution to the Eliashberg
equations (36) yields ǫE/W ∼= 1/3. (See Table III.) Expression (41) then implies that the
effective interaction strength scales as U ∝ x1/40 , where x0 denotes the concentration of
electrons/holes in each Fermi surface pocket. Indeed, the Eliashberg energy scale is given
explicitly by the following expression at criticality[27], as t
‖
1 → 0:
ǫE =
3
32
(
x0
2π
)3/2
U2(π)
a2D+(ν)
s21
a2χ⊥
|t⊥2 |2
(cb/a)|t⊥1 |4
. (42)
The solution ǫE ∼= W/3 listed in Table III then yields that the area of the electron/hole
Fermi surface pockets shown in Fig. 3 is related to the Hubbard repulsion by U(π) ∝ x−3/40 .
We therefore conclude that the effective interaction strength U vanishes with the strength
of the Hubbard repulsion[27] as U
−1/3
0 . In the case where the spectrum ωb(q) of hidden spin
fluctuations is fixed, this justifies the neglect of vertex corrections to their interaction with
electrons, (16) and (17), at large Hubbard repulsion, U0 →∞.
The Eliashberg equations (29a)-(29c) therefore predict a hSDW at half filling due to
nested Fermi surface pockets at the corner of the folded Brillouin zone (see Fig. 3), at
strong Hubbard repulsion U0. It must be emphasized, however, that the spectral weight of
the renormalized Fermi surface pockets is vanishingly small: Z−1 = ∆b/εE → 0 at criticality,
∆b → 0. This implies that the hSDW state at half filling is in fact a Mott insulator. It is
also important to mention that these results for the Lifshitz transition confirm previous ones
that start from the other side of the QCP at ∆b = 0. They were based on an Eliashberg
theory in the particle-hole channel for the long-range ordered hSDW state[27].
B. Weak Electron Doping
We will now obtain solutions to the Eliashberg equations (28) at small deviations in the
electron density from half filling. In the normal state, ∆1 = 0 = ∆2, the corresponding
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FIG. 3: Renormalized electron bands and Fermi surfaces at half filling after the Lifshitz transition.
The orbital character is only approximate, although it becomes exact as the area of the Fermi
surface pockets vanishes as U0 diverges.
equations for the wavefunction renormalization and for the shift in the chemical potential
read
Zn − 1 = 3
2
∫
d2k′
(2π)2
U2(π)
s21
χ⊥
sin2[δ(k) + δ(k′)]
Zn¯ ωb(q)
1
[ωb(q) + |ε+(k′)− νn¯|/Zn¯]2 , (43a)
νn − (sgnn)µ0 = 3
2
∫
d2k′
(2π)2
U2(π)
s21
χ⊥
sin2[δ(k) + δ(k′)]
Zn¯ ωb(q)
sgn[νn¯ − ε+(k′)]
ωb(q) + |ε+(k′)− νn¯|/Zn¯ . (43b)
Above, ν1 = −µ1 and ν2 = +µ2 are the staggered chemical potential of each band. Also,
the identity
sin[δ(k) + δ(k′)] = sin[δ(k¯) + δ(k¯′)] (44)
has been applied above in the case n = 1 for the anti-bonding (−) band. (See Appendix B.)
Assume, in particular, that the chemical potential is positive, but small: µ0 → 0+. Assume,
next, a linear response δZ1 and δZ2 with respect to the wavefunction renormalization at
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half filling, Z1 = Z and Z2 = Z, along with a linear response δν1 and δν2 with respect to
the staggered chemical potential at half filling, ν1 = ν and ν2 = ν. Taking a variation of
(43a) yields one linear equation per band, n = 1, 2. Adding and subtracting these yields the
following linear relations in terms of even and odd variations with respect to half filling:
Z δZ(+) = AδZ(+)− B δν(+),
0 = AδZ(−)− B δν(−), (45)
where δZ(±) = 1
2
(δZ2 ± δZ1) and δν(±) = 12(δν2 ± δν1) . Here, we have constants
A =
3
2
∫
d2k′
(2π)2
U2(π)
s21
χ⊥
sin2[δ(k) + δ(k′)]
ωb(q)
1
Z
|ε+(k′)− ν|/Z
[ωb(q) + |ε+(k′)− ν|/Z]3 ,
B =
3
2
∫
d2k′
(2π)2
U2(π)
s21
χ⊥
sin2[δ(k) + δ(k′)]
ωb(q)
1
Z
sgn[ν − ε+(k′)]
[ωb(q) + |ε+(k′)− ν|/Z]3 . (46)
Likewise, taking a variation of (43b) yields a second linear equation per band, n = 1, 2.
Adding and subtracting these as well yields two more linear relations in terms of even and
odd variations with respect to half filling:
ν δZ(+) + Z δν(+) = (E − C)δν(+) +D δZ(+),
Zµ0 + ν δZ(−)− Zδν(−) = (E − C)δν(−) +D δZ(−). (47)
Here, we have constants
C =
3
2
∫
d2k′
(2π)2
U2(π)
s21
χ⊥
sin2[δ(k) + δ(k′)]
ωb(q)
1
Z
1
[ωb(q) + |ε+(k′)− ν|/Z]2 ,
D =
3
2
∫
d2k′
(2π)2
U2(π)
s21
χ⊥
sin2[δ(k) + δ(k′)]
ωb(q)
1
Z
sgn[ν − ε+(k′)]|ε+(k′)− ν|/Z
[ωb(q) + |ε+(k′)− ν|/Z]2 , (48)
and
E =
3
2
∫
d2k′
(2π)2
U2(π)
s21
χ⊥
sin2[δ(k) + δ(k′)]
ωb(q)
2 δ[ν − ε+(k′)]
ωb(q) + |ε+(k′)− ν|/Z . (49)
Collecting terms in (45) and in (47), we get
δZ(+) = −B
F
δν(+) and δZ(+) = −2Z − E
G
δν(+) (50)
in the even channel, and we get
δZ(−) = B
A
δν(−) and Zµ0 = E δν(−)−GδZ(−) (51)
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in the odd channel, where F = Z − A and G = ν −D. These constants are then
F =
3
2
∫
d2k′
(2π)2
U2(π)
s21
χ⊥
sin2[δ(k) + δ(k′)]
Z
1
[ωb(q) + |ε+(k′)− ν|/Z]3 , (52)
G =
3
2
∫
d2k′
(2π)2
U2(π)
s21
χ⊥
sin2[δ(k) + δ(k′)]
Z
sgn[ν − ε+(k′)]
[ωb(q) + |ε+(k′)− ν|/Z]2 . (53)
In deriving expressions (52) and (53), respectively, we have employed the approximation
C = Z that is obtained from the first Eliashberg equation (43a) at half filling, and we have
applied the second Eliashberg equation (43b) for ν at half filling.
We shall now evaluate the constants above that determine the linear response of the
Eliashberg equations in the normal state driven by weak electron doping with respect to
half filling: Eqs. (43a) and (43b), as µ0 → 0+. Criticality is again assumed at half filling:
∆b → 0. Let us begin by evaluating the constant G (53). First, we average it over the
Fermi surface: G → [D+(ν)]−1(2π)−2
∫
BZ
d2k Gδ[ε+(k) − ν]. Replacing the integrals over
momentum with the spectral density (30) at half filling, U2F0(Ω) = ǫE/
√
Ω2 −∆2b for Ω >
∆b, and U
2F0(Ω) = 0 otherwise, yields
G =
∫ ωuv
∆b
dΩ
ǫE√
Ω2 −∆2b
Ω
∫ Wtop
−Wbottom
dε′Z−1
sgn(ν − ε′)
[Ω + |ε′ − ν|/Z]2 . (54)
The first integral over the band ε+(k) is easily performed in the limit of strong on-site
repulsion, U(π) → ∞, in which case ν approaches the top of the band, Wtop. Once again
making the change of variable Ω = ∆b cosh(y) and taking the limit ∆b → 0 yields G =
ǫE a I(a), where I(a) is the definite integral (37a), with a = W/εE. A closed-form expression
for I(a) is obtained in Appendix D.
The remaining constants can be evaluated in a similar way. In particular, applying the
same set of steps above to the expression for the constant F (52) yields the definite integral
F =
1
2
ǫE
∆b
∫ ∞
0
dy
1
cosh y
[
1− 1
(1 + a sech y)2
]
, (55)
where a =W/εE. It is shown in Appendix D that (55) reduces to the closed-form expression
F = 1
2
(ǫE/∆b)[
pi
2
− I(a) − a I ′(a)], where I ′(a) denotes the derivative of I(a). Likewise,
performing the same steps on the expression for the constant B (46) yields the definite
integral
B =
1
2
ǫE
∆2b
∫ ∞
0
dy
[
1
(cosh y)2
− 1
(a+ cosh y)2
]
. (56)
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W/Wtop εE/W ǫE/W χE XEW
1.0 0.343 0.366 2.045 8.671
1.1 0.298 0.303 2.120 9.673
1.2 0.261 0.255 2.200 10.780
1.3 0.231 0.218 2.284 12.001
1.4 0.206 0.189 2.373 13.344
1.5 0.185 0.165 2.467 14.821
TABLE III: Numerical solutions to Eliashberg equations at half filling, at criticality, Eq. (38). Also
listed are the susceptibilities about half filling: δµ1 = χE µ0 = δµ2 and δZ2/Z = XEµ0 = −δZ1/Z.
Note that W/Wtop = 1 + (t
‖
1/t
⊥
1 ).
Comparison with the definite integral (37a) therefore yields the expression B =
1
2
(ǫE/∆
2
b)[I
′(a) − I ′(0)]. And recall that a closed-form expression for the constant A is
obtained from that for F above through the identity A = Z−F . Last, performing the same
steps on the expression for the constant E (49) yields the definite integral
E = 2
ǫE
∆b
∫ ∞
0
dy
1
cosh y
= π
ǫE
∆b
. (57)
This completes the evaluation of the constants that determine the linear response of the
renormalized electronic structure to weak electron doping.
In conclusion, at weak electron doping, the normal-state Eliashberg equations (43a) and
(43b) yield independent linear-response equations in the even and in the odd channels, (50)
and (51). In the even channel, we thereby get δZ(+) = 0 and δν(+) = 0 if BG 6= (2Z−E)F ,
or δZ1 = −δZ2 and δµ1 = δµ2 in such case. And in the odd channel, we thereby get
δZ(−) = χEB
A
µ0 and δν(−) = χE µ0, (58)
with susceptibility χE = Z/(E − BGA ). We have calculated χE from the previous closed-
form expressions, and the results are listed in Table III. Importantly, χE is positive at
W/Wtop between 1.0 and 1.5, which corresponds to at most weak eccentricity in the electron
Fermi surface pockets at the corner of the two-iron Brillouin zone. Recall that δν(−) =
1
2
(δµ1 + δµ2) is the average chemical potentitial shift, which is equal to δµ1 = δµ2. The
latter and (58) therefore imply a rigid shift of the renormalized electronic structure at half
filling by a chemical potential shift proportional to the electron doping. Also recall that
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δZ(−) = 1
2
(δZ2− δZ1), which is equal to δZ2 = −δZ1. Upon electron doping, the latter and
(58) imply, on the other hand, that the wavefunction renormalization increases with respect
to Z = εE/∆b in the bonding (+) band, n = 2, while that it decreases with respect to Z in
the anti-bonding (−) band, n = 1. The magnitude of the equal and opposite variation in the
wavefunction renormalization is best stated as δZ(−)/Z = XEµ0, where XE = BA/(E− BGA ).
The values of XEW listed in Table III suggest that Z1
>∼ 1 at electron doping greater than
x0. This will be discussed at length below and in the next section.
Yet what is the superconducting gap at weak electron doping with respect to half filling?
Inspection of the gap equations in the Eliashberg equations (28) yields that they are equiv-
alent to the ones at half filling to linear order in the variations δZ1, δZ2, δµ1 and δµ2, and
in the gaps ∆1 and ∆2. Because ∆1 and ∆2 are null at half filling, the linear susceptibility
for these quantities with electron doping µ0 > 0 is null.
C. Moderate Electron Doping
Let us next seek solutions to the Eliashberg equations, (29a-29c), at moderate electron
doping x ∼ x0. The previous linear response about half filling predicts a rigid shift of the
renormalized electronic structure at half filling displayed by Fig. 3. It is depicted by Fig.
4, where the top of the bonding (+) band lies just above the Fermi level. The previous
linear response about half filling also predicts wavefunction renormalizations Z2 and Z1 for
the bonding band (n = 2) and for the anti-bonding band (n = 1), respectively, above and
below the unique value at half filling. What then does the third Eliashberg equation for the
superconducting gap (29c) predict at moderate doping?
We shall follow the historical approach for the solution of the Eliashberg equations in the
case of the electron-phonon interaction[39, 40, 46–49]. In particular, before confronting the
gap equation, it is useful first to obtain the wavefunction renormalizations of the two bands
at the Fermi level in the normal state. Neglecting frequency dependence, the first Eliashberg
equation (29a) then yields the following wavefunction renormalizations at the Fermi level,
ω = 0:
Zn − 1 =
∫ ωuv
∆b
dΩU2F
(n,n¯)
0 (Ω, µn, µn¯)
(
1
Ω
− 1
W/Zn¯ + Ω
)
. (59)
Again, the order of integration in (29a) has been reversed. Next, assume weak to mod-
erate wavefunction renormalization in the anti-bonding (−) band and strong wavefunction
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FIG. 4: Renormalized electron bands and Fermi surfaces at electron doping after the Lifshitz
transition. Again, the orbital character is only approximate.
renormalization in the bonding (+) band: λ1 such that W/Z1 ≫ ∆b, and λ2 ≫ 1 such that
W/Z2 ≪ ∆b. Here λn = Zn− 1. The above Eliashberg equations (59) then yield the results
λ2 ∼=
∫ ωuv
∆b
dΩΩ−1U2F (2,1)0 (Ω, µ2, µ1), (60)
and
λ1 ∼= W
Z2
∫ ωuv
∆b
dΩΩ−2U2F (1,2)0 (Ω, µ1, µ2), (61)
or λ1 ∼= (W/Z2)λ2Ω−1. The distribution in the average Ω−1 is normalized by the integral
(60) because of the approximate identity U2F
(1,2)
0 (Ω, µ1, µ2)
∼= U2F (2,1)0 (Ω, µ2, µ1). By (30),
the latter is due to the approximate identity obeyed by the density of states, D−(µ1) ∼=
D+(µ2), at µ1 and µ2 near the bottom and near the top of the respective bands ε−(k) and
ε+(k). Here, also, we have applied the identity (44). Because λ2 ≫ 1, we then have that
λ1 ∼= W Ω−1. Finally, the initial assumption of moderate λ1 is confirmed by noting that
W/Z1 ∼= W/(1 +W Ω−1) ∼= (Ω−1)−1, which is much greater than ∆b.
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We shall now show that an instability to S-wave Cooper pairing exists that alternates
in sign between the Fermi surface of the strong anti-bonding (−) band, n = 1, and the
Fermi surface of the weak bonding (+) band, n = 2. (See Fig. 4.) In particular, assume
the simple BCS form (40) for the frequency dependence of the respective gaps, ∆1(ω) and
∆2(ω), with frequency cutoffs ωc(1) and ωc(2). After neglecting the frequency dependence
of the wavefunction renormalizations, the gap equations (29c) then read
Zn∆n = −2
∫ ωc(n¯)
|∆n¯|
dE ′
∆n¯√
E ′2 −∆2n¯
∫ ωuv
∆b
dΩU2F
(n,n¯)
0 (Ω;µn, µn¯)
1
Ω + E ′
. (62)
Assume, further, the BCS limit: ωc(1), ωc(2) → 0. Taking the normal-state values for the
wavefunction renormalizations discussed above is then valid. Also, the denominator above,
Ω + E ′, can then be replaced by Ω. After comparison with (60), we thereby arrive at the
gap equations
Zn∆n = −2
∫ ωc(n¯)
|∆n¯|
dE ′
λ2√
E ′2 −∆2n¯
∆n¯, (63)
or ∆1 = −K1,2∆2 and ∆2 = −K2,1∆1, with kernels
K1,2 = 2
λ2
Z1
sinh−1
[√
ω2c (2)−∆22
|∆2|
]
and K2,1 = 2
λ2
Z2
sinh−1
[√
ω2c (1)−∆21
|∆1|
]
. (64)
Importantly, these equations imply that ∆1 and ∆2 are of opposite sign! An S
+− pairing
instability therefore exists between the strong and the weak Fermi surfaces shown in Fig. 4.
To obtain explicit solutions of the gap equations, it is useful to multiply and divide these,
which yields
1 = K1,2K2,1 and
(∆2
∆1
)2
=
K2,1
K1,2
. (65)
Taking the product of the above then gives |∆2/∆1| = K2,1 ∼= 2 sinh−1[
√
ω2c (1)−∆21/|∆1|].
Assuming |∆1| near ωc(1) in turn yields |∆2| ∼= 2
√
2ωc(1)
√
ωc(1)− |∆1|. Replacing this in
the first gap equation (65) then yields
1 ∼= 2λ2
Z1
|∆2|
ωc(1)
sinh−1
[
ωc(2)
|∆2|
]
, (66)
or |∆2| ∼ (Z1/Z2)ωc(1). This solution thereby confirms the instability of the Fermi surfaces
to S+− pairing, where the wavefunction renormalization Z1 on the larger electron-type Fermi
surface is of moderate size compared to unity, while the wavefunction renormalization Z2
on the smaller hole-type Fermi surface is large compared to unity. (See Fig. 4.)
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V. DISCUSSION
The previous results of electron Fermi surface pockets and faint hole Fermi surface pockets
at the corner of the folded (two-iron) Brillouin zone, with S+− Cooper pairing that alternates
in sign between them, is compared below to a local-moment model for electron-doped iron
selenide and to high-temperature iron-selenide superconductors themselves.
A. Comparison with Local-Moment Model
A local-moment model of the electronic physics in electron-doped iron selenide exists
that captures many of the same principal features that are successfully described by the
above Eliashberg theory[28]. It contains a two-orbital Hund-Heisenberg Hamiltonian[35],
with intra-orbital (‖) and inter-orbital (⊥) Heisenberg exchange coupling constants that are
positive, and that satisfy J
‖
1 > J
⊥
1 and J
‖
2 = J
⊥
2 . [See Appendix A, Eq. (A1).] It also
contains Hund’s Rule exchange coupling, with a ferromagnetic coupling constant, J0 < 0.
Importantly, the infinite-U0 limit is taken, which means that the formation of spin singlets
per site, per d± orbital, is suppressed. Electron hoping via the Hamiltonian Hhop (1) is
also added at electron doping, but in the infinite-U0 limit. Last, notice that orbital swap,
d− ↔ d+, is a global symmetry of the Hund-Heisenberg Hamiltonian (A1). It is therefore
most natural to consider the case where orbital swap Pd,d¯ is a global symmetry of the hopping
Hamiltonian Hhop (1) as well. This requires the absence of mixing between the 3dxz and 3dyz
orbitals: t⊥2 = 0. The latter restriction for the validity of the two-orbital t-J model emerges
from the underlying extended Hubbard model in the large-U0 limit at half filling[27]. (See
Appendix A.) In such case, for example, the transverse spin susceptibilities of both models,
χ⊥, coincide only in the limit t⊥2 /i→ 0.
The author exploited the Schwinger-boson-slave-fermion representation of the correlated
electron to study the above local-moment model[28]. In particular, the creation operator of
the correlated electron is written as c˜†i,α,s = bi,α,sf
†
i,α, along with the constraint per site-orbital
b†i,α,↑bi,α,↑ + b
†
i,α,↓bi,α,↓ + f
†
i,α,fi,α,↓ = 2s0. (67)
Here, b†i,α,s and bi,α,s are creation and annihilation operators for Schwinger bosons, f
†
i,α and
fi,α are the corresponding operators for the slave fermions, and s0 = 1/2 is the electron spin.
The constraint (67) is enforced only on average over the bulk within mean field theory for
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FIG. 5: Proposed phase diagram for local-moment model of electron-doped iron selenide (ref. [28]).
the hSDW state. In such case, a quantum-critical point exists at moderate Hund’s Rule
coupling −J0c, where the spin-excitation spectrum collapses to zero energy at stripe SDW
wave numbers (π/a, 0) and (0, π/a). Specifically, the QCP occurs at[28, 35]
−J0c = ρs/s20 + 2t⊥1 x/(1− x)2s0 − 4J‖2 ,
where ρs is the spin-stiffness of the hSDW state equal to 2s
2
0(J
‖
1 − J⊥1 ). It is depicted by
the dashed line in Fig. 5. It is possible to identify the critical normal state of the previous
Eliashberg theory at half filling (∆b, ∆1, and ∆2 → 0) with this QCP.
Both Schwinger-boson-slave-fermion mean field theory about the hidden Ne´el state and
exact calculations on finite clusters for the the above local-moment model find evidence for
a dxz and a dyz Fermi-surface pocket at the corner of the two-iron Brillouin zone[28]. How
then does the area of such electron-type Fermi-surface pockets compare with that predicted
by the previous Eliashberg theory (Fig. 4)? Because the slave fermions do not carry spin,
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we have by charge conservation that
[D+(top) +D−(bottom)]δµ = 2[D+(0) +D−(0)]µ0. (68)
The left-hand and the right-hand sides above correspond, respectively, to the cases where
interactions are turned on (Fig. 3) and turned off (Fig. 1). In the above Eliashberg
theory, (29a)-(29c) and (30), it has been assumed throughout that D+(ε) ∼= D+(top) and
that D−(ε) ∼= D−(bottom), however. Within that approximation, (68) thereby yields the
susceptibility
χE =
δµ
µ0
∼= 2
from the Schwinger-boson-slave-fermion mean field theory. It agrees with the corresponding
result from Eliashberg theory listed in Table III, at hopping matrix element t
‖
1 = 0, in which
case the renormalized Fermi-surface pockets become perfectly circular as U0 grows large
(x0 → 0). This coincides with the hopping parameters studied in the local-moment model
within the mean-field approximation[28], in which case only t⊥1 is non-zero.
And how do the predictions for wavefunction renormalization by the previous Eliashberg
theory compare with the local-moment model[28]? A faint hole band with quasi-particle
weight 1/Z2 that vanishes at criticality, ∆b → 0, is predicted by Eliashberg theory. (See Fig.
4.) It crosses the Fermi level near the corner of the two-iron Brillouin zone. Both mean field
theory and exact calculations on finite clusters find no evidence for hole-type excitations
in the two-orbital t-J model at (π/a, 0) and (0, π/a). This is consistent with the previous.
Also, in the large-s0 limit, Schwinger-boson-slave-fermion mean field theory yields a coherent
contribution to the one-particle Greens function equal to Gcoh(k, ω) = s0/[ω + µ1 − ε−(k)].
This is also consistent with the moderately small quasi-particle weight 1/Z1 predicted by
Eliashberg theory for the electron-type bands at the corner of the two-iron Brillouin zone.
Last, exact calculations of the local-moment model for electron-doped FeSe on finite
clusters find evidence for an S-wave Cooper pair at an energy below a continuum of states
near the QCP[28]. This is consistent with the prediction made above by Eliashberg theory of
an instability of the Fermi surface to S+− superconductivity. The former exact calculations
also find a D-wave Cooper pair at an energy below the continuum of states, but it lies at
higher energy. The separation in energy between the two pair states collapses to zero at the
QCP.
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B. Comparison with Experiment
The prediction displayed by Fig. 4 of electron-type Fermi surface pockets centered at the
corner of the two-iron Brillouin zone agrees with ARPES on electron-doped iron selenide[1,
9, 14]. Eliashberg theory also predicts the opening of an S-wave gap over such Fermi
surface pockets, which agrees with ARPES on these systems[2, 10, 11, 13], as well as with
STM[5, 12, 15]. Electron-electron interactions are expected to be moderately strong in iron
selenide. This rules out conventional S-wave pairing over the electron Fermi pockets in
electron-doped iron selenide. The S+− Cooper pairing that is predicted here between the
electron Fermi surface pockets and faint hole Fermi surface pockets at the corner of the
folded Brillouin zone therefore resolves the puzzling observations of isotropic pair gaps in
electron-doped iron selenide.
The spectrum of hidden spin fluctuations centered at the antiferromagnetic wave num-
ber QAF = (π/a, π/a) is what binds together electrons into S
+− Cooper pairs in the
present Eliashberg theory. Recent inelastic neutron scattering studies on intercalated iron
selenide[50] find low-energy magnetic excitations at wave numbers around QAF, but no low-
energy spin excitations at QAF. Such a ring of low-energy magnetic excitations is in fact
consistent with the low-energy hidden spin fluctuations that are exploited by the present
Eliashberg theory. In particular, both the two-orbital local-moment model discussed above
and the underlying extended Hubbard model for electron-doped iron selenide mentioned
previously find that the low-energy hidden spin fluctuations centered at QAF are not ob-
servable in the true-spin channel of the iron atoms[27, 36]. This leaves a ring of observable
spin excitations around the antiferromagnetic wavevector QAF, in agreement with inelastic
neutron scattering[50].
VI. CONCLUSIONS
We have shown above how low-energy hidden spin fluctuations in electron-doped iron
selenide near the checkerboard wavevector for the square lattice of iron atoms lead to su-
perconductivity, with isotropic Cooper pairs that alternate in sign between strong electron
Fermi surface pockets and faint hole Fermi surface pockets. Both Fermi surface pockets
lie at the corner of the folded (two-iron) Brillouin zone. Like true spin fluctuations in the
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case of iron-pnictide materials, the hidden spin fluctuations are due to nested Fermi sur-
faces. However, unlike true spin fluctuations, the exchange of hidden spin fluctuations can
give rise to significant band shifts. In particular, Eliashberg theory reveals that they incite
a Lifshitz transition from nested Fermi surfaces at the center and at the corner of the un-
folded (one-iron) Brillouin zone to nested Fermi surfaces at the corner of the folded Brillouin
zone[27]. Also, like true spin fluctuations in the case of iron-pnictide materials[43–45, 51–
53], hidden spin fluctuations give rise to repulsive inter-band interactions between electrons
that favor S+− Cooper pairing between the renormalized Fermi surface pockets. Unlike true
spin fluctuations, however, orbital matrix elements result in weak effective interactions due
to hidden spin fluctuations at strong Hubbard repulsion. This justifies the neglect of vertex
corrections in Eliashberg theory[39, 40].
It has also been recently argued by the author that hidden spin fluctuations account for
the ring of low-energy spin fluctuations at the checkerboard wavevector observed by inelastic
neutron scattering in electron-doped iron selenide[36]. This, coupled with the prediction of
S+− superconductivity mentioned above, suggests that such hidden spin fluctuations play
an important role in high-temperature iron-selenide superconductors.
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Appendix A: Two-Orbital Hund-Heisenberg Model and Extended Hubbard Model
The two-orbital Heisenberg model over the square lattice that includes Hund’s Rule
coupling is defined by the Hamiltonian[35]
H =
∑
i J0Si,d− · Si,d+ +
∑
〈i,j〉
∑
α(J
‖
1Si,α · Sj,α + J⊥1 Si,α · Sj,α¯)
+
∑
〈〈i,j〉〉
∑
α(J
‖
2Si,α · Sj,α + J⊥2 Si,α · Sj,α¯), (A1)
where α = d− or d+. The hidden order Ne´el antiferromagnetic is stable at sufficiently weak
Hund’s Rule coupling −J0 when J‖1 > J⊥1 . In the limit of large spin[35], s0 →∞, it has spin
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rigidity
ρs = 2s
2
0[J
‖
1 − J⊥1 + 2(J⊥2 − J‖2 )] (A2)
and a transverse spin susceptibility
χ⊥ = a−2(J0 + 4J
‖
1 + 4J
⊥
2 )
−1. (A3)
The dynamical susceptibility for hidden spin fluctuations Si,d+ − Si,d− can also be
calculated[35] at large s0. At the long-wavelength limit, q → QAF, minus it yields the
universal form given in the text for the propagator D(q, ω) [Eqs. (8) and (9)], with spin
s1 = s0, and with a null spin gap, ∆b = 0.
The Hamiltonian of the underlying extendend Hubbard model[27] has three parts: H =
Hhop +HU +Hsprx. On-site Coulomb repulsion is counted by the second term[54],
HU =
∑
i
[U0ni,α,↑ni,α,↓ + J0Si,d− · Si,d+
+U ′0ni,d+ni,d− + J
′
0(c
†
i,d+,↑c
†
i,d+,↓ci,d−,↓ci,d−,↑ + h.c.)]. (A4)
where ni,α,s is the occupation operator, and where ni,α = ni,α,↑ + ni,α,↓. Above, U0 > 0 is
the intra-orbital on-site Coulomb repulsion energy, while U ′0 > 0 is the inter-orbital one.
Also, J ′0 is the matrix element for on-site-orbital Josephson tunneling. The third and last
term in the Hamiltonian represents super-exchange interactions among the iron spins via
the selenium atoms:
Hsprx =
∑
〈i,j〉
J
(sprx)
1 (Si,d− + Si,d+) · (Sj,d− + Sj,d+)
+
∑
〈〈i,j〉〉
J
(sprx)
2 (Si,d− + Si,d+) · (Sj,d− + Sj,d+). (A5)
Above, J
(sprx)
1 and J
(sprx)
2 are positive super-exchange coupling constants over nearest neigh-
bor and next-nearest neighbor iron sites.
Appendix B: Orbital Matrix Element
The operators that create the eigenstates (5) of the electron hopping Hamiltonian, Hhop,
are
c†s(n,k) = N−1/2
∑
i
∑
α=0,1
(−1)αnei(2α−1)δ(k)eik·ric†i,α,s, (B1)
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where α = 0 and 1 index the d− and d+ orbitals, and where n = 1 and 2 index the
anti-bonding and bonding orbitals (−i)dy(δ)z and dx(δ)z . The inverse of the above is then
c†i,α,s = N−1/2
∑
k
∑
n=1,2
(−1)αne−i(2α−1)δ(k)e−ik·ric†s(n,k). (B2)
Plugging (B2) and its hermitian conjugate into the expression for the hidden electron spin
operator,
S(π, q) =
1
2
∑
s
∑
s′
∑
i
∑
α
(−1)αeiq·ri 1
2
c†i,α,sσs,s′ci,α,s′, (B3)
yields the form
S(π, q) =
1
2
∑
s
∑
s′
∑
k
∑
n,n′
Mn,k;n′,k′ c†s(n′,k′)σs,s′cs′(n,k),
(B4)
with the matrix element[27]
Mn,k;n′,k′ =


−i sin[δ(k)− δ(k′)] for n′ = n,
cos[δ(k)− δ(k′)] for n′ 6= n.
(B5)
Here, k′ = k − q. Now replace k′ above with k¯′ = k′ +QAF. Using the identity
δ(k′ +QAF) = ±π
2
− δ(k′) (B6)
yields the equivalent expression[27]
Mn,k;n′,k¯′ =


±i cos[δ(k) + δ(k′)] for n′ = n,
± sin[δ(k) + δ(k′)] for n′ 6= n.
(B7)
Here, k′ = k − q −QAF.
Appendix C: Eliashberg Equations at Non-Zero Temperature
Equation (26) in the text lists the three Eliashberg equations at non-zero temperature in
terms of sums over Matsubara frequencies. The sums can be evaluated in closed form after
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a series of decompositions into partial fractions. That procedure yields
[Zn(k, ω)− 1]ω = 3
2
∫
d2k′
(2π)2
U2(π)
2
(2s1)
2
χ⊥
sin2[δ(k) + δ(k′)]
2Zn¯(k¯′, ω′) · 2ωb(q)
·{
(nF[−En¯(k¯′)] + nB[ωb(q)]) ·
·
[
1
ωb(q) + En¯(k¯′)− ω
− 1
ωb(q) + En¯(k¯′) + ω
]
+
(nF[+En¯(k¯
′)] + nB[ωb(q)]) ·
·
[
1
ωb(q)− En¯(k¯′)− ω
− 1
ωb(q)−En¯(k¯′) + ω
]}
,
(C1)
µ0 − µn = −3
2
∫
d2k′
(2π)2
U2(π)
2
(2s1)
2
χ⊥
sin2[δ(k) + δ(k′)]
2Zn¯(k¯′, ω′) · 2ωb(q)
εn¯(k¯
′)− µn¯
Zn¯(k¯′, ω′)En¯(k¯′)
·{
(nF[−En¯(k¯′)] + nB[ωb(q)]) ·
·
[
1
ωb(q) + En¯(k¯′)− ω +
1
ωb(q) + En¯(k¯′) + ω
]
−
(nF[+En¯(k¯
′)] + nB[ωb(q)]) ·
·
[
1
ωb(q)− En¯(k¯′)− ω
+
1
ωb(q)− En¯(k¯′) + ω
]}
,
(C2)
Zn(k, ω)∆n(k, ω) = −3
2
∫
d2k′
(2π)2
U2(π)
2
(2s1)
2
χ⊥
sin2[δ(k) + δ(k′)]
2Zn¯(k¯′, ω′) · 2ωb(q)
∆n¯(k¯
′, ω′)
En¯(k¯′)
·{
(nF[−En¯(k¯′)] + nB[ωb(q)]) ·
·
[
1
ωb(q) + En¯(k¯′)− ω
+
1
ωb(q) + En¯(k¯′) + ω
]
−
(nF[+En¯(k¯
′)] + nB[ωb(q)]) ·
·
[
1
ωb(q)− En¯(k¯′)− ω
+
1
ωb(q)− En¯(k¯′) + ω
]}
.
(C3)
Above, q = k − k′ −QAF, and[40] ω′ = En¯(k¯′). Also, nF(ω) and nB(ω) denote the Fermi-
Dirac and the Bose-Einstein distribution functions.
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Appendix D: Definite Integrals Approaching Criticality
The following definite integrals appear in the solution of the Eliashberg equations at half
filling, at criticality:
I(a) =
∫ ∞
0
dy
1
a+ cosh y
, (D1)
and
J(a) =
∫ ∞
0
dy ln
(
1 +
a
cosh y
)
. (D2)
The first one (D1) can be evaluated directly by using the definition cosh y = 1
2
z+ 1
2
z−1, with
z = ey. Changing variables leads to the expression
I(a) =
∫ ∞
1
dz
2
z2 + 2az + 1
. (D3)
Factorizing the denominator into (z − z+)(z − z−), with z± = −a±
√
a2 − 1, and resolving
the integrand into partial fractions yields
I(a) =
∫ ∞
1
dz
1
z+ − z−
(
1
z − z+ −
1
z − z−
)
. (D4)
Hence, we arrive at the closed-form expression
I(a) =
1√
a2 − 1ln
(
1 + a+
√
a2 − 1
1 + a−√a2 − 1
)
. (D5)
Simplifying the argument of the logarithm above yields the equivalent expression
I(a) =
1√
a2 − 1ln
(
1
a−√a2 − 1
)
. (D6)
And concerning the second definite integral (D2), notice that (i) dJ/da = I and (ii) J(0) = 0.
The expression
J(a) =
π2
8
+
1
2
[ln(a−
√
a2 − 1)]2 (D7)
satisfies both conditions. It therefore coincides with the definite integral (D2).
Further, the constant F that appears in the linear response at half filling to electron
doping can also be evaluated in closed form. Expression (55) for it can be re-expressed as
F =
1
2
ǫE
∆b
[∫ ∞
0
dy sech y + limy2→∞
∂
∂a
∫ y2
0
dy(1 + a sech y)−1
]
. (D8)
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But (1 + a sech y)−1 = 1− a(a+ cosh y)−1, which yields the identity∫ y2
0
dy(1 + a sech y)−1 = y2 − a
∫ y2
0
dy(a+ cosh y)−1.
Substituting it above then yields the closed-form expression
F =
1
2
ǫE
∆b
[π
2
− I(a)− aI ′(a)
]
, (D9)
where I ′(a) is the derivative of (D6).
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