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In the theory of quantum dynamical filtering, one of the biggest issues is that the underlying system
dynamics represented by a quantum stochastic differential equation must be known exactly in order that the
corresponding filter provides an optimal performance; however, this assumption is generally unrealistic. There-
fore, in this paper, we consider a class of linear quantum systems subjected to time-varying norm-bounded
parametric uncertainties and then propose a robust observer such that the variance of the estimation error is
guaranteed to be within a certain bound. Although in the linear case much of classical control theory can be
applied to quantum systems, the quantum robust observer obtained in this paper does not have a classical
analog due to the system’s specific structure with respect to the uncertainties. Moreover, by considering a
typical quantum control problem, we show that the proposed robust observer is fairly robust against a para-
metric uncertainty of the system even when the other estimators—the optimal Kalman filter and risk-sensitive
observer—fail in the estimation.
DOI: 10.1103/PhysRevA.74.032107 PACS numbers: 03.65.Yz, 03.65.Ta
I. INTRODUCTION
Quantum filtering theory was pioneered by Belavkin in
remarkable papers 1–3 and was more lucidly reconsidered
by Bouten et al. 4,5. This theory is now recognized as a
very important basis for the development of various engi-
neering applications of the quantum theory, such as quantum
feedback control 6–11, quantum dynamical parameter esti-
mation 12–14, and quantum information processing
15,16.
Here, we provide a brief summary of the quantum filter-
ing theory by using the same notations as those in 4,5. Let
us consider an open system in contact with a field, particu-
larly, a vacuum electromagnetic field. This interaction is
completely described by a unitary operator Uˆ t that obeys the
following quantum stochastic differential equation QSDE
termed the Hudson-Parthasarathy equation 17
dUˆ t = − iHˆ − 12 cˆ†cˆdt + cˆdBˆ t† − cˆ†dBˆ tUˆ t, Uˆ 0 = Iˆ ,
1
where cˆ and Hˆ are the system operator and Hamiltonian,
respectively. The quantum Wiener process Bˆ t, which is a
field operator, satisfies the following quantum Ito rule:
dBˆ tdBˆ t = 0, dBˆ t
†dBˆ t = 0, dBˆ tdBˆ t
†
=  dt, dBˆ t
†dBˆ t
†
= 0.
The time evolution of any system observable Xˆ under the
interaction 1 is described by the unitary transformation
jtXˆ ªUˆ t†Xˆ Uˆ t. The infinitesimal change in this transforma-
tion is calculated as
djtXˆ  = jtLXˆ dt + jtcˆ†,Xˆ dBˆ t + jtXˆ , cˆdBˆ t†. 2
Here, we have defined LXˆ ª iHˆ ,Xˆ + cˆ†Xˆ cˆ− 12 cˆ†cˆXˆ − 12Xˆ cˆ†cˆ.
The field operator after the interaction is determined by Bˆ t
ª jtBˆ t. In the homodyne detection scheme, we measure the
field operator of the form YtªBˆ t+Bˆ t†,which results in
dYt = jtcˆ + cˆ†dt + dBˆ t + dBˆ t†. 3
An important fact is that the above observable is self-
nondemolition: Ys ,Yt=0 for all s and t. This implies that
the observation is a classical stochastic process. For this
reason, we omit the “hat” on Yt, but note that it itself is not a
c number. It is also noteworthy that Yt satisfies the quantum
nondemolition (QND) condition, Ys , jtXˆ =0 "s t, for all
system observables Xˆ . Our goal is to obtain the best estimate
of the system observable jtXˆ  based on the observations
Ys0s t, which generate the Von Neumann VN algebra
Yt=vNYs :0s t. As in the case of the classical filtering
theory, the best estimate in the sense of the least mean square
error, jtXˆ −X2→min, is given by a version of the
quantum conditional expectation: X=tXˆ ªPjtXˆ  Yt.
Here, the expectation Xˆ  is defined by Xˆ ªTrXˆ ˆˆ ,
where ˆ and ˆ represent the system quantum state and the
field vacuum state, respectively. It should be noted that the
following two conditions must hold in order for the above
quantum conditional expectation to be defined: First, Yt is a
commutative algebra, and second, jtXˆ  is included in the
commutant of Yt. But these conditions are actually satisfied
as shown above. Consequently, the optimal filter for the sys-
tem dynamics 2 is given by the change in tXˆ  as follows:
dtXˆ  = tLXˆ dt + tXˆ cˆ + cˆ†Xˆ  − tXˆ tcˆ + cˆ†
dYt − tcˆ + cˆ†dt . 4
We can further incorporate some control terms into Eq. 4.*Electronic address: naoki@cds.caltech.edu
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Typically, a bounded real scalar control input ut, which
should be a function of the observations Ys up to time t, is
included in the coefficients of the Hamiltonian. We lastly
remark that the conditional system state ˆt is associated with
the system observable by the relation tXˆ =TrXˆ ˆt, which
leads to the dynamics of ˆt termed the stochastic master
equation.
A key assumption in the filtering theory is that perfect
knowledge about the system dynamics model 2 is required
in order that the filter 4 provides the best estimate of the
controlled system observable. However, this assumption is
generally unrealistic, and we depend on only an approximate
model of the system. This not only violates the optimality of
the estimation but also possibly leads to the instability of the
estimation error dynamics. This problem is well recognized
in the classical filtering theory and various alternative esti-
mators for uncertain systems, which are not necessarily op-
timal but robust to the uncertainty, have been proposed. We
use the term “filter” to refer to only the optimal estimator.
For example, in a risk-sensitive control problem in which an
exponential-of-integral cost function is minimized with re-
spect to the control input, it is known that the corresponding
risk-sensitive observer enjoys enhanced robustness property
to a certain type of system uncertainty 18–20. Moreover,
by focusing on specific uncertain systems, it is possible to
design a robust observer such that the variance of the esti-
mation error is guaranteed to be within a certain bound for
all admissible uncertainties 21–24.
It is considered that the above-mentioned robust estima-
tion methods are very useful in the quantum case since it is
difficult to specify the exact parameters of a quantum system
in any realistic situation, for instance, the total spin number
of a spin ensemble 14. With this background, James has
developed a quantum version of the risk-sensitive observer
for both continuous 25 and discrete cases 26 and applied
it to design an optimal risk-sensitive controller for a single-
spin system. We should remark however, that, the above pa-
pers did not provide an example of a physical system such
that the quantum risk-sensitive observer is actually more ro-
bust than the nominal optimal filter.
Therefore, in this paper, we focus on the robust observer
and develop its quantum version. More specifically, we con-
sider a class of quantum linear systems subjected to time-
varying norm-bounded parametric uncertainties and obtain a
quantum robust observer that guarantees a fixed upper bound
on the variance of the estimation error. Although in the linear
case much of classical control theory applies to quantum
systems, the robust observer obtained in this paper does not
have a classical analog in the following sense. First, unlike
the classical case, the error covariance matrix must be sym-
metrized because of the noncommutativity of the measured
system observables. Second, due to the unitarity of quantum
evolution, the uncertainties are included in the system repre-
sentation in a different and more complicated way than those
in the classical system considered previously; as a result,
both the structure of the quantum robust observer and the
proof to derive it differ substantially from those found in
21–24. The other contribution of this paper is that it actu-
ally provides a quantum system such that both the robust
observer and the risk-sensitive observer show better perfor-
mance in the estimation error than the nominal optimal filter.
This paper is organized as follows. Section II provides a
basic description of general linear quantum systems, in
which case the optimal filter 4 is termed the quantum Kal-
man filter. In addition, we derive a linear risk-sensitive ob-
server. In both cases, an explicit form of the optimal control
input is provided. The quantum version of the robust ob-
server is provided in Sec. III. Section IV discusses robust-
ness properties of the proposed robust observer and the risk-
sensitive observer by considering a typical quantum control
problem—feedback cooling of particle motion. Section V
concludes the paper.
We use the following notations: for a matrix A= aij, the
symbols AT and A* represent its transpose and elementwise
complex conjugate of A, i.e., AT= aji and A*= aij* = A†T,
respectively; these rules can be applied to any rectangular
matrix, including column and row vectors. A Hermitian ma-
trix A=A† is positive semidefinite if v†Av0 for any vector
v; the inequality AB represents the positive semidefinite-
ness of A−B.
II. LINEAR QUANTUM SYSTEM
A. Quantum Kalman filter
In this paper, we consider a single one-dimensional par-
ticle interacting with a vacuum electromagnetic field. The
extension to the multiparticle case is straightforward 11. In
particular, we focus on the particle position qˆ and momentum
pˆ. The system Hamiltonian and operator are respectively
given by
Hˆ = 12 xˆ
TGxˆ − xˆTBut, cˆ = C˜ xˆ , 5
where xˆ= qˆ , pˆT. Here, utR is the control input, BR2 is
a column vector, and C˜C2 is a row vector. The 22 matrix
G is real symmetric and  is given by
 =  0 1
− 1 0 	 .
Then, by defining xˆt= qˆt , pˆtT= (jtqˆ , jtpˆ)T and noting the
commutation relation qˆ , pˆ=i, the system dynamics 2
leads to the following linear QSDE:
dxˆt = Axˆtdt + Butdt + iC˜ TdBˆ t
†
− C˜ †dBˆ t , 6
where the matrix A is defined by AªG+ImC˜ †C˜ . The
output equation 3 becomes
dYt = Fxˆtdt + dBˆ t + dBˆ t
†
, Fª C˜ + C˜ *.
It follows from Eq. 4 that the best estimate of the system
observable, txˆª (tqˆ ,tpˆ)TR2, obeys the following
filter equation:
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dtxˆ = Atxˆdt + Butdt +  1

VtFT + TImC˜ T	
dYt − Ftxˆdt . 7
In Eq. 7, Vt represents the symmetrized covariance matrix
defined by
Vtª PPˆ tYt
Pˆ tª  	qˆt2 12 	qˆt	pˆt + 	pˆt	qˆt1
2 	qˆt	pˆt + 	pˆt	qˆt 	pˆt
2 	 , 8
where 	qˆtª qˆt−tqˆ and 	pˆtª pˆt−tpˆ. The covariance
matrix Vt changes in time deterministically according to the
following Riccati differential equation:
V˙ t = AVt + VtAT + D −
1

VtFT +  TImC˜ T
FVt +  ImC˜  ,
V0 = PPˆ 0Y0 , 9
where Dª ReC˜ †C˜ T. Consequently, the optimal filter
for the linear quantum system 6 is described by the closed
set of Eqs. 7 and 9, which is termed the quantum Kalman
filter 7,11,13. A remarkable fact is that the behavior of Vt is
determined without respect to the output Yt. This indicates
that we can evaluate the quantum conditional expectation
Vt=PPˆ t Yt by simply calculating the expectation Vt= Pˆ t.
Actually, as Vt evolves deterministically, we can see
Pˆ t = PPˆ tYt = Vt = Vt.
Now, the quantum version of linear quadratic Gaussian
LQG control problem is addressed as follows. For the lin-
ear quantum system driven by the quantum Gaussian noise,
we aim to find an optimal control input ut
opt
, which is a func-
tion of the observations Ys0s t, such that the following
quadratic cost function is minimized:
Jut =

0
T 12 xˆtTMxˆt + r2ut2dt + 12 xˆTTNxˆT . 10
The positive semidefinite matrices M0,N0 and the sca-
lar number r
0 reflect our control strategy. For example, if
we are strongly restricted in the magnitude of the control
input, a large value of r should be chosen. This problem can
be solved by using the dynamic programming method. The
optimal input is then given by ut
opt
=−2/rBTKttxˆ, where
the real symmetric matrix Kt is a solution to the following
Riccati differential equation:
K˙ t + KtA + ATKt −
2
r
KtBBTKt +
1
2
M = O ,
KT = N . 11
Thus, we observe that the optimal control input ut
opt is not a
function of the entire observation history up to time t, but
only depends on the solution to the Kalman filter 7 and 9
at time t. A controller that satisfies this desirable property is
termed a separated controller. A general discussion on the
optimality of the separated control is found in 27.
B. Quantum risk-sensitive observer
The risk-sensitive control problem was originally formu-
lated by Jacobson within the framework of the classical con-
trol theory 18, and recently, its quantum version was devel-
oped by James 25,26. The purpose is to design an optimal
control input such that the following cost function is mini-
mized:
Jut = Rˆ T
† jTe
ˆ
Rˆ T , 12
where Rˆ t is the solution to the operator differential equation
dRˆ t /dt=  /2jt(ˆut)Rˆ t and the parameter 0 represents
the risk sensitivity. The non-negative self-adjoint system op-
erators ˆut and ˆ are termed the running and terminal cost
operators, respectively. In the classical case where the cost
operators are scalar values, i.e., ˆut=ut and ˆ =, the
cost function 12 is reduced to
Jut =
exp
0
T
utdt +  .
For this reason, Eq. 12 is considered as a natural noncom-
mutative generalization of the exponential-of-integral cost
function. James has proved that the quantity 12 is ex-
pressed as
Jut = Eexp
0
T
t
ˆdtTeˆ 	 , 13
where E denotes the expectation with respect to a certain
classical probability distribution see 25 and t• is a
risk-dependent estimate of the system observable. The esti-
mator is determined by the following equation:
dt
Xˆ  = t
LXˆ dt + 
2
t
Xˆ ˆ + ˆXˆ  − 2t
Xˆ t
ˆdt
+ t
Xˆ cˆ + cˆ†Xˆ  − t
Xˆ t
cˆ + cˆ†
dYt − t
cˆ + cˆ†dt . 14
This differs from the filtering equation 4 in that the risk-
dependent term is added to it. Therefore, t
Xˆ  is no longer
the optimal estimate of the system observable. However, the
risk-dependent term is indeed necessary in order for the cost
function 12 to be expressed only in terms of quantities
defined on the system space that is driven by the output Yt.
This implies that our knowledge about the system is tem-
pered by purpose.
We now apply the above-mentioned risk-sensitive control
theory to the linear system 6 with the following cost opera-
tors:
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ˆut =
1
2
xˆTMxˆ +
r
2
ut
2
, ˆ =
1
2
xˆTNxˆ ,
where M and N are 22 positive semidefinite matrices and
r
0. Then, through a lengthy calculation we obtain the cor-
responding observer equation as follows:
dt
xˆ = A + Vt
Mt
xˆdt + Butdt +  1

Vt
FT
+ TImC˜ T	dYt − Ftxˆdt , 15
where the time evolution of the symmetrized covariance ma-
trix Vt
 is given by
V˙ t

= AVt
 + Vt
AT + D −
1

Vt
FT +  TImC˜ T
FVt
 +  ImC˜  + VtMVt − 24 TM ,
V0

= PPˆ 0Y0 . 16
Consequently, the risk-sensitive observer 14 in linear case
reduces to the closed set of Eqs. 15 and 16. We also see
that the cost function 13 is calculated as
Jut = Eexp
0
T 12txˆTMtxˆ + r2ut2	dt
 exp
0
T 1
2
TrMVt
dt	Teˆ  .
Note that the second integral in the above equation is a con-
stant term as Vt
 is deterministic. This is completely a clas-
sical controller design problem and was already solved by
Jacobson 18; the optimal control input that minimizes
Jut is given by
ut
opt
= −
2
r
BTKt
t
xˆ ,
where Kt
 satisfies the following Riccati differential equa-
tion:
K˙ t
 + Kt
A + ATKt

−
2
r
Kt
BBTKt
 +
1
2
M + 2Kt
 1

Vt
FT
+ TImC˜ T	 1

FVt
 + ImC˜ 	Kt
+ Kt
Vt
M + MVt
Kt
 = O ,
KT

=
1
2
I − NVT
−1N + NI − VT
N−1 . 17
Therefore, ut
opt is a separated controller composed of the so-
lutions to the observer equation 15 and the two coupled
Riccati equations 16 and 17. It is notable that these set of
equations are identical to those in the quantum LQG optimal
control problem when the risk parameter  is zero. In this
sense, the LQG optimal controller is sometimes referred to as
the linear risk-neutral controller.
III. ROBUST OBSERVER FOR UNCERTAIN
LINEAR QUANTUM SYSTEMS
This paper deals with a linear quantum system such that
specific uncertainties are included in the system Hamiltonian
Hˆ and the system operator cˆ as follows:
Hˆ = 12 xˆ
TG + 	Gtxˆ − xˆTBut,
cˆ = C˜ + 	C˜ txˆ ,
where the real symmetric matrix 	Gt and the complex row
vector 	C˜ t represent time-varying parametric uncertainties
that satisfy the following bounds:
	Gt2  gI , 18
Re 	C˜ tTRe 	C˜ t r1I, Im 	C˜ tTIm 	C˜ t r2I .
19
Here, the non-negative scalar constants r1 ,r2, and g are
known I denotes the 22 identity matrix. By defining
	Atª 	Gt +  ImC˜ †	C˜ t + 	C˜ t†C˜ + 	C˜ t†	C˜ t ,
the dynamics of the system observable xˆt= qˆt , pˆtT
= (jtqˆ , jtpˆ)T is represented as
dxˆt = A + 	Atxˆtdt + Butdt + iC˜ + 	C˜ tTdBˆ t
†
− C˜ + 	C˜ t†dBˆ t . 20
Moreover, the uncertainty is also included in the output
equation 3 as follows:
dYt = F + 	Ftxˆtdt + dBˆ t + dBˆ t
†
,
	Ftª 	C˜ t + 	C˜ t*. 21
Here, we should remark that the drift and diffusion terms in
Eq. 20 and the output equation 21 are affected by the
common uncertainty 	C˜ t. This is because the quantum evo-
lution is restricted to satisfy unitarity and the system matrices
are thus strongly connected with each other. This is indeed
an intrinsic feature of quantum systems that is not seen in
general classical systems.
Motivated from the structure of the Kalman filter 7, we
aim to design a linear observer of the form
dxt = Rxtdt + Butdt + kdYt, 22
where R and k are a matrix and a vector to be determined
such that the variance of the estimation error is guaranteed to
be within a certain bound. The vector xt= qt , ptTR2 rep-
resents the estimate of the system observable xˆt. Note that, as
in the case of the risk-sensitive observer, xt is not necessarily
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the optimal estimate of xˆt. Furthermore, we here assume that
the control input ut is fixed to a linear function of the ob-
server state, ut=Lxt, where L is a row vector with the size 2.
Then, an explicit form of R ,k that enjoys a guaranteed
estimation error bound is provided in the following theorem.
We remark again that the theorem can be easily generalized
to the multiparticle case.
Theorem 1. Suppose there exist positive scalars i i
=1,2 and i i=1, . . . ,8 such that the following two
coupled Riccati equations have positive definite solutions
P1
0 and P2
0:
A + BLP1 + P1A + BLT + P1Q1P1 + D + 1I = O ,
23
AP2 + P2AT + D + 2I −
1
2
P2FT + 1TImC˜ TFP2
+ 1ImC˜  − P2LTBTP1
−1 + P1
−1BLP2 = O , 24
where the matrices A and D and the vector F are defined
by
Aª A + D + Q2 + Q3P1−1, Dª D + Q2 + Q3,
Fª F + 1ImC˜ P1−1.
The definition of the matrices Qi i=1,2 ,3 are given in Ap-
pendix A, Eqs. A4–A6. The scalars 1 and 2 are given
by 1=  +4r1 /2 and 2=  +8r1 /2+ 8, respectively.
Then, the observer
dxt = A − P2LTBTP1
−1xtdt + Butdt +
1
2
P2FT
+ 1
TImC˜ TdYt − Fxtdt 25
generates the estimate xt= qt , ptT that satisfies
lim
t→
qˆt − qt2 + pˆt − pt2 Tr P2, 26
for all admissible uncertainties.
Proof. We consider the augmented variable z¯t= xˆt , xˆt
−xtT, where xˆt and xt satisfy Eqs. 20 and 22, respectively.
Then, z¯t obeys the following linear QSDE:
dz¯t = A¯ + 	A¯ tz¯tdt + b¯	dBˆ t
† + b¯	
* dBˆ t, 27
where
A¯ =  A + BL − BLA − R − kF R 	, 	A¯ t =  	At O	At − k	Ft O 	 ,
b¯	 =  iC˜ + 	C˜ tT
iC˜ + 	C˜ tT − k
	 .
Let us now consider the symmetrized covariance matrix of z¯;
V¯nm= z¯nz¯m+ z¯mz¯n /2 , n ,m=1, . . . ,4. This satisfies the fol-
lowing generalized uncertainty relation:
z¯tz¯t
T = V¯ t +
i
2
¯  0, ¯ ª  
 
	 .
Noting Bˆ tˆ =0 and the quantum Ito rule dBˆ tdBˆ t
†
= dt, the
time evolution of V¯ t is calculated as
d
dt
V¯ t = A¯ + 	A¯ tz¯tz¯t
T + z¯tz¯t
TA¯ + 	A¯ tT +  b¯	
* b¯	T
= A¯ + 	A¯ tV¯ t + i2 ¯	 + V¯ t + i2 ¯	A¯ + 	A¯ tT
+  b¯	
* b¯	T = A¯ + 	A¯ tV¯ t + V¯ tA¯ + 	A¯ tT + D¯ + 	D¯ t.
The matrices D¯ and 	D¯ t are given by
D¯ = D DD D 	 −   O mkTkmT kmT + mkT − kkT	 ,
	D¯ t = 	Dt 	Dt
	Dt 	Dt
	 −   O 	mtkTk	mtT k	mtT + 	mtkT	 ,
where
	Dtª   ReC˜ †	C˜ t + 	C˜ t†C˜ + 	C˜ t†	C˜ tT,
mª TImC˜ T, 	mtª TIm	C˜ tT.
Our goal is to design R and k such that the condition
$X¯ 
 0,
such that A¯ + 	A¯ tX¯ + X¯ A¯ + 	A¯ tT + D¯ + 	D¯ t  0 28
is satisfied for all admissible uncertainties; in this case, it
follows from the lemma shown in Appendix B that the rela-
tion limt→V¯ tX¯ is satisfied. For this purpose, we utilize the
following matrix inequalities: For all X¯ and the uncertain
matrices satisfying Eqs. 18 and 19, we have
	A¯ tX¯ + X¯	A¯ t
T X¯Q¯ 1X¯ + Q¯ 2, 29
	D¯ t  Q¯ 3. 30
The proof of the above inequalities and the definition of the
matrices Q¯ i i=1,2 ,3 are given in Appendix A. Therefore,
the condition 28 holds for all admissible uncertainties if
there exists a positive definite matrix X¯
0 such that the
following Riccati inequality holds:
¯ ª A¯X¯ + X¯A¯ T + X¯Q¯ 1X¯ + D¯ + Q¯ 2 + Q¯ 3  0.
Especially, here, we aim to find a solution of the form X¯
=diagP1 , P2 with P1 and P2 denoting 22 positive definite
matrices. Then, partitioning the 44 matrix ¯ into ¯
= ij with 22 matrices ij, we obtain
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11 = A + BLP1 + P1A + BLT + P1Q1P1 + D,
21 = A − R − kFP1 + D − 1kmT − P2LTBT,
22 = RP2 + P2RT + D + 1kmT + mkT + 2kkT.
Let us now assume that the Riccati equation 23, which is
equal to 11=−1I0, has a solution P1
0. Then, the
equality 21=O yields R=A−kF− P2LTBTP1
−1
. Moreover,
22 is then calculated as
22 = AP2 + P2AT + D + 2k − 1
2
P2FT −
1
2
m	
k − 1
2
P2FT −
1
2
m	T − 1
2
P2FT + 1m
P2FT + 1mT − P2LTBTP1
−1 + P1
−1BLP2.
Hence, the optimal k that minimizes the maximum eigen-
value of 22 is given by
k =
1
2
P2FT + 1m =
1
2
P2FT + 1TImC˜ T .
Then, the existence of a solution P2
0 in Eq. 24 directly
implies 22=−2I0. As a result, we obtain ¯
=diag−1I ,−2I0, which leads to the objective condition
28. Therefore, according to the lemma in Appendix B, we
have limt→V¯ tX¯ . Then, as the third and fourth diagonal
elements of the matrix V¯ t are respectively given by V¯ 33
= z¯3
2= qˆt−qt2 and V¯ 44= z¯4
2= pˆt− pt2, we obtain Eq.
26. 
The basic idea to determine the form of the quantum ro-
bust observer 25 is found in several papers that deal with
uncertain linear classical systems 21–24. However, the
structure of the quantum robust observer differs substantially
from that of the classical robust observer derived in 21–24.
The reason for this is as follows. First, unlike the classical
case, the covariance matrix Vt of the augmented system 27,
which is used to express the performance of the robust ob-
server, must be symmetrized in order for Vt to be a physical
observable. Second, the uncertainty 	C˜ t appears both in the
drift matrix 	At and the diffusion matrix 	Dt in complicated
ways; this is because, as has been previously mentioned, the
system matrices are strongly connected with each other due
to the unitarity of quantum evolution. The classical corre-
spondence to the uncertain quantum system 20 and 21 has
not been studied. For this reason, the resulting robust ob-
server 25 and the proof to derive it do not have classical
analogues. Actually, for standard classical systems whose
system matrices can be specified independently of one an-
other, the process shown in Appendix A is unnecessary.
We now present an important property that the quantum
robust observer should satisfy: When the uncertainties are
small or zero, the robust observer should be close or identical
to the optimal quantum Kalman filter, respectively. This
natural property is proved as follows.
Proposition 2. Consider the case where the uncertainties
converge to zero: 	Gt→0 and 	C˜ t→0. Then, there exist
parameters i i=1,2 and i i=1, . . . ,8 such that the ro-
bust observer 25 converges to the stationary Kalman filter
7 with Vt satisfying the Riccati equation V˙ t=0 in Eq. 9.
Proof. Let us consider the positive parameters i
i=1, . . . ,8 as follows:
1 = g, 2 = maxr1,r2, 3 = maxr1,r2
4 = r1, 5 = r2, 6 = r1, 7 = r2, 8 = r2.
In this case, for example, the matrix Q1 is calculated as
Q1 = g + maxr1,r2 + r1 + r2I
+ maxr1,r2C˜ 1TC˜ 1 + C˜ 2TC˜ 2 ,
which becomes zero as g→0, r1→0, and r2→0. Similarly,
in these limits, we have Q2→0,Q3→0,1→, and 2
→. Then, since Eq. 23 is equivalently written as
P1
−1A + BL + A + BLTP1
−1 + Q1 + P1−1D + 1IP1−1 = O ,
the limit Q1→0 implies that the solution of the above equa-
tion satisfies P1
−1→0. We then obtain A→A ,F→F, and
D→D. Therefore, in this case, Eq. 24 with 2=0 is iden-
tical to the Riccati equation V˙ t=0 in Eq. 9. The robust
observer 25 then converges to the stationary Kalman filter
7 with Vt= P2. 
The above proposition also states that we can find the
parameters i and i such that the robust observer 25 ap-
proximates the stationary Kalman filter when the uncertain-
ties are small because the solutions of the Riccati equations
23 and 24 are continuous with respect to the above pa-
rameters.
We lastly remark on the controller design. In Theorem 1,
we have assumed that the control input is a linear function
ut=Lxt. This is a reasonable assumption in view of the case
of the LQG and risk-sensitive optimal controllers. Hence, it
is significant to study the optimization problems of the vector
L such that some additional specifications are further
achieved. For example, Lopt that minimizes the upper bound
of the estimation error, Tr P2, is highly desirable. However, it
is difficult to solve this problem, since the observer dynamics
depends on L in a rather complicated manner. Therefore, the
solution to this problem is beyond the scope of this paper.
IV. EXAMPLE: FEEDBACK COOLING
OF PARTICLE MOTION
The main purpose of this section is to show that there
actually exists an uncertain quantum system such that both
the robust observer and the risk-sensitive observer perform
more effectively than the Kalman filter, which is no longer
optimum for uncertain systems. Moreover, we will carry out
a detailed comparison of the above three observers by con-
sidering each estimation error. This is certainly significant
from a practical viewpoint.
First, let us describe the system. The control objective is
to stabilize the particle position qˆ at the origin by continuous
monitoring and control. In other words, we aim to achieve
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tqˆ= qˆ=0 with a small error variance. The system ob-
servable is thus given by
cˆ = qˆ, i.e., C˜ = 1,0 .
For the Hamiltonian part, Hˆ =Hˆ free+Hˆ control, we assume the
following. The control Hamiltonian is proportional to the
position operator:
Hˆ control = − utqˆ, i.e., B = 01 	 , 31
where ut=Lxt is the input, and the free Hamiltonian is of the
form Hˆ free=2pˆ2+Vqˆ, where Vqˆ denotes the potential en-
ergy of the particle. In general, the potential energy can as-
sume a complicated structure. For example, Doherty et al.
28 have considered a nonlinear feedback control problem
of a particle in a double-well potential Vqˆ= qˆ4− qˆ2. Since
the present paper deals with only linear quantum systems, we
approximate Vqˆ to the second order around the origin and
consider a spatially local control of the particle. In particular,
we examine the following two approximated free Hamilto-
nians:
Hˆ 1
free
= 2pˆ2 − 0.05qˆ2, Hˆ 2free = 2pˆ2 + 0.05qˆ2.
The former is sometimes referred to as an antiharmonic os-
cillator, while the latter is a standard harmonic oscillator ap-
proximation. The system matrices corresponding to Hˆ free are
respectively given by
G1 = − 0.05 00 2 	, G2 = 0.05 00 2 	 .
In the case of the harmonic oscillator Hamiltonian, the sys-
tem is autonomously stable at the origin. In contrast, in the
case of the anti-harmonic oscillator, the system becomes un-
stable when we do not invoke any control. However, it is
observed that the control Hamiltonian 31 with an appropri-
ate control input can stabilize the system. An example is the
LQG optimal controller with the following tuning parameters
of the cost function 10:
M = 3 00 1 	, r = 15, N = 2 00 0 	 . 32
Figure 1 illustrates an estimate of the particle position in
both the unstable autonomous trajectory and the controlled
stable trajectory; in the latter case, the control objective
tqˆ=0 is actually satisfied.
Second, we describe the uncertainty included in the sys-
tem. In particular, we consider two situations in which un-
certain Hamiltonians 	Hˆ 1=−dtqˆ2 and 	Hˆ 2=dtqˆ2 are
added to Hˆ 1 and Hˆ 2, respectively. The unknown time-varying
parameter dt is bounded by the known constant g0, i.e.,
dt 0,g. Regarding the uncertainty in the system operator
cˆ, on the other hand, we assume 	C˜ t=0, " t. In this case, we
can set Q1=1I ,Q2= g /1I, and Q3=0 by choosing the pa-
rameters shown in the proof of Proposition 2.
The comparison of the three observers is performed based
on the following evaluation. For the Kalman filter and the
risk-sensitive observer, we evaluate the stationary mean
square error between the “true” system and the estimator for
the “nominal” system corresponding to dt=0 see Appendix
C. In both cases, the tuning parameters in the cost function
are set to Eq. 32. Next, for the robust observer, we evaluate
the guaranteed upper bound of the estimation error Tr P2 in
Eq. 26. The control input in the robust observer is set to the
stationary LQG controller for the nominal system: ut=Lxt
=−2/rBTKxt, where K is the stationary solution of Eq.
11.
Let us now describe the simulation results. First, we con-
sider the case in which the total system Hamiltonian is given
by Hˆ =Hˆ 1
free+Hˆ control+	Hˆ 1. Table I lists the three estimation
errors mentioned above for several values of g. Here,
the uncertainty dt is set to the “worst case” dt=g for each
value of g. In the first row of the table, N/A indicates that
the solution of the Lyapunov equation C1 does not satisfy
W¯ +i¯ /20. This implies that the error dynamics between
FIG. 1. Color online An example of the unstable autonomous
trajectory dot line and the controlled stable trajectory solid line
shown by tqˆ.
TABLE I. Comparison of the Kalman, risk-sensitive, and robust
observers, denoted by KAL, RSK, and ROB, respectively. The free
Hamiltonian of the system is approximated by the antiharmonic
oscillator. In order to calculate the guaranteed upper bound of the
estimation error of the robust observer, Tr P2, parameters 1 and 2
are fixed to 0.1, and 1 is selected such that Tr P2 takes the mini-
mum value. The risk-sensitive parameter is =0.3, and the Planck
constant is set to unity: =1. Note that both the robust observer and
the risk-sensitive observer are not identical to the Kalman filter
even when g=0 because the parameters 2 and  are now set to
nonzero values.
g 0.00 0.20 0.38 0.60 0.80 0.97
KAL 1.43 2.38 40.88 N/A N/A N/A
RSK 1.48 1.82 2.21 3.19 6.07 61.27
ROB 1.73 3.32 4.74 7.04 10.12 14.13
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the uncertain actual system and the nominal Kalman filter is
unstable. In other words, the Kalman filter fails in the esti-
mation. It should be noted that two excessively large values
of the estimation error, which appear in the first and second
rows, indicate that the error dynamics is nearly unstable.
Therefore, it can be concluded that the Kalman filter and the
risk-sensitive observer for the nominal system do not work
well when the uncertainty dt=g assumes a large. On the
other hand, as shown in the third row in Table I, the robust
observer is not very sensitive to the magnitude of the uncer-
tainty and provides a good estimation even when g is large.
The above discussion suggests that the robust observer is
possibly the best option for dealing with a large uncertainty.
In other cases, the risk-sensitive observer should be used.
Next, we consider the second example, in which the total
system Hamiltonian is given by the harmonic oscillator Hˆ
=Hˆ 2
free+Hˆ control+	Hˆ 2. In this case, it is immediately ob-
served in Table II that the estimation errors of the robust
observer are always greater than those of the others, while
the risk-sensitive observer shows a good performance, par-
ticularly when g assumes a large value. Hence, in this case
the risk-sensitive observer is the most appropriate.
An interesting feature of the robust observer is that in the
case of both the harmonic and antiharmonic Hamiltonians, it
provides almost the same trend in the estimation errors with
respect to g, whereas the Kalman filter and the risk-sensitive
observer produce drastically different trends in the errors.
This indicates that the structure of the robust observer is
designed such that the estimation error is insensitive to the
stability property of the system. However, this design policy
sometimes leads to the overconservative stability of the error
dynamics, and the estimation performance eventually re-
duces.
V. CONCLUSION
In this paper, we have considered a linear quantum system
subjected to time-varying norm-bounded parametric uncer-
tainties and developed a quantum version of the robust ob-
server. Although in the linear case much of classical control
theory can be applied to quantum systems, due to the unitar-
ity of quantum evolution, the quantum uncertain system must
have a specific structure with respect to the uncertainties, and
its classical correspondence has not been studied; the result-
ing quantum robust observer has, thus, no classical analog.
The observer differs from both the optimal Kalman filter and
the risk-sensitive observer; however, it guarantees the upper
bound of the variance of the estimation error. We then inves-
tigated the robustness property of the three estimators men-
tioned above by considering a typical quantum control
problem—feedback cooling of particle motion. This exami-
nation clarified that the robust observer is superior to the
others when the autonomous system is unstable and is sub-
jected to an unknown perturbation with a large magnitude.
Therefore, we can conclude that the robust filtering method
originally developed for classical systems is actually very
effective for quantum systems as well. This fact implies that
several robust control techniques in classical control theory
e.g., 29 will be applicable to uncertain quantum systems.
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APPENDIX A: PROOF OF EQS. (29) AND (30)
At first, we derive a simple yet useful matrix inequality.
For any real matrices X and Y, we obviously have
X − 1Y
TX − 1Y O ,
where 
0 is a free parameter. The above inequality imme-
diately leads to
XTY + YTX XTX +
1

YTY . A1
Next, let us define
C˜ 1 = Re C˜ , C˜ 2 = Im C˜ , 	C˜ 1 = Re 	C˜ , 	C˜ 2 = Im 	C˜ .
In this appendix, we omit the suffix t for simplicity.
Then, the conditions 19 are represented by 	C˜ iT	C˜ iriI
i=1,2. Note that they lead to the scalar inequalities
	C˜ i	C˜ i
Tri i=1,2.
Now we are at the point to prove. Let us first derive the
inequality 29. By a straightforward calculation, we obtain
	A¯ = ¯	GE¯ +¯ 1	J¯1E¯ + ¯	J¯2¯ 2 + ¯	C˜ 1
T	C˜ 2E¯
− ¯	C˜ 2
T	C˜ 1E¯ ,
where ¯ =− TR42 ,E¯ = I OR24 and
¯ 1 = C˜ 1T − C˜ 2T
C˜ 1
T
− C˜ 2
T
− 2k
	, ¯ 2 =  C˜ 2 0T
− C˜ 1 0
T	 ,
	J¯1 = 	C˜ 2
	C˜ 1
	, 	J¯2 = 	C˜ 1T 	C˜ 2T .
We here denoted 0T= 0,0. Accordingly, the matrix 	A¯X¯
+X¯	A¯ T is now represented by
TABLE II. Comparison of the three types of estimators in the
case of the harmonic oscillator Hamiltonian. All parameters of the
estimators are set to the same values in Table I.
g 0.00 0.20 0.40 0.60 0.80 1.00
KAL 1.40 1.37 1.40 1.44 1.47 1.50
RSK 1.44 1.38 1.38 1.39 1.40 1.41
ROB 1.68 3.23 4.79 6.84 9.80 14.48
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	A¯X¯ + X¯	A¯ T = ¯	GE¯ X¯ + X¯ ¯	GE¯ T + ¯ 1	J¯1E¯ X¯
+ X¯ ¯ 1	J¯1E¯ T + ¯	J¯2¯ 2X¯ + X¯ ¯	J¯2¯ 2T
+ ¯	C˜ 1
T	C˜ 2E¯ X¯ + X¯ ¯	C˜ 1
T	C˜ 2E¯ T
− ¯	C˜ 2
T	C˜ 1E¯ X¯ − X¯ ¯	C˜ 2
T	C˜ 1E¯ T. A2
We are then able to apply Eq. A1 to evaluate bounds of
each line in the above equation. For example, the second line
has the following bound:
¯	GE¯ X¯ + X¯ ¯	GE¯ T 1X¯E¯ TE¯X¯ +
1
1
¯	G2¯ T
 1X¯E¯ TE¯X¯ +
g
1
¯¯ T,
where here the assumption on the uncertainty 18 was used.
The free parameter 1
0 should be tuned appropriately.
Next, for evaluating the third line of Eq. A2, we remark the
following:
	J¯1	J¯1
T diag2r2, 2r1 . A3
This inequality is easily seen; the relations 	C˜ i	C˜ i
Tri
i=1,2 lead to
detdiag2r2, 2r1 − 	J¯1	J¯1T = 	C˜ 12	C˜ 22 − 	C˜ 1,	C˜ 2
 0.
Here,  • 2 and • , •  denote the standard Euclidean norm and
inner product, respectively. By using Eqs. A1 and A3, we
then obtain the following inequality:
¯ 1	J¯1E¯ X¯ + X¯ ¯ 1	J¯1E¯ T
 2X¯E¯ TE¯X¯ +
1
2
¯ 1	J¯1	J¯1
T¯ 1
T
 2X¯E¯ TE¯X¯ +
2
2
¯ 1diagr2,r1¯ 1T.
For the other lines of Eq. A2, we can use the same manner
to have their bounds that do not depend on the uncertainties.
As a result, we obtain the objective inequality 	A¯X¯ +X¯	A¯ T
X¯Q¯ 1X¯ +Q¯ 2, where
Q¯ 1ª Q1 OO O 	 ,
Q¯ 2ª Q2 Q2Q2 Q2	 − 4r12  O mk
T
kmT kmT + mkT − 2kkT	 .
The matrices Q1 and Q2 are defined as follows:
Q1ª 1 + 2 + 4 + 5I + 3C˜ 1TC˜ 1 + C˜ 2TC˜ 2 , A4
Q2ª  g
1
+
r1 + r2
3
+
r1r2
4
+
r1r2
5
I + 2
2
r2C˜ 1
TC˜ 1
+ r1C˜ 2
TC˜ 2T. A5
The parameters i
0 i=1, . . . ,5 should be chosen appro-
priately.
Let us next derive Eq. 30. Similar to the previous case,
we use Eq. A1 to obtain a bound that does not depend on
the uncertainty. First, we immediately obtain
	D =  C˜ 1
T	C˜ 1 + 	C˜ 1
TC˜ 1 + C˜ 2
T	C˜ 2
+ 	C˜ 2
TC˜ 2 + 	C˜ 1
T	C˜ 1 + 	C˜ 2
T	C˜ 2T
  6C˜ 1TC˜ 1 + r16 I + 7C˜ 2TC˜ 2 + r27 I + r1 + r2I	T
¬ Q3,
where 6
0 and 7
0 are free parameters. This readily
leads to
	D 	D
	D 	D 	 Q3 Q3Q3 Q3	 .
Also, setting X= 0T ,kT and Y = −	mT ,−	mT in Eq. A1,
we obtain the following inequality:
−   O 	mkTk	mT k	mT + 	mkT	
  	m	mT/8 	m	mT/8
	m	mT/8 	m	mT/8 + 8kkT
	
  r2I/8 r2I/8
r2I/8 r2I/8 + 8kkT
	 ,
where 8
0. Consequently, 	D¯ is bounded by 	D¯ Q¯ 3,
where
Q¯ 3ª Q3 Q3Q3 Q3	 +  8O OO kkT	 ,
and
Q3ª   r1
6
+
r2
7
+
r2
8
+ r1 + r2I
+  6C˜ 1
TC˜ 1 + 7C˜ 2
TC˜ 2T. A6
APPENDIX B: UPPER BOUND LEMMA
We consider a matrix-valued differential equation of the
form
P˙ t = APt + PtAT + BBT. B1
Lemma. Suppose there exists a positive definite matrix
X
0 such that the inequality AX+XAT+BBT0 holds.
Then, Eq. B1 has a unique stationary solution that satisfies
lim
t→
Pt  X .
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Proof. We readily see that the matrix A is strictly stable;
any eigenvalue of A has a negative real part. Now, let us
define PtªX− Pt. Then, by using the assumption we have
P˙ t = − AX + XAT + BBT + APt + PtAT APt + PtAT,
which yields PteAtP0eA
Tt
. We then obtain limt→Pt
0 since A is strictly stable. This shows the assertion. 
APPENDIX C: NOMINAL-TRUE
SYSTEMS DIFFERENCE
The objective here is to characterize the stationary mean
square error between the “true” system 20 and the risk-
sensitive observer 15 specifically designed for the “nomi-
nal” system 6. For this purpose, we calculate the symme-
trized covariance matrix of the error vector eˆtª xˆt−txˆ,
where xˆt and t
xˆ are generated from Eqs. 20 and 15,
respectively. Particularly, we now focus on the stationary ob-
server. Thus, let us assume that the two Riccati equations
16 and 17 have unique steady solutions V and K, re-
spectively. Then, defining
boª 1

V
FT + TIm C˜ T, Loª − 2
r
BTK

,
the stationary risk-sensitive observer is described by
dt
xˆ = A + V
M + BLot
xˆdt + bodYt − Ft
xˆdt .
We then see that the augmented vector ¯t= xˆt , eˆtT satisfies
d¯t=A¯o¯tdt+b¯odBˆ t+b¯o
*dBˆ t
†
, where
A¯o = A + 	A + BLo − BLo
	A − V
M A + V
M − boF
	 ,
b¯o =  iC˜ T
iC˜ T − bo
	 .
Let V¯ t be the symmetrized covariance matrix of ¯t. As men-
tioned in the proof of Theorem 1, this matrix satisfies
¯t¯t
T=V¯ t+i¯ /2. By using this relation, we obtain dV¯ t /dt
=A¯oV¯ t+V¯ tA¯ o
T+D¯ o, where D¯ o is given by
D¯ o = D DD D 	
−   O bo ImC˜ T
boImC˜  boImC˜  + boImC˜ T − boboT
	 .
As a result, the variance of the estimation error is given by
limt→eˆt
Teˆt=W¯ 33+W¯ 44, where W¯ is the stationary solution
of the following Lyapunov equation:
A¯oW¯ + W¯ A¯o
T + D¯ o = O . C1
The estimation error between the true system and the Kal-
man filter designed for the nominal system is immediately
evaluated by setting =0 in the above discussion.
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