This paper is concerned with the generic form of space-time correlations of instantaneous velocity fluctuations in turbulent shear flows. The study has as its basis the Kovasznay-Corrsin conjecture modified to account for inhomogeneities. Details of the modifications were dictated by comparison with direct numerical simulations of turbulent channel flow. For example, analysis of the simulations shows that the space-time correlations at optimal delay depict, when appropriately normalized, a form independent of turbulence component. It is also evident that the half width of the correlation grows, in the outer region of the layer, like V nϩ1 , while the Lagrangian time scale grows like V n , where 2ϽnϽ3 and V is the mean convection velocity. The resulting generic form for the space-time correlation captures these effects well and brings to light a Reynolds number effect that is most evident in the tail of the correlations at nonoptimal delay.
I. INTRODUCTION
Correlations of the instantaneous velocity separated in space and time in turbulent shear flows have long been recognized to contain a wealth of information about the underlying structure of the flow 1 and consequently form the basis of methods to deduce that structure. Such methods include proper orthogonal decomposition, 2, 3 linear stochastic estimation, 4 and mean field theory. [5] [6] [7] [8] [9] [10] All methods are in their infancy, but to further exploit them requires knowledge of R i j for various space and time separations ͑see Sec. VII͒ for all space in the shear layer.
Measurements of space-time correlations have been made in boundary layers, 11 pipe flow, 12 and axisymmetric jets. 13 Kim and Hussain 14, 15 ͑henceforth KH, or KH1 and KH2, respectively͒ have also extracted them from Kim, Moin, and Moser's 16 low Reynolds number direct numerical simulations ͑DNS͒ of channel flow.
Unfortunately the acquisition of space-time correlations is time and storage intensive. In consequence none of the studies can be considered complete, vis a vis providing R i j (x;r,) correlations over all space r and time separations for all space x of interest. Acquisition of R i j is further hampered by constraints such as probe interference in experiments and numerical limitations in DNS. A relevant question, therefore, is whether a credible interpolative basis can be constructed to bridge the gap between measured or calculated correlations, and that is the aim of this paper.
Such a concept was first conceived in the context of homogeneous, isotropic turbulence and was realized with some success by Favre 17 on the basis of the KovasznayCorrsin conjecture. 18, 19 Our intent here is to explore whether the conjecture remains useful in nonhomogeneous, nonisotropic turbulent flows.
We find in fact that the conjecture, which states that the space-time correlation can be expressed in terms of the space correlation and its probabilistic diminution with time ͑see Sec. II͒, is meaningful, at least for the purposes of modeling. And, perhaps more important, we find that complicating features like nonhomogeneity and nonisotropy can be factored away; this is seen most clearly in the context of correlations at optimal delay ͑Sec. III͒. On the other hand, space-time correlations at nonoptimal delay ͑Sec. IV͒ are found to be Reynolds number dependent, at least in the tail of the correlation.
As a basis for comparison we use the DNS results of KH. These results are not of course affected by probe effects, but it is unwise to assume direct simulations readily admit a plethora of credible estimations of R(x;r,); they do not. Indeed special runs with reduced time and spatial steps were necessary to ensure the realization of credible statistics. Furthermore, credibility of these statistical quantities is limited to r spacings less than about a quarter of the fundamental streamwise Fourier wavelength employed in the calculation, which translates to about 1000 wall units. Subsequent calculations of R(x;r,0) have been made by Moser, Kim, and Mansour, 20 although calculations of R(x;0,) will not be forthcoming, owing to the nature of the numerical algorithm. ϭ͗u i u j ͘R i j (x;r,)ϭ͗u i (x,t)u j (xϩr,tϩ)͘ can be expressed in terms of the diminution of the spatial product u i (x,t)u j (xϩr,t). Here u i (x,t) is the velocity of the flow at point x at time t in an isotropic homogeneous turbulence and ͗u i ͘ denotes averaging over N repeated realizations; specifi-
In particular, Kovasznay reasoned that any dimunition in the spatial product over time from its value at rϭ0, ϭ0 is due to turbulent diffusion, vis-à-vis the fact that a fluid particle at xϩr at time was at x at ϭ0. In terms of a generalized scalar function (x,t) then
Corrsin 19 further conjectured that at sufficiently large time the distribution of random displacements r from x must become statistically independent of particular realizations of the velocity field. In essence, that the diffusion process is, after large time, effectively the same as a random walk process and that in random walks the local velocity has, after many steps, negligible correlation with the total displacement. Thus ͵ ͗u i ͑ x,t ͒u j ͑ xϩp,t ͒͑ xϩpϪr,tϩ ͒͘dp ϳ ͵ ͗u i ͑ x,t ͒u j ͑ xϩp,t ͒͘ ͑ pϪr, ͒dp, where (r,) is the probability that a fluid particle makes the displacement r in time .
Of course what constitutes ''large time'' is crucial to the usefulness of the conjecture, but that was quantified by Roberts 22 who, on the basis of an analysis by Kraichnan, 23 determined statistical independence to be a reasonable approximation for times short enough such that R i j (x;r,) is an appreciable fraction of unity. With that in mind, Saffman 24 utilized the conjecture to relate Lagrangian to Eulerian correlations in stationary homogeneous turbulence. In the present context the conjecture says
from which it follows that evaluation of R i j (x;r,) rests upon knowledge of (xϪr,) and R i j (x;r,0), to which we now turn our attention.
B. An isotropic model
To proceed we introduce a rectangular Cartesian coordinate system xϭ(x 1 ,x 2 ,x 3 ) with unit vectors ͑i,j,k͒; orient x 1 in the streamwise direction and set rϭ(X 1 ,X 2 ,X 3 ). Then, for a homogeneous turbulence advecting in the x 1 direction at a constant mean convection velocity V j ϭ(V,0,0), we have
͑2.3͒
where ͗y i 2 ͘ is the mean square displacement of a marked particle in time .
We also know that the correlation for an isotropic turbulence, R i j (r,0) (ϵR i j (x;r,0)), can be expressed in terms of the longitudinal ͗u 1 2 ͘ f (s)ϭ͗u 1 (0,t)u 1 (is,t)͘ and transverse ͗u 1 2 ͘g(s)ϭ͗u 2 (0,t)u 2 (is,t)͘ velocity correlations through
where s 2 ϭx 1 x 1 ϩx 2 x 2 ϩx 3 x 3 , and from continuity
with f (0)ϭ1. But to go further requires f (s). At this point we appeal to experiment where there is strong evidence that f (s) is Gaussian, or nearly, 26 so we let
͑2.6͒
Here L is an appropriate length scale ͑which, with no loss of generality, we assume is component dependent and write as L j ͒. 
where
͑2.9͒
It is now a straightforward extension to deduce R ii (i ϭ2,3) for which
where BϭB 1 ϩB 2 ϩB 3 and
͑2.11͒
Finally we combine ͑2.7͒ and ͑2.10͒ to yield, for an isotropic homogeneous flow,
where ⌬ ii ϭ␦ i2 ϩ␦ i3 . Observe that ͑2.12͒ recovers f (s) and g(s), as it should when ϭ0.
C. Experimental support
Experimental support for ͑2.7͒ came from Favre, 17 who obtained satisfactory agreement between measured values of R 11 (X 1 ,0,0,) in homogeneous grid turbulence and ͑2.7͒ for times that are short with respect to the Lagrangian integral time scale. To complete the calculation he used the experimental value of L ͑later defined͒ and assumed ͗y i 2 ͘ quadratic in , which is in fact valid only for short time; it grows linearly in for large time. 24 In consequence his predictions at optimal delay, i.e., when X 1 ϭV, decay as Ϫ3 rather than the asymptotically correct
III. NONISOTROPIC TURBULENT SHEAR FLOW: CORRELATIONS AT OPTIMAL DELAY
Our intent here is to consider R i j (x;r,) in inhomogeneous nonisotropic turbulent flows. We begin by noting that measured and computed space correlations in such flows at a given level in the direction of inhomogeneity z, bare strong resemblance to their counterparts in isotropic homogeneous turbulence. In consequence we explore the notion that ͑2.12͒ continues to apply in inhomogeneous flow, albeit with the assumption, since R i j is now a function of z, that R i j (x;r,)‫ۋ‬R i j (x 1 ,x 2 ,x 3 ϩz;r,)ϵR i j (z;r,) for z 0, i.e., away from boundaries. Accordingly, L i , ͗y i 2 ͘, and V are also z dependent. The dependence of each is deduced in subsequent sections using turbulent channel flow as a guide, but first we require the variation of ͗y i 2 ͘ with time, and in particular the correlation at optimal delay.
A. The form of Šy

2
‹ with ͗y i 2 ͘ is the second moment of with respect to X 1 and has the physical interpretation given in Sec. II A; our intent here is to determine its detailed variation with . To isolate that behavior we consider the correlation at fixed z at optimal delay, i.e., at the delay determined by the mean convection velocity. Then X 1 ϭV and, with X 2 ϭX 3 ϭ0, the numerator in ͑2.12͒ is unity. In order to isolate ͗y i 2 ͘, however, we require L i and thus define L i as the value of
causing the data for R ii , when plotted with as the independent variable, to collapse at ϭ1.
When plotted in this manner, however, the data for all three cases collapse not only at ϭ1, but over the whole range of ; see To resolve this question, ͑2.12͒ was evaluated for each asymptotic form. Both asymptotes concur well with the data, as we see in Fig. 2 , although agreement at small is to some degree forced. Nevertheless, we have sufficient justification to craft an asymptotically correct form for F͑͒ and thus write
Here n is a positive constant and, to ensure R ii (,;z) ϭ1/2 at ϭ1, set the constant Aϭ␥ n Ϫ1 with ␥Ϸ1.7024.
for R ii at optimal delay: ͑छ͒ streamwise, ͑ϩ͒ transverse, ͑ᮀ͒ wall normal. Curves from Eqs. ͑3.6͒ and ͑3.7͒ are as recovered from ͑4.1͒. Fig. 1 with independent variable normalized at R ii ϭ0.5. Symbols are as in Fig. 1 . The dashed lines are the asymptotic forms for small and large . The solid line is Eq. ͑3.4͒.
FIG. 2. Data of
Equation ͑2.7͒, utilizing ͑3.2͒ with nϭ2 ͓which together lead to Eq. ͑3.4͔͒, is also plotted in Fig. 2 and is seen to provide a credible fit to the data. Now the ubiquity-by which we mean the removal of effects due to inhomogeneity and nonisotropy-implied by ͑3.2͒ and ͑3.4͒ is intriguing and warrants investigation. To gain insight into it, recall that in the absence of a convection velocity ͗y i 2 ͘ varies as ͗u i 2 (z)͘ for all , 24 so that for consistency in the presence of shear it is appropriate to replace V in ͑3.1͒ with, say, Vϩ͗u i
. Then in view of ͑3.2͒ we have
where T i is the Lagrangian time scale. Observe that ͑3.3͒ concurs with Saffman 24 for
In short, the form F͑͒ is a consequence of advection rather than a profound anomaly due to turbulent diffusion.
In consequence we postulate that ͑3.2͒ is ubiquitous to any shear flow in which V 2 ӷ͗u i 2 (z)͘, from which it follows that the ubiquitous correlation coefficient at optimal delay, R͑͒, is independent of z and i, and has the form
͑3.4͒
Of course both ͗y i 2 ͘ and L i 2 remain functions of z; ͑3.4͒ simply means they each exhibit the same dependency with z.
B. A model for nonhomogeneous flow
The unfolded version of ͑3.4͒ is
which necessitates that D in ͑2.12͒ be replaced with D i ; it also requires BӶ1, at least for X 1 ϭV. Equation ͑3.5͒ recovers the original data well, as we see in Fig. 1 , albeit with known values of L i . To be useful, however, it is necessary to ascertain the value of L i for each i and its variation with z, and we shall do so in Secs. III C and III D.
C. The variation of L i with z
To proceed we first need KH's values of L i , which were deduced as follows: Each curve on KH2's Fig. 3 ͑which plots R ii as a function of X 1 ϩ at various values of z ϩ at fixed time delay ϩ ͒ depicts the value of R ii at X 1 ϭV and thus defines a point on the optimal delay curve R. So, because R is single valued in , knowing R defines , which in turn, through ͑3.1͒ defines L i , which is plotted in Fig. 3 . Observe that the half-width goes as L 1 ϩ ϾL 2 ϩ уL 3 ϩ , in accord with the turbulence intensities.
Of course the next step is to construct an expression for L i and we do so in Sec. III D via an expression for the Lagrangian time scale, which we now discuss.
D. The Lagrangian time scale
In writing ͑3.3͒ we introduced the Lagrangian time scale T i ; this may be estimated by comparing ͑3.3͒ with ͑3.2͒ to yield
͑3.6͒
Alternatively, we may derive T i from ͑3.4͒ ͓by noting that the long time asymptote is valid at Ϸ1 ͑see Fig. 2͒ and that
KH's data for T i ͓as determined from ͑3.6͔͒ are plotted in Fig. 4 , where we see that T i ϩ increases monotonically with z ϩ in the outer region, although less rapidly than L i ϩ . Our task is to find a simple fit for T i .
In order to do so we first normalize T i by its centerline ͑i.e., maximum͒ value and plot the result in Fig. 5 . Observe that the data for iϭ1,2,3 more or less collapse in the outer region of the layer, while those in the inner region remain distinct. Such features are characteristic of bounded shear flows and are indicative of two categories of turbulent motions: those that actively contribute to the Reynolds stress and those that do not.
Townsend 27 denotes the former motions ''active'' and the latter ''inactive.'' Accordingly, he associates the active The disparity in scales also permits their effects to be summed 29 and we exploit that point here. Specifically we assume T i to be composed of an active and an inactive part.
Looking first at the outer region it is evident in Beyond that and KH's data at two values of z, we know no more. All we can surmise is that the form of T i in the inner region is roughly that as sketched in Fig. 5 , where we have assumed the active component goes like ze Ϫ(zϪz 0 ) 2 , with z 0 constant. Thus,
͑3.7͒
In plotting Figs. 3, 4, and 5 we set mϭ5/2, ␣ i ϭ(8.5,9.9,2.0), ␤ϭ20, and z 0 /z ϱ ϭ1. Equation ͑3.7͒ unfolds reasonably well to depict T i , as we see in Fig. 4 , as does L i from ͑3.6͒ in Fig. 3 . But until more data for the inner region are available, the form of the active component must be treated as speculative. KH find the propagation velocities of the three perturbation velocities are within a few percent of one another. In particular they find V depicts a lower bound in the wall region of about 0.55% of the centerline velocity U ϱ and asymptotes to U ϱ in the outer region. For our present purposes we shall not distinguish between components; rather we construct a generic form for V from U. Specifically, since U ϳz as z→0 and dU/dz→0 as z→z ϱ we write
E. The convection velocity
VϭAU ϱ UЈ UЈ͑0 ͒ ϩ z z ϱ ͩ z ϱ ϩz 1 zϩz 1 ͪ U.
͑3.8͒
Comparison with KH's curve for V ϩ suggests that Aϭ0.55 and that z 1 ϩ lies in the range 5-10. This curve concurs well with that of KH and is plotted in Fig. 6 with z 1 ϩ ϭ7. Finally ͑3.8͒ should also carry over to boundary layers, where we interpret U ϱ and z ϱ as values at the characteristic thickness ␦ of the layer ͑see Ref. 36͒.
IV. NONISOTROPIC TURBULENT SHEAR FLOWS: SPACE-TIME CORRELATIONS
A. A general model for nonhomogeneous, nonisotropic flow
We now turn our attention to correlations for which X 1 V so that the numerator in ͑2.12͒ is nonzero. In fact rather than using ͑2.12͒ we introduce a more general form written as
Here B i * and N i * contain the same ingredients as B and N, but for generality may deviate in detailed form. For example, because the numerator must now depend on direction ͑which N does not͒ and because we expect R ii to be z dependent, we introduce the function h i (z) and write N i * 2 ϭ2h i 2 N 2 . Of course, 2h i 2 ϭ1 in an isotropic, homogeneous flow, but will differ from unity otherwise. We discuss h i (z) in Sec. IV B and B i * in Sec. IV C.
First, however, we note that in order to evaluate B and N ͑or their modeled counterparts B i * and N i *͒ from KH's data we require X 1 ϪV, L i and ͗y i 2 ͘/L i 2 . The first is extracted directly from KH2's Fig. 3 , while the second is known via from Sec. III C. The third also follows from using ͑3.2͒.
B. The function h i and its variation with z
With N and N i * at hand we seek h i (z). Of course, in general,
where we define h i (z) to ensure the half width, i.e., the spacing ͉X 1 ϪV͉ where R ii (r,)ϭD i Ϫ3 /2, is correctly predicted. So, setting B i *ϭB iH * , N i *ϭN iH * and NϭN H at the half point, then from ͑4.1͒,
͑4.3͒
from which we extract h i (z). KH give the necessary data to solve ͑4.3͒ at only four z locations; nevertheless it is clear ͑see Fig. 7͒ that h 1 (z) is essentially linear. In fact,
furthermore, h 2 and h 3 are about 80% higher than h 1 ͑they are scaled accordingly in Fig. 7͒ and so for modeling purposes we write h i ϭ1. 8h 1 (iϭ2,3) .
C. The function B*
The 
where the label i refers to R ii . Here B i * is z dependent and exceeds two for some X 1 ; accordingly B*Ӷ1 at optimal delay.
Of course a crucial test is to compare ͑4.1͒ using ͑4.2͒, ͑4.4͒, and ͑4.5͒ with KH2 ͑Fig. 3͒. This we do in Fig. 8 . Observe that the peak value of the correlation compares well at each z ϩ , as does its X 1 ϩ location; the half widths are also credibly predicted. Of course if the peak values are correct then the curves at optimal delay must also be correct and are, as we saw in Fig. 1 .
But not everything is perfect: the tails of the correlations in Fig. 8 decay much faster with ͉X 1 ϩ ϪV ϩ ϩ ͉ than do the DNS results. This is an effect due to Reynolds number ͑see Sec. IV D͒: in essence ͑4.1͒ describes the correlation as it occurs at infinite Reynolds number.
D. The influence of Reynolds number
To understand why the curves in Fig. 8 have different tails than their counterparts in KH we return to ͑2.3͒, which gives the probability that a fluid particle at xϩr at time was at x at ϭ0. The assumption in ͑2.3͒ was that the probability is Gaussian, while the inference from KH's data is that the probability distribution gradually loses Gaussianity as r and increase, and eventually becomes independent of displacement and time.
The reason is as follows: ͑2.3͒ assumes the fluid is advecting in an unbounded domain. Specifically, that all particles arriving at a point at time lay somewhere within a conical volume at time ϭ0. At finite Reynolds numbers, on the other hand, and for sufficiently large , the diameter of the cone must at some point exceed the spacing of the channel walls, causing ͑2.3͒ to break down. Indeed, at that stage, the source of particles arriving at the apex is restricted to an area bounded by the channel walls and there is then an even probability they came from any location within that area. The same argument applies to r. Thus, rather than employing ͑2.3͒, which has the form e Ϫ1/2 2 , the probability must take the more general form e Of course erf( 2 )ϳ 2 for 2 Ͻ0.6 and so the correlation is unaffected near its peak. Deviations elsewhere, however, and in particular in the tail of the correlation, are determined by the value of X 1 ϪV at which 2 ϭ0.6, and this concurrence is Reynolds number dependent. In consequence, ͑4.1͒ is the limiting case of the correlation as it occurs at infinite Reynolds number.
V. CROSS CORRELATIONS
Equation ͑4.1͒ can be further generalized to R i j (i, j ϭ1,2,3), as
͑5.1͒
which accounts for cross correlations. KH do not present cross correlations but Favre 17 ͑Fig. 12͒ does. In particular, he plots R 13 (z;X 1 ,0,X 3 ,) in a boundary layer, with z set to 13.5% of the boundary layer thickness and X 1 ϭU. The Reynolds number of his boundary layer ͑Re ␦ ϭ31,200, based on free stream velocity and ␦͒ far exceeds that of KH's channel flow ͑Re h ϭ3260 based on free stream velocity and channel half width͒. Nevertheless, on setting z to 13.5% of the channel half width, we see ͓in Fig. 9͑a͔͒ that the model depicts the same features as the boundary layer data ͓Fig. 9͑c͔͒ but with a lower decay rate both in X 1 and X 3 . This, of course, could highlight a deficiency with the model, but it is more likely a Reynolds number effect.
To gain insight into the effect of Reynolds number, we plot a third case ͓Fig. 
VI. AN EXAMPLE
With a model of R i j at hand, it is appropriate to now recall our motivation for constructing it, vis-à-vis its use in techniques to deduce turbulence structure, and employ it in an example. We do so in the context of Lagrangian mean field theory applied to parallel shear flows as outlined in Ref. 8 , where the theory is used to describe the dynamics ͑birth, death, and rebirth͒ of streaks and longitudinal vortices.
Of course like their Eulerian averaged counterparts, Lagrangian averaged equations are not closed; the former requiring quantities like Q i j , the latter quantities like the generalized Stokes drift. But while Q i j can, for the most part, be measured by fixed instruments or calculated numerically in an Eulerian field direct simulation, Lagrangian mean quantities cannot. Fortunately, however, there are instances where Lagrangian mean quantities can be expressed in terms of Q i j . One such instance is that of a discrete ͑or continuous͒ spectrum of three-͑or two-͒ dimensional finite amplitude rotational waves on a parallel shear flow, as occur in KH's flow.
Phillips 10 analyzes this case in detail and shows that the streamwise component of the generalized Stokes drift D 1 , which as UϩD 1 is the mass transport velocity, takes the form
͑6.1͒
Here Q i j * is the space-time correlation at optimal delay and * is a value of at which R i j * satisfies specific constraints ͑see Ref. 10͒. We evaluate ͑6.1͒ using ͑5.1͒ and KH's data for the Reynolds stress tensor, and plot the results as D 1 ϩ in Fig. 11 . Here we see that mass transport is slower than the Eulerian mean flow in the wall region and exceeds it in the outer region. We further note that the peak deficit occurs at a z ϩ value very close to that at which ͗u 1 2 ͘ is a maximum.
VII. DISCUSSION
We have used the Kovasznay-Corrsin conjecture, supplemented by two auxiliary functions, to construct a generic form for space-time correlations in turbulent shear flows. The form is relatively simple and is useful to interpolate correlations intermediate to those measured or calculated. The auxiliary functions account for variations in the direction of inhomogeneity and were derived in detail for turbulent channel flow. Of course it is doubtful the precise functions deduced for channel flow will apply to all shear layers, although they seem appropriate for boundary layers.
In analyzing the channel flow data, it transpired that the correlations at optimal delay depict, when appropriately normalized, a form independent of turbulence component. This is not the case in homogeneous isotropic flows where, while R 11 is strictly positive, R 22 and R 33 are not. Of course the present result is true only to leading order and over the range of X 1 ϩ for which the DNS statistics are credible. Nevertheless, it is a useful approximation for the purposes of analysis up to spacings say of 1000 or so wall units.
Fluid particles arriving at a point in unbounded space are drawn from anywhere within a conical region that extends upstream of the point. In bounded flows, however, and at sufficiently large separations in space and/or time upstream of the point, the cone intersects the wall. The sourceable volume is thereby restricted and because details of the conewall interaction are affected by Reynolds number, the ensuing space-time correlation is Reynolds number dependent, most particularly in the tail of the correlation.
Of course we might expect that dependence to scale with wall variables in the wall region, but that need not be the case. Specifically, while wall variables are a useful first cut for scaling events normal to the wall, there is no immediate reason why such scaling should apply in the streamwise direction, although for consistency we write streamwise distance in such variables.
KH find R 11 exceeds 0.1 throughout the shear layer until at least X 1 /␦ϭ5 ͑see Fig. 8͒ , while ͑5.1͒ at infinite Reynolds number suggests zero correlation at the same separation. Equation ͑5.1͒ can of course be configured to recover KH's observed tail ͑see Sec. IV D͒ but although nonzero correlations are conceivable in some regions of z in bounded shear layers at separations X 1 /␦ӷ1, it it is doubtful they remain nonzero throughout the shear layer, particularly at geophysical Reynolds numbers.
Finally, as motivation for this work we cited the requirements of techniques designed to deduce the structure of turbulent flows. Interestingly, although each method cited employs R i j , they each utilize a different form of R i j . For example, proper orthogonal decomposition needs the correlation at zero time delay, while mean field theory requires it at close to optimal time delay. Linear stochastic estimation, on the other hand, can make use of the full space-time correlation, although calculations to this point have been restricted to zero time delay. Equation ͑5.1͒ vastly exceeds these requirements, but that may not be the case for the next generation of structure educing techniques, which we infer will also be built around space-time correlations.
In short, ͑5.1͒ provides an ideal basis function from which to approximate R i j in turbulent shear flows. It is rendered complete with the following equations: ͑3.6͒, ͑3.7͒, and ͑3.8͒, which define L i , T i , and V and thus from ͑3.1͒. Equation ͑3.2͒ then provides ͗y i 2 ͘/L i 2 enabling the evaluation of D i from ͑2.9͒, and N i * and B i * from ͑4.2͒, ͑4.4͒, and ͑4.5͒.
ACKNOWLEDGMENT
The work was supported by the National Science Foundation through Grant Nos. OCE-9696161 and OCE-9818092.
