We obtain strong approximations (couplings) to suprema of non-centered empirical processes indexed by possibly unbounded VC-type classes of functions, by suprema of the corresponding Gaussian and bootstrap processes. The bounds on the quality of the couplings are non-asymptotic, which allow us to work with classes of functions whose complexity increases with the sample size. The couplings are not of the Hungarian type and are instead based on the Slepian-Stein methods and Gaussian comparison inequalities. The increasing complexity of function classes and non-centrality of the processes make the results useful for applications in modern nonparametric statistics (Giné and Nickl, [14] ), in particular allowing to study the power properties of nonparametric tests using Gaussian approximations and the bootstrap.
Introduction
Let (S, S) be a measurable space, and let X, X 1 , . . . , X n be a sequence of i.i.d. random variables taking values in (S, S) with a common distribution P . We assume that S is a separable metric space and S is its Borel σ-field. Let F be a class of measurable functions f : S → R with a measurable envelope F : S → R satisfying F (x) ≥ sup f ∈F |f (x)| for all x ∈ S. Define the empirical process indexed by F :
where P f = f dP = E[f (X)]. Let e 1 , . . . , e n be independent standard Gaussian random variables that are independent of X n 1 := {X 1 , . . . , X n }. Define the multiplier bootstrap process indexed by F :
where P n is the empirical measure based on X 1 , . . . , X n ; that is, P n f = n −1 n i=1 f (X i ) for f ∈ F . Let N 1 , . . . , N n be a sequence of random variables multinomially distributed with parameters n and (probabilities) 1/n, . . . , 1/n that are independent of X 1 , . . . , X n . Define the empirical bootstrap process indexed by F :
Suppose that F ⊂ L 2 (P ) is a VC type class of functions (the definition of VC type classes is recalled in Section 2) with sup f ∈F |P f | < ∞. Then F is totally bounded with respect to the semimetric e P (f, g) = P (f − g) 2 , f, g ∈ F , and there exists a centered Gaussian process G P indexed by F with uniformly e P -continuous sample paths and covariance function E[G P (f )G P (g)] = Cov(f (X), g(X)), f, g ∈ F .
(2)
In this paper, for a given suitable functional B : F → R, we are interested in constructing couplings between 
so that the random variables appearing in each line are close to each other with high probability. The notation d = means equality in distribution, and d|X n 1 = means equality in conditional distribution given X n 1 = {X 1 , . . . , X n }. Here we suppose that the probability space is such that (Ω, A, P) = (S n , S n , P n ) × (T, where X 1 , . . . , X n are the coordinate projections of (S n , S n , P n ), random variables e 1 , . . . , e n (or N 1 , . . . , N n ) depend on the second coordinate only, and ([0 The last augmentation of the probability space enables us to generate a uniform random variable on [0, 1] independent of X 1 , . . . , X n and e 1 , . . . , e n (or N 1 , . . . , N n ). We also implicitly assume here that that the functional B and the class F are "nice" enough so that measurability complications do not arise; see Section 2 for explicit assumptions.
Our couplings are based on the Slepian-Stein methods and Gaussian comparison inequalities and built on the ideas in [3, 4, 5, 6, 7, 8, 9] . We emphasize that the construction of couplings in this paper is non-asymptotic, and so the function class F = F n can be indexed by the sample size n, and its complexity may grow as the sample size increases. This feature of our couplings is especially important in modern nonparametric statistics [14] ; see [6] and [7] for examples of applications.
We also emphasize that our couplings are not of the Hungarian type, and so are different from those obtained in [16] and [20] . In particular, our couplings do not depend on the total variation norm of the functions f in F as, for example, in [20] . Instead, the couplings only depend on VC properties of the function class F as well on certain moments of the functions f in F and the envelope F . This feature of the construction leads to a different range of possible applications in comparison with Hungarian couplings; see the detailed discussion in [6] .
Gaussian and bootstrap approximations of suprema of non-centered empirical processes have many potential applications. For example, these approximations can be used to derive non-asymptotic bounds on the errors in multivariate CLT. Specifically, let S = R p , and let A be a closed convex set in S.
Therefore, our results can be used to approximate
Here, the dimension p = p n of the sample space S = R p can depend on the sample size n and increase as n grows. Importantly, if the set A is such that that the set V p−1 on the right-hand side of (6) can be reduced to a sufficiently small subset of V p−1 , the Gaussian approximation becomes possible even if p is larger or much larger than n; see [5] and [9] for examples. More broadly, one can use our results for distributional approximation of general convex functionals on R p where the probability measure on R p is given by the distribution of a normalized sum of i.i.d. random vectors; see Section 11 of [10] where it is demonstrated that such functionals can be represented as suprema of non-centered empirical processes.
Another possible application is to study power properties of nonparametric tests where under the null, the statistic can be approximated by sup f ∈F G n f , and under the alternative, the statistic can be approximated by sup f ∈F (B(f ) + G n f ), the function B representing deviations from the null hypothesis. Finally, non-centered empirical processes are useful fore multiscale testing where one combines many statistics corresponding to different scales into one test using scale-dependent critical value for each statistic; see [12] where such tests were used for qualitative hypotheses testing.
The organization of this paper is as follows. In the next section, we present our main coupling theorems. In Section 3, we derive two auxiliary coupling theorems that deal with maxima of high-dimensional random vectors. All proofs are contained in Sections 4 and 5. For convenience of the reader, we cite some additional results that are useful in our derivations in Section 6.
Notation
We use standard notation from the empirical process literature. For any probability measure Q on a measurable space (S, S), we use the notation Qf = f dQ. For p ≥ 1, we use L p (Q) to denote the space of all measurable functions f :
. For a function g : R → R, we write g ∞ = sup x∈R |g(x)|, and assuming that g is differentiable, we use g ′ to denote the derivative of g. We denote by C k (R) the space of k-times continuously differentiable functions on R. For a, b ∈ R, we use the notation a ∨ b = max{a, b}.
Main results
In this section, we construct couplings between random variables in (3), (4), and (5) when F is a VC type class of functions. Recall the definition: Definition 2.1 (VC type class). Let F be a class of measurable functions on a measurable space (S, S), to which a measurable envelope F is attached. We say that F is VC type with envelope F if there are constants A, v > 0 such that sup Q N(F , e Q , ε F Q,2 ) ≤ (A/ε) v for all 0 < ε ≤ 1, where the supremum is taken over all finitely discrete probability measures on (S, S).
Let B : F → R be a given functional, and for η > 0, let N B (η) be the minimal integer N such that there exist f 1 , . . . , f N ∈ F with the property that for every f ∈ F , there exists 1
We make the following assumptions.
(A) There exists a countable subset G of F such that for any f ∈ F , there exists a sequence g m ∈ G with g m → f pointwise and B(g m ) → B(f ). (B) The class of functions F is VC type with a measurable envelope F and constants A ≥ e and v ≥ 1. (C) There exist constants b ≥ σ > 0 and q ∈ [4, ∞) such that sup f ∈F P |f | k ≤ σ 2 b k−2 for k = 2, 3, 4, and F P,q ≤ b.
Assumptions (B) and (C) guarantee that F is totally bounded with respect to the semimetric e P , and there exists a centered Gaussian process G P indexed by F with uniformly e P -continuous sample paths and covariance function given in (2) .
Pick any η > 0 and put
The following theorem provides a coupling between Z and Z.
Theorem 2.1 (Coupling for suprema of empirical processes). Suppose that assumptions (A)-(C) are satisfied, and in addition suppose that
where C 1 , C 2 are positive constants that depend only on q, and
Next, we provide a coupling between Z e and Z e .
Theorem 2.2 (Coupling for suprema of multiplier bootstrap processes). Suppose that assumptions (A)-(C) are satisfied, and in addition suppose that
where C 3 , C 4 are positive constants that depend only on q, and
Finally, we provide a coupling between Z * and Z * :
Theorem 2.3 (Coupling for suprema of empirical bootstrap processes). Suppose that assumptions (A)-(C) are satisfied, and in addition suppose that
where C 5 , C 6 are positive constants that depend only on q, and
Auxiliary results for discretized processes
This section states two auxiliary results for "discretized" processes that will be used to prove the theorems stated in Section 2.
Then for every δ > 0 and every Borel subset A of R, we have
where C 7 , C 8 are universal positive constants, and 
where C 9 > 0 is a universal constant.
Proofs for Section 2
Recall the definition of K n :
Proof of Theorem 2.1
The construction of couplings relies on the following form of Strassen's theorem. Proof of Theorem 2.1. By Strassen's theorem just stated, it is sufficient to prove that for every Borel subset A of R,
where
The rest of the proof is divided into several steps. In the following, C denotes a positive constant depending only on q; the value of C may change from place to place.
Step 1. The first step is to "discretize" the empirical and Gaussian processes. To this end, take
Since N(F , e P , εb) ≤ (4A/ε) v by approximation of P by a finitely discrete probability measure and assumption (B), we have log N ≤ CK n . By definition, there exist f 1 , . . . , f N ∈ F such that for every f ∈ F , there exists 1 ≤ j ≤ N with e P (f, f j ) < εb and |B(f ) − B(f j )| < η. Note that under the present assumption, the Gaussian process G P can be extended to the linear hull of F in such a way that G P has linear sample paths [see 11, Theorem 3.1]. Hence letting
we conclude that
Step 2. Here we wish to show that 
Second, by Dudley's maximal inequality together with the fact that N(
Combining these inequalities, together with the fact that log n ≤ K n , leads to the desired inequality.
Step 3. We wish to show that
Application of Lemma 6.2 with α = γ −1/q and t = γ −2/q to F ǫ leads to that the inequality
holds with probability at least 1 − γ, where
In addition, by Lemma 6.3, we have
Combining these inequalities leads to (12).
Step 4.
Here we apply Theorem 3.1 to show that whenever
for some universal constant c > 0, we have for every Borel subset A of R,
Let
To bound M n,Y (δ), let · ψ 1 denote the Orlicz norm associated with the Young modulus ψ 1 (x) = e x −1, that is,
Then it is routine to verify that there exists a universal constant c > 0 such that max 1≤j≤N | Y j | ψ 1 ≤ cσ √ log N . Hence, by Markov's inequality, for every x > 0,
Therefore, by Lemma 6.7, whenever δ ≥ 2cσn
Application of Theorem 3.1 with these bounds, together with the bound log N ≤ CK n , leads to (14).
Step 5. In the previous step, take
where C ′ > 0 is a large enough but universal constant. It is easy to check that for this choice of δ, (13) holds under the condition K 3 n ≤ n. Indeed, since q ≥ 4, b ≥ σ, log n ≤ K n and log N ≤ CK n , we have 2cσn
Step 3, we have for every Borel subset A of R,
The desired inequality (7) follows from combining Steps 1-5. This completes the proof of the theorem.
Proof of Theorem 2.2
The construction of couplings in Theorem 2.2 relies on a conditional version of Strassen's theorem due to [18] . Lemma 4.2. Let V be a real-valued random variable defined on a probability space (Ω, A, P), and let C be a countably generated sub σ-field of A. Assume that there exists a uniform random variable on [0, 1] independent of C ∨σ(V ). Let G(· | C) be a regular conditional distribution on the Borel σ-field of R given C, and suppose that for some δ > 0 and ε > 0,
where sup A is taken over all Borel subsets A of R. Then there exists a random variable W such that the conditional distribution of W given C coincides with G(· | C), and moreover
Proof. See Theorem 4 in [18] .
Proof of Theorem 2.2.
Here C denotes a positive constant depending only on q; the value of C may change from place to place. In addition, to ease the notation, we write a b if a ≤ Cb. By Lemma 4.2, since σ(X n 1 ) is countably generated by the construction of the probability space (in particular, recall that we have assumed that S is a separable metric space), it is sufficient to find an event E ∈ σ(X n 1 ) such that P(E) ≥ 1 − γ − n −1 , and on this event, the inequality
holds for every Borel subset A of R, where
We first specify such an event, and then show that on this event, (15) holds for every Borel subset A of R. Applying Lemma 6.2 with α = γ −1/q and t = (γ/2) −2/q to F , we have with probability at least 1 − γ/2,
Hence with probability at least 1 − γ/2,
Moreover, applying Lemma 6.2 again with α = γ −2/q and t = (γ/2) −4/q to the class F · F := {f · g : f, g ∈ F }, we have with probability at least 1 − γ/2,
In addition, M n + b 2 K n n −1/2+2/q . Hence with probability at least 1 − γ/2,
Finally, by Markov's inequality, with probability at least 1 − n −1 ,
Define E as the intersection of the events in (16), (17) , and (18) . Then E ∈ σ(X n 1 ) and P(E) ≥ 1 − γ − n −1 . The rest of the proof, which is divided into several steps, is devoted to proving (15) for each fixed X 1 , . . . , X n satisfying (16)- (18) .
In the following, we use the notation introduced in Step 1 of the proof of Theorem 2.1. Then
Step 1. By Step 2 of the proof of Theorem 2.1, we have
Step 2. Here we wish to show that on the event E,
Fix any X 1 , . . . , X n satisfying (16)- (18) . Define the class (
where in the second line, we used the inequality
Now, note that conditional on X n 1 , G e n is a centered Gaussian process, and
n for all f ∈ F . Hence by the Borell-SudakovTsirel'son inequality [see 22, Proposition A. 
Meanwhile, since P n Fε ≤ σ n by Jensen's inequality, we have
e i σ n .
Combining these inequalities leads to (21).
Step 3. Let Z e,ε = max 1≤j≤N (B(f j )+G e n f j ) and Z e = max 1≤j≤N (B(f j )+ G P f j ). We wish to show that on the event E, the inequality
holds for every δ > 0 and every Borel subset A of R. Let ∆ = max 1≤j,k≤N
and observe that
Hence as K n ≤ n, it is easy to check that on the event E,
The assertion of this step now follows from Theorem 3.2 (recall that log N K n ).
Step 4. Take
Then the desired inequality (15) (with suitable C 3 , C 4 ) follows from combining (19) , (20), Steps 1,2, and 3 with this choice of δ.
Proof of Theorem 2.3
Here C denotes a positive constant depending only on q; C may change from place to place. In addition, to ease the notation, we write a b if a ≤ b.
In the proof below, we find an event E ∈ σ(X n 1 ) such that P(E) ≥ 1−γ −n −1 , and on this event, the inequality
holds for every Borel subset A of R where Z e = sup f ∈F (B(f ) + G e n f ). Combining this inequality with (15) , which is established in the proof of Theorem 2.2 (and which holds on a possibly different event
, the proof is completed by applying Lemma 4.2. We first specify the event E. We use the same notation as introduced in
Step 1 of the proof of Theorem 2.1. Then
Further, as in the proof of Theorem 2.2, with probability at least 1 − γ/4,
with probability at least 1 − γ/4,
and with probability at least 1 − n −1 ,
Here F · F = {f · g : f, g ∈ F }. Moreover, applying Lemma 6.6 shows that with probability at least 1 − γ/4,
In addition, by Lemma 6.5,
Therefore, with probability at least 1 − γ/4,
Finally, by Markov's inequality, with probability at least 1 − γ/4,
Define E as the intersection of events in (27)-(31). Then E ∈ σ(X n 1 ) and
In the rest of the proof, which is divided into several steps, we prove (24) for each fixed X 1 , . . . , X n satisfying (27)-(31).
Step 1. By Step 2 in the proof of Theorem 2.2, on the event E,
Note that conditional on X n 1 , G * n is the empirical process associated with n i.i.d. observations from the measure P n on (S, S). When restricted to the domain {X 1 , . . . , X n }, the function class F has a constant envelope max 1≤i≤n F (X i ) γ −1/q n 1/q b. Also, by the same arguments as those used in Step 2 of the proof of Theorem 2.2,
Therefore, (32) follows from Talagrand's inequality (Lemma 6.4) applied with t = log n.
Step 3. Let Z * ,ε = max 1≤j≤N (B(f j )+G * n f j ) and Z e,ε = max 1≤j≤N (B(f j )+ G e n f j ). Here we apply Theorem 3.1 to show that whenever
for some sufficiently large C > 0, on the event E, the inequality
holds for every δ > 0 and every Borel subset A of R.
The last equality above follows from (31) since δ √ n/ log N ≥ Cγ −1/q n 1/q b. Also, by the same argument as that used in Step 4 of the proof of Theorem 2.1, we have
for sufficiently large C. The claim of this step now follows from Theorem 3.1.
Step 4. In the previous step, take
where C ′ > 0 is a large constant that can be chosen to depend only on q. It is easy to check that for this choice of δ, (33) holds under the condition K (26), which completes the proof of the theorem.
Proofs for Section 3
Proof of Theorem 3.1. Here we write a b if there exists a universal constant C > 0 such that a ≤ Cb. Fix δ > 0, and let β = δ −1 log p. Since p ≥ 2, we have 1/δ β. Let A be a Borel subset of R. Denoting e β = β −1 log p(= δ) and using Lemma 6.1, construct a smooth function g : R → R such that for some absolute constant K > 0, g
, and for all t ∈ R,
Further, letμ = n i=1 µ i and consider the function
Hence,
Next, as in the proof of Lemma 5.1 of [9] , for the function m : R p → R defined by m(x) = g(F β (x)), it follows that there exist functions U jkl : R p → R for all 1 ≤ j, k, l ≤ p such that
where the inequalities (35) and (36) hold for all x ∈ R p and (37) holds for all x, x ∈ R with max 1≤j≤p | x j | ≤ β −1 ; see also, [3, 4] . Hence proceeding as in Step 1 of the proof of Lemma 5.1 of [9] and observing that the term
]dt in that paper is trivially bounded from above by a universal constant, one can show that for some universal constant c > 0,
which implies that for some universal constant C,
Combining this inequality with (34) leads to
The asserted claim follows.
Proof of Theorem 3.2. Since p ≥ 2, the asserted claim is trivial if ∆/δ 2 > 1. Therefore, throughout the proof, we will assume that ∆/δ 2 ≤ 1. Let β > 0, and define
T and µ = (µ 1 , . . . , µ p ) T . As in the proof of Theorem 3.1, it can be checked that for every g ∈ C 2 (R), the function m : R p → R defined by m(x) = g(F β (x)) for all x ∈ R p satisfies the inequality p j,k=1
for all x ∈ R p . Therefore, using the same arguments as those used in the proof of Theorem 1 and Comment 1 of [8] with vectors X and Y replaced by vectors X − µ and Y − µ and with the function F β as defined here, we obtain for every g ∈ C 2 (R),
Now, take any Borel subset A of R. We can use Lemma 6.1 to construct a function g ∈ C 2 (R) such that g ′ ∞ ≤ δ −1 and g ′′ ∞ ≤ Kδ −2 for some absolute constant K, and for all t ∈ R,
For this function g and some absolute constant C, we have
where the last line follows from ∆/δ 2 ≤ 1 and p ≥ 2. The conclusion follows from replacing δ by δ/3. 
, and for all t ∈ R
Proof. The proof essentially follows the proof of Lemma 18 in Chapter 10 of [19] with the exception that we employ the compactly supported smoother. Let ρ denote the Euclidean distance on R. Consider the function h(t) = (1 − ρ(t, A δ )/δ) + . Observe that h is a bounded Lipschitz function with Lipschitz constant δ. Let ϕ : R → R be a function defined by ϕ(t) = C exp(1/(t 2 − 1)) for |t| ≤ 1 and ϕ(t) = 0 for |t| > 1 where the constant C is such that Therefore, g is infinitely differentiable. In addition, differentiating g three times and applying a (reverse) change of variables, it follows that g ′ (t) = −δ now follow since h is bounded and ϕ is infinitely differentiable with bounded support. Also, for all t ∈ R, 0 ≤ g(t) ≤ 1. In addition, for t ∈ A, h(t + δz) = 1 for all z such that |z| ≤ 1, and ϕ(z) = 0 if |z| > 1. Hence, 1 A (t) ≤ g(t). Finally, for t / ∈ A 3δ , h(t + δz) = 0 for all z such that |z| ≤ 1, and ϕ(z) = 0 if |z| > 1. Hence, g(t) ≤ 1 A 3δ (t). This completes the proof. Lemma 6.2. Let X 1 , . . . , X n be i.i.d. random variables taking values in a measurable space (S, S) with common distribution P . Let F be a pointwise measurable class of functions f : S → R, to which a measurable envelope F is attached. Consider the empirical process G n f = n −1/2 n i=1 (f (X i ) − P f ), f ∈ F . Let σ 2 > 0 be a constant such that sup f ∈F P f 2 ≤ σ 2 ≤ F 2 P,2 . Let M = max 1≤i≤n F (X i ). Suppose that F ∈ L q (P ) for some q ≥ 2. Then for every t ≥ 1, with probability > 1 − t −q/2 ,
where K(q) > 0 is a constant depending only on q.
Proof. The lemma is essentially due to [2] Proof. In this form the result is taken from Theorem B.1 of [7] , with the original references going to [21] , [17] , and [15] .
Lemma 6.5. Let X 1 , . . . , X n be independent random vectors in R p with p ≥ 2 such that X ij ≥ 0 for all i = 1, . . . , n and j = 1, . . . , p. Define Z := max 1≤j≤p n i=1 X ij and M := max 1≤i≤n max 1≤j≤p X ij . Then
where K is an absolute constant.
