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The observation of strongly interacting many-body phenomena in atomic gases typically requires
ultracold samples. Here we show that the strong interaction potentials between Rydberg atoms
enable the observation of many-body effects in an atomic vapor, even at room temperature. We
excite Rydberg atoms in cesium vapor and observe in real-time an out-of-equilibrium excitation
dynamics that is consistent with an aggregation mechanism. The experimental observations show
qualitative and quantitative agreement with a microscopic theoretical model. Numerical simulations
reveal that the strongly correlated growth of the emerging aggregates is reminiscent of soft-matter
type systems.
PACS numbers: 32.80.Ee, 34.20.Cf, 03.65.Yz, 61.43.Hv
Due to their exaggerated properties, Rydberg atoms
find applications in various research fields ranging from
cavity QED [1], quantum information [2], quantum op-
tics [3–7], microwave sensing [8] to molecular physics [9].
One particular area of research employs the strong in-
teractions between Rydberg atoms to create strongly in-
teracting many-body quantum systems for quantum sim-
ulation [10–12], quantum phase transitions [13] and the
realization of correlated or spatially ordered states [14–
18]. In any system, gaseous, liquid, glass or solid, spatial
correlations can only arise if interactions are present. In
Rydberg gases these correlations have recently been re-
vealed by the direct imaging of the resonant excitation
blockade effect [17, 19]. In our experiment an initially
nearly ideal gas of thermal atoms at room temperature
is excited into a strongly interacting Rydberg state. The
Rydberg excitations show correlated many-body dynam-
ics that shares similarities with that of soft-matter sys-
tems.
We consider the situation of a dense atomic gas, where
dense means that the mean inter-particle distance is
smaller than the typical interaction distance. The in-
terplay between these strong interactions and an off-
resonant excitation laser results in a non-equilibrium dy-
namics with pronounced spatial correlations (related is
the antiblockade in ultracold atoms [20, 21]). At a certain
distance rfac from a Rydberg atom the interaction shifts
the Rydberg states in resonance with the detuned excita-
tion light fields, as depicted in Fig. 1(a). The subsequent
resonant excitations are restricted to specific distances
and therefore result in the formation of so-called aggre-
gates that feature non-trivial spatial correlations [22–25].
This so-called facilitated excitation occurs predominantly
at the boundary of aggregates [see Fig. 1(b)], similarly to
seeded nucleation. The number of Rydberg excitations
grows increasingly faster as the size of the aggregates
gets larger. After a certain time a (quasi) steady state
is reached and the excitation saturates because the sam-
ple is maximally filled with Rydberg atoms. The spatial
correlations expected for this steady state are depicted
in Fig. 1(b). The density-density correlation function
sketched here shows an enhanced probability for finding
two atoms separated by the facilitation radius rfac. There
is no apparent long-range order since the isotropic facil-
itation mechanism does not favor the creation of crys-
talline arrangements. The existence of such Rydberg ag-
gregates has recently been observed in ultracold systems
[24, 25]. In these studies the Rydberg number distribu-
tions were extracted and matched to the results of empir-
ical rate equation models, proving the existence of small
aggregates with up to 8 excitations.
In this Letter we investigate a complementary regime
and study the dynamics of the aggregation process in
an atomic vapor at room temperature. Central param-
eters such as the dephasing rate and the atomic density
are up to 2 orders of magnitude larger than in previous
work [24, 25]. To quantify the non-equilibrium dynamics
we perform a systematic study of the characteristic time
scale that underlies the aggregation process. We find
that the functional dependence of this time scale on var-
ious system parameters can be approximated by power
laws. The corresponding exponents agree well with those
obtained from a theoretical aggregation model. Further
evidence for the aggregation dynamics is found through
a quantitative evaluation of the number of Rydberg ex-
citations and the resulting mean inter-particle distance
which is consistent with the existence of a facilitation
radius.
We perform our experiments in a gas of cesium atoms
at room temperature or above. The cesium atoms are
confined in a 220 µm thick glass cell [see Fig. 2(b)]. The
atomic density Ng ranges from 10 µm
−3 to 500 µm−3,
2FIG. 1. Principle of the aggregation. (a) Interaction induced
level shift. An already excited Rydberg atom (red dot) at the
origin produces an energy shift for the neighboring atoms. At
the facilitation radius rfac, the atoms are exactly shifted in res-
onance with the excitation laser, red-detuned by ∆. The grey
shaded area symbolizes the excitation bandwidth, a Gaus-
sian whose width is given by the dephasing rate γ. (b) Left:
Typical time evolution of the Rydberg population and of the
transmission change of the exciting laser [experimental signal,
which is proportional to the derivative of the Rydberg den-
sity, see text and Fig. 2 for details] during the aggregation
process. Right: Snapshots of the aggregation at times A, B
and C, illustrated for a frozen gas in 2D. Red dots correspond
to Rydberg atoms. Blue dots correspond to resonant atoms.
The dark grey line shows the ‘resonant shell’ in which the ex-
citation of Rydberg atoms is facilitated. Inset: Sketch of the
density-density correlation function expected for the steady
state [corresponding to (C)].
which is large compared to previous experiments on inter-
acting Rydberg atoms in thermal vapor [26–28] and non-
BEC cold atomic gases [24, 25, 29] where Ng <∼ 10 µm−3.
We excite cesium atoms from the ground state 6S1/2 to a
Rydberg state nS1/2 off-resonantly via the intermediate
state 7P3/2 [see Fig. 2(a)]. The two-photon transition is
red-detuned by ∆ with respect to the unperturbed Ryd-
berg state. The lower transition is driven by a cw laser
at 455 nm, which also serves as the probing field. For
the upper transition a laser at ∼ 1070 nm is pulsed on
the nanosecond scale using a fast Pockels cell. The ef-
fective Rabi frequency of the two-photon transition is
then given by Ω = Ω455 Ω1070/(2 δ7P), where Ω455 and
Ω1070 are the respective single transition Rabi frequen-
cies and δ7P = 1.5 GHz is the detuning to the interme-
diate state [30]. We measure the transmission change of
the lower 455 nm laser after suddenly switching on the
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FIG. 2. (a) Schematic energy level diagram for the excitation
to Rydberg states of cesium atoms. (b) Sketch of the ex-
perimental setup. (c) Transmission signals at different atom
number densities for the 32S state. The two-photon detuning
is ∆ ≈ 2pi × −2200 MHz. The two-photon Rabi frequency
is Ω = 2pi × 100 MHz. The grey-shaded area in the back-
ground represents the temporal pulse shape of the infrared
laser. The time delay tsat used for the quantitative analysis is
also depicted. The black curve (upper panel) is the expected
transmission signal (not to scale) for non-interacting atoms
(following the approach from Ref. [31]).
upper 1070 nm laser on. Note that this signal is directly
proportional to the time derivative of the Rydberg pop-
ulation [30]. Typical transmission traces are shown in
Fig. 2(c) for various atom number densities. Immedi-
ately after the 1070 nm laser is switched on (at t = 0)
atoms are transferred to the Rydberg state, and for each
excited Rydberg atom one photon is removed from the
probe resulting in a decrease of the transmission.
One striking feature is the large red detuning of up to
10 GHz at which these signals are observed, in contrast
to previous work on coherent excitation in a more di-
lute gas [27, 31]. Line broadenings and shifts to the blue
have been observed with S-states in cold atoms [24], and
Rydberg aggregates have been observed only at blue de-
tunings [24, 25], as expected from the repulsive Rydberg-
Rydberg interaction potential for most Rydberg S-states
[32]. However at large atomic densities, the mean inter-
particle distance is so small that the perturbative char-
acter of the van-der-Waals potential is not valid any-
3more. Level crossings between pair states now have to
be considered. For Rydberg S-states in cesium a strong
resonant dipole-quadrupole interaction with neighbor-
ing pair-states occurs at 0.55 µm for n = 32 [30, 33].
Initially dipole-forbidden attractive pair states acquire
some nS-nS admixture at short inter-atomic distances
due to the dipole-quadrupole interaction. Therefore the
Rydberg-Rydberg interaction for S-states in cesium also
features an effective attractive component, allowing for
us to observe an excitation signal at large red detunings.
A first indication for the collective nature of the exci-
tation dynamics is provided by the data in Fig. 2. Here
we consider the characteristic time scale of the excitation
tsat, i.e. the time at which the transmission reaches its
minimum [as shown in Fig. 2(c)]. In the non-interacting
case this time scale is given by 1/∆ ∼ 0.1 ns (black line).
In the experiment however the excitation signal is slow
(tsat  1/∆) and density dependent, which is only possi-
ble if many-body effects are included. Pulse propagation
effects can be excluded due to the small optical depth at
the large detunings applied.
To analyze the dynamics, we systematically varied all
accessible parameters independently: ∆, Ω, Ng and n
∗,
where n∗ = n−δ is the effective principal quantum num-
ber of the Rydberg state, δ being the quantum defect.
Only the dephasing rate γ, determined by the Doppler
shifts, the velocity of the atoms and the steep slope of the
pair-state potentials, cannot easily be tuned over a sig-
nificant range (for the derivation of the actual dephasing
rate, see Supplemental Material [30]). The basic experi-
mental settings are the following: ∆ ≈ 2pi×−2200 MHz,
Ω = 2pi × 100 MHz, Ng = 36 µm−3 and n∗ = 27.95
(32S state), and are all but one kept constant. First,
by fitting the values of the time scale of the excitation
tsat against ∆ we obtain a power law as tsat ∝ |∆|a with
a = 1.99(14). In the same way, we find that tsat ∝ Ωb
with b = −2.10(5). The power law for Ng is tsat ∝ N cg
with c = −1.09(6). Finally we performed density scans
at three different principal quantum numbers (32S, 34S
and 36S states) and were able to extract a scaling be-
havior as N−1g (n
∗)d with d = −4.6(5). These results are
summarized in Table I.
By integrating the transmission signal over time we ob-
tain an estimate of the actual number of Rydberg atoms
present in the sample. At the time when the Rydberg
excitation starts to saturate the Rydberg number in the
excitation volume reaches approximately 50000 atoms.
The corresponding mean inter-atomic distance is 〈r〉 =
0.65 µm, leading to approximative values for the effective
van-der-Waals or dipole-dipole strength of interaction as
Cα = ∆×〈r〉α [22] with C6 = 2pi×−109 MHz ·µm6 and
C3 = 2pi ×−405 MHz · µm3 (at ∆ ≈ 2pi ×−1500 MHz).
We use these values as an input for simulations described
in the following.
We compared these findings to the results of the Ryd-
berg aggregation model adapted from Ref. [22]. This
∆a Ωb Ng
c n∗d
Exp 1.99(14) −2.10(5) −1.09(6) −4.6(5)
vdW 2.15(1) −2 −0.86(1) −4.72(5)
dd 2.38(0) −2 −0.74(1) −2.95(2)
a Range: -4.5 . . . -1.3 GHz
b Range: 75 . . . 175 MHz
c Range: 28 . . . 101 µm−3
d Range: 32S - 34S - 36S
TABLE I. Power laws for the aggregation delay
tsat. In the experiment (‘Exp’), the parameters are
∆ ≈ 2pi ×−2200 MHz, Ω = 2pi × 100 MHz, Ng = 36 µm−3
and n = 32, or varied over the specified range. The power
laws labeled as ‘vdW’ and ‘dd’ were extracted from simula-
tions in an ensemble of randomly and uniformly distributed
atoms with van-der-Waals (ensemble of 103 atoms) dipole-
dipole interaction (ensemble of 153 atoms) respectively, using
the parameters from the experiment and the extracted in-
teraction strengths (see text). The dephasing rate was also
extracted from the experiment [30]. All uncertainties repre-
sent the confidence region of the fits. No uncertainty is given
for the exponent of Ω in the theory, fixed at −2 as by the
assumption of strong dephasing.
model describes the dynamics of Rydberg aggregation
within a system of two-level atoms in the presence of
strong dephasing. This central assumption of strong de-
phasing applies to the experimental situation discussed
here since the motion-induced dephasing is larger than
the Rabi frequency (γ >∼ 2pi × 0.5 GHz [30]). The reduc-
tion to a two-level system is well justified in our case,
although the commonly used adiabatic elimination of
the intermediate state typically breaks down for quan-
titative considerations of the coherent evolution [27, 31].
Here however, because of the large dephasing rates due
to the atomic motion we do not observe coherent evolu-
tion, and because of the large detunings we expect only
less than 1.5% population of the intermediate state. We
performed simulations for an ensemble of randomly dis-
tributed atoms in 3D, assuming a pure van-der-Waals
(VvdW = C6/r
6) or pure dipole-dipole (Vdd = C3/r
3)
attractive interaction potential. In fact the actual ex-
perimental potential curves have a more complex spatial
dependence, due to strong state mixing [30]. The latter
makes the actual microscopic description of the excita-
tion dynamics rather intricate since a two-level descrip-
tion of an atom might not be sufficient for covering all
possible pair excitation channels. Therefore the van-der-
Waals and dipole-dipole potential that are used in our
two-level model should be regarded as the limiting ap-
proximations of the actual experimental situation. We
evaluate the time scale of the excitation tsat defined by
the transmission minimum, as in the experiment. All re-
sults are listed in Table I. We find an excellent agreement
between the experimental and theoretical exponents. In
particular the dependence of tsat on approximately Ω
−2
indicates that a strong dephasing effect is present in our
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FIG. 3. Density plots showing the transmission change as a
function of time (vertical axis, from top to bottom) and de-
tuning. The parameters are as in Table I. (a) Simulated data
with pure van-der-Waals interaction. The Rabi frequency was
rescaled with a factor 0.38. (b) Simulated data with pure
dipole-dipole interaction (for 153 atoms). The Rabi frequency
was rescaled with a factor 0.23. (c) Experimental data. The
blue (resp. green) line shows the position of the absorption
maximum tsat in the simulated data with van-der-Waals (resp.
dipole-dipole) interaction.
system [22]. Moreover the power laws vary only slightly,
independently of whether pure van-der-Waals or pure
dipole-dipole interaction are used. Our experimental re-
sults are compatible with both potentials, suggesting a
rather weak dependence on the actual shape of the po-
tential and that the basic mechanism of aggregation only
relies on the existence of a facilitation radius.
In Fig. 3(a) [resp. (b)] we show the transmission
change extracted from the model with van-der-Waals
[resp. dipole-dipole] interaction and in Fig. 3(c) from the
experiment. The quantitative agreement for the time
scale tsat between theory and experiment is excellent.
Due to the complex pair state potentials and strong state-
mixing that are crucial here, an adaptation of the Rabi
frequency has to be performed in order to use the two-
level model (i.e. a model with a single Rydberg state). In
our simulations the Rabi frequency is reduced by a fac-
tor of 0.38 (for van-der-Waals interaction) and 0.23 (for
dipole-dipole interaction) compared to the experiment.
These factors are compatible with the nS-nS admixture
that one can extract from the pair-state potentials [30].
Note that with dipole-dipole interaction there is a depen-
dence on the system size due to the long-range character
of the 1/r3 potential, hence the different rescaling factors
applied in Fig. 3(a) and 3(b).
The comparison of the experimental results to those of
the model show that facilitated excitation is occurring,
which implies that an aggregation dynamics takes place.
The frozen gas approximation which is used to model
the aggregation in [22] holds strictly for time intervals of
about 0.3 ns, the transit time of the atoms through the
‘resonant shell’ (see Figure 1). During this time aggre-
gates consisting of up to 4 atoms are formed [30]. Their
spatial correlations will then quickly decay to those of a
non-interacting ideal gas. Note, however, that even after
that time the aggregation of excitations continues at the
boundary of the uncorrelated aggregates.
Despite this effect the agreement between the experi-
mental values of tsat and those obtained from the sim-
ple theoretical model is in general good [see Fig. 3].
Yet the time evolution differs as the experimental sig-
nal appears much more narrow in time than in the sim-
ulations. We attribute this discrepancy to the inherent
differences between the microscopics of the experimen-
tal system and the theoretical model (e.g. the complex
potentials and the atomic motion). Interestingly, when
considering the temporal width of the signal, the simu-
lations with dipole-dipole interaction seem to agree best
with the experiment, which is realistic considering that
one component of the actual interaction potentials is of
pure dipole-dipole nature. Moreover, the model does not
account for the fact that the excitation of isolated, i.e.
not facilitated, atoms is in fact coherent.
Another feature of the experimental data that is not
reproduced by the theory is the small overshoot in trans-
mission just before the system reaches the steady state
[for instance at 20 ns for Ng = 88 µm
−3 in Fig. 2(a)].
Remnants of coherent Rabi oscillations can be ruled out
given the large dephasing rates and large detunings with
respect to the single-atom resonance. Moreover the time
scale of the overshoot, e.g. the time between the two
maxima, does not show a specific dependency on the
detuning, as is the case for Rabi flopping. Explain-
ing this feature will require further study and a more
sophisticated theory. Note that ion effects can be ne-
glected. There are no ions in the sample prior to the ex-
citation, otherwise they would act as aggregation seeds
[35] at t = 0 and change the signal dramatically. More-
over plasma formation would occur only once Rydberg
atoms have been excited [34] and therefore cannot ex-
plain our Rydberg excitation signal. In spite of the low
collisional ionization rate (∼ 40 MHz [34]) it might hap-
pen that in the course of the experiment single ions are
created. However single ions will not disturb the aggre-
gation dynamics, because of the similarity between the
ion-Rydberg and the Rydberg-Rydberg potentials [35].
In conclusion, we have shown a facilitated excitation
process of Rydberg atoms in thermal vapor. We have
characterized the dynamics by measuring power laws for
all relevant experimental parameters. These power laws,
as well as absolute numbers for the dynamics and Ryd-
berg density are in excellent agreement with those from
a model for Rydberg aggregation. These results were ob-
tained in the framework of thermal vapors, but the gen-
eral ideas also apply to experiments in ultracold atoms.
In the ultracold regime it would be interesting to study
how quantum effects influence the aggregation time scale
when the strength of dephasing noise is systematically
lowered.
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6SUPPLEMENTAL MATERIAL
EXPERIMENTAL DETAILS
The 455 nm laser is frequency-stabilized with a blue
detuning of δ7P = 1.5 GHz to the 6S1/2,F = 4 →
7P3/2,F
′ = 5 transition (see Fig. 2). The 1070 nm laser is
scanned over the two-photon resonance to the Rydberg
state |nS1/2〉. Both lasers have an estimated linewidth
below 5 MHz. The frequency of the 1070 nm laser is
calibrated for each measurement using a Fabry-Pe´rot in-
terferometer and additionally by an EIT-signal [36] to fix
the origin of the frequency axis. The 455 nm laser typi-
cally has a power of 3 mW. The 1070 nm laser has a power
of 15 W and passes through a Pockels cell, allowing to
switch the power of this laser for the experiment as fast as
1.5 ns with a repetition rate of 10 kHz. The two-photon
Rabi frequency is Ω = 2pi×0.05 . . . 0.5 GHz, the detuning
to the Rydberg state is ∆ = 2pi ×−1 . . .− 10 GHz.
The glass cell is home-made and consists of two 1 mm-
thick quartz optical flats of 5 × 5 cm2 separated by a
220 µm spacer and sealed at the edge. A glass tube
was connected to the cell, filled with cesium under vac-
uum and sealed off. This glass tube serves as a reservoir.
The temperature of the cell is kept constant at 200◦C
to prevent the metallic cesium from condensing, whereas
the temperature of the reservoir is varied between 70◦C
and 150◦C to tune the atom number density. The atom
number density in the cell is determined for each mea-
surement by performing absorption spectroscopy on the
D2-line of cesium [37]. Both beams are linearly polar-
ized, overlapped in a counter-propagating configuration
and focused inside the cell to a beam waist of approx.
15 µm. After passing through the cell the blue beam is
focused on a pinhole in order to select the central part
of radius 6.25 µm inside the cell. We verified that the
resulting imaged volume is indeed almost cylindrical in-
side the cell. The change in transmission is detected
using a fast amplified silicon photodiode (Femto HSA-
X-S-1G4-Si). During the measurement, the transmission
change of the 455 nm laser is monitored and averaged
300 times by a fast oscilloscope. We ensured that we op-
erate in the linear response regime of the photodiode and
measured the conversion efficiency of the detection to be
approx. 850 V/W. This allows us to convert the trans-
mission change into the real number of Rydberg atoms
that are excited, assuming that no decays and losses of
Rydberg atoms occur. This assumption is valid for short
times as the time spent by an atom inside the excitation
volume is on the order of 20 ns.
APPROXIMATION TO 2-LEVEL ATOMS
We reduce our 3-level system to a 2-level system by
making use of the adiabatic elimination of the intermedi-
FIG. S1. Left panel: 3-level ladder system with the useful def-
initions. The transition between the levels |i〉 and |j〉 is driven
with the Rabi frequency Ωij . The detuning to the intermedi-
ate state is δ. Right panel: Approximation to a 2-level system
after adiabatic elimination of the intermediate state |e〉. The
effective 2-level Rabi frequency is Ωeff = ΩgeΩer/(2|δ|). For
simplicity reasons the detuning to state |r〉 and the arising
light shifts are not shown.
ate state. The basic principles of this approximation and
the relevant parameters are shown in Fig. S1. The den-
sity matrix for the 3-level system is ρ = (ρij)i,j={g,e,r},
and we define the density matrix for the effective 2-level
system as ρˆ = (ρˆij)i,j={g,r}. The populations of states |g〉
and |r〉 coincide between both descriptions, i.e. ρgg = ρˆgg
and ρrr = ρˆrr. The approximation relies on assuming that
the intermediate state remains unpopulated (∂tρee = 0
and ρee|t=0 = 0). The resulting identity from the optical
Bloch equations without decays is
0 = Ωge Im(ρge)− Ωer Im(ρer) (S1)
Using ∂tρrr = Ωer Im(ρer) one obtains
Im(ρge) =
1
Ωge
∂tρrr (S2)
which means that the absorption on the lower transition
is proportional to the excitation rate to the Rydberg state
|r〉. For the 2-level system we also obtain from the optical
Bloch equations ∂tρˆrr = Ωeff Im(ρˆgr) and therefore
Im(ρge) =
Ωeff
Ωge
Im(ρˆgr) =
Ωer
2|δ| Im(ρˆgr) (S3)
This last relation shows the link between the 2-level
model and what is experimentally measured.
S-STATE POTENTIALS IN CESIUM
At short inter-atomic distances, i.e. below 1 µm, the
pair-state interaction potentials for Rydberg S-states be-
come very complex, as shown in Fig. S2 for the 32S
7Po
te
nt
ia
l [G
Hz
]
31P1/2 − 31D3/2
32S1/2 − 32S1/2
31P1/2 − 31D5/2
30D3/2 − 32P1/2
 
 
−3
−2
−1
0
1
2
3
0 0.25 0.5 0.75 1
ε32S−32S
Interatomic distance [μm]
ε 3
2S
−3
2S
0.4 0.6 0.8 1
0
0.05
0.1
FIG. S2. Top panel: Density plot of the 32S-32S admix-
ture ε32S-32S versus the inter-atomic distance. The molec-
ular quantum number here is M = 0, and interactions up
to the quadrupole-quadrupole order are included [33]. The
green (resp. red) line depicts the extrapolated van-der-Waals
(resp. dipole-dipole) pair-state potential. Bottom panel: 32S-
32S admixture ε32S-32S versus the inter-atomic distance at a
−2 GHz potential energy (depicted as the blue dash-dot line
in the upper panel).
state. We will focus on this 32S state, but the situation
is similar for other principal quantum numbers. Neigh-
boring n′P-n′′D pair-states interact with the 32S-32S
state with weak but resonant dipole-quadrupole interac-
tion, leading to avoided crossings and state mixing. This
means that the n′P-n′′D pair-states, which are dipole-
forbidden for laser excitation from the 7P3/2 state in
the non-interacting case, carry some admixture ε32S-32S
of the 32S-32S state. Therefore it is possible to excite
pair-states at negative detunings, where the detuning is
defined with respect to the unperturbed 32S-32S state,
which would not be the case with purely repulsive van-
der-Waals interaction.
These pair state potentials are actually only valid for
an excitation close to an atom in the 32S state. Once
such a pair is created, it is mainly a n′P-n′′D pair, with
an amplitude of 1− ε232S-32S > 0.99. For any subsequent
excitation around this pair, one therefore has to consider
the pair-state interaction potentials for the 32S-n′P and
32S-n′′D pair states. For an S-P pair state the interaction
potential is purely of the form C3/r
3, since the dipole-
dipole interaction of an S-P pair with its permutation P-
S is resonant, and the symmetric (resp. antisymmetric)
linear combination exhibits attractive (resp. repulsive)
interaction. The corresponding interaction strength is
CS-P3 ≈ −290 MHz ·µm3, which is in excellent agreement
with the value of C3 = 2pi × −258 MHz · µm3 extracted
from the experimental results. For an S-D pair state the
interaction is of van-der-Waals character and repulsive
(CS-D6 ≈ 11 MHz · µm6). The n′′D component therefore
plays no role in our case of aggregation with red detun-
ings.
The admixture ε32S-32S is the rescaling factor for the
Rabi frequency when exciting a n′P-n′′D pair. Because
of the nature of the aggregates, which enclose previously
excited Rydberg atoms, at most every second Rydberg
excitation is created via this process. The other exci-
tations occur either as a direct off-resonant excitation
from the ground state, or close to a n′P-n′′D pair. The
Rabi frequency does not need rescaling in both cases.
An estimate for the overall rescaling factor is therefore√
ε32S-32S ∼ 0.3, which is close to the rescaling factors of
0.38 (for van-der-Waals interaction) and 0.23 (for dipole-
dipole interaction) needed to match the experimental
data to the results from the simulation.
In the whole treatment, we neglected the distance de-
pendency of ε32S-32S. In order to justify this approxi-
mation, let us consider just two pair states |1〉 and |2〉
with energies E1(r) = C6/r
6 and E2(r) = E0 − C6/r6,
and a small dipole quadrupole interaction W (r) = U/r4
between the two pair states. The resulting admixture of
pair state |1〉 at small r is ε1 ≈W (r)/|E2(r)−E1(r)| ∝ r2
if we consider E0 to be small, and the pair state energy is
E′1(r) = ∆ ≈ −C6/r6. Therefore ε1 ∝ ∆1/3 under these
rather crude approximations. Using the same argument
as before we obtain Ω ∝ ∆1/6 which is a sufficiently weak
dependence to be neglected.
DEPHASING RATE
The first contribution to dephasing in the experiment
is the Doppler effect, characterized by the two-photon
Doppler width γD = |k455 − k1070|
√
8 ln 2 kBT
m . Here m is
the atomic mass of cesium, T is the temperature and k455
and k1070 the wavenumbers of the two lasers, from which
we consider the difference because the lasers are counter-
propagating. At 200◦C we have γD = 2pi × 512 MHz.
The other important source of dephasing arises from
the short transit time during which the atoms are in the
resonant shell (or facilitation region) of width ∆r. In
first approximation, only the velocity component per-
pendicular to the shell v⊥ determines the transit time,
as depicted in Fig.S3. Therefore we define this motional
dephasing rate as
γm =
〈v⊥〉
∆r
(S4)
where 〈v⊥〉 = 1√3
√
8kBT
pim is the one dimensional mean
atomic velocity. For a temperature of 200◦C, this 1D
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FIG. S3. Top: Sketched snapshots of the excitation process of
a 3-atom aggregate. Red (resp. blue) dots represent Rydberg
(resp. ground state) atoms. The grey lines show the resonant
shell of width ∆r for each atom, within which the excitation is
facilitated. The velocity component v⊥ perpendicular to the
resonant shell is shown for an atom inside the shell. Bottom:
Probabilities Pn(tf) of creating an n-atom aggregate in an
interval tf and typical number of n-atom aggregates ηn for
Nfac = 5000 facilitating atoms, similarly to the experimental
situation.
mean velocity is 〈v⊥〉 = 158 m.s−1. Since both dephas-
ing mechanisms are gaussian, the total dephasing rate is
defined as γ =
√
(γD)2 + (γm)2.
Moreover ∆r is related to the total dephasing rate and
on the interaction potential (see Fig.1). First assuming
Rydberg interaction of the van-der-Waals (vdW) type,
we rename the relevant quantities as ∆rvdW, γvdWm (mo-
tional dephasing rate) and γvdW (total dephasing rate).
The width of the resonant shell is also given by [22]
∆rvdW ≈ 1
3
(
C6
∆
) 1
6
(
γvdW
2|∆|
)
(S5)
By combining equations (S4) and (S5) we obtain the fol-
lowing self consistent equation for the motional dephas-
ing rate γvdWm :
〈v⊥〉
γvdWm
=
1
3
(
C6
∆
) 1
6

√
(γD)
2
+ (γvdWm )
2
2|∆|
 (S6)
Solving equation (S6) yields γvdWm = 2pi × 493 MHz, so
that the total dephasing rate is γvdW = 2pi × 711 MHz.
For the case of pure dipole-dipole (dd superscript) in-
teraction, equation (S5) changes to
∆rdd ≈ 2
3
(
C3
∆
) 1
3
(
γdd
2|∆|
)
(S7)
and the dephasing rate can be estimated to
γdd = 2pi × 591 MHz with γddm = 2pi × 296 MHz. γvdW
and γdd are the values that were used in the simulations.
AGGREGATE SIZE
Since we are not in the frozen gas regime, aggregates
are only spatially correlated like the ones shown in the
inset of Fig. 1(b) for a short period of time. At longer
times the atomic motion will destroy the spatial correla-
tions between the atoms. This will, however, have no im-
pact on the fact that Rydberg excitations are facilitated
by already existing one. In the following we will estimate
the size of the ’frozen aggregates’ [Fig. 1(b)]. The time
scale over which the ensemble can be considered frozen
is given the transit time of the atoms through the reso-
nant shell of width ∆r, given by tf = (γm)
−1 ≈ 0.32 ns.
During this time interval the ensemble can be considered
as a frozen gas for our purposes. We estimate the size
of the aggregates that can be formed during this time in
a very simplified model. The parameters are the same
as in Fig. 2(c) with the extracted values of γ and C6
: ∆ ≈ 2pi × −2200 MHz, Ω = 2pi × 0.4 × 100 MHz,
Ng = 88 µm
−3, C6 = 2pi × −109 MHz · µm6 and
γvdW = 2pi × 711 MHz. 0.4 is the rescaling factor for
Ω discussed in the main text.
Let us first consider one individual Rydberg atom
which acts as the seed for an aggregate. In the reso-
nant shell (sphere of radius rfac = 0.61 µm and width
∆r = 51 nm, see Eq. (S4)) around this first atom reside
νres = Ng × 4pir2fac∆r = 20.7 atoms in average. More-
over the size of the resonant shell grows with the num-
ber of Rydberg atoms. For this we approximate an n-
atom aggregate to a sphere (whose volume is occupied
by n Rydberg atoms separated by the facilitation ra-
dius). Then the entire resonant shell contains n2/3× νres
atoms. For each ground state atom in the shell, the
time constant for the excitation is τ0 = γ/Ω
2 ≈ 71 ns,
and therefore the excitation rate of the (n + 1)-th atom
is Γn+1 = n
2/3 × νres/τ0. If we simplify the problem
and consider that the atoms are excited sequentially, the
probabilities Pn(t) that an aggregate formed by n Ryd-
berg atoms at the time t per pre-existing Rydberg atom
obeys the following rate equation:
∂nPn = Γn−1Pn−1 − ΓnPn
=
νres
τ0
(
(n− 1)2/3Pn−1 − n2/3Pn
)
(S8)
In the table in Figure S3 we show the solutions of these
equations for aggregates consisting of up to 5 atoms at
the time tf .
The number of n-atom aggregates that are excited
in the whole excitation volume during tf is given by
ηn = Nfac × Pn(tf), where Nfac is the number of Ryd-
berg atoms which can act as a nucleation grains. As the
excitation occur at the boundary of the already excited
Rydberg ensemble Nfac is only a fraction of the ∼ 50000
Rydberg atoms. The values of ηn are shown in Figure S3,
with Nfac = 5000 (corresponding to the outer shell of a
9sphere with 50000 Rydberg atoms). For this Rydberg
atom number the largest spatially correlated aggregates
that we create in our experiment can thus be estimated
to consist of approximately 4 atoms.
