The FDDI Standard speci"es a 100 Mbits/s "bre-optic token ring network that has been implemented and widely installed. The FDDI medium access control (MAC) protocol, however, has the inherent de"ciency that, at most, one half of the bandwidth of a FDDI ring can be used to transmit synchronous messages. In a recent paper, a modi"cation to the FDDI MAC protocol, called FDDI-M, was proposed to overcome this de"ciency. It has been shown using simulation that FDDI-M doubles a ring's ability of supporting synchronous traf"c while at the same time it achieves a higher throughput for asynchronous traf"c than standard FDDI. In this paper we present an analytical study of the timing properties of the FDDI-M protocol. The results presented in this paper complement those of the original paper. Using the worst-case achievable utilization (WCAU) as the performance metric, we evaluate the performance of various synchronous bandwidth allocation (SBA) schemes in guaranteeing synchronous message deadlines. It is found that, in comparison with FDDI, the FDDI-M protocol results in a higher WCAU for the normalized proportional SBA scheme. However, for the local SBA schemes studied, the WCAU values remain at zero.
INTRODUCTION
FDDI is a high-speed, "bre-optic token ring network. With its medium access control (MAC), FDDI can provide bounded transmission delays and guaranteed bandwidth for real-time packets. In the last decade, FDDI has been widely used for real-time applications.
It is especially suitable for supporting multimedia applications that require the transmission of both ordinary data and digital voice/video. In the FDDI MAC protocol, messages are grouped into two classes: the synchronous class and the asynchronous class. Synchronous messages are used for real-time communication; they arrive in the system at regular intervals and may be associated with deadline constraints. Asynchronous messages are used for other purposes; they may arrive in a random way and have no realtime constraints. Each station in the network is guaranteed a certain average bandwidth for its synchronous traf"c. The remaining bandwidth is dynamically shared by all stations for asynchronous traf"c.
The FDDI MAC protocol is an example of the timed token protocol, which is a token-passing protocol in which access to the communication medium is controlled by a token that is passed among the stations. Whenever a station wants to transmit a message, it needs to wait for the arrival of the token. Each station receives a guaranteed share of the network bandwidth. Two network parameters are important for the ring's operation:
• Target token rotation time (TTRT): the expected time for the token to make one rotation through all the stations in the network.
• The synchronous bandwidth (H i ) of each station: the time guaranteed for transmitting a synchronous message every time the station receives the token.
During the initialization of the ring, all the stations negotiate a TTRT. Also, each station is allocated its synchronous bandwidth. Besides these two constants, each station maintains two local timers, the token-holding timer (THT) and the token rotation timer (TRT) and a #ag, the late count (LC). THT is the residual time from synchronous transmission for asynchronous packets and TRT is used to monitor how much earlier the token arrives. TRT always counts up and THT counts up only when transmitting asynchronous messages. If TRT reaches TTRT before the token arrives (i.e. the time since the token was last received at the same station is greater than TTRT), it is reset to 0 and LC is incremented.
When a station catches the token and wants to transmit a message, it "rst copies its TRT to THT and then resets TRT to 0. Next, it transmits the synchronous traf"c up to H i units of time or until no synchronous packets are queued, whichever comes earlier. After the synchronous messages have been transmitted, asynchronous messages are transmitted only if the token arrived at the station earlier than expected (LC = 0). If this is the case, THT will start counting down and the asynchronous transmission will end when there are no asynchronous packets in the queue or THT has expired. Note that the asynchronous traf"c may increase the actual token rotation time beyond TTRT because if a maximum-size asynchronous packet is transmitted right before the THT expires, the asynchronous transmission time will exceed THT.
It has been proved in [1] that the round-trip rotation delay of a token is 2TTRT. This means that the worstcase delay bound D for the inter-token arrival time is also 2TTRT. Thus, if the deadline requirement of a station's synchronous traf"c has delay bound D, the TTRT must be set to have a value no greater than D/2 in order to ensure the deadline requirement of the synchronous packets is met. Consequently, the total allocated synchronous bandwidth T S in one rotation of the token is bounded by D/2-T ring , where, T ring is the token passing overhead. Since the actual usable synchronous bandwidth of a ring is D − T ring , the FDDI MAC protocol essentially halves the capability of FDDI in supporting synchronous transmission. In other words, due to the inherent de"ciency in the FDDI MAC protocol, only at most one half of the bandwidth of a FDDI ring can be used to transmit synchronous messages. This is because the worst-case token rotation time is twice that of the average token rotation time.
To remove this de"ciency, in a recent paper [2] , Shin and Zheng proposed a modi"cation to the FDDI MAC protocol, called FDDI-M. It has been shown by simulation that FDDI-M doubles a ring's ability of supporting synchronous traf"c while at the same time it achieves a higher throughput for asynchronous traf"c than standard FDDI. The proposed FDDI-M scheme is novel and intuitively appealing. However, in the original paper, there is no formal analysis of the timing properties of the FDDI-M protocol. In this paper we present an analytical study of the timing properties of the FDDI-M protocol. The results presented in this paper complement those of the original paper [2] . Using the worst-case achievable utilization (WCAU) as the performance metric, we evaluate the performance of various synchronous bandwidth allocation (SBA) schemes in guaranteeing synchronous message deadlines. It is found that, in comparison with FDDI, the FDDI-M protocol results in a higher WCAU for the normalized proportional SBA scheme. However, for the local SBA schemes, the WCAU values remain zero.
The rest of the paper is organized as follows. Section 2 reviews related work on the study of the timing properties of the FDDI protocol. In Section 3, we present our study of the timing properties of the FDDI-M protocol in guaranteeing synchronous message deadlines as compared to FDDI. We also brie#y comment on the impact of FDDI-M on asynchronous traf"c.The paper concludes with Section 4.
RELATED WORK
In the last few years, the proliferation of multimedia traf"c has focused the attention of researchers on the capacity of the FDDI MAC protocol to support synchronous traf"c. The timing properties of the FDDI protocol have been extensively studied. In order to guarantee message deadlines in a token ring network, it is necessary to bound the time between two consecutive visits of the token to a node. In [1, 3] , Johnson and Sevcik formally proved that when the network operates normally without failure, the upper bound on the token rotation time is twice the expected token rotation time, i.e. 2TTRT. The difference between the maximum token rotation time and the achievable average rotation time halves an FDDI token ring's ability of transmitting synchronous traf"c. This de"ciency in FDDI's protocol motivated the proposal of FDDI-M which requires only a few simple modi"cations to the FDDI's MAC protocol to increase the network's ability of supporting synchronous traf"c.
On the other hand, a large amount of work has been done on the selection of the parameters TTRT and H i for guaranteeing the synchronous message deadlines. Guaranteeing message deadlines depends not only on the prerequisite of`bounded token rotation time' but also on the appropriate allocation of synchronous bandwidth to the stations. Various schemes for allocating the synchronous bandwidth of each station have been proposed in the literature [4, 5, 6] . In [5, 7] Agrawal et al. analysed a number of synchronous bandwidth allocation (SBA) schemes and compared them using a metric called the WCAU. The WCAU of a SBA scheme is de"ned as the largest utilization U such that the scheme can always guarantee the deadlines of a synchronous message set, as long as the utilization of the message set does not exceed U . This metric is derived from the equivalent metric used for scheduling tasks in realtime systems [8] . A major "nding by Agrawal et al. [7] is that the WCAU of two local SBA schemes (the full-length allocation scheme and the proportional allocation scheme) can asymptotically approach 0%. The best performer is the normalized proportional allocation scheme which achieves a WCAU of 33% if the value of TTRT is selected as recommended in the FDDI standard. However, this SBA scheme is a global one, in that system-wide information such as message periods and lengths on different nodes as well as the total utilization is required.
Other researchers have since further developed this important result.
Chen et al. [9] proposed an allocation scheme which uses an iterative method to achieve a WCAU between 1/3 and 2/5.
Zhang and Burns devised an enhancement of this optimal scheme called the enhanced medium access control scheme (EMCA) [10] . Zheng developed a SBA scheme where the deadlines are not necessarily equal to the corresponding periods [11] .
Hamadaoui and Ramanathan tackled the issue of the selection of TTRT as well as the allocation of synchronous capacity, and devised an algorithm which can select parameters that result in a WCAU very close to the theoretical upper bound [4] .
Because this paper reports a study on the timing properties of the FDDI-M MAC protocol in the context of evaluating SBA schemes using the metric of WCAU, we shall use the network and message models as well as the concepts, notation and the approaches adopted in these previous studies by Shin et al. and Agrawal et al.
TIMING PROPERTIES OF THE FDDI-M PROTOCOL
In this section, we "rst provide a brief description of the FDDI-M protocol before investigating its timing properties.
For studying the behaviour of FDDI-M and trying to guarantee synchronous message deadlines, we used the results and proofs in the work of Johnson, Sevcik and Agrawal [3, 5, 6] as our basis. We note in particular two constraints that must be satis"ed in order that the real-time requirements of the messages are met.
1. Protocol constraint: the sum of the synchronous capacities allocated to all nodes in the FDDI ring should not be greater than the available portion of TTRT, i.e.
2. Deadline constraint: the allocation of the synchronous capacities to the nodes must guarantee that the synchronous messages are always transmitted before their deadlines, i.e. before the end of the period in which they arrived. This means that if X i is the mimimum time available for node i to transmit its synchronous message in the time interval (t, t + P i ) then
Suppose T p is the time to transmit a maximum-size asynchronous packet. The scheme "rst uses the modi"ed rotation timer (TTRT m ) as TTRT-T S − T p instead of TTRT. Next, it stops the counting of the node's TRT when a synchronous packet is being transmitted/forwarded by the node. TTRT m will allow for the time used in a maximumsize asynchronous packet overrun and the modi"ed way of TRT counting will only count the asynchronous transmission time. With these modi"cations, the THT at each node ensures that T A , the time used by the node for asynchronous transmission, will not exceed TTRT m -T p − T ring = TTRT − T S − T ring . Since T S = TTRT − T ring , the maximum token rotation time will be T A + T S + T ring = TTRT. Thus, the worst-case delay bound for inter-token arrival time is TTRT. In essence, FDDI-M limits the total time used for the aynchronous messages of all nodes such that it is not possible to have a late token. Hence the worst-case token rotation is the same as that of the average token rotation time, thus improving the ability of the token ring to handle synchronous traf"c. The behaviour of timed-token protocols in guaranteeing synchronous message deadlines is highly dependent on the SBA schemes used. In this paper we will study FDDI-M within the context of two local and one global SBA scheme. These schemes are chosen because their timing properties have been extensively studied for FDDI [5] and hence they can be used to compare with the results derived in this paper. The de"nitions of these schemes are as follows.
1. Full length allocation scheme: in this scheme the synchronous capacity allocated to a node is equal to the total time required for transmitting its synchronous message, i.e.
2. Proportional allocation scheme: the synchronous capacity allocated to a node in this scheme is proportional to the ratio of C i and P i at node i, i.e.
3. Normalized proportional allocation scheme: with this scheme, the synchronous capacity allocated to a node is based on the normalized load of the synchronous message on a node, i.e.
To derive the timing properties of the FDDI-M, we "rst need to obtain the upper bound between consecutive token arrivals as well as an expression for the minimum amount of time available for synchronous transmission.
THEOREM 3.1. For any integer l > 0 and any node
i (1 ≤ i ≤ n), t i (l + 1) − t i (l) ≤ TTRT,
where t i (l) is the time of token l's arrival at node i.

Proof. The length of period [t i (l), t i (l + 1)] consists of:
1. time for synchronous transission: t l ≤ T S = n i=1 H 2. time for synchronous transission:
where T p is the time needed for a largest message frame. So
Proof. Let P i / TTRT = m. We need to consider two cases:
This means that [t, t + m * TTRT ] is the same as [t, t + P i ]
and hence
In this case, since the token's (m + 1)th visit to node i may arrive as late as t 0 + (m * TTRT ) + ( TTRT − H i ), its arrival is before t 0 + P i only if the following holds:
This means that H i − δ i > 0, in which case the amount of time available for synchronous transmission is only the part left until time t + P i , i.e. H i − δ i , so
Now that we have established some basic theorems regarding the behaviour of the token in FDDI-M, we proceed to study the WCAU of three representative SBA schemes: the full-length allocation scheme, the proportional allocation scheme and the normalized proportional allocation scheme. Proof. Let TTRT = 1/k, where k ≥ 1 (P min = TTRT normalized to 1). Now, for any given ε > 0 and τ > 0, we construct a set of synchronous messages:
All other C i = 0, for i > 2. Then the utilization factor U is given by
With this set of messages, the protocol constraint that the total of all the synchronous capacities must not exceed TTRT − τ is not satis"ed. This can be shown as follows.
Since k ≥ 1 and ε > 0, hence
Hence the protocol constraint is not satis"ed. Since ε can be arbitrarily close to 0, the WCAU can asymptotically approach 0%. 
Now, for ε > 0 and any τ > 0, we construct a set of synchronous messages:
All other C i = 0, for i > 2. Then the utilization factor
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Now
is an integer and kε < 1, we have
Note that since m > k + 1, we have m
Then
and
This shows that the deadline constraint is not satis"ed. Furthermore, since ε can be arbitrarily close to 0, the WCAU can asymptotically approach 0%.
LEMMA 3.1. For any synchronous message stream i (1 ≤ i ≤ n) we have
Proof.
Since δ i / TTRT < l, it is easy to prove that this is a strictly increasing function about m. Note that the minimum value of m is 2, so
THEOREM 3.4. The WCAU factor of the normalized proportional scheme (i.e. H i = (
Hence, the protocol constraint is satis"ed.
(ii) Given any message set M with utilization factor U ≤ (1 − α)/2 we will show the deadline constraint is satis"ed. From Lemma 3.1, we have:
Multiplying by C i /U on both sides, we get, for 1 ≤ i ≤ n,
where X i is the minimum amount of time available before the deadline for node i to transmit its synchronous message, so for any node i the deadline constraint is satis"ed. (iii) For any given ε > 0, let
Let TTRT = 1 (P min normalized to 1). We construct a message set as follows:
All other C i = 0 for i > 3. Then
According to the SBA scheme,
Since 0 < α < 1, we have
This implies that H 2 < C 2 = ε . Now,
Then, by Corollary 3.2, the minimum amount of time in an interval of length P 2 for node 2 to transmit its synchronous message is:
This means the deadline constraint is not satis"ed. Since ε can be arbitrarily close to 0, the worst case achievable factor for the normalized propotional allocation scheme is (1 − α)/2.
CONCLUSION
Based on the analysis of the previous section, it can be concluded that when using WCAU as the performance metric, FDDI-M does offer a signi"cant improvement over FDDI. This result is signi"cant because although the superiority of FDDI-M over FDDI is quite intuitive, the original paper [2] neither considers the WCAU metric nor the role of SBA schemes. We show in this paper that improvement as measured by WCAU is highly dependent on the choice of SBA scheme. The most signi"cant improvement is in the case of the normalized proportional allocation scheme where the WCAU is raised from 33-50%. Note, however, that using FDDI-M has not bene"ted the local allocation schemes, whose WCAU can still asymptotically approach 0%. Although WCAU is a useful metric, it may not be the most appropriate one under all circumstances. A problem is that the WCAU factor for most of the local SBA schemes proposed thus far in the literature is zero, and those with non-zero WCAU are outperformed by global schemes. However, while global schemes perform better, the need for global information means that such schemes are not always feasible. The performance of FDDI-M in other network scenarios also awaits further study. For instance, a certain percentage of frame loss in video traf"c is acceptable in many applications, and conceivably some frames which have missed their deadlines can be dropped with no noticeable effect. Some simulation is included in the original paper [2] to verify the superiority of FDDI-M over FDDI, but the simulation does not consider the various SBA schemes. We are currently investigating the relationship between performance (as measured by metrics other than WCAU) and the SBA schemes by means of simulation, the results of which will help to further clarify the behaviour of FDDI-M under different traf"c conditions.
