Enumeration of sand piles  by Corteel, Sylvie & Gouyou-Beauchamps, Dominique
Discrete Mathematics 256 (2002) 625–643
www.elsevier.com/locate/disc
Enumeration of sand piles
Sylvie Corteela ;∗, Dominique Gouyou-Beauchampsb
aPRiSM, UVSQ–CNRS, 45 Avenue des Etats, 78035 Versailles, France
bLRI, Bat 490, Universit%e Paris Sud CNRS, 91405 Orsay, Cedex, France
Received 27 September 2000; received in revised form 17 May 2001; accepted 22 July 2001
Abstract
We study some particular families of integer partitions called “sand piles” which are discrete
dynamical systems. Our aim is to link these objects with the theory of partitions in order to
enumerate them. We 6rst consider the Ice Pile model IPM(k). We compute explicit asymptotic
bounds for the number of sand piles in IPM(k) with area n. We then give the area, width and
height generating functions. All these results are derived using bijections and q-equations. We
then consider another model called L().
R	esum	e
Nous <etudions des familles sp<eciales de partages : les piles de sable, qui sont des syst>emes
dynamiques discrets. Nous essayons de relier ces piles de sable >a la th<eorie des partitions pour
pouvoir les <enum<erer. Pour le mod>ele IPM(k), nous <etablissons des bornes pour le nombre de
piles de sable d’aire n dans IPM(k) pour n grand ; puis nous trouvons les s<eries g<en<eratrices
selon 1’aire, la hauteur et la largeur de ces piles de sable. Nous calculons ensuite la s<erie selon
l’aire et la hauteur pour le mod>ele L(). c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
In this article, we consider the enumeration of some families of integer partitions
called sand piles. These sand piles are discrete dynamical systems introduced in physics
and in cellular automata theory. These dynamical systems were extensively studied
[1,4,6,9,10,11,13,14,15,16]. The poset induced by the dynamical rules is always a lattice
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Fig. 1. Horizontal.
[15]. Our aim is to give an enumerative taste to these objects. Let us now give some
de6nitions.
A sand pile of n grains is a partition of the integer n. A partition of an integer n is a
non-increasing sequence of positive integers =(1; : : : ; l), such that 1 + · · ·+l= n.
The i are called the parts of the partition. The area || of the sand pile  is the
sum of the parts of the partition, that is ||= n. The height l() of the sand pile  is
the number of parts of the partition, that is l()= l. The width w() of the sand pile
 is the largest part of the partition, that is w()= 1. Any partition has a graphical
representation called the Ferrers diagram. The Ferrers diagram of a partition  is an
array of unit square cells called in this article grains, left-justi6ed, in which the number
of grains in row i is i. The rows are labelled (in this article) from bottom to top and
the columns from left to right. The conjugate of , denoted ′, is the partition whose ith
part is the number of grains in the ith column of the Ferrers diagram of . For example,
in the North-West corner of Fig. 1 we have =(5; 4; 2; 1), and ′=(4; 3; 2; 2; 1). For
any partition  we consider that i =0 if i¡1 or i¿l().
The sand piles are dynamical systems where the grains move from one column to
another column. We use the conjugate for the de6nition of the rules of move. Let 
be a sand pile and let = ′ be its conjugate. The rules are
• Horizontal rule: a grain can move from column i to column j, with j¿i + 1 if
i − 1= i+1 = · · · = j−1 = j + 1:
(i; : : : ; j)→ (i − 1; i+1; : : : ; j−1; j + 1)
See Fig. 1. The length of the shift is then j − i − 1.
• Vertical rule: a grain can move from column i to column i + 1 if i − i+1¿2:
(i; i+1)→ (i − 1; i+1 + 1)
See Fig. 2. In this case, we say that the shift has length 0.
If the initial con6guration is a column made of n grains, it is easy to show that if the
two rules are applied all the partitions are obtained [9]. Moreover, let  and  be two
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Fig. 2. Vertical.
Fig. 3. LB(6).
partitions. We say that ¿ if and only if there exists a sequence of moves induced
by the rules allowing to go from  to . This order is isomorphic to the dominance
order introduced by Brylawski [6]. See Fig. 3 for n=6.
DiNerent models of sand piles were studied. They are all based on the previous rules.
The sand pile model (SPM(n)) was introduced by Bak et al. [4] and was studied by
Goles and Kiwi [9]. In this model, the initial con6guration is made of one column of
n grains. The only available rule is the vertical rule. The set of con6gurations obtained
from this unique column is then a subset of the set of the partitions of n. These
con6gurations are characterized as follows:
Proposition 1 (Phan [15]). A sand pile in SPM(n) is a partition =(1; 2; : : : ; l) of
n such that
• 06i − i+162, for 16i6l,
• for any i¡j with i − i+1 =2 and j − j+1 =2, there exists z with i¡z¡j such
that z = z+1.
Then, Goles et al. [10] de6ned a generalization of the SPM(n) model called the
ice pile model, IPM(n; k). In this model the initial con6guration is also made of one
column of n grains. Both the vertical and the horizontal rules can be used. Nevertheless,
the length of the shifts must be ¡ k. Note that IPM(n; 1)=SPM(n). We state their
characterization:
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Fig. 4. ∈ IPM(23; 2).
Proposition 2 (Phan [15]). A sand pile in IPM(n; k) is a partition =(1; 2; : : : ; l)
of n such that
• 06i − i+16k + 1, for 16i6l,
• for any i¡j with i−i+1 = k+1 and j−j+1 = k+1, there exists z with i¡z¡j
such that z − z+1¡k.
See Fig. 4 for =(8; 5; 5; 4; 1)∈ IPM(23; 2). Note that 1 − 2 = 4 − 5 = 3 and
2 − 3¡2. If the initial con6guration is made of one column of n grains and if
the horizontal rule is generalized: a grain can move from column i to column j if
i − 1= i+1 = · · · = j−1¿j, with 0¡j − i6k, then the set of partitions is still
IPM(n; k), see [15]. We denote by IPM(k) the union
⋃
n¿0 IPM(n; k).
The L(n; ) model was introduced by Phan [15]. In this model the initial con6gu-
ration is also a unique column of n grains. The vertical rule can be applied with the
constraint that the diNerence between the two columns must be ¿. The horizontal
rule cannot be applied. It is straightforward to see that L(n; 1)=SPM(n). Let us recall
the characterization of these sand piles.
Proposition 3 (Phan [15]). A sand pile in L(n; ) is a partition =(1; 2; : : : ; l) of
n such that
• ′i − ′i+1¿− 1 for 16i¡1,
• for any i¡j with ′i−′i+1 = −1 and ′j−′j+1 = −1, there exists z with i¡z¡j
such that ′z − ′z+1¿.
For example, see Fig. 9 for =(5; 5; 4; 3; 3; 3; 2; 2; 2; 2; 2; 1)∈L(34; 2). We denote by
L() the union
⋃
n¿0 L(n; ).
The aim of this work is to link these sand piles with the theory of partitions [2]
and the theory of q-equations (see for example [5]) to get some enumerative results
and generating functions. We will decompose the sand piles in some simpler families
of integer partitions. This will lead us to some formulas for the area–width–height
generating functions. In Sections 2 and 3, we will study the IPM(k) model. We will
6rst give some asymptotic bounds for the number of sand piles with area n in IPM(n; k)
and then introduce the generating functions. In Section 4, we will study the other model
L(). We will end this paper by some concluding remarks.
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2. Asymptotic bounds for IPM(k)
Let us 6rst state the main result of this section. If k is a 6xed positive integer and
if n tends to in6nity, then
Theorem 1. The number of sand piles ik(n) in IPM(n; k) can be bounded by
fk+1(n)O(1 + n−1=4)6ik(n)6fk+2(n)O(1 + n−1=4)
with
fk(n) = Ckn−3=4 exp(Bkn1=2);
Ck = ((k − 1)=(6k3))1=4=2;
Bk = 2
√
(k − 1)=(6k):
For k¿2, let pk(n) be [qn]
∏
i¿1 (1−qki)=(1−qi). This number pk(n) is the number
of partitions  of n where i − i+1¡k for all i. Proposition 2 implies that
pk+1(n)6ik(n)6pk+2(n):
Thus we have to compute the asymptotic behavior of pk(n). To do so, we use Meinar-
dus Theorem [2] that we recall now.
Let us consider the in6nite product
∏∞
n=1 (1−qn)−an =1+
∑∞
n=1 r(n)q
n with |q|¡1.
The necessary conditions to apply Meinardus theorem are the following:
• D(s)=∑∞n=1 an=ns with s=  + it converges for ¿ a positive real number.
• D(s) possesses an analytic continuation in the region ¿−C0 (0¡C0¡1).
• D(s) is analytic in this region except for a pole of order 1 at s=  with residue A.
• D(s)= (|t|C1 ) uniformly in ¿−C0 as t→∞, where C1 is a 6xed positive real
number.
• g( )= ∑∞n=1 ane−n is such that Re(g( ))− g(y)6−C2y−" with  =y+2ix (x; y
real), |arg  |¿=4 and x61=2, C2 a positive real number depending on ".
The theorem states as follows.
Theorem 2 (Andrews [2]). As n→∞:
r(n)=Cn$ exp(Bn=(+1))O(1 + n−$1 )
with
C = eD
′(0)[2(1 + )]−1=2[A%(+ 1)&(+ 1)](1−2D(0))=(2+2)
B = (1 + 1=)[A%(+ 1)&(+ 1)]1=(+1)
$ =
D(0)− 1− (1=2)
1 + 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$1 =

+ 1
min(C0=− '=4; 1=2− ');
with '¿0.
Let us now apply the theorem for pk(n). We 6rst prove that the necessary conditions
are satis6ed. Our in6nite product is
∏
n¿1
n≡0 mod k
(1− qn)−1 = 1 +
∞∑
n=1
pk(n)qn:
We consider the Dirichlet series
Dk(s)=
∑
n¿0
n≡0 mod k
1
ns
=(1− k−s)&(s); s=  + it:
This series converges for ¿ with =1. Furthermore, Dk(s) has an analytic contin-
uation in the region ¿−C0 with C0 = 1=2 and in this region Dk(s) is analytic except
for a pole of order 1 at s=1 with residue A=(k − 1)=k. Finally Dk(s)=O(|t|C1 ) uni-
formly in ¿−C0 as |t|→∞, where C1 is a 6xed positive real number. This is true as
Dk(s)= (1− k−s)&(s) and &(s)=O(|t|D1 ) uniformly in ¿−1=2 as |t|→∞, where D1
is a 6xed positive real number and |1− k−s|61+ |k−s|=1+ k−61+ k1=26constant.
We also use the function
gk( )=
q
1− q −
qk
1− qk ; q=e
− :
We prove the following lemma to get the 6nal condition.
Lemma 1. If  =y + 2ix (x; y real) and arg(r)¿=4, |x|61=2, for y su>ciently
small, then
Re(gk( ))− gk(y)6− 1− (2y
for any (¿0.
Proof. We 6rst consider the function f( )= e− =(1− e− ). We have Re(f( ))= e−y
(cos(2x)− e−y)=(1 + e−2y − 2e−y cos(2x)). Hence for y small
Re(f( ))− f(y) =− (1− cos 2x)e
−y(e−y + 1)
(1 + e−2y − 2e−y cos 2x)(1− e−y)
=− (1− cos 2x)(1− y +O(y
2))(2− y +O(y2))
(2− 2y +O(y2)− 2(1− y +O(y2)) cos 2x)(y − O(y2))
=− (1− cos 2x)(1− y +O(y
2))(2− y +O(y2))
2(1− cos 2x)(1− y +O(y2))(y − O(y2)) :
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As arg( )¿=4, |x|61=2, we know that cos(2x) =1. Thus
Re(f( ))− f(y) = − (1− y +O(y
2))(2− y +O(y2))
2(1− y +O(y2))(y − O(y2)) =−
1
y
+
3
2
+ O(y);
that is
Re(f( ))− f(y)6−1 + (
y
for y suQciently small and for any (¿0.
Now we consider −Re(f(k )) + f(ky). We have two cases:
• cos(2kx)= 1 and −Re(f(k )) + f(ky)= 061=2y,
• cos(2kx) =1 and
−Re(f(k )) + f(ky) = (1− ky +O(ky
2))(2− ky +O(k2y2))
2(1− ky +O(k2y2))(ky − O(k2y2))
=
1
ky
+
1
2
+ O(y):
Hence
−Re(f(k )) + f(ky)6 1
ky
6
1
2y
as k¿2; for y suQciently small.
As Re(gk( ))− gk(y)=Re(f( ))− f(y)− (Re(f(k ))− f(ky)) we conclude that
Re(gk( ))− gk(y)6−1 + (2y
for y suQciently small and for any (¿0.
Proof of Theorem 1. We apply Theorem 2 with =1, A=(k − 1)=k, Dk(s)= (1 −
k−s)&(s) and C0 = 1=2:
pk(n)=fk(n)O(1 + n−$1 )
with
fk(n) = Ckn$ exp(Bkn=(+1));
Ck = eD
′
k (0)[2(2)]−1=2[(k − 1)=k%(2)&(2)](1−2Dk (0))=4;
Bk = (1 + 1=2)[(k − 1)=k%(2)&(2)]1=2;
$ =
Dk(0)− 1− 1=2
2
;
$1 = 12 min(C0=2− '=4; 1=2− ')
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with '¿0. We get
Ck = k−1=2[4]−1=2[(k − 1)=k2=6]1=4 = ((k − 1)=(6k3))1=4=2;
Bk = 2[(k − 1)=k2=6]1=2 = 2
√
(k − 1)=(6k);
$ = −3=4;
$1 = 1=4;
as Dk(0)= 0 and D′k(0)=− log k=2.
We can deduce a few corollaries from the previous results:
Corollary 1. There exists n0 such that for all n¿n0 we have
(3n)1=4 exp
(

√
n
(√
2
3
− 2
3
))
6
p(n)
i1(n)
6
2n1=4√
3
exp
(

√
n
(√
2
3
−
√
1
3
))
:
The above corollary is straightforward as the asymptotic behavior of the number of
partitions of n is
p(n)=
1
4
√
3n
exp
(

√
2n
3
)
O(1 + n−1=4):
We know that ik(n)¿ik+1(n), this implies that p(n)=ik(n) is a decreasing function of
k. Moreover we can show that IPM(n; n=2)∼p(n).
Corollary 2. There exists n0 such that for all n¿n0 we have
16
ik(n)
ik−1(n)
6
(
k3(k + 1)
(k − 1)(k + 2)3
)1=4
exp
(
2
√
n
(√
k + 1
6(k + 2)
−
√
k − 1
6k
))
:
We conjecture that ik(n)=ik−1(n) is a decreasing function of k for any n.
3. Generating functions for IPM(k)
We give in the following subsections some formulas for the generating functions of
the sand piles in IPM(k). The area is counted with the variable q, the height with the
variable x and the width with the variable y.
3.1. Area and height generating function
Let Dk be the set of partitions =(1; : : : ; l), such that 16i−i+16k, for 16i6l.
We use an abusive but simple notation. We say that i∈D¡, if 16i−i+1¡k and that
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i∈D=, if i− i+1 = k. Let Sk(q; x) be the generating function 1+
∑
∈IPM(k) x
l()q||.
The main result of this subsection is the following:
Theorem 3. The generating function Sk(q; x) is given by
Sk(q; x)=
∑
∈Dk
xl()q||
∏
j
j∈D¡
1
1− xqj
∏
j
j∈D=
(
q+
1
1− xqj
)
: (1)
To prove this theorem we 6rst give a de6nition. Let  be a partition in Dk .
De%nition 1. A sequence of non-negative integers =(1; : : : ; j) is said to be com-
patible with  if and only if j= l() and if i =0 then i∈D=.
In order to prove bijectively the theorem we will exhibit a one-to-one correspondence
between the partitions in Dk , their compatible sequences and the sand piles. Given a
partition  in Dk and a sequence  compatible with , the sequence  exhibits the
multiplicity of the parts of  in the sand pile. For all i if i∈D¡ then i is repeated
i times in the sand pile (xqi
∏
i∈D¡ 1=(1 − xqj)) otherwise (i∈D=) if i =0 then
i + 1 is introduced in the sand pile else i is repeated i times in the sand pile
(xqi
∏
i∈D=(q+ 1=(1− xqj))). Now let us give the bijective proof.
Proof of Theorem 3. Let  be a sand pile in IPM(k). We want to decompose it bi-
jectively in a partition =(1; : : : ; l)∈Dk and a sequence  compatible with , such
that ||= ∑i¿0 ii +∑i=0 (i +1). Let I be the set (i1; i2; : : : ; il), such that i∈ I if
and only if
• i − i+1¿0 or
• i = i+1 and there exists j¿i such that when i¡x¡j we have x − x+1 = k, and
such that j − j+1 = k + 1.
Then we initialize =(i1 ; i2 ; : : : ; il) and we set i0 = 0. Now for x from l to 1, we
compute x:
x = ix − ix−1
and
x =0 if x − x+1 = k + 1
and we decrease x by 1 if x =0.
The reverse is easy. Given a partition =(1; : : : ; l)∈Dk and  a sequence com-
patible with . We start with the empty partition. For i from 1 to l, if i =0 then
i + 1 is introduced in the sand pile  (if i−1¿0 then l() − l()−1¡k else l() −
l()−1 = k) otherwise i parts of size i are introduced in the sand pile (if i−1¿0
then l()−i − l()−i+16k else l()−i − l()−i+1 = k + 1). It is then easy to see
that we get a sand pile in IPM(k).
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Fig. 5. Decomposition of a sand pile in IPM(1).
Fig. 6. Decomposition of a sand pile in IPM(2).
Examples.
• =(6; 6; 6; 5; 5; 3; 3; 3; 3; 1; 1) ∈ IPM(1) can be decomposed as follows: I =(3; 4; 5; 8;
9; 11), =(6; 5; 5; 3; 3; 1), 6 = 2, 5 = 0 and 5 = 2, 4 = 3, 3 = 0 and 3 = 4, 2 = 1,
1 = 3. Thus we get =(6; 5; 4; 3; 2; 1) and =(3; 1; 0; 3; 0; 2). See Fig. 5.
• =(11; 11; 11; 9; 6; 6; 6; 6; 4; 4; 4; 4; 1; 1)∈ IPM(2) can be decomposed in =(11; 10; 8;
6; 4; 3; 1) and =(2; 0; 0; 4; 3; 0; 2). See Fig. 6.
Another way to prove the previous theorem is to write a q-equation for Sk(q; x).
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Fig. 7. Construction of the sand pile = (7; 6; 5; 3; 3; 2; 2) in IPM(1).
Lemma 2. Sk(q; x) satis?es the q-equation
Sk(q; x)= 1 +
k∑
i=1
xqi
1− xqi Sk(q; xq
i) + xqk+1Sk(q; xqk):
Proof. A sand pile in IPM(k) is
• Either the empty partition.
• Rule 1: or a partition in IPM(k) where the highest column is duplicated i times
(16i6k) and at least one part of size i is introduced:
∑k
i=1 xq
iSk(q; xqi)=(1− xqi).
• Rule 2: or a partition in IPM(k) where the highest column is duplicated k times and
one part of size k + 1 is introduced: xqk+1Sk(q; xqk).
Let us prove that we get sand piles in IPM(k). Let  be a sand pile in “construction”.
When rule 1 is applied l()6k and when rule 2 is applied l(x) = k+1. Therefore that
i−i+16k+1 for all i. Moreover, if there exist i and j such that i¡j, i−i+1 = j−
j+1 = k +1 and no i¡x¡j with x − x+1 = k +1, rule 2 created i, then rule 1 was
applied at least once and rule 2 was also applied at least one (the last application of
rule 2 created j). Let z with i¡z¡j be the index of the part created just before rule
2 was applied for the 6rst time after creating i. Then we have z−z+1¡k (as z was
created when we applied rule 1). Therefore, there exists i¡z¡j, with z − z+1¡k.
Example. The construction of the sand pile =(7; 6; 5; 3; 3; 2; 2) in IPM(1) is illus-
trated in Fig. 7.
From the theorem we get the special cases.
Corollary 3.
S1(q; x)= 1 +
∑
n¿1
xnqn(n+1)=2
n∏
i=1
(
q+
1
1− xqi
)
:
Corollary 4.
S∞(q; x)=
∑
∈D∞
xl()q||
∏
j
1
1− xqj =
∏
i¿1
1
1− xqi :
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Let us give an intuitive proof of the previous corollary.
Proof of Corollary 3. Let =(1; : : : ; j) be a plain integer partition. Then we want to
associate bijectively to it a partition =(1; : : : ; l)∈D∞ (which is nothing else than
the set of partitions into distinct parts) and =(1; : : : ; l) a sequence of integers,
such that ||= ∑li=1 ii. Let I be the set (i1; i2; : : : ; il), such that i∈I if and only
if i − i+1¿0. Then =(i1 ; i2 ; : : : ; il) and =(i1; i2 − i1; : : : ; il − il−1).
3.2. Area and width generating function
We consider the area and the width of the sand piles. Let us denote by Wk(q; y) the
generating function 1 +
∑
∈IPM(k) q
||yw().
Theorem 4. The q-equation for Wk(q; y) is
Wk(q; y)=
(
1− (yq)k+1
1− yq + y
kqk−1
)
Wk(q; yq)− ykqk−1Wk(q; yq2): (2)
Proof. A sand pile in IPM(k) is
• Rule (I): either a sand pile in IPM(k) where one duplicates 1 and increases the
duplicate by i (06i6k): ((1− (yq)k+1)=(1− yq))Wk(q; yq).
• Rule (II): or a sand pile in IPM(k) with 1¿2 where one decreases 1 by 1,
duplicates it and increases the duplicate by k +1: ykqk−1(Wk(q; yq)−Wk(q; yq2)),
as the generating function of the sand piles  with 1¿2 is Wk(q; y)−Wk(q; yq).
Let us de6neWk; n(q) such thatWk(q; y)=
∑
n¿0 Wk; n(q)y
n. We can get a recursive
relation for Wk; n(q):
Lemma 3. Let k¿1. We have
Wk; n(q)(1− qn)= qn
k∑
i=1
Wk; n−i(q) + (qn−1 − q2n−k−1)Wk; n−k(q) (3)
for n¿k, Wk; n(q)= qn
∏n
i=1 1=(1− qi) for 16n¡k, and Wk;0(q)= 1.
Proof. Direct from Eq. (2).
This gives the generating function in the case k =1:
Corollary 5. The generating function W1(q; y) is
W1(q; y)= 1 +
∑
n¿1
ynqn(n−1)=2
n∏
i=1
1 + q− qi−1
1− qi :
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Fig. 8. Decomposition of = (6; 6; 6; 5; 5; 4; 3; 3; 3; 1; 1) in IPM(1).
Proof. Eq. (3) for k =1 gives the recurrence
W1; n(q)(1− qn)= qn−1(1 + q− qn−1)W1; n−1(q)
for n¿1 and W1;0(q)= 1. We just have to use the recurrence to get the generating
function.
We can also write the previous equation as follows:
W1(q; y)= 1 +
yq
1− q +
∑
n¿2
yn
qn(n−1)=2+1
1− qn
n−1∏
i=1
(
1 +
q
1− qi
)
:
It is also possible to get a combinatorial interpretation of this generating function. We
will give the sketch of the proof here, for a complete one the reader may consult [7].
Let n be a 6xed integer,  be the stair (n; n − 2; n − 3; : : : ; 1) and =(1; : : : ; n) be
a sequence where i¿0 (16i6n − 1) and n¿0. We start with the partition = .
For i from 1 to n − 1 we increase ′i by 1 if i¿1 or i =0. For i from 1 to n, if
i¿0 we add i− 1 parts of size i. Then  is a partition in IPM(1) with width n. For
example, if =(6; 4; 3; 2; 1) and =(0; 1; 3; 0; 3; 3) we get =(6; 6; 6; 5; 5; 4; 3; 3; 3; 1; 1)
(Fig. 8).
3.3. Height and width generating function
We 6nally consider the height and the width of the sand piles. Now that we do not
consider anymore the area, the generating function is no more transcendental but ratio-
nal. It is a really common behavior for all the partitions and polyominos enumeration
problems [5]. Let pk(h; w) be the number of sand piles in IPM(k) of height h and
width w and let Pk; h(y) the generating function
∑
w¿0 pk(h; w)y
w.
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Theorem 5. The generating function Pk; h(y) follows the recurrence
Pk; h(y)=
(
1− yk+1
1− y + y
k
)
Pk; h−1(y)− ykPk; h−2(y) (4)
for h¿3; with Pk;2(y)=y((1−yk+1)=(1−y))((1−yk+2)=(1−y))−y2(k+1), Pk;1(y)=y
(1− yk+1)=(1− y) and Pk;0(y)= 1.
Proof. Direct from Eq. (2). A sand pile  in IPM(k) of height h and width w is
• either a sand pile of height h − 1 and width w − i where one duplicates 1 and
increases the duplicate by i (06i6k): ((1− yk+1)=(1− y))Pk; h−1(y)
• or a sand pile of height h− 1 and width w− k with 1¿2 where one decreases 1
by 1, duplicates it and increases the duplicate by k + 1: yk(Pk; h−1(y)− Pk; h−2(y)).
Moreover, the number of sand piles  of height h− 1 and width w− k with 1¿2
is the number of sand piles  of height h − 1 and width w − k minus the number
of sand piles  of height h− 2 and width w − k.
Let Pk(x; y) be the width and height generating function, that is Pk(x; y)=
∑
h¿0
Pk; h(y)xh. We compute a formula for this generating function directly from the previous
recurrence. The result is the following:
Theorem 6. The generating function Pk(x; y) is
Pk(x; y)=
1− x(yk + 1− yk+1) + x2yk(1− y)
1− x((1− yk+1)=(1− y) + yk(1− x)) : (5)
Proof. The recurrence implies
∑
h¿3
xhPk; h(y)=
(
1− yk+1
1− y + y
k
)∑
h¿3
xhPk; h−1(y)− yk
∑
h¿3
xhPk; h−2(y):
Therefore, Pk(x; y) − x2Pk;2(y) − xPk;1(y) − 1= x((1 − yk+1)=(1 − y) + yk)(Pk(x; y)
− xPk;1(y)− 1)− ykx2(Pk(x; y)− 1), that is to say
Pk(x; y) =
1 + x(Pk;1(y)− ( 1−y
k+1
1−y + y
k)) + x2(Pk;2(y)− ( 1−y
k+1
1−y + y
k)Pk;1(y) + yk)
1− x( 1−yk+11−y + yk(1− x))
These theorems imply some corollaries. Let sk(h) be the number of sand piles in
IPM(k) of height h.
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Corollary 6. The numbers sk(h) follows the simple recurrence
sk(h) = (k + 2)sk(h− 1)− sk(h− 2)
for h¿2; with sk(1)= k + 1 and sk(0)= 1.
Proof. Direct from Eq. (4) as sk(h)=Pk; h(1).
Corollary 7. The generating function Hk(x)=
∑
h¿0 sk(h)x
h is
Hk(x)=
1− x
1− (k + 2)x + x2 :
Proof. Direct from Eq. (5) as Hk(x)=Pk(x; 1).
Corollary 8. The enumeration formula for sk(h) is
sk(h)=
1 + A1
k + 4
A−1−h1 +
1 + A2
k + 4
A−1−h2
with A1 = (k + 2 +
√
k(k + 4))=2 and A2 = (k + 2−
√
k(k + 4))=2.
Proof. It is easy to write Pk(x)= a1=(1−.1x)+ a2=(1−.2x), with a1 =A2=(A1 +A2),
a2 =A1A1 +A2, and .i =1=Ai, i=1; 2. A1 and A2 are the roots of 1− (k+2)x+x2 = 0.
The rest follows by using 1=(1− x)= ∑h¿0 xh.
Let Pk(x) be the generating function of sand piles in IPM(k) counted with respect
to their half perimeter (width + height) n.
Corollary 9. The generating function Pk(x) is
Pk(x)=
(1− x)2(1− xk+1 + xk+2)
1− 2x − xk+1 + 3xk+2 − xk+3 :
Proof. Pk(x)=Pk(x; x).
Pk(x; x) =
1− x(xk + 1− xk+1) + x2xk(1− x)
1− x((1− xk+1)=(1− x) + xk(1− x))
=
(1− x)(1− xk+1 + xk+2)
1− x((1− xk+1)=(1− x) + xk(1− x))
=
(1− x)2(1− xk+1 + xk+2)
1− 2x − xk+1 + 3xk+2 − xk+3 :
Remark. As expected, the bigger k is, the nearer pk(n) is to 2n (as we get more
and more partitions). This can be checked with Maple by using the Maple command
realroot on the polynomial 1− 2x− xk+1 +3xk+2− xk+3, as the asymptotic behavior
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Fig. 9. Evolution of the smallest root.
of pk(n) is ck=.nk with ck ∈R and .k the smallest root of 1−2x− xk+1 +3xk+2− xk+3.
See Fig. 9.
4. The model L()
We consider in this section the model L() where one grain can move from a column
to the next column if the diNerence of the height of the columns is ¿. Proposition 3
implies that the number ln;  of partitions of n in L(n; ) can be bounded by
l(n)6ln; 6l−1(n);
where l(n) is the number of partitions  of n such that i−i+1¿. Nevertheless, the
generating function associated with l(n) is known to be a nice in6nite product only
for the cases =0; 1; 2. In the case =2, it is the 6rst Rogers–Ramanujam identity
[2]. It is not straightforward to get asymptotic bounds for ln;  for all .
We count the partitions in L() with respect to their area and their height. Similar
results can be found for the width. We call the corresponding generating function
L(q; x) which is equal to 1 +
∑
∈L() x
l()q||.
Lemma 4. L(q; x) satis?es the q-equation
L(q; x)=
1− (xq)
1− xq +
(
(xq)
1− xq + x
−1q
)
L(q; xq): (6)
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Fig. 10. Construction of a sand pile in L(2).
Proof. A sand pile in L() is
• Either a column of length between 0 and − 1,
• Rule 1: or a partition where one duplicates the highest column and increases the
duplicate by at least ,
• Rule 2: or a partition where one duplicates the highest column and increases the
duplicate by  and increases the second-highest column by 1.
The construction of the sand pile =(6; 5; 5; 4; 3; 3; 3; 2; 2; 2; 1) in L(2) is illustrated in
Fig. 10. We iterate the previous q-equation and get
Theorem 7. The generating function L(q; x) is given by
∑
n¿0
xnqn(n+1)=2
1− (xqn+1)
1− xqn+1
n∏
i=1
(
q+
1
1− xqi
)
:
Proof. Direct from (6).
We can also give a bijective proof of this theorem.
Bijective proof. We use the same idea as before. Given a stair partition
= (n; : : : ; n;︸ ︷︷ ︸

: : : ; 2; : : : ; 2;︸ ︷︷ ︸

1; : : : ; 1)︸ ︷︷ ︸

and a sequence =(1; : : : ; n+1) such that i¿0 (16i6n) and 06n+16, we create
a partition in L() by adding i − 1 parts of size i to  if i¿0 (16i6n + 1) and
increasing ′i+1 by 1 if i =0 (16i6n).
See Fig. 11.
5. Conclusion
We considered in this paper the diNerent integer partitions related to the sand pile
model and were able to compute some generating functions and some asymptotic
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Fig. 11. Sand piles in L(2).
bounds. It would be interesting to get the exact asymptotic behavior, especially for
the SPM case whose area generating function is
∑
n¿0
qn(n+1)=2
n∏
i=1
(
q+
1
1− qi
)
:
In a forthcoming article [8], we will introduce more general models where grains can
move to the left and to the right. These models are related to Frobenius partitions
[12,3] and heaps [5].
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