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Wireless Ad hoc Network is promising in solving many challenging real-world 
communication problems. Examples of these are: military field operation, emergency 
response system, and oil drilling and mining operation. However, the wide deployment 
of this type of network is still a challenging task. It is very difficult to manage quality of 
services for real time applications like video transmission over mobile nodes. Mobile ad 
hoc networks are not so resilient and reliable because of their dynamic topology due to 
the mobile nodes and impact of environmental circumstances. However, it provides 
multiple routes from the source to the destination, which gives extra redundancy for 
video and data transmission. In this research work, I will analyze the effect of real video 
streaming in virtual simulation environment using mobile ad hoc network, terrain 
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Computer network communication has been growing tremendously and the study in 
computer networks requires not only increase efforts but also demands for research to 
solve challenging tasks. This communication includes a complex mix of applications, 
communications protocols, link technologies, traffic flows and routing algorithms.  
Network design process is a complex task and requires designers to balance business 
and technical goals like cost, user performances and capabilities. One of the obvious 
solutions to deal with this kind of complex task is the use of modeling and simulation 
tools. Network simulation is a software program, which imitates behavior of a computer 
network communication using devices/entities, traffic etc. and helps to analyze network 
performance [1]. Simulation has become the evaluation method of choice for many 
areas of computer networking research. When designing new technologies, transport 
protocols, queuing methods, routing protocols, application performance; a common 
approach is to create a simulation of a small to moderate scale topology and measure 
the performance of the new methodology as compared to existing methods. 
 
There are many simulation and modeling tools that are invented and developed for 
research [2]. Some of them are NS2, OMNet++, NetSim, QualNet, NetRule, J-Sim and 
OPENT [11].  Selecting the right simulation tool for research purposes was quite 
difficult. All these simulation tools are efficient in their function but the actual results of 
the simulation are completely dependent on how the designer models the network.  
NS2, OMNET++, and J-Sim are open source software, which can be freely 
downloadable from their respective websites. NetSim, NetRule, QualNet and OPNET 
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are commercial software, which requires active licenses to use them.  Network 
Simulator (NS2) is a discrete event simulation tool. It is widely used to analyze 
simulation of a variety of networks such as Local Area Network (LAN), Satellite 
Network, Mobile Ad hoc Network (MANET) and Wireless Local Area Network (WLAN). It 
also does support transport protocols and resource allocation [12]. OMNET++ is a 
multipurpose discrete event simulator, which provides free license for non-profit 
businesses and educational purposes. It has a commercial version too, which includes 
more features. This tool is widely used in the Telecommunication network, but can also 
be used for queuing networks and IT Systems. QualNet is commercial simulation tool, 
which gives graphical user interface (GUI) for simulation and model designing. It 
supports the modeling of few a application protocols such as Voice over IP (VOIP) and 
File Transfer Protocol (FTP) [12]. NetSim is proprietary, written in C/C++, a network 
simulation tool design by Tetcos. It provides user-friendly visual interface and can 
support 25 protocols including IP, TCP, UPD, ARP and RARP etc. It has Academic and 
Standard versions of which Standard version supports basic technologies of Ethernet, 
Token ring, MANET etc. The Standard version also supports advance technologies of 
ATM, Frame Relay and Cellular Technologies etc [13].  NetRule is a proprietary tool 
designed by Analytical Engines. This tool is widely known for its speed. It gives detailed 
analysis results in seconds based on the combination of advance simulation techniques 
and mathematical search. It is used to analyze performance of routing protocols, 
transport protocols and network applications. J-Sim is another open source simulation 
tool, which is fully written in Java.  
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One of them is OPNET, which stands for the Optimized Network Engineering Tool [3]. I 
chose OPNET for this research because it is best known for its functionally rich 
capabilities for modeling and optimizing network performance. IT has an increase focus 
on both application performance and the impact of managing change across the 
infrastructure. It provides graphical user interface to visualize network simulation and 
modeling network design.  OPNET also includes almost all network devices/objects in 
emulated form, which are operates like real devices. It not only supports for the basic 
technologies but also the advance technologies. It is equipped with different types of 
modules including ACE Analyst, 3D network visualizer (3DNV), Terrain modeling, 
Wireless module and System-in-the-loop (SITL); which allows modeling and simulating 
of large complex wired and wireless computer networks. This research work is 
concentrating on the System-in-the-loop module, which is way of communicating the 
real application traffic network into the simulated network using the packet exchange 
conversion from the virtual/real to the real/virtual packet.  SITL helps to resolve some of 
network designing issues related to protocols and devices. It also helps to optimize the 






Fig 1 Real-Sim-Real approach of SITL [4] 
 
It provides an interface for connecting live network hardware or software applications to 
an OPNET discrete event simulation. Figure 1 depicts the basic topology, which shows 
how the real network devices are communicating to the virtual network devices through 
SITL gateway. The main objective behind this research work is to develop a capability 
to evaluate performance of large and complex networks and network-centric systems by 
combining virtual network models with the real networks.  This research work can be 
useful to test the prototype of large network without expansion of creating the real 
network and also it avoids setting up the complex lab environment. This type of method 
saves a lot of time and money.  
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1.1 Motivation for research 
Today’s business market is competing with each other to achieve their pre-defined 
goals. They are devising new technologies to be first in rank. Companies are improving 
their network infrastructure to provide services to the end users with better quality and 
reliability. They are putting investing large sums of money for this type of research. It’s 
only valuable when they can provide reliability and quality services to keep up with 
costumer’s demands.  Many questions come to my mind when I think about network. 
Some of them are: How this companies test their networks before they apply to the 
production field? How can they make sure that network will provide good quality of 
service with 100% up time to the customers? It is very risky to apply network at 
production field without testing it in lab environment and also time consuming and 
unprofitable way. The biggest challenge to network engineer is to design and test large 
complex network since it so expensive and a time consuming process. It is very 
essential to study effect of environment conditions and terrain, which acts like barrier to 
packet flow. SITL is the best way to design, test and verify large complex networks 
using a combination of the real and virtual networks to achieve the technical and the 
business goals. This idea is which motivates me to do research on this topic. 
 
1.2 Problems 
Before invention of SITL, there was no way of communicating between the real network 
and the simulated network so it was so difficult to predict how packets will react to real 
hardware, applications and what will be effect of terrain on packets [5]. Even traffic 
generated in simulated environment is not exactly same as what is generated in a real 
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environment. Experimental results are totally based on the quality of modeling. This 
means how you design the network and what kind of devices, parameters and 
conditions are used while network designing. It is practically impossible to test this kind 
of experiment in lab set up with only simulated environment. Testing and designing of 
new technologies and prototypes are so expensive and time consuming. The main 
motivation behind this research work is to save money and time by testing new 
technologies with a combination of simulated and real networks.   
 
1.3 Benefits 
System-in-the-loop provides the following significant advantages: [3] 
 Test the performance and behavior of new technologies and protocols by 
combining simulation with real application traffic. Packets are injected from the 
real network into the simulated network through SITL gateway. From the results 
of the discrete event simulation, we can compare and test performance of 
different protocols and technologies in a time efficient way [3]. 
 Improve hardware interoperability, backward compatibility testing and 
conformance testing. Hardware testing can be done by injecting simulated traffic 
into real hardware. We can test equipment scalability and behavior by injecting it 
with simulated data and control traffic [3]. 
 Create a virtual training facility for devices and applications, and applications 
developers. It is the most cost efficient way of designing test bed for new 
software and applications. By using this kind of virtual lab setup, companies can 
train employees in short period of time. This is cost effective for companies [3].  
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 Test scenarios that are created in the lab environment can be a very expensive 
and a time-consuming process. SITL can act like an interface between the real 
network and simulated network. SITL helps to expand testing and developing  
new technologies by transferring real application traffic to simulated environment 
[3].  
 Its not necessary to generated traffic from emulated traffic source. We can use 
real time application traffic from real network to test new network design.  
 
1.4 Goal 
The objective of this research work is to analyze the effect on the real video streaming 
in the mobile ad hoc network using simulated terrain environment. I will closely look at 
the causes of packet loss and delays in transmission.  I also want to look at what factors 
to avoid in order to maximize the quality of services in infrastructure less network.  From 
this research work, I will learn effect of real video streaming in mobile ad hoc network 
scenario. Then the result will be presented to show the performance of video traffic in 
MANET and discuss different conditions that affect the real video streaming. 
 
2. Literature Review 
 
2.1 OPNET Modeler 
OPNET Modeler is one the most popular simulation and modeling tool designed by 
OPENT technology Inc. for network research and development purpose [3, 6]. It is an 
object oriented discrete event simulator, which is scalable and gives efficient simulation 
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results. It helps to improve performance, availability and optimize cost of network 
design. It enables network designers to design network topologies using in-built 
emulated devices/objects, protocols applications and also provides great flexibility to 
analyzed network performance. It comes with graphical user interface, which provides a 
platform to model network topology at any layer of the Open Systems Interconnection 
(OSI) model. Simulation can be run in the debugging mode to resolve compilation, 
simulation and modeling errors. It is not open source software. For Research purpose, 
we have to purchase licenses to keep it active or running smoothly.  




Fig 2 OPNET Modeler Workflow [15] 
Modeler has three abstraction levels: Project Editor, Node Model and Process Model.  
Project editor is an editing platform where network models can be created as per 
specific network topology requirements using in-built objects [15]. Modeler provides 
verities of statistics to choose from such as node statistics, link statistics and global 
statistics. Node model represents architecture of individual devices like router, switches, 
and computer etc. based on OSI layer. Process model is the lowest abstraction level, 
which provides basic functionality of configured protocols. It can also be possible to 
modify behavior of protocols by editing the process models associated with that 
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particular protocol. Simulation can be configured using two tools: one is using 
“Configure Simulation” and the other is “Advance Configure Simulation” which provides  
multiple options to run simulation as per network demands.  It also provides number of 
analysis methods such as time average, pick value etc. with graphical presentation.  
 
2.2 Mobile Ad hoc Network (MANET) 
Mobile Ad hoc Network is a network, which forms when two or more mobile devices 
communicate to each other in a peer-to peer communication mode under no centralized 
administration [7]. Due to mobile nodes, MANET topology has a dynamic nature and w 
can be changed over time as nodes move. Each node can act as both a host and 
gateway for the other node to route traffic to destination. As there is no centralized 
administration, each mobile node in MANET responsible for creating a path to other 
neighboring mobile nodes, for network management and routing decisions. There are 
MANET routing protocols such as AODV, OLSR etc, which are used to make routing 
decisions and also creates routing table on each mobile node in MANET environment. It 
provides redundancy as wired network because it could be possible to have multi routes 
from the source to the destination. It requires distributed algorithm to organize network 
management and routing decision for determining low cost shortest path route and link 
utilization. Factors such as propagation delay due to path loss, wireless link bandwidth 
constraint and Interference caused by environment situations are major issues for 
making routing decision. Moreover, MANET network does not provided any guarantee 
for security, reliability and latency, which are most challenging issues for it. Each mobile 
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node consumes more power because it handles all resource intensive process 
themselves.  
2.3 System-in-the-Loop (SITL) 
System-in-the-loop (SITL) is a newly invented module by OPNET [3]. It is way of 
communicating the real network to the simulated network through exchange of packets 
in real time. This module enables testing of different effects of real networks on 
simulated networks and vice versa. This module also helps to test newly developed 
technologies, protocols, improves performance and scalability of real hardware through 
simulated data and control traffic. Packet exchange can be done through SITL gateway, 
which is mapped to the external device and through which simulated and real networks 
are connected to each other [9]. When the packet comes to SITL the gateway from the 
real network additional information is added to it, which needed to travel through the 
simulated network and vice versa. Real application traffic is captured using WinPcap 
window library and user defined filters.  
SITL module can be used in the following three approaches: 
 Sim-Live-Sim:- This scenario includes connection between the simulated network 
to the real network and again to another simulated network. The primary purpose 
of this scenario is for hardware testing and training. 
 Real-Sim-Real:- In this environment setup the real network is connected to the 
simulated network through SITL gateway and traffic is forwarded to another real 
network through the second SITL gateway. This scenario is used for testing and 
training of software application by creating a virtual lab. 
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 Simple Scenario (Real-to-Sim):- This includes  the connection between the real 
network to the simulated network and vice versa. This can be used for testing 
and training of live prototypes by transmitting real time application traffic through 
them. 
 
For routing, SITL module by default supports only Routing Information Protocol (RIP) 
and Open Shortest Path First (OSPF) routing protocols. Use of other routing protocols 
like EIGRP, IS-IS etc. can be possible by modifying or rewriting the translate function 
library.  Using the pre-defined translate library function, the SITL module translates the 
packet that belongs to the application layer to the simulated packet format. The SITL 
module cannot translate the IP datagram to the simulated packet format. Instead it 
maintains datagram as it is. Then marks IP datagram as an unsupported route and 
forwards through simulated environment [8].  
 
2.4 Terrain Modeling Module (TMM) 
The Terrain model is generally a representation of the digital form of topology in a three-
dimensional plane. Presently these models are used everywhere such as in video 
games, geographical visualization and computer simulation tools.  This digital data is 
captured by satellite and stored in a grid fashion where all points are evenly separated, 
and the height attribute is associated with each point. In contrast to the Digital Surface 
Model, the Digital Terrain Model does not incorporate any information about mountains, 
buildings or roads. This only represents bare ground surface. DTM is also referred as 
Digital Elevation Map (DEM). There are two ways to get the digital terrain data. One 
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way is to purchase the digital terrain data from the providers. Some of the names of the 
most well known providers are: USGS, NIMA, ERSDAC and CGIAR. The second way is 
to create manually your own the digital terrain data using software packages. [16]. 
For this research work, The Terrain Modeling Module (TMM) is used for simulating 
mobile ad hoc networks in which different scenarios can be used to broadcast radio 
waves over the virtual terrain.  The Virtual terrain can be modeled through different 
elevation maps. The Terrain model enables users to incorporate terrain features such 
as elevation for devices. This feature affects simulation results of the network design. 
OPNET provides the license version of the TMM module with limited terrain data, which 
can be useful for research purposes.  The TMM module is easy to use and provides a 
wizard to configure a terrain profile as per research requirements.   
 
2.5 3D Network Visualizer (3DNV) 
The 3D Network Visualizer shows a three-dimensional view of the network simulations. 
This includes objects relationships, packet transmission, packet receiving statistics, and 
link connectivity. It is a powerful tool design by OPNET Technology Inc. for visualizing 
the analysis of the mobile objects, ad hoc routing information, environmental or terrain 
conditions,  and propagation delay and loss. 
The 3D network visualizer can be configured to communicate with OPNET modeler in 
three different ways. [17] 
1. 3DNV and OPNET Modeler running on the same computer 
2. 3DNV and OPNET Modeler running on two separate computers and connected 
in the same Local Area Network. 
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3. Multi-Federate Simulation set up. 







Fig 3 3DNV and OPNET modeler running on same computer [17] 
 
From the above figure we can see that the OPNET Modeler, 3DNV and 3DNV RTI 
communication are installed on one machine. This type of configuration requires high 
speed CPU and RAM because all of these processes are CPU intensive and requires a 
powerful system configuration to get efficient results. 3DNV RTI communication is one 
of the components of 3DNV, which acts like a communication media in between the 
OPNET Modeler, and the 3DNV.  This type of configuration experiences performance 
degradation issues. For proper communication, this type of set up does not involve 
editing of the 3DNV configuration file. The 3DNV configuration assumes that every 
component required to communicate with OPNET Modeler is on localhost. 
 
2. 3DNV and OPNET Modeler running on separate two computers and connected in 







Fig 4 3DNV and OPNET Modeler running on different computer [17] 
 
In this type of set up, the OPNET Modeler is installed on one machine and the 3DNV 
and the 3DNV RTI communication are set up on another machine.  This type of 
configuration requires the editing of the 3DNV configuration file, which can be found 
under the 3DNV installation directory named rdi.mtl. The content needed to be updated 
in this configuration file is the IP address of the machine running the 3DNV process. 
This type of configuration improves the significant performance for analyzing network 
design. 
 





OPNET Modeler Other Federates
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Fig 5 Multi Federates Simulation 
In this type of configuration set up, the 3DNV and the 3DNV RIT communication are 
installed on one computer, and the federates can be installed a on a different machine. 
Only one RTI communication is needed to communicate with the different federates.  
The configuration of each federate can be edited in the FED file, which can be found in 
the 3DNV installation directory.  
 
3. System Configuration and Setup 
For this research work, I have used three window XP machines and one Window 7 PC.  
For a detailed system configuration see Appendix A. On one of the three window XP 
PCs, I installed the OPNET Modeler version 16.0, which is the newest release of 
OPNET. The OPNET Modeler requires some of the window packages for proper 
functioning which includes Microsoft Visual C/C++ 6.x, Microsoft Visual Studio .NET 
2002, Microsoft Visual Studio .NET 2003. After installation, I ran into the problem of 
system environment. New system environment needs to be added and edited for the 
proper functioning of the Modeler. I have manually added new system environments. 
They are as follows: 
INCLUDE: 
C:\Program Files\Microsoft Visual Studio .NET\Vc7\atlmfc\include; 
C:\Program Files\Microsoft Visual Studio .NET\Vc7\include; 
C:\Program Files\Microsoft Visual Studio .NET\Vc7\PlatformSDK\Include; 





C:\Program Files\Microsoft Visual Studio .NET\Vc7\atlmfc\lib; 
C:\Program Files\Microsoft Visual Studio .NET\Vc7\lib; 
C:\Program Files\Microsoft Visual Studio .NET\Vc7\PlatformSDK\Lib; 
C:\Program Files\Microsoft Visual Studio .NET\SDK\v1.1\Lib 
 
PATH: 
C:\Program Files\Microsoft Visual Studio .NET\Common7\IDE; 
C:\Program Files\Microsoft Visual Studio .NET\VC7\BIN; 
C:\Program Files\Microsoft Visual Studio .NET\Common7\Tools; 
C:\Program Files\Microsoft Visual Studio .NET\Common7\Tools\bin; 




C:\Program Files\Microsoft Visual Studio .NET\Common7\IDE 
 
MSVCDir: 
C:\Program Files\Microsoft Visual Studio .NET\Vc7 
 
VCINSTALLDIR: 
C:\Program Files\Microsoft Visual Studio .NET 
 
VSINSTALLDIR: 
C:\Program Files\Microsoft Visual Studio .NET\Common7\IDE  
 
There is another way to avoid the editing of the system environments. It is to start the 
OPNET Modeler using the Microsoft Visual Studio Console. This is the way you can 
avoid compiler errors too. Though this is a not a permanent solution to the solve system 
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environment issues. The OPNET Modeler needs a correctly defined system 
environment for its operation.  
As the OPNET Modeler is a commercial version of a simulation tool, it provides two 
modes for installation of its licenses. One way is to install a license in a Standalone 
Mode and the other way is to install a license in a Remote Server Mode. In the 
Standalone Mode, which I have used for my research work, licenses are installed on a 
localhost. In the Remote Server Mode, licenses are installed on a remote server. To 
access these licenses, the Modeler Preferences for the license server needs to be 
edited with the IP address of the remote server. The OPNET Modeler provides several 
options in Preferences to manage your Modeler environment according to your need. 
Adding licenses for the System-in-the-loop, the Terrain Modeling Module and the 3D 
Network Visualizer can be done by the License Management Wizard. I came across a 
license installation error. That error was “License Not found”. This error happens on the 
dual homed system that means a system with two NIC cards. By default, OPNET 
licenses are attached to first NIC. I had to change the OPNET binding to correct the 
Ethernet adapter by editing the Advance setting of the NICs. This setting resolved the 
“License Not Found” error. 
Initially, I installed the OPNET Modeler and the 3D Network Visualizer on the the same 
machine to reduce the cost of the research work. Due to the fact 3DNV is a CPU 
intensive process, when the OPNET Modeler and the 3DNV was installed on same 
machine, the simulation performance was diminished.  This was tested and results were 
that the objects from Modeler could not be easily mapped to 3DNV entities. The other 
performance issue was simulation speed reduced below the average level. To 
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overcome these performance issues, I used a separate machine for the 3D Network 
Visualizer. In this way I was able to run a simulation with the proper speed and optimize 
the performance.  
 
4. Network Design 
I have designed the network topology based on my requirements for this research work. 
Below is the diagram, which I have used for this research purpose.  
 
Figure 6 Network topology with real and simulated devices 
 
This is a real network topology that is designed using real network devices including 
routers, switches, hubs and workstations.  As you can see from this diagram, topology 
is divided into three different IP networks, which separates workstation 1, workstation 2, 
OPNET workstation and 3DNV workstation. Open Shortest Path First (OSPF) is 
configured on routers as routing protocol. OSPF is selected over RIP and EIGRP 
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because of its fast convergence time and non-proprietary nature. Video transmission 
source is at workstation 1 which is connected to router 1. The Video receiver is at 
workstation 2, which is connected to router 2. The OPNET machine and the 3DNV 
workstation are in one LAN and connected to each other using hub. This type of design 
is made to send the 3D visualization traffic from the OPNET machine to the 3DNV 
machine. If both machines are placed in different LAN, they cannot exchange traffic 
related to 3D visualization. The OPNET and the 3DNV can be installed on one machine 
but that would slow down the analysis because both tools are CPU intensive and 
requires more CPU processing power to run.  To send visualization traffic from the 
OPNET to the 3DNV machine, the configuration file related to the 3DNV needs to be 
edited in the OPNET installation directory. This change will tell the OPNET modeler to 
send out traffic related to the 3D visualization to the remote 3DNV machine. Simulation 
tool: OPNET, is installed on the OPNET machine.  
The diagram shown below is the simulated network design, which in designed using 





Figure 7 Simulated network design 
The simulated network is designed using two MANET gateways, which are used as a 
transmitter and a receiver, a mobile MANET node and the two SITL gateways. The 
Terrain profile is enabled for this analysis. Altitudes of all devices are above sea level. A 
Back Hawk in topology represents a mobile MANET node and has an altitude of 1000 
meters from sea level.  The yellow line in the diagram indicates a path that the mobile 
node will follow while analysis is in progress. The transmitter and receiver are 
positioned in such a way that they are out of line of sight and almost 1500 meters away 
from each other. And also they cannot communicate directly to each other because their 
transmission power is less than what is required to cover that distance. The MANET 
gateways are configured to connect or talk to the real network. For this purpose the 
MANET gateway interface, which is connected to the MANET environment is configured 
for both OLSR and OSPF routing protocol. It’s other interface, which is connected to the 
SITL node is configured for the OSPF routing protocol. Because OLSR protocol will not 
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forward any information regarding the real network on the MANET environment, Static 
routes are configured on the mobile MANET node to let mobile node know about the 
real network  
 
5. Methodology 
Below is the list of hardware and software that I have used for this research purpose. 
My special thanks to Dr. Oh and the Department of Networking and System 
Administration, who helped me for all the devices and licenses.  Setting up the network 
was not as challenging as setting up the configuration of all devices. OPNET needs 
extensive knowledge of the Cisco IOS and the OPNET tool. The hardest part I went 
through was setting up the OPNET environment variables. These variables needed to 
be set up correctly in order to successfully run OPNET. With the help of Dr. Oh, the 
OPNET support team and my own research, I was able to resolve this issue. When it 
came to the configuration, I needed to be more precise to understand the operation of 
the network and the types of packet flow. There is no configuration command to setup 
dynamic route redistribution between real network (OSPF) and Virtual MANET 
environment (OLSR). I configured static routes on every MANET node and default 
gateway on OSPF router to exchange traffic between OSPF and OLSR.  I came across 
many simulation errors, which I solved by editing the node models and the process 
models of the emulated objects in OPNET. To do this I needed to have knowledge of C 
language.  
Hardware and Software requirements:- 
 OPNET Modeler with 3 active license 
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 SITL module with 3 active license 
 Terrain modeling module with 1 active license 
 3D Network Visualizer module with 1 active license 
 Three desktop pc with two Ethernet card installed on each pc. 
 Window XP (64 or 32 bit) with 2.0GHz Intel dual core processor  
 1-2 GB RAM 
 Microsoft Visual studio. 
 1 Web cam 
 6 Cisco 2514 Routers 
 2 Cisco 2621 Switches 




6. Network Operation 
The picture below is the real network design, which I have used to demonstrate this 
research work in RIT’s ImaginRIT 2010 festival. The video source is at leftmost side in 
the diagram below. The video LAN – VLC media player is used as video source 
generator. This player can help us to stream video over LAN and WAN [10]. It uses a 
User Datagram Protocol (UDP) along with Real Time Protocol (RTP) for streaming. The 
same software can be used as a receiver to receive broadcast traffic. In this diagram, 
the rightmost machine is used as a receiver, which listens on one of its UDP port for the 
streaming video. Simulation is running on the second leftmost machine below. The TV 
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monitor is used to visualize the 3D views of the mobile node. This 3D traffic is 
generated from the simulation of the mobile node. 
 
 
Figure 8 Network Setup for Research Demonstration 
While the simulation is running, the SITL gateway receives video traffic from the source 
and transfers it to the MANET gateway. Before that, it converts real time packets to the 
simulated packet using its built-in translation library. Then the MANET gateway passes 
this traffic towards the next hope as per its routing table. The Mobile node starts moving 





Figure 9 3DNV entities representing packet transmission 
 
In the above figure, the green line means transmitter and receiver can exchange traffic 
and the red line means they cannot. The blue lines show the way the mobile node 
moving along its trajectory. The transmitter and the receiver cannot talk to each other 
because they have less transmission power than what is required to transfer the packet 
to the distance between them. When the mobile node comes in a position where it is in 
a transmission range of the transmitter and the receiver, it receives traffic from the 
transmitter and sends to the receiver. From the above figure we can say that the 
intersection of the green and the blue lines is the position of the mobile node, which is a 
intermediate node transferring traffic between the transmitter and the receiver.   
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7. Data Collection for Analysis 
Data has been collected after the simulation for analysis purpose by capturing 
transmitted and received traffic at the transmitter and the receiver. Results of the data 
collection are shown in the results section. The System-in-the-loop gateway played a 
major role in the data collection process. It has built-in libraries, which captures traffic 
from the localhost NIC card. I had to configure the SITL gateway for accurate binding to 
the NIC card and to filter unwanted traffic before entering into the simulated design. The 
packet flow between devices in a simulated design can be seen in two ways. The first 
way is by enabling the Packet Flow Animation in the OPNET Modeler. This setting can 
be changed while running the simulation in the debugging mode. The Packet Flow 
Animation shows the 2D view of traffic and has support for both the wired and the 
wireless network. The second way to observe the packet flow is using the 3D Network 
Visualizer. The 3DNV entities are mapped to the simulated network devices. These 
entities carry and show all the information about the packet statistics such as number of 
transmitted, received and dropped packets. The OPNET provides command line tools 
set to debug simulation errors at any point while the simulation is in progress. Below are 
some of commands that I have used to solve simulation errors: 
 Break: Stop simulation 
 Continue: Continue running simulation until end point 
 Next: Examine next packet content during simulation 
 Tstop “time” : stop simulation at specific time mention in “time” field. 
 
The debugging mode also provides graphical interface where we can increase or 
decrease the speed of packet flow animation. 
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With respect to the physical technology such as direct Sequence and 108.11a/g, while 
collecting data, I ran across an issue where I found that there is no traffic flowing 
between the MANET nodes, when I set the data rate of 54 Mbps for WLAN interface. 
After changing the WLAN interface data rate from 54Mbps to 11Mbps, traffic started 




Individual statistics such as traffic transmitted, traffic received, Delay and Bandwidth 
Utilization are collected on the transmitter and the receiver node. From the graph below 
and the 3DNV screenshots,  packet loss can be seen at the receiver side. The reason 
for the packet loss is due to the terrain impact on the packet flow and also the 
transmitter and the receiver’s antenna power range.  
 
Transmitter 
Figure 6 shows the statistic of the IP traffic sent from Transmitter. The graph is the 
result showing how many packets are sent out per second. Figure 7 shows the video 
unicasted from the transmitter to the receiver using the VLAN media player. As 
comparing results collected at the transmitter and the receiver, we can observe the 

































Figure 11 Captured video stream on Transmitter 
 
Receiver  
Figure 8 shows the statistic of the IP traffic received at the Receiver. The graph is result 
showing how many packets are received per second. Figure 9 shows the video received 
at the receiver using VLAN media player on one of it’s UDP port. By comparing the 
results of the transmitter and the receiver video capture, we can observe, that due to the 




























Figure 13: Captured video stream on Receiver where 














9. Conclusion  
There has been extensive research regarding the transferring video on the Ad hoc 
network. Because nodes are not stable, it is very difficult to predict the behavior of 
packet flow and efficiency in the Ad hoc environment. By conducting this experiment, I 
analyzed protocol and packet behavior to make it more efficient. Also using this kind of 
experiment set up with the SITL module, we do not need to generate traffic into the 
simulation. This helps to avoid designing errors. In this research, the effect of the real 
video streaming in a virtual simulation environment has been demonstrated. Also, the 
performance effect of the video can be seen visually by displaying the videos from the 
sender and the receiver workstations. The research work I have done, is another way to 
study the performance of the network visually instead of only comparing the packet loss 
data.   As for the advantage in education, many students learned this new approach and 
realized that this approach offers many benefits including reduced program testing 
costs, shorter test schedules, reduced program risks, and increased test scenario 
scalability. From my research work, I have learned that this kind of set up using the 
SITL module will help to improve performance, reduce cost and save time in analyzing 
the network design of any size range from the small network topology with few nodes, to 
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OPNET Machine System Configuration 
OS Name----------------------------Microsoft Windows XP Professional 
Version-------------------------------5.1.2600 Service Pack 3 Build 2600 




System Type----------------------X86-based PC 
Processor--------------------------x86 Family 15 Model 2 Stepping 9 GenuineIntel ~2793 
Mhz 







Hardware Abstraction Layer----Version = "5.1.2600.5512 (xpsp.080413-2111)" 
User Name--------------------------INITE042\Administrator 
Time Zone---------------------------Eastern Standard Time 
Total Physical Memory-----------4,096.00 MB 
Available Physical Memory------2.81 GB 
Total Virtual Memory--------------2.00 GB 
Available Virtual Memory---------1.96 GB 




3DNV Machine System Configuration 
 
 
OS Name---------------------------- Microsoft Windows 7 Home Premium 
Version-------------------------------6.1.7600 Build 7600 
OS Manufacturer------------------Microsoft Corporation 
System Name----------------------TOM-VAIO 
System Manufacturer------------Sony Corporation _ 
System Model---------------------VPCEB13FX 
System Type----------------------x64-based PC 
Processor--------------------------Intel(R) Core(TM) i5 CPU       M 430  @ 2.27GHz, 2267 
Mhz, 2 Core(s), 4 Logical Processor(s) 







Hardware Abstraction Layer----Version = "6.1.7600.16385" 
User Name--------------------------Tom-VAIO\Tom 
Time Zone---------------------------Eastern Standard Time 
Total Physical Memory-----------4.00 MB 
Available Physical Memory------2.97 GB 
Total Virtual Memory--------------7.34 GB 
Available Virtual Memory---------5.96 GB 




Workstation 1 System Configuration 
 
OS Name-----------------------------Microsoft Windows XP Professional 
Version--------------------------------5.1.2600 Service Pack 3 Build 2600 




System Type-------------------------X86-based PC 
Processor------------------------x86 Family 15 Model 2 Stepping 7 GenuineIntel ~1813 Mhz 







Hardware Abstraction Layer----Version = "5.1.2600.5512 (xpsp.080413-2111)" 
User Name--------------------------OZLAN011PC1\Administrator 
Time Zone---------------------------Eastern Standard Time 
Total Physical Memory-----------1,024.00 MB 
Available Physical Memory------683.85 MB 
Total Virtual Memory--------------2.00 GB 
Available Virtual Memory---------1.96 GB 









Workstation 2 System Configuration 
 
OS Name-----------------------------Microsoft Windows XP Professional 
Version--------------------------------5.1.2600 Service Pack 3 Build 2600 




System Type-------------------------X86-based PC 
Processor------------------------x86 Family 15 Model 2 Stepping 7 GenuineIntel ~1813 Mhz 







Hardware Abstraction Layer----Version = "5.1.2600.5512 (xpsp.080413-2111)" 
User Name--------------------------OZLAN011PC1\Administrator 
Time Zone---------------------------Eastern Standard Time 
Total Physical Memory-----------1,024.00 MB 
Available Physical Memory------683.85 MB 
Total Virtual Memory--------------2.00 GB 
Available Virtual Memory---------1.96 GB 
Page File Space---------------------2.41 GB 
Page File----------------------------C:\pagefile.sys 
 
 
 
 
 
 
 
 
