Abstract. Error is unavoidable in prediction. And it is quite common, often sizable, and usually consequential. In a clinical context, especially when dealing with a terminal illness, error in prediction of residual life means that patients and families are misinformed about their illness, that they may take foolish actions as a result, and that they may be given inappropriate or needlesly painful treatments or denied appropriate ones. In meteorology, error in prediction of storm paths or extreme events can have devastating consequences. In finance and economics, major policy decisions are taken on the basis of predictions and forecasts. Rational approaches to reduce and assess error in prediction are presented. Ideas are introduced how to relate these statistical strategies with clinical and medical concepts in particular and how to integrate ideas from apparently different areas. (2000): 62N01, 62P10, 92C60.
Introduction by the Organisers
There is a recent resurgence of interest and activity in probability forecasting, which encompasses a wide range of sciences [1] . As far as medicine is concerned, this has been motivated in part by the more routine availability of individual-level genetic information and consequent potential for improved prognosis, diagnosis, and individualized therapy [2] . Further motivation has arisen from dramatic increases in power of the computationally intensive statistical methods needed to determine predictive probability distributions.
The goal of a good probabilistic prediction is to maximize the sharpness of the predictive distributions subject to calibration [3] . Calibration refers to the statistical consistency between the probabilistic forecasts and the observations, and is a joint property of the predictive distributions and the events that materialize. Sharpness refers to the concentration of the predictive distributions, and is a property of the forecasts only: The sharper the distributional forecast, the less the uncertainty, and the sharper, the better, subject to calibration. A number of alternative prediction accuracy measures have been suggested, for example skill scores [4] and the notion of predictiveness [5] .
The workshop studied recent developments of tools to quantify the quality of a prediction strategy. These tools have additional impact on guidance in a wealth of applied statistical problems for count data [6] , multivariate continuous data [7] and survival data [8] . They range from the evaluation of probabilistic forecasts to model criticism, model comparison and model choice.
Predictive distributions arise naturally in Bayesian modelling approaches. Therefore, the workshop looked at their state-of-the-art and explored interaction between Bayesian ideas and alternative approaches.
The intersection of genomics and medicine has the potential to yield a new set of molecular tools that can be used to individualize and optimize therapy as well as prognosis [9] . Specific prediction problems in individualized medicine are related to individual prognosis. Sharpness of individual prognosis is hampered by the intrinsic large uncertainty of point processes which are so far the methodological backbone of the predictive models. Biomarkers and their relevance for diagnosis, prognosis and clinical patient management pose new challenges on the development of statistical methods for joint models [10, 11, 12] . High-dimensional data from genetic screens are a further aspect to be integrated into the theoretical basis of prediction models for individualized medicine [13, 14] .
The workshop also offered contributions in prediction strategies applied in the atmospheric sciences, economics, and finance. Their relevance for the solution of the problems to be handled in individualized predictive medicine was discussed.
The general aspects discussed during the workshop were producing and assessing probabilistic forecasts. Probabilistic forecasts arise natural in a Bayesian framework, taking automatically parameter uncertainty into account. A number of alternative likelihood-based approaches also exist [15] . Technically, probabilistic forecasts are often based on a random sample from the predictive distribution, due to the non-accessibility of the predictive distribution in a closed form. For example, in meteorology so-called ensemble forecasts are often used. These technical problems increase for multivariate forecasts where a closed form of the predictive distribution is rarely available. The selection of useful criteria for the assessment of the quality of probabilistic forecasts is of paramount importance. Proper scoring rules, for example the logarithmic or the Brier score, are accepted tools that address both calibration and sharpness of a prediction. The mathematical theory of proper scoring rules is related to the theory of convex functions, to information measures, and entropy functions [16, 3] .
Further complications arise in the selection of the validation set in order to quantify the quality of a predictive model. Cross-validation is at the one end of the spectrum, while truly external validation sets are at the other extreme. As shown by Stone [17] , the cross-validated logarithmic score is asymptotically equivalent to Akaike's information criterion (AIC), commonly used for model selection [18] . On the other hand, the Bayesian information criterion (BIC) can be viewed as an approximation to the log marginal likelihood, the sum of the one-step-ahead logarithmic scores [19, 20] .
The specific aspects for individualized predictive medicine considered individual prognosis for event times, joint modelling of biomarkers and event time data, highdimensional data for predictive models, as well as global assessment of strategies in predictive medicine, clinical studies, and meta-analysis.
Individual prognosis for event times: Prediction of time-to-event is particularly challenging yet fundamentally important, especially in medicine when there is a need to predict residual lifetime following diagnosis of a potentially terminal disease [8] . Complications include censoring of available data and heteroscedasticity. A variety of measures of predictive accuracy have been suggested e.g. [21, 22, 23] but none has been uniformly accepted. Furthermore, the availability of high dimensional genetic information has brought two unsolved challenges: how best to measure the additional value of genetic information over perhaps simpler to measure characteristics and how to deal with the well-known p ≫ n problem for predictive purposes as opposed to estimation and model selection. Dealing with high-dimensional covariate data for non-linear models is beginning to attract attention but numerous problems remain [24] . The usefulness of genetic information for individual level prediction was a core feature of the workshop.
Joint modelling of biomarkers and event time data: Biomarkers -measures of biological health -can be used as measures of disease progression and as prior surrogates for long term events. Examples are CD4 cell counts or other blood markers for HIV/AIDS e.g. [25] or reduction in telomere length as a measure of aging [26] . Methods of the joint analysis of the evolution of longitudinal biomarkers and time-to-event data are being developed [27, 28] but what is not yet clear is how best to exploit biomarker trajectories -not just current values -for predictive purposes. A comprehensive Bayesian approach for individual prediction based on longitudinal biomarker measurements is a promising theoretical approach [10] .
High-dimensional data for predictive models: There is a series of studies which demonstrate the clinical value of prognostic models based on data measured by high-throughput biotechnologies. These models are in general derived by applying black-box model free algorithms which do not incorporate subject matter knowledge on the disease of interest [13] . The common feature of these algorithms is a mechanism of regularization which helps to handle the high-dimensionality of the measurements used to derive the prognosis [14] . Research on theoretical grounds of these regularization techniques is of high interest for mathematical statistics with eminent implication for practical applications. Besides using data to predict there is also usually an aims of obtaining information about the underlying data generation mechanism. The first successes in establishing clinically valuable gene signatures are not matched by an elucidation of the disease processes which produce the data. Theoretical guidance and appropriate statistical tools are needed to build the bridge between a gene signature and the functional aspects of the disease under consideration [29] .
Global assessment of strategies in predictive medicine, clinical studies, and meta-analysis: The availability of gene signatures which predict specific risks or the response on therapeutic substances is the building stone of individualized medicine. They need a thorough assessment of their clinical relevance. The mathematical and statistical foundations of new design ideas for clinical trials have to be developed and implemented in biometrical practice [2] . Furthermore, there is a lack of mathematical and statistical tools for combining knowledge over a large literature on the relationship between specific biomarkers and response on specific substances. First examples of these meta-analyses are being published and started the discussion on methodological development [30] .
