Introduction
Emission lines of Mg  are observed from a wide variety of astronomical objects ranging from the Sun to active galactic nuclei (AGN). For example, the Solar Ultraviolet Measurements of Emitted Radiation (SUMER) spectrograph on board Solar and Heliospheric Observatory (SOHO) detected emission lines of Mg  lying within the extreme-ultraviolet (EUV) spectral region (Curdt et al. 2001) , while the 1989 and 1997 Solar EUV Rocket Telescope and Spectrograph (SERTS) active region spectra contain several Mg  features in the 300-450 Å region (Thomas & Neupert 1994; Brosius et al. 2000) . Measurements of solar Mg  lines have also been obtained with the S-055 and S082A instruments on Skylab (Vernazza & Reeves 1978; Foster et al. 1997a) . As well as being an important solar density diagnostic ion it can also be employed as a temperature indicator when combined with another ionisation stage of Mg. For example, Mg  315 Å/Mg × 624 Å forms a useful temperature The effective collision strength data are only available at the CDS via anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/556/A24 sensitive line ratio (Landi et al. 2002) . The Mg  3.02 µm feature arising from the transition within the ground state (2s 2 2p 2 P 1/2 -2s 2 2p 2 P 3/2 ) has been observed in the spectrum of the high excitation planetary nebula NGC 6302 (Reconditi & Oliva 1993) , and in the coronal line region of AGN (Prieto & Viegas 2000) .
Previously, Zhang et al. (1994) performed an R-matrix calculation for Mg  which encompassed the lowest 15 finestructure levels arising from the 2s 2 2p, 2s2p 2 and 2p 3 configurations. Transitions amongst the n = 2 complex give rise to the lines of Mg  observed in the EUV region. However, Dwivedi (1990) has highlighted the potential of soft X-ray emission lines such as 75.03 and 74.86 Å as density diagnostics, which have been detected in solar spectra (Malinovsky & Heroux 1973; Acton et al. 1985) . Soft X-ray lines of Mg  have also been observed by the Chandra satellite in absorption in the spectrum of the white dwarf H 1504+65 and in emission in Procyon plus α Cen A and B (Werner & Drake 2005) . However, these lines arise from transitions between the n = 2 and 3 levels which were not included in the calculation of Zhang et al. (1994) . A subsequent distorted-wave calculation by Bhatia & Thomas (1998) incorporated the 20 fine-structure levels arising from the 2s 2 2p, 2s2p 2 , 2p 3 , 2s 2 3s, 2s 2 3p and 2s 2 3d configurations. These authors noted some discrepancies between their theoretical intensities and the SERTS-89 measurements for the lines at 430.44 and 436.73 Å, which they suggested may have been due to the lack of resonances in the calculation. However, in a subsequent analysis of the SERTS-89 active region spectrum by Young et al. (1998) , concerns were raised regarding the calibration of the 430-450 Å region. Also, Brosius et al. (2000) studied the line intensities from the SERTS-97 spectrum for a range of ions, and in most cases good agreement was found between theoretical and observed values. However, the authors noted that improvements may be required in the theory for Mg , which showed some slight discrepancies.
As soft X-ray emission lines have been observed from levels lying above those considered by Bhatia & Thomas (1998) , it is essential to incorporate additional levels in the current calculation. In the present work the number of fine-structure levels has been extended to 125 to include all of the n = 3 levels. Collision strengths and transition probabilities have been calculated for Mg  using the R-matrix and CIV3 (Hibbert 1975) codes, respectively.
Following the completion of our calculations, the recent work of Liang et al. (2012) was kindly brought to our attention by the referee. Liang et al. (2012) performed a series of intermediate-coupling frame transformation (ICFT) R-matrix calculations for the B-like iso-electronic sequence, including Mg . The calculation incorporated the additional n = 3 and n = 4 complexes, giving rise to a total of 204 fine structure levels.
In the present calculation, two different models were developed for the collision strength calculation, both including all 125 fine-structure levels arising from the 2s 2 2p, 2s2p 2 , 2p 3 , 2s 2 3s, 2s 2 3p, 2s 2 3d, 2s2p3s, 2s2p3p, 2s2p3d, 2p 2 3s, 2p 2 3p and 2p 2 3d configurations. The two different models were designed to enable an examination of the effects of including varying amounts of CI in the target wavefunctions and to permit a comparison between the Breit-Pauli and RMATRXII codes. The two models are described in detail in Sect. 2, where the energy levels and transition probabilities are presented. Section 2 also contains a detailed description of the collision calculation. In Sect. 3 a selection of collision strengths and effective collision strengths are presented for both models and compared with the results of Zhang et al. (1994) and Liang et al. (2012) . Theoretical line intensities are calculated using CLOUDY C13 (Ferland et al. 2013) in Sect. 4 and compared with existing observational data. Also, several diagnostic line ratios are presented which involve soft X-ray features. Section 5 is dedicated to several concluding remarks.
Atomic model

Target model
Two different models were developed to represent the Mg  target ion, consisting of a total of 58 LS target levels which were formed from the 2s 2 2p, 2s2p 2 , 2p 3 , 2s 2 3s, 2s 2 3p, 2s 2 3d, 2s2p3s, 2s2p3p, 2s2p3d, 2p 2 3s, 2p 2 3p and 2p 2 3d configurations. The appropriate wavefunctions for these target states were developed using the CIV3 code (Hibbert 1975) . CIV3 uses the configuration interaction method and expresses each orbital in terms of an analytical basis set. The spin and spatial contributions are distinct with the radial part, P nl , of each one-electron orbital taken to be a linear combination of Slater-type orbitals P nl = i c i r p i exp(−ξ i r).
(1) The first model, henceforth referred to as M1, consisted of a set of 6 spectroscopic orbitals; 1s, 2s, 2p, 3s, 3p and 3d. In the second model, M2, the same set of 6 spectroscopic orbitals was employed as well as an additional set of 3 pseudo orbitals;4s, 4p and4d. Orbital parameters (c i , p i , ξ i ) for the 1s, 2s and 2p orbitals were taken from the extensive tables of Clementi & Roetti (1974) , and those for the remaining 6 orbitals were generated with CIV3 and can be found in Table 1 . The configuration interaction expansions for the M1 wavefunctions consist of all possible configurations which can be formed from the 1s, 2s, 2p, 3s, 3p and 3d orbitals with a closed 1s 2 shell. Similarly, the M2 wavefunctions are formed from all possible configurations resulting from the complete set of 9 basis orbitals with a closed 1s 2 shell. The two models were developed to investigate whether the additional configuration interaction terms influenced the resulting collision strengths in any way. Energy levels produced by the two models are presented in Table 6 , along with those of Zhang et al. (1994) and experimental energies of Martin & Zalubas (1980) . From Table 6 it can be seen that all but 5 of the M1 energies are within 1% of the experimental values. The 2s2p 2 4 P level shows the poorest agreement, being 5.4% smaller than the experimental value. Overall, the M2 calculation provided an improvement on the results of M1. Only one of the M2 energy levels differs from the experimental value by greater than 1%. This, once again, is for 2s2p 2 4 P, where the energy level is now 3% smaller than the experimental value. The energies from M2 are comparable to those of Zhang et al. (1994) . However, M2 is a far more extensive calculation which will allow an analysis of soft X-ray emission lines.
A comparison with the energy levels of Liang et al. (2012) is not possible since theoretical energies were only published for four ions (Ne 5+ , Ar 13+ , Fe 21+ and Kr 31+ ) along the B-like isoelectronic sequence.
Transition probabilities
To examine the accuracy of the two models further, transition probabilities were also calculated using CIV3 for the E1, E2, M1 and M2 transitions. Rynkun et al. (2012) performed one of the most extensive oscillator strength calculations for the Boron-like iso-electronic sequence using the MCDHF method. In Table 2 the present results are compared with those of Rynkun et al. (2012) and Bhatia & Thomas (1998) for the first few E1 transitions to further assess the credibility of both models. It can be seen from the table that there is extremely good agreement between Model 2 and Rynkun et al. (2012) , with discrepancies of less than 5%. The Model 1 calculation also exhibits good agreement with Rynkun et al. (2012) , since the differences are less A24, page 2 of 9 2s2p 2 2 D 3/2 1.57e+09 1.45e+09 1.42e+09 1.53e+09 2s2p 2 2 S 1/2 3.44e+09 3.27e+09 3.20e+09 3.48e+09 2s2p 2 2 P 1/2 9.30e+09 8.60e+09 8.24e+09 9.88e+09 2s2p 2 2 P 3/2 2.50e+09 2.34e+09 2.25e+09 2.62e+09 2s 2 3s 2 S 1/2 2.51e+10 2.52e+10 2.63e+10 1.94e+10 2s 2 3s 2 D 3/2 3.59e+11 3.66e+11 3.61e+11 3.70e+11 2s 2 2p 2 P o 3/2 2s2p 2 2 D 5/2 1.76e+09 1.61e+09 1.58e+09 1.72e+09 2s2p 2 2 D 3/2 2.60e+08 2.38e+08 2.32e+08 2.55e+08 than 15%. Finally, we note that the results of Bhatia & Thomas are within 20% of those of Rynkun et al. (2012) .
Collision calculation
The electron impact excitation collision strengths for both models were calculated using the R-matrix codes. In both calculations, the R-matrix boundary radius was taken to be 5 au and the number of continuum orbitals per value of total angular momentum was set at 15. For M1 the internal region information was calculated in intermediate jK coupling by employing the RMATRXI Breit-Pauli suite of codes. Where available, the theoretical energies were shifted to the appropriate experimental values. Calculations were performed for all partial waves with 2J ≤ 36. The code PSTGF (Balance & Griffin 2004) was utilised to perform the external region calculations and to determine the final set of collision strengths. When running PSTGF the Coulomb-Bethe approximation was also included, which takes into account the contribution of partial waves with 2J > 36. M2 was developed to examine if having a larger CI expansion, and thus slightly better energies, provided a substantial improvement over M1. Internal region information for M2 was obtained in LS coupling, through use of the RMATRXII (Burke et al. 1994 ) suite of codes (ANG, RAD and HAM). The code FINE (Burke, priv. comm.) was then adopted to transform the internal region information from LS to intermediate coupling.
To take account of term splitting in the target, FINE transforms the R-matrix in pair coupling by employing term coupling coefficients (TCCs). The TCCs are the mixing coefficients for the individual L i S i π i states and govern the formation of the appropriate J i π i states. Results were obtained for all partial waves with 2J ≤ 16. The external region code PSTGF was once again employed to obtain the final set of collision strengths.
In both calculations the same fine mesh of energy points was adopted throughout the resonance region up to 16.9 Ryd. A constant mesh spacing of 2 × 10 −4 Ryd was utilised in the resonance region, similar to the 2.45 × 10 −4 Ryd mesh employed by Liang et al. (2012) . A total of 250 points were used in the coarse mesh region from 16.9-50 Ryd.
The collision strength, Ω i j , is related to the cross-section, σ i j , through the relation
Collision strengths were averaged over a Maxwellian distribution of electron energies to yield the corresponding effective collision strengths for a range of electron temperatures (T e ). The effective collision strength Υ i j is defined as Fig. 1 . Effective collision strength as a function of logarithmic electron temperature (T e in K) for the 2s 2 2p 2 P 1/2 -2s 2 2p 2 P 3/2 transition. A solid black line is used for M1, a red line with triangles for M2, a green line with circles for Zhang et al. (1994) and a blue line with squares for Liang et al. (2012). where k is Boltzmann's constant and E j is the final energy of the electron after scattering. The temperature of maximum fractional abundance for Mg  in ionisation equilibrium is T e = 10 5.9 K (Falconer et al. 1997) . A total of 30 temperature points were employed to cover the range from T e = 10 4 -10 7 K. The effective collision strengths will be presented and discussed in the next section.
Results
In this section a variety of effective collision strengths are presented for low-lying transitions. Only transitions amongst the lowest 15 fine-structure levels will be examined as these are the most important and give rise to the large number of observed coronal spectral lines. The forbidden transitions will be presented first, followed by an examination of the dipole-allowed transitions.
First, it is convenient to examine the important transition between the fine-structure levels of the ground state doublet. Figure 1 presents the effective collision strength as a function of electron temperature for this forbidden 2s 2 2p 2 P 1/2 -2s 2 2p 2 P 3/2 transition. A comparison of the effective collision strengths from M1 and M2 indicates that the additional CI terms included in M2 play a negligible role for this particular transition. From Fig. 1 it can also be seen that the present results compare favourably with those of Zhang et al. (1994) . However, the results of Liang et al. (2012) Fig. 2 . Collision strength as a function of incident electron energy for the 2s 2 2p 2 P 1/2 -2s 2 2p 2 P 3/2 transition. A black line is used for M1, a red line for M2 and green curve for Liang et al. (2012) .
In an attempt to investigate these differences further, the corresponding collision strengths for the 2s 2 2p 2 P 1/2 -2s 2 2p 2 P 3/2 transition are presented in Fig. 2 for near-threshold energies, where the source of the discrepancy in the effective collision strength profiles can be readily identified. The results of Liang et al. (2012) show several large resonant features at energies just above threshold (0.03-0.1 Ryd), which are absent in M1, M2 and the work of Zhang et al. (1994) . The threshold energy for this transition amongst the fine structure split levels of the ground state has been shifted to the experimental value in both the present work and the work of Liang et al. (2012) so the differences do not arise from differing thresholds. As mentioned previously, a similar mesh increment was adopted in the present calculations and the work of Liang et al. (2012) , thus there should be no issues with unresolved resonances. The only main difference between the calculations is the inclusion of the n = 4 levels. However, it seems unlikely that these levels would affect such low-energy resonances for only a single transition. The source of the discrepancy remains unclear, although we stress that at the higher temperatures of astrophysical importance there is excellent agreement between the effective collision strength profiles. After a thorough analysis, this was found to be the only transition where noticeable differences were evident in the effective collision strengths produced by the present work and those of Liang et al. (2012) .
In general, for the remaining transitions amongst the 5 lowest-lying levels, the M1, M2, Zhang et al. (1994) and Liang et al. (2012) calculations show a good level of agreement. An examination of transitions to levels higher than 2s2p 2 4 P 5/2 (i.e. level 5) indicate large differences between the present results and those of Zhang et al. (1994) . An example is 2s2p 2 4 P 1/2 −2s2p 2 2 P 1/2 , presented in Fig. 3 , where it can be seen that the M1, M2 and Liang et al. (2012) calculations are in excellent agreement, but there are major differences with Zhang et al. At the temperature of maximum fractional abundance (T e = 10 5.9 K) the effective collision strength of Zhang et al. (1994) is 57% lower than the present results. These differences are due to the inclusion of more target states in both the current and Liang et al. (2012) calculations. The Rydberg resonances which converge on the higher target levels, such as 2s 2 3s, 2s 2 3p and 2s 2 3d, give rise to the apparent peak in the present effective collision strengths at 10 5.9 K. Corresponding Fig. 4 . Collision strength as a function of incident electron energy for the 2s2p 2 4 P 1/2 -2s2p 2 2 P 1/2 transition. collision strengths for the 2s2p 2 4 P 1/2 −2s2p 2 2 P 1/2 transition are presented in Fig. 4 . For this transition, the location and size of the resonances are identical between M1, M2 and Liang et al. (2012) . This highlights the high levels of consistency achieved by employing the various R-matrix codes and transformation methods. The good levels of agreement obtained in the comparison also help to verify the accuracy of employing an isoelectronic approach for the B-like sequence.
The peak in the effective collision strengths, due to the additional resonances at higher incident electron energies, is a common difference between the present results and those of Zhang et al. (1994) . In Fig. 5 we plot results for the forbidden 2s 2 2p 2 P 1/2 -2p 3 2 P 3/2 transition, where it is clear that M1 and M2 show a substantial peak at the temperature of maximum fractional abundance, which is absent from the data of Zhang et al. At this temperature, the M1 calculation is 98% larger than Zhang et al., while M2 is 62% larger. The corresponding results of Liang et al. (2012) are in perfect agreement with M1 but reside slightly higher than the M2 effective collision strengths.
A final example of a forbidden transition is 2s2p 2 4 P 5/2 -2p 3 2 P 1/2 , presented in Fig. 6 . Again, the M1 and M2 calculations exhibit a large peak in the effective collision strengths. At the temperature of maximum fractional abundance M1 and M2 are A24, page 4 of 9 Fig. 6 . Effective collision strength as a function of logarithmic electron temperature (T e in K) for the 2s2p 2 4 P 5/2 -2p 3 2 P 1/2 transition. 240% and 180% larger, respectively, than the value predicted by Zhang et al. (1994) . The effective collision strengths of Liang et al. (2012) agree well with M1 and lie slightly above the values predicted by M2.
An examination of the forbidden transitions highlighted some significant differences between the present results and those of Zhang et al. (1994) . However, excellent agreement was generally found between the present results and Liang et al. (2012) . Hence it is now prudent to examine the dipole-allowed transitions. As a first example we consider 2s 2 2p 2 P 1/2 -2s2p 2 2 D 3/2 , presented in Fig. 7 . As expected, in the vicinity of the temperature of maximum fractional abundance the present results are higher than those of Zhang et al. (1994) . Another example, also shown in Fig. 7 , is the 2s 2 2p 2 P 1/2 -2s2p 2 2 S 1/2 transition, for which there is relatively good agreement between all three sets of results, with differences of less than 30%. The remaining dipole-allowed transitions exhibit similar levels of agreement with the results of Zhang et al. For these, the resonant features play a slightly less important role and it is the high background level of the collision strengths which becomes the dominant factor in determining the resulting effective collision strengths. Once again, exceptionally high levels of agreement are found Fig. 7 . Upper plot: effective collision strength as a function of logarithmic electron temperature (T e in K) for the 2s 2 2p 2 P 1/2 -2s2p 2 2 D 3/2 transition, lower plot: same for 2s 2 2p 2 P 1/2 -2s2p 2 2 S 1/2 . The solid black line represents the results of M1, the green line with circles is the effective collision strengths of Zhang et al. (1994) and the blue line with squares illustrates the results of Liang et al. (2012). between the present results and those of Liang et al. (2012) . In general, the differences between the aforementioned two sets of results are less than 5% for the dipole-allowed transitions.
Typically, the differences between the M1 and M2 calculations are found to be relatively small. Due to the good agreement between the two models it is hence believed that the additional CI terms included in M2 play a minor role in the determination of the collision strengths. A disadvantage of M2 is the presence of pseudo-resonances for transitions amongst higher levels, although transitions amongst the lowest 20 levels are unaffected. Thus, on balance, it is believed that the M1 calculations provide the most reliable set of effective collision strengths for use in astrophysical modelling. The effective collision strengths for all 7750 forbidden and allowed lines are presented in Table 7 .
Emission line intensities
Strong Mg  emission occurs predominantly in the EUV and soft X-ray regions of the solar spectrum, with the former host to some of the most prominent lines. For example, many emission features have been detected and extensively studied in the 311-437 Å region by the SERTS rocket spectrograph (Thomas & Neupert 1994) , while the S082A and S-055 instruments on Skylab found several Mg  transitions spanning 315−783 Å in a number of solar features including a sunspot, active region and flares (Foster et al. 1997a) . Also, SUMER spectra have highlighted the existence of Mg  lines lying in the 762−790 Å wavelength region (Landi et al. 2002) . However, less wellstudied is the soft X-ray region (∼50-100 Å) for which fewer solar observations exist. Some Mg  lines have been detected (e.g. Acton et al. 1985) , and the present theoretical results indicate that more may be present in this region. Hence our emphasis is on the soft X-ray region and forms the basis of this section.
The present line intensities were calculated using CLOUDY C13 (Ferland et al. 2013) . Effective collision strengths were taken from the M1 calculation and transition probabilities from Rynkun et al. (2012) where available. For all other transition probabilities, the M2 calculations were adopted. Excitation by proton impact, which is important for fine-structure transitions within the 2s 2 2p 2 P and 2s2p 2 4 P multiplets, were taken from Foster et al. (1997b) . Unless otherwise specified, an electron density of N e = 10 9.8 cm −3 and an electron temperature of T e = 10 5.9 K were adopted in the subsequent line intensity calculations.
The EUV region
The strong EUV lines observed by SERTS are due to E1 transitions amongst the lowest 10 fine-structure levels. As a check on the accuracy of the present collision strength and transition probability data, the observational and theoretical line intensities are compared in Table 3 . Only four of the lines in Table 3 have reliable observed intensities. For these, the present theoretical results are all within 12% of the observed values. Also listed in Table 3 are the results predicted by Bhatia & Thomas (1998) , which are all within 24% of the observed values. Young et al. (1998) raised concerns over the calibration of the 430-450 Å region of the SERTS-89 spectrum. It had been proposed that the observed intensities could be too small by a factor of approximately two. This is supported by the present results, which indicate that the SERTS-89 intensities need to be increased by a factor of around 2.1 in this region.
In Table 4 the present theoretical line intensities are also compared with SUMER measurements of an off-disk region of the quiet Sun (Landi et al. 2002) , as well as the predictions from CHIANTI v7.0 (Dere et al. 1997; Landi et al. 2012) . The present results are all within 17% of the SUMER measurements and provide a slight improvement compared to the CHIANTI values.
Due to the extremely high levels of agreement between the present set of effective collision strengths and those of Liang et al. (2012) it is not expected that there should be any difference between the resultant line intensities. However, as a check, the effective collision strengths of Liang et al. (2012) were also included in CLOUDY, and the line intensities calculated for the EUV region. As expected, these were found to be within 2% of the present results. Dwivedi (1990) has highlighted the possible potential of soft X-ray emission lines from ions such as Mg  as a diagnostic of the electron density in solar plasmas. In Table 5 some of the strongest soft X-ray lines are listed for a plasma with T e = 10 5.9 K and N e = 10 8 -10 10 cm −3 . Only lines which have an intensity relative to I(75.03 Å) of ≥0.05 are listed in the table. In particular, the I(75.03 + 75.04 Å)/I(74.86 Å) intensity ratio provides an excellent density diagnostic, as noted by Brown et al. (1986) and illustrated in Fig. 8 . The ratio shows little sensitivity to T e but varies by a factor of 4 over the density interval N e = 10 6 -10 9 cm −3 . Also shown in Fig. 8 is the measured line ratio of 1.9 for an M-class flare (Acton et al. 1985) . This is close to the high density limit, in agreement with other density diagnostics for this flare which indicate N e > 10 10 cm −3 (Brown et al. 1986 ).
The soft X-ray region
Another potentially useful density diagnostic is I(86.84 Å)/ I(87.02 Å), shown in Fig. 9 . Raassen et al. (2002) found an experimental value for this ratio of 1.2 from the Chandra spectrum of Procyon. From Fig. 9 this indicates N e 10 8 cm −3 , far lower than the characteristic coronal density of Procyon which is ∼3 × 10 9 cm −3 (Schmitt et al. 1996) . However, Raassen et al. note that the 87.02 Å feature of Mg  is blended with an Fe  transition, which a theoretical spectrum generated from CHIANTI indicates should contribute ∼20% to the total measured line intensity. Correcting for this, we determine a revised I(86.84 Å)/I(87.02 Å) ratio of ∼1.5 which implies N e 10 9 cm −3 , in better agreement with the density derived from other diagnostics by Schmitt et al. (1996) . A24, page 6 of 9 Table 5 . Theoretical soft X-ray emission lines of Mg .
Electron density (cm −3 ) Transition
Wavelength (Å) 10 8 10 9 10 10 2s 2 2p 2 P 1/2 -2s2p3p 2 D 3/2 69.42 a 0.08 0.06 0.05 2s 2 2p 2 P 3/2 -2s2p3p 2 D 5/2 69.47 a 0.10 0.10 0.10 2s 2 2p 2 P 1/2 -2s 2 3d 2 D 3/2 74.86 a,b 0.79 0.57 0.55 2s 2 2p 2 P 3/2 -2s 2 3d 2 D 5/2 75.03 a,b 1.00 1.00 1.00 2s 2 2p 2 P 3/2 -2s 2 3d 2 D 3/2 75.04 a,b 0.16 0.12 0.11 2s2p 2 2 D 5/2 -2s2p3d 2 F 7/2 78.45 0.13 0.13 0.13 2s2p 2 2 D 3/2 -2s2p3d 2 F 5/2 78.57 0.13 0.10 0.09 2s2p 2 2 D 5/2 -2s2p3d 2 D 5/2 80.23 a 0.06 0.05 0.05 2s2p 2 2 D 3/2 -2s2p3d 2 D 3/2 80.25 a 0.05 0.04 0.04 2s2p 2 4 P 5/2 -2s2p3s 4 P 5/2 81.84 a 0.05 0.05 0.05 2s 2 2p 2 P 3/2 -2s 2 3s 2 S 1/2 82.82 a 0.24 0.21 0.20 2s2p 2 2 D 5/2 -2s2p3s 2 P 3/2 86.84 a 0.24 0.25 0.25 2s2p 2 2 D 3/2 -2s2p3s 2 P 1/2 87.02 a 0.23 0.15 0.14 2s2p 2 2 S 1/2 -2s2p3s 2 P 3/2 92.13 a 0.08 0.08 0.08 2s2p 2 2 S 1/2 -2s2p3s 2 P 1/2 92.32 a 0.07 0.05 0.05 2s2p 2 2 D 5/2 -2s 2 3p 2 P 3/2 96.79 0.29 0.27 0.27 2s2p 2 2 D 3/2 -2s 2 3p 2 P 1/2 96.87 0.21 0.15 0.15
Notes. Intensities listed relative to I(75.03 Å). (a) Lines identified in the Chandra spectra of Procyon and α Cen A+B by Raassen et al. (2002) and Werner & Drake (2005) . (b) Lines identified in solar spectra by Behring et al. (1972) , Malinovsky & Heroux (1973) and Acton et al. (1985) . 
Conclusions
Collision strengths have been produced using two models (M1 and M2) for all 7750 transitions amongst 125 fine-structure levels of Mg . These were averaged over a Maxwellian distribution of electron velocities to produce the corresponding effective collision strengths. A comparison of the two models indicated that, in general, the differences were relatively small. The additional CI terms in M2 did not influence the effective collision strengths in any significant manner. As pseudo-resonances were present in some of the higher-lying transitions in M2, it was assessed that the M1 calculation was overall the best. A comparison of the present results with Zhang et al. (1994) for the dipole-allowed transitions indicated generally good agreement between the two calculations. However, a comparison of forbidden transitions highlighted large differences of up to 240%. The present results for both dipole-allowed and forbidden transitions compared very favourably with Liang et al. (2012) . Typically, any differences were less than 15% for the forbidden transitions and 5% for the dipole-allowed transitions. The present transition probabilities were also compared with the extensive calculation of Rynkun et al. (2012) , and very good agreement was found. Effective collision strengths from M1 were chosen for the calculation of relative Mg  emission line strengths, and incorporated into the CLOUDY C13 code along with the transition probabilities of Rynkun et al. (2012) and heavy particle excitation rates of Foster et al. (1997b) . Good agreement was found between the theoretical EUV line intensities and SUMER and SERTS-89 solar measurements, with differences of less than 17%. Intensities for the strongest soft X-ray lines were Notes. Also listed are the theoretical results of Zhang et al. (1994) and the experimental energies (Martin & Zalubas 1980) from the NIST database.
A24, page 8 of 9 also calculated and several density sensitive line ratios presented, which compared favourably with the limited observational data available. However, it is hoped that the present work will encourage further examination of the Mg  lines in soft X-ray solar and stellar spectra.
