Abstract
Introduction
Single image super-resolution (SISR) has gained much attention for last several years. In general, the task of SISR can be defined as restoring high-resolution (HR) image from its low-resolution counterpart. However, SISR is an ill-posed procedure, since there exist multiple HR solutions for LR input which makes SR operation a one-to-many mapping from LR image to HR image. To solve this ill-posed problem, a great number of SR algorithms have been proposed for decades, ranging from interpolation-based [1] to learning based methods [2, 3, 4, 5] .
Among them. Dong et al. introduced SRCNN [2] which firstly demonstrate that CNN can be used to learn a mapping LR image to HR image and show superior performance over conventional methods. Kim et al. [3] made network more deeper using 20 layers by cascading small filters many times. Yulun Zhang et al. proposed Residual Dense Network [5] (RDN) which fully use hierarchical feature from all the convolutional layers by combining residual skip connections with dense connections.
Despite learning-based model, especially CNN-based models have achieved significant progress in image SR, computational cost has been main problem as CNN-based models have become deeper and wider to learn more discriminative high-level features. To overcome this problem, depthwise separable convolution which factorize a standard convolution into a depthwise convolution and a pointwise convolution is introduced in [6] . However, depthwise separable convolution apply ReLU prematurely by only considering spatial information before considering channel information. In SR problem, this "hasty ReLU" may easily cause loss of information which give more clues for reconstructing HR image.
To address this drawback, we propose linear depthwsie convolution to preserve informative component. Our main idea is removing ReLU between depthwise convolution and pointwise convolution, making depthwise convolution linear mapping function. Linear depthwise allow us to prevent "hasty ReLU" from destroying information which help reconstruct HR image.
In the rest of this paper, we describe our method in Section 2. In Section 3, we demonstrate experiment setting and results. Finally, the conclusion is described in Section 4.
Linear Depthwise Convolution
Recently, MobileNet [6] which use depthwise separable convolution show outstanding performance in computer vision problems. However, depthwise convolution was introduced to deal with high-level vision problem such as image classification. Therefore, the MobileNet architecture needs to be modified to apply SR problem where the information should be handled carefully. Fig 1. (a) show the building block of MobileNet [6] which consists of two convolutional layers (depthwise convolution and pointwise convolution) followed by a batch normalization [7] and ReLU. According to [4] , we remove batch normalization layers from MobileNet block (Fig 1. (b) ). In [4] , batch normalization could get rid of range flexibility from networks and without batch normalization network can save GPU memory usage approximately 40% during training.
Furthermore, we remove ReLU between depthwise convolutional layer and 1 × 1 convolutional layer (Fig 1.  (c) ). In SR problem, since the preservation of information used to reconstruct image is very important issue, applying non-linearity such as ReLU which cause information loss should demand special care.
We refer to the ReLU between depthwise convolution and pointwise convolution as "hasty ReLU". Depthwise convolution performs convolution independently every input channel, only considering spatial information. 1 × 1 convolution, called pointwise convolution compute linear combination considering channel information. Therefore, "hasty ReLU" is applied by only considering spatial information without considerin1111g channel information. i.e. since ReLU applied to feature produced by depthwise convolution leads to lose information which could be used to reconstruct SR image, it can lead to improve performance to remove "hasty ReLU".
Experiment Results

Setup
100 high-resolution images from DIV2K dataset [8] are adopted as training set. For testing, we use 2 standard benchmark datasets : Set 5 [9] , Set 14 [10] . We conduct experiments with Bicubic downsampling degradation model. All SR results are evaluated by peak signal-to-noise ratio (PSNR) metrics on Y channel of transformed YCbCr space.
During training, 16 LR color patches with size 32 × 32 provided as inputs. We augment the patches by randomly flipping horizontally or vertically and rotation 90˚. Each models are trained by Adam Optimizer. We train all models used for our experiment by 30 epochs respectively. Learning rate is initialized to 0.0001 and decreases half for every 10 epochs. In total the learning rate is decreased by 3 times.
Results
We use RDN [5] as a backbone network for experiment. Specifically, we apply modified depthwise separable convolution (Fig 1. (b) ) and proposed convolution method which consist of linear depthwise convolution and point wise convolution (Fig 1. (c) ) to residual dense block (RDB) which is based block in RDN respectively. As shown in table 1, Our method gives better result than original depthwise separable convolution. Table 2 show the comparison the number of parameters of RDN and proposed convolution version of RDN. We reduce the parameters about 88.3%.
Conclusion
In this paper, we proposed linear depthwise convolution for single image super-resolution, which can preserve information used to reconstruct SR image, reducing computational burden to deep CNN. Specifically, we remove ReLU which is referred to "hasty ReLU" between depthwise convolution and pointwise convolution in standard depthwise separable convolutional layer. The experiment result show that linear depthwise convolution achieve superior performance to standard depthwise separable convolution in standard benchmark datasets.
Building Block
Number of parameters RDB [5] 1,327,104 Proposed 168,192 (c) Proposed
