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ABSTRACT 
Cortical spreading depression (CoSO) is a reaction of the cerebral cortex 
to injury and neuropathology. It is comprised of self propagating waves of 
neuronal hyperexcitability, followed by a pronounced and lasting depression of 
the electrical activity. This depression travels outward from the initiation source 
across the surface of the brain at a rate of 2-5 mm/min and is accompanied by a 
shift in the direct current potential. To better understand the mechanism behind 
CoSO, intra-cortical electrophysiological recording techniques were used to test 
the hypothesis that CoSO produces a layer-specific effect on the rat cortex. A 
linear multi-electrode was used to examine coherent neural activity at all levels of 
the primary visual cortex before, during and after CoSO. In addition, evoked 
neural activity was assessed by the use of paired pulse stimulation to the 
contralateral primary visual cortex. The effect of CoSO on the frequency content 
of the neural signals was also investigated. Finally, current source density 
analysis of the evoked signal was examined to determine whether CoSO 
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produced alterations in the location or magnitude of where the evoked currents 
entered (current sinks) and left (current sources) the cortical laminae. 
CoSO was reliably induced, but the effects were short, only lasting for the 
first five minutes post initiation. Immediately following the initiation of CoSO, the 
first peak of the evoked potential was reduced , indicating that the excitability of 
the cortex was reduced by CoSO. After a period of time passed, the first peak 
returned to baseline while the second peak increased. The paired pulse index 
(ratio of the amplitude of the first evoked signal to the amplitude of the second 
evoked signal) was highly reduced and showed a lasting effect, indicating a 
reduction in the evoked inhibitory tone. This reduction in inhibitory tone was 
accompanied by alterations in the evoked gamma and beta bands, and a 
reduction in the alpha, which likely contributed in part to the reduction of the first 
peak. The spontaneous measured frequency bands showed a selective decrease 
in alpha, beta and theta, whereas gamma and delta were unaffected. All these 
were not specific to individual cortical lamina, but occurred at every laminae. 
Finally, current source density analysis showed that the CoSO did not induce any 
immediate or lasting changes in the pattern or magnitude of the current sinks and 
sources. These findings show that CoSO induces highly specific changes in the 
cortex, but does so in a uniform manner throughout the cortical width. The paired 
pulse data in conjunction with the results of the frequency analysis also suggests 
that CoSO causes a decrease in the efficacy of the cortical inhibitory networks. 
Frequency analysis further suggests that CoSO is possibly associated with a 
v 
functional disconnection between the cortex and the thalamus. These data are 
the first to show the effects of CoSO using intracortical recordings and further the 
understanding of CoSO. 
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Introduction 
Cortical spreading depression (CoSO) is a pathophysiological 
phenomenon characterized by self propagating waves of neuronal 
hyperexcitability, followed by a pronounced depression of the electrical activity of 
the cortex. This event was first observed by Leao in 1944 during his experiments 
involving electric stimulation of the rabbit brain (Figure 1 ). When a brief period of 
repetitive electrical current was applied directly to the cerebral cortex, a distinct 
depression of the "spontaneous" electrical activity of the brain was observed. 
This depression was seen as a traveling wave of the direct current (DC) potential 
across the surface of the brain at a rate of 2-5 mm/min and propagate outwards 
from the initiation source. After a 
period of several minutes the 
spontaneous activity of the brain 
was seen to return, albeit faintly. 
With more time, the spontaneous 
activity completely regained its 
former amplitude (Leao 1944). 
Since then studies have shown 
that the cessation of electrical 
activity is due to the after-effects 
of a sustained depolarization of 
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Figure 1. Electrophysiological Recordings from 
Leao's Original Experiment in the Rabbit Brain in 
1944. Each tracing is from an individual electrode as 
seen in the inset and each panel represents 
successive time points. The depression can be seen 
to travel to each electrode as the activity goes silent. 
Activity is seen to return several minutes later. 
the neurons and surrounding glia. This phenomenon is not limited to a 
consequence of strong electrical stimulation, but is seen after injury and during 
disease. 
Importance of Cortical Spreading Depression - Role in Pathology and 
Disease 
Cortical spreading depression can occur in the healthy brain and normal 
brain activity spontaneously recovers after only a few minutes of depression. In 
instances of neuropathology, however, CoSO can have more serious effects. 
CoSO is thought to be the principal mechanism underlying migraine with aura 
(Lauritzen 2011 ). During migraines with aura, rapid oscillating patterns of visual 
disturbances known as scintillations are seen to move across the visual field 
followed by a scotoma, a blind area, in the wake. If measured and mapped to the 
visual cortex, these disturbances are seen to move with an average velocity of 3 
mm/min (Lauritzen 2011 ). It is thought that the scintillations are caused by the 
initial hyperexcitability of the neurons and the following scotoma is due to the 
depression of activity in the cells. Furthermore, in migraine with aura, a decrease 
in blood flow signal travels across the cortex at a rate of 2-5 mm/min, the same 
rate as CoSO. These observations fit with the idea that CoSO mediates this 
phenomenon. 
Another important neuropathology in which CoSO is thought to participate 
is stroke. An ischemic event, or a deprivation of blood to a select area of brain 
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tissue, will produce an infarction of the nervous tissue in the brain. Bordering this 
infarct is an area known as the penumbra. The cells in this area are still alive, but 
are functionally and metabolically compromised . Thus these cells are very 
susceptible to dying and increasing the size of the infarct. It is in the penumbra 
that peri-infarct depolarizations (PI D) are seen (Nedergaard 1986). These PIDs 
are very similar to CoSO in that they induce a negative cortical DC shift and 
propagate at velocities of 3-5 mm/min. PIDs are not benign however, and can 
cause metabolic stress to the cells lying within the penumbra. In fact, there is a 
direct correlation to the number of PIDs and the acceleration of infarct growth 
(Busch 1996) following a stroke. While PID is technically not CoSO due to the 
lack of spontaneous electrical activity to begin with , the spreading depolarization 
of neurons in PID is very indicative of CoSO activity and is likely to share a 
common mechanism (Fabricus 2006) . 
One of the ways that CoSO can be induced experimentally is by a weight 
falling onto, or by even lightly tapping , the cortex (Smith 2006) . Similarly, 
traumatic brain injury (TBI) produces CoSO effects that may exacerbate and 
extend the effects of brain injury. In one recent study (Hartings 2011 ), 20 out of 
52 (38%) patients admitted with TBI exhibited spreading depolarizations with 
subsequent suppression of spontaneous electrical activity as measured by 
subdural electrocorticography electrode strips. Of those 20 patients, 12 showed 
poor outcomes. Since CoSO is usually associated with metabolic changes and 
low cerebral blood flow (CBF) , this may delay the resolution of the primary injury 
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caused by TBI since the brain is unable to receive sufficient nutrients needed to 
function efficiently. 
Overall, CoSO appears to be a common underlying mechanism by which 
the brain responds to injury, or that is expressed in pathology. As a result, a 
better understanding of the mechanisms of CoSO could lead to the mitigation or 
cessation of many pathological processes. For instance, successful treatment of 
CoSO has the capacity of decreasing the area of dead brain after stroke or TBI, 
and could ameliorate migraine. 
General Characteristics of Cortical Spreading Depression 
One of the most important general characteristics of CoSO has to do with 
the electrical activity of the brain as a whole. Generally, there is a short initial 
increase in spontaneous electrical activity quickly followed by a complete 
cessation of neural activity. When observing the DC potential of the brain, a large 
biphasic shift is seen (Figure 2; Leao 1947). It starts with an initial negative DC 
shift of 7-15 mV and lasting for about 1-2 min. This negative shift then returns 
back to baseline and then begins a positive deflection, reaching a maximum 
which is roughly half as much as the maximum for the negative shift and lasts for 
about 3-5 min. When comparing the DC potential to electrocorticogram (ECoG) 
activity, the depression of spontaneous electrical activity of the brain occurs in 
conjunction with the increasing negativity of the DC potential. A possible second 
DC shift could occur after the passage of the depolarizing wave that is indicative 
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of CoSO (Chang 201 0). This second DC shift can last much longer than the initial 
shift, as much as an hour. 
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Figure 2. Recording of the DC Shift from Leao's 1947 
Study. The initial negative (upwards) and later positive 
(downwards) shifts can be seen after initiation of CoSO. 
The cause of the DC 
shifts is not fully known, 
but several theories have 
been proposed. The 
preferential involvement 
of glial cells and of 
neurons have both been 
postulated, but thus far it 
appears that neurons are the most likely cause. Recently studies show that sub-
cellular elements of the neurons, such as the dendrites and cell soma, are the 
most likely cause of the current flow that is responsible for the DC shift (Canals 
2005; Makarova 201 0). 
As indicated above, CoSO is characterized by a period of massive 
depolarization. In response to any sustained depolarization, the neural tissue 
increases its demand for metabolic support. This metabolic need increases the 
vascular flow to the regions via neurovascular coupling. As a result, there is an 
increase in the cerebral blood flow (CBF) directly after the wave of 
depolarization. After this initial rise in CBF a much longer period of decreased 
CBF occurs. In addition, oligemia, a reduction in the vascular volume, is 
produced, which lasts anywhere from minutes to hours (Charles 2009). During 
5 
these events, the use of oxygen in the brain increases dramatically. This makes 
sense since the cells in the brain are using up energy stores trying to restore the 
proper ionic gradients using Na+/K+ ATPase after the widespread depolarizations 
seen in CoSO. 
CoSO has widespread effects across the entire brain, but its function is 
unclear. In cases of pathology, these changes could be detrimental since they 
compound together to increase the stress on an already compromised brain. To 
gain a better understanding of these changes, it is important to look at how CoSO 
originates and progresses through the brain. 
Initiation and Propagation of Cortical Spreading Depression 
Neurons in the brain have carefully controlled concentrations of ions that 
keep the cell within a certain range of membrane potentials. The most important 
ion in the case of CoSO is potassium (K+). In normal neurons, there is a high 
concentration of K+ inside the cell with very low concentrations outside. In the 
event of an action potential, after the cell has been depolarized by the inward 
flood of Na+, voltage-gated K+ channels open to allow K+ to flow out of the cell 
into the extracellular space. This outward flow of positive potassium ions 
repolarizes the cell and restores it to its resting membrane potential. 
It is thought that the large increase in the extracellular K+ concentration 
([K+)o) after the depolarization causes CoSO (the [K+)o reaches concentrations of 
60-80 mM from a basal level of around 3 mM (Smith 2006)) . It was first proposed 
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that the increase in extracellular potassium happens spontaneously from hyper-
excitable neurons releasing K+ during intense neuronal firing (Grafstein 1956). As 
K+ builds up in the extracellular space, it further depolarizes the same cells that 
released it, as well as diffusing to neighboring neurons and causing them to 
depolarize. Since this hypothesis was put forth, the idea of passive diffusion of K+ 
as the propagator of CoSO has been called into question (Herreras 1994; 
Tobiasz 1982), due to a mismatch in the speed of the CoSO wave and the speed 
of passive diffusion. However, the increase in extracellular K+ is still thought to 
play a large role in the initiation of CoSO. A high concentration of extracellular K+ 
confers an inability of neurons to repolarize due to an electrochemical gradient 
that does not favor the movement of K+ out of the cell. Thus the neurons stay in a 
depolarized and inactive state until they are able to regain a resting membrane 
potential. 
Another prominent hypothesis points to glutamate as a possible initiator of 
CoSO (Van Harreveld 1971 ). Whether glutamate actually initiates CoSO or only 
aids in its propagation , the idea that glutamate plays a major part is supported by 
experiments in which a NMOA (N-Methyl-0-aspartate) receptor antagonist was 
shown to stop the occurrence of CoSO (Peeters 2007) within the cortex. This 
also points to the neural dendrites as being a large player in the propagation of 
CoSO since that is where most NMOA receptors are located (Gneil 201 0 ; Haghir 
2009) . Also , as Na+ and Ca2+ flood into the cell the ionic concentration rises 
within the neurons and water flows into the cell , causing it to swell considerably 
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(Dreier 2011 ). This swelling can activate stretch receptors that will release even 
more K+ into the extracellular space (Smith 2006). One issue with the glutamate 
theory, however, is the temporal scale. Neural transmission occurs at a much 
faster rate than CoSO, meaning that there is most likely some other mechanism 
responsible for the propagation. 
The glial cells surrounding the neurons are thought to play a large part in 
the initiation and propagation of CoSO. Under normal conditions, astrocytes 
buffer any increase of [K+]o by taking up action potential-dependent increases in 
extracellular K+. This buffering keeps [K+]o low enough to retain a proper 
concentration gradient across the cell membrane of the neurons. In the event of 
CoSO, astrocytes will still take up K+ from the extracellular space, but a strong 
depolarization may reverse the membrane transporters, thus allowing glutamate 
back into the extracellular space (Smith 2006). It is also known that astrocytes 
connect with other astrocytes, as well as neurons through gap junctions. These 
gap junctions allow for the spread of ionic and metabolic molecules such asK+. 
The movement of K+ through astrocytes may be a possible path of propagation of 
CoSO since K+ is taken up in areas of high [K+]o and then transported and 
released to cortical areas of low [K+]o. In fact, experiments in cats in which gap 
junctions are blocked by halothane in the presence of high [K+]o have shown that 
CoSO is unable to propagate to other sections of the brain (Saito 1995). 
Other findings have implicated astrocytes in the mechanism for CoSO. 
Imaging studies that selectively look at calcium distribution in the cells show 
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waves of increased intracellular Ca2+ occur in tandem with CoSO. These Ca2+ 
waves occur in both neurons and astrocytes with the neural waves spreading just 
prior to the astrocytic waves and at a faster pace. Both waves are seen to travel 
through the cortex seconds before CoSO and the slower astrocytic wave travels 
at the same speed as the following CoSO wave. While these waves are seen to 
spread through the cortex at approximately the same time course and spatial 
arrangement as CoSO, they can also occur independently. While CoSO is seen 
to spread even in the absence of these astrocytic Ca2+ waves, it is thought that 
the vascular component of CoSO, namely oligemia, may be caused by these 
spreading Ca2+ waves (Chuquet 2007). 
Other theories that try to explain the initiation of CoSO have also been 
proposed. Endothelin is a peptide produced primarily by the endothelium and is 
among the strongest vasoconstrictors known. Experiments have shown that 
endothelin, specifically the ET-1 isoform, is the most potent inducer of CoSO in 
vivo (Dreier 2002, Smith 2006). In the Dreier, et al study, CoSO was consistently 
induced by superfusion of the cortex with artificial cerebrospinal fluid (aCSF) 
containing 1 JJM ET-1 . While CoSO was triggered in vivo, a separate experiment 
performed by the same study showed that CoSO could not be induced in cortical 
slices. These findings may point to vascular pathway as a possible mechanism of 
CoSO induction. This is interesting since links between migraine with aura and 
vascular disease have recently come to light (Kurth 2007). One possible theory 
as to the mechanism of initiation of CoSO by ET-1 is a decline in cerebral blood 
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flow due to the constriction of blood vessels by vascular smooth muscle. This 
would cause an energy deficiency that would stop the activity of K+ transporters, 
keeping the extracellular K+ concentration high. In fact, when ET-1 is used to 
evoke CoSO in vivo, a small increase in [K+]o is seen just prior to the main CoSO 
event (Dreier 2002), which is the same reaction seen when CoSO is initiated by a 
blood flow reduction caused by an occlusion in the middle cerebral artery 
(Nedergaard 1993). In more recent studies however (Kieeberg 2004), ET-1 was 
seen to induce CoSO even in the presence of increased CBF. 
Other theories suggest that ET-1 works directly on the neurons 
themselves by down-regulating Na+/K+ ATPase activity before CoSO begins. This 
would mean that as K+ escapes through leak channels in the membrane, it would 
not be pumped back into the cell by Na+/K+ ATPase and would contribute to the 
rise in [K+]o prior to CoSO activity. This is supported by experiments in which 
CoSO was induced by inhibiting Na+/K+ ATPase activity with ouabain (Balestrino 
1999). Also, since this activity has only been seen in neurons, it would mean that 
astrocytes do not play a part in the initiation of CoSO, although this does not 
negate the possibility of glial involvement in the propagation. 
In general, the exact mechanisms for either the initiation or propagation of 
CoSO is not specifically known . It is possible, and looking more probable, that 
many different mechanisms are at play concurrently. As of right now, it is 
generally accepted that increases in the extracellular K+ concentration do play a 
large part in the action of CoSO, but it is not known to what extent. Further 
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studies are needed to elucidate these mechanisms, but the issue that arises is 
finding the right way to approach the matter. One possible method is using 
electrophysiological techniques to study the electrical, and underlying cellular, 
changes that occur during CoSO. 
Electrophysiologica/ Analysis Techniques 
One common technique used to observe the macroscopic activity of the 
brain is electroencephalography. An electroencephalogram (EEG) allows you to 
observe the summed electrical activity of large groups of cells. Scalp EEG's often 
show rhythmic oscillations in the electrical activity of the brain and these 
oscillations can often be grouped together depending upon their frequencies. The 
five most common brain rhythms are delta (0-3 Hz), theta (4-8Hz), alpha (9-14 
Hz), beta (15-21 Hz) and gamma (22-90 Hz). These different frequencies 
represent different states of the brain with the slow wave rhythms (delta and 
theta) being most common during the deepest stages of sleep. Alpha is 
considered the idling state of the brain, being most prominent when the eyes are 
closed and the subject awake. The faster waves, beta and gamma, are mostly 
associated with waking consciousness and concentration. 
Research on the effects of CoSO on the different rhythms of the brain is 
limited. In one of the few studies done, electrodes placed upon the dura mater 
detected a large decrease in the gamma frequency during CoSO (Koroleva 2009) 
which could point to a change in the underlying cellular mechanism. In addition to 
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this, there has also been a fair amount of studies on migraine with aura (Sand 
2003). Since it has come to light that CoSO is the most likely cause and 
mechanism for migraine with aura, it is reasonable to infer that the data recorded 
on this condition can be extrapolated to CoSO as well. In general , the findings of 
several studies have shown that there is a decrease in the alpha and beta activity 
in the posterior aspect of the cortex and an increase in the slow wave activity in 
the anterior aspect of the cortex (Sand 2003). 
While EEG is a measure of global neural activity, the extracraniallocation 
of the EEG electrodes causes the signal to deteriorate due to the low conductivity 
of bone. Moreover, the spatial relationship of the signal origin becomes blurred 
as the electrical characteristics of the skull and skin filter the signal. 
Electrocorticography (ECoG) solves these problems by placing the electrodes 
just below the surface of the dura mater, underneath the bone. This allows for a 
much higher resolution , however, the signal still has to travel some distance to 
reach the electrode. 
A finer method to study the cellular responses is to use intracortical 
electrodes to measure electrical activity. This has the advantage of being 
extremely close to the sources of current which give rise to the EEG signal. In 
addition , by using a stimulating electrode, evoked or local field potentials (LFP) 
can be recorded . A LFP records the summed synaptic activity of a group of 
neurons. To measure the LFP, an electrode is used to record the changes in the 
net current flow in the extracellular space as a measure of the cellular activity in a 
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close proximity to the recording electrode. It also detects large changes in current 
flow over time. 
To a degree, the LFP recording represents a blurring of electrical signals; 
the final voltage recorded in an electrode is the mathematical sum of all inward 
(sinks) and outward (sources) currents within range of the electrode. To factor out 
current flow not in the immediate vicinity, current source density (CSD) is used. 
CSD allows for the visualization of sinks and sources in a spatiotemporal form 
that is taken from an extracellular prospective. This technique requires a linear 
multi-electrode arranged perpendicular to the cortical surface, and factors out 
distant currents to identify the local current sinks and sources being produced by 
the cortical laminae. 
This study uses a multi-channel linear multi-electrode to assay 
spontaneous and evoked neural signatures from throughout the cortical mantle. 
Using these techniques, the effect of CoSO can be assessed on the evoked LFP, 
on the spontaneous and evoked frequency content, and on the current source 
density map. 
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Experimental Goals 
Since the majority of previous studies have only gone so far as recording 
from the surface of the cerebral cortex, more resolution is needed to understand 
the changes caused by cortical spreading depression. The purpose of this study 
is to use intra-cortical recording techniques to measure activity at all cortical 
laminae at the same time before, during and after a CoSD event. Specifically the 
goals of this study are to: 
1. Test the hypothesis that CoSD preferentially affects neurons in specific layers. 
2. Determine the effect of CoSD on the evoked and spontaneous frequencies of 
neural activity. 
3. Evaluate the effects of CoSD on CSD plots to determine whether CoSO 
produces changes in the functional architecture of the cortex. 
14 
Materials and Methods 
Animals 
Fifteen adult Sprague-Dawley rats (mean weight= 312 g) were used in 
this study. Their use was in accordance with the Guidelines for the Care and Use 
of Mammals in Neuroscience and Behavioral Research (National Research 
Council) and all procedures were approved rules and regulations set forth by the 
Institutional Animal Care and Use Committee at the Boston University School of 
Medicine. Rat 1 was removed from the study based on poor recordings, and rats 
3, 7 and 14 were removed due to inaccurate electrode placement. 
Surgery 
Each rat was weighed and then injected with chloral hydrate (160 mg/kg, 
i.p.) to sedate the animal. After five minutes, glycopyrrolate (0.01 mg/kg, i.p.) was 
administered to minimize bronchial secretions. Following another five-minute 
period, pentobarbital (25 mg/kg, i.p., and to effect) was injected to induce 
anesthesia. Throughout each experiment, boosters of pentobarbital and chloral 
hydrate were administered to ensure proper levels of pain management. Pain 
was periodically assessed using the presence of the tail pinch reflex as an 
indicator of anesthetic depth. 
Once the animal was sedated, the head was shaved and placed between 
the ear bars of a stereotaxic frame. The bars of the frame were placed in the ear 
canals of the animal and the correct positioning of the bars was checked by 
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ensuring that the head did not move laterally, but could move freely in a dorsal/ 
ventral direction. The incisor bar secured the head in an immobile position. 
Ophthalmic ointment was then applied to the eyes to prevent corneal abrasion 
and a rectal temperature monitor was inserted. Temperature was kept constant 
with a feedback-controlled heating pad placed under the body. 
After the head was secured, a midline incision was made on the dorsum of 
the head. The skin and underlying fascia was then retracted with a bone scraper 
to reveal the dorsal aspect of the skull. Hemostats were secured to the fascia to 
open the incision and keep the surgical field clear. Once the skull was wiped with 
a saline solution, the anterior/posterior and medial/lateral coordinates of lambda 
and bregma were found and recorded ( igure 3). Using the coordinates of 
lambda and bregma, the sites for the stimulating (right hemisphere) and 
recording (left hemisphere) electrodes, as well as the KCI needle (left 
hemisphere) were measured and indicated with a marker. The holes for the 
stimulating and recording electrodes were made with an electric drill and placed 
0.5 mm anterior to lambda and 3.5 mm lateral to either side of lambda. The hole 
for the KCI injection was also made with an electric drill and placed at an average 
distance of 6.5 mm ipsilateral to the recording electrode. A hand drill was then 
used to make the holes for the indifferent and ground screw electrodes in the 
frontal bones. After the holes were drilled, the electrodes were dropped to the 
proper depth within the brain. The stimulating electrode was placed at a depth of 
2 mm to stimulate the white matter and the recording electrode was placed at 2.3 
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mm into the cortex. The needle containing 3.0 M KCI was positioned above the 
injection site, but was not lowered into the cortex at this time. For the control, KCI 
was replaced with lactated ringer solution. 
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Figure 3. Approximate Locations of the Drilled Holes. Each 
blue circle represents a hole drilled with the electric drill. The 
two yellow circles represent the hand-drilled holes for the 
ground and indifferent electrode. 
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Recording began after the setup was complete. In later experiments, there 
was a delay of about 30 minutes to allow the brain to recover from lowering the 
electrodes into the cortex. The recording began by establishing a baseline of 
about 30 minutes. Once the baseline was established, the needle containing KCI 
was lowered into the cortex at a depth of 2 mm. Again, time was allowed for the 
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signal to return to baseline and once it was reached, the KCI was injected over a 
time period of approximately 50 sec to 1 min. This prolonged injection was to 
ensure that volume expansion due to the injection of KCI was not a significant 
factor in the outcomes of the experiment. Recording continued post-injection for 
1 1/2 hours to 2 hours. 
EEG Recording 
Recordings were made using a linear multi-electrode which contained 23 
channels spaced 50 microns apart beginning 1 mm above the tip of the electrode 
(Piexon) . Each channel of the recording electrode was composed of platinum-
iridum and had an electrical resistance of about 200 kOhms. The record ing 
electrode was connected to a headstage preamplifier which was connected to 
the main amplifier (Neurotrack systems (Uibert et al. , 2001). 
A concentric bipolar stimulating electrode was also used to produce a 500 
mA bipolar electrical pulse (total duration = 100 JJSec) in the contralateral 
hemisphere every 10 seconds. The stimulating electrode was connected to two 
linked photostimulator isolation units (A.M.P.I. Instruments) that each controlled 
the positive and negative stimuli respectively. The units were connected to a 
Master-S stimulator (A.M.P.I. Instruments) which controlled the frequency, 
duration and timing of the pulses. The Master-S stimulator also relayed a trigger 
pulse to the main amplifier to mark the time of each stimulus. 
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All of the data for each experiment was fed into a computer from the main 
amplifier and saved with a custom-made program using National Instruments 
LabVIEW software. Hardware filters were used to separate out low (0.2- 500Hz) 
and high {1 00 Hz - 5 kHz) frequencies, which comprised the EEG and unit signal 
respectively. The EEG recording was made at a resolution of 4 kHz. Only the 
EEG signals were evaluated. Recording was divided into five-minute long files. 
This allowed the monitoring of the animal's vital signs between the recording of 
each file. During the recording, the feedback-controlled heat blanket was turned 
off and microwavable heat packs were placed on the body to keep the animal's 
temperature within a safe range {37.0- 39.0 °C). The switch was necessitated by 
the large electrical noise generated by the electrical blanket. 
Direct-Current Potential Measurement 
In eight of the experiments, the DC potential was measured to confirm the 
occurrence of CoSO. In these experiments, a fourth hole was drilled anterior to 
the KCI needle hole for the placement of a simple wire electrode. A second wire 
electrode was placed into the same hole as the recording electrode, with care 
given to not allow the two electrodes to come into contact with each other. A third 
ground wire was attached to an arm of the stereotaxic frame. Both wire 
electrodes were connected to an oscilloscope and the DC potential was visually 
monitored after the KCI injection. 
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Data Processing 
After the recording was finished, the raw data files were processed by the 
Neuroscan software. The files were broken down into two different files. In one, 
data immediately before and after the transcallosal signal were extracted. These 
epochs were each 225 ms long and were used to analyze the evoked potential 
and the evoked frequency. A longer signal of 9.7 s was also extracted to measure 
the spontaneous frequency content oft e EEG. 
A fast Fourier transform with a Hamming window was performed on both 
the evoked and spontaneous frequency data in Neuroscan. This allowed the 
power of each frequency band to be accurately measured. The evoked potential 
and frequency data were then transferred into MATLAB and Excel to be 
averaged into an experimental population data set. Each category consisted of 
three, five-minute recordings which correlated to the baseline, the first five 
minutes after injection and the next five minutes following . Each recording was 
averaged together into one value to allow for comparison . 
Current source density analysis was also performed on the evoked 
potential recordings. This was done using a written MATLAB script using the 
following equation (Uibert 2001 ): 
CSDj= -[0.23((Uj- 2 -Uj- I)- (Uj-1 -Uj)) -t0.54((Uj-I-Uj)-(uj-Uj+I)) -t0.23((uj-Uj+I)-(ui+I-uj+2))]/rh2, 
where CSDj is the current source density for channel j, u is the evoked potential, 
his the inter-electrode distance (50 J.lm ), and r is the resistance of the tissue (20 
Ohm/mm (Mitzdorf 1985)). A spatial Hamming filter weighted the contribution of 
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the nearby electrodes in terms of dista ce. To be able to make comparisons 
between each time recording, all of the CSD plots were adjusted to all have the 
same axis values. 
Data Analysis 
To ensure that both peaks of the evoked potential were comparable to 
each other, the second peak was adjusted for baseline shift. The peak amplitude 
data, as well as both of the data sets for the evoked and spontaneous 
frequencies were analyzed using a paired T-test to determine whether there was 
a difference between baseline and each of the post-injection time recordings. 
This was done for both the first and second peak of the evoked potential and for 
each frequency band. To eliminate background noise, the data was normalized 
by dividing each time recording by the baseline values. Lastly, the ratio between 
the first and second peak, also known as the paired pulse index (PPI) , was also 
found for the evoked potentials. 
To test for any interaction effect between the time and depth variables, a 
two-way ANOVA was performed on both peaks of the evoked potential , as well 
as the PPI. This again required each rat to be averaged together into a 
population data set. The mean amplitude was found for each channel for the pre-
and post-injection time frames. These means for each rat were then compiled 
into a population table and the AN OVA was performed. Values are reported as 
average +1- SEM. 
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Histology 
At the end of each experiment, the rat was given an overdose of 
pentobarbital (>150mg/kg). The head was then removed and placed in 4% 
paraformaldehyde in 0.1 M phosphate buffer solution. After at least two weeks to 
allow the fixative to penetrate the brain tissues, the brain was removed from the 
head and sliced into 50 - 100 1-1m-thick sections with a vibratome. Digital pictures 
were taken at key points where the electrode tracks were noted. The slices were 
then mounted onto 0.5% gelatin-subbed slides, placed in 1 0% formalin and 
allowed to fix overnight. The next day, slides were stained using the Nissl staining 
procedure. Once the slides were prepared, the depth and location of the KCI 
needle, stimulating electrode and recording electrode were evaluated for proper 
placement (Figure 4) 
Figure 4. Representative Sections of the Rat Brain. These images were taken during 
the sectioning of rat 8. Both pictures are taken from a posterior aspect. The placement of 
the KCI needle can be seen in the left hemisphere in the top picture. The tracks for the 
stimulating (right hemisphere) and recording electrodes (left hemisphere) can be seen in 
the picture below. 
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Results 
Histological Results 
The recording and stimulating electrode tracks were found within the 
intended sites (primary visual cortex at 0.5 mm anterior to lambda and 3.5 mm 
lateral on either side) as seen in Figure 5. The depths of both electrodes for each 
rat were fairly consistent. For rats 3, 7 and 14, however, the recording electrodes 
appeared to be significantly deeper, penetrating through the entire cortex. As a 
results we excluded these rats from the study. 
As for the pipette containing KCI, it was visually confirmed from the brain 
sections that the pipette had penetrated the cortex and reached the intended site. 
Figure 5. Recording and stimulating electrode placement. The diagram shows a coronal slice 
of the rat brain from the posterior aspect. The recording electrode was placed in the left 
hemisphere and the stimulating electrode in the right hemisphere. Each of the smaller circles 
represents the tip of each electrode with the larger circles showing the general areas of recording 
and stimulation respectively. The larger tick marks on the ruler show 1 mm increments. 
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Direct-Current Potential 
The DC potential was measured to verify the occurrence of CoSO since it 
is an important diagnostic feature of this phenomenon. DC potential was 
recorded in eight experiments and, five of these showed the indicative negative 
shift (Figure 6). The remaining three rats were still included since they still 
exhibited a marked decrease in the electrical activity following the application of 
the KCI which was considered the major criterion for inclusion. 
Figure 6. DC potential shift. This image was taken from an 
oscilloscope recording done on rat #14. 
Experimental Control 
To ensure that KCI, and not the act of injection, was causing the effect, 
KCI was replaced with Ringer's solution in one experiment. The pipette was 
placed in the same position in the cortex as previous experiments and the 
Ringer's solution was injected at the same pace as the KCI. Observations of the 
ECoG and DC recordings showed no change from baseline at any time during or 
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after injection. Recording was continued for 30 minutes after the injection of the 
Ringer's solution with no change in either recording . 
General Evoked Potential Findings 
The stimulation applied to the 
white matter under the visual cortex 
was a pair of pulses separated by 
1 00 ms. The first peak of the evoked 
potential during baseline showed a 
negative voltage immediately 
following the stimulus artifact and 
reached an average amplitude of 
0.43 ± 0.03 mV. The second peak 
took on the same shape, but with a 
slightly smaller average amplitude, 
reaching 0.40 ± 0.4 mV (Figure 7). 
It was conceivable that the 
placement of the KCI pipette would 
produce an alteration of the recorded 
activity. However, no significant 
differences in the mean amplitude of 
either the first or the second peak 
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Figure 7. Representative Data for the Evoked 
Potential Recordings. Taken from rat 11 . Each 
graph shows the time averaged evoked potential 
for baseline (top) and the first twenty minutes 
following injection of KCI (bottom) . Both graphs 
are a single plot representing the average of all 
of the recording channels . The shift in the 
baseline that can be seen here was corrected for 
in the data analysis. 
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Figure 8. Normalized Amplitude of the 
Evoked Potential Peaks. Each graph shows 
the mean peak amplitude for baseline, the 
first twenty minutes after injection of KCI and 
a second twenty-minute recording taken 
immediately after the first. 
after the placement of the KCI pipette 
was noted once the data was 
normalized (first peak: t(1 0) = 2.03, 
p = 0.07, two-tailed; second peak: 
t(1 0) = 0.85, p = 0.42, two-tailed) . 
The post injection recording was 
split into two twenty-minute time 
periods to ensure a clear picture of 
activity immediately following the 
application of the KCI. The first time 
period (post 1) showed that 
administration of the KCI significantly 
reduced the amplitude of the first 
peak (t(1 0) = 3.13, p = 0.012, two-
tailed) to a value of 0.40 ± 0.03 mV 
(Figure 8) . There was no effect of the 
KCI on the second peak of the 
evoked potential in the first post-
injection period (t(1 0) = 1.77, p = 0.12, two-tailed). 
In the second timed recording , there was no significant difference from 
baseline in the amplitude of the first peak. There was however, a significant 
increase in the amplitude of the second peak as compared to baseline. The 
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mean peak amplitude for the first peak in the second time period (post 2) was 
0.41 ± 0.03 mV. This value, however, was not significantly different from 
baseline, t(1 0) = 1.99, p = 0.075, two-tailed. The second peak increased to an 
amplitude of 0.45 ± 0.05 mV during this time period (t(1 0) = 2.23, p = 0.03, two-
tailed). 
A two-way ANOVA was performed on the amplitude data for each peak of 
the evoked potential. For first peak, a main effect of time was found (F(1 ,460) 
=4.91, p = 0.027), which supports the earlier findings that the amplitude 
decreased following the injection of KCI. The within-group factor of electrode 
depth was not significant (F(22,460)=0.907, p = 0.586). There was no interaction 
effect between time and depth (F(22,460)=0.002, p = 1.00). The ANOVA for the 
second peak showed that there was a significant variation in the time variable (F 
(1 ,460)=0.002, p = 0.966), but not the depth (F(22,460)=0.029, p = 1.00) and 
there was no interaction (F(22,460)=0.617, p = 0.913). Overall, these data 
indicated that the effect of the KCI-induced cortical spreading depression was 
limited to the first evoked potential, and that the effects of the CoSO disappeared 
relatively quickly and was not apparent in the second half of the post-stimulation 
time. In addition, the effects of the KCI were not layer-specific, but affected the 
entire width of the cortex in the same way. 
To analyze the paired pulse index, a two-way ANOVA was performed on 
the the ratio between the amplitude of the first and second peak (P1 /P2) through 
all of the time recordings. The ANOVA showed a main effect in time (F(2,322) 
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=86.868, p < 0.001 ), but no effect in the within group factor of depth (F(22, 161) 
=0.075, p = 1.0) as well as no interaction effect (F(44,322)=0.083, p = 1.0) . There 
was a decrease in the PPI for both the first and second time recording , although 
through different peak profiles. The first time recording showed a decrease in the 
amplitude of the first peak, but not the first, causing the initial decrease in the 
PPI. The second time recording showed an increase in the second peak as the 
first peak returned to baseline, continuing the downward trend in the PPI. 
Frequency Data for Evoked Potentials 
The brain frequencies evoked by the stimulus were analyzed by 
performing a fast Fourier transform. Due to the length of the post-stimulation 
epoch and the resulting frequency resolution , only alpha (8-12Hz) , beta (12-30 
Hz) and gamma (30-1 00 Hz) bands were examined. The post injection time 
course was broken into two, twenty-minute time lengths. 
A significant decrease in the power of alpha (t(1 0) = 3.27, p = 0.008, two-
tailed) , beta (t(1 0) = 2.8, p = 0.019, two-tailed) and gamma (t(1 0) = 3.35, p = 
0.007, two-tailed) was observed for the first post injection recording as compared 
to baseline. The gamma frequency band was also seen to have a decrease in 
power for the second time recording (t(1 0) = 2.59, p = 0.027) . No significant 
differences were observed for the second time point for alpha or beta (alpha: t 
(1 0) = 1.54, p = 0.154, two-tailed ; beta: t(1 0) = 0.51 , p = 0.624) (Figure 9) . 
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Spontaneous Frequency Data 
In addition to looking at frequency bands during the evoked potentials, an 
analysis of the non-evoked (spontaneous) frequency bands were made during 
the time between the evoked potential pulses. A time period of 1 0 seconds 
allowed for the detailed analysis of all of the frequency bands. The theta (t(1 0) = 
2.8, p = 0.019, two-tailed), alpha (t(1 0) = 4.52, p = 0.001 , two-tailed) and beta 
bands (t(1 0) = 3.43, p = 0.006, two-tailed) decreased in power when compared to 
baseline for the first time recording. The power of the delta and gamma bands 
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were not significantly different change baseline (delta: t(10) = 0.71, p = 0.494, 
two-tailed; gamma: t(1 0) = 0.02, p = 0.986, two-tailed). Analysis of the power 
from the second time recordings found no statistically reliable differences from 
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Figure 10. Normalized Power for 
Spontaneous Frequencies. Each graph 
shows the mean power for basel ine, the first 
twenty minutes after injection of KCI and a 
second twenty minute recording taken 
immediately after the first. 
baseline for any of the frequency bands (delta: t(1 0) = 1.51, p = 0.162, two-tailed ; 
theta: t(1 0) = 0.51, p = 0.624, two-tailed ; alpha: t(1 0) = 1.87, p = 0.092, two-
tailed ; beta: t(1 0) = 0.83, p = 0.828, two-tailed ; gamma: t(1 0) = 1.05, p = 0.319, 
two-tailed) (Figure 1 0). Thus, cortical spreading depression is associated specific 
and temporary decreases in beta, alpha and theta frequency bands. 
Current Source Density Plots 
A current source density analysis was performed on the evoked potential 
recordings. By using CSD after eliciting an evoked potential , the spatial and 
temporal qualities of the ionic currents within the cortex could be easily 
visualized. A qualitative analysis of the CSD plots was conducted by visually 
comparing the plots of each time recording to each other (Figures 11-13). No 
appreciable difference was observed between baseline and either of the post 
injection time recordings. This shows that there was no change of any 
consequence in the activity of ionic currents after the injection of KCI into the 
cortex. 
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Figures 11. Current Source Density Plot for Baseline. The CSD plots show changes in the 
extracellular environment through time. The color bar on the right of each plot shows the 
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Discussion 
The major findings of this study are as follows: 
1. The amplitude of the first peak of the evoked potential decreases while 
having no effect on the second peak immediately following the injection 
of KCI. Twenty minutes after the injection, the first peak returns to 
baseline and the second peak increases in amplitude. 
2. The peak amplitude of the evoked potentials was the same throughout 
the entire depth of the cortex and there was no interaction seen 
between time and depth, indicating that there as no selective effect of 
cortical spreading depression on specific cortical laminae. 
3. A decrease in the power of evoked alpha, beta and gamma bands was 
observed following the injection of KCI. Only the gamma band power 
decreased in the second time recording, but it disappeared once the 
data was normalized. 
4. A decrease in the power of spontaneous beta, alpha and theta bands 
was observed following the injection of KCI. No effect was seen for any 
frequency in the second time recording. 
5. No discernible changes were seen in the CSD plots for either of the 
post injection recordings when compared to baseline. 
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Experimental Set-Up 
lntracortical or epicortical KCI injection is commonly used to induce 
cortical spreading depression (Busch 1996, Charles 2009, Kruger 1996, Smith 
2006). Consistent with previously desc ibed effects, we found that intracortical 
administration of KCI consistently produced a cortical spreading depression. 
While many studies have used the KCI model to successfully induce 
CoSO, the exact mechanism of initiation for CoSO has not been found. An issue 
with using the KCI induction model it assumes that changes in the extracellular 
K+ concentration is the initiating factor of CoSO. However if changes in [K+]o are 
just a downstream effects of CoSO conclusions derived from this approach are 
only relevant to the understanding of the propagation and not the initiation of 
cortical spreading depression. The aims of the current study were to study the 
neural changes that cells undergo as a result of CoSO, not the mechanism of 
initiation, so this model serves its purpose quite well. 
Many of the KCI models of CoSO use repeated administration of the KCI 
to induce multiple waves of depression. In the pathological brain, it is not 
uncommon to see several waves of depression occurring during a bout of CoSO. 
By experimentally inducing multiple waves, the effects of the depression may be 
amplified or changed. It is also hypothesized that multiple rounds of CoSO may 
induce long term effects. Since the central goal of the present study was to 
understand the basic changes of CoSO, one application of KCI was sufficient to 
induce a depression and view neural changes. 
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Presently, not many studies have utilized local field potentials in looking at 
CoSO. Depth electrodes were used in this study in an attempt to achieve the 
greatest resolution possible to better understand the effect CoSO has on the 
naturally occurring frequencies in the brain. It also allowed the detailed look at 
how CoSO changed the way the cortex reacted to the paired pulse stimuli. 
Major Finding #1: Time Specific Changes in Peak Amplitude 
In these experiments, the evoked potential stimulus was a paired pulse 
with a latency of 100 ms. When viewing the baseline tracings of the evoked 
potential recordings, the first peak is c nsiderably larger than the second. Th is is 
because the evoked potential is typically due to the stimulus-induced 
synchronization of synaptic events. These events summate to generate the field 
potential. Since the transcallosal pathway is overwhelmingly comprised of 
excitatory axons, it is assumed that the difference between the first and second 
peak of the evoked potential reflects the degree of inhibition within the system: 
the first pulse induces a level of inhibition that then reduces the excitability 
induced in the second pulse. 
Immediately following the initiation of CoSO, a decrease in amplitude is 
observed in only the first peak of the evoked potential , resulting in a reduction in 
the difference between the two peaks. As time progresses, a lasting effect is 
observed. Twenty minutes after the initiation of CoSO, the amplitude of the first 
peak returns back to baseline, but the amplitude of the second peak increases. 
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This suggests two processes. The decrease in amplitude of the first peak is 
consistent with the CoSO-induced reduction of excitation, and is likely due to a 
decrease in the excitability signal. In addition , when the first peak is examined 
relative to the second peak, the difference is much smaller. The lasting effect 
shows that even as the excitability sig al recovers, a reduction in the inhibition 
still remains. These findings correlate nicely with the companion finding of a 
lasting decrease of the evoked gamma band power, which reflects coherent 
activity of fast-spiking inhibitory neurons, as well as agreeing with previous 
findings (Piilgaard 2009}. 
These fast-spiking inhibitory neurons produce gamma-aminobutyric acid 
(GABA) , the primary inhibitory neurotransmitter of the central nervous system. 
Afferent transcallosal fibers tend to synapse on these cells, along with the 
excitatory pyramid cells, stimulating both. This stimulation causes the inhibitory 
GABA cells to fire, reducing the overall excitatory response in the pyramid cells. 
This is known as feedforward inhibition . When the ratio (PPI) between the two 
peaks of the evoked potential decreases, as seen immediately following the 
induction of CoSO, this indicates that the feedforward inhibition has been 
reduced . 
GABAergic inhibitory interneurons within the cortex also produce 
neurotransmitters such as nitric oxide and vasoactive intestinal peptide (Cauli 
2004; Enager 2009) , which has a large effect on the vasculature of the brain. The 
long period of reduced CBF and oligemia is thought to be linked to an impairment 
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of these inhibitory interneurons, which play a large role in the neurovascular 
coupling of the brain. In a study by Piilgaard and Lauritzen, CoSO was induced 
and a large increase in the cerebral blood flow and oxygen metabolism was 
observed at the outset of the depression. This increase is most likely due to the 
increase in neural excitability that is seen in the early stages of CoSO. Following 
the depression a decrease in the CBF was observed, most likely caused by a 
disruption of the neurovascular coupling due to a reduction in interneuron activity. 
With these cells compromised by the depression, they cannot release the 
vasoactive substances required for the proper functioning of the vasculature 
(Piilgaard 2009) . Thus the brain remains in a state of oligemia until normal blood 
flow resumes. 
Other studies have also identified a reduction in the activity of GABAergic 
interneurons. Recordings of the local field potential during a paired pulse 
stimulus have shown a decrease in the second peak of the evoked potential and 
no change in the first (Kruger 1996) which is attributed to an inhibition of 
GABAergic interneurons in the cortex. However, several things must also be 
considered. First, this study was done with cortical slices. By isolating the brain , 
many contributing factors such as long-range network connections may not be 
observed. While this method does a good job of eliminating variables, it also 
reduces its ability to be applied to a whole brain model. Nonetheless, it was 
hypothesized that decreased GABAergic activity was responsible for what was 
seen. 
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This study focuses on the events occurring during the progression of 
CoSO, but not much is known about the long term effects (>1 hour). One recent 
study (de Souza 2011) shows that long term potentiation may be an after-effect 
of CoSO. They found a decrease in the single-pulse evoked stimulus amplitude 
during CoSO, similar to what was seen here. However, they extended their 
recordings to two hours and saw an increase in the amplitude after several 
rounds of CoSO. This resulted in the claim that this increase in activity is a 
potentiation effect of spreading depression. 
Major Finding #2: Homogeneous Response to Evoked Potentials 
The cerebral cortex is organized into six surface-parallel layers. These 
layers are composed of different cell types, as well as different sub-cellular 
structures from cells which span multiple layers. These layers can either be 
organized based upon its structure (cell types inhabiting that layer) or its function. 
Functionally, there are three layers; the supragranular (layers I-III), internal 
granular (IV) and infragranular (layer V-VI) layers. The supragranular layer 
primarily makes connections to other cortical areas, be it with the same 
hemisphere or the opposite. The internal granular layer receives inputs from 
thalamocortical projections and is especially prominent in the visual cortex. 
Finally, the infragranular layer makes connections with subcortical areas. 
Since these layers are functionally and structurally unique, it was thought 
that CoSO may affect these layers differently. As AN OVA testing has shown, no 
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difference in the amplitude for either peak at various depths in the cortex was 
observed on a population level. The induced CoSO had the same effect on each 
layer. One issue with the pooling of data across the population is that it does not 
take into account individual variability. Thus it cannot be said with absolute 
certainty that there is no effect with depth. 
Some studies (Canals 2005; Makarova 201 0) have shown that the wave 
of spreading depression in the hippocampus affects different layers at various 
time points. For example they saw that during the main phase of the depression 
both apical and basal dendrites are involved. In the late phase, only the apical 
areas were involved (Makarova 2008). They hypothesized that this may also be 
the case in the cortex. However, the findings of this study do not support this 
claim. For the most part, the CoSO was observed to spread through the 
recording site in the cortex as a solid front and affected each layer the same way. 
Major Finding #3: Changes in Evoked Frequency Bands 
In addition to the peak of the evoked transcortical potential , the evoked 
frequencies were also analyzed. Given the short time course of the signal, there 
was insufficient resolution to resolve the slow (delta and theta) frequency bands. 
The frequency bands that could be resolved (alpha, beta and gamma) and 
reliably measured were all reduced in power after the application of KCI to the 
cortex. Furthermore, the power of the gamma band remained reduced for up to 
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forty minutes following the initiation of CoSO. This is an important finding 
because different frequencies have discrete neural bases. 
The integrity of the alpha frequency in the visual cortex has been shown to 
depend on the connection between the thalamus and the cortex (Hughes 2011) , 
suggesting that it is mediated by high-threshold bursting thalamocortical neurons 
found in the lateral geniculate nucleus of the thalamus. Synchronization is 
important when information needs to be relayed from lower brain areas to the 
higher functioning areas in the cortex. This synchronization is seen as the alpha 
wave (Steriade 2006). A reduction in the power of alpha during a CoSO wave is 
most likely due to a partial functional disconnection between these two areas of 
the brain. Also since it is established that alpha represents the idling state of the 
normal brain , a decrease in alpha supports the earlier evoked potential finding of 
reduced excitability in the cortex. 
Other research has shown that t e power of beta and gamma bands 
increase during concentration and working memory (Steriade 2006). These 
findings point to the cerebral cortex as the origin of these waves since it is 
involved in higher level processing. If this were true, a reduction in power in these 
frequency bands would be expected during CoSO since this phenomenon 
selectively influences the cortex. This is exactly what was observed in these 
experiments. As discussed above, it was hypothesized that local GABA inhibitory 
interneurons were selectively inhibited during CoSO (Kruger 1996, Piilgaard 
2009) . It is thought that that the gamma frequency arises from the action of these 
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interneurons (Whittington 2011 ). Thus it would make sense that there is a lasting 
decrease in the power of gamma. The beta frequency on the other hand is due to 
a more widespread inhibitory effect on the cortex (Steriade 2006) . Again, a 
general decrease in inhibition, as seen here, would be reflected in this decrease 
in beta power. 
On average, the reduction in power of the alpha and beta frequency bands 
for both the evoked and spontaneous frequencies was a short term effect as it 
was only seen in the first post injection epoch, but not the second. In conjunction, 
there was a long term reduction in the gamma band. This finding supports the 
idea that CoSO has a large, lasting effect on the inhibitory neurons of the brain. 
Major Finding #4: Decrease in Spontaneous Frequency Bands 
The spontaneous frequencies seen here represent the normal basal 
activity of the brain. This differs from the evoked frequencies in that these are not 
invoked by a stimulus. In this case, a decrease in the power of the theta band 
was measured. It is thought that the thalamocortical neurons responsible for 
alpha are also the cellular basis for theta (Hughes 2005). The neurons of the 
lateral geniculate nucleus (LGN) of the thalamus and send projections to the 
cortex. The degree of their depolarization, due to activation of metabotropic 
glutamate receptors, determines their fi ring state, and this state determines the 
rhythm produced. Increased activation results in single spike action potentials for 
each input, causing the alpha rhythm. On the other hand, more moderate 
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depolarization results in bursts of three action potentials, allowing the theta 
rhythm to dominate. So since these two rhythms are generated by the same 
source , a reduction in both theta and alpha is expected. This is because, as 
explained above, a depression in the cortical activity would reduce the 
synchronization between the thalamus and the cortex. 
A temporary reduction in the power of beta was also observed after CoSO. 
This reduction points to a decrease in widespread inhibition. While both gamma 
and beta rhythms work through inhibitory mechanisms, gamma works on a 
smaller scale, influencing local circuits. Beta rhythm on the other hand, allows for 
the synchronization of cortical areas that are far apart (Bibbig 2002). This is 
because beta, being a slightly slower oscillation than gamma, allows for delays 
caused by long distances. These delays are due to a decrease in conduction 
velocity along axonal projections caused by increased resistance. Thus, it is 
thought that beta rhythms are employed during higher level processing since 
they span and bring together multiple cortical sites (Kopell 2000). Research so 
far points to two distinct cellular mechanisms for beta and gamma rhythms 
(Kopell 2000), but at this time the exact cellular correlates of beta are not known. 
No change in the power of the spontaneous gamma frequency was detected, 
which shows that while long-range inhibition is compromised, local inhibitory 
networks are still functioning . This shows that the cortex is still able to function at 
a low level , but the strength of information processing is reduced as seen in the 
decrease in evoked gamma. 
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As for the delta rhythm, no changes in the power were detected. It is 
known that two distinct delta rhythms exist; one produced in the cortex and one 
produced in the thalamus (Steriade 2006). Since the electrical activity of the 
cortex is depressed during CoSO, the cortical delta rhythm would most likely be 
depressed as well. Conversely, the thalamic delta rhythm is shown to remain, 
even when the cortex is removed. In fact, one study (Oossi 1992) induced CoSO 
with KCI to remove the influence of the cortex on the thalamus and the delta 
rhythm remained in the absence of cortical input. Since the delta frequency 
power did not change in response to CoSO, the most likely cause is due to 
thalamocortical neurons projecting to the cortex, keeping the delta frequency 
from decreasing in power. This is most likely the mechanism at work in the 
present study. 
Major Finding #5: No Change in CSD Plots 
Finally, the current source density plots showed no changes in the ionic 
currents after the injection of KCI based upon a visual analysis. Since it is largely 
accepted that CoSO has a large effect on the ionic currents, it is surprising that 
no changes were detected in the CSO plots generated from these experiments. It 
is possible that the act of averaging individuals together into a population 
representation could hide changes in the cellular currents. However, with CoSO 
having such a large effect on the activity of neurons, some changes would be 
expected to be strong enough to be apparent. Future studies may need to 
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analyze outcomes on an individual basis, or reduce time segments to increase 
resolution. Also, statistical analyses would most likely prove useful in showing 
subtle changes. 
Conclusions 
The findings of this study help to further the understanding of cortical 
spreading depression and its effects on the cellular properties of the cortex. It 
was found that neural excitability decreased in a uniform manner throughout the 
cortex, although further testing of this finding would be beneficial. A decrease in 
the cortical inhibitory networks was also observed. Another major finding showed 
a substantial desynchronization between the cortex and the thalamus. Finally, 
CSD plots showed no large changes i cortical ionic currents, but this has not 
been reliably proven and further research is needed. 
Overall, these findings show widespread changes within the cortex on the 
cellular level. Since it is believed that CoSO is the mechanism underlying several 
neuropathologies, this has far reaching implications as it furthers our 
understanding of what happens to the brain during these pathological processes. 
In the end, this may lead to therapies which could help those suffering from 
migraine with aura or help to save valuable neural tissue during stroke. 
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