In genome rearrangements, the mutational event transposition swaps two adjacent blocks of genes in one chromosome. The Transposition Distance Problem (TDP) aims to find the minimum number of transpositions (distance) required to transform one chromosome into another, both represented as permutations. Setting the target permutation as the identity permutation, makes the TDP equivalent to the problem of Sorting by Transpositions (SBT).
Introduction
Biological evidence indicate that the genomes of different species may present essentially the same set of genes in their DNA strands, although not in the same order [24, 25] , suggesting the occurrence of mutational events that affect large portions of DNA. Research indicates that these are rare events and, therefore, may provide important clues for the reconstruction of the evolutionary history among species [17] . One such event is the transposition, which swaps the position of two adjacent blocks of genes in one chromosome. The Transposition Distance Problem (TDP) aims to find the minimum number of transpositions (distance) required to transform one chromosome into another, represented by permutations. The TDP equivalent to the problem of Sorting by Transpositions (SBT), as this last asks to find the Transposition Distance of a given permutation from the identity.
The first approximation algorithm to solve the SBT was devised in 1998 by Bafna and Pevzer [1] , with a 1.5 approximation ratio, based on properties of a structure called cycle graph. In 2006, Elias and Hartman [8] presented a 1.375-approximation algorithm with time complexity O(n 2 ), the best known approximation ratio for SBT so far, also based on the cycle graph. Their algorithm relies on the simplification, a technique which presumably facilitates handling with permutations whose cycle graphs contain long cycles. This technique consists of inserting new symbols into the original permutation π, so that π is a new permutation which the corresponding cycle graph contains only short cycles, at the same time that the transposition distance lower bounds of both π andπ are equal. The transpositions sortingπ can be mimicked to sort π.
In a later study, the time complexity of their algorithm was improved to O(n log n) by Cunha and colleagues [3] . Other improvements, including heuristics, were proposed by Dias and Dias [4, 5] . Solutions for TDP using different approaches to the cycle graph were proposed by Hausen and colleagues [15, 16] , Lopes and colleagues [21] and Galvão and Dias [11] . In addition to these, recently, several studies involving variations of the transposition event and also rearrangement events that combine transposition with other events, e.g. reversals, have been proposed [6, 19, 20, 26] . In 2012, Bulteau, Fertin and Rusu [2] demonstrated that TDP is N P-hard. Meidanis and Dias [22] and Mira and Meidanis [23] were the first authors to propose the use of an algebraic formalism to solve TDP, as an alternative to the classical formalism based on the cycle graph, and to the other ad hoc methods. The goal was to provide a formal approach for solving rearrangement problems using known results of the theory of permutation groups.
The first result we present are examples of permutations which, depending on how they are simplified, can make the algorithm of Elias and Hartman [8] produce one extra transposition above the 1.375 approximation ratio. We then, using an algebraic formalization, propose a algorithm to solve the TDP that does not use simplification to ensure the 1.375-approximation for all permutations in the Symmetric Group S n . To avoid the insertion of extra symbols into the original permutation, we "desimplified" the catalog of permutations generated by Elias and Hartman [8] to prove their result on the diameter of 3-permutations. These are the permutations whose cycle graphs contain only cycles with 3 pairs of edges. We also propose a new upper bound for the transposition distance, not only for the simple permutations subset, but for all S n . Finally, we present audit results on short permutations of maximum length 13, performed on the GRAAu platform, for implementations of our algorithm and that of Elias and Hartman [8] . These results showed that our algorithm performs better than the one of Elias and Hartman [8] both in relation to the maximum approximation ratio and the percentage of the correct answers, i.e., the percentage of computed distances that coincides with the exact ones.
Background on permutations and transpositions
Let π = [π 1 π 2 . . . π n ] be a permutation on the set E = {1, 2, . . . n}. A transposition τ (i, j, k), with 1 ≤ i < j ≤ n + 1, 1 ≤ k ≤ n + 1 and k / ∈ [i, j], "cuts" the symbols from the interval [π i , π j−1 ] and then "pastes" them between π k−1 and π k . Thus,
Given two permutations π and σ, the Transposition Distance Problem (TDP) corresponds to finding the minimum t such that τ t . . . τ 1 · π = σ. We call t, denoted d t (π, σ), the transposition distance between π and σ. Consider σ is the identity permutation. We can see that the problem of Sorting by Transpositions (SBT) can be reduced to TDP.
Cycle graph
The cycle graph of π = [π 1 π 2 . . . π n ], denoted by G(π), is a directed edge-colored graph consisting of a set of vertices {0, −1, +1, −2, +2, . . . , −n, +n, −(n + 1)} and a set of colored (black or gray) edges. For all 2 ≤ i ≤ n + 1, the black edges connect −π i to +π i−1 . One extra black edges is inserted, connecting −π 1 to 0. For 1 ≤ i ≤ n − 1, the gray edges connect vertex +i to vertex −(i + 1) and one extra gray edges connects 0 to −1. Intuitively, the black edges indicate the current state of the genes, related to their arrangement in the first chromosome modeled by π, while the gray edges indicate the desired order of the genes in the second permutation, modeled by ι = [1 2 . . . n].
Example 1. Figure 1 shows G(π) of π = [4 3 2 1 8 7 6 5] with 9 black edges, (−9, +5), (−5, +6), . . . , (−3, +4), (−4, 0), and 9 gray edges, (0, −1), (+1, −2), (+2, −3), . . . , (+7, −8), (+8, −9).
Both in-degree and out-degree of each vertex in G(π) is 1, corresponding to one black edge entering a vertex v and another gray edge leaving v. This induces in G(π) a unique decomposition into cycles. A k-cycle is a cycle C in G(π) with k black edges. In addition, C is said to be a long cycle, if k > 3, otherwise, C is a short cycle. If k is odd (even), then we also say that C is an odd (even) cycle. Figure 1 has one odd long 9-cycle. We can walk the cycle starting at the black edge (−9, +5) (any edge could be used to start walking), then taking the gray edge (+5, −6), until reach the gray edge (+8, −9).
The maximum number of n + 1 cycles in G(π) is obtained if and only if π is the identity permutation ι. In this case, each cycle is composed of exactly one black edge and one gray edge. Let us denote c odd (π) the number of odd cycles in G(π), and ∆c odd (ρ, π) = c odd (ρ · π) − c odd (π) the variation on the number of odd cycles in G(π), after having applied a transposition ρ. Bafna and Pevzner [1] demonstrated the following result. [1] ). ∆c odd (π, ρ) ∈ {−2, 0, 2}.
Lemma 3 (Bafna and Pevzner
From this result, they derived a lower bound for SBT.
Theorem 4 (Bafna and Pevzner [1] ). d t (π, ι) ≥ n+1−c odd (π) 2
Simple permutations
Simplification is a technique introduced to facilitate handling long cycles of G(π). It consists of inserting new symbols (usually fractional numbers) into π to obtain a new permutationπ, so that G(π) contains only short cycles. The transformation of π intoπ is said to be safe if, with each new inserted symbol, the lower bound of Theorem 4 is maintained, i.e. n(π) − c odd (G(π)) = n(π) − c odd (G(π)), where n(π) and n(π) denote the number of black edges in π andπ, respectively. Ifπ is a permutation obtained from π through safe transformations, then we say π andπ are equivalent. Lin and Xue [18] have shown that every permutation can be transformed into a simple one through safe transformations. It is important to mention that a permutation can be simplified in many different ways. For a complete description of simplification and related results, refer to [14, 18] .
Permutation groups
All results presented in this subsection are classical in the literature of permutation groups. The proofs were omitted since they can be easily found in basic abstract algebra textbooks [7, 10] . The Symmetric Group S n on a finite set E of n symbols is the group formed by all permutations on n distinct elements of E, defined as bijections from E to itself, under the operation of composition. The product of two permutations is defined as their composition as functions. Thus, if α and β are permutations in S n , then α · β, or simply αβ, is the function that maps any element x of E to α(β(x)).
An
and γ fixes all other elements, then we call γ a cycle. In cycle notation, this cycle is written as γ = (c 1 c 2 . . . c k−1 c k ), but any of (c 2 . . . c k−1 c k c 1 ), . . . , (c k c 1 c 2 . . . c k−1 ) denotes the same cycle γ. The number k is the length of γ, also denoted as |γ|. In this case, γ is also called a k-cycle. Later we will show a relation of these cycles with cycles of cycle graph.
The support of α, denoted Supp(α), is the subset of moved (not fixed) elements of E. Two permutations α and β are said disjoint, if Supp(α)∩Supp(β) = ∅, i.e, if every symbol moved by one is fixed in the other. In addition, if α and β are disjoint, then they commute as elements of S n .
Lemma 5. Every permutation in S n can be written as a product of disjoint cycles. This representation, called disjoint cycle decomposition, is unique, regardless of the order of the cycles in the product.
The identity permutation ι is the permutation that fixes all elements of E. Fixed elements are usually not written in the cycle notation. However, if it is necessary to represent them, we use 1-cycles.
A 2-cycle is commonly called as transposition in the algebra literature. In order to avoid misunderstanding with the terminology, in this text, "transposition" always refers to swapping two adjacent blocks of symbols in a permutation (biological transposition). Theorem 6. Every permutation in S n can be written as a (not unique) product of 2-cycles.
A permutation α is called even(odd ) if it can be written as a product of an even (odd) number of 2-cycles. Next, we present some important results related to the parity of permutations.
Theorem 7. If a permutation α is written as a product of an even(odd) number of 2-cycles, then every product of 2-cycles that equals to α must have an even(odd) number of 2-cycles.
Theorem 8. If α, β ∈ S n are permutations with the same parity, then the product αβ is even.
We note that, in algebra literature, an odd(even)-length cycle is even(odd). It is important to not confuse with the definition of cycle parity in the cycle graph, where an even(odd)-length cycle is even(odd).
Two permutations α, β are conjugate if there is a permutation ǫ such that ǫαǫ −1 = β. In this case, we may also say that β is the conjugate of α by ǫ. Conjugation is an equivalence relation that partitions S n into classes.
Theorem 9. The permutations of an equivalence class induced by the conjugacy relation have all the same cycle type, i.e., the same number of cycles with the same length.
Algebraic formalization for TDP
The next definitions are based on Meidanis and Dias [22] and Mira and Meidanis [23] .
We can associate each permutation of S n with a (n + 1)-cycle of S n+1 . Thus, the permutation π = [π 1 π 2 . . . π n ] can be represented as the (n + 1)-cyclē π = (0 π 1 π 2 . . . π n ).
We say that a 3-cycle τ = (a b c) is applicable toπ if the symbols a, b and c appear inπ in the same cyclic order they are in τ . Therefore, there should be integers ℓ and m such thatπ ℓ (a) = b andπ m (a) = c, with 1 ≤ ℓ < m ≤ n, whereπ ℓ (a) meansπ applied ℓ times over a or, simply,π ℓ (a) is the element in ℓ positions forward of a in cycle notation ofπ. The product τπ is a (n + 1)-cycle such that the symbols between a andπ −1 (b) (i.e., the symbols between a and b, including a, but not b) inπ is cut and then pasted betweenπ −1 (c) and c, thus simulating a biological transposition onπ.
Example 10. Letπ = (0 4 9 3 2 1 8 7 6 5). The 3-cycle τ = (4 1 6) is applicable toπ and thus simulates a transposition. The application results in τπ = (0 1 8 7 4 9 3 2 6 5).
Given the (n+1)-cyclesπ andσ, the Transposition Distance Problem consists of finding the minimum number t, denoted d t (π,σ), of transpositions modeled as applicable 3-cycles needed to transformπ intoσ, i.e., τ t . . . τ 1π =σ.
(1)
From the equality above, we have that the product τ t . . . τ 1 is equal toσπ −1 , since
Note that ifπ =σ, thenσπ −1 = ι. The 3-norm of an even permutation α ∈ S n , denoted by ||α|| 3 , corresponds to the minimal number of factors in a product of 3-cycles equals to α. Denote by c • odd (α), the number of cycles and the number of odd-length cycles (thus, even cycles), including 1-cycles, in the disjoint cycle decomposition of α, respectively. Mira and Meidanis [23] demonstrated the following result.
Lemma 11 (Mira and Meidanis [23] ).
Observe that by Theorem 8,σπ −1 is an even permutation. Therefore, as corollary of Lemma 11, a lower bound for TDP is derived.
Lemma 12 (Mira and Meidanis [23] ). Givenπ andσ (n + 1)-cycles, then
Properties of theσπ −1 permutation
It is interesting to note that, takingσ = (0 1 . . . n), the cycle graph of π = [π 1 π 2 . . . π n ] and theσπ −1 permutation are equivalent structures wherē π = (0 π 1 π 2 . . . π n ). To a reader used to the graphical notation of Bafna and Pevzner [1] , it is enough to follow the edges of the cycles, taking note of the labels of the vertices where the gray edges enter, changing the label −(n + 1) to 0. This will produce exactly the same cycles ofσπ −1 .
Example 13. If we follow the edges of the cycle graph of Figure 1 , applying the previously explained process, we getσπ −1 = (0 6 8 2 4 1 3 5 7).
In the circular representation of Elias and Hartman [8] , it is enough to take note of the labels, since it does not use the −(n + 1) symbol. Due to this equivalence and to facilitate reading, we have kept, as close as possible, in our formalism the same definitions used in the cycle graph.
Cycles ofσπ −1 and the effect of 3-cycle application
Let γ be a cycle in the disjoint cycles representation ofσπ −1 .
, if the symbols a, b and c appear in γ in a cyclic order that is distinct from the one inπ −1 , then we say (a, b, c) is an oriented triple and γ is an oriented cycle. Otherwise, if there is no oriented triples in γ, then γ is an unoriented cycle.
. Analogously, we define a segment of a cycle γ ofσπ −1 as oriented or unoriented.
Note that, from Equation
. Depending on the symbols of τ , its application can affect the cycles ofσπ −1 in four distinct ways, described as follows:
(1) a, b and c are symbols belonging to the support of only one cycle γ of σπ −1 . We have two subcases:
(a) If a, b and c appear in the same cyclic order in τ and γ, then From this observation, we have the following result.
We denote by x-move an applicable 3-cycle τ if ∆c • odd (σπ −1 , τ ) = x. We also denote by (x, y)-sequence, a sequence of applicable 3-cycles τ 1 , . . . , τ x such that there are y ≤ x 3-cycles, which are 2-moves, while the other x − y 3-cycles are 0-moves. If x y ≤ a b then we call this (x, y)-sequence an a b -sequence. As Theorem 12 defines a lower bound for TDP based on the number of odd-length cycles ofσπ −1 , we are only interested in finding sequences of applicable 3-cycles whose application increases c • odd (σπ −1 ), thus causing ||σπ −1 || 3 to decrease. Lemma 16. Let α, β ∈ S n be two n-cycles, n > 2. If γ = (a b . . . ) is a cycle in the disjoint cycle decomposition of αβ, then:
3.2.σπ
Proof. Assume αβ = γΣ = (a b . . . )Σ, where Σ is a product of disjoint cycles, disjoint of γ.
First, we show that there are k > 0 symbols between a and b in β, i.e., β = (a c 1 . . . c k b . . . ). By way of contradiction, assume β = (a b . . . ). Then, the conjugate β −1 αβ = (b a . . . )(a b . . . )Σ = (a)(b . . . )Σ. Therefore (β −1 αβ)(a) = a, which is impossible, since, by Theorem 9, the conjugate β −1 αβ is a n-cycle. Now, assuming β = (a c 1 . . . c k b d 1 . . . d l . . . ), k > 0 and l ≥ 0, we show that for some 1 ≤ i ≤ k, (αβ)(c i ) = c i . That is, not all the symbols between a and b in β are fixed in αβ. For this, by way of contradiction, suppose (αβ)(c i ) = c i , for every i. Also, suppose γ = (a b e 1 . . . e |γ|−2 ). Then,
. . e |γ|−2 )Σ) = ∅, implying that the conjugate β −1 αβ is not a n-cycle. Thus, if c i ∈ Supp(γ), for some 1 ≤ i ≤ k, then the lemma holds. Otherwise, there must be a cycle δ = (c d . . . ) in Σ, such that |δ| ≥ 2 and Supp(δ) ⊂ {c 1 , . . . , c k }. Suppose, by contradiction that Σ = δΣ ′ and Supp(δ) ⊂ {c 1 , . . . , c k }. Then, by the equality above, β −1 αβ = (a c k . . . c 1 )(b . . . d l . . . d 1 )(b e 1 . . . e |γ|−2 )δΣ ′ . However, in this case, β −1 αβ is not, again, a n-cycle, given that (a c k . . . c 1 )δ and (b . . . d l . . . d 1 )(b e 1 . . . e |γ|−2 )Σ ′ are disjoint.
Elias and
Hartman algorithm may require one extra transposition above the approximation of 1.375
An important step in the algorithm of Elias and Hartman [8] is the simplification of the input permutation, by the insertion of new symbols in π. The positions of the new symbols are supposed to be irrelevant, on condition that they occur through safe transformations. However, there are simplifications that, although producing equivalent permutations through safe transformations, causes the algorithm of Elias and Hartman [8] to require one extra transposition above the approximation of 1.375. Two examples are explored next.
Consider the permutation π = [4 3 2 1 8 7 6 5] shown in Figure 1 . The lower bound given by Theorem 4 is 4, also its exact distance, corresponding to the application of four 2-moves, shown in Figure 4 . One simplification of π generatesπ = [4.1 4 3 2 1 4.2 8.1 8 7 6 5] and its corresponding cycle graph is shown in Figure 2 . Note that the lower bound ofπ is 4 as well. However, there is no 11 8 -sequence to be applied toπ. In fact, to optimally sortπ, two (3, 2)-sequences are required. Therefore the algorithm of Elias and Hartman [8] using π = [4 3 2 1 8 7 6 5] as input, even applying an optimal sorting onπ = [4.1 4 3 2 1 4.2 8.1 8 7 6 5] , results in 6 transpositions. However, the algorithm should require at most 5 transpositions to not exceed the 1.375approximation ratio. The following example shows that, even whether there are 11 8 -sequences of transpositions to apply inπ, the algorithm of Elias and Hartman [8] may require one transposition above the approximation ratio of 1.375. Take the permutation π ′ = [3 6 2 5 1 4 10 9 8 7] ( Figure 6) , with both the lower bound and distance equal to 5. A simplified version of π ′ isπ ′ = [3.1 6.1 3 6 2 5 1 4 6.2 10.1 10 9 8 7] ( Figure 5 ). The algorithm of Elias and Hartman [8] sortsπ ′ optimally by applying a (4, 3)-sequence, followed by a (3, 2)-sequence, in a total of 7 transpositions. However, the algorithm should not require more than 6 transpositions to not exceed the 1.375-approximation ratio.
In both examples, an initial (2, 2)-sequence is "missed" during the simplification process to transform π intoπ. This sequence is essential to guarantee the 1.375-approximation ratio when, after the application of a number of 11 8sequences, bad small components remain in G(π) (Theorem 22, [8] ). These are cycles graphs that do not allow application of 11 8 -sequences. 
A 1.375-approximate algorithm for all the permutations of S n
Similar to the work of Elias and Hartman [8] , some results presented in this section are based on the analysis of a huge number of cases. In this regard, several computer programs, for enumerating the cases and search for solutions, were implemented in order to assist their demonstration. The source code is available on the GitHub platform 1 .
When considering only the simple permutations subset of S n , the algorithm of Elias and Hartman guarantees the approximation ratio of 1.375. In this section, we present an algorithm that guarantees this ratio for all the permutations in S n . First, we present results that will be used to show the proposed algorithm is correct. Proposition 17. If there is an odd (even-length) cycle inσπ −1 , then a 2-move exists.
Proof. Sinceσπ −1 is an even permutation (Theorem 8), then there is an even number of odd cycles inσπ −1 . Let γ = (a b . . . ) and δ = (c d . . . ) be two odd cycles ofσπ −1 . We have two cases:
(1) γ and δ intersect. In this case,π −1 = (a . . . c . . . b . . . d . . . ). Then (a b c) is a 2-move. is not a distinct case, being just a cyclic rotation of (a . . . b . . . c . . . d . . . ) with the variables a and b switched.
Proof. If there is an odd (even-length) cycle inσπ −1 , then by Proposition 17 a 2-move (i.e. a (1, 1)-sequence) exists. Thus, considerσπ −1 with only even (odd-length) cycles. (2) All the cycles ofσπ −1 are unoriented. Let γ = (a b c) be a segment of a cycle ofσπ −1 . We have two cases: Proof. If (a b c) is a 2-move, then the lemma holds, since a 2-move is a (1, 1)sequence, which in turn is We used vertical bars to indicate the points in γ that would be affected by the application of (a b c), and subscripts to indicate the length parity of the resulting cycles. Note that the cycle γ can be rewritten as the product
For each of the 25 distinct possible forms ofπ (Appendix B), related to the symbols of (a d e b f c g), not allowing a 2-move, there is a (4, 3)-sequence of transpositions.
Configurations
A configuration Γ is a product of even (odd-length) segments ofσπ −1 cycles with at most two open gates, so that each cycle ofσπ −1 has at most one segment in Γ. An unoriented configuration is a configuration consisting only of unoriented segments. If ||Γ|| 3 ≤ 8 then it is referred to as a small configuration.
Example 20. Letπ = (0 9 8 7 6 5 4 3 12 11 10 15 14 13 2 1) andσπ −1 = (0 2 14) (1 3 5 7 9) (4 6 8 10 12) (11 13 15) . The products Γ = (0 2 14)(11 13 15) and Λ = (4 6 8 10 12)(11 13 15) are both small configurations ofσπ −1 .
From a configuration Γ, we can obtain a larger configuration Γ ′ such that ||Γ ′ || 3 = ||Γ|| 3 + 1, extending Γ by three different ways, as follows:
(1) Suppose Γ has one or two open gates. We add a 3-cycle segment of aσπ −1 cycle to Γ in order to close an open gate.
(2) Suppose Γ has no open gates. We add a 3-cycle segment of aσπ −1 cycle to Γ, so that this new segment intersects with another one in Γ.
(3) Suppose it is not possible to extend Γ with neither (1) or (2) , and that there is a cycle ǫ in Γ which is a segment of a cycle γ ofσπ −1 such that |ǫ| + 2 ≤ |γ|. We then increase by 2 the length of ǫ. Let (a b c) be a 3-cycle segment ofσπ −1 . If it is possible to extend (a b c) eight times until eventually reaching a configuration Γ such that ||Γ|| 3 ≥ 8, then we call Γ a sufficient configuration.
Example 21. We may extend the Γ configuration of the Example 20 using extension (1) , resulting in Γ ′ = (0 2 14)(4 10 12)(11 13 15) . Then, with extension (2), we obtain Γ ′′ = (0 2 14)(1 5 3)(4 10 12)(11 13 15) . Finally, with extension (3), we obtain Γ ′′′ = (0 2 14)(1 3 5 7 9)(4 10 12)(11 13 15) .
Notice that our definitions of configurations are similar to those devised by Elias and Hartman [8] . However, although they have proposed the concept of extension of configuration, there is no definition in their method analogous to our extension (3), since they have only worked with simple permutations.
Our goal is to show that, any configuration Γ ofσπ −1 such that ||Γ|| 3 ≥ 8 can be rewritten as a 11 8 -sequence. To this end, we employ the results of Elias and Hartman [8] , available to the public 2 as a catalog of configurations and their respective 11 8 -sequences of transpositions.
Desimplification: undoing simplification
In this section, we propose the concept of desimplification -the opposite of simplification. In algebraic terms, given two cycles γ = (γ 1 . . . γ |γ|−1 γ |γ| ) and δ = (δ 1 . . . δ |δ|−1 δ |δ| ) fromσπ −1 , such thatπ(δ |δ| ) = γ |γ| , a desimplification step consists of the following operations:
(1) Replacing γ and δ by the new cycle ǫ = (γ |γ| γ 1 . . . γ |γ|−1 δ 1 . . . δ |δ|−1 ).
(2) Removing fromπ andσ the symbol γ |γ| .
(3) Replacing inπ andσ the symbol δ |δ| by γ |γ| .
We call (γ |γ| , δ |δ| ) a join pair, and denote by u(π, (γ |γ| , δ |δ| )) the cycle resulting from the desimplification step of π with the join pair (γ |γ| , δ |δ| ).
Example 22. Letπ = (0 5 4 3 2 1) andσπ −1 = (0 2 4)(1 3 5). Let γ = (1 3 5) = (5 1 3) and δ = (0 2 4) = (4 0 2). Note thatπ(3) = 2, thus, we are able to desimplifyπ by the pair (3, 2), resulting inσπ −1 = (0 3 5 1 4) and π = (0 5 4 3 1). For convenience, we label the symbols with consecutive integer, yeldingσπ −1 = (0 2 4 1 3) andπ = (0 4 3 2 1). Other possible join pairs are (0, 5), (5, 4) , (4, 3), (2, 1) and (1, 0). Supposeσπ −1 contains only even (odd-length) cycles. Then, at each desimplification step, both |π| and c • odd (σπ −1 ) are decreased by 1. Thus, if a desimplification step producesπ ′ andσ ′ , then |π|−c • odd (σπ −1 ) = |π ′ |−c • odd (σ ′π′−1 ). Therefore, ||σπ −1 || 3 = ||σ ′π′−1 || 3 , and the desimplification keeps the lower bound established in Theorem 12.
Unoriented configurations
We implemented a program that generates all the possible desimplifications of each of the 80, 000 configurations for which Elias and Hartman [8] found 11 8 -sequences, resulting in unoriented configurations. For each desimplification, with a join pair (a, b), we rewrote the τ i 's from the 11 8 -sequence τ x . . . τ 1 found by Elias and Hartman [8] as τ i ′ = αβ −1 , where α = u(τ i . . . τ 1π , a, b) and β = u(τ i−1 . . . τ 1π , a, b). This program tested the rewritten sequences of transpositions, and all of them consistently remained 11 8 -sequences for the desimplified versions of the configurations. This was expected, since Hannenhalli and Pevzner [13] proved that a sorting ofπ mimics a sorting of π with the same number of operations.
Before discussing an example of desimplification of one case generated by Elias and Hartman [8] , it is important to note that, when constructing their catalog of cases, for simplicity's sake, they set π as [1 2 . . . n].
Example 23. Take the case of the configuration (0 10 3)(1 4 2)(5 9 7)(6 11 8) 3 . For convenience, we also assumeπ = (0 1 2 3 4 5 6 7 8 9 10 11). The 11 8sequence found by Elias and Hartman [8] , in algebraic terms, corresponds to τ 1 = (2 6 11), τ 2 = (0 10 3), τ 3 = (2 8 4) and τ 4 = (9 7 5). Observe that (9, 10) is a join pair. From this, we have a desimplification with the new configuration (0 9 7 5 3)(1 4 2)(6 11 8) and u(π, (9, 10)) = (0 1 2 3 4 5 6 7 8 9 11). Then we calculate τ ′ 1 = u(τ 1π , (9, 10))u(π, (9, 10)) −1 = (2 6 11). Following this process, we get τ ′ 2 = (0 9 3), τ ′ 3 = (2 8 4) and τ ′ 4 = (3 7 5). Before storing this case in our catalog, we relabel the symbols with consecutive integers. Then, the desimplified configuration becomes (0 9 7 5 3)(1 4 2)(6 10 8) and τ ′ 1 becomes (2 6 10). The other 3-cycles remain the same, for this particular case.
This desimplification process generated a catalog containing about 480, 000 configurations. This process included the desimplification of configurations consisting of only bad small components. These are the configurations with less than nine 3-cycles, for which Elias and Hartman [8] did not find 11 8 -sequences. In our formalism, we call bad small configuration any desimplification of Elias and Hartman's bad small components [8] , including these ones.
Configurations containing oriented 5-cycles
The only oriented 5-cycle for which there is no 2-move is (a d b e c) such thatπ = (a . . . b . . . c . . . d . . . e . . . ). Note that this 5-cycle is equivalent to the desimplification of the interleaving pair (see Example 22) , and therefore, it is a bad small configuration. From this observation, we created a catalog containing the desimplifications of the configurations generated by Elias and Hartman [8] , starting from the interleaving pair, including the cases consisting of only bad small components based on the extension of the interleaving pair. We restricted the generation of desimplifications containing oriented cycles regarding the maximum length of 5, since longer-odd-length even oriented cycles allow (4, 3)-sequences, as previously described. For all of the nearly 27, 000 generated cases, we also applied the transformation described in Section 5.3 over the 11 8 -sequences found by Elias and Hartman [8] .
New upper bound for TDP
From the construction of the catalogs described in Sections 5.3 and 5.4, we derive the following results:
Lemma 24. If it is possible to build a sufficient configuration Γ ofσπ −1 , then a 11 8 -sequence of transpositions exists. Lemma 25. Ifσπ −1 consists only of bad small configurations and ||σπ −1 || 3 ≥ 8, then a 11 8 -sequence of transpositions exists. Thus, we conclude that if ||σπ −1 || 3 ≥ 8, then we can apply a 11 8 -sequence of transpositions. On the other hand, if ||σπ −1 || 3 < 8 and there are no 2-moves, the best we can do is to apply (3, 2)-sequences, given by either an oriented 5-cycle, an interleaving pair or a configuration containing three intersecting 3-cycles. In the next section, we show that even in this last scenario, the approximation ratio obtained by our algorithm is at most 1.375.
The last results prove the following new upper bound for TDP.
The upper bound allows us to obtain the following upper bound on the transposition diameter (TD).
Corollary 27. T D(n) ≤ 11 n 16 + 3(n mod 16) 4 5.6. An 1.375-approximation algorithm In this section, we present a 1.375-approximation algorithm for all the permutations of S n (Algorithm 1). Intuitively, while ||σπ −1 || 3 ≥ 8, it repeatedly applies 11 8 -sequences of transpositions to π. When ||σπ −1 || 3 < 8, the algorithm only guarantees the application of 3 2 -sequences. To reach the intended approximation ratio of 1.375 even when ||σπ −1 || 3 < 8, the algorithm has to search for a (2, 2)-sequence in the first step. In order to identify such a sequence, a look-ahead approach was used, meaning that the algorithm verifies if there is a second 2-move, after applying a first 2-move, generated either from an oriented cycle or from two odd (even-length) cycles of σπ −1 .
Theorem 28. The time complexity of Algorithm 1 is O(n 6 ).
Proof. The time complexity of O(n 6 ) is determined by the search for a (2, 2)sequence. To avoid missing a 2-move, all triples of an oriented cycle have to be checked in order to detect an oriented triple leading to a 2-move, which is O(n 3 ). Finding a 2-move by combining three symbols of two odd (even-length) cycles ofσπ −1 requires O(n 2 ). Thus, searching for a (2, 2)-sequence with the look-ahead technique to check if there is an extra 2-move needs time O(n 6 ).
The largest loop of the algorithm (line 12) needs time O(n 4 ), since it includes the search for a (4, 3)-sequence from an oriented cycle with a length greater than 5, which requires O(n 3 ). The last two loops of the algorithm have time complexity O(n 2 ).
Theorem 29. Algorithm 1 is a 1.375-approximation algorithm for TDP.
Proof. We note that this proof is similar to the one proposed by Elias and Hartman [8] . Let f (x) = 11 x 8 + 3(x mod 8)
2
. Depending on line 3, there are two cases.
(1) There is a (2, 2)-sequence. According to Theorem 12, the best possible sequence of transpositions that transformsπ intoσ is a sequence consisting of ||σπ −1 || 3 2-moves. Let m = ||σπ −1 || 3 − 2 be the 3-norm ofσπ −1 after the application of a (2, 2)-sequence. Algorithm 1 transformsπ intoσ using a maximum of f (m) + 2 transpositions, giving an approximation ratio of at most f (m)+2 m+2 . In Table 1 , we can see that for all 0 ≤ r ≤ 7 such that m = 8l + r and l ≥ 0, then f (m)+2 m+2 ≤ 11 8 .
(2) There is no (2, 2)-sequence. If ||σπ −1 || 3 = 1, then there is only one oriented 3-cycle inσπ −1 . In this case, there is a 2-move and the theorem holds. Otherwise, we can raise the lower bound of Theorem 12 by 1, since at least one 0-move is required to transformπ intoσ. Let m = ||σπ −1 || 3 . The approximation ratio given by Algorithm 1 is at most f (m) m+1 . Table 1 also shows that for all 0 ≤ r ≤ 7 such that m = 8l + r, l ≥ 0, then f (m) m+1 ≤ 11 8 . Searching for a (2, 2)-sequence at the beginning of the algorithm is essential to ensuring the 1.375-approximation. We claim that this search is critical for any algorithm solving the TDP with approximation ratio below 1.5. Therefore, unless there is a more efficient way to detect 2-moves in long oriented cycles, other than testing every oriented triple, we conjecture that there is no way for an algorithm to guarantee the approximation ratio of 1.375 -and no extra transposition, with time complexity below O(n 6 ).
The results presented in this section, along with the catalog generated from desimplifications of the Elias and Hartman's catalog [8] , prove the correctness of Algorithm 1.
Experimental results
We implemented Algorithm 1 and Elias and Hartman [8] , having audited both using GRAAu 4 [12] . This tool compared all the transposition distances produced by the two algorithms with the exact transposition distances, for all the permutations of length n, 1 ≤ n ≤ 13, having produced the statistics presented in Table 2 . The results obtained from the Elias and Hartman's algorithm [8] , as presented in Table 2 , show that the approximation ratio exceeds 1.375. On the other hand, our proposed algorithm does not exceed the ratio of 1.3333334. However, we presume that approximations of 1.375 will appear for permutations in S n , n ≥ 15, since in order to allow an (11, 8) -sequence (which is the longest 11 8 -sequence generated in Section 5),σπ −1 has to have at least 16 symbols. We also note that our algorithm outputs a higher number of correct answers (cal-culated transposition distances equal to the exact ones), when compared to the Elias and Hartman's algorithm [8] .
The source code of the implemented algorithms are also available on the GitHub platform 5 .
Conclusion
In this article, we first showed that the algorithm of Elias and Hartman [8] may require one extra transposition above the 1.375-approximation ratio, depending on how the input permutation is simplified. This occurs when there is a first (2, 2)-sequence in the original permutation that is "missed" during simplification, and bad small components remain in the cycle graph after the application of a number of 11 8 -sequences. Then, to solve TDP, we proposed a 1.375-approximation algorithm based on an algebraic formalism that does not employ simplification and which guarantees the 1.375 approximation ratio for all S n . In addition, we proposed a new upper bound for the transposition distance which also holds for all S n . The upper bound on the transposition diameter proposed in Corollary 27 although tighter than the one devised by Bafna and Pevzner [1] , of ⌊(3n)/4⌋, the best (considering all S n ) derived from the methods based on cycle graphs, is not tighter the one devised by Erikson et al [9] , of ⌊(2n − 2)/3⌋. Implementations of our algorithm and of Elias and Hartman's [8] were executed for short permutations of maximum length of 13, having been audited with the GRAAu platform [12] . The results showed our algorithm does not exceed the 1.375-approximation ratio and that the percentages of the correct answers (which are the calculated transposition distances that equal to the exact ones) given by it were better than those obtained by Elias and Hartman's algorithm [8] .
Some interesting research directions have arisen from the results presented by this paper. First, as far as we know, it is not trivial, given an input permutation, to choose a "good" simplification, i.e., a simplification that does not lead to one extra move. In fact, we do not know if such a simplification always exists, and if it exists, what would be the time complexity required to find it. Second, since we performed experiments only with short permutations, it would be interesting to investigate the results for longer permutations. Finally, we intend to use the algebraic formalism presented in this work to study and solve other rearrangement events affecting one chromosome, e.g., reversals and block-interchange. helped to improve this manuscript. M. E. M. T. Walter thanks CNPq for the fellowship (Project 310785/2018-9). L. A. G. Silva thanks CAPES for the doctoral scholarship (Grant 88887.639024/2014-01). 
