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Abstract 
A classification of elementary cellular automata (CA) based on their pattern growth is 
introduced. It is shown that this classification is effective, that is, there exists an algorithm to 
determine to which class a given CA belongs. This algorithm is based on the properties of the 
local rule of CAs, not requiring the observation of their evolution. Furthermore, necessary and 
sufficient conditions to detect all the elementary CAs exhibiting a shift-like behavior are given; 
these CAs have interesting dynamical properties and chaotic characteristics. 
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1. Introduction 
Cellular automata (CA) have been used as abstract models of systems in physics and 
other areas of science. Although they have a simple structure, they show a rich 
dynamical behavior that is reminiscent of real systems. Thus, the study of their 
properties can lead to a deeper understanding of the parameters that influence the 
complex behavior of physical systems. 
There are many aspects of the dynamics of cellular automata that are interesting to 
study. One is the analysis of the type of configurations that appear in the long time 
limit. This study was carried out by Wolfram [7]. After extensive simulations, he has 
divided cellular automata into four informal classes: 
W, evolution leads to a homogeneous tate; 
W, evolution leads to a set of separated simple stable or periodic structures; 
W, evolution leads to a chaotic pattern; 
W, evolution leads to complex localized structures, sometimes long-lived. 
Another possibility is to classify cellular automata according to their “pattern 
growth”, that is, the way a cellular automaton expands or contracts configurations 
with finite pattern embedded in a null background. 
There are many examples where an analysis of pattern growth might be useful. 
One example is spread of disease... In modelling pattern growth in real systems, 
there is some motivation to regard a random initial condition on a finite piece of 
lattice as a “microscopic seed” growing to a macroscopic structure [4]. 
In this respect, Wolfram has observed a correlation between his classification and the 
finite pattern behavior [S]. The four classes of cellular automata generate distinctive 
patterns by evolution from initial configurations with finite pattern: 
1. pattern disappears with time; 
2. pattern evolves to a fixed finite size; 
3. pattern grows indefinitely at a fixed rate; 
4. pattern grows and contracts with time. 
These experimental observations recall strongly the theory of Julia and Fatou sets of 
complex analytic transformations [l]. In that context, the Julia set of a complex 
transformation is defined as the sets of points in the complex plane whose orbit 
diverges to infinity under iteration of the transformation, whereas the Fatou set is its 
complement, that is, the set of points whose orbit stays limited. In our context, we 
want to classify cellular automata according to their pattern divergence. 
In this paper we formalize classification of cellular automata based on their finite 
pattern behavior and we provide the precise conditions under which a cellular 
automaton belongs to one of the classes. Furthermore, we study and characterize all 
the elementary CAs which exhibit a shift-like behavior. 
In the next section we review the notation and terminology about cellular automata 
that we shall use in the following, in Section 3 we formalize a classification of 
elementary CA based on their pattern growth, then, in Section 4, we give necessary 
and sufficient conditions for determining to which class a given CA belongs and we 
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characterize aclass of CAs having a shift-like behavior. In Section 5 we link our results 
with the study of bi-infinite subshift carried on in [2] and finally, in Section 6, we 
comment on our results and give some open problems. 
2. Basic definitions 
We shall consider only one-dimensional cellular automata, that is, the “sites” of the 
cellular automaton are arranged at integer positions on a straight line. Formally, 
a bi-injinite, one-dimensional cellular automaton (CA) is a triple 
G = (G,r,g), (1) 
where: 
G= (OJ,..., k - l} is the set of the states; 
rEN is the radius of the neighborhood; 
g:G2’+l + G is the local transition function. 
A conjiguration of a CA is a function that specifies a state for each site 
x:Z-+ G, i H Xi 
and can be represented by a doubly infinite sequence: 
x=( *..,x-,3x-n+l, . . ..x-1.X0,X+1, . . ..x.-1,X”, . ..I. 
where tli~Z, x~EG, so the set of all the configurations of the CA is G’. The 
neighborhood of a site ieZ is the set 
(i-r,i-r+l,..., i-l,i,i+l,..., i+r-l,i+r)cZ2’+‘, 
that is, the r sites to the left and the r sites to the right of i (plus i itself). The global 
transition function of the CA 
g:G=-+ G= 
specifies the next state of each site as the local function applied to the states of the 
neighborhood (V~EZ)(V~EG’) 
gi(X) = Cltxi-*9 xi- r+l~~~~~Xi-l~Xi~Xi+l~~~~~xi+*-lrXi+r) 
In the next section, we formalize the classification of cellular automata based on 
their finite pattern behavior. Such formalization is necessary to investigate the precise 
conditions under which a cellular automaton belongs to a certain class. 
3. The classification 
To start, we choose a particular state in G and call it the quiescent state; without 
losing generality, we can suppose that the quiescent state is 0. The other states 
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12 , , . . . , k - 1 will be called active states. We say that a configuration is jinite if it 
contains only a finite number of sites in an active state. Thus, a finite configuration has 
the form 
with x, # 0, x, # 0 and O’s extending indefinitely both to the left and to the right. Any 
one of the sites between position m and position n may be in the quiescent state. We 
shall use the symbol 5 for the set of finite configurations of a given CA. 
A CA is quiescent if its local transition function satisfies g(0, 0, . . . , 0) = 0. Trivially 
the null configuration 
0 = (...) o,o,o,o,o,o,o, . ..) 
is a fixed point for every quiescent CA. Moreover, the set of finite configurations of 
a quiescent CA is invariant under the global transition function of the CA. That is, if 
3 is a finite configuration of a quiescent CA with global transition function g, then g(x) 
is finite too. This happens because “information” can flow from active sites to the-left 
and to the right at most r sites per step. 
We say that a finite configuration 3 contains a pattern located in a support region, 
and we assign to the pattern a number G(~)EN, that we call the length of the pattern, in 
the following way. For the null configuration the support region and the pattern are 
empty, we let e(g) = 0. If x is not the null configuration, then there is at least an active 
site. Moreover, as the number of active sites is finite, there is a first active site and a last 
active site. Let n be the position of the first active site and m the position of the last 
active site, so that x, # 0 and x, # 0 in Eq. (2). Then we say that the set of sites 
(n,n + l,..., m) is the support region of the pattern (also the “active” part of the 
configuration), the sequence (x,, x, + 1, . . . , x, _ 1, x,) is the pattern of the configuration 
and we let e(x) = m - n + 1. Thus the length of the pattern contained in a finite 
configuration is the number of sites of the longest segment with active sites at the 
boundaries. It is obvious that the null configuration is the only finite configuration 
that contains a pattern of zero length, and that every other finite configuration 
contains a pattern of positive length. 
We have already observed that for quiescent CAs information can flow from active 
sites at bounded speed. Using the concept of pattern length, it is natural to quantify 
the information flow in terms of pattern growth. In fact, it is easy to show that if g is 
the global transition function of a CA with radius of the neighborhood r and 
3 contains a pattern of length n, then the configuration g(x) contains a pattern of 
length at most n + 2r. Thus, the speed of information flow can be at most linear in the 
radius of the neighborhood. We can introduce a metric on the phase space 9. 
Proposition 1. The mapping dc : 9 x 9 I-+ R +, 
d/(x, 5’) := 
0 if 5 = x’, 
e(x) + l($) otherwise, 
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is a metric on 9 with respect to which the pair (F,d,) is a complete metric space. 
Pattern length is the tool that we need to give our formal classification. 
Definition 1. A quiescent CA with global transition function g is in class: 
Gz?i iff VXE.~: lim /(g”(x)) = 0; 
n-03 
G32 iff V~EF: supe(g”(x)) < 00; 
nsN - 
%73 iff 3sE9: supd(g”(x)) = co. 
EN 
For CAs in class V1, every pattern disappears after a finite transient, because of the 
discreteness of values of function L’. The null configuration 0 is a global attractor (i.e., 
an attracting point whose basin consists of all the finite configurations); thus, every 
finite configuration is eventually fixed. For CAs in class ‘igz, every pattern stays limited 
under iteration of the global transition function. For CAs in class wg,, there is at least 
one pattern that grows indefinitely. Definition 1 could be refined to better suit 
Wolfram’s observations about pattern behavior. However, we take it as a good 
starting point for the analysis of pattern growth in CAs. 
Proposition 2. With respect to the metric dl defined above, CAs in ‘igz have an empty 
Julia set, that is, every orbit startingfiom a finite conjguration stays limited. Analog- 
ously, CAs in class ‘ig3 have a nonempty Julia set, that is, there is at least one 
conjguration whose orbit grows inde$nitely. 
It follows immediately from their definition that the following relations between the 
classes hold: 
wg, G&=@,. 
We have summarized these facts graphically in Fig. 1. 
(3) 
Fig. 1. Relations among classes of finite pattern behavior. 
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In the next section we give some effective results about the classification: in 
Section 4.1 we show an algorithm to test whether a given CA is in class QY1, 9Z2 or V3 
and in Section 4.2 we describe the behavior of shift-like CAs belonging to &. 
4. Analysis of elementary CAs 
We restrict our attention to the class of elementary CAs, the boolean CAs with 
unitary radius of the neighborhood, so that G = B = (0, I} and r = 1 in Eq. (1). 
Although these CAs are the simplest, they show a variety of behaviors typical of more 
general classes of CAs. 
The local transition function g : B3 + B can be represented by a “transition table”, 
like the one in Table 1. This table gives on separate lines the value of the local 
transition function for different values of its arguments. In particular, if the CA is 
quiescent, then g(O,O, 0) = 0. There are exactly 256 elementary rules that can be 
enumerated considering the vector (g(l, 1, l), . . . , g(0, 0,O)) as the binary expansion of 
an integer number; clearly the quiescent rules have an even number (g(O,O, 0) = 0). 
We shall express our effective results about finite pattern behavior in terms of other 
classes of CAs. 
4.1. Class$cation of elementary CAs 
Definition 2. A quiescent, boolean CA with unitary radius of the neighborhood is in 
class: 
9 iff g(O,O, 1) = g(l,O,O) = 0; 
Y: iff g(O,O, 1) = g(0, 1,0) = g(0, 1,l) = 0; 
Y; iff g(l,O,O) = g(O,l,O) = g(l, 1,0) = 0; 
9: iff g(O,O, 1) = 0, g(O,l,O) = 1, g(0, 1,1) = 0; 
9’ iff g(l,O,O) = 0, g(O,l,O) = 1, g(l,l,O) = 0; 
9: iff g(O,O, 1) = 0, g(0, 1,l) = 1, g(0, LO) = 0, 
g(1, l,O)(g(l, 1,l) vg(l,O, 1)) = 0; 
9: iff g(l,O,O) = 0, g(l,l,O) = 1, g(O,l,O) = 0, 
g(0, 1, l)*(g(l, 131) v g(l,O, 1)) = 0. 
Let us call Yright the class Y: u 9; u 9: and &$r, the class Y; u 9,’ u 9,“. These 
classes are effective, that is, we have only to look through the transition table of a CA to 
establish if it belongs to one of these classes. We say that CAs in Y are localized, CAs 
in YiSPler,\Z are shift-left-like, CAs in LSqight\P’ are shift-right-like. If we interpret a finite 
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Table 1 
Local transition function of elementary CA 
x Y z g(x, Y, 4 
0 0 0 do, Ql 0, 
0 0 1 dO,O, 1) 
0 1 0 d0, 190) 
0 1 1 s(O, 41) 
1 0 0 s(l,O,O) 
1 0 1 s(l,O, 1) 
1 1 0 g(l, 170) 
1 1 1 dl, 1,l) 
configuration as a signal over a transmission line, then the signal propagates in 
different ways for the different classes of CAs. If glc is the global transition function of 
a localized CA, then the signal contained in Eq.-(2) between position m and position 
n will remain localized within the same region at the next step: 
g&) = (...,O,O,O,x:,,x:,+1, .--,x:,-1,&,0,0,0, . ..). 
This does not prevent he signal from being modified in the support region. If gSl is the 
global transition function of a shift-left-like CA, then the signal travels to the left 
during the evolution: there is a kEN, depending on gSl, such that 
$I(&) = (...) 0,0,x;+ .*., xi, . . . ,X;_k,O,O, . ..). 
This behavior is similar to a wave packet: the support region travels with a group 
velocity, while the single cell has a phase velocity (see for instance the double 
alternating subshift rules). A symmetric ondition is true for shift-right-like CAs. It is 
easy to prove the following result. 
Lemma 1. Let g be the global transition function of a quiescent CA and 5~9: 
1. Zf the CA & in 9 or in 9, or in Yrq, then the sequence {e(g”(x))) is nonincreasing. 
2. Zf the CA is in 9 n 9, or in 9 n Yr4”,, then the sequence ([(g”(x))) is strictly 
decreasing, unless g”(x) is the null conjiguration. 
Class %?r can be completely and effectively characterized in terms of 8, 9, and Yr. 
Proposition 3. The following equality holds: 
VI = 9 n (9, u Yr). (4) 
Proof. Let g be the global transition function of a quiescent CA. If the CA is in 
8 n (9, u gr), then it must be either in 3 n Y; or in Y n yl,. By point 2 of Lemma 1, 
the sequence of non-negative integers (e@“(x))} is strictly decreasing for every 5~9, 
unless $‘(x) is the null configuration. This implies that {_g”(x)) must converge to the 
null configuration, so that lim,,, e(g”(x)) = 0 and the CA is in Wr. 
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Conversely, if the CA is not in Y n (9, u Sq), then either it is not in Y or it is not in 
Yi u Yr. If the CA is not in 9, then either g(O,O, 1) = 1 or g(l,O, 0) = 1. If 
g(l,O,O) = 1, let 
&o = (... ,o,o,o,o,o, 1,O,O,QO,O, . ..I. 
that is, the configuration that contains 1 in position 0 and 0 elsewhere. It is easy to 
prove by induction that g;(xo) = 1 for every HEN, so that the sequence {/(s”(x))) does 
not converge to 0 and the CA is not in 9Zi. In the same way, if g(O,O, 1) = 1, then the 
CA is not in %Z1. 
Suppose that the CA is in Y but not in 9, u Yr. Under these hypotheses, either 
g(0, LO) = 1 or g(0, 1,l) = g(l, LO) = 1. If g(0, LO) = 1, then configuration z. is 
a fixed point of the CA. Thus, there is a configuration that does not converge to the 
null configuration and the CA is not in Vi. Otherwise, if g(0, 1,l) = g(1, LO) = 1, let 
xi = (...) 0,0,0,0,0,1,1,0,0,0,0,0 )... ). 
Then the configuration x1 is a fixed point of the CA and the CA is not in %‘i. 0 
We can also characterize class G?7Z in terms of the elementary classes defined in 
Definition 2, and thus, by Eq. (3), class &. 
Lemma 2. The length of the initial conjiguration of CAs belonging to 9; u 9; does not 
grow indejnitely during the evolution. 
Proof. By point 1 of Lemma 1, we can consider only the set (9: u Sqr)\U; thus we 
may assume g(l,O,O) = 1 for rules in 9: and g(O,O, 1) = 1 for rules in 9;. We shall 
divide the class 9; into two subclasses: the class of rules such that g(1, LO) = 1 and the 
class of rules such that g(1, 1,0) = 0. 
In the first case we show that the block (010) disappears after a finite transient; in 
particular it cannot appear as a left ending block, thus the length of every configura- 
tion does not grow. Let an initial configuration be (. . . ,O, O,O, 1, x,0+ 1, .., , xz_ 1, l,O, 
0,. . .) with xF_ i = 0, xp = 1, xi”+ i = 0 for some k{n + 1,. . . , M - l}. In the configura- 
tion x1 we can still have the block (010) only if xF+:2 = 1; in this case, if xio,, = 1, we 
have xi: 2 = 0 then xi’+ 1 = 1, thus the block (010) does not appear any more; if, on the 
contrary, x:+~ = 0, we could have an occurrence of (010) at the positions 
i + 1, i + 2, i + 3, which generates a situation analogous to the one just described, 
that yields a pair of l’s which at every step shifts to the left, removing the occurrences 
of (010). As the configuration is finite, necessarily, it ends with (lOO), thus in the initial 
configuration we have a situation that yields a block (11) propagating to the left, 
removing the occurrences of (010). Finally, we note that the only predecessor of (010) 
which does not contain (010) itself, is (01101) that can appear only if (010) appears in 
a predecessor, so we can conclude that, after a finite transient, the block (010) will not 
appear any more. 
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In the second case (i.e. g(l, LO) = 0) let us consider a configuration 
qg = (... ,0,0,X” = 1,o )...) l,O,O )... ). 
We consider separately two situations: 
(a) If g(l,O,l) = 0 and x,+~ = 0, in the configuration g(x) we have 
(..., 0,x:, = l,l,O ,...) 1,O ,... ), thus in g’(x) we have (..., 0,x," = O,O,T..,l,O,O, ...). 
Since on the right the length o? 5 has grown of two positions, we have 
/(g’(x)) = d(x) and {(g(x)) = e(x) + 1. By induction we can prove that for every teN, 
C@‘(~)) = .4(x) and @“‘i 
creasing. 
(5)) = e(x) + 1, thus the sequence {Q”(~))} is not in- 
To prove that sup,,,e(g”(x)) < 00 we have to show that the block (0101) does not 
appear after a finite transient. If we have g(1, 1,l) = 0, block (0101) has only the 
predecessors (yO1010) with y = 0,l and (llOlO), which has only the predecessor 
(0100101). Let us consider a configuration 3~9 such that x.+i = 1, x,,+~ = 1, 
x,+3 = 0 and (x.-2x,-1x,)~((~l),(101),(l10)}, then g,(x) = 1, g,+,(x) = 0, 
s.+z(x) = 1. If x,+4 = 0 then gn+3($ = 0 and the block (101) disappears in the 
configuration g’(x). If x.+4 = 1 and x,+~ = 1, we have gn+4(z) = 0 and gi+3(x) = 1, 
so g3(x) does not contain (101); on the contrary, if x,+~ = 1 and x.+~ = 0, we have the 
same string, in the position n + 1, n + 2, n + 3, n + 4, n + 5 in 5, and in the positions 
n - 1, n, n + 1, n + 2, n + 3. Since XEF, this situation cannot repeat to infinity and 
there must be a block (100) which generates a block (00) or a block (1 l), that appears 
every other step, moved to the left, and erases the occurrences of (0101). Thus the 
block (0101) disappears from every finite initial configuration, and if it does not 
appear in the initial configuration, it cannot appear during the evolution. 
If g(l, 1,l) = 1, then the block (0101) has also the predecessor (011100) that must 
disappear after a finite transient, since the triple (111) has only the predecessor (1111 l), 
thus it can appear in 5’ at the position i only if x?+:,+~ = 1. 
(b) If g(l,O, 1) = 1 we could have two situations. If g(1, 1,l) = 0, then the configura- 
tion of active sites contracts of two positions on the left every two steps, thus the 
length remains constant. If g(1, 1,l) = 1, and the configuration x ends with the blocks 
(OlOOO), (01001) or (OlOll), the configuration g(x) ends with (0110) and then 
8’(g2(x)) = e(x); if 5 ends with (OlOlO), g(_) x must end with (01111) and the number of 
contiguous l’s depends on the length of the block (0101010. . ) in 5 but, since XE$F”, 
there must be a zero, that in the next steps propagates to the left, thus 3 ke N such that 
gk(& ends with (0110). This is due to the fact that the configuration &c) must contain 
an even number of contiguous l’s (since V y~(0, l}, g( JO, y) = 1) and that at every step 
the number of contiguous l’s decreases by two. 
Symmetrically we can show that if ge9,’ the {Q”(x))} does not grow indefinitely. 
Lemma 3. The length of the initial conjiguration of CAs belonging to sp:’ v 9,” does not 
grow indefinitely during the evolution. 
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Proof. Like in the previous lemma, we can consider only the set (9’: u y;“)\U. Since 
g(0, LO) = 0, we have that, for the rules in 5$“, d(g(x)) > e(x) iff x, = 1, x,+ 1 = 1. We 
can distinguish three cases: 
1. g(1, LO) = 0 and g(l,l, 1) = 1. 
2. g(1, LO) = 0 and g(l,l, 1) = 0. 
3. g(1, LO) = 1. 
Incaselwecanhavex’=( . . . . 0,x:,=1,1 ,..., 0 ,... )onlyifeither 
x r-1 = (...) 0,0,x:-’ = l,l,l,...) 0 )...) 
or 
x ‘-’ = (..., 0,0,x::‘, = l,O,l,l, . . . . 0 ,...) and g(l,O,l) = 1 
or 
x ‘-l =( . . . . 0,0,x;:\= l,O,l,l,l,..., 0 ,...) and g(l,O,l)=O. 
In all these cases, the presence of a pair (11) in x’- 1 in the positions n, n + 1 requires 
apair(ll)inx’-2 in the positions n + 1, n + 2, and so on. Since x’EP”, there must be 
a toeN such that for all t > to 3’ does not contain the block (011) as left ending block, 
and thus the sequence {e(g”(x))}, after a finite transient, is not increasing. 
In case 2, if g(l,O, 1) = O-then the block (011) does not have any predecessor as left 
ending block; on the contrary, if g(l,O, 1) = 1, the only predecessor of (011) is (01011) 
that yields the same situation of case 1. 
In case 3 the block (011) does not disappear as left ending block, but we can show 
that after a finite transient it can appear as left ending block only in the form (01110). 
In fact the block (01111) does not have any predecessor as left ending block, while 
(0110) disappears after a finite transient, in fact we have 5’ = (... ,O, xi = 1, 
lo,..., 1,O ,... ),8x’-‘=( . . . . 0,x:-‘= l,l,O,l,..., 1,O ,... )andthus 
x t-2=( . ..) 0,x;-2=1,1,0,1,1,..., 1,o )...) 
and 
x ‘-3 = (...) o,x;-3 = l,l,O, 1, LO, . ..) LO, . ..). 
This is the same situation of 5’ and we can see that, since x’EF, the block (0110) must 
disappear. Thus, the block (011) may appear only in the form (01110). 
Since g(l,O, 1) = 0 and g(1, 1,l) = 0, if x has (01110) as left ending block, we have 
/‘(g2(x)) = e(x) and the length of x does not grow indefinitely. 
In a similar way one can derive the same results for 9:. 0 
Proposition 4. The following relation holds: 
%2 = dp ” Xight u %eleft . (5) 
Proof. Let g be the global transition function of a quiescent CA. By point 1 of 
Lemma 1, by Lemma 2 and by Lemma 3, if the CA is either in 9 or in 9iPleF1 or in 
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%ight, then the sequence {((g”(x))} IS nonincreasing for every 5~9, so that 
sup /(g”(x)) < co and the CA is in &. To prove the inverse inclusion, we prove that if 
gE 9 G %ight U %eft~ then gEq3. If geY u yright u Yleftr then the following condi- 
tions must hold: 
1. g(l,O,O) = 1 v g(O,O, 1) = 1. 
2. g(l,O,O) = 1 v g(l,l,O) = 1. 
3. g(O,O, 1) = 1 v g(O,l, 1) = 1. 
4. g(O,O, 1) = 1 v g(0, 1,1) = 0 v g(0, 1,O) = 1 
v [g(l,l,O) = 1 A (g(l,O, 1) = 1 v g(l,l,l) = l)]. 
5. g(l,O,O)= 1 v g(l,l,O)=O v g(O,l,O)= 1 
v [g(O, 1,1) = 1 A (g(l,O, 1) = 1 v g(l,l,l) = l)]. 
We distinguish three cases: 
(a) If g(l,O,O) = g(O,O, 1) = 1 all the conditions are verified and for 
3 = (...) 0,0,1,0,0 )...) 
we have lim,,, e(g’($) = + co, thus gEqS3. 
(b) If g(O,O, 1) =O and g(l,O,O) = 1;we must have also g(O,l, 1) = 1 and 
[g(l, 1,O) = 1 A (g(l,l, 1) = 1 v g(l,O, 1) = l)] v (g(O,l,O) = 1 A g(0, 1,1) = 1). 
This is equivalent to 
g(O,l,l) = 1 A {[(g(l,l,O) = 1 A (g(l,O,l) = 1 v g(l,l,l) = l)] v g(O,l,O) = 11. 
If g(l,l, 1) = 1 then for 
5 = (..., o,o, 1, l,O, 0, . ..) 
we have lim,,, e(g’($) = + co, thus g&&. 
If g(1, 1,1) = 0 but g(0, 1,0) = 1, the-configuration 
(...) O,O,l,O,l, l,O,O )...) 
is such that 
lim /(g’(x)) = + co. 
Z’rn - 
In fact, since g(l,O,O) = 1, the length of x grows on the right of one position at each 
step while on the left it stays the same, since g(0, 1,0) = g(0, 1,1) = 1. 
If g(l,l, 1) = g(O,l,O) = 0 we must have g(l,O, 1) = 1 and g(l,l,O) = 1. Let us 
consider the configuration x0 = ( . . . . 0,x,= l,l,O ,... ).ItiseasytoseethatVt~Nthe 
configuration g’(x) has the block (110) as right ending block. Since g(l,O,O) = 1 the 
length of g’(sj grows of one position on the right at each step. To prove that 
sup,,,/(g”(x)) = co, we have to show that the block (011) does not disappear as left 
ending block. Let us suppose to have a configuration 3’ ending on the left with the 
block (010): 
x’ = (...) 0,x; = l,O,lx,/? )...) l,o )... ). 
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We study separately the four possible values of (a&(0,1}‘. 
Ifo!=B=lwehave$+‘=( . . . . O,x:‘,‘,=l,xi’,\=l,..., 1,0 ,... ). 
If M = 1 and fi = 0, there are two possibilities: the block (010100) does not appear in 
any configuration x’, since it does not appear in the initial configuration and it has 
only the predecessors (1OlOOa) for ~(0, 11; if xf has the left ending block (OlOlOl), x* 
must contain also the block (1011) and it is easy to see that this block is moved to the 
left at every step, until it becomes the left ending block and generates the block (011). 
If a = 0 and /l = 1, it is easy to see that if we have a configuration of the form 
(1000...0110)or(1000...01110),at thenextsteps wehavea triple(lll)ontheright 
that is moved to the right of one position in two steps, while on the left the 1 is moved 
to the right of one position in a step, thus, after a sufficient number of iterations, we 
have the block (101) on the left. Thus the blocks (100110) and (100111) lead to 
a situation already seen. If we have the block (OlOOlOO), we can see that the second 
occurrence of (0100) after a sufficient number of steps becomes (0101 l), and leads us to 
the previous cases. The block (0100101) does not appear in the initial configuration, 
and it has only the predecessors (01001010a) for CE (0, l} that contain (0100101) itself. 
Finally the case c( = /? = 0 can easily be treated as the previous. 
(c) Is symmetric to case b. 0 
Corollary 1. By virtue of Eq. (3), the following relation holds: 
In Table 2 we show all the elementary rules, divided in the three classes, and 
compare our classification with Wolfram’s. 
Class +?r is the simplest one: for every rule in this class, the evolution starting from 
any point in 9 always leads to the null configuration, that is a fixed point, in a finite 
number of steps. All the rules in %r are in Wolfram’s class 1. The rules of class Vi are 
locally contractive. 
Proposition 5. Let gMI and let {An}n.N be the sequence of subsets of the phase space 
defined in the following way: 
A, = (xe9: 8(x) < n}. 
The following properties are satisfied 
1. VrEN, g(‘4,) c A,. 
2. If n < &then A, E A,,,. 
3. u;=; A, = 9. 
4. (A,,g) is a contractive dynamical system with contractive constant (1 - 1/2n) < 1 
(i.e., ix, X’E A., d&(x), g(x’)) G (1 - 1/2M(x~ 3’)). 
Proof. To prove property 1 we need only to observe that tlx~:f\{Q), 
/(g(x)) < e(x) - 1. Properties 2 and 3 are trivial. Finally we prove property 4: let 
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Table 2 
All the quiescent elementary rules 
Our class Basic class Dynamics Rule number Wolfram’s class 
Global attracting quiescent 0,8,32,40,64,96,128,136,160 
equilibrium state 168,192,224 
Locally attracting 4,12,36,44,68,72,76,100 
equilibrium configurations 104,132,140,164,172,196,200 W, 
204,228,232,236 
Periodic configurations 108 W, 
Right subshift 16,48,80,112,144,176,208,240 W,
Right subshift 84,116,212,244 W, 
Double right subshift 20,52,148 W, 
Right shift-like dynamics 180 W, 
Right subshift 24,56,152,184 W, 
Double right subshift 88 W, 
Left subshift 2,10,34,42,130,138,162,170 W, 
Left subshift 14,46,142,174 W, 
Double left subshift 6,38,134 W2 
Left shift-like dynamics 166 W, 
Left subshift 66,98,194,226 W, 
Double left subshift 74 W, 
234,238,248,250,252,254 WI 
28,50,58,62,70,78,92,94,114,118 
156,158,178,186,188,190,198 W, 
202,206,214,216,218,220,222 
230,242,246 
18,22,26,30,54,60,82,86 
90,102,106,110,120,122,124 W, 
126,146,150,154,182,210 
~,$EA,, 5 # x’, we have 
4Mx), &‘N G e(g(x)) + Q(x’)) - - 
< d(x) + 4(x’) - 1 
< d&x’) - 1. 
Thus we obtain 
(7) 
If x = x’, the previous inequality is trivially verified; therefore (A,,g) is a contractive 
dynamical system. 0 
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Theorem 1. For the rules in WI every positive motion goes into the unique jixed point 
0 in a finite number of steps (i.e., 0 is a global attractor). 
Proof. By property 3 of Proposition 5, for every se.9 there exists n such that TEA,,. 
Since the metric space (A,,d,) is complete, (A,,g) is contractive and C&A, is a fixed 
point, every motion starting from a point in A, goes to 0, and thus the motion starting 
from x goes to 0. Cl 
The set (9 u LY)right u Y,eq,,,)\V, is the union of three disjoint sets: 
(9 ” %ght ” %eft)\ql = (z\gl) u (%ight\~) u (Y;eft\-% 
All the rules in the set Z\%i, starting from a finite configuration, evolve to a periodic 
point that is still a finite configuration. In fact, since the active part of the configura- 
tion is fixed in length and position, the number of different states that can be reached 
during the evolution is finite, thus every orbit is eventually periodic; more precisely, all 
the rules in this set, but one (rule 108), are characterized by a fixed point dynamics. 
Definition 3. A block (xi- 1 ,xi,xifl)~{O, l}” is admissible, for a fixed point rule, if 
g(xi_ 1, Xi, xi+ 1) = xi; a configuration x is admissible iff it is made only of admissible 
blocks. We call the blocks that are not admissible forbidden. 
Proposition 6. A conjguration 5~9 is aJixed point for a rule g iffit is admissible (i.e., 
V iEZ the block (xi- 1, Xi, Xi+ 1) is admissible). 
Proposition 7. For every rule in _Y\%‘t but rule 108, each positive motion reaches ajxed 
point in aJinite transient. 
Proof. It is easy to see that every forbidden block disappears after a finite transient if 
the rule is in ZY\\vi and it is not rule 108. q 
Definition 4. A block (xi-~,Xi-~,Xi,Xi+~,Xi+2)Eo, l}’ is admissible for an order 
2 periodic point rule g iff 
A configuration 5 is admissible iff 5 and g(x) are made only of admissible blocks. We 
call forbidden the blocks that are not admissible. 
Proposition 8. A conjiguration XE~ is an order 2 periodic for a rule g tflit is admissible 
(i.e., VieZ the blocks (xi-z,xi-1,xi,xi+l,xi+z) and (gi-z(x),gi-l(X),gi(X), 
gi+ 1 (x), gi + 2 (x)) are admissible). 
Proposition 9. For rule 108 every positive motion reaches an at most order 2 periodic 
point in a jnite transient. 
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Proof. Every forbidden block disappears after a finite transient. q 
4.2. Subshift behavior 
The rules in S@righl\$R are characterized by a right shift-like dynamics; we can 
investigate the behavior of these rules. From now on, especially with respect o the 
analysis of chaotic behavior, we equip the phase space with the Thyconoff metric. 
4.2.1. Right subshift 
We recall, from [2], some definitions. 
Definition 5. A CA rule g is a right subshift rule if the corresponding lobal function 
g is such that there is a nontrivial (i.e., not consisting only of the null configuration), 
closed, invariant subset C,, of 9 (that is g(C,) G C,) on which it is the right shift, that 
is, vx~&, g(x) = G(X). 
In the following we shall refer with Co to the largest subset of 9 on which the CA 
behaves like the shift. 
Definition 6. A block (xi- i, xi, Xi+ i)~ (0, l}” is admissible, for a right subshift rule, if 
g(xi- 1, Xi, Xi+ 1) = Xi- 1; a configuration 5 is admissible iff it is made only of admiss- 
ible blocks. Clearly, the set Co is the set of all the admissible configurations. We call 
forbidden the blocks that are not admissible. 
Proposition 10. All the rules g in LY’~\Y are right subshif, each one on a closed subset 
Ct’ of 9, reached from every finite configuration after a finite transient. 
Proof. For the rules in +Yr\U we have 
g(O,O, 1) = g(0, 131) = g(0, LO) = 0, g(l,O,O) = 1, 
thus the blocks (OOl), (OlO), (Oil), (100) are admissible; also the block (000) is admiss- 
ible, because we only consider quiescent rules. It follows that only the blocks 
(lOl), (1 lo), (111) may not be admissible. We must prove that each one of these blocks, 
if forbidden, disappears from every initial configuration in a finite transient. 
First we consider the block (111). If it is forbidden (i.e., g(1, 1,1) = 0), there does not 
exist (x1x2x3x4x5)~{0, l}’ such that 
dXl,X2,X3) = 1, &2,X3,X4) = 1, &3,X4,%) = 1, 
thus the block (111) disappears in one step and it cannot occur in a configuration at 
time t > 0. 
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Let us suppose now that block (110) is forbidden; as we have 
dXl,XZ,X3) = 1, dx*,x3,x4) = 1, dX3,%%) = 0 
iff (x1x2x3x4x5) = (11110) and (111) is admissible, the block (110) can appear in 
a configuration at t > 0 iff it appears in the initial configuration. Let us consider 
a configuration x0 such that 
x;_2 = 1, xi”_r = 1, x0= 1, xF+, = 1, x:+:,=0 
in the configuration x1 we will have x:-r = 1, x! = 1, x!+r = 0. 
If xi’_ 2 = 1, xi_ 3 = 1, in the configuration 5’ the block (110) will appear moved to 
the left of one position. In the general case, in the configuration X’ the block (110) will 
appear iff xp_‘-(,+r) = 1, xF_, = 1, . . . ,x9 = 1, xio,, = 0, but x’E~, thus 3 to such that 
xrO does not contain the block (1 lo), which will not appear in the next configurations. 
Finally, we suppose the block (101) to be forbidden; we consider separately two 
situations. If (110) is admissible, (x1x2x3x4x5)~{0, l}‘, such that g(x1,xz,x3) = 1, 
g(x2,x3,x4) = 0, g(x3,x4, x5) = 1, does not exist, thus if (101) appears in the initial 
configuration, it will disappear in one step. On the contrary, let us assume that (110) is 
forbidden: if (101) appears in 5’ or in x1, it disappears in a finite time, since it is moved 
to the left of two positions in two steps. If it does not appear in the first two 
configurations, it cannot appear elsewhere, since the only predecessor of (101) that 
does not contain (101) has a unique predecessor which contains (101). 
It is easy to see that for each rule in Yr\Y, the set C$’ is closed, since it is defined by 
a set of forbidden blocks. 0 
Now we study the set $‘\Y. Here we have to distinguish two cases: g(1, LO) = 1 
and g(1, LO) = 0. 
Proposition 11. AI1 the rules g in (Y;\Y) n {g: g(1, LO) = l} are right subshift, each 
one on a closed subset Z$ of 9, reached from every Jinite conjguration after a fmite 
transient. 
Proof. The rules in this set are characterized by the following properties: 
g(O,O,O) = 0, g(O,O,l) = 0, g(0, LO) = 1, g(O,l, 1) = 0, g(l,O,O) = g(l,l,O) = 1. 
Thus the blocks (000), (001),(011),(100),(110) areadmissible, while the block (010) is 
forbidden and blocks (101) and (111) are forbidden respectively if g(l,O, 1) = 0 and 
g(1, 1,l) = 0. We have already shown (see Lemma 2) that the block (010) disappears 
after a finite transient; it is easy to see that the blocks (101) and (11 l), if forbidden, 
disappear after a finite transient, since all the predecessors of these blocks contain the 
block (010). Cl 
In a similar way we can show that also the rules of the set 
(Y:\_S?) n {g: g(1, LO) = O> are right subshift. 
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Proposition 12. The rules g ofthe set (S@~\A?) n {g: g(1, 1,0) = O> are right subshifi on 
a closed subset Ct’ of 9 reached in a jinite transient, starting from every jinite 
conjguration. 
4.2.2. Double alternating right subshift 
To complete the analysis of the set Yi\Y, we have to study the set 
(Y:\_Y) n {g 1 g(1, LO) = 0} = {20,52,148,180}. All the rules in this set are shift-like, 
but they show different behaviors; as they are only four, we analyze them separately. 
Before doing that, we must recall some definitions. 
Definition 7. A CA rule g is a double right subshift if the corresponding global 
function g is such that there is a nontrivial, closed invariant subset Ci of 9 on which 
$(x) = G(x). 
In the following we shall refer with C1 to the largest subset of 5 on which the CA 
behaves like a double alternating subshift. 
Definition 8. A block (xi-2,xi-1,xi,xi+l,xi+2)Eo, l}” is admissible for a double 
right subshift rule iff 
A configuration 5 is admissible iff x and g(x) are made only of admissible blocks; the 
set C, is the set of all admissible configurations. 
Proposition 13. The rules 20,52,148 are double right subshift, each one on a closed 
subset Ct’ of 9, which is reached after a finite transient starting from every finite 
conjguration. 
Proof. For rule 20, the forbidden blocks are: (00101),(01011),(10010),(10100),(10101), 
(1 lOlO),(l lOll),(l llOO),(ll lOl),(lll lO),(lllll). It is easy to see that, if the blocks 
(1 ll),(lOl) and (10010) disappear, none of the forbidden blocks will appear after 
a finite transient. 
The block (111) does not have any predecessor, thus it cannot appear in any 
configuration at t > 0. 
Let us consider the block (101): it has two predecessors. One predecessor is (lOOlO), 
which has only the predecessor (lOOOlOl), and thus, in two steps, the block (101) is 
translated to the left of two positions, until it disappears in the background. The other 
predecessor is (01010). Let us consider a configuration 5~9 such that Xi-2 = 0, 
xi-1 = 1, xi = 0, xi+1 = 1, xi+2 = 0, then gi-i(X) = 1, g{(X) = 0, gi(X) = 1; if 
xi+3 = 0, gi+z(X) = 1 and the block (101) disappears in the configuration g’(x), else, if 
xi+3 = 1 and xi+4 = 1, gi+3(x) = 0 and gf+2(x) = 0, so g3(x) does not contain (101). 
On the contrary, if xit3 = 1 and xi+4 = 0, we have the same situation, in the position 
i,i+l,i+2,i+3,i+4,inx,asinthepositionsi-2,i-l,i,i+l,i+2,but,since 
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XEB, this situation cannot repeat to infinity; there must be a block (100) that 
generates a block (00) or a block (1 l), that appears every other step, moved to the left, 
and erases the occurrences of (101). 
Finally, the block (10010) has only the predecessor (1000101) which contains the 
block (lOl), thus it cannot appear after a finite transient. It is easy to see, with the same 
technique, that also rules 52 and 148 are double right subshifts. 0 
Proposition 14. Rule 88 (the only rule of the set (9:\9) n {g: g(l,l,O) = 11) is 
a double alternating right subshift on a closed subset C1 of 9 reached in ajnite transient 
from every jinite initial conjiguration. 
4.2.3. Rule 180 
The last rule we have to study is rule 180. The dynamics of this rule is very 
complicated to understand, in fact it shows a shift-like dynamics, whose exact 
behavior depends on the initial condition. 
Conjecture 1. For rule 180 there exists a map F : 9 H N such that all x0 ES we have 
gF@o) = o[(xO) 
on the points of the positive orbit {g’(x’): tEN} with initial state x0. 
We can say something about the map F. We define 
a%r:= {xE~: xi = 1 for n < i < m, xi = 0 otherwise). 
A configuration XE!& has the form 
5 = (..., 0,x, = l,l,l)...) 1,1,x, = I,0 )... ). 
Proposition 15. The following relation holds: VXE%! such that L’(x) = 2k with keN 
F(x) = 2k. 
Proof. Since g(l,l,O) = g(O,l, 1) = 0, if XC%! and 
& = (...) x, = l,...) X,+zk-l = l,o )...) 
fort=2k-1-1wehave 
x2= (...) o,x;+2”-‘_l = l,l,O,l,O )..., X;+Zk+ZL-‘_3 = l,o )...) 
and thus 3 for t = 2k- ’ 3 
x’ = (...) o,x~+~k-l+~ = l,l, 1, . . . . x;+zL+z*-‘_1 . ..). 
We have a situation similar to that of t = 0, but the length of 5’ is 2k - 1. After 
2k-’ - 1 steps we have 
x’=( . . . . 0,x:,+~“=1,0,1,0,1)...) x;+~L+‘=l,o ,...) 
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and thus 
3 - _ - (...) x,zt2k = l,l)...) x,z:2L+‘_1 = 1,o )... ), 
that is g2”(x) = a;“(~). 0 
The empirical observations of the evolution of rule 180 lead us to make the 
following conjecture. 
Conjecture 2. V~&?!, 
F(x) = 2 m2v(x) + I)1 3 
where [t] is the integer part oft. 
In Fig. 2(a) we show some examples of evolutions of the rule 180, starting 
from a configuration of 43 whose length is a power of 2, while in Fig. 2(b) we 
Rule: 180 
Length: 2 
Rule: 180 
Length: 8 
Rule: 180 
Length: 32 
Rule: 180 
Length: 64 
Fig. 2(a) 
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Rule: 180 
Length:5 
Rule: 180 
Length:10 
Rule: 180 
Length:80 
Fig. 2(b). 
show some evolutions starting from a general configuration of +Y, to support our 
conjecture. 
The structure of the set Fief, is the same as 9&bt, but clearly the rules of this set 
exhibit a left shift-like dynamics. 
5. Shifting behavior of neural-like CAs 
In [2] the rule space (the set of all the elementary rules) has been studied, using 
a class of bi-infinite neural networks. A class of CAs equivalent o a particular class of 
boolean neural networks has been identified, that we can call neural-like automata. 
Definition 9. A bi-infinite neural network is a structure 
W = (Z, G, W, I, (fi: SZ}), 
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whereZ = (... - i ,..., 0 ,..., i, . . .} is the set of neurons, G E R is the set of states of the 
neurons, W = (Wij)i, jez, WiiER, is the bi-infinite connection matrix, satisfying the 
condition: Vx = (Xi)ieZEGZ and V~EZ, Cj Wijxj is convergent, zeRZ is the threshold 
vector, f;: : R -+ G is the activation function of neuron i. 
The network has a bi-infinite number of neurons; its global activation function is 
the mapping g : GZ -+ GZ, whose component functions gi: GZ + G are defined as 
follows: V i6 Z, 
The particular class of binary NNs whose activation functions are 
gi(X) := HS(aXi_ 1 + bXi + CXi+ 1) 
has been considered, where the function NS : R H (0, 1} is defined in the following 
way: ZfS(x) = 1 if x 2 0, 0 otherwise. In this case, the associated connection matrix 
has the following form: 
. ..* . . . . . . . . . . . . . . . . . . . . 
. . . b c 0 0 0 0 . . . 
. . . a b c 0 0 0 . . . 
. . . 0 a b c 0 0 . . . 
. . . 0 0 a b c 0 . . . 
. . . 0 0 0 a b c . . . 
. . . 0 0 0 0 a b . . . 
. . . . . . . . . . . . . . . . . . . . . . . 
and the threshold vector is 5 = Q. 
This network has a bi-infinite number of neurons, and each neuron changes its state 
on the basis of its two adjacent neurons according to a homogeneous activation 
function. It is easy to see that this net is equivalent o a one-dimensional, boolean, 
bi-infinite, elementary CA in which every site evolves according to rule whose table is 
the following: 
Y-1 YO Y+1 NY-l?YO,Y,,) 
0 0 0 1 
0 0 1 fW4 
0 1 0 fJW4 
0 1 1 HS(b + c) 
1 0 0 HS(a) 
1 0 1 HS(a + c) 
1 1 0 HS(a + b) 
1 1 1 HS(a + b + c) 
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Studying the behavior of this class of networks varying the parameters a, b,c 
(assuming b > 0), beginning with a symmetric onnection matrix and moving towards 
an antisymmetric one, a particular subset of the rule space has been detected, inside of 
which one can distinguish regions with different dynamics. 
In particular, five different dynamics have been detected: 
1. attracting fixed point dynamics with a unique isolated cycle of order two; 
2. attracting periodic dynamics; 
3. simple subshift rules; 
4. complex subshift rules consisting of simple subshift and alternating right subshift; 
5. complex subshift rules consisting of simple subshift and double alternating right 
subshift. 
The first two classes show simple behaviors and correspond to symmetric neural 
network and CA with symmetric local rule. 
For the simple subshift rules it is easy to see that the closed invariant subset ,X0 is an 
attractor, that means, starting from any configuration, the automata fall in that subset 
after one time step. 
The complex subshif rules are more complex in the sense that they divide the 
configuration space into 3 subsets: one on which they act as the simple shift rule (.&), 
one on which they show a more complex shifting behavior (C,), and one 
(C\(Z, u C,)) which is not attracted by Co or Ci; this set can be further divided into 
more complex subsets. 
The complex subshift rules give rise to two different behaviors. For the simple 
subshzjii and alternating right subshift the set Z:, describes the configurations on which 
the rule behaves like an alternating right shift, which means 
VXECI: g2(x) = OR(X). 
For the simple subshijii and double alternating right subshift the set C1 describes the 
configurations on which the rule behaves like a double alternating right shift, which 
means 
v&EC,: $(x) = c:(x). 
Both the simple and the complex subshift rules have some interesting properties 
related to the chaotic characteristics of their dynamics. In fact it has been shown in [2] 
that, following the classical definitions to chaos, they are truly chaotic dynamical 
systems respectively on the subsets Co and Cl. It is interesting to observe that these 
chaotic characteristics are present only in asymmetric situations. In [2] the behavior 
of the “neural-like” rules has been studied on all the bi-infinite configurations, not 
only on 9, and furthermore the subset of the rule space classified contains also 
nonquiescent rules. It is interesting to note that, among the rules classified in that way, 
the quiescent ones maintain the same behavior on 9. For example, rule 32 shows 
a fixed point dynamics and it is in class V1; rule 50 shows a periodic point dynamics 
and it is in Wa: the evolution starting from a finite configuration tends to a limit cycle 
whose points are not in 9. Rules 34 and 42 are simple left subshift, and in fact they 
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Table 3 
The dynamics of the neural-like rules with b > 0 
Dynamics of neural CAs: b z 0 Rule number 
Attracting fixed point with a unique 32 
repelling isolated cycle 
Our class 
VI 
Asymptotically global attracting 
unique cycle of period 2 
50 ‘r9j 
One-step global attracting cycles of period 2 
Isolated cycles of period 2 
One-step global attracting 
simple left subshifts 
One-step global attracting 
simple right subshifts 
1 
51 
34,42 
48,112 
Simple and alternating subshifts 
Simple and double alternating subshifts 
3,35 
11,43 
belong to Y,\LZ’, while rules 48 and 112 are simple right subshift and they belong to 
Sq\L?. All the rules which show a complex subshift dynamics are nonquiescent, hus 
we cannot compare this class with our complex subshifts. 
We show in Table 3 the results obtained in [2] and compare them, when it is 
possible, with our classes. 
6. Conclusions and open problems 
We have studied a classification of elementary cellular automata motivated by 
some physical considerations. The elementary CAs are partitioned into three classes 
on the basis of the growth of initial configurations with finite pattern in quiescent 
backgrounds. The first class (WI) contains CAs whose limit pattern, starting from 
a configuration with a finite number of active sites, has length zero, the second class 
(%J contains CAs whose limit pattern has a constant size, while CAs having growing 
patterns belong to the third class (&). 
In the literature there are many attempts to classify CAs according to their 
asymptotic behavior [3,5], all based on the original classification of Wolfram. 
Our approach is totally different; in fact an important feature of our classification is 
that the classes are perfectly characterized and they also capture some important 
properties of CAs dynamical behavior. Given a local rule of an elementary CA, it is 
possible to decide to which class it belongs just on the basis of the rule table, without 
observing the long time evolution. Based on this approach, we have also characterized 
the long-term behavior of each class. 
The rules in class %‘1 exhibit a very simple dynamics and in fact we have %?i E W, . 
Within class wZ we have detected a set of CAs with a shift-like dynamics. In fact we 
have provided necessary and sufficient conditions for determining when a rule of class 
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Table 4 
Simple right subshift 
Our class Rule number Basic class 
16,48,80,112,144,176,208,204 Z\P 
% \%I 84,116,212,244 Y;\lp n {g: g(1, LO) = 1) 
24,56,152,184 Yt\Y n {g: g(1, 1,O) = 0) 
Table 5 
Double alternating right subshift 
Our class Rule number Basic class 
% \u, 20,52,148 K\.Y n (9: g(1, 40) = 4 gU,O, l).g(l, Al) = 0) 
88 Yy\U n {g: g(l,l,O) = 1) 
Table 6 
Generalized right subshift 
Our class Rule number Basic class 
6 \%I 180 L+\Y n {g: g(l, LO) = 1, g(1.4 l).g(l, Al) = 1) 
%& is a simple, a double or a generalized subshift (see Tables 4-6). Furthermore, the 
only rule for which we are not able to characterize the precise type of subshift is 180 
(and its symmetric 166); we can only say that the period of the shift depends on the 
initial configuration (see Fig. 2(a) and (b)). This is interesting since rules 180 and 166 
play a particular role in class wZ with respect o Wolfram classification; we have in fact 
~~\{166,180} E W, and (166,180) s W,. 
This refinement of class gZ is important since subshift CAs have interesting chaotic 
characteristics. It has been proved that the three classical properties of chaotical 
dynamical systems, that is, transitivity, regularity and sensitivity to initial conditions, 
hold for subshift rules on the closed subset of all the b&infinite configurations on 
which they behave like a shift [2]. In the case of finite pattern configurations, we can 
only prove that subshift rules are sensitive to the initial conditions, and thus they have 
a weaker form of choas. If we generalize our analysis to the case of all the bi-infinite 
configurations, we can observe that some of the rules which show a subshift behavior 
on 9 maintain their subshift character also on the set of bi-infinite configurations, 
while there are some subshifts whose dynamics changes when b&infinite configura- 
tions are considered. 
An interesting question is raised by the following consideration. Given a cellular 
automaton in class g3, we know that there is at least one finite configuration that 
grows indefinitely with time. But what are the configurations that grow indefinitely 
and those that stay limited? Stated in other terms, what is the Julia set and what is the 
Fatou set of the cellular automaton? It would be useful to find an appropriate 
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representation of the set of finite configurations in the plane, so that a graphical image 
of these sets could be experimentally drawn, in analogy with the images one draws for 
complex analytic transformations [l]. Furthermore, a configuration may grow in 
many different ways. For some rules the growth is symmetric: the length of the 
configuration expands of one position on the left and one on the right in a step (e.g., 
rules 254,50,18). In other cases the growth is only on one side (e.g., rules 
234,78,70,60); in some other cases the length does not expand at every step (e.g., rule 
120). Finally, the expanding finite configuration may show different characteristics: 
after a finite transient it may be homogeneous and the evolution tends asymptotically 
to a limit fixed point (e.g., rules 234,254); it may tend to a fixed point that is not 
a homogeneous configuration (e.g., rule 78,222); it may be an expanding periodic 
Rule234CsW1 Rule254-C,W1 Rule 78 -Cs W? 
Rule &O-CsWs Rule 120 -C, Ws 
Fig. 3. 
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point and the evolution tends to a limit cycle (rules 70,50), or it may generate an 
expanding “chaotic” space-time pattern (rules 60,120,18). This is the reason why class 
& has no empty intersection with every Wolfram class (G& n F$( # $9 for i = 1,2,3). It 
is interesting to note that, in general, for none of these ways of expansion the 
properties of chaotic dynamical systems hold. Some examples of these different 
behaviors are shown in Fig. 3. 
We are now investigating extensions of this approach to a general model of CA with 
k > 2 states and radius r > 1. We are trying to formalize the notion of “generalized 
subshifts” and to characterize their dynamical properties on multi-dimensional cellu- 
lar automata. 
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