Abstract. We study the long time existence of solutions to some semilinear wave equations of the form u = |u| p with compactly supported small data, on a large class of (1 + n)-dimensional nonstationary asymptotically flat backgrounds, which models the black hole space-times. Under the assumption that uniform energy bounds and a weak form of local energy estimates hold forward in time, we give a lower bound of the lifespan when n = 3 and p is less than the critical one, which is sharp in general. For the critical case with n = 3, 4, we get an exponential lower bound of the lifespan.
Introduction
Recently, there have been many exciting advances in the understanding of the analog of the Strauss conjecture on various (1 + n)-dimensional space-times, including exterior domains, asymptotically Euclidean manifolds, and Schwarzschild/Kerr black hole space-times. The problem, initiated in [20] for Minkowski space-time, is about the small data problem for the nonlinear wave equations g u = |u| p . In particular, when p is greater than the Strauss exponent [41] , denoted by p c (positive root of (n − 1)p 2 − (n + 1)p − 2 = 0, p c (3) = 1 + √ 2, p c (4) = 2), the low dimensional global existence has been well understood in many settings. See [15, 19, 38] for exterior domains (2 ≤ n ≤ 4), [40, 49] for asymptotically Euclidean manifolds (n = 3, 4), [8, 5, 27] for Schwarzschild/Kerr black hole space-times.
In contrast, less is known (nonexistence of global solutions, estimates of the sharp lifespan from above and below) for the problem with 1 < p ≤ p c . In this paper, we are interested in the investigation of the existence portion of the problem, that is, to obtain certain lower bound for the sharp lifespan, on a large class of asymptotically flat space-times, including Schwarzschild/Kerr black hole space-times.
This problem has been relatively well understood in the setting of the exterior domains with compact metric perturbation. Concerning the nonexistence of global solutions and the upper bound of the lifespan, see [54] for 1 < p < p c and [22] for p = p c and n = 3. On the other hand, the lower bounds are known in [16, 51, 52] for star-shaped obstacles (2 ≤ p ≤ p c , n = 3, 4), which agree with the upper bound, except for the case p = p c and n = 3.
For the corresponding problem on asymptotically Euclidean manifolds, it is known to admit a weak lower bound [49] , compared to the free case. For the Schwarzschild black hole background, the problem does not admit global existence in a weak sense, see [7] . For more details on the history of the Strauss conjecture, see [39, 50] .
Let n ≥ 3, 1 < p ≤ p c , for smooth asymptotically flat Lorentzian space-times (M, g), which models the (1 + n)-dimensional black hole space-times, we are interested in studying the long time existence for the following nonlinear wave equations with small initial data (1.1) g u = |u| p , (t, x) ∈ M u(0, x) = u 0 (x), ∂ t u(0, x) = u 1 (x) .
The first main result in this paper, Theorems 3.1, assert long time existence theorems for small, compactly supported smooth data, under certain local energy assumption. The lower bound of the lifespan for the case 2 ≤ p < 1 + √ 2 and n = 3 is of the same order as in the Minkowski space-time and is sharp in general. For the critical cases p = p c and n = 3, 4, we obtain almost global existence of order exp(cε 1−p ), which is shorter than the Minkowski space-time exp(cε p(1−p) ) ( [42, 55] ), and we do not know if it is sharp in general. Concerning the support restriction, it could be relaxed for the high dimensional case Theorems 3.2, or the manifolds with stationary and split metric, near spatial infinity, Theorems 3.3. In a companion to this paper [34] , we will address the problem of global existence for n = 3, 4 and p > p c , on general asymptotically flat space-times.
The strategy of proof is to adapt the global in time weighted Strichartz estimates of [17, 19] (see also [18] for a radial version, which appeared previously) for the part near spatial infinity. In the remaining spatial compact region, the local energy assumption suffices. One of the key observations is that the desired local in time weighted Strichartz estimates are basically the consequence of the local energy estimates and KSS estimates with small metric perturbation. It is inspired by the recent work [27] , concerning the Strauss conjecture with p > p c for Schwarzschild and Kerr black hole space-times, as well as some ideas originated in [51, 49] .
Comparing to the global existence of the problem with p > p c , the problem of existence with sharp lower bound of the lifespan, in the case of p ≤ p c , is more difficult to handle, in the sense that we can not admit any loss for the exponents in the key estimates (e.g., weighted Strichartz estimates) adjusted for the nonlinearity. For example, a global estimate with a little loss has been sufficient for the purpose of the global existence [40, 49] .
As our theorems are conditional results, it is useful to review the typical cases where such local energy assumption are satisfied. Interesting examples including Schwarzschild black hole background, slowly rotating Kerr black hole backgrounds, nontrapping asymptotically Euclidean manifolds, and asymptotically flat manifolds with small, time-dependent metric perturbation. To the author's knowledge, this may be the first work where we could admit time-dependent metric perturbation for the Strauss conjecture.
2. Notation and setup 2.1. Notation. We use the convention that Greek indices α, β range from 0 to n, Latin indices i, j from 1 to n. For (x α ) = (t, x), we shall use polar coordinates (t, x) = (t, rω) with ω ∈ S n−1 , and the full space-time gradient ∂ = (∂ t , ∇ x ) = (∂ 0 , ∂ 1 , · · · , ∂ n ). We will also use a, b to denote multi-indices and follow the convention of summing over repeated upper and lower indices.
With rotational vector fields Ω ij = x i ∂ j − x j ∂ i , 1 ≤ i < j ≤ n, the vector fields will be labeled as Y = (∇ x , Ω), Z = (∂, Ω) = (∂ t , Y ). We will also use A B to stand for A ≤ CB where the constant C may change from line to line.
Let M be either
, with trivial modification for the case q 2 = ∞, where L q ω is the standard Lebesgue space on the sphere S n−1 . Occasionally, we will omit the subscripts. Also,
. For convenience of presentation, we use the notation
, for a partition of unity subordinate to the homogeneous dyadic (spatial) annuli, 2.2. Space-times. We shall work on the smooth asymptotically flat Lorentzian space-times (M, g). The smooth Lorentzian metric, g = g αβ (t, x) dx α dx β , with inverse g αβ , is assumed to be asymptotically flat. That is,
where (m αβ ) = Diag(−1, 1, 1, · · · , 1) is the standard Minkowski metric, the first perturbation g 1 is radial, and
By radial g 1 , we mean that, we have g 1 (t, r) =g 00 (t, r)dt 2 + 2g 01 (t, r)dtdr +g 11 (t, r)dr 2 +g 22 (t, r)r 2 dω 2 .
Moreover, we assume that the level sets t = const are uniformly space-like. In addition, when R 0 > 0, the lateral boundary {r = R 0 , t ≥ 0} is outgoing space-like. Equipped with the metric g, the d'Alembertian operator is given by
Notice that this form of the metrics has been more or less standard in many recent works, see e.g. [44] , [32, 33] , [47, 48] . Also, the metric models the black hole metrics, and includes Schwarzschild and Kerr black hole metric as particular case. The separation of the radial part from the general non-radial metric is crucial in many problems, see e.g. [44, 32, 27 ].
2.3. Local energy assumption. To obtain existence results, we need to assume further about the linear wave equations on such manifolds. As been occurred in many works (see e.g. [44, 32, 33, 47, 48] ), we are assuming a local energy assumption: There is R 1 > R 0 , such that for any solutions to the linear equation g u = F , we have the following weak version of the local energy estimates, for any k ≥ 0,
Here and in what follows, we use ∂ ≤k u A to stand for |a|≤k ∂ a u A , ψ R is a smooth nonnegative function which equals 1 for |x| > R + 1 and vanishes for |x| ≤ R. Estimates of this form date back to [35, 36] , and see, e.g., [32, 27] for more exhaustive history of such estimates.
Although stated in the current form, it turns out that certain weaker assumption suffices. For example, if we have for some N ,
Then a similar argument as in the proof of Theorem 5.2 will give us (H2), see Proposition 5.3. As we know from [6, 40] , such inequalities are satisfied for nontrapping asymptotically Euclidean manifolds, with R 1 = 0 and N > 1/2.
Main results
In this section, we present the main results in this paper. At first, for small, smooth and compactly supported data, we have the following Theorem 3.1. Let n = 3 and assume (H1) and (H2). Consider the problem (1.1) with 2 ≤ p < 1 + √ 2 and (u 0 , u 1 ) = (εφ, εψ) where φ, ψ are smooth and compactly supported. Then there exists c > 0 and ε 0 > 0, such that there is a solution u in
For the critical case p = p c with n = 3, 4, we have the same result with T ε = exp(cε [26, 53] . In the case of Schwarzschild and subextremal Kerr black hole backgrounds, it will be interesting to know if this lower bound is sharp or not.
In the statement of the theorem, the initial data are assumed to have compact support. It is interesting to see if such results extend for general data. It turns out that such condition could be remedied in the high dimensional case or the manifolds with stationary and split metric, near spatial infinity. Remark 2. In general, for p = p c , we do not know if the lower bound of the lifespan (L ε ≥ exp(cε 1−p )) is sharp or not. In the case of the Minkowski spacetime, it is known that the sharp lifespan is much longer, ln L ε ∼ ε −p(p−1) , see [53, 25, 28] for the lower bound, and [42, 55] for the upper bound. It would be interesting to determine the sharp lifespan in typical space-times, particularly the Schwarzschild and subextremal Kerr black hole backgrounds. For the Schwarzschild black hole background, we infer that the sharp lifespan is of the same order as in the Minkowski case.
When there are no cross terms for the metric components, that is, g 0j = g j0 = 0 for any j, we call the metric to be split metric. In the case of space-time with stationary and split metric near spatial infinity, that is, there existsR 0 ≥ R 0 such that
we do not need to assume the support condition.
Theorem 3.3. Let n = 3, and assume (H2) and (H1) with (H3). For the problem (1.1) with 2 ≤ p ≤ p c , then the same results as Theorem 3.1 hold for initial data which is sufficiently small of size ε and regular with sufficient decay. The rest of the paper is organized as follows. Sections 4 to 8 are dedicated to the proof of Theorem 3.1. In Section 4, we collect weighted Sobolev type estimates, including a version of the trace estimates. In Section 5, we give the desired local energy estimates for g , Theorem 5.2, based on the local energy estimates with small metric perturbation as well as the local energy assumption (H2). Section 6 is devoted for a proof of the local in time, inhomogeneous weighted Strichartz estimates, Theorem 6.2, for small metric perturbation, which agrees with the metric g near spatial infinity. In Section 7, we introduce the working spaces and prove a main estimate Theorem 7.1, by combining the local energy and weighted Strichartz estimates appropriately. Theorems 3.1 is proved in Section 8, through a nonlinear estimate, Lemma 8.2. In Section 9, we prove the homogeneous weighted Strichartz estimates, without loss for n ≥ 4. Through which, the existence results without support condition for the initial data, Theorem 3.2, could then be proved by direct modifications of the arguments for Theorems 3.1. In Section 10, for the space-time with stationary and split metric near infinity, we give the proof of Theorem 3.3. Finally, in Section 11, we conclude the paper with a discussion of the implications of Theorems 3.1-3.3, for many space-times of interest.
Sobolev-type estimates
In this section, we give several Sobolev type estimates. At first, let us prove a variant of the trace estimates.
Lemma 4.1 (Trace estimates). Let n ≥ 2 and 1/2 < s < n/2, then for any δ > 0, we have Proof. It is known that we have (4.1) for δ = 0 withḢ s instead ofḂ s 2,∞ , see, e.g., (1.3), (1.7) in [17] and references therein. To get the improvement for δ > 0, for given f , it suffices to apply the known estimates for Littlewood-Paley projection S j f with s ± δ and sum over to prove the estimates for small enough δ > 0. More precisely, for given s ∈ (1/2, n/2), let δ > 0 such that s ± δ ∈ (1/2, n/2). Then for the part with j ≤ 0,
The counterpart with j > 0 follows similarly, which gives (4.1) for r = 1 and then for any r > 0 by rescaling. The inequality (4.2) follows from (4.1) by duality.
We will also need the following variant of the Sobolev embeddings.
Lemma 4.2 (Weighted Sobolev estimates).
Let n ≥ 2 and R ≥ 3. We have
It is essentially proved in Lemma 3.1 of [27] , in the case of n = 3 and particular choices of p and q, based on Sobolev's lemma in polar coordinates (r, ω).
Local energy estimates
In this section, we collect the required local energy estimates for g . To begin, we recall that we have the following local energy estimate, which follows by integrating u against a multiplier of the form f (r)(∂ r + n−1 2r )u with appropriate choice of f . See, e.g., [30, 47] for the proof.
, and u be the solution to
, provided
Theorem 5.2. Let n ≥ 3, Z = {∂, Ω} and assume (H1) and (H2). Then, for any k ≥ 0, we have
for any solutions to g u = F .
Proof. By using the equation, we need only to prove.
Let R 2 ≥ R 1 + 1 to be determined, and consider first v = ψ R2 u. From the support property, by introducing
we see that g0 v = g v. Thanks to (H1) with (H1.1), we can set R 2 large enough such that (5.3) is satisfied for g0 , and the commutators between Z and g0 produce only small error terms comparing to the local energy norm. That is, we have
for R 2 large enough (see e.g. (3.16) of [47] for details of similar proof). Fixing such R 2 , and noticing
where we have used the assumption R 2 ≥ R 1 + 1 in the last inequality.
To complete the proof, it remains to control ∂ ≤k (1−ψ R2+1 )u LEg and Z ≤k (1− ψ R2 )u LEg , which are trivially controlled by ∂ ≤k u LEg and so is (5.4) by applying (H2).
Proposition 5.3. Let n ≥ 3, (H1) and (2.2) imply (H2).
Proof. As in Theorem 5.2, by (H1) and Lemma 5.1, with large enough R 2 ,
which, by using the equation, is controlled by
. The last two terms are bounded by the left of (2.2) and this completes the proof.
Weighted Strichartz estimates
In this section, we present the local in time, inhomogeneous weighted Strichartz estimates. The global version of such estimates has been proven to be extremely robust in the study of the Strauss conjecture on various space-times [17, 19, 40, 27] . 6.1. KSS estimates. At first, we record a relation between the KSS norms and the local energy norms.
Lemma 6.1. For any α ∈ (0, 1/2] and T ∈ (0, ∞), there are positive constants C, independent of T > 0, such that
Similarly,
The estimates with norms of this kind controlled by the initial energy are known as KSS estimates, and the proof is standard, see e.g. [21, 30, 47, 48] . 6.2. Inhomogeneous weighted Strichartz estimates. In this subsection, we prove the inhomogeneous weighted Strichartz estimates. Inspired by [27] , we show that, for small, asymptotically flat perturbation of the Minkowski metric, the inhomogeneous weighted Strichartz estimates follow from the local energy estimates. Note that homogeneous estimates of this nature have been occurred in [51] 
and h u = F with vanishing initial data, we have
We shall also need the following lemma, which follows from the definition and Hardy's inequality. 
As in [27] , we will prove Theorem 6.2, based on local energy estimates, Lemma 5.1, duality and interpolation.
By (6.1), we could apply Lemma 5.1, backward in time, to * h w = G with vanishing data at t = T , and so
which yield by duality and Lemma 6.1
for h u = F with vanishing data at t = 0, which gives us (6.2). Recall also (5.2), which states
Before proceeding, we record the following facts about real interpolation for θ ∈ (0, 1):
Now real interpolation between (6.5) and (6.6) with (θ, q) = (1/2, 1), together with the endpoint trace estimates (4.1), give us
2,1
. By Hölder's inequality, combining with (6.5), for 0 < α ≤ 1/p with 2 < p < ∞, we arrive at
with vanishing data at t = 0. After summation with spatial or frequency localization, we could improve the estimates to
which is exactly (6.3).
Main estimate
In this section, we shall utilize the inhomogeneous weighted Strichartz estimates, Corollary 6.4, as well as the local energy estimates, which are our assumption (H2) and its consequence, Theorem 5.2, to prove one of our main estimates. We shall also incorporate the necessary vector fields and, as such, shall examine the associated commutators.
Let
, and for α ∈ [0, 1/p], we introduce the following norms
and assume (H1) and (H2). Then there exists a constant R 3 ≥ R 2 , where R 2 is the constant appeared in the proof of Theorem 5.2, such that for any R ≥ R 3 and T ≥ 2, we have
Here u is solution to
where u 0 , u 1 , ∂ ≤k−1 t F (0, rω) are supported in the region {r ≤ R}.
Proof. Let w = ψ R Z ≤k u, we note that ∂ ≤1 t ψ R Z ≤k u(0) = 0, by the equation (7.4). Then, with g 0 = m(1 − ψ R3−1 ) + gψ R3−1 ,
with vanishing data.
For the first term on the right, we see that
Turning to the second term on the right, we note that
Here, we used (H1.1) and the fact that the first perturbation of the metric is radial. Hence, by induction,
Using the equation (7.4), when k ≥ 1, we can get further
In conclusion, we can write g0 w as
Then, by choosing R 3 large enough such that g0 satisfies the assumption in Corollary 6.4, w W Sp,α could be bounded by
where we used the fact that ψ R − ψ p R is supported in R ≤ r ≤ R + 1. It remains to give the control of Z ≤k u LEg , which is provided by Theorem 5.2. This completes the proof.
Long time existence with small, compact supported data
In this section, we prove the first of our first main theorem, Theorem 3.1. In fact, with more notations in place, we could state a more precise version of the theorem.
, R ≥ R 3 and assume (H1), (H2). Consider the problem (1.1) with initial data (u 0 , u 1 ) ∈ H 3 × H 2 with compact support in B R . Then there exists C > c > 0 and ε 0 > 0, such that for any (u 0 , u 1 ) with
there is an unique solution u in M ∩([0, cε
Moreover, in the case p = 1 + √ 2, the same result holds with lifespan [0, exp(cε − √
2 )]. In addition, for n = 4 and p = 2 with α = 0, we have existence in the interval t ∈ [0, exp(cε
2 − α, and
1/p p = p c and n = 3, 4 .
Here the choice of α ensures (
2 and we notice that β ≤ n−1 2p . Under these notations, we see that
For the proof of Theorem 8.1 by iteration in X R,p,α , recalling Theorem 7.1, it suffices to prove the following lemma.
Before giving the proof of Lemma 8.2, let us give a sketch of the proof of Theorem 8.1. Actually, by iteration in X R,p,α , we define u (0) = 0 and u (m+1) inductively by
Let u 0 H k+1 + u 1 H k = ε, for some C 1 ≥ 1, we have the following
Then there exists ε 1 > 0 such that if ε ≤ ε 1 and
XR,p,α , m ≥ 0 which gives us
when n = 3 and p < 1 + √ 2 and T ε = exp(cε 1−p ) when p = p c , we get a convergent sequence in X R,p,α , for which the limit u is the unique solution we are seeking.
Proof of Lemma 8.2. At first, we observe that
for any |a| ≤ k. Here, when the dimension is 4, we have used the fact that |u| 2 = u 2 is smooth in u.
We start with bounding the first term in (8.3) . We first note that
By the Sobolev embeddings on
ω , it follows that the right side above is bounded by
We now proceed to the second term in (8.3). We first observe that
Applying (4.3) with n = 3, 4 (and so k = [(n + 2)/2]), it follows that the right side is controlled by
where
. As β ≤ n−1 2p and so m 1 ≤ −β, it follows that this is also bounded by (8.6). Moreover, by Sobolev embeddinġ
By Lemma 4.2, it is further bounded by (8.6). It remains to bound
, this is estimated by (8.6 ). This completes the proof of Lemma 8.2.
Long time existence with general data
In this section, we give the proof of Theorem 3.2, where we do not need to assume compact support for the initial data.
Mimic to the proof of Theorem 3.1, the only non-trivial new ingredient in the proof is the following homogeneous weighted Strichartz estimates.
Theorem 9.1 (Homogeneous weighted Strichartz estimates
,h 2 = 0 and (6.1) with sufficiently small δ 1 > 0. Then we have
for any w with h w = 0 with w(0, x) = w 0 (x) and ∂ t w(0, x) = w 1 (x). When n = 3, we have for δ
In the following, we will only give the proof of Theorem 9.1 and omit the similar procedure of proof for Theorem 3.2. Instead, we record a more precise version here: Theorem 9.2. Let n = 4, and assume (H1) and (H2). Consider the problem (1.1) with p = p c = 2, then there exists R, c > 0 and ε 0 > 0, such that for any (u 0 , u 1 ) with
In the case of n = 3 with p ∈ [2, 1 + √ 2], for any δ ∈ (0, 2), we have similar results with T ε = cε
1+2p−p 2 +δp , provided that
9.1. Another version of local energy estimates. To prove the homogeneous weighted Strichartz estimates, we need to exploit the following microlocal version of localized energy estimates of [31] .
Lemma 9.3 ([31], Theorem 1).
Let n ≥ 2, |s| < (n − 1)/2 and |s| ≤ 1, consider (5.1) with h 2 = 0 and (6.1). Then there exists a δ 1 > 0, such that
For the X s norm, we observe that we have the following Lemma 9.4. Let n ≥ 2 and 0 < δ < (n − 1)/2. Then
In addition, by duality, we have
Moreover, for any δ,
See [43, 31] for (9.5).
9.2. L 2 estimates. In the following, consider the functions w with h w = 0 with w(0, x) = w 0 (x) and ∂ t w(0, x) = w 1 (x). With s = 0, Lemma 9.3 gives us
When n ≥ 4, with s = −1, using also Lemma 9.4, we have
Then by using Lemma 6.1, we get
for α ∈ (0, 1/2], which is (9.1) with p = 2. When n ≥ 3 and δ ∈ (0, 2), with s = δ − 1, Lemma 9.3 gives us
and so by Lemma 9.4, if δ ∈ (0, (n − 1)/2), we have
9.3. Weighted Strichartz estimates for n ≥ 4. When n ≥ 4, real interpolation between (9.9) and (9.8) gives us
, n ≥ 4 .
By (9.9) and (9.11), as the proof of (6.8), we get (9.12) w W Sp,α w 0 Ḃ 1/2−1/p 2,1
An application of real interpolation further (with (θ, p) for (9.12)) gives us
9.4. Weak weighted Strichartz estimates for n = 3. When n = 3, we could apply Lemma 9.3 with s = δ − 1, only for δ > 0. That is, we have (9.10) instead of (9.9). Similar to the proof of Lemma 6.1, we could prove
Combining with (9.10), we get (9.14)
Observing that we could recover (9.11), by real interpolation between (9.10) and (9.8),
Then, as before, Hölder's inequality and real interpolation gives us
The space-time with stationary split metric near infinity
In this section, we give the proof of Theorem 3.3, for the space-time with stationary and split metric near infinity.
With more notations at hand, we could state a more precise version as follows
, and assume (H2) and (H1) with (H3). For the problem (1.1), then there exists R, c, ε 0 > 0 such that for any (u 0 , u 1 ) with
In the case of p = 1 + √ 2, we have similar result with T ε = exp(cε −(p−1) .
As in Section 9, the only important change in the argument is the following homogeneous weighted Strichartz estimates, which supplements Theorem 6.2 Proposition 10.2 (Weighted Strichartz estimates for stationary split manifolds). Let n ≥ 3, 2 ≤ p < ∞, and assume (H1) with (H3), then there exists K ≥R 0 such that
for any w solves the equation g w = 0 with initial data (w 0 , w 1 ) on {t = 0} and vanishes in the region {r < K}.
10.1. Proposition 10.2: reduction. As in [40] and [27] , we want to rewrite the equation g u = 0 near infinity as (∂ 2 t + P 2 )w = 0 so that P is non-negative, elliptic and self-adjoint operator with respect to L 2 (R n ). Letg = (1 − ψ K−1 )m + ψ K−1 g with K ≥R 0 + 1 to be determined. Since we are assuming that u vanishes in the region {r < K}, we have g u = g u.
Recall the condition (H3) and (H1.1),g is stationary and split metric. Moreover, there exist K 1 ≥R 0 + 1, such that for any r ≥ K 1 , we have g 0 (x) = −g 00 ∈ (1/2, 2), 1/4 u and P K is self-adjoint (with respect to L 2 (R n )) and nonnegative with P
Then, as in [27] , the proof of Proposition 10.2 is reduced to the following proposition. At first, we establish a lemma, which asserts that P K behaves like ∇ in appropriate function spaces. The proof is similar to that of [27] and we omit it.
Lemma 10.4. For P K , we have
, and
Then, we notice that ∂ 
Recall that u = cos(tP
, with the help of Lemma 10.4, we could extract the following estimates
In particular, this gives us (10.3) for p = 2 in light of Lemma 6.1. Then, applying (10.4), we get
and so
, by real interpolation and Lemma 4.1. As the proof of (6.8), by (10.6) and (10.7), we get
An application of real interpolation further (with (θ, p)) gives us
This completes the proof of Proposition 10.3 for 2 < p < ∞, if we notice that
, by (10.4) and real interpolation.
Discussion
As we have mentioned in the introduction, our main theorems (Theorem 3.1-3.3, as well as their precise version Theorems 8.1, 9.2, and 10.1) are conditional results and apply for many space-times of interest. Remarkable examples including Schwarzschild/Kerr black hole backgrounds, as well as their (1 + 4)-dimensional counterparts, nontrapping asymptotically Euclidean manifolds, and asymptotically flat manifolds with small time-dependent metric perturbation. 11.1. Schwarzschild space-time. As we know, Schwarzschild space-time is asymptotically flat, stationary and split. Moreover, the hypothesis (H2) has been verified in [3, 4] , [9, 10] , [29] . Then, we can apply Theorem 3.3 for (1.1) with general small data to obtain the following lower bound for the lifespan L ε :
Currently, there are no any known explicit upper bound for this problem, except a weak result of nonexistence of global existence in [7] . In contrast, the global existence for p > 1 + √ 2 has been verified for the Schwarzschild space-time in [8, 5, 27] .
In addition, for the high dimensional (hyperspherical) Schwarzschild backgrounds, the local energy assumption (H2) is known from the works [23, 37] , and so is the almost global existence, L ε ≥ exp(cε −1 ), for (1.1) with p = 2 and n = 4, by Theorem 3.2.
11.2. Kerr space-times. Turning to Kerr space-times, we know it is stationary, satisfying (H1). Concerning (H2), it has been shown for slowly rotating Kerr spacetimes in [45] , [1] , [11, 12, 13] . See [45] for the higher order (k > 0) case. Here, we also note that [32] extend (H2) for a class of small perturbations of Kerr metrics, and [14] essentially verifies (H2) for the full subextremal case |a| < M .
As a consequence, Theorem 3.1-3.2 apply for the slowly rotating Kerr spacetimes, concerning (1.1) with 2 ≤ p ≤ p c . On the other hand, nothing was known except the global existence when p > 1 + √ 2 in [27] . In addition, as generalizations of higher dimensional Kerr backgrounds, (H2) for (1 + 4)-dimensional Myers-Perry space-times with small angular momenta is essentially verified in [24] . Thus, in this setting, we have almost global existence, L ε ≥ exp(cε −1 ), for (1.1) with p = 2 and n = 4, by Theorem 3.2.
11.3. Nontrapping asymptotically Euclidean manifolds. Let R 0 = 0, g = −dt 2 + g ij (x)dx i dx j , and assume that there exists some ρ > 0, such that g ij (x) = δ ij + g 1,ij (|x|) + g 2,ij (x), ∇ a g k,ij = O( r 1−k−ρ−|a| ) .
Moreover, assume the metric is nontrapping, we call such manifolds as nontrapping asymptotically Euclidean manifolds, which is of course stationary and split. For such manifolds, it is known from [6] that the assumption (2.2), with R 1 = 0 and N > 1/2, is satisfied. By Proposition 5.3, we have (H2).
Then, we can apply Theorem 3.2-3.3 for (1.1) with general small data to obtain
1+2p−p 2 , 2 ≤ p < 1 + √ 2, n = 3, exp(cε − √ 2 ), p = 1 + √ 2, n = 3, exp(cε −1 ), p = 2, n = 4 .
Notice that it improves the corresponding results in [49] in many ways. First of all, the expected sharp lifespan is obtained for 2 ≤ p < 1 + √ 2 and n = 3. Secondly, the metric assumption has been relaxed. Last, it is the first time to obtain the almost global existence for p = p c for n = 3, 4, in the setting of asymptotically Euclidean manifolds.
11.4. Time-dependent, small, asymptotically flat manifolds. In the case where R 0 = 0 and the constants in (H1.1) are sufficiently small, the local energy hypothesis (H2) with R 1 = 0, follows from Lemma 5.1 and the same proof as Theorem 5.2.
As for the Kerr space-times, Theorem 3.1-3.2 apply in this setting, concerning (1.1) with 2 ≤ p ≤ p c .
