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ABSTRACT 
A nonsingular matrix A has period n if A” = I but Ak + I for 0 < k < n. We 
investigate the number r,(n), which is the smallest r such that there is an r X r 
matrix, with entries in the field K, that has period n. We compute this number as a 
function of the common degree e,(j) of the irreducible factors of the cyclotomic 
polynomial cj(z). Thus, we are led to an investigation of roots of unity in order to 
better understand the function 0. 
1. INTRODUCTION 
A nonsingular matrix A has period n if A” = I but Ak # I for 0 < k < n. 
Given a positive integer n, what is the smallest r = r(n) such that there is an 
r X r matrix of period n? 
As one would expect, the calculation of r(n) depends on the ring R from 
which the entries of A are taken. In [2], it is shown that if R = C, Iw, Q, or iZ, 
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then r(n) = 1, min(cp(n),2), d(n), or d(n), respectively, where q is Euler’s 
totient function and d(n) = min{Cj ,,cp(j):Icm(J) = n]. [Here J is a finite 
set of positive integers and lcm(J) is the least common multiple of the 
elements of 1.1 
In this work, we investigate r(n) in the event R is an arbitrary unique 
factorization domain. We shall see that r(n) is the same for matrices over the 
quotient field K of R as for matrices over R, so that thereafter we can 
restrict our attention to fields. 
Finding a suitable matrix A turns out to be equivalent to finding an 
approximate minimum polynomial, which must be a divisor of rn - 1, so the 
cyclotomic polynomials cj(x) are central to the discussion. Section 2 is 
devoted to the calculation of r(n) in terms of the common degree e(j) of the 
irreducible factors of cj(x>. In Section 3 we discuss the evaluation of 19(j) 
and prove a variety of theorems concerning the values of 8. Section 4 deals 
with the case the field is finite, in which case we can relate 0(j) to 
arithmetic relations. Section 5 contains an example, and Section 6 has some 
discussion. 
2. COMPUTING r(n) 
Let A be a matrix with entries in a unique factorization domain R, and 
let f(x) E R[x]. The period of A is the least positive integer n, if any exists, 
such that A” = I. The exponent of f(r) is the least positive integer n, if any 
exists, such that f(r) I xn - 1. It is immediate from these definitions that A 
has period n if and only if its minimum polynomial m,(r) has exponent n. 
(Since the characteristic polynomial f’(x) = det(rZ - A) is manic in R[x] 
and the minimum polynomial m,(r) of A over the quotient field K of R is 
manic and divides f*(x), it follows from Gauss’s lemma [3, p. 1241 that m,(x) 
is in R[x]. We have taken R to be a unique factorization domain precisely to 
guarantee the existence and uniqueness of m,(x).) 
Given any manic polynomial m(x) in R[x] with degree r, its r X r 
companion matrix has smallest size r among all matrices that have minimum 
polynomial m(x). Therefore, r(n) is the smallest degree of a polynomial 
having exponent n; i.e., r(n) is the smallest degree of a divisor of rn - 1 that 
is not a divisor of xk - 1 for any k < n. 
Evidently, we are interested in factoring rn - 1 over R[r]. Gauss’s 
lemma implies that, up to associates, the factorization is the same in R[x] as 
in K[x], where K is the quotient field of R. Thus, there is no loss of 
generality in working over K. 
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Let char(K) denote the characteristic of K. If char(K) li n, then, for each 
divisor d of n, there is a primitive dth root of unity in some extension field 
of K, and the polynomial X” - 1 factors as lid, n c,(x). Here, c,(x) is the 
dth cyclotomic polynomial n<x - a), where the product is over all the 
primitive dth roots a of unity. A simple induction on d shows that C,(X) E 
K[x] for every d. 
LEMMA 1. Let K be a field, let n be a positive integer such that 
char(K)+ n, and suppose c,(x)= ng,(x> is a factorization of c,, into irre- 
ducible factors gi in K[x]. Then the gi’s all have the same degree. 
Proof. Let F be the splitting field of g, over K. Since F contains the 
zeros of gi, it contains a primitive nth root of unity. Hence, F contains all 
the nth roots of unity, so F is the splitting field of X” - 1. Thus, deg(g,) = 
[F : K] is independent of i. w 
Let e,(n) denote the common degree of the irreducible factors of c,(x) 
in K[x]. [We will use the notations 0,(n) and O(n) interchangeably, depend- 
ing on the need to emphasize the field K over which we are working.] The 
following result, analogous to the results of [.Z], is easily obtained. 
THEOREM 2. lf K is a field and n is a positive integer such that 
char(K) 4 n, then 
It is not so clear how to compute r(m) when the characteristic of K 
divides m. The remainder of this section is devoted to computing r(npk>, 
where p = char(K) and p + n. 
Let 6(n) = 0 if 0(n) = 1 and let 6(n) = 1 otherwise. 
THEOREM 3. Let K be a field of positive characteristic p, and let n be a 
positive integer such that p ‘r n. Then, for any positive integer k, 
r(npk) = r(n) + pk-’ + 6(n). 
Proof. At several points in the following, we shall use the fact that, for 
any U,Z) E K[x], (u + 2;)’ = ur + vr for any power r of P. 
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If 0(n)> 1, then let m(x>=(x -l)pk~‘+‘f(~), where f(r) is a polyno- 
mial of degree r(n) and exponent n. If, on the other hand, 0(n) = 1, then let 
a E K be a primitive nth root of unity and let m(x) = (x - a)~Jk~‘tl. In both 
cases, it is straightforward to prove that m(x) has degree r(n)+ pk-’ + 6(n) 
and exponent npk, thereby proving that r(npk) < r(n)+ pk-’ + 8(n). 
For the opposite inequality, suppose m(x) is any polynomial with expo- 
nent npk. We must show deg(m)> r(n)+ pkpl + 6(n). 
Let m(x) = n g? be a factorization of m into powers of distinct irre- 
ducible polynomials g. with each ej > 0. Define f(r) to be the polynomial 
llgj. Since m(x) 1(x’;‘- 1) and rnpk- 1 = (x” - lf, each gj is a divisor of 
x n - 1. Consequently, each ej < pk, and f(r) I x’ - 1. 
A straightforward argument shows f has exponent L = lcm(J(f)), where 
J(f) ={d E N:gcd(f,ccl) # 1). Thus, m(x)lf(x@ I xLpk- 1, so that Lpk >, 
npk, whence L 2 n. Therefore, f has exponent L = n, so r(n) < deg(f). 
If each ej < pk-‘, then m(x) 1(x” - l)pAml, a contradiction. Therefore, 
there is an index j* such that ej* > pkP’. Thus, deg(m)> deg(f)+ 
pk-‘deg(gj*) > r(n)+ pk-‘. 
If 6(n) = 0, then we are done; thus, we assume 6(n) = 1. We saw above 
that deg(m) > deg(f) + pk ~ I deg(gj*). To complete the proof, it sullices to 
show either deg(f)> ( > r n or deg(g,*)> 1. To this end, let x(n)= (J c 
N : lcm(J) = n and Cj t ,0(j) = r(n)). 
LEMMA 4. Let n be a positive integer such that char(K) % n. Then 
O(n) = 1 if and only ilf there is a J E x(n) and a j E J such that O(j) = 1. 
To see how Lemma 4 finishes the proof of Theorem 3, suppose deg(gj,) 
= I. Since gj* If and f has exponent n, we see that O(n) > 1 implies, by 
Lemma 4, that J(f) E g(n), so deg(f> > r(n), as required. Thus, Theorem 
3 will be proved once Lemma 4 is proved. n 
In the proofs of Lemmas 4 and 5, we shall make use of the following 
facts, which are easily proved: If char(K) ‘i rs, then 
O(r) lO(rs) (1) 
and 
if gcd(r,s) =l then 0(rs) le(r)e(s). (2) 
Proof of Lemma 4. “Only if”: If t?(n) = 1 and j I n, then (1) shows that 
e(j) I O(n), from which it follows that e(j) = 1. Consequently, if j E J and 
J E x(n), then j I n, so O( j> = 1. [In fact, when e(n) = 1, then r(n) = 1 and 
x(n) = UnH.1 
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“If”: Let J E g(n) b e c h osen so that there is a j E J with e(j) = I and, 
from among such J, C, E ,t is minimized. 
We first show that, for every i E J, 0(i) = 1. Suppose, to the contrary, that 
e(i)> 1 for some i. If gcd(i,j)= 1, then let J’=(J\{i,jl)Ultjl. Obviously, 
lcm(J’) = lcm(J) = n. Also, e(i) I O(ij) I O(iMj>, by (1) and (2) so f3(ij) = e(i), 
since e(j) = 1. Therefore, C, E ,.0(t) = C, E ,0(t) - 1, contradicting the fact 
that J E x(n). 
On the other hand, if gcd(i, j) > I, then there is a prime 9 dividing both i 
and j. Choose h and k such that {h,kl= Ii,j) and Icm(h /9, k) = lcm(i,j), 
and let J’=(J\(i,j)u(h/q,k). By (l), (G/q)+ 0(k)< e(i)+ e(j); by the 
choice of h and k, lcm(J’) = lcm(J) = n. Hence, J’ E x(n). But XtEl’t < 
CtE,t, contradicting the choice of J. Therefore, every element i of J must 
have e(i) = 1. 
From this, we are to conclude that e(n) = 1. The following result yields 
this. 
LEMMA 5. ,?it n have prime factorization llpql. Then t3(n) = 1 if and 
only if, for each i, B(pz?l) = 1. 
To see that Lemma 5 finishes the proof of Lemma 4, let n have the prime 
factorization described in Lemma 5 and let J be the set chosen above. 
Because lcm(J) = n, for each i there must be some ki E J such that pal I ki. 
But, as we have previously noted, t9(ki) = 1. Hence, (1) implies e(pq*) = 1. 
Since this is so for each i, Lemma 5 implies e(n) = 1. Thus, the proof of 
Lemma 4 rests on the proof of Lemma 5. n 
Proof of Lemma 5. “Only if”: Immediate from (1). 
“If”: Define a sequence of positive integers by n1 = p:’ and, for i > 1, 
ni = ni_lpgk. A simple induction using (2) proves that, for each i, e(nj) = 1. 
Since n is the last ni, it follows that f?(n) = 1. This completes the proofs of 
Lemmas 5 and 4 and Theorem 3. n 
3. THE EVALUATION OF (3(n) 
The value of r(n) is determined by the values e(j). For the remainder of 
this work, we concentrate on the evaluation of e(j). 
We begin with some observations on the effect of field extensions. The 
next theorem is immediate from Lemma 1 and the definition of e,(n). 
THEOREM 6. Zf L is an extension of the field K and char(K) % n, then 
e,(n) I O,(n). 
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Every field extension can be obtained in two steps, as a purely transcen- 
dental extension followed by an algebraic extension. (See [4, pp. 155-1561.) 
Our next theorem treats the first of these. 
THEOREM 7. If L is a purely transcendental extension of K and f is 
irreducible in K[ x], then f is irreducible in L[ x]. 
Proof. 
Step 1. Assume L = K(t), with t transcendental over K. Suppose f = 
g,h, in L[ xl. Then let R = K[t], and observe that there are polynomials g 
and h in R[x] such that f = gh, deg(g) = deg(g,l, and deg(h) = deg(h,). 
(This follows from Gauss’s lemma, since R is a UFD and L is its quotient 
field.) That is, f = gh in K[t,x] = S[t], w h ere S = K[x]. Since the t-degree of 
f is 0, it follows that both g and h have t-degree 0. Therefore, g, h E S = 
K[x]. Thus, f d ‘bl re UCI e in L[x] implies f reducible in K[x]. 
Step 2. Suppose L = K(t,, , t,) is a transcendental extension of K, 
with the ti transcendental and algebraically independent over K. Induction 
on s using Step 1 shows that f is irreducible in L[r]. 
Step 3. Let L be any purely transcendental extension of K. Then there 
is some set T of transcendental and algebraically independent elements over 
K such that L = K(T) is the field of all rational functions of elements of T 
over K. If f = gh in L[x], then g and h have only finitely many coefficients, 
each involving only finitely many elements of T, say t,, . . . , t,. Then f = gh 
in K(t,, . , t,)[x]. The result follows from Step 2. W 
COM~LLAHY 7.1. If L is a purely transcendental extension of K, then 
e, = 8,. 
Unfortunately, we do not have a complete understanding of the relation 
of 0, to 13~ when L is an algebraic extension of K. 
The following elementary relationships concerning the function 8 = 0, 
for a fixed field K are readily established from the notions presented in 
Lemma 1, its proof, and the paragraph following its proof. 
THEOREM 8. Let K be a field, let n, r, and s be positive integers such 
that char(K) % nrs, and let a be a primitive nth root of unity. Then 
(1) O(n) = [K(a): K]; 
(2) O(n) I q(n); 
(3) e(r) I @Cm>; 
(4) ifgcd(r, s) = 1, then 8(m) I e(r>e(s). 
Less trivial are the following facts. 
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THEOREM 9. If p is a prime and n is a positive integer such that 
char(K) + pn, then: 
(1) Zfp C n, then Npn) I (p - l)@(n). 
(2) Zfp I n, then O(pn)l PO(n). 
Proof. Let a be a primitive nth root of unity, and let b be a root of 
xP - a. Then b”P = an = 1. Also, if bk = 1, then 1 = bkp =(bp>k = ak, so 
n 1 k. Thus, b is either a primitive nth root of unity or a primitive (pnlth root 
of unity. 
Suppose b is a primitive nth root of unity. If p I n, then 1 = b” = bp(“‘p) 
=a */p, a contradiction. Hence, p ) n. There are integers r and s such that 
1 = pr + 11s. Thus, b = bprfns = bP”b”’ = (bP)‘(b”)” = (a’)(l) = ar. Thus, if 
b is a root of xp - a and b is a primitive nth root of unity, then b = a’, 
where r = p-’ in Zz. 
(1): In the event p Jr n, let r = p-’ in Zz. Let a be a primitive nth root 
of unity, and observe that ar is another primitive nth root of unity. 
Therefore, in K(a), r - a’ is a linear factor of xp - a. By the preceding 
paragraph, every other root of xp - a is a primitive (pn)th root of unity. 
Since xv - a has distinct roots, every irreducible factor of (x P - a)/(x - ar) 
is an irreducible factor of cpn(zr). Thus, these factors have degree e,,,,(pn), 
and it follows that if there are k of them, then kO,,,,(pn) = p - 1. Therefore, 
O,(,,(pn) I p - 1. As B&n) = e,&de&), the result follows. 
(2): We proceed as in (11, except now all the roots of xp - a are primitive 
(pn)th roots of unity. Thus, every irreducible factor of xJ’ - a is an irre- 
ducible factor of cpn(r). Therefore, O,(,,(pn) I p. The result follows. n 
We conclude our general analysis with the following useful result. 
THEOREM 10. Let K be afield, and let p and n be positive integers such 
that p is prime and char(K) t pn. Suppose p I n and O(pn) = p@(n). 
(1) Ifp is odd, then O(p’n)= pO(pn). 
(2) Zfp = 2 and 4 I n, then 8(4n) = 28(2n). 
Proof. It is simplest to use the norm, as defined in Lang [5, p. 2101. It is 
possible to repeat the argument without using the word, but the current 
needs are elementary applications of the concept. Our argument is essentially 
the same as that given in a different context in [5, pp. 223-2241. 
Let a be a primitive nth root of unity, let b be a root of xP - a, and let c 
be a root of r J’ - b. By Theorem 9, b and c are, respectively, primitive 
(pn)th and primitive (p”n)th roots of unity. To prove the theorem, it suffices, 
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by Theorem 9, to show that if b E K(a), then c g K(b). To obtain a 
contradiction, we assume that b E K(a) and c E K(b). 
The fact that b is not in K(a) implies that 0,(,,(pn) = p. Thus, 
[K(b): K(a)]= p. Th e norm is a multiplicative homomorphism N: K(b)* -+ 
K(a)*. Moreover, - a = (- DPN(b) (see [5, Theorem 8, p. 2101). 
Thus, c E K(b) im pl’ ies - a = (- l)“N(b) = (- l)PN(~P) = (-- ljp[ N(c>]P. 
If p is odd, then a = [N(c)]” in K(a), which shows that x p - a has a root in 
K(a). Since, by Theorem 9, any such root is a primitive (pn)th root of unity, 
it follows that K(b) = K(a), a contradiction. 
If, on the other hand, p = 2, then we know 4 I n. This implies that K(u) 
contains the 4th roots of unity. It follows that if x2 = (Y has a solution in 
K(u), then x2 = - (Y also has a solution in K(u). Since - a = [N(c)]‘, there 
is a solution to a = r2 in K(u). This gives the same contradiction as in the 
preceding paragraph. n 
4. THE FINITE FIELD CASE 
When K = GF(q) is the finite field with q elements, we shall denote 6, 
by ey. If gcd(n, q) = 1, define 
o,(q) :=min(k E N:qk ~1 (mod n)). 
This notation reflects the fact that o,(q) is the order of q in Zz. 
THEOREM 11. lf q is a prime power and gcd(q, n) = 1, then O,(n) = 
o,(q). 
Proof. Every finite extension of GF(q) is of the form GF(qk). The 
multiplicative group of GF(qk) is cyclic of order qk - 1, and hence it 
contains a primitive nth root of 1 if and only if n I qk - 1. It follows from 
Theorem 8(l) that O,(n) = min{k E N : n I qk - 1) = o,(q). n 
Theorem 11 generalizes results in [l] and [9], which treat the case q is a 
prime. See also [7]. The referee has pointed out that Theorem 11 is well 
known; see, for example, [6, Theorem 2.47, p. 611. 
COROLLARY 11.1. lf r, s, and q are pairwise relatively prime, then 
e,(l-s) =lcm(e,(r),~,(s)). 
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Proof. Let u, denote the residue class of u modulo n. Now 8,(rs) is 
the order of q,,Y in ZT,, which is the order of (y,,q,) in ZF X.??:. The latter 
is clearly lcm(o,(ql, o,(q)) = lcm(fl,(r), 0,,(s)). n 
CoFioLLARY 11.2. Let p be a prime (or a prime power), and let n and k 
be positive integers such that gcd(p,n) = 1. If d = 0,(n) and q = pk, then 
e,,(n) = d/&Cd, k). 
These two corollaries combine to show that to calculate 0,(n) when 
gcd(q, n) = 1, 't 1 suffices to know e,(&, for all distinct primes p, r and 
positive integers k. In view of Theorem 10, we can further simplify the 
calculation. We use the notation x k 11 y for the case that x is a prime, x k I y, 
and xk+’ + y. 
COROLLARY 11.3. Let p be a prime, and let q be a power of another 
prime. 
(1) Suppose p is odd, and let s be that integer such that p” II 9’@) - 1. 
Then O,,(pk) = B,(p).pk-‘ for k 2 s. 
(2) Suppose p = 2, and let s be that integer such that 2” II qeJ4) - 1. Then 
e,(2k) = e,(4).2k-” for k > S. 
Combining Corollaries 11.2 and 11.3, we really need only compute B,(p) 
for p and q prime (for p odd) and e,(4), rather than for q a prime power. 
5. EXAMPLE 
In this section we provide an example to illustrate the theory developed 
in this article. Our example is the evaluation of r,,(60), i.e. the size of the 
smallest matrix of period 60 over the field K = GF(27). 
By Theorem 3, r&60) = r,,(20) + 3’ + 6,,(20). By Corollary 11.2, e,,(d) 
= e,(d) for each divisor d of 20. Thus, r,,(20) = ra(20). Using Corollary 
11.1 and Theorem 11, we find that e&20) = e,(5) = 4. Finally, since 8,,(20) 
> 1, 6,,(20) = 1. Putting this together yields r&60) = 4 + 1-t 1 = 6. 
To actually find a 6 X 6 matrix with period 60, we observe that the above 
analysis also works over GF(3), so it suffices to exhibit such a matrix over 
GF(3). Considering the case 6 = 1 in the proof of Theorem 3, the minimum 
polynomial for one such matrix is m(x) = (x - l)'f(x), where f is an 
irreducible factor of the cyclotomic polynomial cZo(x) = x8 + x6 + x4 + 1~’ 
+1. 
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We know that f has degree 13,(20) = 4 and is of the form (X - a)(x - 
a”)(~ - a’)(~ - Use), where a is a primitive 20th root of 1. Expanding this 
out and using the fact that uzO = 1, we see that f(r) = x4 - cx’ + cx + 1. 
Also, by symmetry, this works for the primitive 20th root - a, so that another 
factor of czO is x3 + cx3 - cx + 1. This implies that c = 1 or - 1. Therefore, 
we may take f(r) = x4 - x3+x +l. Hence m(x)= x6-x2-x -2 has ex- 
ponent 60, and its companion matrix 
010000 
001000 
000100 
000010 
000001 
-2 1 1 0 0 0 
has period 60 over both GF(3) and GF(27). Alternatively, the matrix that is 
the direct sum of the companion matrices of (X - D2 and f(r) is also of 
period 60. 
6. QUESTIONS AND COMMENTS 
We would be remiss to point out that there are still several interesting 
questions to be answered and observations to be made. 
The most obvious of these is to understand how algebraic extensions of 
the ground field affect 0(n). There must be some relation between the 
element a and the number rr if 0 .,,,(n> < 0,(n). We have not yet succeeded 
in discovering this relationship. 
A second problem is about the multiplicativity of 0. Over the rationals, 
0(n) = cp(n) is multiplicative; that is, if gcd(m, n) = 1, then f3(mn) = e(m)e(n). 
Over the finite fields, however, if gcd(m, n) = 1, then 0(mn) = 
lcm(B(m), 0(n)). We know that, in general, if gcd(m, n) = 1, then 
lcm(ti(m), 0(n)) I B(mn> I fNmMn>. It might be the case that, for a fixed field, 
8(mn) either is always e(m)e( n or is always lcm(8(m),B(n)). We have no ) 
idea if this is actually true. 
Note that, over the finite field GF(y), there is a simple description of the 
Galois-group of any irreducible factor g(x) of the cyclotomic polynomial 
c,(x). If r is any power of q, then the map a e uT is a permutation of the 
roots a of g(x). The cyclic group of all such maps, generated by the map 
a * ~4, is the Galois group of g(x). If a is any fixed root of g(x), then every 
root is of the form ur, where r=qk, for O<k<s=min{iEN:r=q” 
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implies ‘a’ = a}. [Of cow-se, the fact that a is a primitive nth root of unity 
implies that s = o,(y).] Th us, knowing any primitive nth root of unity allows 
us to construct one of the irreducible factors of c,(x). 
If a is any primitive nth root of unity and d is any divisor of n, then 
anId is a primitive dth root of unity, which may be used as above to 
construct an irreducible factor of c,(x). It follows that if we know any 
primitive nth root of unity, then we can construct polynomials of exponent n 
and degree r(n). From any of these, we can construct a matrix of size r(n) 
having period n. 
Alternatively, if a is a primitive nth root of unity over any field K, then 
the set {ur :0 < r < n} spans K(a) as a vector space over K. Thus, one can 
select from this set an ordered basis B for K(a) over K. The matrix A with 
respect to B of the linear transformation x ++ ax has period n and size e(n). 
For each divisor d of n, this procedure can be applied to the primitive dth 
root of unity a n/d to produce a matrix A, of period d and size B(d). If 
J E j(n), then a direct sum of the matrices A, with d E J is a matrix of size 
r(n) having period n. 
We thank David Joyner and James Fennel1 for helpful suggestions for the 
proof of Theorem 10. 
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