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Re´sume´ : Nous nous inte´ressons ici a` une me´thode Garlerkin Discontinue en Domaine Temporel (GDDT)
pour la re´solution nume´rique du syste`me des e´quations de Maxwell instationnaires. Cette me´thode est for-
mule´e sur des maillages hybrides et non-conformes combinant une triangulation non-structure´e pour la
discre´tisation des objets de formes irre´gulie`res avec une quadrangulation structure´e (compose´e d’e´le´ments
orthogonaux de grandes tailles) pour le reste du domaine de calcul. Au sein de chaque e´le´ment, le champ
e´lectromagne´tique est approxime´ pour une interpolation nodale d’ordre arbitrairement e´leve´, on utilise un
flux centre´ pour les inte´grales de surfaces et un sche´ma saute-mouton d’ordre 2 pour l’inte´gration en temps
des e´quations semi-discre´tise´es associe´es. Le principal but est d’ame´liorer la flexibilite´ et l’efficacite´ de la
me´thode GDDT. Nous formulons les sche´mas de discre´tisation en 3D, nous exposons la preuve de´taille´e de
l’analyse mathe´matique de convergence a-priori en 3D. Enfin, la performance et la convergence nume´rique
sont de´montre´es pour diffe´rents cas tests en 2D.
Mots-cle´s : Me´thode Galerkin Discontinue, e´quations de Maxwell instationnaires, analyse de convergence
a-priori, maillages non-conformes, me´thodes hybrides, maillages multi-e´le´ments
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A priori convergence analysis of a Non-Conforming Discontinuous
Galerkin Time-Domain method on hybrid meshes for solving the
Maxwell equations
Abstract: We are interested in a multi-element Discontinuous Galerkin Time Domain (DGTD) method for
the numerical resolution of the system of unsteady Maxwell equations. This method is formulated on hybrid
and non-conforming meshes combining an unstructured triangulation for the discretization of the irregularly
shaped objects with a structured (with orthogonal and large size elements) quadrangulation for the rest of the
computational domain. Within each element, the electromagnetic field components are approximated by a high
order nodal polynomial, using a centered flux for the surface integrals and a second order Leap-Frog scheme for
the time integration of the associated semi-discrete equations. The main objective is to enhance the flexibility
and the efficiency of DGTD methods. We formulate the 3D discretization scheme, we expose the complete proof
of the a-priori convergence mathematical analysis in 3D. Finally, the numerical performance and convergence is
demonstrated for test problems in 2D.
Key-words: Discontinuous Galerkin method, unsteady Maxwell equations, a-priori convergence analysis, non-
conforming meshes, hybrid methods, multi-element meshes
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Introduction
De nos jours, diffe´rentes strate´gies de mode´lisation existent pour la simulation nume´rique de la propagation des
ondes e´lectromagne´tiques. Malgre´ de grandes avance´es dans les me´thodes nume´riques, capables de traiter avec
pre´cision et de manie`re flexible des ge´ome´tries complexes par des maillages non-structure´s (et e´ventuellement
non-conformes), la me´thode DFDT (Diffe´rences Finies en Domaine Temporel) [24, 27] est toujours l’approche
proe´minente pour la mode´lisation de proble`mes d’e´lectromagne´tisme nume´rique re´alistes en domaine temporel,
graˆce en particulier a` la facilite´ d’imple´mentation et aux faibles temps de calcul. Dans la me´thode DFDT, le
domaine de calcul entier est discre´tise´ par un maillage structure´ (Carte´sien), simplifiant ainsi le processus de
discre´tisation mais repre´sentant aussi la principale limitation de cette me´thode lorsque des objets a` ge´ome´trie
complexe entrent en jeu. Les me´thodes d’e´le´ments finis nodales classiques sont connues pour ge´ne´rer des modes
parasites faussant les simulations nume´riques. Les e´le´ments finis d’areˆtes [16, 17] ont e´te´ de´veloppe´s notamment
pour s’affranchir de ces proble`mes mais sont pe´nalise´s par la complexite´ de mise en oeuvre et les couˆts des cal-
culs. Les me´thodes de volumes finis en maillages non-structure´s [20] sont plus flexibles vis-a`-vis de la prise en
compte des he´te´roge´ne´ite´s du milieu de propagation et de formes ge´ome´triques irre´gulie`res, mais sont ne´anmoins
de pre´cision limite´e. Par ailleurs, ces dix dernie`res anne´es ont vu un inte´ret croissant pour des me´thodes appele´es
GDDT (Galerkin Discontinue en Domaine Temporel). Graˆce a` l’utilisation d’espaces e´le´ments finis disconti-
nus, les me´thodes GDDT peuvent facilement eˆtre traite´es avec des e´le´ments de diffe´rents types et formes, de
plus aucune continuite´ n’est impose´e aux interfaces entre les e´le´ments et le degre´ du polynoˆme d’interpolation
peut aussi varier localement, permettant ainsi d’offrir une grande flexibilite´ dans la conception des maillages
(qui peuvent eˆtre irre´guliers, non-conformes, etc.). Les me´thodes GDDT ont e´te´ de´ve´loppe´es sur des maillages
quadrangulaires (cas 2D) ou hexae´driques (cas 3D) [2, 15], aussi bien que sur des maillages triangulaires ou
te´trae´driques [6, 7, 9, 12]. Ces me´thodes ont aujourd’hui atteint une certaine maturite´ (leur permettant de s’adap-
ter a` des contextes de mode´lisations de plus en plus complexes, comme [4, 13, 18, 23] entre autres) et ont re´ussi
a` s’inte´grer dans plusieurs communaute´s scientifiques et technologiques. Nous pouvons aussi relever que cette
me´thode a e´te´ pour la premiere fois choisie pour un logiciel commercial comme alternative en domaine tem-
porel d’un outil bien connu de simulation d’ondes e´lectromagne´tiques [22]. Dans tous les travaux mentionne´s
pre´ce´demment sur les me´thodes GDDT, le premier ordre (ou formulation mixte) des e´quations de Maxwell insta-
tionnaires est conside´re´. A` travers chaque e´le´ment le champ e´lectromagne´tiques est approxime´ par un polynoˆme
d’interpolation nodal d’ordre arbitraire.
Par la suite, plusieurs essais ont e´te´ re´alise´s pour de´velopper et combiner des me´thodes en domaine temporel
sur des maillages structure´s avec des formulations GDDT sur des maillages non-structure´s. Une strate´gie de
bas ordre allant dans ce sens est pre´sente´e dans [8] sous la forme d’une combinaison de DFDT avec VFDT
(Volumes Finis en Domaine Temporel, qui peut eˆtre vue comme le plus bas ordre de la me´thode GDDT). Une
hybridation de DFDT avec GDDT est de´crite dans [10] pour des proble`mes 2D. Le principal objectif est de
mode´liser avec pre´cision les de´tails ge´ome´triques d’objets courbes, tout en maintenant la simplicite´ et la rapidite´
de DFDT pour le reste du domaine de calcul. Ces strate´gies reposent sur un sche´ma couple´ simple, une couche
interme´diaire d’e´le´ments quadrangulaires est introduite entre la grille Carte´sienne (de la me´thode DFDT) et le
maillage triangulaire (de la me´thode GDDT). A l’inte´rieur de cette couche, DFDT est alors conside´re´ comme un
cas particulier (plus pre´cise´ment d’ordre 0) de GDDT et vice versa. Un flux centre´ est choisi pour la me´thode
GDDT et les deux me´thodes utilisent un sche´ma saute-mouton d’ordre 2 pour la discre´tisation en temps. Dans un
esprit similaire, des me´thodes hybrides EFDT (Ele´ments Finis en Domaine Temporel)-DFDT ont e´te´ propose´es
comme par exemple dans [11, 25, 26]. Une hybridation d’ordre e´leve´ a re´cemment e´te´ e´tudie´e dans [3] qui
combine une me´thode d’e´le´ments finis spectraux sur un maillage quadrangulaire avec une me´thode GDDT sur
un maillage triangulaire. Le couplage des deux me´thodes est obtenu en utlisant un flux nume´rique de´centre´ sur
la frontie`re interne (c’est-a`-dire entre les maillages triangulaires et quadrangulaires). Dans les deux me´thodes,
un sche´ma Runge-Kutta d’ordre 4 est choisi pour l’inte´gration en temps. La pre´cision de cette me´thode hybride
EFDT-GDDT est clairement de´montre´e pour des proble`mes en 2D mais il ne figure pas de comparaison avec des
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maillages comple`tement triangulaires. Enfin, une autre approche, moins ge´ne´rale, est propose´e dans [21]. Il s’agit
d’un sche´ma combinant une me´thode VFDT avec la technique d’inte´gration finie ; un seul type de maillage est
utilise´ (Carte´sien) et cette hybridation vise a` ame´liorer les proprie´te´s de dispersion le long d’une direction.
Nous sommes concerne´s ici par la possibilite´ d’avoir un seul sche´ma de discre´tisation, i.e. une me´thode Galerkin
Discontinue, pour ame´liorer l’efficacite´ de la simulation en utilisant des maillages hybrides et non-conformes.
Ces derniers sont compose´s d’e´le´ments hexae´driques (quadrangulaires en 2D) orthogonaux pour la discre´tisation
des zones re´gulie`res (partie structure´e) et d’e´le´ments te´trae´driques (triangulaires en 2D) pour la discre´tisation
d’objets de formes irre´gulie`res (partie non-structure´e) du domaine de calcul. Ce rapport est organise´ de la fac¸on
suivante : la section 1 pre´sente le proble`me aux conditions limites et initiales a` re´soudre ; la section 2 expose la
formulation GDDT-PpQk sur des maillages multi-e´le´ments en 3D. Dans la section 3 nous pre´sentons la preuve
comple`te de l’analyse de convergence the´orique de la me´thode DGTD-PpQk en 3D, aboutissant a` un estimateur
d’erreur a-priori prenant en compte la nature hybride du maillage. Enfin, la section 4 est destine´e a` montrer la
performance nume´rique de la me´thode pour deux sce`narios de propagation en 2D.
1 Le proble`me de Maxwell continu
Soit Ω un ouvert, borne´ et re´gulier de R3 de frontie`re ∂Ω. Le syste`me des e´quations de Maxwell tridimension-
nelles est donne´ par : {
ε∂tE− rot(H) = −z0σE,
µ∂tH+ rot(E) = 0,
(1)
ou` E(x, t) ≡ (Ex(x, t),Ey(x, t),Ez(x, t))T et H(x, t) ≡ (Hx(x, t),Hy(x, t),Hz(x, t))T de´signent respectivement les
champs e´lectrique et magne´tique (avec x = (x1,x2,x3)T) ; ε ≡ ε(x), µ ≡ µ(x) et σ ≡ σ(x) sont respectivement
les permittivite´ e´lectrique, perme´abilite´ magne´tique et conductivite´ e´lectrique. Les e´quations (1) ont e´te´ redimen-
sionne´es et ε et µ de´finissent des quantite´s relatives (z0 =
√
µ0/ε0 est l’impe´dance du vide). Notre objectif est
de re´soudre le syste`me (1) sur Ω de frontie`re ∂Ω = ∂Ωa∪∂Ωm, en le comple`tant par les conditions aux limites
suivantes (pour les conditions initiales, se reporter en de´but de section 3), ou` n de´signe la normale sortante a` ∂Ω :
• sur ∂Ωm : n×E = 0, qui est appele´e condition aux limites me´tallique ;
• sur ∂Ωa : F(E,H) = F(Einc,Hinc) ou` F(X,Y) = n×X− zn× (Y×n), avec z =
√
µ/ε et (Einc,Hinc) un
champ incident donne´. Cette condition est dite absorbante, ou plus pre´cise´ment condition de Silver-Mu¨ller
qui est une approximation du premier ordre de la condition aux limites absorbante exacte. Le bord ∂Ωa,
sur lequelle cette condition est applique´e, repre´sente une troncature artificielle du domaine de calcul.
Ce proble`me admet alors une unique solution dans un certain espace fonctionnel, pre´cise´ dans la section 3.
On re´e´crit le syste`me (1) sous une forme condense´e, appele´e aussi forme pseudo-conservative :
Q(∂tW)+∇ ·F(W) = J, (2)
ou` :
Q =
[
εI3×3 03×3
03×3 µI3×3
]
, W =
(
E
H
)
et J =

−z0σE
0
0
0
 ,
et :
∇ ·F(W) = ∂x1(F1(W))+∂x2(F2(W))+∂x3(F3(W)) ∈R6,
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avec :
F1(W) =
[
03×3 N1
−N1 03×3
]
W = (0, H3, −H2, 0, −E3, E2)T ∈R6,
F2(W) =
[
03×3 N2
−N2 03×3
]
W = (−H3, 0, H1, E3, 0, −E1)T ∈R6,
F3(W) =
[
03×3 N3
−N3 03×3
]
W = (H2, −H1, 0, −E2, E1, 0)T ∈R6,
et N1, N2, N3 sont les matrices (anti-syme´triques) donne´es par :
N1 =
 0 0 00 0 1
0 −1 0
 , N2 =
 0 0 −10 0 0
1 0 0
 , N3 =
 0 1 0−1 0 0
0 0 0
 .
Enfin, on suppose σ = 0.
2 Discre´tisation du proble`me en espace et en temps
2.1 Discre´tisation en espace par une me´thode GDDT-PpQk
2.1.1 Formulation faible
Le domaine Ω est suppose´ discre´tise´ par Ωh =
⋃N
i=1 ci = Th
⋃
Qh, ou` les ci de´signent des cellules qui sont
des te´trae`dres (∈ Th) ou des hexae`dres (∈ Qh) en 3D (des triangles ou des quadrangles en 2D). Dans le cas
2D, le maillage obtenu peut eˆtre conforme, ou non-conforme (cf [6, 7]) i.e. comportant des noeuds flottants sur
une face commune a` deux e´le´ments de diffe´rents types. D’autre part en 3D, pour obtenir un maillage hybride
conforme, il faut faire appel a` des e´le´ments interme´diaires (car les faces des te´trae`dres sont des triangles alors que
celles des hexae`dres sont des quadrangles), prismes ou pyramides, ce qui complique notablement le processus
de construction du maillage. Dans le cadre d’une me´thode de discre´tisation Galerkin Discontinue, il n’est pas
ne´cessaire d’imposer une telle conformite´. Dans la pre´sente e´tude, nous conside´rons des maillages hybrides et
non-conformes, tout en nous limitant a` un certain type de non-conformite´ sche´matise´ sur la FIG. 1. Autrement dit,
on se limitera au cas ou`, sur une face hybride, l’ensemble des faces triangulaires (issues des te´trae`dres) coı¨ncide
avec la face quadrangulaire de l’hexae`dre voisin.
q1 q2
t1
t2
t1
 q2
t2
FIG. 1 – Gauche : Type non-conformite´ conside´re´e en 3D, entre un hexae`dre (q2) et deux te´trae`dres (t1 et t2) -
Droite : Vue 2D d’une face hybride non-conforme entre l’hexae`dre q2 et les deux te´trae`dres t1 et t2
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Pour la pre´sentation des sche´mas de discre´tisation, nous allons conside´rer uniquement des frontie`res me´talliques
(i.e. ∂Ωa = ∅). On note ~ψ = (ψ1,ψ2,ψ3,ψ4,ψ5,ψ6)
T ∈R6 une fonction test vectorielle. En appliquant le produit
scalaire (euclidien, note´ 〈. , .〉) par ~ψ au syste`me (2) et en inte´grant sur ci, nous obtenons :∫
ci
〈
Q(∂tW) , ~ψ
〉
dx+
∫
ci
〈
∇ ·F(W) , ~ψ〉dx = 0. (3)
Soit Pp[ci] l’espace des fonctions polynomiales de degre´ au plus p sur ci ∈ Th (par exemple, les polynoˆmes P2
en 2D sont de la forme α0+α1x1+α2x2+α3x1x2+α4x
2
1+α5x
2
2), muni de la base locale φi = (ϕi1,ϕi2, · · · ,ϕidi)T
avec di le nombre de degre´s de liberte´ pour le te´trae`dre ci. SoitQk[ci] l’espace des fonctions polynomiales de degre´
au plus k par rapport chaque variable se´pare´ment sur ci ∈Qh (par exemple, les polynoˆmes Q2 en 2D sont de la
forme γ0 + γ1x1 + γ2x2 + γ3x1x2 + γ4x
2
1 + γ5x
2
2 + γ6x
2
1x2 + γ7x1x
2
2), muni de la base locale θi = (ϑi1,ϑi2, · · · ,ϑibi)T
avec bi le nombre de degre´s de liberte´ pour l’hexae`dre ci. Les degre´s de liberte´ locaux sont note´s Wil ∈ R6 et
Wi ∈R6 de´finira la restriction de la solution approche´e a` la cellule ci (i.e.Wi =Wh ci ). Ainsi, nous avons :
• Si ci ∈Th : Wi(x) =
di
∑
l=1
Wilϕil(x) =

di
∑
l=1
Eilϕil(x)
di
∑
l=1
Hilϕil(x)
=
(
Ei(x)
Hi(x)
)
; et Pp[ci] =Vect
(
ϕi1, . . . ,ϕidi
)
. (4)
• Si ci ∈Qh : Wi(x) =
bi
∑
l=1
Wilϑil(x) =

bi
∑
l=1
Eilϑil(x)
bi
∑
l=1
Hilϑil(x)
=
(
Ei(x)
Hi(x)
)
; et Qk[ci] =Vect
(
ϑi1, . . . ,ϑibi
)
. (5)
Nous cherchons alors une solution approche´eWh dans l’espace d’approximation global V 6h , de´fini par :
Vh =
{
vh ∈ L2(Ω)
∣∣∣∣∣ ∀ci ∈Th, vh ci ∈ Pp[ci]∀ci ∈Qh, vh ci ∈Qk[ci]
}
. (6)
Maintenant, notons ai j = ci∩ c j la face commune entre ci et c j et Vi = { j|ci∩ c j 6= ∅} l’ensemble des e´le´ments
voisins de ci. On introduit e´galement la notation n˘i j qui est le vecteur normal unitaire a` ai j sortant dirige´ de ci vers
c j et n˘i j = (n˘1i j, n˘
2
i j, n˘
3
i j)
T ∈R3. Puisqu’aucune forme de continuite´ n’est assure´e d’un e´le´ment a` un autre pour le
champ de vecteurs Wh, un traitement particulier doit eˆtre introduit pour l’e´valuation des inte´grales de bord sur
la face ai j. Dans le contexte des me´thodes volumes finis, on parle de flux nume´rique. Nous utilisons ici un flux
nume´rique base´ sur un sche´ma centre´ :
Wh ai j =
Wi ai j +W j ai j
2
.
Pour le traitement nume´rique des conditions aux limites i.e. pour les interfaces ai j localise´es sur la discre´tisation
de ∂Ωm, nous conside´rons c j une cellule fictive et nous e´tablissons :
Sur ai j ∈ ∂Ωm : W j =
[ −I3×3 03×3
03×3 I3×3
]
Wi, i.e. :
(
E j
H j
)
=
( −Ei
Hi
)
; donc :Wh ai j =

0
0
0
H j ai j
 .
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Nous distinguerons par la suite deux cas diffe´rents :
• Cas (A) : ci ∈ Th. ci est un te´trae`dre et les cellules voisines a` ci sont des te´trae`dres ou des hexae`dres. Une
face de l’e´le´ment fini ci, est alors soit une face frontie`re me´tallique de te´trae`dre (∈T im), soit une face interne
commune a` deux te´trae`dres (∈ T id ), soit une face interne commune a` un te´trae`dre et un hexae`dre, dite
hybride (∈H id ). Autrement dit, pour j ∈ Vi on a c j ∈ Th
⋃
Qh, et donc ai j ∈H id
⋃
T id
⋃
T im. En injectant
Wi dans (3), en utilisant une double inte´gration par partie ainsi que les diffe´rentes particularite´s de la
me´thode Galerkin Discontinue (flux nume´rique, conditions aux limites, etc.), nous obtenons la formulation
faible spe´cifique aux cellules te´trae´driques suivante :
2Qi
∫
ci
〈∂tWi , ~ψ〉dx+
∫
ci
(〈
3
∑
k=1
∂xkN kWi , ~ψ
〉
−
3
∑
k=1
〈
∂xk~ψ , N kWi
〉)
dx +
∑
ai j∈T id
∫
ai j
〈Mi jW j , ~ψ〉dσ + ∑
ai j∈T im
∫
ai j
〈SimWi , ~ψ〉dσ + ∑
ai j∈H id
∫
ai j
〈Mi jW j , ~ψ〉dσ = 0, (7)
avec :
• Qi =
[
εiI3×3 03×3
03×3 µiI3×3
]
, ou` εi et µi sont des valeurs constantes sur ci,
• N k =
[
03×3 Nk
−Nk 03×3
]
,
• Mi j =
3
∑
k=1
n˘ki jN k =
[
03×3 N˘i j
−N˘i j 03×3
]
, ou` N˘i j =
3
∑
k=1
n˘ki jNk =
 0 n˘3i j −n˘2i j−n˘3i j 0 n˘1i j
n˘2i j −n˘1i j 0
,
• Sim =
[
03×3 N˘im
N˘im 03×3
]
.
Remarques :
• Dans chaque termeWi ∈ Pp[ci] (resp.W j ∈ Pp[c j]), excepte´ dans la somme sur H id ou`W j ∈Qk[c j].
• ∀X ∈R3, on a N˘i jX = X× n˘i j. De plus, n˘i j =−n˘ ji et donc N˘i j =−N˘ ji.
• Les matrices Nk et N˘i j sont de taille 3×3 et sont anti-syme´triques ; les matricesN k etMi j sont de taille
6×6 et sont syme´triques ; et Sim est une matrice 6×6 anti-syme´trique.
• Cas (B) : ci ∈Qh. ci est un hexae`dre et les cellules voisines sont des hexae`dres ou des te´trae`dres. Une face
de l’e´le´ment fini ci, est alors soit une face frontie`re me´tallique d’hexae`dre (∈ Qim), soit une face interne
commune a` deux hexae`dres (∈ Qid), soit une face interne commune a` un hexae`dre et un te´trae`dre, dite
hybride (∈H id ). Autrement dit, pour j ∈ Vi on a c j ∈Th
⋃
Qh, et donc ai j ∈H id
⋃
Qid
⋃
Qim. En injectant
Wh dans (3), en utilisant une double inte´gration par partie et les diffe´rentes particularite´s de la me´thode
Galerkin Discontinue, nous obtenons la formulation faible spe´cifique aux cellules hexae´driques suivante :
2Qi
∫
ci
〈∂tWi , ~ψ〉dx+
∫
ci
(〈
3
∑
k=1
∂xkN kWi , ~ψ
〉
−
3
∑
k=1
〈
∂xk~ψ , N kWi
〉)
dx +
∑
ai j∈Qid
∫
ai j
〈Mi jW j , ~ψ〉dσ + ∑
ai j∈Qim
∫
ai j
〈SimWi , ~ψ〉dσ + ∑
ai j∈H id
∫
ai j
〈Mi jW j , ~ψ〉dσ = 0. (8)
Remarque : ici, dans chaque terme Wi ∈ Qk[ci] (resp. W j ∈ Qk[c j]), excepte´ dans la somme sur H id ou`
W j ∈ Pp[c j].
Enfin, on associe a` ces deux formulations faibles des conditions initales, qui seront de´crites dans la section 3.
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2.1.2 Equations semi-discre´tise´es pour les cellules te´trae´driques
A partir de maintenant, on suppose di identique pour tous les te´trae`dres ci. On introduit les notations suivantes :
Φi =
∫
ci
φiφ
T
i dx, Φ
xk
i =
∫
ci
(
φi
(
∂xkφi
)T− (∂xkφi)φTi )dx, Φi j = ∫
ai j
φiφ
T
j dσ et ϒi j =
∫
ai j
φiθ
T
j dσ ,
ou` :
• φi est un vecteur colonne de R
di et φTi (resp. φ
T
j ) est un vecteur ligne de R
di (resp. de Rd j ).
• θTj est un vecteur ligne de R
b j .
• Φi est une matrice di×di syme´trique de´finie positive et Φxki une matrice di×di anti-syme´trique.
• Φi j est une matrice di×di (d j = di) syme´trique positive.
• ϒi j est une matrice rectangulaire de taille di×b j. L’ordre des indices (i puis j) est a` respecter.
Posons Ei et Hi qui de´signent les vecteurs de R3di des degre´s de liberte´ locaux Eil et Hil (qui sont chacun des
vecteurs de R3) pour l = 1, . . . ,di, associe´s au te´trae`dre ci (notation spe´cifique aux te´trae`dres). Posons E˜ j et H˜ j
qui de´signent les vecteurs deR3b j des degre´s de liberte´ locaux E jl etH jl pour l = 1, . . . ,b j, associe´s a` l’hexae`dre
c j (notation spe´cifique aux hexae`dres) :
Ei =
 Ei1...
Eidi
 , Hi =
 Hi1...
Hidi
 ; et E˜ j =
 E j1...
E jb j
 , H˜ j =
 H j1...
H jb j
 . (9)
On introduit enfin les 6di fonctions de base vectorielles ~ϕi1, . . . ,~ϕi(6di) qui sont des vecteurs de R
6, compose´s des
fonctions de base scalaires ϕi1, . . . ,ϕidi de Pp[ci] (pour di fonctions de base scalaires, on a 6di fonctions de base
vectorielles associe´es) et de la forme :
~ϕi1 =

ϕi1
0
0
0
0
0
 , ~ϕi2 =

0
ϕi1
0
0
0
0
 , . . . , ~ϕi6 =

0
0
0
0
0
ϕi1
 ,
~ϕi7 =

ϕi2
0
0
0
0
0
 , ~ϕi8 =

0
ϕi2
0
0
0
0
 , . . . , ~ϕi12 =

0
0
0
0
0
ϕi2
 ,
...
...
...
~ϕi(6di−5) =

ϕidi
0
0
0
0
0
 , ~ϕi(6di−4) =

0
ϕidi
0
0
0
0
 , . . . , ~ϕi(6di) =

0
0
0
0
0
ϕidi
 .
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Afin d’obtenir les 6di e´quations semi-discre´tise´es, on effectue plusieurs remplacements dans la formulation faible
(7). Dans les inte´grales sur ci et sur ai j pour ai j ∈T id et ai j ∈T im, on remplaceWi (resp.W j) par son expression
(cf (4)) dans la base φi (resp. φ j) de Pp[ci] (resp. Pp[c j]) ; en revanche pour le terme de somme sur H
i
d on
remplaceW j par son expression (cf (5)) dans la base θ j deQk[c j]. Enfin, on remplace ~ψ par ~ϕil pour l = 1, . . . ,6di.
Proposons ainsi une expression du syste`me de 6di e´quations associe´ a` la formulation hybride dans le cas (A) :
∀ci ∈Th :

2Xε,i dEi
dt
+
3
∑
k=1
X xki Hi + ∑
ai j∈T id
Xi jH j + ∑
ai j∈T im
XimHi + ∑
ai j∈H id
Ai jH˜ j = 0,
2Xµ,i dHi
dt
−
3
∑
k=1
X xki Ei− ∑
ai j∈T id
Xi jE j + ∑
ai j∈T im
XimEi− ∑
ai j∈H id
Ai jE˜ j = 0,
(10)
avec : 
Xε,i =

(Φi)11(εiI3×3) (Φi)12(εiI3×3) · · · (Φi)1di(εiI3×3)
(Φi)21(εiI3×3) (Φi)22(εiI3×3) · · · (Φi)2di(εiI3×3)
...
...
...
(Φi)di1(εiI3×3) (Φi)di2(εiI3×3) · · · (Φi)didi(εiI3×3)
 ,
Xµ,i =

(Φi)11(µiI3×3) (Φi)12(µiI3×3) · · · (Φi)1di(µiI3×3)
(Φi)21(µiI3×3) (Φi)22(µiI3×3) · · · (Φi)2di(µiI3×3)
...
...
...
(Φi)di1(µiI3×3) (Φi)di2(µiI3×3) · · · (Φi)didi(µiI3×3)
 ,
X xki =

(Φ
xk
i )11Nk (Φ
xk
i )12Nk · · · (Φxki )1diNk
(Φ
xk
i )21Nk (Φ
xk
i )22Nk · · · (Φxki )2diNk
...
...
...
(Φ
xk
i )di1Nk (Φ
xk
i )di2Nk · · · (Φxki )didiNk
 ,
Xi j =

(Φi j)11N˘i j (Φi j)12N˘i j · · · (Φi j)1diN˘i j
(Φi j)21N˘i j (Φi j)22N˘i j · · · (Φi j)2diN˘i j
...
...
...
(Φi j)di1N˘i j (Φi j)di2N˘i j · · · (Φi j)didiN˘i j
 ,
Xim =

(Φi j)11N˘im (Φi j)12N˘im · · · (Φi j)1diN˘im
(Φi j)21N˘im (Φi j)22N˘im · · · (Φi j)2diN˘im
...
...
...
(Φi j)di1N˘im (Φi j)di2N˘im · · · (Φi j)didiN˘im
 ,
Ai j =

(ϒi j)11N˘i j (ϒi j)12N˘i j · · · (ϒi j)1b j N˘i j
(ϒi j)21N˘i j (ϒi j)22N˘i j · · · (ϒi j)2b j N˘i j
...
...
...
(ϒi j)di1N˘i j (ϒi j)di2N˘i j · · · (ϒi j)dib j N˘i j
 .
Xε,i et Xµ,i sont des matrices syme´triques de´finies positives, X xki est une matrice syme´trique, Xi j et Xim sont des
matrices anti-syme´triques. Toutes sont de taille 3di×3di saufAi j qui est une matrice rectangulaire (correspondant
aux interfaces hybrides) de taille 3di×3b j (H˜ j et E˜ j e´tant des vecteurs deR3b j ,Ai jH˜ j etAi jE˜ j sont des vecteurs
de R3di ce qui correspond bien au nombre d’e´quations du syste`me).
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2.1.3 Equations semi-discre´tise´es pour les cellules hexae´driques
Nous faisons ici la meˆme hypothe`se que sur les te´trae`dres, on suppose bi identique pour tous les hexae`dres ci. On
introduit les notations suivantes :
Θi =
∫
ci
θiθ
T
i dx, Θ
xk
i =
∫
ci
(
θi
(
∂xkθi
)T− (∂xkθi)θTi )dx, Θi j = ∫
ai j
θiθ
T
j dσ ,
et on rappelle que :
ϒTji =
∫
ai j
θiφ
T
j dσ ,
ou` :
• θi est un vecteur colonne de R
bi et θTi (resp. θ
T
j ) est un vecteur ligne de R
bi (resp. de Rb j ) ; φTj est un
vecteur ligne de Rd j .
• Θi est une matrice syme´trique de´finie positive, Θ
xk
i une matrice anti-syme´trique et Θi j une matrice syme´trique
positive, toutes trois de taille bi×bi (b j = bi).
• ϒTji est une matrice rectangulaire de taille bi×d j. L’ordre des indices ( j puis i) est a` respecter.
Nous rappelons les notations E˜i et H˜i de vecteurs de degre´s de liberte´ locaux spe´cifiques aux hexae`dres ; et E j et
H j pour ceux spe´cifiques aux te´trae`dres. On introduit aussi les 6bi fonctions de base vectorielles ~ϑi1, . . . , ~ϑi(6bi)
qui sont des vecteurs deR6, compose´s des fonctions de base scalaires ϑi1, . . . ,ϑibi deQk[ci] (pour bi fonctions de
base scalaires, on a 6bi fonctions de base vectorielles associe´es) et de la forme :
~ϑi1 =
(
ϑi1, 0, 0, 0, 0, 0
)T
, . . . , ~ϑi6 =
(
0, 0, 0, 0, 0, ϑi1
)T
,
...
...
~ϑi(6bi−5) =
(
ϑibi , 0, 0, 0, 0, 0
)T
, . . . , ~ϑi(6bi) =
(
0, 0, 0, 0, 0, ϑibi
)T
.
Pour obtenir le syste`me de 6bi e´quations semi-discre´tise´es, on effectue plusieurs remplacements dans la formu-
lation faible (8). Dans les inte´grales sur ci et sur ai j pour ai j ∈Qid et ai j ∈Qim, on remplace Wi (resp. W j) par
son expression (cf (5)) dans la base θi (resp. θ j) de Qk[ci] (resp. Qk[c j]) ; en revanche pour le terme de somme
sur H id on remplaceW j par son expression (cf (4)) dans la base φ j de Pp[c j]. Enfin, on remplace ~ψ par ~ϑil pour
l = 1, . . . ,6bi. Proposons ainsi une expression du syste`me de 6bi e´quations associe´ a` la formulation hybride dans
le cas (B) :
∀ci ∈Qh :

2Wε,i dE˜i
dt
+
3
∑
k=1
Wxki H˜i + ∑
ai j∈Qid
Wi jH˜ j + ∑
ai j∈Qim
WimH˜i + ∑
ai j∈H id
Bi jH j = 0,
2Wµ,i dH˜i
dt
−
3
∑
k=1
Wxki E˜i− ∑
ai j∈Qid
Wi jE˜ j + ∑
ai j∈Qim
WimE˜i− ∑
ai j∈H id
Bi jE j = 0.
(11)
RR n° 7933
12 C. Durochat & C. Scheid
avec : 
Wε,i =

(Θi)11(εiI3×3) (Θi)12(εiI3×3) · · · (Θi)1bi(εiI3×3)
(Θi)21(εiI3×3) (Θi)22(εiI3×3) · · · (Θi)2bi(εiI3×3)
...
...
...
(Θi)bi1(εiI3×3) (Θi)bi2(εiI3×3) · · · (Θi)bibi(εiI3×3)
 ,
Wµ,i =

(Θi)11(µiI3×3) (Θi)12(µiI3×3) · · · (Θi)1bi(µiI3×3)
(Θi)21(µiI3×3) (Θi)22(µiI3×3) · · · (Θi)2bi(µiI3×3)
...
...
...
(Θi)bi1(µiI3×3) (Θi)bi2(µiI3×3) · · · (Θi)bibi(µiI3×3)
 ,
Wxki =

(Θ
xk
i )11Nk (Θ
xk
i )12Nk · · · (Θxki )1biNk
(Θ
xk
i )21Nk (Θ
xk
i )22Nk · · · (Θxki )2biNk
...
...
...
(Θ
xk
i )bi1Nk (Θ
xk
i )bi2Nk · · · (Θxki )bibiNk
 ,
Wi j =

(Θi j)11N˘i j (Θi j)12N˘i j · · · (Θi j)1biN˘i j
(Θi j)21N˘i j (Θi j)22N˘i j · · · (Θi j)2biN˘i j
...
...
...
(Θi j)bi1N˘i j (Θi j)bi2N˘i j · · · (Θi j)bibiN˘i j
 ,
Wim =

(Θi j)11N˘im (Θi j)12N˘im · · · (Θi j)1biN˘im
(Θi j)21N˘im (Θi j)22N˘im · · · (Θi j)2biN˘im
...
...
...
(Θi j)bi1N˘im (Θi j)bi2N˘im · · · (Θi j)bibiN˘im
 ,
Bi j =

(
ϒTji
)
11
N˘i j
(
ϒTji
)
12
N˘i j · · ·
(
ϒTji
)
1d j
N˘i j(
ϒTji
)
21
N˘i j
(
ϒTji
)
22
N˘i j · · ·
(
ϒTji
)
2d j
N˘i j
...
...
...(
ϒTji
)
bi1
N˘i j
(
ϒTji
)
bi2
N˘i j · · ·
(
ϒTji
)
bid j
N˘i j

.
Wε,i et Wµ,i sont des matrices syme´triques de´finies positives, Wxki est une matrice syme´trique, Wi j et Wim
sont des matrices anti-syme´triques. Toutes sont de taille 3bi × 3bi sauf Bi j qui est une matrice rectangulaire
(correspondant aux interfaces hybrides) de taille 3bi×3d j. On peut enfin remarquer que BTji =Ai j.
2.2 Discre´tisation en temps par un sche´ma saute-mouton d’ordre 2
Le choix de la discre´tisation en temps est une e´tape cle´ pour l’efficacite´ globale d’une me´thode nume´rique, nous
allons utiliser ici des sche´mas explicites, dont le principal avantage est la facilite´ de mise en œuvre. Des syste`mes
(10) et (11) de la me´thode GDDT-PpQk qui sont de´sormais des syste`mes d’e´quations diffe´rentielles ordinaires
(EDO) locaux, on en de´duit les deux sche´mas saute-mouton (Leap-Frog) du second ordre, ou` le champ e´lectrique
et le champ magne´tique sont e´value´s sur une grille en temps de´cale´e. On note ∆t > 0 le pas de temps global pour
t ∈ [0, t f ] (t f le temps final) et tn une discre´tisation du temps avec tn = n∆t, ou` n = 0, . . . ,n f et donc t f = tn f :
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• Cas (A) : 
H
n+ 12
i = H
n− 12
i +
∆t
2
[Xµ,i]−1AnE,i ,
E
n+1
i = E
n
i +
∆t
2
[Xε,i]−1An+
1
2
H,i ,
(12)
avec : 
An
E,i
=
3
∑
k=1
X xki E
n
i + ∑
ai j∈T id
Xi jEnj − ∑
ai j∈T im
XimEni + ∑
ai j∈H id
Ai jE˜nj ,
A
n+ 12
H,i = −
3
∑
k=1
X xki H
n+ 12
i − ∑
ai j∈T id
Xi jHn+
1
2
j − ∑
ai j∈T im
XimHn+
1
2
i − ∑
ai j∈H id
Ai jH˜n+
1
2
j .
• Cas (B) : 
H˜
n+ 12
i = H˜
n− 12
i +
∆t
2
[Wµ,i]−1BnE,i ,
E˜n+1i = E˜
n
i +
∆t
2
[Wε,i]−1Bn+
1
2
H,i ,
(13)
avec : 
Bn
E,i
=
3
∑
k=1
Wxki E˜ni + ∑
ai j∈Qid
Wi jE˜nj − ∑
ai j∈Qim
WimE˜ni + ∑
ai j∈H id
Bi jEnj ,
B
n+ 12
H,i = −
3
∑
k=1
Wxki H˜
n+ 12
i − ∑
ai j∈Qid
Wi jH˜n+
1
2
j − ∑
ai j∈Qim
WimH˜n+
1
2
i − ∑
ai j∈H id
Bi jHn+
1
2
j .
La condition initiale du sche´ma (12)− (13) est en H
1
2
i (resp. H˜
1
2
i ) et E
0
i (resp. E˜
0
i ).
3 Etude de convergence the´orique
Nous proce´dons maintenant a` l’analyse mathe´matique de la me´thode GDDT-PpQk. La stabilite´ de celle-ci e´tant
prouve´e dans [5] (amenant a` une condition suffisante de type CFL), nous nous inte´ressons a` pre´sent a` la conver-
gence en h de ce sche´ma afin de de´gager un estimateur d’erreur a-priori [9] (ou encore [19, 14]). Pour e´tudier
cette convergence, commenc¸ons tout d’abord par bien resituer le proble`me (1). On rappelle que (1) (cf [9]) admet
une unique solution (exacte)W dans l’espace fonctionnel suivant :
W ∈ C1([0, t f ],(L2(Ω))6)
⋂
C0([0, t f ],(H(rot,Ω))6), (14)
pour toute condition initiale W0 ∈ (H(rot,Ω))6 satisfaisant les conditions aux limites de´crites dans la section 1.
De plus, on associe ainsi aux formulations faibles (7) et (8) (d’inconnue Wh(t)) la condition initiale : Wh(0) =
Ph(W0) ou` Ph : (L2(Ω))6 →V 6h de´signe le projecteur orthogonal sur V 6h selon le produit scalaire (L2(Ω))6 (dans
un abus de notation, nous utiliserons e´galement Ph quand ne´cessaire pour la projection orthogonale surV
3
h ). Nous
faisons maintenant plusieurs hypothe`ses et introduisons quelques notations.
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3.1 Propositions, lemmes, hypothe`ses et notations
Dans ce qui suit, hci de´signe le diame`tre de la cellule (te´trae`dre ou hexae`dre) ci. On conside`re une famille de
grilles non-structure´es (Ch)h (hybrides et non-conformes), ou` h est le parame`tre de maillage de chaque grille,
de´fini par h = max
ci∈Ch
hci . Les maillages Ch sont suppose´s compatibles avec la frontie`re du domaine ∂Ω, i.e. le
volume discre´tise´ Ωh =
⋃
ci∈Ch ci est e´gal a` Ω.
On suppose que ces grilles non-strucutre´es Ch sont uniforme´ment ”shape regular” : il existe une constante η > 0
telle que :
∀h, ∀ci ∈ Ch, hci
/
ρci ≤ η , (15)
ou` ρci est le diame`tre de la plus grande boule incluse dans l’e´le´ment fini ci. On suppose e´galement la suivante
”inverse assumption” : il existe une constante γ > 0 (inde´pendante de h) telle que :
∀h, ∀ci ∈ Ch, ∀ j ∈ Vi, hci
/
hc j ≤ γ. (16)
Nous faisons de plus l’hypothe`se que les coefficients e´lectromagne´tiques ε et µ sont uniforme´ment borne´s et
constants par morceaux, on note Ω j les sous-domaines de Ω ou` ε et µ sont constants.
On introduit ensuite les espace de Sobolev morcele´s PHs+1(Ω) = {v | ∀ j,v Ω j ∈ Hs+1(Ω j)} munis de la norme
‖v‖PHs+1(Ω) =
(
∑ j ‖v Ω j‖2s+1,Ω j
)1/2
, ou` ‖.‖s+1,Ω j de´signe la norme Hs+1 standard sur Ω j.
Enfin, nous pre´sentons les trois formes biline´aires suivantes (que nous utiliserons dans toute cette analyse de
convergence) :
m(T,T′) = 2
∫
Ω
〈
QT , T′
〉
dx,
a(T,T′) =
∫
Ω
(〈
3
∑
k=1
∂ hxkN kT , T′
〉
−
3
∑
k=1
〈
∂ hxkT
′ , N kT〉)dx,
b(T,T′) =
∫
Fd
( 〈{V} , qU′y〉−〈{U} , JV′K〉−〈{V′} , JUK〉+〈{U′} , JVK〉 ) dσ +
∫
Fm
( 〈
U , n˘×V′〉+〈V , n˘×U′〉 ) dσ ,
avec :
• T =
(
U
V
)
∈R6 et T′ =
(
U′
V′
)
∈R6 (et U, V, U′ et V′ appartiennent chacun a` R3).
• JUhKi j =
(
U j ai j −Ui ai j
)
× n˘i j et {Uh}i j =
Ui ai j +U j ai j
2
sont respectivement le saut et le flux de Uh sur
la face ai j.
• Fd de´signe l’ensemble de toutes les faces internes et Fm l’ensemble de toutes les faces me´talliques du
maillage.
• (∂ hxkT) ci
= ∂xk(T ci) pour k = 1,2,3.
• Dans l’inte´grale sur Fm, sur chaque face ai j, U et V sont U ci et V ci .
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Maintenant, en re´alisant la somme de (7) sur chaque ci ∈ Th et de (8) sur chaque ci ∈ Qh, on obtient que la
solution discre`teWh ∈V 6h satisfait :
m(∂tWh,T
′)+a(Wh,T′)+b(Wh,T′) = 0, ∀T′ ∈V 6h . (17)
On montre alors dans la Proposition 1 que la me´thode GDDT-PpQk est consistante avec le syste`me (1) :
Proposition 1. SoitW la solution exacte de (1) (et satisfaisant (14)), on a :
m(∂tW,T′)+a(W,T′)+b(W,T′) = 0, ∀T′ ∈V 6h . (18)
De´monstration. Dans un premier temps, regardons m(∂tW,T′) :
m(∂tW,T′) = 2
N
∑
i=1
∫
ci
〈
Q∂tW , T′
〉
dx.
Deuxie`mement, on s’inte´resse a` b(W,T′) :
b(W,T′) =
∫
Fd
( 〈{H} , qU′y〉−〈{E} , JV′K〉−〈{V′} , JEK〉+〈{U′} , JHK〉 ) dσ +
∫
Fm
( 〈
E , n˘×V′〉+〈H , n˘×U′〉 ) dσ
= ∑
ai j∈Fd
∫
ai j
( 〈
{H}i j ,
q
U′
y
i j
〉
−
〈
{E}i j , JV′Ki j
〉
−
〈
{V′}i j , JEKi j
〉
+
〈
{U′}i j , JHKi j
〉 )
dσ +
∑
ai j∈Fm
∫
ai j
( 〈
E ci , n˘i j×V′i
〉
+
〈
H ci , n˘i j×U′i
〉 )
dσ .
Du fait que les composantesE etH appartiennent a`H(rot,Ω), leurs traces tangentielles sont continues. Autrement
dit, sur ai j ∈Fd , on a : E ci × n˘i j = E c j × n˘i j et H ci × n˘i j =H c j × n˘i j et donc :
• JEKi j = JHKi j = 0.
• {H}i j× n˘i j =H× n˘i j et {E}i j× n˘i j = E× n˘i j
Par ailleurs, toujours dans l’inte´grale pour ai j ∈ Fd , on remarque les e´galite´s suivantes (proprie´te´s du produit
mixte) :
•
〈
{H}i j , JU′Ki j
〉
=
〈
{H}i j× n˘i j , U′i−U′j
〉
•
〈
{E}i j , JV′Ki j
〉
=
〈
{E}i j× n˘i j , V′i−V′j
〉
Enfin, dans l’inte´grale sur ai j ∈Fm, on a :
•
〈
E ci , n˘i j×V′i
〉
=
〈
E ci × n˘i j , V′i
〉
=
〈
E× n˘i j , V′i
〉
•
〈
H ci , n˘i j×U′i
〉
=
〈
H ci × n˘i j , U′i
〉
=
〈
H× n˘i j , U′i
〉
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Ainsi, nous arrivons a` la forme de b(W,T′) suivante :
b(W,T′) = ∑
ai j∈Fd
∫
ai j
( 〈
H× n˘i j , U′i−U′j
〉−〈E× n˘i j , V′i−V′j〉 ) dσ +
∑
ai j∈Fm
∫
ai j
( 〈
E× n˘i j , V′i
〉
+
〈
H× n˘i j , U′i
〉 )
dσ .
Pour finir, on traite a(W,T′) :
a(W,T′) =
∫
Ω
〈
3
∑
k=1
∂ hxkN kW , T′
〉
dx−
∫
Ω
3
∑
k=1
〈
∂ hxkT
′ , N kW
〉
dx
=
N
∑
i=1
∫
ci
〈
3
∑
k=1
∂xkN kW , T′
〉
dx−
N
∑
i=1
∫
ci
3
∑
k=1
〈
∂xkT
′ , N kW
〉
dx.
En utilisant la formule d’inte´gration par partie ci-dessous :
∫
ci
3
∑
k=1
〈
∂xkT
′ , N kW〉dx =−∫
ci
〈
3
∑
k=1
∂xkN kW , T′
〉
dx+
∫
∂ci
3
∑
k=1
〈
T′ , n˘k
(
N kW
)〉
dσ ,
on obtient, en posant F id l’ensemble de toutes les faces internes de la cellule ci et F
i
m l’ensemble de toutes ses
faces me´talliques :
a(W,T′) = 2
N
∑
i=1
∫
ci
〈
3
∑
k=1
∂xkN kW , T′
〉
dx−
N
∑
i=1
∫
∂ci
3
∑
k=1
〈
T′ , n˘k
(
N kW
)〉
dσ
= 2
N
∑
i=1
∫
ci
〈
∇ ·F(W) , T′〉dx− N∑
i=1
∑
j∈Vi
∫
ai j
3
∑
k=1
〈
T′ , n˘ki j
(
N kW
)〉
dσ
= 2
N
∑
i=1
∫
ci
〈
∇ ·F(W) , T′〉dx− N∑
i=1
∑
j∈Vi
∫
ai j
〈
3
∑
k=1
n˘ki jN kW , T′
〉
dσ
= 2
N
∑
i=1
∫
ci
〈
∇ ·F(W) , T′〉dx− N∑
i=1
∑
j∈Vi
∫
ai j
〈Mi jW , T′〉dσ
= 2
N
∑
i=1
∫
ci
〈
∇ ·F(W) , T′〉dx−
N
∑
i=1
∑
ai j∈F id
∫
ai j
〈Mi jW , T′〉dσ − N∑
i=1
∑
ai j∈F im
∫
ai j
〈Mi jW , T′〉dσ ,
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et finalement :
a(W,T′) = 2
N
∑
i=1
∫
ci
〈
∇ ·F(W) , T′〉dx−
N
∑
i=1
∑
ai j∈F id
∫
ai j
( 〈
H ci × n˘i j , U′i
〉−〈E ci × n˘i j , V′i〉 )dσ−
N
∑
i=1
∑
ai j∈F im
∫
ai j
( 〈
H ci × n˘i j , U′i
〉−〈E ci × n˘i j , V′i〉 )dσ .
On re´alise a` pre´sent la somme sur toutes les faces internes et sur toutes les faces me´talliques, a(W,T′) devient
alors :
a(W,T′) = 2
N
∑
i=1
∫
ci
〈
∇ ·F(W) , T′〉dx−
∑
ai j∈Fd
∫
ai j
( 〈
H ci × n˘i j , U′i
〉−〈E ci × n˘i j , V′i〉+〈
H c j × n˘ ji , U′j
〉−〈E c j × n˘ ji , V′j〉 )dσ−
∑
ai j∈Fm
∫
ai j
( 〈
H ci × n˘i j , U′i
〉−〈E ci × n˘i j , V′i〉 )dσ
= 2
N
∑
i=1
∫
ci
〈
∇ ·F(W) , T′〉dx−
∑
ai j∈Fd
∫
ai j
( 〈
H× n˘i j , U′i−U′j
〉−〈E× n˘i j , V′i−V′j〉 )dσ−
∑
ai j∈Fm
∫
ai j
( 〈
H× n˘i j , U′i
〉−〈E× n˘i j , V′i〉 )dσ .
On arrive donc a` la somme des trois formes m(∂tW,T′), a(W,T′) et b(W,T′) suivante :
m(∂tW,T′)+a(W,T′)+b(W,T′) = 2
N
∑
i=1
∫
ci
〈
Q(∂tW) , T′
〉
dx+2
N
∑
i=1
∫
ci
〈
∇ ·F(W) , T′〉dx+
2 ∑
ai j∈Fm
∫
ai j
〈
E× n˘i j , V′i
〉
dσ .
Or, si on prend T′ la fonction test vectorielle dans (3) et que l’on somme pour chaque ci ∈Ωh, cela implique que :
2
N
∑
i=1
∫
ci
〈
Q(∂tW) , T′
〉
dx+2
N
∑
i=1
∫
ci
〈
∇ ·F(W) , T′〉dx = 0,
et en appliquant pour finir la condition aux limites sur le bord me´tallique ∂Ωm, qui nous est donne´e par :E× n˘= 0,
on obtient ainsi :
m(∂tW,T′)+a(W,T′)+b(W,T′) = 0, ∀T′ ∈V 6h et pourW solution exacte.
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Dans la suite, nous nous servirons du lemme de stabilite´ suivant :
Lemme 1. Pour tout T′ ∈V 6h , on a :
a(T′,T′)+b(T′,T′) = 0. (19)
De´monstration. On constate pour a(T′,T′) que :
a(T′,T′) =
∫
Ω
〈
3
∑
k=1
∂ hxkNkT′ , T′
〉
dx−
∫
Ω
3
∑
k=1
〈
∂ hxkT
′ , N kT′〉dx
=
∫
Ω
3
∑
k=1
〈
∂ hxkN kT′ , T′
〉
dx−
∫
Ω
3
∑
k=1
〈
∂ hxkT
′ , N kT′〉dx
=
∫
Ω
3
∑
k=1
〈N k(∂ hxkT′) , T′〉dx−∫
Ω
3
∑
k=1
〈
∂ hxkT
′ , N kT′〉dx
=
∫
Ω
3
∑
k=1
〈
∂ hxkT
′ ,
(
N k
)T
T′
〉
dx−
∫
Ω
3
∑
k=1
〈
∂ hxkT
′ , N kT′〉dx
=
∫
Ω
3
∑
k=1
〈
∂ hxkT
′ , N kT′〉dx−∫
Ω
3
∑
k=1
〈
∂ hxkT
′ , N kT′〉dx
= 0.
De meˆme pour b(T′,T′) :
b(T′,T′) =
∫
Fd
( 〈{
V′
}
,
q
U′
y〉−〈{U′} , JV′K〉−〈{V′} , JU′K〉+〈{U′} , JV′K〉 ) dσ +
∫
Fm
( 〈
U′ , n˘×V′〉+〈V′ , n˘×U′〉 ) dσ
=
∫
Fm
( 〈
U′ , n˘×V′〉−〈U′ , n˘×V′〉 ) dσ = 0.
On a donc :
a(T′,T′)+b(T′,T′) = 0, ∀T′ ∈V 6h .
Remarque : on peut montrer de fac¸on similaire que a et b sont anti-syme´triques.
Ceci implique, en remplac¸ant dans (17), T′ parWh ∈V 6h la solution approche´e :
m(∂tWh,Wh) = 0.
On de´finit l’e´nergie semi-discre`te par : Eh(t) =
1
2
m(Wh,Wh). Elle est constante car
d
dt
Eh(t) =m(∂tWh,Wh) = 0.
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Nous terminons cette sous-section en rappelant deux re´sultats de´ja` connus dans les me´thodes d’e´le´ments finis, ou`
|.|r,ci de´signe la semi-norme standard Hr sur ci et ‖.‖0,∂ci la norme standard L2 sur ∂ci :
Lemme 2. (cf [1]) Soit τi ∈ Th (resp. qi ∈ Qh) et u ∈ Hs+1(τi) (resp. u ∈ Hs+1(qi)) pour s ≥ 0. Soit Π un
ope´rateur line´aire de Hs+1(τi) (resp. H
s+1(qi)) dans Pp[τi] (resp. Qk[qi]) tel que Π(u) = u, pour tout u ∈ Pp[τi]
(resp. Qk[qi]). Alors, on a :
|Π(u)−u|r,τi ≤ C h
min{s,p}+1−r
τi ‖u‖s+1,τi , r = 0,1, (20)
‖Π(u)−u‖0,∂τi ≤ C h
min{s,p}+1/2
τi ‖u‖s+1,τi , (21)
et respectivement :
|Π(u)−u|r,qi ≤ C h
min{s,k}+1−r
qi ‖u‖s+1,qi , r = 0,1, (22)
‖Π(u)−u‖0,∂qi ≤ C h
min{s,k}+1/2
qi ‖u‖s+1,qi , (23)
ou` C est une constante strictement positive de´pendant uniquement de p (resp. k), s et du parame`tre de re´gularite´
du maillage η .
Lemme 3. (cf [1]) Pour tout v ∈ Pp[τi] (resp. v ∈Qk[qi]) on a :
‖v‖0,∂τi ≤ Cˆ h
−1/2
τi ‖v‖0,τi , (24)
‖v‖1,τi ≤ Cˆ h−1τi ‖v‖0,τi , (25)
et respectivement :
‖v‖0,∂qi ≤ Cˆ h
−1/2
qi ‖v‖0,qi , (26)
‖v‖1,qi ≤ Cˆ h−1qi ‖v‖0,qi , (27)
ou` Cˆ est une constante strictement positive de´pendant uniquement de p (resp. k), s et du parame`tre de re´gularite´
du maillage η .
3.2 Convergence du proble`me semi-discret
The´ore`me 1. Soit (Ch)h une famille de maillages non-structure´s (hybrides et non-conformes) satisfaisant (15)
et (16). Soit ε et µ uniforme´ment borne´s et constants par morceaux. Vh est donne´ par (6).
SoitW la solution exacte de (1) ve´rifiant (14) et appartenant de plus a` C0([0, t f ],(PHs+1(Ω))6) pour s≥ 0, soit
Wh ∈ C1([0, t f ],V 6h ) la solution semi-discre`te satisfaisant (7)-(8) (et W et Wh satisfont les conditions initiales
e´nonce´es en de´but de cette section). Soit ξh = max
{
h
min{s,p}
τ ,h
min{s,k}
q
}
avec hτ = max
τi∈Th
(hτi) et hq = max
qi∈Qh
(hqi),
alors il existe une contante C > 0 (utilise´e de fac¸on ge´ne´rique dans toute cette e´tude) inde´pendante de h telle
que :
max
t∈[0,t f ]
(‖Ph(W(t))−Wh(t)‖0,Ω) ≤ Cξht f ‖W‖C0([0,t f ],PHs+1(Ω)) . (28)
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De´monstration. Notons w(t) = W(t)−Wh(t) =
(
E(t)−Eh(t)
H(t)−Hh(t)
)
=
(
e(t)
h(t)
)
l’erreur au temps t ∈ [0, t f ] et
ζ la valeur minimale de ε et µ . Notons e´galement EPh(t) =
1
2
m(Ph(w(t)),Ph(w(t)), ainsi :
EPh(t) =
∫
Ω
〈
QPh(w(t)) , Ph(w(t))
〉
dx ≥ ζ
∫
Ω
〈
Ph(w(t)) , Ph(w(t))
〉
dx,
et :
ζ
∫
Ω
〈
Ph(w(t)) , Ph(w(t))
〉
dx = ζ
∫
Ω
( 〈
Ph(e(t)) , Ph(e(t))
〉
+
〈
Ph(h(t)) , Ph(h(t))
〉 )
dx
= ζ
( ‖Ph(e(t))‖20,Ω +‖Ph(h(t))‖20,Ω ) . (29)
Donc :
EPh(t) ≥ ζ
( ‖Ph(e(t))‖20,Ω +‖Ph(h(t))‖20,Ω ) (30)
En tenant compte des conditions initiales discre`tes on a EPh(0) = 0, et pour t ∈ [0, t f ] :
EPh(t) =
∫ t
0
d
dς
EPh(ς) dς =
1
2
∫ t
0
d
dς
m(Ph(w(ς)),Ph(w(ς))) dς =
∫ t
0
m(∂ςPh(w(ς)),Ph(w(ς))) dς ,
du fait que Ph(w(t)) ∈V 6h on a aussi a(Ph(w(t)),Ph(w(t)))+b(Ph(w(t)),Ph(w(t))) = 0, et donc :
EPh(t) =
∫ t
0
(
m(∂ςPh(w(ς)),Ph(w(ς)))+a(Ph(w(ς)),Ph(w(ς)))+b(Ph(w(ς)),Ph(w(ς)))
)
dς . (31)
D’autre part, si on soustrait (17) a` (18) en prenant T′ = Ph(w(t)), la biline´arite´ de m, a et b nous donne :
m(∂tW(t)−∂tWh(t),Ph(w(t)))+a(W(t)−Wh(t),Ph(w(t)))+b(W(t)−Wh(t),Ph(w(t))) = 0. (32)
On remarque dans (31) que (Ph line´aire etWh ∈V 6h ) : Ph(w(t)) = Ph(W(t)−Wh(t)) = Ph(W(t))−Wh(t), d’ou` :
EPh(t) =
∫ t
0
(
m(∂ςPh(W(ς))−∂ςWh(ς)),Ph(w(ς))) +
a(Ph(W(ς))−Wh(ς),Ph(w(ς)))+b(Ph(W(ς))−Wh(ς),Ph(w(ς)))
)
dς
(33)
En inte´grant alors (32) sur [0, t] et en soustrayant a` (33), on obtient (en utilisant la biline´arite´ de m, a et b) :
EPh(t) =
∫ t
0
(
m(∂ςPh(W(ς))−∂ςW(ς),Ph(w(ς))) +
a(Ph(W(ς))−W(ς),Ph(w(ς)))+b(Ph(W(ς))−W(ς),Ph(w(ς)))
)
dς
Donc (cf (30)) :
ζ
( ‖Ph(e(t))‖20,Ω +‖Ph(h(t))‖20,Ω ) ≤ ∫ t
0
(
m(∂ςPh(W(ς))−∂ςW(ς)),Ph(w(ς))) +
a(Ph(W(ς))−W(ς),Ph(w(ς))) +
b(Ph(W(ς))−W(ς),Ph(w(ς)))
)
dς
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De plus, Ph e´tant line´aire, inde´pendant du temps et de´fini de fac¸on unique, on trouve :
m(∂ςPh(W(ς))−∂ςW(ς),Ph(w(ς))) = m(Ph(∂ςW(ς))−∂ςW(ς),Ph(w(ς)))
= 2
∫
Ω
〈
Q
[
Ph(∂ςW(ς))−∂ςW(ς)
]
, Ph(w(ς))
〉
dx
= 2
∫
Ω
〈
Ph(∂ςW(ς))−∂ςW(ς) , QTPh(w(ς))
〉
dx.
Or, Ph est le projecteur orthogonal de (L
2(Ω))6 dans le sous-espace vectorielV 6h , du fait que ∂ςW(ς) ∈ (L2(Ω))6,
que Ph(∂ςW(ς)) ∈V 6h soit son projete´ orthogonal et que QTPh(w(ς)) ∈V 6h (ε et µ constants sur chaque ci), on a
par de´finition (the´ore`me de projection orthogonale sur un sous-espace vectoriel) :
m(∂ςPh(W(ς))−∂ςW(ς),Ph(w(ς))) = 0,
ainsi :
ζ
( ‖Ph(e(t))‖20,Ω +‖Ph(h(t))‖20,Ω ) ≤ ∫ t
0
(
a(Ph(W(ς))−W(ς),Ph(w(ς))) +
b(Ph(W(ς))−W(ς),Ph(w(ς)))
)
dς .
(34)
Nous nous inte´ressons a` pre´sent aux deux termes restant dans cette inte´grale sur [0, t]. A partir de maintenant,
nous omettons la variable temporelle afin d’alle´ger la notation et nous notons τi les te´trae`dres et qi les hexae`dres.
Commenc¸ons par a(Ph(W(ς))−W(ς),Ph(w(ς))) :
a(Ph(W)−W,Ph(w)) =
∫
Ω
(〈
3
∑
k=1
∂ hxkN k [Ph(W)−W] , Ph(w)
〉
−
3
∑
k=1
〈
∂ hxkPh(w) , N k [Ph(W)−W]
〉)
dx
=
∫
Ω
(〈
3
∑
k=1
∂ hxkN k [Ph(W)−W] , Ph(w)
〉
−
3
∑
k=1
〈
Ph(W)−W ,
(
N k
)T
∂ hxkPh(w)︸ ︷︷ ︸
∈ V 6
h
〉)
dx
=
∫
Ω
〈
3
∑
k=1
∂ hxkN k [Ph(W)−W] , Ph(w)
〉
dx
=
Nτ
∑
i=1
∫
τi
〈
3
∑
k=1
∂xkN k [Ph(W)−W] , Ph(w)
〉
dx+
Nq
∑
i=1
∫
qi
〈
3
∑
k=1
∂xkN k [Ph(W)−W] , Ph(w)
〉
dx.
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Ensuite, l’ine´galite´ de Cauchy-Schwarz nous donne :
a(Ph(W)−W,Ph(w)) ≤
∣∣ a(Ph(W)−W,Ph(w)) ∣∣
≤
Nτ
∑
i=1
∥∥∥∥∥ 3∑
k=1
∂xkN k [Ph(W)−W]
∥∥∥∥∥
0,τi
‖Ph(w)‖0,τi +
Nq
∑
i=1
∥∥∥∥∥ 3∑
k=1
∂xkN k [Ph(W)−W]
∥∥∥∥∥
0,qi
‖Ph(w)‖0,qi .
(35)
On pose u(x, t)≡ Ph(W(x, t))−W(x, t) ∈R6, d’ou` :
∥∥∥∥∥ 3∑
k=1
∂xkN k u
∥∥∥∥∥
0,τi
=
∥∥∥∥∥∥∥∥∥∥∥∥

∂x3u5−∂x2u6
∂x1u6−∂x3u4
∂x2u4−∂x1u5
∂x2u3−∂x3u2
∂x3u1−∂x1u3
∂x1u2−∂x2u1

∥∥∥∥∥∥∥∥∥∥∥∥
0,τi
≤ ∥∥∂x3u5∥∥0,τi +‖∂x2u6‖0,τi +‖∂x1u6‖0,τi +∥∥∂x3u4∥∥0,τi +
‖∂x2u4‖0,τi +‖∂x1u5‖0,τi +‖∂x2u3‖0,τi +
∥∥∂x3u2∥∥0,τi +∥∥∂x3u1∥∥0,τi +‖∂x1u3‖0,τi +‖∂x1u2‖0,τi +‖∂x2u1‖0,τi ,
or, pour chaque ul (l = 1, . . . ,6), on a :
∥∥∂xkul∥∥0,τi ≤ ‖∇ul‖0,τi pour k = 1,2,3. De plus, la de´finition de la semi-
norme H1(τi) e´tant |ul |1,τi = ‖∇ul‖0,τi , on obtient en utlisant l’ine´galite´ (20) (avec r = 1) du Lemme 2 :∥∥∥∥∥ 3∑
k=1
∂xkN k u
∥∥∥∥∥
0,τi
≤ 2
6
∑
l=1
|ul |1,τi = 2
6
∑
l=1
|(Ph(W)−W)l |1,τi
≤ 2
6
∑
j=1
Ch
min{s,p}
τi ‖(W)l‖s+1,τi
= 2Ch
min{s,p}
τi
(
‖Ex‖s+1,τi +
∥∥Ey∥∥s+1,τi +‖Ez‖s+1,τi +
‖Hx‖s+1,τi +
∥∥Hy∥∥s+1,τi +‖Hz‖s+1,τi)
≤ 2Chmin{s,p}τi
(
3‖E‖s+1,τi +3‖H‖s+1,τi
)
≤ Chmin{s,p}τi
(
‖E‖s+1,τi +‖H‖s+1,τi
)
.
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On applique maintenant l’ine´galite´ : |m+n| ≤
√
2m2 +2n2, ∀m,n ∈R a` ‖E‖s+1,τi et ‖H‖s+1,τi (tous deux posi-
tifs) : ∥∥∥∥∥ 3∑
k=1
∂xkN k [Ph(W)−W]
∥∥∥∥∥
0,τi
≤ Chmin{s,p}τi
(
‖E‖s+1,τi +‖H‖s+1,τi
)
≤ Chmin{s,p}τi
(
2‖E‖2s+1,τi +2‖H‖
2
s+1,τi
) 1
2
≤ Chmin{s,p}τi
(
‖E‖2s+1,τi +‖H‖
2
s+1,τi
) 1
2
Egalement, on remarque que (cf (29)) que : ‖Ph(w)‖0,τi =
( ‖Ph(e)‖20,τi +‖Ph(h)‖20,τi ) 12 . Ainsi, en adoptant un
raisonnement similaire sur qi (on utilise notamment l’ine´galite´ (22) du Lemme 2), l’ine´galite´ (35) devient :
a(Ph(W)−W,Ph(w)) ≤
Nτ
∑
i=1
Ch
min{s,p}
τi
(
‖E‖2s+1,τi +‖H‖
2
s+1,τi
) 1
2 ( ‖Ph(e)‖20,τi +‖Ph(h)‖20,τi ) 12 +
Nq
∑
i=1
Ch
min{s,k}
qi
(
‖E‖2s+1,qi +‖H‖
2
s+1,qi
) 1
2 ( ‖Ph(e)‖20,qi +‖Ph(h)‖20,qi ) 12 .
Enfin, l’ine´galite´ de Cauchy-Schwarz donne :
Nτ
∑
i=1
(
‖E‖2s+1,τi +‖H‖
2
s+1,τi
) 1
2 · ( ‖Ph(e)‖20,τi +‖Ph(h)‖20,τi ) 12 ≤
(
Nτ
∑
i=1
(
‖E‖2s+1,τi +‖H‖
2
s+1,τi
)) 12
·(
Nτ
∑
i=1
(‖Ph(e)‖20,τi +‖Ph(h)‖20,τi)
) 1
2
,
la notation ” ·” de´signe quand ne´cessaire (et dans cette de´monstration) la multiplication (classique). En appliquant
cette meˆme ine´galite´ a` la somme sur les hexae`dres et ayant utilise´ hτ , hq et ξh (se reporter au The´ore`me 1 pour
leurs de´finitions), on obtient ainsi :
a(Ph(W)−W,Ph(w)) ≤ Chmin{s,p}τ
(
‖E‖2PHs+1(Th) +‖H‖
2
PHs+1(Th)
) 1
2 (‖Ph(e)‖20,Th +‖Ph(h)‖20,Th) 12 +
Ch
min{s,k}
q
(
‖E‖2PHs+1(Qh) +‖H‖
2
PHs+1(Qh)
) 1
2 (‖Ph(e)‖20,Qh +‖Ph(h)‖20,Qh) 12
≤ Cξh
(
‖E‖2PHs+1(Ω) +‖H‖2PHs+1(Ω)
) 1
2 (‖Ph(e)‖20,Ω +‖Ph(h)‖20,Ω) 12 .
(36)
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Maintenant, on regarde le terme b(Ph(W(ς))−W(ς),Ph(w(ς)) dans (34) :
b(Ph(W)−W,Ph(w)) ≤
∣∣ b(Ph(W)−W,Ph(w)) ∣∣
≤ ∑
ai j∈Fd
(∣∣∣∣∫
ai j
〈
{Ph(H)−H}i j , JPh(e)Ki j
〉
dσ
∣∣∣∣+∣∣∣∣∫
ai j
〈
{Ph(E)−E}i j , JPh(h)Ki j
〉
dσ
∣∣∣∣+∣∣∣∣∫
ai j
〈
{Ph(h)}i j , JPh(E)−EKi j
〉
dσ
∣∣∣∣+∣∣∣∣∫
ai j
〈
{Ph(e)}i j , JPh(H)−HKi j
〉
dσ
∣∣∣∣ )+
∑
ai j∈Fm
( ∣∣∣∣∫
ai j
〈
[Ph(E)−E] ci , n˘i j×Ph(h) ci
〉
dσ
∣∣∣∣+∣∣∣∣∫
ai j
〈
[Ph(H)−H] ci , n˘i j×Ph(e) ci
〉
dσ
∣∣∣∣ ) .
(37)
Dans la somme sur les faces internes (i.e. ai j ∈ Fd), ai j peut eˆtre une face hybride, dans ce cas on conside`re
(arbitrairement) le te´trae`dre τi et l’hexae`dre q j. On se sert a` nouveau l’ine´galite´ de Cauchy-Schwarz, ainsi que
des ine´galite´s (21) et (23) du lemme (2), et (24) et (26) du lemme (3) :
∣∣∣∣∫
ai j
〈
{Ph(H)−H}i j , JPh(e)Ki j
〉
dσ
∣∣∣∣ ≤
∥∥∥∥∥ [Ph(H)−H] τi +[Ph(H)−H] q j2
∥∥∥∥∥
0,ai j
·∥∥∥(Ph(e) q j −Ph(e) τi)× n˘i j∥∥∥0,ai j
≤
(∥∥∥[Ph(H)−H] τi∥∥∥0,ai j +
∥∥∥[Ph(H)−H] q j∥∥∥0,ai j
)
·(∥∥∥Ph(e) τi∥∥∥0,ai j +
∥∥∥Ph(e) q j∥∥∥0,ai j
)
≤
(
Ch
min{s,p}+ 12
τi ‖H‖s+1,τi +Ch
min{s,k}+ 12
q j ‖H‖s+1,q j
)
·(
Ch
− 12
τi ‖Ph(e)‖0,τi +Ch
− 12
q j ‖Ph(e)‖0,q j
)
≤ C ·max
{
h
min{s,p}+ 12
τi ,h
min{s,k}+ 12
q j
}
·max
{
h
− 12
τi ,h
− 12
q j
}
·(
‖H‖s+1,τi +‖H‖s+1,q j
)
·
(
‖Ph(e)‖0,τi +‖Ph(e)‖0,q j
)
.
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Cherchons alors a` majorer max
{
h
min{s,p}+ 12
τi ,h
min{s,k}+ 12
q j
}
·max
{
h
− 12
τi ,h
− 12
q j
}
. Les puissances de hτi et hq j e´tant
diffe´rentes, nous avons quatres possibilite´s :
• max
{
h
min{s,p}+ 12
τi ,h
min{s,k}+ 12
q j
}
·max
{
h
− 12
τi ,h
− 12
q j
}
= h
min{s,p}+ 12
τi h
− 12
τi = h
min{s,p}
τi ≤ hmin{s,p}τ ≤ ξh,
• max
{
h
min{s,p}+ 12
τi ,h
min{s,k}+ 12
q j
}
·max
{
h
− 12
τi ,h
− 12
q j
}
= h
min{s,k}+ 12
q j h
− 12
q j = h
min{s,k}
q j ≤ hmin{s,k}q ≤ ξh,
• En utilisant (16), avec ci = τi et c j = q j (et le parame`tre de re´gularite´ γ) , on a :
max
{
h
min{s,p}+ 12
τi ,h
min{s,k}+ 12
q j
}
·max
{
h
− 12
τi ,h
− 12
q j
}
= h
min{s,p}+ 12
τi h
− 12
q j ≤ h
min{s,p}+ 12
τi
√
γ h
− 12
τi
≤ √γ hmin{s,p}τi
≤ √γ hmin{s,p}τ
≤ √γ ξh,
• En utilisant (16), avec ci = q j et c j = τi, on a :
max
{
h
min{s,p}+ 12
τi ,h
min{s,k}+ 12
q j
}
·max
{
h
− 12
τi ,h
− 12
q j
}
= h
min{s,k}+ 12
q j h
− 12
τi ≤ h
min{s,k}+ 12
q j
√
γ h
− 12
q j
≤ √γ hmin{s,k}q j
≤ √γ hmin{s,k}q
≤ √γ ξh.
Dans les quatres cas de figure on obtient donc :
max
{
h
min{s,p}+ 12
τi ,h
min{s,k}+ 12
q j
}
·max
{
h
− 12
τi ,h
− 12
q j
}
≤C ξh.
Ainsi, si ai j est une face interne hybride (on note Hd l’ensemble de toutes les faces hybrides du maillage) :
∣∣∣∣∫
ai j
〈
{Ph(H)−H}i j , JPh(e)Ki j
〉
dσ
∣∣∣∣ ≤ Cξh(‖H‖s+1,τi +‖H‖s+1,q j)(‖Ph(e)‖0,τi +‖Ph(e)‖0,q j)
≤ Cξh
(
‖H‖2s+1,τi +‖H‖
2
s+1,q j
) 1
2
(
‖Ph(e)‖20,τi +‖Ph(e)‖20,q j
) 1
2
.
Si ai j est une face interne commune a` deux te´trae`dres (on conside`re les te´trae`dres τi et τ j, et on noteTd l’ensemble
de toutes les faces communes a` deux te´trae`dres du maillage) :∣∣∣∣∫
ai j
〈
{Ph(H)−H}i j , JPh(e)Ki j
〉
dσ
∣∣∣∣ ≤ Chmin{s,p}τ (‖H‖2s+1,τi +‖H‖2s+1,τ j) 12 (‖Ph(e)‖20,τi +‖Ph(e)‖20,τ j) 12
≤ Cξh
(
‖H‖2s+1,τi +‖H‖
2
s+1,τ j
) 1
2
(
‖Ph(e)‖20,τi +‖Ph(e)‖20,τ j
) 1
2
.
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Si ai j est une face interne commune a` deux hexae`dres (on conside`re les hexae`dres qi et q j, et on note Qd l’en-
semble de toutes les faces communes a` deux hexae`dres du maillage) :∣∣∣∣∫
ai j
〈
{Ph(H)−H}i j , JPh(e)Ki j
〉
dσ
∣∣∣∣ ≤ Chmin{s,k}q (‖H‖2s+1,qi +‖H‖2s+1,q j) 12 (‖Ph(e)‖20,qi +‖Ph(e)‖20,q j) 12
≤ Cξh
(
‖H‖2s+1,qi +‖H‖
2
s+1,q j
) 1
2
(
‖Ph(e)‖20,qi +‖Ph(e)‖20,q j
) 1
2
.
On obtient les meˆmes ine´galite´s pour le terme
∣∣∣∣∫
ai j
〈
{Ph(e)}i j , JPh(H)−HKi j
〉
dσ
∣∣∣∣ (cf (37)), et des ine´galite´s si-
milaires (mais faisant intervenir les normes deE et de Ph(h)) pour les termes
∣∣∣∣∫
ai j
〈
{Ph(E)−E}i j , JPh(h)Ki j
〉
dσ
∣∣∣∣
et
∣∣∣∣∫
ai j
〈
{Ph(h)}i j , JPh(E)−EKi j
〉
dσ
∣∣∣∣.
Par ailleurs, toujours dans (37), regardons la somme sur les faces me´talliques (i.e. ai j ∈ Fm), si ai j est la face
d’un te´trae`dre (on note Tm l’ensemble de toutes les faces me´talliques du maillage issues de te´trae`dres) :∣∣∣∣∫
ai j
〈
[Ph(H)−H] τi , n˘i j×Ph(e) τi
〉
dσ
∣∣∣∣ ≤ ∥∥∥[Ph(H)−H] τi∥∥∥0,ai j
∥∥∥Ph(e) τi∥∥∥0,ai j
≤ Chmin{s,p}τi ‖H‖s+1,τi ‖Ph(e)‖0,τi ≤ Cξh ‖H‖s+1,τi ‖Ph(e)‖0,τi .
On a la meˆme ine´galite´ pour le terme
∣∣∣∣∫
ai j
〈
[Ph(E)−E] τi , n˘i j×Ph(h) τi
〉
dσ
∣∣∣∣, et des ine´galite´s similaires si
ai j ∈Qm (avec Qm l’ensemble de toutes les faces me´talliques du maillage issues d’hexae`dres).
Ce qui nous ame`ne la majoration suivante :
b(Ph(W)−W,Ph(w)) ≤ Cξh
(
∑
ai j∈Td
((
‖H‖2s+1,τi +‖H‖
2
s+1,τ j
) 1
2
(
‖Ph(e)‖20,τi +‖Ph(e)‖20,τ j
) 1
2
+(
‖E‖2s+1,τi +‖E‖
2
s+1,τ j
) 1
2
(
‖Ph(h)‖20,τi +‖Ph(h)‖20,τ j
) 1
2
)
+
∑
ai j∈Qd
((
‖H‖2s+1,qi +‖H‖
2
s+1,q j
) 1
2
(
‖Ph(e)‖20,qi +‖Ph(e)‖20,q j
) 1
2
+(
‖E‖2s+1,qi +‖E‖
2
s+1,q j
) 1
2
(
‖Ph(h)‖20,qi +‖Ph(h)‖20,q j
) 1
2
)
+
∑
ai j∈Hd
((
‖H‖2s+1,τi +‖H‖
2
s+1,q j
) 1
2
(
‖Ph(e)‖20,τi +‖Ph(e)‖20,q j
) 1
2
+(
‖E‖2s+1,τi +‖E‖
2
s+1,q j
) 1
2
(
‖Ph(h)‖20,τi +‖Ph(h)‖20,q j
) 1
2
)
+
∑
ai j∈Tm
(
‖H‖s+1,τi ‖Ph(e)‖0,τi +‖E‖s+1,τi ‖Ph(h)‖0,τi
)
+
∑
ai j∈Qm
(
‖H‖s+1,qi ‖Ph(e)‖0,qi +‖E‖s+1,qi ‖Ph(h)‖0,qi
) )
.
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Enfin, en utilisant l’ine´galite´ : ∑lmlnl ≤
(
∑lm
2
l
) 1
2
(
∑l n
2
l
) 1
2
, ∀ml ,nl ∈R+ (ing´alite´ de Cauchy-Schwarz discre`te),
on arrive a` la majoration de b(Ph(W)−W,Ph(w)) :
b(Ph(W)−W,Ph(w)) ≤ Cξh
(
‖H‖PHs+1(Ω) ‖Ph(e)‖0,Ω +‖E‖PHs+1(Ω) ‖Ph(h)‖0,Ω
)
≤ Cξh
(
‖E‖2PHs+1(Ω) +‖H‖2PHs+1(Ω)
) 1
2
(
‖Ph(e)‖20,Ω +‖Ph(h)‖20,Ω
) 1
2
.
Nous pouvons ainsi revenir a` (34), en exploitant les majorations de a(Ph(W)−W,Ph(w)) et b(Ph(W)−W,Ph(w))
et en introduisant la notation suivante : ‖W‖PHs+1(Ω) =
(
‖E‖2PHs+1(Ω) +‖H‖2PHs+1(Ω)
) 1
2
, on a alors :
ζ
( ‖Ph(e(t))‖20,Ω +‖Ph(h(t))‖20,Ω )≤ ∫ t
0
Cξh ‖W(ς)‖PHs+1(Ω)
(‖Ph(e(ς))‖20,Ω +‖Ph(h(ς))‖20,Ω) 12 dς . (38)
Maintenant, on rappelle que : ‖W‖
C0([0,t f ],PHs+1(Ω))
= sup
t∈[0,t f ]
(
‖W(t)‖PHs+1(Ω)
)
= max
t∈[0,t f ]
(
‖W(t)‖PHs+1(Ω)
)
. On
note Λ(t) = ‖Ph(e(t))‖20,Ω +‖Ph(h(t))‖20,Ω = ‖Ph(E(t))−Eh(t)‖20,Ω +‖Ph(H(t))−Hh(t)‖20,Ω et on de´duit de (38) :
Λ(t) ≤ Cξh
∫ t
0
‖W(ς)‖PHs+1(Ω) Λ(ς)
1
2 dς ≤ Cξh
∫ t f
0
‖W(ς)‖PHs+1(Ω) Λ(ς)
1
2 dς , ∀t ∈ [0, t f ].
Donc :
max
t∈[0,t f ]
(Λ(t)) ≤ Cξh
∫ t f
0
‖W(ς)‖PHs+1(Ω) Λ(ς)
1
2 dς
≤ Cξh
∫ t f
0
‖W‖
C0([0,t f ],PHs+1(Ω))
max
ς∈[0,t f ]
(
Λ(ς)
1
2
)
dς .
Du fait que max
t∈[0,t f ]
(
Λ(t)
1
2
)
=
[
max
t∈[0,t f ]
(Λ(t))
] 1
2
, on a la majoration suivante :
[
max
t∈[0,t f ]
(‖Ph(E(t))−Eh(t)‖20,Ω +‖Ph(H(t))−Hh(t)‖20,Ω)
] 1
2
≤ Cξht f ‖W‖C0([0,t f ],PHs+1(Ω)) ,
et du fait que ‖Ph(W(t))−Wh(t)‖0,Ω =
(
‖Ph(E(t))−Eh(t)‖20,Ω +‖Ph(H(t))−Hh(t)‖20,Ω
) 1
2
, on obtient enfin :
max
t∈[0,t f ]
(‖Ph(W(t))−Wh(t)‖0,Ω) ≤ Cξht f ‖W‖C0([0,t f ],PHs+1(Ω)) .
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Corollaire 1. Sous les hypothe`ses du The´ore`me 1, il existe une constante ge´ne´rique C > 0 inde´pendante de h
telle que l’erreur w =W−Wh satisfait l’estimation a-priori suivante :
‖w‖
C0([0,t f ],L2(Ω))
≤ Cξht f ‖W‖C0([0,t f ],PHs+1(Ω)) . (39)
De´monstration. L’ine´galite´ de Minkowski donne :
‖w‖0,Ω = ‖W−Wh‖0,Ω = ‖W−Ph(W)+Ph(W)−Wh‖0,Ω
≤ ‖W−Ph(W)‖0,Ω +‖Ph(W)−Wh‖0,Ω.
Or, en se servant une nouvelle fois des ine´galite´s (20)− (22) (pour r = 0) du Lemme 2, et pour hτ et hq proches
de 0, on a :
‖W−Ph(W)‖20,Ω =
Nτ
∑
i=1
‖W−Ph(W)‖20,τi +
Nq
∑
i=1
‖W−Ph(W)‖20,qi
≤
Nτ
∑
i=1
(
Ch
min{s,p}+1
τi ‖W‖s+1,τi
)2
+
Nq
∑
i=1
(
Ch
min{s,k}+1
qi ‖W‖s+1,qi
)2
≤
Nτ
∑
i=1
(
Ch
min{s,p}+1
τ ‖W‖s+1,τi
)2
+
Nq
∑
i=1
(
Ch
min{s,k}+1
q ‖W‖s+1,qi
)2
≤
Nτ
∑
i=1
(
Ch
min{s,p}
τ ‖W‖s+1,τi
)2
+
Nq
∑
i=1
(
Ch
min{s,k}
q ‖W‖s+1,qi
)2
≤ (Cξh)2
(
Nτ
∑
i=1
‖W‖2s+1,τi +
Nq
∑
i=1
‖W‖2s+1,qi
)
≤ (Cξh)2 ‖W‖2PHs+1(Ω) .
On obtient ainsi : ‖W−Ph(W)‖0,Ω ≤ Cξh ‖W‖PHs+1(Ω) ≤ Ct f ξh ‖W‖PHs+1(Ω), ce qui nous ame`ne la conclusion :
‖w‖
C0([0,t f ],L2(Ω))
≤ Cξht f ‖W‖C0([0,t f ],PHs+1(Ω)) .
En conclusion, on obtient une erreur pour le sche´ma semi-discret d’ordre O(ξh).
3.3 Convergence du proble`me totalement discret
Le sche´ma comple´tement discre´tise´ (12)− (13) peut eˆtre vu comme la discre´tisation en temps d’un syste`me
d’e´quations diffe´rentielles ordinaires.
La formulation globale (17) donne :
m(∂tWh(t),T
′) =−[a(Wh(t),T′)+b(Wh(t),T′)] , ∀T′ ∈V 6h .
Cette dernie`re e´quation peut eˆtre e´value´e aux temps tn et tn+ 12
et on de´duit que :
Inria
Convergence d’une me´thode GDDT en maillage multi-e´le´ments pour le syste`me de Maxwell 29
m
((
∂tEh(tn+ 12
)
∂tHh (tn)
)
,T′
)
=−
[
a
((
Eh(tn)
Hh(tn+ 12
)
)
,T′
)
+b
((
Eh(tn)
Hh(tn+ 12
)
)
,T′
)]
. (40)
Le sche´ma totalement discret quant a` lui peut se re´e´crire sous la forme suivante :
m
((
En+1h
H
n+ 12
h
)
,T′
)
= m
((
Enh
H
n− 12
h
)
,T′
)
−∆t
[
a
((
Enh
H
n+ 12
h
)
,T′
)
+b
((
Enh
H
n+ 12
h
)
,T′
)]
. (41)
Dans un premier temps, on e´tudie l’erreur de consistance du sche´ma. Pour cela, on de´finit Ên+1h et Ĥ
n+ 12
h par :
m
((
Ên+1h
Ĥ
n+ 12
h
)
,T′
)
=m
((
Eh(tn)
Hh(tn− 12 )
)
,T′
)
−∆t
[
a
((
Eh(tn)
Hh(tn+ 12
)
)
,T′
)
+b
((
Eh(tn)
Hh(tn+ 12
)
)
,T′
)]
, (42)
et
(
‖Ên+1h −Eh(tn+1)‖20,Ω +‖Ĥ
n+ 12
h −Hh(tn+ 12 )‖
2
0,Ω
) 1
2
caracte´rise alors l’erreur de consistance, que l’on cherche
a` majorer en fonction de ∆t. Dans (42), en soustrayant m
((
Eh(tn+1)
Hh(tn+ 12
)
,T′
)
et en utilisant (40), on obtient :
m
((
Ên+1h −Eh(tn+1)
Ĥ
n+ 12
h −Hh(tn+ 12 )
)
,T′
)
= m
((
Eh(tn)−Eh(tn+1)
Hh(tn− 12 )−Hh(tn+ 12 )
)
,T′
)
+∆tm
((
∂tEh(tn+ 12
)
∂tHh(tn)
)
,T′
)
.
Ainsi, en faisant usage de deux de´veloppements de Taylor-Lagrange et en supposant W ∈ C3([0, t f ],(L2(Ω))6),
on trouve : (
‖Ên+1h −Eh(tn+1)‖20,Ω +‖Ĥ
n+ 12
h −Hh(tn+ 12 )‖
2
0,Ω
) 1
2
≤C∆t3‖W‖
C3([0,t f ],(L2(Ω)))
. (43)
Maintenant, nous nous inte´ressons a` l’erreur globale du sche´ma. Autrement dit, on cherche a` e´valuer :
max
n∈{0,...,n f }
(
‖E(tn)−Enh‖20,Ω +‖H(tn− 12 )−H
n− 12
h ‖20,Ω
) 1
2
.
On commence alors par e´tudier :
‖Eh(tn)−Enh‖20,Ω +‖Hh(tn− 12 )−H
n− 12
h ‖20,Ω
.
On additionne m
(
Eh(tn+1)
Hh(tn+ 12
) ,T
′
)
a` (42), on a :
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m
((
Eh(tn+1)−Eh(tn)
Hh(tn+ 12
)−Hh(tn− 12 )
)
,T′
)
= −∆t
[
a
((
Eh(tn)
Hh(tn+ 12
)
)
,T′
)
+b
((
Eh(tn)
Hh(tn+ 12
)
)
,T′
)]
+
m
((
Eh(tn+1)− Ên+1h
Hh(tn+ 12
)− Ĥn+
1
2
h
)
,T′
)
.
(44)
En posant enh = Eh(tn)−Enh et h
n− 12
h =Hh(tn− 12 )−H
n− 12
h et en soustrayant (41) a` (44), on peut e´crire :
m
((
en+1h
h
n+ 12
h
)
,T′
)
= m
((
enh
h
n− 12
h
)
,T′
)
−∆t
[
a
((
enh
h
n+ 12
h
)
,T′
)
+b
((
enh
h
n+ 12
h
)
,T′
)]
+
m
((
Eh(tn+1)− Ên+1h
Hh(tn+ 12
)− Ĥn+
1
2
h
)
,T′
)
.
On de´finit ensuite l’e´nergie :
Nn =
N
∑
i=1
Nni , avec N
n
i = ‖eni ‖20,ci +
∫
ci
〈
h
n− 12
i , h
n+ 12
i
〉
dx ou` ei = eh ci et hi = hh ci .
De fac¸on similaire a` ce qui a e´te´ fait pour l’e´tude de stabilite´ dans [5] (et dans le meˆme esprit que [14]), on peut
montrer que sous une condition CFL du meˆme type on a :(
‖eni ‖20,Ω +‖hn−
1
2
i ‖20,Ω
) 1
2
≤C∆t2‖W‖
C3([0,t f ],L2(Ω))
. (45)
Ainsi, l’erreur due au sche´ma en temps saute-mouton d’ordre 2 est enO(∆t2) et nous pouvons donc conclure par
l’ine´galite´ triangulaire et le Corollaire 1 que nous obtenons une erreur pour le sche´ma totalement discret d’ordre :
O(∆t2)+O(ξh).
4 Etude nume´rique 2D
Nous exhibons dans cette section, les re´sultats des expe´riences nume´riques en deux dimensions d’espace. Nous
conside´rons le cas des ondes transverses magne´tiques TMz pour lesquelles :
H(x1,x2, t)≡ (Hx(x1,x2, t), Hy(x1,x2, t), 0)T et E(x1,x2, t)≡ (0,0,Ez(x1,x2, t))T .
Autrement dit, on re´sout les e´quations de Maxwell 2D en mode TMz qui s’e´crivent :
ε∂tEz−∂x1Hy +∂x2Hx = 0,
µ∂tHx +∂x2Ez = 0,
µ∂tHy−∂x1Ez = 0.
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4.1 Mode (1,1) dans une cavite´ me´tallique carre´e
Nous e´tudions dans un premier temps le cas test de l’e´volution d’un mode dans une cavite´ me´tallique carre´e et
unitaire. L’e´nergie de la solution est ici conserve´e et ce proble`me test pre´sente e´galement l’inte´reˆt d’avoir une
solution exacte (i.e. on peut calculer une erreur), donne´e par :
Hx(x1,x2, t) = −
(
pi
/
ω
)
sin(pix1)cos(pix2)sin(ωt),
Hy(x1,x2, t) =
(
pi
/
ω
)
cos(pix1)sin(pix2)sin(ωt),
Ez(x1,x2, t) = sin(pix1)sin(pix2)cos(ωt),
ou` ω = 2pi f de´signe la pulsation ( f la fre´quence). Le temps de simulation est 2×10−7 s.
4.1.1 Test de performance
Premie`rement, nous faisons les simulations sur deux maillages (FIG. 2) : un maillage triangulaire et un maillage
hybride non-conforme. Ce dernier est obtenu en prenant un maillage hybride et conforme, et en raffinant trois
fois (raffinement non-conforme) la partie triangulaire. Nous testons plusieurs ordres d’interpolation pour les deux
maillages, et nous re´sumons les re´sultats dans le tableau TAB. 1.
En faisant des comparaisons, on observe que l’hybridation GDDT-P1Q4 est plus pre´cise et environ 4 fois plus
efficace que l’interpolation GDDT-P1. Par ailleurs, GDDT-P2Q3 est ici environ 70 fois plus pre´cise que GDDT-
P1, avec un plus petit temps de calcul. L’hybridation GDDT-P3Q4 (resp. GDDT-P4Q4) est aussi plus pre´cise et
plus rapide compare´e a` GDDT-P2 (resp. GDDT-P3).
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FIG. 2 – Gauche : maillage non-structure´ totalement triangulaire - Droite : maillage hybride triangulaire / qua-
drangulaire (non-structure´ / structure´) et non-conforme (les interfaces hybrides correspondent aux interfaces non-
conformes).
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TAB. 1 – Temps de calcul, nombre total de degre´s de liberte´ et norme L2 de l’erreur au temps final pour les deux
maillages et pour chaque ordre d’interpolation.
Type de maillage Ordre d’interpolation Temps de calcul # ddl Erreur L2 finale
GDDT-P1 45 s 11334 2.33×10−2
GDDT-P2 206 s 22668 1.68×10−4
GDDT-P3 530 s 37780 7.09×10−5Triangulaire
GDDT-P4 1511 s 56670 2.94×10−5
GDDT-P1Q4 11 s 3488 4.03×10−3
GDDT-P2Q3 38 s 5888 3.39×10−4
GDDT-P3Q4 122 s 9760 9.96×10−5Hybride
GDDT-P4Q4 318 s 14240 5.07×10−5
Ainsi, nous obtenons d’inte´ressants compromis entre temps de calcul et pre´cision, pour ces quatres hybridations.
4.1.2 Test de convergence nume´rique
Nous allons alors e´tudier la convergence nume´rique en h de ces dernie`res. Nous faisons les tests sur quatres
maillages hybrides et non-conformes base´s respectivement sur 7×7, 13×13, 19×19 et 25×25 (FIG. 4) points,
obtenus en prenant des maillages hybrides et conformes et en raffinant deux fois (raffinement non-conforme) la
partie triangulaire. Pour chaque re´solution, et pour chaque hybridation, on mesure la norme L2 de l’erreur au
temps final en fonction de la racine carre´e du nombre total de degre´s de liberte´, et nous calculons les pentes (en
e´chelle dite loglog) correspondantes (FIG. 3). On observe que l’ordre de convergence (les pentes sur le graphique)
pour GDDT-P2Q3, GDDT-P3Q4 et GDDT-P4Q4 est environ e´gal a` 2.6, ce qui est mieux que pre´vu, car le sche´ma
saute-mouton qu’on utilise limite l’ordre de convergence a` 2. Pour le cas GDDT-P1Q4, la pente est de 1.74, ce
qui est e´galement au-dessus de nos attentes car l’interpolation GDDT-P1 sur la partie triangulaire limite l’ordre
de convergence a` 1. En conclusion, la convergence nume´rique en h est obtenue.
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DGTD−P1Q4; slope = 1.74
DGTD−P2Q3; slope = 2.60
DGTD−P3Q4; slope = 2.62
DGTD−P4Q4; slope = 2.56
FIG. 3 – Erreur L2 au temps final en fonction dans la racine carre´e du nombre total de degre´s de liberte´.
Inria
Convergence d’une me´thode GDDT en maillage multi-e´le´ments pour le syste`me de Maxwell 33
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  0.2  0.4  0.6  0.8  1
FIG. 4 – Maillages hybrides et non-conformes base´s sur : En-haut a` gauche : 7× 7 points - En-haut a` droite :
13×13 points - En-bas a` gauche : 19×19 points - En-bas a` droite : 25×25 points.
Par ailleurs, pre´cisons que pour chaque hybridation GDDT-PpQk, le pas de temps global que nous prenons est le
minimum entre les pas de temps limites des me´thodes GDDT-Pp (utilise´e sur maillages totalement triangulaires)
et GDDT-Qk (utilise´e sur maillages totalement quadrangulaires), ce qui nous donne une nouvelle validation de la
condition suffisante de stabilite´ explicite´e et de´montre´e dans [5].
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4.2 Diffraction d’une onde plane par un cercle me´tallique
Le second proble`me test conside´re´ est la diffraction d’une onde plane par un cercle me´tallique. Le domaine de
calcul est de´limite´ par un carre´ sur lequel on impose la condition absorbante de Silver-Mu¨ller. Ici, le champ
incident est donne´ par :
Ez,inc(x1,x2, t) = cos(ωt− kx1); Hx,inc(x1,x2, t) = 0; Hy,inc(x1,x2, t) = −k
ω
cos(ωt− kx1),
ou` le vecteur d’onde k= t(k,0) avec k = ω/c (c la vitesse de la lumie`re dans le vide et ω = 2pi f , f la fre´quence).
Deux maillages sont utilise´s (Figure 5) : un maillage triangulaire avec 3276 e´le´ments et un maillage hybride
non-conforme compose´ de 2656 triangles et de 192 quadrangles. Nous exhibons les re´sultats pour une fre´quence
f = 200 MHz et un temps de simulation de 5×10−8 s.
Nous faisons une simulation avec l’ordre d’interpolation GDDT-P3 sur le maillage triangulaire, le nombre total
de degre´s de liberte´ est 32760 et le temps de calcul est de 20.3 s. Sur le maillage hybride, nous testons les
hybridations GDDT-P1Q3, GDDT-P1Q4 et GDDT-P2Q3 ; les nombres de degre´s de liberte´ correspondants sont
11040, 12495 et 19008 pour des temps de calcul de 1.4 s, 2.6 s et 6.5 s, respectivement. Nous montrons de plus
sur la FIG. 6 l’e´volution en temps de la composante Ez en deux points du domaine de calcul, et nous voyons
clairement que pour chaque cas, les courbes sont confondues. Enfin, une transforme´e de Fourier discre`te e´tant
calcule´e durant la dernie`re pe´riode de la simulation, nous pre´sentons les lignes de contour (FIG. 7) de celle-ci
pour les composantes Hx et Hy. Nous remarquons que les lignes de contour pour les quatres cas GDDT-P1Q3,
GDDT-P1Q4, GDDT-P2Q3 et GDDT-P3 ont sensiblement le meˆme aspect. Ainsi pour chaque hybridation, nous
avons un gain en temps de calcul important (par rapport a` GDDT-P3) en gardant des valeurs de la solution proches
de celles ge´ne´re´es avec GDDT-P3.
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FIG. 5 – Gauche : maillage triangulaire - Droite : maillage hybride et non-conforme.
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FIG. 6 – Evolution en temps de la composante Ez aux points : Haut : (−1.6,1.6) - Bas : (0.5,−0.5).
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FIG. 7 – Lignes de contour de la transforme´e de Fourier discre`te des composantes Hx et Hy pour les cas, respec-
tivement de haut en bas : GDDT-P1Q3, GDDT-P1Q4, GDDT-P2Q3 et GDDT-P3.
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5 Conclusion
Dans ce rapport, nous avons pre´sente´ les re´sultats d’une investigation sur une me´thode GDDT-PpQk en maillage
multi-e´le´ments pour re´soudre les e´quations de Maxwell en domaine temporel. Nous sommes principalement
concerne´s ici par l’analyse de convergence a-priori de ce sche´ma pour le cas 3D, en prenant compte de l’aspect hy-
bride et non-conforme des maillages e´tudie´s. Les proble`mes tests 2D confirment cette convergence nume´riquement,
et donnent des re´sultats prometteurs pour plusieurs hybridations.
Les prochains travaux viseront a` apporter une e´valuation de´taille´e de la me´thode pour des proble`mes plus re´alistes,
en 2D d’abord, et nous e´tendrons la me´thode a` de nombreux proble`mes nume´riques en 3D. En outre, l’efficacite´
de calcul peut encore eˆtre ame´liore´e tout en minimisant les erreurs de dispersion, graˆce notamment a` une strate´gie
de pas de temps local et a` l’utilisation de fonctions de base orthogonales pour l’interpolationQk sur les hexae`dres.
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