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I. INTRODUCTION 
Let y be an oriented Jordan curve in Euclidean space, E3, which is homeo- 
morphic to the unit circle, u2 + v 2 = 1. Let A denote the disk u2 + n2 < 1, 
d its closure, and let C”(d), C?(A) be th e set of n-times continuously dif- 
ferentiable vector functions x : A + E3 or x : d + E3. x E Co(d) n C2(A) 
is said to be a conformal representation of a surface of constant mean 
curvature, H, and boundary y, if X(U, v) satisfies 
(a> XUU + xv, = ~WYG, - YGL) 
yuuu + yvv = W.w, - -WG) or Ax = 2H(x, x x,) 
%u + %, = ~WGY, - GY,) 
(b) / x, I2 = 1 x, I2 and (x, ex,) = 0 (conformality) 
(4 x : i?A -+ E3 is an admissible representation of the Jordan curve y. 
(1.1) 
If X(U, v) satisfies (1.1) for H = 0, then x is a representation of a minimal 
surface. The main result of this paper is an existence theorem for the system 
(1.1) when H$O. 
If x E Co(a), the Lebesgue area L(x) of the parametric surface X(U, v) is 
well defined [3, Chap. II]. Let A, be the greatest lower bound ofL(x) over all 
x E Co(A) for which x(Q), 0 < 0 < 277, is an admissible representation of the 
oriented Jordan curve y. We shall only consider those Jordan curves for which 
A, is finite. The solution of Plateau’s problem, as described by Courant in [4] 
for example, establishes the existence of a minimal surface vector function 
h, , satisfying 1.1 for H = 0, and such that L(h,) = A, . In this paper we 
show that if 1 H 1 z/A, < 2/g/5, then there exists a solution xR to the system 
(1.1). 
Previous existence theorems for the system (1.1) have been published by 
E. Heinz [6] and H. Werner [lo]. Their main result may be stated as follows. 
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Suppose y is contained in the unit ball x2 + y2 + x2 < 1. Let d(y) be the 
class of vector functions x E Co(d) n C’s(d) where x(B) is an admissible 
representation of the oriented Jordan curve y, and so that ] X(U, w) 1 < 1. 
For every x E M(r) and ] H 1 < 8 the functional E(x) defined by 
E(x) = jj- 1 x, I2 + ) x, I2 + y (x . x, x x,) du dv (1.2) 
A 
is well defined (i.e., is finite or + co). If ] H 1 < 4, then there is a member 
xH of &Y(y) which minimizes E(x). It is also a solution to the system (1.1). 
The bounds on H indicated in this paper are quite different from the bounds 
in the paper of Heinz and Werner, as the following two examples show. If y 
is a rectangle with sides of length a and b, this paper establishes the existence 
of solutions to the system (1.1) for I H I < (77/ub)/5, while the papers of Heinz 
and Werner establish existence for I H 1 < l/(az + b2)lj2. If the ratio a/b 
is large (say u/b > 8) then the result proven in this paper gives a better 
bound, while for other rectangles, Heinz’s result is to be preferred. Another 
interesting comparison is the following. Let y be a circle of radius 1. In this 
case A, = n and so a solution to (1 .l) exists for 1 H 1 < + using the result 
of this paper, while according to Heinz’s paper a solution exists for j H ( < 4j. 
Now suppose we distort the circle y into a contour yE by clipping out an arc 
of length e2 and attaching a long spike of altitude 2/c. Then A,, z r + E and 
so the theorem in this paper guarantees a solution to (1.1) for 
IHI< 
~1/2 1 1 
5(Tr + q/2 = 5(1 + E/Tr)lP = 3 
if E is small. 
However, the diameter of yE is 2(1 + 6)/c. Thus by the result of Heinz and 
Werner, there is a solution to the system (1.1) for 1 H I < c/( 1 + 6). 
The method of proof used in this paper proceeds as follows. IV, will 
designate the Hilbert space of real-valued functions f : d -+ R1 such that f 
and its weak partial derivatives f, and fv are square integrable on d. The inner 
product on WI is 
(f *gh = j-j-,Cfg +fugu +ftddudv- (1.3) 
We let W,, be the closed subspace of WI obtained by taking the closure in WI 
of the C,“(d) functions (i.e., the P-functions whose support is contained 
in d). The following lemmas are well known. See [8, Chap. 31 for example. 
LEMMA 1.1. An equivalent norm on WI0 is obtained from the Dirichlet 
inner product. 
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LEMMA 1.2 [8, Theorem 3.6.31. If 4 E WI, CJ Co(d), then q5 = 0 on the 
boundary of A. 
Also, for f E W, we will use the following notation. 
If f is a bounded function on A, then 
lfh =LuB If@, 4 I over all (u, v) E A. (1.7) 
The proceeding definitions carry over directly to vector functions 
x : d -+ E3. These vector functions will be displayed in boldface type. Note in 
particular that if x = (x, y, z) and a = (a, 6, c) then (1.8) 
Now let h(0) be an admissible representation of the oriented Jordan curve y. 
Y(h) C W, is the set of those vector functions x E WI with boundary values 
x(e) = h(B). If we let h(u, v) be the unique harmonic vector function in 
Y(h), then every x E Y(h) can be written in the form x = h + + where 
4~ E W,, - Y(h) is then a complete metric space under the metric 
d(x, y) = ] x - y In . See Section II for details. 
In Section III we consider the volume functional 
V(x) = f /IL (x . x, x x,) du dv defined for x E WI n CO(d). 
(1.9) 
Theorem 3.1 asserts that V(x) has a unique continuous extension to WI0 . 
Theorem 3.2 shows that Y(x) can be continuously extended to the space 
Y(h). An example shows however, that Y(x) is not a weakly continuous 
function on W,, . Theorems 3.3 and 3.4 prove other continuity properties of 
V(x) which are needed later. 
In Section IV we consider the functional E(x) = D(x) + 4HV(x) on 
Y(h). An H-extremal for this function in Y(h) is a weak solution to the 
differential equation dx = 2H(x, x x,). Theorem 4.2 is the main result 
of this section. It says that if ] H I ] h ID < t 6 and 0 $ t < d2 - 1, 
then there exists a + E W,, with I H / ] + ID < s 6 where 
s = (1 - t) - (1 - 2t - ta)r/a 
so that xH = h + + is an H-extremal for the function E(x). Theorem 4.4 
establishes a uniqueness theorem for such extremals. 
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In Section V we show that any H-extremal for E(x) in Y(h) (i.e., weak 
solution to the differential equation Ax = 2H(x, x x,)) is, in fact, analytic 
in A, and continuous on d if its boundary values are continuous. 
Finally, in Section VI we establish the basic existence theorem discussed 
previously. 
Much of the material in this paper was contained in the author’s doctoral 
thesis written at Harvard under the direction of Garrett Birkhoff. I wish to 
thank Professor Birkhoff for all of his helpful advice and encouragement. 
II. FURTHER PREPARATORY COMMENTS 
Consider a continuous parametric surface x E Co(d) whose Lebesgue 
area, L(x), is finite. Then there is a function, v(x), called the oriented volume 
functional, defined for all such x, for which the following theorems are known. 
See Cesari [3] for a thorough discussion. 
THEOREM 2.1 [9, Chap. II] and [8, p. 3521. If x E W, n CO(d), then 
L(x) = Jj (A” + J2” + h2Y2 du dv 
A 
(2.1) 
v(x) = $ jjA (xJ1 + yJ2 + zJJ du dv = 4 j-1, (x - x, x xv> du dv, (2.2) 
where 
THEOREM 2.2 [8, p. 3521. Let x, , x0 E CO(d). Suppose that x,+x0 
uniformly on 6. Then L(xJ < lim inf L(x,). 
LEMMA 2.1 [3, p. 5741. Let x, , x0 E Co(d) and suppose that 
(a) x, +x0 uniformly on 6. 
(b) L(x.n,) < M -=c ~0. 
(c) Length aX, = length of boundary curve of x, < m < CO. 
then limit V(xJ = V(x,) as n --+ CO. 
The following is an easy consequence of Lemma 2.1. 
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THEOREM 2.3. Let y be an oriented Jordan curve in E3 homeomorphic to the 
unit circle, u2 + vz = 1. Suppose that x, , x0 E Co(d) satisfy 
(a) x,--f x0 uniformly on 6. 
(b) L(x,) < M < co. 
(c) x,(e), 0 < 0 < 2 n, is an admissible representation of the oriented Jordan 
curve y. 
Then limit V(x,) = V(x,) as n -+ co. 
PROOF. By a change in parameters, which will not disturb conditions (a) 
and (b), we may suppose that ~~(0) = x,(B) for all n. Let 
Then yn(r, 0) satisfies the conditions of Lemma 2.1, V(y,) = V(x,) - V(x,). 
Thus by Lemma 2.1 limit V(y,) = limit V(x,J - V(x,) = 0. 
THEOREM 2.4 (Isoperimetric inequality) [2]. Let x E Co(d) and suppose 
that x = 0 on the boundary of A, (i.e., x(u, v) is a closedparametric surface) then 
(2.3) 
THEOREM 2.5. Let x1 , x2 E CO(d) be two surfaces of jkite Lebesgue area 
SUCK that x1(0), and x2(0) d escribe the same oriented Jordan curve y. Then 
/ V(x,) - lqx,) 12 < [L(x$y(xJ13 . 
5-r (2.4) 
PROOF. Follows from Theorem 2.4 using the face that V(x) and L(x) 
are invariant under reparameterization. 
DEFINITION 2.1. Let h(u, v) E IV, n CO(d) be a harmonic vector function 
on A (i.e., h,, + h,, = 0). Y(h) will denote the set of all vector functions 
x=h++where+EW,,. 
From this it immediately follows that D(x) = D(h) + D(e) where 
W4 = JJ-<I xu I2 + I xv I”> d u d v is the Dirichlet integral. It is also clear 
that 9’(h) is isometric as a metric space to W,, where d(x, y) = 1 x - y ID . 
LEMMA 2.2. If x E 9’(h) and x E Co@) then x(0) = h(B) on the boundary 
of A. 
PROOF. Follows directly from Lemma 1.2. 
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COROLLARY. Suppose that h E W, n Co(d) is chosen so that h(B) is an 
admissible representation of the oriented Jordan curve y. If x E CO(d) n Y(h) 
then x is a parametric surface whose boundary x(d) is an admissible representation 
ofr. 
III. THE VOLUME FUNCTIONAL ON Y(h) 
We now recall the oriented volume functional defined by formula (2.2) 
for x = (x, y, .z) E W, n CO(d). It is important to notice that the functional 
V(x) is linear and antisymmetric in each of its component functions X, y, 
and z. In order to emphasize this fact we shall use the notation 
W) = (x, Y, 4 Y - (3-l) 
LEMMA 3.1. Let x = (x, y, z) E C2(d). Suppose that one of the three 
component functions, say x, vanishes on aA : u2 + v2 = 1. Then 
V(x) = jj 
A 
xJ(y, z) du dv = j j yJ(x, x) du dv = j j, zJ(x, y) du dv. 
A 
(3.2) 
PROOF. Perform an integration by parts on the integral (2.2), notice that 
the resulting boundary integrals vanish, and the result follows: 
The next sequence of lemmas and theorems will continuously extend V(x) 
first to the space W,, and then to the space Y(h). 
THEOREM 3.1. Let + = (& , I$~ , &) E W,, . Then V(+) can be de$ned 
in one and o&y way on W,, so that V(e) is continuous, linear in each component, 
and satisjies the integral 
V(+) = + jjA + * (+, x +,) du dv for all 9 E C,“(A). 
Furthermore 
(3.3) 
PROOF. Noting that V(4) for 4 E Ct is linear in each component, and 
that Cr is dense in W,, , we see that it is sufficient to demonstrate the inequal- 
ities (3.3) and (3.4) for + E C:(A). If + E C:(A), then by Theorem 2.4 we 
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have 1 V(4) iz<[L(+)13/36a. ButL(~)~0(~):2asL(~)=SS!9, x +, /duda 
by Theorem 2.1. Hence 
Apply this inequality to the vector function (#r/l $r ID , +a/] +a ID , +3// #3 ID). 
We get (M C1 ID , A11 A ID , Ml ~5~ I& G 33/2/WW/2. Now make use 
of the multilinearity of the volume functional in each component and we get 
inequality 3.4. 
Thus we see that V(+) is a continuous functional in the norm topology on 
WI,, . The following example reveals that V(+) is not continuous in the weak 
topology on WI, . 
EXAMPLE. Let x, E WI, be expressed in polar coordinates by 
x, = r$&) cos e 
yn = Cn(r) sin 19 O<r<l u = r cos 8 
Gi = VW) o<e<2rr v = r sin 6. 
A straightforward computation shows that 
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Then it follows easily that x, tends weakly to zero but the V(x,) are bounded 
above and below by positive constants. 
THEOREM 3.2. Let h be a harmonic vector function in WI n CO(A). Then 
thefunction V(x) = & sj, x - (x, x x,) du dv de$nedfor all x E Y(h) n CO(d) 
has a unique continuous extension to all of Y(h). Furthermore, if h = (h, , h, , h3) 
is the harmonic vector function and + = (& , dz , &J E W,, , then 
l(h1,~z,+3bl dihh~~&11~~~D (3.5) 
I (h, > h, > d,>v I G I 4 IM 1 h, ID 143 ID (3.6) 
and corresponding results hold with the indices permuted. 
PROOF. In order to establish (3.5) and (3.6) it is sufficient to demonstrate 
the inequalities for all + = (+r , 4s ,+a) E Cc. But in this case the inequalities 
L easy approximation to h. follow from 3.2 and an 
I (h,,+,>+Jvl = 
< 
The rest of the theorem now follows in the same manner as the proof of 
Theorem 3.1, using the fact that Y(h) n CO(d) is dense in Y(h) and the 
linearity of V(x) = (x, y, z)” in its three component functions. 
The following inequalities will be needed later. 
LEMMA 3.2. Let x = (x, y, z) E Y(h) and Q = (& , & , +J E W,, . Then 
I (x7 Y7 d,>Y I G (jy I x ID I Y ID 143 ID (3.7) 
1 cx, 42 > 43)” t < (&)liz 1 x ID 142 ID 143 ID * (34 
PROOF. We will prove only (3.7) as (3.8) follows in the same manner. Let 
x = h, + I,$ , y = h, + $~a . As remarked before it is sufficient to demon- 
strate the inequalities for #r , #s , $a E C:(d). Now the two vector functions 
and 
have the same boundary values. We can therefore apply the isoperimetric 
inequality (Theorem 2.5). This means that 
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But 
W,) = 0, L(x,) < q = 2, and L(x,) < W) = 2 1 . 
Thus 
Ii 3312 3 112 
(36n)112=xF + i 1 
(3.7) now follows from the linearity of the volume functional in each com- 
ponent. 
DEFINITION 3.1. If x = (x, y, z) E 9’(h) and 4~ = ($r , $a , +3) E W,, , 
then 
L,(9)~(x,z,~,),+(x,~a,x),+(~,,Y,z), 
L,(x) = (x3 42 ,43)Y + (41 7 Y, 43)Y + (41 > 42 9 4 Y * 
These functionals are useful because 
V(x + +) = V) + Lx(@) + L&4 + U@)- 
(3.9) 
(3.10) 
THEOREM 3.3. If x E Y(h) and + E W,, then 
(3.11) 
(3.12) 
PROOF. By Lemma 3.2 we get 
I L(9) I < (gz [I x ID I Y ID I 63 ID + I x ID 142 ID I 2 ID 
+ ICI ID I y ID I x ID1 
But 
lxl;=l~I~+IYl;+l4L I 9 1; = 141 1; + I+3 1; + 143 IL - 
Hence I-h(9) I d W37W2 I x I”, I + ID . Formula (3.12) follows in the same 
manner. 
Although V(+) is not a weakly continuous functional on WI, , the following 
Lemmas exhibit some weak continuity properties of V(+). 
THEOREM 3.4. Let Cm -++,, , & -+ &, weakly in W,, . Then for every 
a E W,, we have (3.13) limit (+n , #fi , a)Y = (Co , &, , a)” . 
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PROOF. Step I. If 01 E Cz and +, , I,& E IV,,, then 
I c#Jn 3Al > “b I < b21” + %3%x I AZ Ill I h ID > 
where 
By Schwarz’s inequality we have for (5, I/, 01 E C’r 
I (A+, 4~ I = j-f 4Ibi4 4 du de, 
Thus it is sufficient to show that if fi, -+ 0 and I& -+ #,, weakly in IV,,, , then 
limit (/& , & , a)V = 0. Now 
by Step I. But flm -P 0 weakly in W,, , implies that I pn I,, -+ 0 and I& -+ $,, 
weakly in W,, implies that 1 h jr, < M < co. Hence 
Step III. It now remains to prove that if (Y E WI,, and Is, -+ 0 weakly 
in W,, , and & + I&, weakly in W,, then limit&, &, a)V = 0. By Theo- 
rem 3.1 we know I (/3% , & , a)Y 1 < K 1 01 ID for some K if 1 /3n ID , 
1 I,&, ID < M < 00. Write In(a) = &In, &, a)“. Then Z,(a) is a linear func- 
tional in W,, , and II Z, [I < K if 1 j3n ID < M, I #n ID < M. Let 01 E WI, and 
ac E Cc. Then by Step II we have 
I limit Z,(a) I = I limit Z,(cr - w) + limit Z,(c+) 1 
dKI~--cID+o. 
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But we can make / a: - ac jD < E for suitable ‘Ye E Cc. Hence 
limit I,(a) = limit& , #,, , a)y = 0. 
COROLLARY. If 3, + #,, , & + CO weakly in WI, and 01, -+ 0~” strongly in 
WI, then 
THEOREM 3.5. Let x, , yn E W, n Co(d) and suppose x, -+ x0, yn --f y. , 
uniformly on A- and weakly in WI . Let q$, -+ +. and &, -+ go weakly in WI, , 
then 
(3.15) 
PROOF OF (3.14). As in the proof of Theorem 3.4 for x, y E IV, n Co(d) 
and $ E W,, we have 
and 
But ’ 6% 9 3% - Yo 3 4)~’ 1 < 1 %a ID 1 Yn - Yo 1~ 1 $ ID * Hence 
limit(x, , ym - y. ,$)” = 0 as n+ co. 
In like manner limit(x, - x0 , y. , &Jv = 0. Thus (3.14) follows. 
PROOF OF (3.15). Again 
As above x, ---f x0 uniformly implies that limit(x, - x0 , & , &Jv = 0. The 
proof that limit(x, , $, - #o , q$JV = 0 is entirely similar to the proof of 
Theorem 3.3 and will not be repeated. Q.E.D. 
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IV. EXISTENCE THEOREMS FOR EXTREMALS 
We now fix our attention on the space Y(h) (Definition 2.1) where h is a 
harmonic vector function in W, n CO(d). Consider the functional 
E(x) = D(x) + 4HV(x) (4.1) 
on Y(h) where D(x) is the “Dirichlet” integral (Lemma l.l), V(x) is the 
volume functional discussed in Section III, and H is a constant. From the 
results of Sections II and III it follows that E(x) is an analytic function on 
Y(h). Hence, the FrCchet derivative E’(x) exists for each x E Y(h) and is a 
continuous linear functional on W,, . x0 E Y(h) is a critical point if E’(x,) = 0. 
A straight forward computation gives us the following lemma. 
LEMMA 4.1. E’(x) = 0 if and only q 
(x - +)D + 2&(9) = 0 for all 9 E W,, , (4.2) 
where L,( +) is defined by formula (3.9). 
DEFINITION 4.1. Any solution to Eq. (4.2) will be called an H-extremal. 
LEMMA 4.2. If x = h + + is a solution to (4.2) and ;f x E C2(A) n 9’(h) 
then Ax = 2H(x, x x,). Conversely if x E C2(A) n Y(h) and if 
Ax = 2H(x, x x,), then x is an H-extremal. 
PROOF. Straightforward integration by parts. 
Clearly if H = 0, then x = h is the one and only one solution in Y(h) 
to (4.2). This is just Dirichlet’s principle. The main result of this section 
will be an existence theorem for H-extremals for H sufficiently small. 
THEOREM 4.1. Let h = (h, , h, , h3) E WI n Co(d) be harmonic, and 
+=(+1,+2,+3), +=(v4,h,~d~W10. Let x=h++Ey(h). Then 
L,(G) = (ao * +,>D + (Cd+> - +,>D + (T(4) - +,>D 9 (4.3) 
where 01~ E WI,, Ch(+) is a compact linear operator on WI0 , and T(+) is a 
continuous and weakly continuous function on W,, . 
(a0 - +)ZJ = (h 3 h2 y #2b + (h , $2 , h2) Y + (A , h2 , & (4.4) 
(cd+) * $1, = [(h, 9 162 9 +2b + (4 ,952 9 Y&)Y + 4 other t@-‘=d (4.5) 
(T(9) * $10 = (41,42 9 v% + GA,42 3 MY + (~4 > $2 v 4dv - (4.6) 
PROOF. Equations 4.3-4.6 follow immediately from formula 3.9 and the 
multilinearity of the volume functional V(+). 
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By Theorem 3.4 if & + +a and $,, + #,, weakly in WI,, then 
(h, A , $,)Y- (h, +. , #o)v. Hence if 4~ - a0 , IL, - Go weakly in Wlo 
then (C,,(&) * +J, + (C,,(&), +,,)o . This implies that Ch(+) is a compact 
operator. 
Now suppose en -+ & strongly and +, -+ +O weakly in W,, . Then 
(T(h) * +JD - (T(+,) .+,)D by Theorem 3.4. Hence T(h) - T(+o) 
weakly in W,, . Now let +, = T(+,). This leads to 
(T(+n) ' T(+T&D-(~(+o) * T(+~))D* 
Hence T(+,) -+ T(+,) and T(+) is a continuous operator. 
In similar fashion +, -+ +,, weakly in W,, implies that 
m44 * *ID --+ PC+,) - $1, for all + E W,, . 
Hence T(+,) --f T(&,) weakly in W,, and thus T(+) is a weakly continuous 
operator. 
LEMMA 4.3. For a0 , I?,,(+), and T(+) as defined in Theorem 4.1, we have 
1 Qo ID < (&)1’2 h2 where h= IhID (4.7) 
(4-g) 
PROOF. 
(QO * +)D = (4 , h2 , ~4’3)~ + (4 742 , 4) v + (4 , h, , hJv . 
Hence by (3.7), Lemma 3.2 
I (‘Jo ’ +>D 1 < ($-)“” [i 4 ID 1 h2 ID I$2 ID + I h, ID / ‘42 ID 1 h, ID 
Thus 
I (a0 . +,)D I G (&)“l [I 4 l”D I h2 1% + I 4 l”D I ha 1% 
+ 1 h, 1; 1 h, /%11’2 1 ‘4’ ID 
and 
1 (010. +)D I < (2)“’ ($) / d’ ID = ($j=) h2 I ‘d’ ID - 
This shows (4.7). 
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Inequalities (4.8) and (4.9) follo w in the same manner, making use of (3.8) 
(Lemma 3.2) and (3.4) (Theorem 3.1). 
We are now ready to prove the main result of this section. 
THEOREM 4.2. Let h be a harmonic vector function in W, n CO(d). Suppose 
that 1 H 1 h < t d/Z; where h = / h ID and 0 < t < dz - 1. Then there 
exists a +. E WI0 with 1 H 1 1 Go jD < s fl; where 
s = (1 - t) - (1 - 2t - ty 
such that x0 = h + +. is an H-extremal (i.e., x0 satisjes (4.2) 
(x - Cp), + 2HL,(+) = 0 for all + E W,,). 
PROOF. x = h + 9 is a solution to (4.2) means that 
(+ * +)D = (x - +)D = - 2HL,(+) = - 2H(cc, + Cd+) + T(+) . +>I, 
for all + E W,, . This means that + = - 2H[a, + C,,(+) + T(+)] where 
a0 , Cn(+), and T(+) are defined in Theorem 4.1. Note that 0 < t < d2 - 1 
implies that s > 0 and that t2 + st + s2/2 = s. Let 
We shall show that + E B, implies that - 2H[a, + C,(+) + T(+)] E B, . 
Since a0 + C,(G) + T(+) is a weakly continuous mapping on W,, by 
Theorem 4.1, it will follow from the Schauder fixed-point Theorem [5, 
Chap. 51 that there exists +. E B, with +. = 2H[a, + C,(&,) + T(Go)]. By 
Lemma 4.3 
I - 2H(ao + Cd+) + T(+r)) ID < I H I (&=) (h” + h I + ID + t I + Ii) . 
Thus if 
IHjh-Qfi and IHIIWD<S~~ 
then 
I - 2H(ao + Cd+,> + T(+) ID I H I < [th + (t + G) I + L] I H I 
This means 
- 2HiIao + Cd+) + T(+L)I EB, - 
The next two theorems establish a minimizing property for those H-extre- 
mals whose solutions were established in Theorem 4.2. 
409/26/2-7 
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LEMMA 4.4. Let x = h + JI, 9 E W,, be un H-extremal. Let y = x -I- + 
be a?zy other member of Y(h). Then 
PROOF. Using the fact that (x * +)D + 2HL,(+) = 0, leads to 
E(y) = E(x) + D(9) t 4HL&) + 4HV(@) 
where Lb(x) is defined by (3.10). But by 3.12 (Theorem 3.3), 
Also 
by Theorem 3.1. Substitute these inequalities in and the result follows. 
THEOREM 4.3. Let x = h + + be an H-extremal. If 
I H I 1 x ID < fi(l - 6) 
where 0 < E < 1, then for any y = x + Q, with / H 1 / + ID < &(3~) 
we have E(y) > E(x). Also E(y) = E(x) if and My if y = x. 




THEOREM 4.4. Let h be a harmonic vector in W, n CO(d). Suppose that 
IHIh<tdGwhe7eh=IhIDandO<t<#. Theuthereexistsaunique 
Go E W,, with 1 H 1 / +. ID < s V?% where s = (1 - t) - (1 - 2t - t2)1’2 
such that x0 = h + +. is an H-extremal. 
PROOF. Let x = h + Go be an H-extremal satisfying the above conditions 
whose existence is guaranteed by Theorem 4.1. Suppose that 
y=h+cL,=x+(&-+o)=x+P 
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is another such H-extremal. This implies that 
( H ) ) x ID < I”%+” + t2)li2 and I H I I P ID -==z ~%W 
If t < 3 then s < 1 - t = $. This implies that there is an 0 < E < 1 
satisfying (s2 + t2)lj2 < 1 - E and 2s < 3~. This means that 
/ H / / x ID < %‘%(l - 6) and I H I I P ID < dz(34. 
Hence by Theorem 4.3 E(y) > E(x). By symmetry E(y) < E(x). Thus 
E(y) =: E(x). By Theorem 4.3 we conclude that y = x. 
V. DIFFERENTIABILITY OF H-EXTRRMALS 
In this section we shall show that any H-extremal is analytic in A, satisfies 
the differential equation Ax = 2H(x, x x,) and is continuous on d if the 
boundary values are continuous. The method of proof will be to first show, 
with the aid of a theorem by C. B. Morrey (Theorem 5.1), that any H-extremal 
is Holder continuous on compact subsets of A. We then show how another 
theorem due to Morrey (Theorem 5.4) can be applied to give us the desired 
result. The following lemma (8, pp. 71 and 82) shows that the boundary 
values of a function x E W,(A) are well defined. 
LEMMA 5.1. Let x E W,(A). There exists a unique f : 80 -+ E3 with 
J 1 f j2 d0 < 00 which is a boundary function for x(u, v) in the following sense. 
(a) For all sequences x, E P(d) such that x, ---f x in the WI-norm, we have 
x,(8) -* f(0) in the L,-norm. 
(b) x = h + + where + E W,,(A) and h is a harmonic vector function with 
boundary value f (0). 
DEFINITION 5.1, Let x E W,(A). Let B be a subregion of with piecewise- 
smooth boundary. hB will denote the harmonic vector function on B such 
that hB = x on the boundary of B. We let (5.1) 
W, B) = jj- [I xu I2 + I xv I”1 du dv 
B 
be the Dirichlet integral of x over B. Then clearly D(hB , B) < D(x, B). 
THEOREM 5.1 (Morrey) [7, p. 421 or [8, pp. 105-1061. Let x E W,(A) 
satisfy 
(a) D(x) < M < co 
(b) There exists a constant K such that 
D(x, B) < K D(h, , B) (5.2) 
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fog any piecewise-smooth simply connected subregion B of A- zuhere h, is the 
harmonic vector function constructed in De&&ion 5.1. Then X(U, v) is Htilder 
coutinuous on any closed circle 13 $ v2 < I :G I, 
where N(r, K, M) depends only on Y, K, and M. Furthermore, if the boundary 
values x(O) are continuous, then x(u, v) is continuous on A-. 
LEMMA 5.2. Let x E W,(A) be an H-extremal where H satisfies 
for some E where $ < E < 1. Then for K = A$, D(x, B) < *z D(h, , B) for 
any piecewise smooth simply connected subregion B of A-. 
PROOF. If E(y) = D(y) + 4HV(y) where y = x + + and JI E W,, , 
I H I I 9 ID -=c @%36), and 1 HI j x ID < X6+ - l ) 
then by Theorem 4.3 E(x) < E(y), and E(x) = E(y) if and only if y = x. 
Now if a < E < 1 then 1 - E < 2 and so if 
then 
I+lD-4xID and / HI j x jD < %&(l - c) 
I H I / 4 ID < x&(1 - E) < %%(3e). 
This implies that E(x) < E(y) for y = x + + with E(y) = E(x) only if 
y = x. Let B be a piecewise smooth subregion of 6. Let hB be the harmonic 
vector function which equals x on the boundary of B. Let 
ih, on B 
xB = lx elsewhere. 
Then xs=x++ where 46W&I) and lxBl~=lxl~- I$l”,. 
Therefore ) + )n < I x ID . Thus if 
&<E<l and I H / I x ID < d27-,(1 - E) 
then E(x) < E(xB). Since x = xB outside of B, it follows that 
E(x, B) < E(h, , B) or D(x, B) + 4HV(x, B) < D(hB , B) + 4HV(&, B). 
NOW V(x, B) = V(hB , B) + Lhg(4) + -&(h,) + v(4) where x = hB + 4 
on B, 4 E W&I) C W,,(A). Therefore 
D(h, , B) 2 D(x, B) - 4 I H / I &(4) + L+(b) + r’(4) 1 . 
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We now apply the inequalities of Theorem 3.1 and 3.3 and get 
Now clearly, / hB I”, + I 4, ]j = D(x, B) so I + 1; < D(x, B). Also if 
I H) I x ID < d27r(l - c) we see that (H//+I,<316/4. Thus 
(4 ( H / 13) / C$ ID < d/z. We also have 
0 < m < 1. Setting m = $ and noticing that I hs I”, = D(hB , B), 
[ + I”, < D(x, B) we get 
D(x, B) < D(h, , B) + 2 [(6 + +I) W,, B) + 24~ B)l 
= $$ D(h, , B) + 3 B(x, B), 
from which the result follows. 
THEOREM 5.2. Let x E Y(h) be an H-extremal where h is a harmonic 
vector function in WI n CO(d). Suppose that I H 1 / x ID < 6. Then x(u, v) 
is Hiilder continuous on any circle u2 + v2 < r < 1, and continuous on d. 
PROOF. Let E = 1 - (l/16). Then i < E < 1 and ~%(l - E) = 6. 
Now apply Lemma 5.2 and then Theorem 5.1. 
THEOREM 5.3. Let x E Y(h) be an H-extremal where h is a harmonic 
vector function in W, n CO(A). The-n x(u, v) is Hijlder continuous on any circle 
u2 + v2 < r < 1 and continuous on 6. 
PROOF. The proof is based on the fact that the extremal equation (4.2) is 
invariant under conformal maps of the parameter domain. 
Part (A). Let P : (u. , vo) satisfy u: + v: < 1. Let B(P, 6) be the disk 
of radius 6, centered at P, with 6 chosen so that B(P, 6) C d. Then 
l$-$ D[x, B(P, S)] = lij$ ij-(, 6) j x, I2 + I x, I2 du dv = 0. 
Thus there exists a 6 > 0 so that / H 1 1/D[x, B(P, S)] < v%. Consider 
the function z(r, s) = x(uo + Sr, v. + 6s) for r2 + 9 < 1. Since the change 
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in parameter is conformal, it follows that D(z) =: D[x, B(P, S)]. Furthermore 
z(r, s) is an H-extremal satisfying j H 1 1 z (n < d;. By Theorem 5.2 it 
follows that z(r, s) is Holder continuous for Y 2 + s2 < R < 1. Thus X(U, U) 
is Holder continuous for (U - u,J2 + (v - uJ2 < Si2 < S2. Since P : (u,, , vO) 
was an arbitrary point of A, it follows that X(U, V) is Holder continuous on 
any circle u2+u2<r<l. 
Part (B). Now suppose that the boundary values x(0) are continuous as 
well. We will show that x(u, V) E CO(d). 
Let P : (u. , no) be a point on the boundary of d. Let A(P, 6) be the inter- 
section of the disk B(P, 6) with d. As in Part (A) limit,,, D[x, A(P, S)] = 0. 
For a given 6 > 0 let u = U(T, s), zi = a(r, s) be a conformal map of 
ra + ss < 1 onto A(P, 8). Let Z(Y, s) = x[u(r, s), D(V, s)] and choose 6 so that 
j H 1 dD(x, A(P, S)] < d-i. Th en, as in the proof of Part (A), z(r, s) is an 
H-extremal satisfying ( H 1 \ z lD < fl 7r, and z(r, s) is continuous on an arc 
of the boundary containing P’, the image of P. If 6 is chosen to avoid a set 
of measure zero, the boundary values of x on A(P, 8) are continuous so 
z(r, s) is continuous on the whole of d. By Theorem 5.2, we can conclude 
that z(r, s) is continuous in a neighborhood of P’. Hence X(U, V) is continuous 
in a neighborhood of P. 
The following theorem of Morrey gives a condition guaranteeing that any 
Hiilder continuous weak solution to a differential equation is a solution in the 
usual sense. 
THEOREM 5.4 (Morrey) [S, p. 29 and Chaps. 4-61. Let u = (ul, u2), 
x = (Xl )...) xN) and p = (pii), i = l,..., IV, j = 1,2. Suppose that f(u, x, p) 
is a real function on A x RN x R2N. For x E W,(A) define 
W = j j, f (u, x, -$) du, du, .3 
x(ul , u2) is an extremal for this functional if x(ul , u2) is a weak solution of 
the Euler equation 
Ai = i A- if,,,1 j-1 au, 
i = l,..., N. 
Suppose that f E C*, that there exist constants 0 < m < M, for every R > 0 
two other constants 0 < m(R) < M(R), and a constant K > 0 such that 
(a) mV2-K<f<MV2 
(b) If, I2 + IL I2 + IL I2 G J42(4 V* 
(4 If, I2 + Ifm I2 + If,, I2 < WV) V2 
(4 ml(R) I n I2 G CfD,fpjgwjB G M,(R) I r 12, 
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where 
-=l+lp12, IP 12=CPi20r, I ?r I2 = c & 7 If, I2 = CfE4, ?
and 
1 u I2 + ( x I2 < R2. 
Then any extremal which is Hiilder continuous on all circles u12 + UI < r < 1, 
and which satisfies condition 5.2 of Theorem 5.1 is of class Cm on A. Furthermare, 
if f is analytic on then x(uI , v2) is analytic. 
We now state and prove the main theorem of this section. 
THEOREM 5.5. Let x E Y(h) b e an H-extremal where h is a harmonic vector 
in WI n CO(A). Then x(u, v) is analytic for u2 + v2 < 1 and satisfies the dzf- 
fe-rential equation Ax = 2H(xU x x,). Furthermore x(u, v) is continuous on 6. 
PROOF. By Theorem 5.3, x is Holder continuous on any circle 
u2 + v2 < r < 1 and is continuous on6. Let P : (u. , v,,) be an interior point 
of A, let B(P, S) be the disk with center P and radius 6 so that B(P, 6) C A. Let 
4r9 4 = f [x(uo + 6 v. + sS) - x(uo , vo)]. 
Then z(r, s), r2 + s2 < 1 will satisfy 
(i) (Z . a)o + (2cH)L,(a) = 0 all a E W,, (i.e. is an CH-extremal) 
(ii) D(z) = f D[x, B(P, S)] 
(iii) I z JM = f I x(u, v) - x(uo , vo) IM on B(P, 6). 
Now choose E > 0 so that / EH 1 < 8. Then choose 6 > 0 so that 
1 H ) l/o(z) < 1/;;/2 and 1 z(r, s) IM < 4 . z(r, s) will then be an H’-extremal 
satisfying 1 H’ I < $ , I H’ I I z ID < &/2, and I z(r, s) jM < 4 . To prove 
the theorem we need only show that Z(Y, s) is analytic for r2 + s2 < 1. Since 
I H’ I I z ID < 142 we know by Lemma 5.2 that there exists K > 1 so that 
D(z, B) < KD(h, , B) f or all piecewise smooth simply connected subregions 
B or r2 + s2 < 1. Clearly z(r, s) is Holder continuous on all circles 
r2 +s2 <r < 1. 
Now z(r, s) is an extremal in W,(A) for the functional 





f = / 2, I2 + I z, 12 + 3 (2 . 2, x z,). 
This integrand does not satisfy the condition (5.5) of Morrey’s Theorem (5.4). 
But note the following trick. Let h(t), 0 < t < co be a nonincreasing function 
of t satisfying h(t) = 1 for 0 < t < 4 and h(t) = 0 for t > 1. Let 
g(y, s, 2, z, , z,) = I ZT I2 t- I zs I2 + h(l z I) y (2 * z, x z,). 
Then g E Cm in all its variables and furthermore satisfies all the conditions 
(5.5) of Theorem 5.4. The extremal z(r, S) constructed above satisfies 
I z(r, s) jM < 4. Hence z(r, s) is also an extremal for the functional 
J(z) = j j, g dy ds. 
Since g E Cm, we can conclude that z E Cm(A) by Theorem 5.4. But for 
1 z Ifi1 < + , g =f and f is analytic. Hence z(r, s) is also analytic. 
VI. FINAL EXISTENCE THEOREMS 
Let y be an oriented Jordan curve in E3, homeomorphic to the unit circle 
S. Let A, be the greatest lower bound of the Lebesgue area L(x) over all 
x E CO(A) for which x(0) is an admissible representation of the Jordan curve y. 
The solution to Plateau’s problem in parametric form assures the existence 
of a vector function h, E II’, n Co(d) satisfying 
(a) Ah, = 0 
(b) I h,, I2 = I h,, 1’9 (h,, - h.,,) = 0 
(c) h,(B) is an admissible representation of the Jordan curve y satisfying 
a three-point condition h,(O) = P, h,(r/2) = Q, h,(r) = R. 
The main result of this section is the assertion that if I H I dxY < G/5, 
then there exists a parametric surface such that Eqs. 1.1 are satisfied. That is 
(a) x(2L, v) is analytic on d 
(b) Ax = 2H(x, x x,) 
(4 I xu I2 = I JLJ I29 (xu * x,) = 0 (conformality condition) 
(d) x(0) is an admissible representation of y satisfying the three point 
condition. This means that X(U, U) is a surface of constant means curvature 
in conformal representation. We proceed through a sequence of lemmas. 
SURFACES OF CONSTANT MEAN CURVATURE 339 
LEMMA 6.1. Let x, E Y(h,) be a sequence of H,-extremals such that 
x,+x0 weakly in WI and so that x,(e) +x,(e) uniformZy where ~~(0) is an 
admissible representation of an oriented Jordan curve y satisfying a three-point 
condition. Then H, ---f H, and x0 is an H,-extremal, and x,, E Y(h,) where 
x,(B) is an admissible representation of the Jordan curve satisfying a three-point 
condition. 
PROOF. x, E Y(h,) implies that x, = h, + +, where h, is a harmonic 
vector function in W, n CO(d) with ha(O) = x,(0) and t$, E W,, . Now 
h,(B) -+ h,(O) uniformly implies that h,(u, v) + h,(u, v) uniformly on d 
where ho is a harmonic vector function. This implies that h, -+ ho weakly in 
WI since 1 h, lo < 1 x, ID < M. Thus x0 = ho + +. where +. E W,, and 
c& + +. weakly in W, (hence in WI,) limit L,-(u) = LXO(a) for all a E WI0 by 
Theorem 3.5 and limit(x, * a)D = (x0 * a)D for all a E W,, . Now 
x0 = ho + +o with h,(B) a representation of the Jordan curve y implies that 
.&(a,) f 0 for some a0 E W,, . Thus 
(x0 .aob = limit (xn ’ aO>D 
LJao) Jqao) 
= limit(- 2H,) = - 2Ho. 
Hence Ho exists. But 
(x0 * a)o = limit (x, . a)o = limit - 2H,LXn(a) = - 2H,LX0(a) 
for all a E W,, . This shows that x0 is an Ho-extremal. 
DEFINITION 6.1. Let y be a oriented Jordan curve homeomorphic to the 
unit circle. Y(y) will denote the set of all vector functions x such that 
x E Y(h) for some harmonic vector function h E WI n Co(d) where 
x(0) = h(B) is an admissible representation of y satisfying a three-point 
condition x(0) = P, x(n/2) = Q, and x(n) = R. h, E Y(y) will be a harmonic 
vector function which is a conformal representation of a minimal surface of 
minimum area which solves Plateau’s problem for y. A, will denote the area 
of h, . 
LEMMA 6.2. Let x = h + + E 9’(y) satisfr the inequality 
WI 1 + ID --fif r or some s > 0. Let h, be a minimal surface vector for y. 
Then 
E(x) - E(h,) > [l - 2s - &] I h I”, - I h, 1% 
34y& [I h I; + I h, l;13’2. 
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PROOF. 
E(x) = D(x) + 4HV(x) and c’(x) = W) +4,(+) +$(h) + L’(9) 
following Definition 3.1, using the multilinearity of V(x). This leads to 
E(X) - 4HV(h) = D(X) + 4H[&,(+) f&(h) + V(+)]. Applying inequal- 
ities (3.11) and (3.12) in Theorem 3.3 yields 
E(x) - 4HV(h) 3 I h 1% + / + 1% - 4 1 H / [(k-j!) + (“$g’“) 
77 rr 
But ] H 1 1 + lo < s d% and for any a > 0, 
E(x) - 4HV(h) 3 / h 1; [I - 2s - 7-j + / Cp 1; [l - f - +] . 
Let a = 3s/2(3 - S) and we get 
E(x) - 4HV(h) 3 I h 1% [l - 2s - &] = u(s) I h 1;. 
But 
Hence 
E(h,) - 4HV(h,) = I h, 1%. 
~~~~--E(~,~d~~~~I~l2,-l~h,l2,--4~l I V(h)- WJI. 
But by Theorem 2.5 
I J’(h) - Vq) I < -& 7r [L(h) +W4”‘” < 3 :iT2; II h I; + I h, l;13’2. 
Now substitute this into the previous inequality. 
DEFINITION 6.2. Let y be an oriented Jordan curve homeomorphic to the 
unit circle. Let 0 < t < Q , 01 > 1 and H be chosen so that 
(a) I H j I h, 1 < (t/a) ~6% where h, is th e minimal surface vector func- 
tion of Definition 6.1. 
(b) g(at s, t> = 4s) 2 - 1 - (t/3a) (1 + (Yy > 0 
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where u(s) = 1 - 2s - (3s2/4(3 - s)) and s = (1 - t) - (1 - 2t - t2)1/2 
(see Theorem 4.1). For example, 




are possible choices. We then set Y(y, a, H, t) C Y(y) to be the set of all 
vector functions x = h + + where + E IV,, , / H / 1 + ID < s 1/g, and 
IhID<~Ih,ID. 
THEOREM 6.1. Let y, 01, t, and H satisfy the conditions of Dejnition 6.2. 
Then there is a unique xH E 9'(y, 01, t, H) which minimizes the functional E(x). 
xH is a conformal H-extremal satisfying 
(a) Ax = 2H(x, x x,) 
(b) I xu I2 = I xv 12, (xu * x,) = 0 (conformality condition) 
(c) xH E CO(d) and is analytic on A. 
PROOF. Step I. If H = 0, the minimal surface vector h, solves the 
problem. So assume H f 0. In this case, there exists x E Y(y, 01, t, H) with 
E(x) <z E(h,) as h, is not an H-extremal. By Lemma 6.2 
E(x) -- E(h,,) 3 [l - 2s - &] I h I; - I h, 1% 
4 I % [I h 1; + I h, 1;]3’2. 
-3 d/32* 
For 1 h, ID < I h ID < 01 Ih, ID the right-hand side of the inequality is a 
continuous function of I h ID and thus has a lower bound. Thus E(x) has a 
greatest lower bound, M, for x E 9’(y, 01, t, H). Clearly M < E(h,). 
Step II. Let x = h + + E Y(y, 01, t, H). Then 
I~IIhI,~I~I~Ih,I~~~1/2;; and IHIl+I,<s~~. 
By Theorem 4.2, there exists a unique + E W,, with I H I j 9 ID < s 1/% 
such that x, = h + 9 is an H-extremal. Furthermore, by Theorems 4.3 and 
4.4 it follows that E(xJ < E(x). 
Step III. Let x, E Y(y, 01, t, H) be a sequence with limit,,, E(G) = M 
where M = glb E(x) for x E Y(y, LY, t, H). By Step II, we may assume that 
each x, is an H-extremal. Write x, = h, + & where I h, ID < a 1 h, ID . By 
the equicontinuity of harmonic functions with bounded Dirichlet norm which 
also satisfy a three-point condition on y, there exists a subsequence of x, 
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(which we relabel if necessary) such that h, -h, uniformly on d and weakly 
in W, , h&u, 7~) is also harmonic, 1 h, ID -< OL 1 h, in and h,(B) is a representa- 
tion of y satisfying the three point condition. Likewise 1 +, ID < / I-I-l / s d2~r 
implies that there exists a subsequence of x, (again relabeling) with +, -+ +a 
weakly in W,,, and 1 H / I +. ID < s d277. Thus 
x0 = h, + +,, E S(y, a, t, 11) 
and by Lemma 6.1 it follows that x0 is an H-extremal. 
Step IV. E(x,) < M = glb E(x) for x E Y(y, 01, t, H). We have 
x,=h,++,, x,, = h, + &, where x, -+ h, uniformly, and 9, -+ 4s 
weakly in II’,, . Limit,,, E(x,) = M. Let y, = h, + 9,. Then 
yfi E Y(y, LY, t, H) and by Step II E(y,) > E(x,). A direct computation then 
gives us 
where 
E(Y,) - E&J = Wo) - W,,) + 4f3LhJ9 
fn = [W,) - W,)l + W&hJ - b,(+n)l + [G&o) - -k(hn)l 
limit[F’(h,) - V(h,)] = 0 by Theorem 2.3. 
limit[l,&+,) - L,,(+,)] = 0 by formula 3.14, Theorem 3.5. 
limit[l+Jh,) - Lg,(h,)] = 0 by formula 3.15, Theorem 3.5. 
Thus 
Thus 
limit[fJ = 0. 
lim sup E(y,) < lim sup E(x,) + lim sup[D(h,) - D(hJ]. 
But lim sup[D(h,) - D&J] < 0 by the lower semicontinuity of Dirichlet’s 
integral under uniform convergence. Hence 
lim sup E(y,) < lim sup E(x,) ,( M. 
But, by Step II, E(x,) < E(y,). Hence E(x,) < M. 
Step V. Conformality of x0 . Since x, is an H-extremal, we know by the 
results of Section IV that x0 E CO(A), x0 is analytic on d, and x0 satisfies the 
differential equation dx = 2H(x, x x,). Now E(xO) = M implies that 
E(x,) - E(h,) < 0. Set x0 = ho + +. . If 1 ho In = cy / h, ID, then 
E(x,,) - -J-W 2 4) a2 I ho 1% - I h, 1% - 34y$ (I ho 1% + I h, I%)“‘“- n 
This implies 
E(x,) - E(h,,) 3 I h, 1; [a(s) 01~ - 1 - ; (1 + a2)3’2] > 0 
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by our hypothesis. Thus ] h, ]o < 011 h, lo. Thus 
which means 
using Theorem 4.2 as s is an increasing function of t. Therefore x0 lies in 
the interior of the region 9’(y, 01, t, H). Now consider a parametric perturba- 
tion of xs(u, V) of the following type used by Courant [4, p. 1121. 
x,(u’, v’) = x()(u, v) where 
u = u’ + dqu’, v’, c) 
v = 2)’ + EM(U’, v’, c). 
Here A and M are assumes continuously differentiable for I E 1 < E,, , 
u2 + v2 < 1. The variables (u’, v’) may not range over A but this does not 
matter since E(x) is invariant under conformal maps of the particular domain. 
Then E(x,) > E(x,) since x,, minimizes E(x) for x E 9’(y, 01, t, H). But 
V(xJ = V(x,) as V(x) is defined by a parametric integral. Hence 
0(X<) lb D(x,) f or all admissible perturbations. By a theorem proved in 
Courant in the reference cited above, it follows that x,,(u * V) is conformal. 
That is 1 x, I2 = 1 x, I2 and (x, . x,) = 0. 
THEOREM 6.2. Let y be a oriented Jordan curve homeomorphic to the unit 
circle. Let A, = the area of a minimal surface of minimum area which solves 
Plateau’s problem for y. Let I H I dxV < dT5. Then there exists a parametric 
surface x(u, v) for u2 + v2 < 1 which is analytic for u2 + v2 < 1, continuous 
for u2 + v2 < 1, and which satisfies the following 
(a) Ax = 2H(x, x x,) 
(b) I x, I2 = I xv 12, (xu - xv) = 0 
(c) x(O) is an admissible representation of y satisfying the three-point condi- 
tion. 
PROOF. Let t = Q , s = (2 - d2)/3, and 01 = Q in Definition 6.2. Then, 
since A,, = L(h,,) = I h,, (k/2, we see that ) H 1 dxY < G/S means that 
1 H 1 1 h, ID < t d%/a. Now apply Theorem 6.1. 
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