The strong nonlinearities in turbulent flows drive the transfer of energy and other quantities between different scales of motion. In three-dimensional (3D) turbulence, this transfer organizes into the classic Richardson-Kolmogorov cascade of energy to small scales; in two-dimensional (2D) turbulence, it leads to an inverse cascade of energy to large scales and a forward cascade of enstrophy to small scales. Directly measuring this spectral transfer is difficult, particularly in experiments. Recently developed filtering techniques allow spectral fluxes to be measured locally, but have been assumed to require finely resolved velocity fields that are typically not available in 3D experiments. Here we show, using experimental data in 2D and the results of a 3D simulation, that poorly resolved velocity fields can still be used to extract information about spectral transfer processes. Our results suggest new useful ways of analyzing data from turbulence experiments with limited spatial resolution. C 2014 AIP Publishing LLC. [http://dx
I. INTRODUCTION
In turbulent flow at high Reynolds numbers, the nonlinear term in the Navier-Stokes equations plays a key role in the dynamics. This term introduces interactions between wavenumber triads, which spontaneously self-organize into the Richardson-Kolmogorov energy cascade in three-dimensional (3D) turbulence, driving kinetic energy from the large scales where it is injected into the turbulence to small scales where it can be dissipated by viscous action. 1 In two dimensional (2D) turbulence, the additional conservation of vorticity in the inviscid limit produces a cascade of enstrophy from large to small scales while reversing the direction of the scale-to-scale flow of kinetic energy. [2] [3] [4] Gross information about the transfer of energy between scales is often obtained via spectra or the velocity structure functions. 1, 5 Neither of these quantities, however, can easily provide the local spatiotemporal details of the spectral transfer processes at work in turbulence, as they require averaging over time and space.
A recently developed alternative approach is the so-called filter-space technique (FST). [6] [7] [8] [9] [10] [11] [12] [13] The essential idea of an FST is straightforward. When one removes some degrees of freedom from a nonlinear equation of motion by filtering (as is done in, for example, large-eddy simulation), new terms appear that express the coupling between the degrees of freedom that are retained and those that are suppressed. 8 By measuring these new terms, which are related to the difference between the filtered field and the full field and have prescribed forms since the equation of motion is known, this coupling can be directly obtained in a spatiotemporally localized way. When this process is applied to, for example, the turbulent kinetic energy, the coupling term describes the transfer of energy between scales. FSTs therefore allow the measurement of local spectral transfer properties, and in principle can be applied to any quantity in turbulence for which the equation of motion can be written. In principle, the result of an FST gives the net coupling between all the retained scales and all the suppressed scales; thus, it would seem that an accurate measurement of the spectral transfer would require a very highly resolved velocity field as an input. Such high resolutions are typically unavailable in experiments, particularly for 3D, highly turbulent flows. In a turbulent cascade, however, we expect that spectral dynamics are approximately local, 14, 15 so that only modes near a given length scale contribute to spectral transfer across that scale. If locality holds, then as long we limit our queries to scales somewhat larger than the resolution of the velocity field, FSTs should produce accurate measurements of spectral transfer, just as other tools such as velocity structure functions are expected to do. The question remains, however, as to exactly how much resolution we need to measure the spectral transfer across a given scale with sufficient accuracy. Previous studies using FSTs have primarily investigated the double cascades of energy and enstrophy in 2D turbulence, 10, 11, 16, 17 where high spatial resolution is much easier to obtain in experiments. Here, we show in both 2D (using experimental data) and 3D (using numerical simulation) turbulence that indeed the locality assumption holds, and that FSTs can give accurate measurements of spectral transfer even when the velocity field is poorly resolved. We quantify the accuracy of the spectral energy transfer rates as a function of the spatial resolution of the velocity field, and show that accurate measurements can be made for scales larger than about 6 times the resolution of the velocity field. For 3D turbulence, we also compare our FST results with measurements of the secondand third-order Eulerian velocity structure functions, and show that the FST gives comparable if not better estimates of the energy transfer rate. Our results have useful implications for 3D turbulence experiments, where highly resolved velocity fields are typically not available; even in these cases, FSTs can be applied and can provide good measurements of spectral processes.
We begin in Sec. II with a brief description of our data sets and of the mechanics of applying an FST. In Sec. III, we present our results for both 2D and 3D turbulence, and compare them with more traditional estimates of spectral transfer processes. Finally, in Sec. IV, we summarize our results and briefly discuss their implications.
II. METHODS

A. Data sets
To generate (weak) quasi-2D turbulence, we drive a thin layer of electrolytic fluid with electromagnetic Lorentz forces. The details of our experiments are reported elsewhere; [18] [19] [20] here, we only briefly describe the setup. The working fluid is a thin layer of salt water (16% NaCl by mass in deionized water), measuring 86 × 86 × 0.5 cm 3 , that rests on a glass plate. Beneath the glass lies an array of permanent neodymium-iron-boron magnets arranged in a checkerboard pattern of alternating polarity. To remove the possibility of long-range coupling between the particles we use to measure the flow (see below) due to surface-tension effects, we float a second layer of pure water (also 0.5 cm deep) above the salt water. To force the fluid, we run d.c. electric current laterally through the salt-water layer between a pair of copper bar electrodes. The combination of electric current and magnetic field produces a Lorentz force that drives fluid motion and injects energy into the system. Thus, the energy injection scale is approximately set by the spacing between magnets L m , equal to 2.54 cm in our apparatus. We define a Reynolds number Re = UL m /ν based on this length scale, the root-mean-square (rms) velocity U, and the kinematic viscosity ν of the working fluid. For the data shown here, Re = 185, sufficient to keep the flow nearly two-dimensional. 18 The flow field was measured using particle tracking velocimetry (PTV) by seeding the fluid with around 30 000 fluorescent polystyrene particles with diameters of 51 μm. The particles have a specific gravity of 1.05, between that of the salt water and the fresh water; they are therefore gravitationally pinned at the interface between the two fluid layers. Images of the particles in the central 31.7 × 23.6 cm 2 of the apparatus were captured at a rate of 60 frames/s using an IDT MotionPro M5 camera with a resolution of 2320×1728 pixels. The high seeding density allows us to measure very highly resolved velocity fields. To ensure that the measured fields are as 2D as possible and to remove noise, we projected the measured velocities onto a basis of numerically constructed streamfunction eigenmodes. 18 The 3D turbulence data set we used was obtained from direct numerical simulation (DNS) results hosted at the Johns Hopkins Turbulence Database. 21 This DNS of forced isotropic turbulence was performed on a 1024 3 grid in a 2π × 2π × 2π domain; the Reynolds number based on the Taylor microscale is R λ = 433. Details of the simulation can be found in Ref. 21 .
B. Filter-space techniques
Implementing an FST requires suppressing small-scale variation while retaining the large scales. We accomplish this task by convolving the quantity of interest with a spectral low-pass filter. As a concrete example, we define the ith component of the filtered velocity field as
G here is the filter kernel, and the superscript (r) denotes a quantity filtered at a length scale r (where spatial scales smaller than r have been removed). In principle, any function that suppresses highfrequency variation will work as a kernel for an FST. We choose to base our kernel on a Gaussian with a Fourier-space width of 2π /r, following previous studies, [9] [10] [11] since it has reasonable properties in both real and Fourier space. 5 With this definition, the equation of motion for the filtered kinetic energy
where summation is implied over repeated indices. The first two terms on the right-hand side of this equation are analogous to terms in the equation of motion for the full kinetic energy, and represent spatial transport of kinetic energy (the current J (r ) i includes contributions from fluid advection, pressure, and viscous diffusion) and direct viscous dissipation. But the third term, given by
is new. This term acts as a source or sink of kinetic energy for the filtered velocity field, and is expressed as the inner product of the filtered rate of strain with a quantity that plays the role of a stress and that accounts for the momentum coupling between the filtered velocity field and the small-scale part that we have removed. With our sign convention, (r) > 0 implies energy flux from scales larger than r to those that are smaller, while (r) < 0 indicates the opposite.
C. Spatial resolution
To study the dependence of FSTs on the spatial resolution of the velocity field, we must be able to change this resolution. But for both the 2D and 3D data sets, the resolution is fixed and we cannot increase it past its given value. What we can do, however, is artificially reduce the resolution by down-sampling the data sets. Here, we describe how we achieve this down-sampling for both the experimental and numerical data.
In a PTV experiment like ours, we obtain at each time step velocity vectors for each tracked particle. These particles, however, are randomly seeded in the measurement area, and so the velocity field is typically sampled nonuniformly. This nonuniform sampling is undesirable when applying Fourier filters as we do in the FST; thus, before filtering, we first interpolate our measured velocity vectors onto a regular grid. The spacing d of this grid will then set the effective spatial resolution of the velocity field. Because the seeding density is inhomogeneous, the finest resolution of the field cannot be uniquely defined; it should be, however, on the order of the typical separation between pairs of particles. To estimate the smallest d, we therefore calculated the distribution of the nearest-neighbor distance between particle pairs. More than 99.7% of pairs were separated by distances smaller than 0.11L m ; thus, we take d min = 0.11L m to be the finest spatial resolution of the velocity field, and down-sample the field by interpolating the measured velocity vectors onto grids
For the 3D DNS results, the data are already gridded, and so interpolation is not necessary; down-sampling, however, is. The original simulation was performed with 1024 3 grid points spaced by d = 2.1η, where η is the Kolmogorov length scale. To down-sample the resolution of the DNS data, we simply removed every nth grid point, coarsening the grid by a factor of n. We chose this method rather than an interpolation-based scheme because it mimics to some degree how data would be obtained from a poorly sampled 3D particle-tracking experiment, where velocities are known only at discrete points and the velocity at other points can typically not be obtained by interpolation. We did, however, only choose values of n that were commensurate with 1024, so that the boundary grid points remained. Had we not done so, removing a few grid points near the boundaries of the periodic box would have the effect of applying a high-pass filter at a scale close to the box size, which would introduce complicated aliasing effects. Here, we present data for five values of n: 4, 8, 16, 32, and 64.
Note that the way we increase d in both data sets is similar to applying a low-pass box filter in real space, which will certainly induce some ringing at other scales in Fourier space. This effect, however, usually affects high frequencies (small scale) much more strongly than it does low frequencies (large scales). In Sec. III below, we use relative error to provide empirical, a posteriori evidence that this effect is not significant for scales larger than a few multiples of d.
III. RESULTS AND DISCUSSION
A. 2D weak turbulence
In Fig. 1(a) , we plot the spatially averaged spectral energy flux (r) for a single velocity field as measured in our quasi-2D experiment, for a range of different spatial resolutions d. The closed symbol at the beginning of each curve shows the smallest filter scale, chosen here to be r = 4d. Although the curves vary somewhat in detail, the overall trend is similar. In particular, all the resolutions capture the strong negative flux for r 1.8L m , indicative of the inverse energy transfer that is expected for 2D turbulence. We can quantify the effects of the limited spatial resolution by defining a relative error
where (r) (d min ) is the mean energy flux for the velocity field with the finest spatial resolution d min = 0.11L m . As written, ξ is a function of the filter scale r; thus, we must choose a value or range of r over which to consider ξ . If our 2D turbulence were fully developed and we observed an extended inertial range (which would be indicated by a plateau over an appreciable range of r in Fig. 1(a) ), a better choice would be to average ξ over this plateau, as we do for the 3D case below. But because we (unsurprisingly, given our Reynolds number) do not observe an inertial range, we cannot take this approach. If we considered ξ over the full range of r, we would introduce large fluctuations since ξ will tend to become very large when (r) (d min ) ≈ 0. Thus, for the 2D data we report values of ξ averaged over the range 2 < r/L m < 3, where we observe net inverse energy transfer and where we empirically observe that ξ fluctuates without a systematic dependence on r; this procedure gives us an estimate of ξ (r = 2.5L m ). The result is shown in Fig. 1(b) as a function of r/d, the ratio of the filter scale to the underlying resolution of the field. Although ξ fluctuates, the trend of its dependence on resolution is clear. Unsurprisingly, ξ is large for very poorly resolved fields; but once r/d 7, ξ saturates to a value of about 5%. This result suggests that an FST can accurately provide an estimate of spectral transfer even for a poorly resolved data set, as long as one asks about scales larger than about 7 times the spatial resolution of the data.
In size of a patch of energy flux of the same sign is larger for r = 3.2L m (since more of the small scales have been removed), these patches are well resolved for both resolutions (panels (e) and (f)). For the smaller filter length and lower resolution (panel (d)), though, some patches are similar in size to d, and thus are poorly resolved. For Fig. 2(d) , r = 6.8d, close to the point below which the relative error ξ grows significantly. Thus, Fig. 2(d) gives a visual confirmation of the result seen in Fig. 1(b) .
To quantify the effect of resolution further, we plotted the points in panels (c) and (d) and panels (e) and (f) against each other and measured the R 2 coefficients, which would be unity if the data were identical. For panels (c) and (d), we found R 2 = 0.91, and for panels (e) and (f), we found R 2 = 0.97.
B. 3D turbulence
In Fig. 3(a) , we show the spatially averaged spectral energy flux computed by applying an FST to a single snapshot from the 3D DNS data at five reduced resolutions d. As with the 2D data, the curves agree well with each other for all resolutions, again (unsurprisingly) confirming the quasi-locality of the energy transfer in turbulence.
In 3D turbulence, the mean energy transfer rate in the inertial range is expected to be equal to the mean energy dissipation rate . Thus, it is natural to compare the spatially averaged energy flux as measured using an FST to . In Fig. 3(a) , we therefore also show the results of three traditional ways used to determine the energy dissipation rate 22 for the fully resolved DNS data. By definition, ≡ 2ν S ij S ij , where ν is the kinematic viscosity and S ij is the rate of strain. This definition, however, is difficult to apply in experiments, since resolving the velocity gradients accurately requires sub-Kolmogorov-scale resolution of the velocity field. Kolmogorov's scaling theory 1 provides an alternative way of determining by relating it to the Eulerian velocity structure functions in the inertial range (that is, the range of scales that are far from both the scale of energy dissipation and the scale of energy injection).
The velocity structure functions are defined to be the statistical moments of the difference in velocity between two points separated by a length scale r. The second-order structure function is given by
2 . Projecting it along the separation direction gives the longitudinal second-order velocity structure function D LL . In the inertial range, 1 D LL = C 2 ( r) 2/3 , where C 2 ≈ 2.13 is expected to be a universal constant, although with some uncertainty. [23] [24] [25] Thus, the dissipation rate is often estimated in experiments by measuring D LL and scaling it appropriately. In Fig. 3(a) , we plot the compensated second-order structure function (that is, (D LL /C 2 ) 3/2 /r) computed from the DNS data, which should be equal to in the inertial range. And indeed, there is a reasonably extended range (though less than one decade) over which the compensated structure function has a constant value that agrees well with the exact computation of from the velocity gradients. The third-order longitudinal structure D LLL is also often used to extract ; it is appealing given that the so-called 4/5 law, that D LLL = −4/5 r in the inertial range, is exact. We therefore also show the compensated third-order structure function in Fig. 3(a) . However, as is often the case at finite Reynolds numbers, the plateau region is short, making the estimate of somewhat unreliable. We note that this structure function is computed from only a single snapshot of the full DNS data set; using more time steps would give a longer plateau region. In general, though, the third-order structure function is often difficult to converge in experiments, as it requires very large numbers of samples, and its scaling region can be quite small at low Reynolds numbers.
Comparing our FST values to the three more traditional measurements of in Fig. 3(a) , we can see that the FST performs quite well, even for reduced resolution. This result is particularly appealing since, unlike the structure functions, there are no free parameters and no scaling assumptions necessary for interpreting the FST results. To make the comparison quantitative, we can again compute the error ξ defined in Eq. (4); here, we use d min = 8.6η as our baseline resolution. As compared with the 2D experiment, the 3D DNS contains enough data points that we do not need to average over multiple filter values to obtain smooth curves; thus, we do not do any averaging in computing ξ for the 3D case, and we can vary both r and d independently. Our results are shown in Fig. 3(b) . The trend we observe is very similar to the 2D case: the relative error decreases with r/d, but saturates to a constant, small value for r/d 6. For that reason, the symbols in Fig. 3(a) As with the 2D data set, we close by considering the local spectral flux information provided by FSTs at low resolution in the 3D DNS. field calculated for two different filter lengths r and spatial resolutions d. For both filter scales, the spectral flux fields agree reasonably well despite the reduced resolution, just as they did in 2D. As above, we also computed the R 2 coefficients for these data; for panels (a) and (b), we found R 2 = 0.75, and for panels (c) and (d) we found R 2 = 0.93. Even though the agreement is somewhat weaker than in the 2D case, our results indicate that FSTs can be usefully applied to 3D turbulence even with significantly under-resolved velocity fields, and that they are therefore potentially a very useful tool for analyzing particle-tracking data.
IV. CONCLUSIONS
We have demonstrated that FSTs can be applied to study the average and local dynamics of scale-to-scale energy transfer even when the velocity field is not well resolved in both 2D and 3D turbulence. Our results show that as long as one restricts the analysis to scales larger than about 6 times the spatial resolution of the velocity field, the spectral fluxes provided by an FST will be accurate to within about 5%. This result confirms the expectation that the energy cascade in turbulence is approximately scale-local, since the scales that are not present due to under-resolution of the velocity field do not contribute strongly to the energy transfer processes at distant scales.
These results have useful implications for particle-tracking experiments, where highly resolved velocity fields are typically not available. In particular, since they do not require any assumptions about extended inertial ranges or scaling in order to estimate spectral transfer, FSTs may be a better way to estimate the energy dissipation rate in turbulence experiments than the more traditional velocity structure functions. FSTs are also likely to be valuable for studying spectral transfer in systems such as turbulence in non-Newtonian fluids 26, 27 where highly resolved numerical simulations are very difficult and expensive.
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