Abstract-In time hopping impulse radio, N f pulses of duration T c are transmitted for each information symbol. This gives rise to two types of processing gains: i) pulse combining gain, which is a factor N f , and (ii) pulse spreading gain, which is N c = T f /T c , where T f is the mean interval between two subsequent pulses. This paper investigates the tradeoff between these two types of processing gains in the presence of timing jitter. First, an additive white Gaussian noise (AWGN) channel is considered, and approximate closed-form expressions for bit error probability (BEP) are derived for impulse radio systems with and without pulse-based polarity randomization. Both symbol-synchronous and chip-synchronous scenarios are considered. The effects of multiple-access interference (MAI) and timing jitter on the selection of optimal system parameters are explained through theoretical analysis. Finally, a multipath scenario is considered, and the tradeoff between processing gains of a synchronous impulse radio system with pulse-based polarity randomization is analyzed. The effects of the timing jitter, MAI, and interframe interference (IFI) are investigated. Simulation studies support the theoretical results.
I. INTRODUCTION
R ECENTLY, communication systems that employ ultra wideband (UWB) signals have drawn considerable attention. UWB systems occupy a bandwidth larger than 500 MHz, and they can coexist with incumbent systems in the same frequency range due to large spreading factors and low power spectral densities. Recent Federal Communications Commission (FCC) rulings [1] , [2] specify the regulations for UWB systems in the United States.
Commonly, impulse radio (IR) systems, which transmit very short pulses with a low duty cycle, are employed to implement S. Gezici is with the Department of Electrical and Electronics Engineering, Bilkent University, Bilkent, Ankara TR-06800, Turkey (e-mail: gezici@ee.bilkent.edu.tr).
A. F. Molisch is with Mitsubishi Electric Research Laboratories, Cambridge, MA 02139 USA. He is also with the Department of Electrical and Information Technology, Lund University, Lund SE-221 00, Sweden (e-mail: Andreas.Molisch@ieee.org).
H. V. Poor and H. Kobayashi are with the Department of Electrical Engineering, Princeton University, Princeton, NJ 08544, USA (e-mail: hisashi@princeton.edu; poor@princeton.edu).
Digital Object Identifier 10.1109/TCOMM. 2007 .902536
UWB systems [3] - [5] . Although the short duration of UWB pulses is advantageous for precise positioning applications [6] , it also presents practical difficulties such as synchronization, which requires efficient search strategies [7] . In an IR system, a train of pulses is sent and information is usually conveyed by the positions or the amplitudes of the pulses, which correspond to pulse position modulation (PPM) and pulse amplitude modulation (PAM), respectively. Also, in order to prevent catastrophic collisions among different users, and thus, provide robustness against multiple access interference (MAI), each information symbol is represented not by one pulse but by a sequence of pulses, and the locations of the pulses within the sequence are determined by a pseudorandom time-hopping (TH) sequence [3] . The number of pulses that are sent for each information symbol is denoted by N f . This first type of processing gain is called the pulse combining gain. The second type of processing gain N c is the pulse spreading gain, and is defined as the ratio of average time between the two consecutive transmissions (T f ) and the actual transmission time (T c ); that is, N c = T f /T c . The total processing gain is defined as N = N c N f , and assumed to be fixed and large [8] . The aim of this paper is to investigate the tradeoff between the two types of processing gain N c and N f , and to calculate the optimal N c (N f ) value such that bit error probability (BEP) of the system is minimized. 1 In other words, the problem is to decide whether or not sending more pulses each with less energy is more desirable in terms of BEP performance than sending fewer pulses each with more energy (Fig. 1) .
This problem is originally investigated in [8] . Also, [9] analyzed the problem from an information theoretic point of view for the single-user case. In [8] , it is concluded that in multiuser flat fading channels, the system performance is independent of the pulse combining gain for an IR system with pulsebased polarity randomization, and it is in favor of small pulse combining gain for an IR system without pulse-based polarity randomization. However, the analysis is performed in the absence of any timing jitter. Due to the high time resolution of UWB signals, effects of timing jitter are usually not negligible [10] - [12] in IR-UWB systems. As will be observed in this paper, presence of timing jitter has an effect on the tradeoff between the processing gains, which can modify the dependency of the BEP expressions on the processing gain parameters. In this Fig. 1 . Two different cases for a BPSK-modulated TH-IR system without pulse-based polarity randomization when N = 24. For the first case, N c = 8, N f = 3, and the pulse energy is E/3. For the second case, N c = 4, N f = 6, and the pulse energy is E/6. paper, the tradeoff between the two types of processing gain is investigated in the presence of timing jitter for TH IR systems. First, transmission over an additive white Gaussian noise (AWGN) channel is considered, and the tradeoff is investigated for IR systems with and without pulse-based polarity randomization. Both symbol-synchronous and chip-synchronous cases are investigated. Also frequency-selective channels are considered, and the performance of a downlink IR system with pulse-based polarity randomization is analyzed.
The remainder of the paper is organized as follows. Section II describes the signal model for an IR system. Section III investigates the tradeoff between processing gain parameters for IR systems with and without pulse-based polarity randomization over AWGN channels. In each case, the results for symbolsynchronous and chip-synchronous systems are presented. Section IV considers transmission over frequency-selective channels, and adopts a quite general Rake receiver structure at the receiver. After the simulation studies in Section V, some conclusions are made in Section VI.
II. SIGNAL MODEL
Consider a binary phase shift keying (BPSK) random TH IR system where the transmitted signal from user k in an N u -user setting is represented by the model
where w tx (t) is the transmitted UWB pulse, E k is the bit energy of user k,
is the timing jitter at jth pulse of the kth user, T f is the average time between two consecutive pulses (also called the "frame" time), T c is the pulse interval, N f is the number of pulses representing one information symbol, which is called the pulse combining gain, and b
, −1} is the information symbol transmitted by user k. In order to allow the channel to be shared by many users and avoid catastrophic collisions, a random TH sequence {c Two different IR systems are considered depending on d
j . For IR systems with pulse-based polarity randomization [13] , [32] 
are binary random variables taking values ±1 with equal probability, and are independent for (k, j) = (l, i). Complying with the terminology established in [8] , such systems will be called "coded" throughout the paper. The systems with d
This second type of system is the original proposal for transmission over UWB channels [3] , [14] while a version of the first type is proposed in [15] .
The timing jitter (k) j in (1) mainly represents the inaccuracies of the local pulse generators at the transmitters, and is modeled as independent and identically distributed (i.i.d.) among the pulses of a given user [16] , [17] . That is,
. Also the jitter is assumed to be smaller than the pulse duration T c , i.e., max j,k | (k) j | < T c , which is usually the case for practical situations. N = N c N f is defined to be the total processing gain of the system. Assuming a large and constant N value [8] , the aim is to obtain the optimal N c (N f ) value that minimizes the BEP of the system.
III. AWGN CHANNELS
The received signal over an AWGN channel in an N u -user system can be expressed as
where w rx (t) is the received unit-energy UWB pulse, τ (k) is the delay of user k, and n(t) is white Gaussian noise with zero mean and unit spectral density.
Considering a correlator/matched filter (MF) receiver, the template signal at the receiver for the ith information symbol can be expressed as
where, without loss of generality, user 1 is assumed to be the user of interest. Also note that no timing jitter is considered for the template signal, since the jitter model in the received signal can be considered to account for that jitter as well, without loss of generality.
From (2) and (3), the MF output for user 1 can be expressed as
where the first term is the desired signal part of the output with φ w (x) = ∞ −∞ w rx (t)w rx (t − x)dt being the autocorrelation function of the UWB pulse, a is the MAI due to other users, and n is the output noise, which is approximately distributed as
2 ) denotes a Gaussian random variable with mean µ and variance σ 2 . The MAI term can be expressed as the sum of interference terms from each user, i.e., a = N u k=2
, where each interference term is in turn the summation of interference to one pulse of the template signal
where
As can be seen from (6), a
m denotes the interference from user k to the mth pulse of the template signal.
In this paper, we consider chip-synchronous and symbolsynchronous situations for the simplicity of the expressions. However, the current study can be extended to asynchronous systems as well [18] . We will see that for coded systems, the effect of MAI is the same whether the users are symbol-synchronous or chip-synchronous. However, for uncoded systems, the aver- 2 The self-interference term due to timing jitter is ignored, since it becomes negligible for large N c and/or small E{φ 2
However, it will be considered for the multipath case in Section IV. 3 Subscripts for user and symbol indices are omitted for y, a, and n for simplicity. age power of the MAI is larger, hence, the BEP is higher when the users are symbol-synchronous.
We assume, without loss of generality, that the delay of the first user τ (1) is zero. Then, τ (k) = 0 ∀k for symbolsynchronous systems. For chip-synchronous systems,
be the offset between the frames of user 1 and k. Then,
with equal probability (Fig. 2) .
A. Coded Systems
For symbol-synchronous and chip-synchronous coded systems, the following lemma approximates the probability distribution of a (k) in (5).
where γ
From this lemma, it is observed that the distribution of MAI is the same whether there is symbol-synchronization or chipsynchronization among the users, which is due to the use of random polarity codes in each frame.
From (4) and (7), the BEP of the coded IR system conditioned on the timing jitter of user 1 can be approximated as
, the unconditional BEP can be expressed approximately as
where µ = E{φ w (
j )}. From (9), it is observed that the BEP decreases as N f increases, if the first term in the denominator is significant. In other words, the BEP gets smaller for larger number of pulses per information symbol. We observe from (9) that the second term in the denominator, which is due to the MAI, depends on N c and N f only through their product N = N c N f . Therefore, MAI has no effect on the tradeoff between processing gains for a fixed total processing gain N . The only term that depends on how to distribute N between N c and N f is the first term in the denominator, which reflects the effect of timing jitter. This effect is mitigated by choosing small N c , or large N f , which means sending more pulses per information bit. Therefore, for a coded system, keeping N f large can help reduce the BEP. Also note that in the absence of timing jitter, (9) reduces to
in which case there is no effect of processing gain parameters on BEP performance, as stated in [8] .
B. Uncoded Systems
For coded systems, we have observed that the system performance is the same for symbol-synchronous and chipsynchronous scenarios. For an uncoded system, the effect of MAI changes depending on the type of synchronism, as we study in this section.
First consider a symbol-synchronous system; that is, τ (k) = 0 ∀k in (2) . In this case, the following lemma approximates the probability distribution of a (k) in (5) for an uncoded system.
Proof: See Appendix B.
Note that for systems with large N c , the distribution of a (k) , given the information symbol b
First consider a two-user system. For equiprobable information symbols ±1, the BEP conditioned on timing jitter of the first user can be shown to be
Then, for large N f values, we can again invoke the CLT for
and approximate the unconditional BEP as
For the multiuser case, assume that all the interfering users have the same energy E, and probability distributions of the jitters are i.i.d. for all of them. Then, the total MAI can be approximated by a zero mean Gaussian random variable for sufficiently large number of users N u , and after similar manipulations, the BEP can be expressed approximately as From (14), it is observed that for relatively small N c values, the second term in the denominator, which is the term due to MAI, can become large and cause an increase in the BEP. Similarly, when N c is large, the first term in the denominator can become significant, and the BEP can become high again. Therefore, we expect to have an optimal N c value for the interference-limited case. Intuitively, for small N c values, the number of pulses per bit N f is large. Therefore, we have high BEP due to large amount of MAI. As N c becomes large, the MAI becomes more negligible. However, making N c very large can again cause an increase in BEP, since N f becomes small, in which case the effect of timing jitter becomes more significant. The optimal N c (N f ) value can be approximated by using (14) . Now consider the chip-synchronous case. In this case, the following lemma approximates the distribution of the overall MAI for large number of equal energy interferers. 
where γ 1 and γ 2 are as in (11) .
Proof: The proof is omitted due to space limitations. It mainly depends on some central limit arguments.
Comparing the variance in Lemma 3 with the variance of the MAI term in the uncoded symbol-synchronous case for large number of equal energy interferers with the same jitter statistics, it can be shown that σ 
where the equality is satisfied only for N f = 1.
The reason behind this inequality can be explained as follows. In the uncoded symbol-synchronous case, interference components from a given user to the pulses of the template signal has the same polarity, and therefore, they add coherently for each user. However, in the chip-synchronous case, interference to some pulses of the template is due to one information bit whereas the interference to the remaining pulses is due to another information bit because there is a misalignment between symbol transmission instants (Fig. 2) . Since information bits can be ±1 with equal probability, the interference from a given user to individual pulses of the template signal does not always add coherently. Therefore, the average power of the MAI is smaller in the chip-synchronous case. As the limiting case, consider the coded case, where each individual pulse has a random polarity code. In this case, the overall interference from a user, given the information bit of that user, is zero mean due to the polarity codes. Hence, the overall interference from all users has a smaller average power, given by γ 2 E(N u − 1)/N c , for equal energy interferers with i.i.d jitter statistics.
By Lemma 3 and the approximation to the distribution of the signal part of the MF output, given the information bit in (4) by a Gaussian random variable, we get (18) , shown at the bottom of the page, where µ = E{φ w ( 
j )}. Considering (18), we have similar observations as in the symbol-synchronous case. Considering the interference-limited case, for small N c values, the second term in the denominator, which is the term due to the MAI, becomes dominant and causes a large BEP. When N c is large, the MAI becomes less significant, since probability of overlaps between pulses decreases. However, for very small N c values, the effect of the timing jitter can become more significant as can be seen from the first term in the denominator, and the BEP can increase again. Therefore, in this case, we again expect to see a tradeoff between processing gain parameters.
IV. MULTIPATH CASE
In this section, the effects of the processing gain parameters N c and N f on the BEP performance of a coded system are investigated in a frequency-selective environment. The channel model considered [20] , [21] is
where α l and τ l are the fading coefficient and the delay of the (l + 1)th path, respectively. In fact, a multipath channel model with pulse distortions can be incorporated into the analysis as will be explained at the end of the section. We consider a downlink scenario, where the transmitted symbols are synchronized, and assume τ 0 = 0 without loss of generality. Moreover, for the simplicity of the analysis, the delay of the last path τ L−1 is set to an integer multiple of the chip interval T c ; that is, τ L−1 = (M − 1)T c where M is an integer. Note that this does not cause a loss in generality, since we can always think of a hypothetical path at T c τ L−1 /T c with a fading coefficient of zero, with x denoting the smallest integer larger than or equal to x.
From (1) and (19) , the received signal can be expressed as (20) where n(t) is zero mean white Gaussian noise with unit spectral density and u(t) = L−1 l=0 α l w rx (t − τ l ), with w rx (t) denoting the received unit energy UWB pulse.
(k) j is the timing jitter at the transmitted pulse in the jth frame of user k. We assume that 
Consider a generic Rake receiver that combines a number of multipath components of the incoming signal. Rake receivers are considered for UWB systems in order to collect sufficient signal energy from incoming multipath components [22] - [27] . For the ith information symbol, the following signal represents the template signal for such a receiver:
where user 1 is considered as the user of interest without loss of generality,
denoting the Rake combining coefficients and j,l being the timing jitter at the lth finger in the jth frame of the template signal. We assume that max j,l |ˆ j,l | < T c and max i,j,k,l |ˆ j,l − (k) i | < T c , which, practically true most of the time, makes sure that a pulse can only interfere with the neighboring chip positions due to timing jitter.
Corresponding to different situations, we consider three different statistics for the jitter at the template signal. 
sequence. We will consider only Case 1 and Case 2 in the following analysis, and an extension of the results to Case 3 will be briefly discussed at the end of the section.
Using (20) and (21), the correlation output for the ith symbol can be expressed as (22) .
where the first term is the desired signal component with φ
, a is the MAI,â is the interframe interference (IFI), and n = σ n
j T c )n(t)dt is the output noise, which can be shown to be distributed, approximately, as n ∼ N 0, σ 2 n N fĒv , with
The IFI is the self interference among the pulses of the user of interest, user 1, which occurs when a pulse in a frame spills over to adjacent frame(s) due to multipath and/or timing jitter and interferes with a pulse in that frame. The overall IFI can be considered as the sum of interference to each frame; that is,
m=iN fâ m , where the interference to the mth pulse can be expressed aŝ
4Ē v is approximately independent of N f in most practical cases.
Assume that the delay spread of the channel is not larger than the frame time. In other words, M ≤ N c . In this case, (23) can be expressed aŝ
m+i . (24) Then, using the central limit argument in [28] for dependent sequences, we can obtain the distribution ofâ as in Lemma 4.
Lemma 4: As N −→ ∞ and (N f /N c ) −→ c > 0, the IFIâ is asymptotically normally distributed aŝ
Proof: See Appendix C. Note that the result is true for both Case 1 and Case 2. The only difference between the two cases is the set of jitter variables over which the expectation is taken.
The MAI term in (22) can be expressed as the sum of interference from each user, a = N u k=2
, where each a (k) can be considered as the sum of interference to each frame of the template signal from the signal of user k. That is, a
m , where
Assuming M ≤ N c , a
Then, using the same central limit argument [28] as in Lemma 4.1, we obtain the result in Lemma 5.
Lemma 5: As N −→ ∞ and (N f /N c ) −→ c > 0, the MAI from user k, i.e., a (k) , is asymptotically normally distributed as
Proof: See Appendix D.
Since we assume that the timing jitter variables at the transmitted pulses in different frames form an i.i.d. sequence for a given user, and the jitter at the template is i.i.d. among different frames, the first term in (22) , given the information bit of user 1, converges to a Gaussian random variable for large N f values. Using this observation and the results of the previous two lemmas, we can express the BEP of the system as (29) , shown at the bottom of the page, where
and
are independent of the processing gain parameters.
From (29), a tradeoff between the effect of the timing jitter and that of the IFI is observed. The first term in the denominator, which is due to the effect of the timing jitter on the desired signal part of the output in (22) , can cause an increase in the BEP as N c increases. The second term in the denominator is due to the IFI, which can cause a decrease in the BEP as N c increases; because, as N c increases, the probability of a spill-over from one frame to the next decreases. Hence, large N c values mitigate the effects of IFI. The term due to the MAI (the third term in the denominator) does not depend on N c (N f ) for a given value of total processing gain N . Therefore, it has no effect on the tradeoff between processing gains. The optimal value of N c (N f ) minimizes the BEP by optimally mitigating the opposing effects of the timing jitter and the IFI.
Remark 1: The same conclusions hold for Case 3, in which the timing jitter at the template signal is the same for all frames for a given finger and i.i.d. among different fingers. In this case, conditioning on the jitter values at different fingers (ˆ j,0 · · ·ˆ j,L−1 ), the conditional BEP (P e |ˆ j,0 · · ·ˆ j,L−1 ) can be shown to be as in (29); hence, the same dependence structure on the processing gain parameters is observed. The only difference in this case is that the statistical averages are calculated only over the jitter values at the transmitter.
Remark 2: For the case in which pulses are also distorted by the channel; that is, pulse shapes in different multipath components are different, the analysis is still valid. Since the results (29)-(31) are in terms of the crosscorrelation φ
rx (t) represents the received pulse from the (l + 1)th signal path, generalizes the analysis to the case in which the channel introduces pulse distortions. 
V. SIMULATION RESULTS
In this section, BEP performances of coded and uncoded IR systems are simulated for different values of processing gains, and the results are compared with the theoretical analysis. The UWB pulse 5 and the normalized autocorrelation function used in the simulations are [29] 
where τ = 0.125 ns is used (Fig. 3) . For the first set of simulations, the timing jitter at the transmitter is modeled by U[−25 ps, 25 ps], where U[x, y] denotes the uniform distribution on [x, y] [10] , [17] , and T c is chosen to be 0.25 ns. The total processing gain N = N c N f is taken to be 512. Also all 10 users (N u = 10) are assumed to be sending unit-energy bits (E k = 1 ∀k) and σ 2 n = 0.1. Fig. 4 shows the BEP of the coded and the uncoded IR-UWB systems for different N f values in an AWGN environment. It is observed that the simulation results match quite closely with the theoretical values. For the coded system, the BEP decreases as N f increases. Since the effect of the MAI on the BEP is asymptotically independent of N f , the only effect to consider is that of the timing jitter. Since the effect of the timing jitter is reduced for large N f , the plots for the coded system show a decrease in BEP as N f increases. As expected, the performance 5 w rx (t) = w(t)/ E p with E p = ∞ −∞ w 2 (t)dt is used as the received UWB pulse with unit energy. is the same for the symbol-synchronous and chip-synchronous coded systems. For the uncoded system, there is an optimal value of the processing gain that minimizes the BEP of the system. In this case, there are both the effects of the timing jitter and the MAI. The effect of the timing jitter is mitigated using large N f , while that of the MAI is reduced using small N f . The optimal value of the processing gains can be approximately calculated using (14) or (18) . As expected, the effect of the MAI is larger for the symbol-synchronous system, which causes a larger BEP for such systems compared to the chip-synchronous ones.
In Fig. 5 , the BEPs of the coded and uncoded systems are plotted for different signal-to-noise ratios (SNRs). As observed from the figure, as the SNR increases, the tradeoff between the processing gains become more significant. This is because, for large SNR, the background noise gets small compared to the noise due to jitter or MAI; hence, the change of processing gain parameters causes significant changes in the BEP of the system due to the effects of timing jitter (and MAI in the uncoded case).
In Fig. 6 , the effects of jitter distribution on the system performance are investigated. The BEPs of the coded and uncoded systems are plotted for zero mean uniform [17] and Gaussian [16] timing jitters with the same variance (208.3 ps 2 ). From the figure, it is observed that the Gaussian timing jitter increases the BEP more than the uniform timing jitter; that is, as the timing jitter becomes significant (for small N f ), the BEP of the system with Gaussian jitter gets larger than that of the system with uniform jitter. The main reason for this difference is that the Gaussian jitter can take significantly large values corresponding to the tail of the distribution, which considerably affects the average BEP of the system. Now consider a multipath channel with L = 10 paths, where the fading coefficients are given by There are ten users in the system where the first user transmits bits with unit energy (E 1 = 1), while the others have E k = E = 5 ∀k. Fig. 7 plots the BEP of a coded IR-UWB system for a downlink scenario, in which user 1 is considered as the user of interest, and the jitter at the template is as described in Case 1 and Case 2 in Section IV. Note that the theoretical and simulation results get closer as the number of pulses per symbol N f , increases, as the Gaussian approximation becomes more and more accurate. It is observed that the BEP decreases as N f increases, since the effect of timing jitter is reduced. However, the effect of IFI is not observed, since it is negligible compared to the other noise sources. Hence, no significant increase in BEP is observed for larger N f , although the IFI increases. Finally, it is observed that the BEPs for Case 1 are smaller than those for Case 2. In other words, the effects of timing jitter are smaller when the jitter is i.i.d. among all the frames and fingers than when it is the same for all the fingers in a given frame and i.i.d. among different frames.
VI. CONCLUSION
The tradeoff between the processing gains of an IR system has been investigated in the presence of timing jitter. It has been concluded that in an AWGN channel, sending more pulses per bit decreases the BEP of a coded system, since the effect of the MAI on the BEP is independent of processing gains for a given total processing gain, and the effect of the i.i.d. timing jitter is reduced by sending more pulses. The system performs the same whether the users are symbol-synchronous or chip-synchronous. In an uncoded system, there is a tradeoff between N c and N f , which reflects the effects of the timing jitter and the MAI. Optimal processing gains can be found by using the approximate closed-form expressions for the BEP. It is also concluded that the effect of the MAI is mitigated when the users are chip-synchronous. Therefore, the BEP of a chip-synchronous uncoded system is smaller than that of a symbol-synchronous uncoded system.
For frequency-selective environments, the MAI has no effect on the tradeoff between the processing gains of a symbolsynchronous coded system. However, the IFI is mitigated for larger values of N c , hence, affects the tradeoff between the processing gains. Again the effect of the timing jitter is mitigated by increasing N f . Therefore, there is a tradeoff between the effects of the timing jitter and that of the IFI, and the optimal N f (N c ) value can be chosen by using the approximate BEP expression.
Related to the tradeoff study in this paper, investigation of the tradeoff between processing gain parameters of a transmitted reference (TR) UWB system [30] , [31] , [33] remains as an open research problem. Due to the autocorrelation receiver employed in TR UWB systems, the investigation of receiver output statistics would be more challenging in that case. (33) where ∆ (k) 2 ∈ {0, 1, . . . , N − 1} with equal probability. Due to random polarity codes d
values having the same ∆
From (34), it is observed that E{a (k) m } = 0 due to the independence of polarity codes for different frame and user indices. Also considering the random TH sequences and the polarity codes, it can be shown that
1 , which means that the result is true for both the symbol-synchronous and chipsynchronous cases.
Note that a
(i+1)N f −1 are identically distributed but not independent. However, they form a one-dependent sequence [28] . Therefore, for large
m converge to a zero mean Gaussian random variable with variance E{(a
It is easy to show that the cross-correlation term is zero using the independence of polarity codes for different indices. Hence, for large N f values, a (k) in (6) is approxi- = 1, . . . , N c ) . Note that p (1) m denotes the position of the pulse of the template signal in the mth frame, assuming user 1 as the user of interest.
For p (1) m = 2, . . . , N c − 1, there occurs interference from user k to the mth pulse of the template signal if user k has its mth pulse at the same position as the mth pulse of the template signal, or it has its mth pulse at a neighboring position to mth pulse of the template signal and there is a partial overlap due to the effect of timing jitter. Then a (k) m in (6) can be expressed as 
From (24), it is observed that E{â mân } = 0 for |m − n| > 1 and E{â mâm+1 } can be expressed as 
