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Abstract
The goal is to design an extremely articulate smart glove, which acts a virtual reality
controller. The smart glove will have gesture detection, which could include hand movements
and/or combinations of finger movements to emulate mouse click or scroll, or digitally map out a
hand for integrations with virtually reality softwares. This glove will have multiple
accelerometer sensors on each finger and joint, connected to a single board running BLE MCU
SoC in order to communicate with computer or mobile devices. The glove would connect to
devices such as computers or phones using a bluetooth dongle with applications in virtual reality.
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General Introduction and Background:
The market for virtual reality is still fresh and new, with VR technology being introduced for the
first time in the last few years. The lack of technology and hardware for this new idea means that
there are many opportunities to introduce something fresh into the market. Specifically, the
virtual reality glove market is still in its
development phase-- there has not been any
product that has changed the market or has
become popular in the field. Products like
the ones shown below were able to capture
virtual hand simulation , but not at the level
to where it looks realistic or feels realistic.
The best these products could achieve
appeared too robotic.
Shown in the left -- the hands simulated in
the left lack any type of finger flexing. The
gloves only provide robotic simulation
rendering the product unappealing.
Like our competitors,
another main goal is to allow
immersion of play-- letting
the user leave the seat to
play games(shown in the
right). Allowing the user to
feel the extra step into the
virtual world. By reading
articulate finger movement
readings we will trigger
actions such as a mouse
click or mouse scroll
allowing the user to
completely replace the
mouse.
Having those features also implies that the product must be wireless, as wires can interrupt the
virtual experience and can also tangle resulting in possible injury. The bluetooth module solves
this problem as well as adding the adaptability to work easily with mobile apps. Bluetooth
connectivity with mobile apps adds ease of use for users.
With all of these features we are able to achieve something unique and functional for the virtual
reality glove world. We can open multiple possibilities outside of gaming. Artists can paint
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pictures, home enthusiasts can automate their entire house with the glove, or even teach with a
projector. Hands On aims to be the cheap and optimal solution for an accurate, enjoyable virtual
reality experience.

Overview:
The Hands On is a very articulate virtual reality glove, enabling a user to virtually see their hand
and finger movements very precisely. Gamers, defense organization, health organizations, artists,
and Internet of Things enthusiasts can utilize the Hands On for a multitude of things. Gamers
can use the gloves to interact more with virtual environments. Both defense and health
organizations can use the gloves for practice simulations and remote operations. Artists can use
the gloves to make 3D designs, allowing for more creativity. And Internet of Things enthusiasts
can use the gloves as a remote controller for everyday use, such a TV remote, a computer mouse,
or a even open their blinds with a flick of the finger.
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Product Description:
The Hands On is a virtual reality glove that accurately measures the motion of a hand through
the use of thirty accelerometers. The accelerometers capture the motion of each joint of the hand
and the data is used to model the hand virtually. With with large amount of sensors, the Hands
On can have a more accurate representation of the hand that can have applications in virtual
reality simulations. It can connect to phones, tablets, or computers via a bluetooth dongle. The
Hands On uses the world's smallest and lightest accelerometers made by MCube, along with a
low-power BLE MCU SoC in order to keep the glove lightweight and have a natural feel to it.
The Hands On can be used in simulations such as mock surgeries or practice for soldiers, remote
controls such as remotely operating a surgery, controlling a computer mouse, or as a videogame
controller, or as a tool for artists to produce drawing in a 3D environment.
Hands ON Design Overview Graphic:
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Market Research:
Virtual Motion Labs makes a glove called VMG 30 that uses actuators for glove movement and
tactile feedback for each of the fingers. The glove has an all-in-one solution with the
microcontroller embedded into the glove and allows variable vibration levels for the tactic
feedback. Our solution does not include tactile feedback, but instead is solely focuses on the
attenuation of the glove in order to have a extremely accurate mapped hand.
Manus VR has a virtual reality glove consumer product that is currently in development. It has
multiple features such as haptic feedback, washable, and support for connections to different
operating systems such as windows, android, HTC vive, Samsung VR. Manus VR has also
partnered with NASA to simulate environments in space. In the Manus VR demo they show the
hand articulation of the model and the real life movement, but the virtual reality model does not
accurately represent the real life motion. For HandsOn, our focus is the accurate representation.
We are not focused on producing a glove that has haptic feedback or is washable. Additionally,
the demo requires an HTC Vive controller to be strapped to the wrist to act as a position sensor
because it isn’t incorporated into the glove. We will not be using a position sensor; we will only
use accelerometers to keep track of position.
NeuroDigital is a company in the virtual reality gloves market with a focus on the commercial
market. They are currently working on their second iteration of the glove called the Avatar VR.
It has similar features to the Manus VR with haptic feedback and integration with multiple
platforms such as Samsung VR and HTC Vive. It utilizes actuators for sensing the movement of
the fingers and hands along with haptic feedback. An inertial measurement unit (IMU) was used
to measure the position of the glove as it moves. The developers were able to create a solution
that has zero drift with the IMU which is a common problem. Additionally, it uses Bluetooth 4.0.
Again, our gloves will not have haptic feedback, but will be focused on articulation of the glove
using accelerometers.

6

Customer Archetype:
Hands On customers will be composed of gamers, defense organizations, health organizations,
artists, and internet of things enthusiasts. Gamers play video games daily, usually using a
mouse for their computer or a controller. The Hands On would allow gamers to take a more
realistic approach to gaming where they can use full hand and finger motions, rather than use the
clicking of buttons and moving a joystick. By using the Hands On, a gamer could virtually hold
object in games, allowing for more interaction in virtual environments. Defense organization
consistently spend hours everyday practicing defense techniques and strategies. With the Hands
On, soldiers could virtually hold guns for training, improving the soldier’s safety and reduces the
risk of a gun related accident. It would also cut down the cost of training a soldier. Training
programs could save millions of dollars instead of using live rounds in a shooting range with the
added benefit of allowing soldiers to practice uninhibited by costs. Additionally, health
organizations could see the same benefits. Surgeons could use the Hands On to practice
simulated surgeries, or even remote surgeries, allowing them to be better prepared and would
help save lives. This could be important for brain surgeons when they don’t have cadavers to
practice on or simulating a unique surgery that has never been done before. Artists can use the
Hands On to make virtual art renderings, as well as make 3D graphics. This would also allow
artists to have a new means of producing artwork. Internet of Things enthusiasts like to make
smart devices. They could utilize the Hands On to act a virtual controller for everyday tasks,
such as a TV remote, a computer mouse, or raising their window blinds with a flick of a finger.
The Hands On solves customer pains of allowing precise remote operations and being versatile.
It provides a means of practice for soldiers and surgeons, and having a hardware controller that
integrates with daily routine. Soldiers could use the Hands On to practice fighting strategies by
using virtual simulations. Surgeons could use the Hands On to remotely conduct a surgery, as
well as use the Hands On to practice virtual surgeries. Because the Hands On is lightweight and
is just a glove that fits on a hand, it integrates seamlessly into daily life and doesn’t feel like a
controler, but just a glove.
Gains and improvements the Hands On provides are an accurate virtual hand measurement, a
more integrated feel into virtual reality, and having more control over things used in daily life.
With the 30 accelerometers, the Hands On can capture the articulate response of the hand. This is
helpful when performing actions that require extreme accuracy, such as surgeries. Because the
Hands On will be lightweight, it will feel like a normal glove is on a hand, rather than a
controller. Internet of Things users can use the Hands On to control many aspects of their home
with the single controller, literally at the tip of their fingers.
There are several market leaders[1] for different aspects of virtual reality. Google, Facebook, and
Microsoft make virtual reality headsets to integrate virtual reality into vision. WorldViz, Bricks
& Goggles, and Marxent Labs developed virtual reality platforms to integrate virtual reality
hardware products into different types of software products. Unity Technologies focuses on
virtual reality gaming. The biggest virtual reality gloves out now are the Manus VR and
NeuroDigital.
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The virtual reality market is currently about $10 billion and is estimated to be $120 billion by
2020[2]. This increase is due to how new virtual reality is and it’s large interest in developing
virtual reality technologies. The large interest in virtual reality technologies is due to its ability to
provide solutions to problems we didn’t know existed.
The virtual reality hardware market takes up about 25% of the virtual reality market[2]. Because
most virtual reality hardware is currently headsets, it can be estimated that about 20% of virtual
hardware are virtual reality gloves. That means about 5% of the virtual reality market is due to
virtual reality gloves. Because the virtual reality glove market is currently small and does not
have much publicity, it is expected grow when defense and health organizations hear about the
Hands On. Also, as virtual reality hardware becomes more a of commodity, the prices will
depreciate and be more available to general consumers.

8

Market Description
The Hands On is a virtual reality glove that accurately measures the motion of a hand through
the use of thirty mCube accelerometers. The accelerometers capture the motion of each joint of
the hand and the data is used to model the hand virtually. With with large amount of sensors, the
Hands On can have a more accurate representation of the hand that can have applications in
virtual reality simulations and interactions. It can connect to phones, tablets, or computers via a
bluetooth dongle. The Hands On uses the world's smallest and lightest accelerometers, along
with a low-power BLE MCU SoC in order to keep the glove lightweight and have a natural feel
to it, integrating seamlessly into the real world.
The Hands On can be used in simulations such as mock surgeries or practice for soldiers. By
using virtual simulations and having a proper virtual reality glove that has a very accurate hand
representation simulations can be very precise. Because of the extremely accurate hand
representation, the Hands On could also be used in remotely controlling a surgery. As a
productivity tool, the Hands On can be used a remote controller, such as a computer mouse, a TV
remote, or a garage door opener, but the possibilities are endless. Artists can also used the Hands
On to produce 3D designs, opening another means of creativity.
Limitations of current virtual reality gloves are that they used large sensors and have a high
power consumption. The large sensors and need for a large battery make the virtual gloves very
bulky, making them unnatural to wear. The Hands On uses mCube accelerometers, which make
the world's smallest accelerometers. These accelerometers allow the glove to be lightweight and
very low power. This makes the glove lighter, and gives it a natural feel as if the user was
wearing a normal glove. Because the world’s smallest accelerometers are used, it also allows for
more sensors to be used. We can have two sensors on each joint, overall increasing articulation
of the hand. This allows the Hands On be more accurate than other companies when virtually
mapping the hand.
In the current virtual reality market, the main focus is on virtual reality software, headsets, and
handheld tools such as stylises. The Hands On is a complete hand tool, allowing for more
control options. Two current solutions for virtual reality gloves are the Manus VR and
Neurodigital Technologies. It would not be take over the virtual reality headset if the Hands On
was marketed properly. This includes making a marketing straight to health and defense
companies, having the software be open-source, and possibly pairing with a virtual reality
headset manufacturer to bundle the products together. Virtual headset manufacturers Hands On
could potentially pair with would be Facebook, Microsoft, or Google.
Key potential customers we would need to contact include Stryker and St. Jude Medical for
health organizations, Lockheed Martin and Northrop Grumman for defense organizations, and
Facebook, Microsoft, and Google to pair with the sales of virtual headsets.
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Marketing Requirements:
Required Features:
● 30 accelerometers
● Cheap
● Simple Gesture Sensing (Mouse clicks)
Desired Features:
● Bluetooth
● Full range gesture sensing
● Multiplatform Support
The product introduces one feature of importance that changes the current state of the market.
The feature is the addition of accuracy and articulation that no other competitor has.

Competition:
Virtual Motion Labs has a glove called VMG 30 that uses
actuators for glove movement and tactile feedback for each of
the fingers. The glove has an all-in-one solution with the
microcontroller embedded into the glove. The figure to the
right shows a top level schematic of their glove.
Manus VR has gloves called the Manus Gloves. The glove
utilizes multiple types of sensors to provide a virtual reality
glove with accuracy and vibrations, but does not have sensors
on the fingertips. Additionally, it requires the use of the HTC
Vive controllers to measure the position of the hands in space.
A picture of the gloves can be seen in the bottom left figure below. Not shown in the picture are
the HTC Vive controllers.
Neurodigital also has a virtual reality
glove called the gloveone. It utilizes
actuators for sensing the movement
of the fingers and hands along with
haptic feedback. An inertial
measurement unit (IMU) was used to
measure the position of the glove as
it moves. The developers were able
to create a solution that has zero drift
with the IMU which is a common
problem. Additionally, it uses
Bluetooth 4.0. A picture of the glove
can be seen in the figure to the right.
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Market Research Table
Company

Virtual Motion Labs

Manus VR

Neurodigital

mCube

Product

VMG30 Plus

Manus Gloves

Gloveone

HandsOn

Features

● Tactile Feedback ● Tactile
● Actuators
Feedback
● All-in-one
● Gyroscope,
solution
accelerometers,
magnetometers
● 8 Hour battery
life
● All-in-one
solution
● Washable

● Tactile
● 30
Feedback
Acceleromet
● Inertial
ers for
Measurement
accurate
Unit
hand
● Flex Sensors
tracking and
● All-in-one
articulation
solution
● Bluetooth
● Capacitive
● All-in-one
Sensors
solution
● Bluetooth

Cons

● Actuators may
breakdown from
use because it is
a moving part
● Actuators can’t
measure the
position of the
hand, only its
motion

● Other
controllers are
required for the
gloves to
function
properly and
measure its
position in
space
● There are no
sensors on the
fingertips
● Still in
development
with no
consumer
version
available

● IMUs are
prone to
having drift
and could
create
problems
with the user
experience
● Flex Sensors
don’t
accurately
measure and
represent the
hand

● Lacking
tactile
feedback
● Measuring
position with
only
acceleromete
rs requires
initialization
for the
position

Price

$750 for the basic
model with only
actuators.

$250 for
pre-ordering a
development kit

299€ ≅ $318
dollars for
pre-ordering a
development kit

$100-$150
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Estimated Product Life:
Approximately 5 years, as new games are developed until new technology is introduced into the
market. Specifically when more suitable sensors are created for the project or when more
accurate algorithms are discovered.
Manufacturing:
● Microcontroller - ~$100.00
● MCube Accelerometers x30 - ~$35
● Custom Cloth Glove - ~$20.00
Maintenance:
Easily replaceable sensors or debugging capability
Documentation:
Installation and Use Manual
Customer Needs Table
Customer Need

Importance

Articulation

To provide an immersive feel, so that the
product actually makes a difference when
being used

Wireless

Wires will provide safety problems and
unappealing visual product features

Cheap, affordable

Most of the market is expensive. By having a
cheaper solution the product can beat the
competition

Multiplatform

Ability to be used with all types of hardware.
Gaming consoles, computers mobile phones
etc. This importance broadens the use of the
product adding value and larger customer
base.

Lightweight, unnoticeable sensors

By lessening the size of the product and
visibility of its components the product will
feel more like a glove instead of a machine.
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Block Diagrams:
Hands On Level 0 Block Diagram

For this project, we will be connecting the Hands On glove to a bluetooth enabled interface, such
as an iphone or computer. There are many applications for which the glove may be used for,
such as using it as a virtual reality glove or as a controller, such as a mouse.
Hands On Level 1 Block Diagram

We are going to use 30 accelerometers with a SPI. We will use the 4-Wire SPI to Master. The
accelerometers will share data lines (2 pins, IN and OUT), and will be controlled by 30 different
“enable” pins. This means our microcontrollers needs 32 GPIO ports.
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Software Flow Charts:
Hands On Level 0 Software Flow Chart

The microcontroller will read in data from the 30 accelerometers, determine hand movements
and/or gestures, and send the hand movement/gesture information to a bluetooth enabled device.
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Engineering Requirements and Specifications:
Requirements Table:
Engineering Requirement

Marketing Requirement

Reasoning

The accelerometers are
attached in a sturdy way.

Accuracy

The accelerometer needs to
have little motion caused by
the mounting solution to
maintain the accuracy of
motion from the hand.

Bluetooth 4.x Compatible
(Bluetooth Smart)

Bluetooth

Bluetooth 4.x is the current
standard for Bluetooth
connections with low energy
applications and supports
different platforms (IOS,
Android, Windows, etc)

The MCU has algorithms for
detecting specific gestures
using the data from the
sensors

Gesture sensing

The glove must translate the
motion of the hand into useful
commands for the user.

Weighs less than a pound

Compact

The glove and the
microcontroller cannot inhibit
the motion of the hand or the
user.

Testing and Verification:
Engineering Requirement/ Specifications

Plan of Verification

Accuracy

Measure the data obtained from the sensor
and compare it to the motion of the glove
when it is moved a fixed distance or
articulating the joints

Multi-platform compatible

Connect the glove to various platforms and
see if the glove functions correctly.

Compact

Measure the weight of the glove and perform
a superficial analysis by wearing the glove
and analyzing how well it fits or inhibits the
motion of various users.
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Preliminary Design Analysis:

The design of the glove will follow similar designs to ones already created by companies. The
picture above gives the rough layout of where the sensors are going to be. Our implementation of
the glove is different from other gloves because it is solely based on accelerometers while our
other competitors use a mix of other sensors.
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Team Members and Contributions:
Justin Remulla: I will be testing the bluetooth HID profiling and researching the appropriate
format for the data to be output in order for the project to communicate with phone or computer
applications. I will be testing the 3D software tracking end by finding a solution to read the
project data and output a real- time visualization of the glove movements.
Chris Menezes: I will be studying and creating 3D gesture algorithms in order to read multiple
accelerometers and detect the specific gestures. I will be creating an application in order to test
the simple commands of the project.
Noah Beilin: I will be monitoring and characterizing the data output of the accelerometers. I will
create functions and initializations in order for the software end to easily analyze the data and
utilize it for gesture reading. I will test the connectivity of the accelerometers with the
microcontroller .
Michael Le: I will be creating the hardware designs and subsystems for the project. I will
research optimal and safe glove material and design practices to combine electronic components
with the glove. I will also do research into the mathematical theory behind gesture recognition.
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Marketing Data Sheet
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Gantt Style Schedule
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Appendix A. Analysis of Senior Project
Project Title: Hands On Virtual Reality Glove IoT
Student(s): Justin Remulla, Chris Menezes, Noah Beilin, Michael Le
Advisor: Richard Murray
1. Summary of Functional Requirements
The project will read hand gestures and finger movements and transmit the data to a program for
video game or application use. It will utilize 15~ accelerometers from MCube to track hand
joints and positions. These sensors will be read by a microcontroller, where it is processed and
sent out via bluetooth to a computer application or phone application.
2. Primary Constraints
A primary constraint is to use the accelerometers supplied by MCube. These accelerometers
could be interfaced with the SPI or I2C serial protocols with the microcontroller. With the use of
only accelerometers, there are issues with it such as the noise associated with accelerometers that
creates drift and the required initialization of the position. Additionally, bluetooth 4.0 protocol
had to be followed so the glove can be connected with other bluetooth 4.0 compatible devices.
3. Economic
Human Capital:
Since development and designing of this product is all non automated, jobs can be created in
the field of component research, software design, game design, product manufacturing and
electrical engineering.
Financial Capital:
Since the product is cheaper than all the competitors, and because it is easier to make, the
market will become more competitive and the production and supply costs for the market will
increase due to increased activity.
Natural Capital:
Since the product is a small electronic device, the natural impact is incredibly low and does
not require extensive natural resources or assets.
Costs/ Timing:
The price of the product will ultimately stay the same. Unless there is a breakthrough the
market which makes the product itself obsolete. The product will last as long as there are
video game developers and app developers considering the product in their development of
their products. The products survivability solely depends on the external software support
provided by our partners
Cost Estimation Table
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Purchase

Cost

Explanations/Assumptions

Accelerometers(x30)
Microcontroller
Glove
Battery
Misc

$30 - $40
$20 - $60
$20 - $30
$5 - $10
$20 - $30

Estimated component costs

Website(marketing)

$1,000 - $2,500

Front-end designer, marketing expert costs

Testing

$4,000

Professional testing costs

Miscellaneous

$6,000

Demoing, redesign, meeting, travelling,
Software Partnership

Total

$11,095 $12,670

4. If Manufactured on a Commercial Basis
Estimated number of devices sold per year: Approximately 200
Estimated manufacturing cost for each device: Approximately $150
Estimated purchase price for each device: $200
Estimated profit per year: 1000*(200-150)=$10,000
Estimated cost for user to operate device: $1/hour (electricity)
5. Environmental
The environmental impacts of the glove are similar to other electronics. The manufacturing of
electronic components produces toxic emissions with the use of chemicals. The soldering
process often uses a lead based solder which has the potential to have environmental impacts if it
is improperly disposed of. Additionally, the end of life disposal of electronics is not very
strongly communicated with consumers. Most electronics end up in landfills or dumped in other
countries because the recycling process for electronics is too costly and complicated. There are
too many different sized and complex electronics on the market, making it hard to create a
universal electronics recycling process.
6. Manufacturability
The placement of the accelerometers on the glove poses the most challenge in the manufacturing
of the product. Due to the intricacy of the glove and specific hand placement, the product will
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mostly be constructed by human rather than machine. Integrating all the electronic components
without making the glove too bulky presents challenges to the amount of content that can be
added. Additionally, the complexity of making a glove with integrated wires within the fabric
will be a hard process to automate.
7. Sustainability
With so many components involved, there is high susceptibility to failure as the product is used.
Excessive testing on each sensor is required to prevent the use of faulty sensors, and a simple
mean of troubleshooting must be allowed in order for customers to repair broken sensors
themselves. The high movement of the hand and the wires may cause stressed wires and open
circuits in the sensor sub-system. To prevent this, longer wires must be used for each sensor to
allow flexibility with wire guides to prevent tangling. The glove itself must be durable and
heat/water resistant in order to prevent any accidental situations from water or sweat.
The production of the VGlove would impact the sustainable use of resources by the use of
electrical components. Electrical components are made mostly of silicon and copper, which have
large environmental impacts in the manufacturing process. To make it more sustainable on
resources, recycled copper could be used, but currently there isn’t an efficient process to recycle
printed circuit boards. Additionally, a rechargeable battery will be implemented into the product
to reduce the need of the production of batteries.
8. Ethical
Some ethical implications of the VGlove is that there could be possible misuse of the gloves can
be in a multi-user interface, of which virtual sexual assault may occur. Solutions to this problem
are can be made in other companies VR software. Additional ethical implications could be on the
manufacturing side of the glove to produce a durable glove that can last long and fulfills the
promises of being able to accurately measure the motion of the hand.
9. Health and Safety
Possible health and safety concerns can be if a user in allergic to the glove material. The glove is
very low power, so potential heat burns or electric shocks are not an issue. The battery will be
encased to ensure that if the battery leaks, the user will be protected.
10.

Social and Political

Major concerns with the use of this product involve increased risk of video game addiction.
Another social issue that may occur relates to the success of the product. Bad product or unmet
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expectations by customers may create a social uprising that will harm the products success,
image and owner. Additionally, The project impacts the companies from which the components
and microcontroller are bought and also the companies marketing the product. The parties
directly affected by the product are virtual reality companies who design the software for the
product in order to utilize the products’ features.
11. Development
The development of the product required knowledge from multiple sections of design.
Connecting the accelerometers and creating the hardware system required the learning of
different microcontrollers and IDE. Additionally, surface mount soldering was used to create the
circuit for each accelerometer. The bluetooth aspect of the project enabled an understanding into
the Internet of Things, and how the software could be integrated with other bluetooth products
such as a phone. In order to create the hand gesture movement, deep study in 3D algorithm and
positioning is needed. Lastly, the skill to work for fast-paced deadlines under a company and the
skill to design a product from scratch were obtained during the course of this project.
12. Next Steps
Hardware:
J-Tag/J-Link for smaller board on the glove
Use stretch wires or ribbon cables and have accelerometers integrated into the glove
Add gyroscope for orientation
Firmware:
Fully integrate gyroscope data with accelerometer data. Right now it’s either gyroscope or
accelerometer, but not both
Use button (interrupts?) to choose how many accelerometers used - for different modes, such as
full hand gestures/positioning or a simple mouse click
Software:
Better way to create new gestures - right now it’s a tedious process
Neural network if possible to train the glove
Add more functionality to the android application such as modeling or building a game that uses
gestures
Priority checking of accelerometer data so “gesture fails’ happen faster
Putting all accelerometers on the same coordinate system (we tried implementing ‘change of
basis’, but it did not work as expected).
Better 3D modeling - The current implementation with processing isn’t robust enough because it
is slow on updating the image with the computations being done on the incoming data.
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Appendix B. EE461 Update
Development Update
This quarter’s goal was to get the Nordic board working with the accelerometers and clarify the
functionality of the glove. It took a couple weeks to get the development environment setup for
the Nordic NRF51. It was not as user-friendly as other environments that the team has worked
with. The team adapted sample code provided from Mcube for Arduino to the Nordic board. This
simplified the amount of work that the team put into developing code, and focused the efforts
into getting used to the Nordic development environment. During this development, the team
narrowed the focus of the project by focusing on the bluetooth functionality of the glove and
outputting the raw data for the CPE team to process. There would be minor pre-processing
done to the data with the focus being on the speed of transmission. This focus was decided with
a view of 30 accelerometers sending data over bluetooth being the bottleneck for glove. The
functionality of the code was demonstrated at the design review showcase. The team got two
accelerometers working simultaneously and the data was displayed on a terminal. Additionally,
the team demonstrated the bluetooth capabilities of the nordic board through a bluetooth
terminal on a phone. From this point on, the team worked on a crude prototype with two sensors
on felt to simulate the functionality of a mouse. Additionally, this allowed the team to experiment
on how to mount the sensors. This allowed the team to develop some insights when speaking to
Minnesota Wire about their flex wires and conductive fabrics. The team sent out a design draft
to Minnesota Wire at the end of the quarter outlining how the glove could look like and how
many wires need to run throughout the glove.
The team also received 40 additional accelerometers at the end of the quarter, but the surface
mount components on the DIP were not correct. The team was able to do surface mount
soldering to place the correct components on the DIP for 6 accelerometers. Additionally,
decoders were obtained and soldered to a breakout board to be used in conjunction with the
accelerometers, allowing the number of wires going to the microcontroller to be reduced. This
was a good spot to end the quarter and it will allow the team to jumpstart the glove development
next quarter with a prototype already made and accelerometers ready to be put onto a new
glove.
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Weekly Updates
January 2 - 8
Bluetooth research began this day. The Softdevice stack and its implementations with the
Nordic MCU were analyzed. A few discoveries were made: The maximum amount of data
transmission for bluetooth packet would be about 20 bytes, which is extremely limited
considering the amount of accelerometers to be used.
It was discovered that multiple bluetooth profiles are available in the Nordic SDK (Software
Development Kit), including the HID profile mentioned in the customer requirements. This
specific profile would make the project recognized as a human interface device, such as a
mouse or keyboard. This was later found to be an inefficient and inappropriate use of the project
due to the amount of data being transmitted and the constraints of the processor itself.

January 9 - 15
The team spent most of this week trying to get the group accustomed with the Nordic board and
the software required. It was found that there were many problems with trying to use the
provided tutorials by the company website and the IDE’s that they recommended. Ultimately,
the group found a solution by ignoring IDE’s altogether and creating the makefiles manually.
The problem was that there were too many dependencies that were not found when
downloading the Nordic SDK to a different machine. The Nordic also had many problems due to
the team’s misunderstanding of the Softdevice (the bluetooth stack provided by Nordic). The
Softdevice is actually placed onto the memory at the first address of the memory block, where
the microcontroller would normally start the program counter. By changing the start address of
the microcontroller, the problem was avoided and the team was able to include both Bluetooth
capable and on-Bluetooth capable projects.
To test and confirm successful initialization of the board, the team tested the various SPI,
Bluetooth and UART examples from the Nordic SDK.

January 16 - 22
This week was the first meeting with the CPE team. The focus of the meeting was brainstorming
about the functionality of the glove. During the meeting, some ideas that were thought of were to
have different use cases for the glove and to have it be able to switch between them. There
could be a high accuracy mode that sends a higher resolution of the data with the intent of the
motion of the glove being slower. Alternatively, there could be a lower accuracy and faster
motions being detected by the glove. The intention of the modes were to pick the better mode
for the use case and the amount of data processing would be appropriate. For example, the
higher accuracy mode could be used for VR applications where accuracy is more important and
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there would be more data processing. Alternatively, sign language does not need exact
accuracy of the hand in respect to position, so there would be less processing. Additionally,
depending on the device, either the data could be sent or gesture commands can be sent. The
goal for the next meeting were to find out about bluetooth limitations and how it would affect the
data transmission.

January 23 - 29
The prototype accelerometers were received from mCube this week (a total of 4). The team’s
first milestone was to get these accelerometers to work with the Nordic. The team started by
using the MC3635 Arduino quickstart guide to understand how the accelerometers worked.
Using the quickstart guide helped the team gain insight about initialization, setting the proper
parameters, and reading data from the accelerometers. The team was also able to get test data
for the CPE team. The drivers for the accelerometer were written in C++ and were specific for
the Arduino, so the task was to convert the drivers to C and make it specific to the Nordic.

January 30 - February 5
This week the SPI driver for the Arduino was converted for the Nordic and the code for the
decoders was written. Although the SPI code did not work with the accelerometers, we were
able to integrate the SPI and decoder drivers with the UART example. The decoder code was
tested using LEDs connected to the GPIO ports. All of the code was also broken up into
different files to make it better organized.

February 6 - 12
To debug the SPI driver, the team used a digital analyzer to compare the SPI ports from the
Arduino and the Nordic. This helped to find that the SPI read and write functions on the Arduino
and Nordic were implemented differently. After a few more modifications to the SPI driver for the
Nordic, the same digital signal as the Arduino was read. Once this happened, an accelerometer
was connected to the Nordic board and it worked perfectly. The settings were also able to be
changed, which indicated the SPI driver was working properly. Furthermore, the SPI driver was
modified such that it was able to configure and read data from multiple accelerometers using the
decoder code.
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Figure B1: Main Code with UART for 2 Accelerometers

February 13 - 19
This week was the design review showcase along with the first phone meeting with Minnesota
Wire. During the design review, the team was able to show two accelerometers working
simultaneously on the Nordic board and output it on a terminal. Additionally, the team was able
to show bluetooth connectivity between the Nordic board and a phone through a bluetooth
terminal. The bluetooth connection was not implemented with the accelerometers yet. They
were working individually and the next step was to combine them together.
The meeting with Minnesota Wire was an introductory meeting where Minnesota Wire talked
about the specifications about their products and which ones the team could possibly use. The
main products they talked about were the flex wire and the conductive fabrics. They are silver
backed and were used in compression clothing in previous projects. Minnesota Wire shipped
out a sample of a combination of their products for the team to try and work with.
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February 20 - 26
The next step in development was to be able to send the accelerometer data to the
microcontroller and then to the phone via Bluetooth. By accomplishing this, the team would be
able to inform the CPE team how much data at what speed they could be expecting. The UART
Bluetooth example was analyzed in this case. By stepping through every function in the
example, the team discovered how to manipulate the application to send custom data. The
process was convoluted and tricky, but once the main functions were found and understood, the
team was able to implement the SPI input from the accelerometer into the Bluetooth send
function. After successful transmission, different speeds were tested in order to see the
maximum byte per second that can be sent before the Bluetooth app could no longer recognize
the data or crash. This was done by changing the delay between each packet send. This step
marked the first milestone towards tuning the equipment to suit the project needs and to give
the CPE team data to work with.

February 27 - March 5
In order to analyze data, the team wrote a matlab script to get the accelerometer data from each
accelerometer and plot the time domain and frequency domain plots. Analyzing the data offline
will help with creating algorithms for simple gestures the Nordic can process on-chip. The team
also created a crude prototype with two accelerometers a piece of felt.

Figure B2: Prototype on a Piece of Felt

March 5 - 12
The team received 40 (DIP) accelerometers from mCube. Unfortunately, the team had found
that none of these accelerometers worked when replacing the old accelerometers. After
analyzing the datasheet schematics and comparing it to the layout of the provided test boards,
the team found that the test boards were not accurate or correct with the datasheet. 4 of the
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resistors were missing and the other 2 were the incorrect resistors (shorts). The team called the
mCube mentor and confirmed that the boards were indeed incorrect; however, he did not have
any extras and asked that the team re-solder and fix the board. 600 surface mount resistors
were ordered. This process halted our progress for the time being as we could not do any
further tests.

March 13 - 19
The decoders and board adapters finally arrived.

March 20 - Present
This weeks focus was to work on the surface mount soldering of the accelerometers. The SMD
resistors arrived and the team spent a day surface mount soldering the required resistors onto
the accelerometer DIPs. This required unsoldering two shorts and soldering five SMD resistors
onto the board. Surface mount soldering is a tedious task and it took 30-50 minutes to finish
soldering one board. Additionally, the decoders were also soldered to traces that were ordered
on ebay. Additionally, the team sent a draft design to Minnesota Wire to get their feedback
about fabricating a glove (see last page). In addition, the decoders were soldered on the the
board adapters and tests were done using the Nordic and a digital analyzer.
Below are a re-soldered mCube accelerometer PCB (1), and a soldered cd74HCxxx IC PCB (2)
done using standard soldering tools and techniques
(1)

(2)

Electrical tests were also performed on the 6/C stretch wire as well as the conductive fibre to
ensure that running a high frequency digital signal on both will not be distorted (thus making
digital data unreadable by MCU and ICs)
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The captures show below was taken from the end of a 2 meter segment of the 6/C Wire and
Conductive Fibre when running a 1MHz square wave on the other end. 1MHz is the baud rate of
the accelerometer ICs, so that is the reason why that frequency values was used for these tests.
We can see that the signal’s maintains its integrity well enough for error free data transmission
to occur on the IC lines. The rounding of the square wave edges in these captures can be
attributed to improper scope impedance matching, as well as using a lower-quality signal
generator for the tests.

6/C Stretch Wire

Conductive Fibre
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Design Draft Send to MNWire. Reflects what our final glove design will look like at the
end Spring Quarter
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Appendix C. EE462 Update
Development Update
The focus of this quarter was to create a glove with 15 accelerometers on it. This didn’t get
completed until week 4 because the surface mount soldering of accelerometers was a slow
process. After there was enough accelerometers, 15 of them were tested in the lab on
breadboards and the decoder. This was the first time the subsystem was shown to fully be
functional with 15 accelerometers. A power measurement was also done at this point and it was
found to take 15 mA at 3V to operate the microcontroller along with the decoder and 15
accelerometers. After this proof of concept in the lab, the glove manufacturing started and the
pins were removed off the boards of the accelerometers and the accelerometers were
connected together using thin wires from Adafruit. They were then attached to a cloth glove
using velcro pads. After the glove development, test data could be taken to give to the CPE
team to be used for the development of the data parser and the gesture recognition.
The team found that the data could be improved by manipulating the data from each
accelerometer so the data is all on the same relative coordinate system. Each accelerometer
would be sitting on the glove at its own angle, not aligned. This causes the data to be rotated
and readings wouldn’t be the same for each accelerometer. For example, the accelerometer on
the fingertip of the thumb would be rotated slightly and wouldn’t be flat in respect to the
accelerometer on the back of the hand. This difference in data could be fixed by doing a change
of basis to correct for the rotation. The process and theory is explained in the week May 7-13.
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Weekly Updates
April 2 - 8
We picked up where we left off and continued soldering and continued working on the bluetooth
communication between the microcontroller and the phone application. The soldering process
included removing the short circuiting resistors from each breakout board and adding the
appropriate surface mount resistors.
MN wires were tested by soldering a single accelerometer. It was found to be incredibly tedious
and not appropriate for the scope of the project. The team decided these would be used as a
stretch goal once functionality of the product was completed.

April 9 - 15
Meeting with the CPE team, it was decided that a simple header to represent the accelerometer
number would suffice. Using 4 bytes per accelerometer reading, the data looked like ACCEL #,
(unit8_t) rawX, (unit8_t) rawY, (unit8_t) rawZ.
The soldering work on the accelerometers continued and the number of accelerometers that are
ready for use and soldered went up to 10.

April 16 - 22
The number of accelerometers that are ready for use went up to 25 because there needed to be
spare accelerometers incase some were damaged during the glove construction process.
Stranded core wires had to be ordered due to the stiffness of solid core wires. Creation of the
glove would be halted until the wires arrive.

April 23 - 29
This week we tested 15 accelerometers with the decoder and the microcontroller in the lab seen
in the figure C1 below. We measured the power usage while the microcontroller was
broadcasting data over bluetooth and found that it would consume 15 mA at the 3V operating
voltage. After this testing was done, the manufacturing of the vGlove began. The pins were
taken off of the accelerometers and were replaced with wires connecting the accelerometers
together. The wiring diagram can be seen in figure C2 with the address layout of the
accelerometers in figure C3. The soldering of the wires to the accelerometers can be seen in
figure C4. After this was done, the accelerometers and the microcontroller are attached to a
cloth glove with velcro pads which can be seen in figures C5 and C6.
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Figure C1 : Lab Setup Testing 15 Accelerometers

Figure C2: Wiring Block Diagram
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Figure C3: Address Layout of the Accelerometers

Figure C4: Overview of the Layout of the Accelerometers and the Wiring
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Figure C5: Cloth Glove with Velcro Pads

Figure C6: Cloth Glove with Accelerometers and Microcontroller Attached

April 30 - May 6
This week the Nordic Bluetooth and UART example was merged into our project. While merging
the code, precompiler methods were developed in order to have multiple vGlove modes: UART,
BLE, and UART_BLE. In UART mode, the data printed was either formatted as ‘char’ for raw
data or ‘%d’ for debugging purposes. In BLE mode, the data was sent as ‘uint8_t’ in order to
send the raw data to our bluetooth receiving device. To send all 15 accelerometers raw data, we
sent 3 packets, each containing the raw information from 5 accelerometers, formatted as
(unit8_t) ACCEL #, (unit8_t) rawX, (unit8_t) rawY, (unit8_t) rawZ.
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Research of adding a gyroscope to the project was also done. Adding a gyroscope to the
project would help us see the orientation of the glove. With the orientation, gesture recognition
would be easy to detect because we could always use the relative orientation of the finger to the
palm, letting us see the same gesture in any orientation.

May 7 - 13
Research was done on how to normalize the accelerometer data to be on the same plane. The
problem we found was each accelerometer is placed at an angle on the glove so none of them
are on the same plane and would return data that is rotated. A mathematical solution was to use
a change of basis matrix to convert our vectors onto the same coordinate system. In the figure
C6 below, the pink axis would represent the coordinate system for the palm and the blue axis
would represent the coordinate system for an accelerometer on the thumb. The coordinate
system for the thumb is rotated so the measurements are not the same, but they can be related
using a matrix. To find the change of basis matrix, two vectors need to be measured from the
accelerometer in the desired x and y direction. In the testing, we used the data when the hand
was face down on a table and when the hand was flat with the fingers pointing up. With this
data, the change of basis matrix can be found following the process in the figure C7 below. The
change of basis matrix only needs to be initialized once for each accelerometer and the new
data is multiplied by it to correct for the rotation of the accelerometers.

Figure C7: The Rotated Coordinate System of a Thumb in Respect to the Palm
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Figure C8: How to Find the Change of Basis Matrix and How to Use It
We also implemented a gyroscope into our project. We were able to read the data from the
gyroscope and send the raw data through both serial and bluetooth. We attempted to use the
gyroscope and palm accelerometer as an inertial measurement unit; however, due to noise and
a lack of knowledge about Kalman and Complementary filter, we were unable to use to
gyroscope for orientation data. We proceeded to make the gyroscope a stretch goal.

May 14 - 20
The CPE team’s project files were implemented to work on the computer, reading a binary
stream through the console. Instead of reading from the console, the data parser would read a
binary stream from a file. As that file was read, it was also being written to as the log from the
console. At this time, our team helped the CPE team implement the change of basis into their
code because processing on the application side was faster than processing on the vGlove.
3D Program Blender is attempted, planning to use the accelerometer to control the 3D hand
model in Blender game engine through PySerial. Ultimately, this solution was scrapped due to
time constraints and a java solution using Processing was used. This method would display the
vectors of the accelerometers in a format that represents the spatial position of each joint.
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May 21 - 27
The final glove was made by transferring the accelerometers from a cloth glove to a polyester
work glove with rubber pads on top. The reason for the new glove is that the cloth glove
stretches and contracts with the size of the user’s hand so the accelerometers will have different
placements and orientation between users. With the polyester work glove, it doesn’t stretch as
much so the accelerometer placement is more static. Another point is that the cloth fibers
deteriorates and the strands catch on other objects .The new glove can be seen in the figure C8
below.

Figure C9: The Final Prototype of the Glove on a Polyester Work Glove
Test gestures were added to the project to see how well our gesture recognition algorithm would
work. These tests were used on serial because it was easier to debug, change code, recompile,
and rerun code. We found that our gesture recognition algorithm worked when working with raw
data, but the change of basis would cause errors. After deeper analysis and testing, we
concluded the change of basis would not work when implemented, but in theory it should have.

May 28 - June 3
Multiple gestures with considerable variance were tested in order to confirm the functionality of
the glove. The glove successfully recognized 5 different gestures given an envelope of motion.
Considerable variables that affect recognition are: glove user, misplaced finger, too much tilt.
We added the 24 static alphabetic sign language gestures to the gesture library. After tests for
gesture recognition, we found that all of the gestures were recognized when we had multiple
training data sets.
In addition to the gesture recognition, we made a program to visually represent the hand using
Processing. We were able to represent the hand by drawing a line given an initial point and a
vector. The vector is the raw x, y, and z orientation of an accelerometer on a joint. We made a
3D view for the front, top, and size views of the hand when the hand is in the palm down
position.
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A final power measurement was done at this point and it was found that the average current
was 19 mA at 3V.

Appendix D. vGlove Setup: Command Line Tools for the
nRF51822 and Connecting Programs to Serial and Bluetooth
vGlove File Navigation
● vGlove (nRF51822 firmware) - SP/nRF5_SDK_12.2.0_f012efa
○ /vGloveSeniorProject/vGlove_BLE_UART contains the most recent and
working code
○ /vGloveSeniorProject/vGlove_BLE_UART/vGlove contains main and
/vGlove_Drivers
○ /vGloveSeniorProject/vGlove_BLE_UART/vGlove/pca10028/s130
contains the Makefile to compile the project
■ When adding #include files, make sure to add the paths to the
Makefile
■ Follow the steps on “Using the command line for the nRF51” to upload
code to the board
○ /MyTests contain old versions of this project
● Gesture recognition - SP/Learner/
○ /src/ contains source files for the gesture recognition application
○ Can be run on the computer by calling java DataParser
■ Make sure to have proper file names in main, such as the gesture library
and the log file from serial
○ Gestures can be added by calling java Gesture (instructions below)
■ Make sure to have proper file names in main, such as the gesture library
and the binary files for each gesture
● Hand visual (ProcessHand) - SP/Processing
○ Note: check out link 7 to get processing set up on the command line
○ ProcessHand.pde is the only file needed to run the hand visual
■ Follow the steps in “Using vGlove programs through serial”
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Download steps to use the nRF51 on the command line
1. Download the nRF5-SDK-v12-zip, which contains the Software Development Kit for the
nRF51 (found in the link 1).
2. Download the nRF5x-Command-Line-Tools for your operating system (found in link 1).
a. This contains the command line tools nrfjprog and mergehex
b. It is recommended to alias both nrfjprog and mergehex
i.
For Windows:
1. Open command line
a. Test the “make” and “nrfjrpog” command
b. If the command line says the command was not
recognized
i.
Open Control Panel -> System and Security ->
System -> Advanced System Settings ->
Environment Variables
1. Click Path -> Edit -> Click New
2. Find the folder where the GNU Tools ARM
Eclipse (make command) and Nordic
Semiconductor in the program files
3. Ex: C:\Program Files (x86)\GNU ARM
Eclipse\Build Tools\2.8-201611221915\bin
4. Ex: C:\Program Files (x86)\Nordic
Semiconductor\nrf5x\bin\
5. Inside the bin folders should be “make.exe”
and “nrfjrpog.exe”
6. Add the bin directory to the environment
variables list
ii.
For OSX:
1. On terminal, do the command vim ~/.bash_profile
a. In .bash_rpofile, add a new line
alias new_name='command to be performed'
i.
new_name = short-cut command name
ii.
Command to be performed = path of
command
b. Ex. alias nrfjprog=’SDK/nrfjprog/nrfjprog'
3. Download and install the J-Link software (found in link 2).
4. Download and install the most recent version of the GNU ARM Embedded Toolchain
(found in link 3)
5. Edit SDK/Components/toolchain/gcc/Makefile.*
i.
Makefile.posix for unix based machines (Linux/OSX)
ii.
Makefile.windows for windows based machines (Windows)
b. Put correct install root and version
i.
On your command line, use gcc -v to find right version
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Using the command line for the nRF51
1. Change to the directory that has the Makefile
a. Usually SDK/ProjectFolder/Version/ProjectName/pca10028/s130/armgcc
2. Compile the project using make
a. The hex file compiled will be in the _build folder
3. If bluetooth is being used, the bare metal code must be programmed to the soft device
and an edited hex file must be used
a. To edit the hex file that was built, use the command merghex
i.
mergehex -o _build/thishex.hex -m
SDK/components/softdevice/s130/hex/s130_nrf51_2.0.1_s
oftdevice.hex _build/nrf51422_xxac.hex
4. Erase the nRF51 board using nrfjprog -e
5. Program the board using nrfjprog --program _build/thishex.hex
6. Reset the board using nrfjprog -r
Compiling and running vGlove
1. Change to the directory that has the Makefile
a. cd
nRF5_SDK_12.2.0_f012efa/vGloveSeniorProject/vGlove_BLE_UAR
T/vGlove/pca10028/s130
2. Compile the project using make
3. Merge the built hexfile with the softdevice hexfile
a. mergehex -o thishex.hex -m
SDK/components/softdevice/s130/hex/s130_nrf51_2.0.1_softde
vice.hex _build/nrf51422_xxac.hex
4. Erase the nRF51 board using nrfjprog -e
5. Program the board using nrfjprog --program thishex.hex
6. Reset the board using nrfjprog -r
Viewing vGlove on the console
● On Windows, use Putty.
○ Set the proper port and use a baud rate of 115200
■ Open device manager and look under ports from the multiple tabs
● On OSX, use the screen command on the command line
○ Find the usb port used with ls /dev/*usb*
○ Use the command screen /dev/tty.usbmodem14x1 115200
● Note: Make sure to change the proper formatting you want in…
○ UART standalone: vGlove_mode_uart.c → vGlove_uart_data_print()
○ UART w/ Bluetooth: my_bluetooth.h → my_ble_uart_send_raw_data()
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Connecting to vGlove through Bluetooth
1. Turn the nRF51 board on
2. Wait for an LED to blink every 1 second. This means the board is ready to connect
through bluetooth
3. Open the vGlove app or nordic app and connect to the board. The LED that was
previously blinking should have stopped.
Using vGlove programs through serial (on the computer)
1. Connect the vGlove through the console.
a. Make sure to set formatting of the vGlove to char with no white space
b. Before starting the console, hit the reset button on the vGlove immediately
before. If the vGlove starts sending out chars before the console stream starts,
a parsing error will occur on the vGlove programs.
i.
When the reset button is hit, startup LEDs on the board will light up. Make
sure to start the console before any of the startup LEDs become solid
after blinking.
c. Make sure to log the console
i.
On Windows using Putty:
1. Before opening the com port, click Logging in the left hand menu
under Session
2. Click “All Session Output”
3. Click Browse and choose the destination and the file name
ii.
On OSX using the command line:
1. Use the command screen -L /dev/tty.usbmodem14x1
115200 to log the console. It will save the log as screenlog.0
in the current directory used in the command line
2. Note: In order to use programs in realtime, change the logging to
flush every 0 seconds. This is done by:
a. vim ~/.screenrc
b. Add the newline logfile flush 0
● To see a visual representation of the hand, edit ProcessHand.pde to the correct file path
of screenlog.0. Then compile and run ProcessHand (either in the Processing IDE or
command line)
○ Check out link 7 to install the proper command line tools
○ processing-java --sketch=`pwd`/directory --run
● To track sign language gestures, change the file path of DataParser.java →
FileInputScreen() to screenlog.0. Then compile and run DataParser (either in an IDE
or command line)
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Adding Gestures
1. There are 2 ways to grab the gesture data. Make sure to log the data
a. Reading raw characters through serial
i.
Follow the steps on “Using vGlove programs through serial” using format
as char, Ex. printf(“%c”, (unit8_t) data);
b. Reading hex formatted data through serial
i.
Follow the steps on “Using vGlove programs through serial” using format
as hex,Ex. printf(“%02x”, (unit8_t) data);
2. It is important that when grabbing gesture data,
a. the hand it already in the gesture orientation
b. tilt your hand in a circle to make an envelope of values your hand can be in
i.
The trainer works by grabbing min and max values of the accelerometers’
orientation
3. When you are done reading data from the gesture you want, disconnect the glove from
usb or shut the glove off.
4. If you printed out the data in hex, check the text file to make sure the file starts with an
accelerometer header so it parses properly when read
5. If a hex file was used to grab the data, use the command xxd -r -p myText.txt
myBin.bin to convert it to a binary file. If char was used, you already have a binary
file logged.
6. Run the function below
a. gestureLib.txt is the file that you want to save the gesture to
b. Gest1 is the name of the first gesture you want to add
c. Gest1.bin is the name of the binary file that has the raw data of the gesture
d. Gest2 is the name of the second gesture you want to add
e. Gest2.bin is the name of the binary file that has the raw data of the gesture
public static void main(String[] args) throws IOException, Exception {
File file = new File("gestureLib.txt");
DataParser parser = new DataParser(false);
Gesture newGest = Learner.createGesture("Gest1", "Gest1.bin");
newGest.writeToFile(file);
newGest = Learner.createGesture("Gest1", "Gest2.bin");
newGest.writeToFile(file);
// etc
}
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Links
[0] nRF51 getting started with OSX
https://devzone.nordicsemi.com/blogs/22/getting-started-with-nrf51-development-on-mac-os-x/
[1] nRF51 downloads page
https://www.nordicsemi.com/eng/Products/Bluetooth-low-energy/nRF51822
[2] J-Link downloads page
https://www.segger.com/downloads/jlink
[3] GNU ARM Embedded Toolchain Downloads page
https://launchpad.net/gcc-arm-embedded
[4] Aliasing Windows commands
https://www.java.com/en/download/help/path.xml
[5] Aliasing OSX commands
http://www.techradar.com/how-to/computing/apple/terminal-101-creating-aliases-for-commands1305638
[6] Developing with GCC and Eclipse (more nRF51 setup)
https://devzone.nordicsemi.com/tutorials/7/
[7] Using Processing on the command line (ProcessHand)
http://www.dsfcode.com/using-processing-via-the-command-line/
[8] Logging Putty sessions
https://www.viktorious.nl/2013/01/14/putty-log-all-session-output/

