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Abstract
This thesis consists of various subjects and applications within beamforming in general, and
subjects within synthetic aperture focusing.
An insight into the software architecture and beamformer design principles of a software beam-
formation toolbox is given. Some of the many considerations in relation to beamformer devel-
opment and implementation are shared.
In the delay-and-sum beamformer the sample index is not necessarily discrete. Some form of
interpolation is needed and the influence on image quality has been investigated. The interpo-
lation schemes investigated include linear, polynomial, and up-sampling and FIR filtering.
Directional beamforming for angle estimation of the velocity vector has been investigated using
simulations and measurements. Using the measurements more than 96% valid estimates were
produced for the flow angles θ = {60◦,75◦,90◦} and with a bias below 2◦ and a standard
deviation below 5◦.
The two synthetic aperture imaging techniques described in this thesis are both candidates for a
realistic implementation in a commercial scanner. In one technique synthetic aperture focusing
(SAF) is applied to 2-dimensional imaging with a single rotating mechanically focused concave
element. Emission and reception are done while the transducer element continuously rotates
and the received RF signals are stored. The geometrical focal point can be considered as a point
source emitting a spherical wave in a limited angular region. For each image point in a high
resolution image line (HRL) it must be determined which emissions that have a wave field that
encompasses the image point. These emissions contribute to the HRL, and samples from each
of them are selected according to the focusing delays, and added together. Due to the rotation,
the synthesized aperture only experiences a moderate expansion. This is not sufficient to reduce
the extent of the wide point spread function of a single emission. The advantage of SAF is the
increase in SNR. For the setup with focal depth at 20 mm the SAF SNR gain is 11 dB.
The other synthetic aperture focusing technique is similar but has been revised toward linear
array imaging. The technique is realized using two beamformers, and denoted Synthetic Aper-
ture Sequential Beamforming (SASB). The VS is now created from an electronic focused sub-
aperture in the first beamformer. Receive focusing is a simple fixed focusing with receive focal
point in the transmit focal point, and the first beamformer could easily be analog and thereby
save many ADC’s. The focused RF-lines from the first beamformer are stored and transferred
to the 2nd beamformer. Here it is exploited that a single image point is represented in multiple
output lines from the first beamformer. There is an substantial improvement in lateral resolu-
tion using SASB compared to dynamic receive focusing (DRF). The improvement in FWHM
5
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is at least a factor of 2 and the improvement at -40 dB is at least a factor of 3. At depths until 20
mm the FWHM is superior with DRF. With SASB the resolution is almost constant throughout
the range. For DRF the FWHM increases almost linearly with range and the resolution at -40
dB is fluctuating with range.
SASB has been applied to data acquired with a commercial scanner and a tissue phantom with
wire targets. The images confirm the results from the simulations. At the center of the image
the resolution of SASB is superior to DRF and is practically range independent. The resolution
in the near field is slightly better for DRF. A decrease in performance at the transducer edges
occur for both DRF and SASB. They are more profound for SASB and especially at greater
depths it is obvious that the lateral resolution is laterally dependent.
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CHAPTER
ONE
Introduction
The image quality and diagnostic capabilities in general of medical ultrasound imaging rely to
a great extent on the beamformer, which is the primary signal processing task of an ultrasound
system. The evolution of ultrasound beamformers from analog into digital implementations
have been described by Thomenius[1] and numerous variations exist and new and improved
methods of beamforming continue to appear. The beamformer design is a consequence of
the combination of desired application, image quality demands, array type, and the processing
resources available for real-time implementation.
This thesis consists of three main chapters all related to beamforming. Chapter 2 contains
various subjects and applications within beamforming in general. Chapter 3, and Chapter 4
is about synthetic aperture beamforming. One application investigated is synthetic aperture
focusing applied to an imaging system with a rotating single element transducer. Another ap-
plication and the main focus is a new technique, that enables an uncomplicated implementation
of synthetic aperture focusing for array imaging.
1.1 Beamforming
The general purpose of beamforming in terms of beam properties is to construct a narrow beam
with a large range of depth. Beamforming in its simplest form is all about controlling the
phase of a group of signals exploiting that the sum of these signals can be either constructive
or destructive. Beamforming is used for reconstruction of image points from the received
transducer signals in both conventional and synthetic aperture imaging. The delay-and-sum
beamformer (DASB) is the beamformer type applied in commercial scanners of today. Even
though the principle of the DASB is simple the implementation can be complex.
The basics of delay and sum beamforming, and the strategy for calculating the time-of-flight is
discussed in Section 2.1. An illustration of how to define and calculate the time-of-flight using
the concept of virtual sources is shown in Fig. 1.1. An insight into the software architecture,
and design principles of a software beamformation toolbox is also presented in Section 2.1.
In the delay-and-sum beamformer a sample is selected from each of the receive channels corre-
sponding to the echo of the image point target. The sample index is based on the total transmit-
receive time-of-flight. Due to the continuous nature of the time-of-flight, it will not necessarily
lie at the discrete time indices of the sampled channel data. Some form of interpolation is
needed and it has an influences on the image quality and the hardware complexity for imple-
mentation. This is the topic of Section 2.2.
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Figure 1.1: Wave propagation path (dotted line) for calculating the time-of-flight in receive
focusing for a focused transmission. The transmit origin is perceived as the center element of
the transmitting aperture. The TOF path is via the transmit focal point, which is perceived as a
virtual source.
Modern ultrasound systems can estimate the blood velocity. The shift in phase as a function
of time can be determined using an autocorrelation estimator[2]. Another approach is to de-
termine the shift in position using the cross-correlation function[3, 4]. Both approaches only
find the shift along the ultrasound beam direction. Velocities transverse to the beam are not
detected, and velocities in different directions are not depicted correctly. There is, thus, a need
for methods that can detect the correct velocity magnitude and direction as a function of spatial
position. Directional beamforming is one approach. The concept of directional beamforming
is described in Section 2.3. Lines in any arbitrary direction in 3-D space can be beamformed,
as illustrated in Fig. 1.2. The signal from such a line is denoted a directional signal. When
correlating directional signals from consecutive emissions a spatial shift will be present, from
which the velocity can be estimated. Directional beamforming can also be used to estimate
the angle of the velocity vector. The correlation between directional signals from different di-
rections is found, and the direction of the highest correlation is assumed the direction of the
velocity vector.
(a) (b) (c)
Figure 1.2: Receive points are located on straight lines. Different arrangements of lines are
used for different applications. The examples shown illustrate B-mode imaging (a), directional
beamforming for velocity estimation (b) and directional beamforming for velocity vector angle
estimation (c).
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1.2 Implementation of Synthetic Aperture Imaging
Synthetic aperture imaging is a technique, that sets high demands on processing capabilities,
data transport, and storage and makes implementation of a full synthetic aperture imaging sys-
tem very challenging and costly. The techniques and applications described in Chapter 3, and
Chapter 4 are both examples of synthetic aperture imaging, but they are still candidates for a
realistic implementation in a commercial scanner.
Chapter 3 applies the concept of virtual sources and synthetic aperture techniques to 2-
dimensional imaging with a single rotating mechanically focused concave element. Such an
imaging system can e.g. be found in an anorectal ultrasound transducer. With such a trans-
ducer emission and reception are done while the transducer element continuously rotates and
the received RF signals are stored. It is proposed to apply mono-static synthetic aperture focus-
ing (SAF) on these data with the objective of improving lateral resolution and signal-to-noise
ratio (SNR).
The geometrical focal point can be considered as a point source emitting a spherical wave in a
limited angular region. For each image point in a high resolution image line (HRL) it must be
determined which emissions that have a wave field that encompasses the image point. These
emissions contribute to the HRL, and samples from each of them are selected according to the
focusing delays, and added together. This is illustrated in Fig. 1.3
−20 −15 −10 −5 0 5 10 15 20
−5
0
5
10
15
20
25
30
x [mm]
z 
[m
m]
Figure 1.3: An illustration of propagating waves from 3 different emissions. A single sample
of the image line from the center emission is indicated with a dot. Samples from the off-center
image lines which share the same phase-information are also indicated. These samples are
added in the beamformer.
The technique applied in Chapter 4 is similar to the one described in Chapter 3, but it is revised
toward linear array imaging. The technique is realized using two beamformers, and denoted
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Synthetic Aperture Sequential Beamforming (SASB). The VS is now created from an electronic
focused sub-aperture in the first beamformer. Receive focusing is a simple fixed focusing with
receive focal point in the transmit focal point. The focused RF-lines from the first beamformer
are stored and transferred to the 2nd beamformer. Here it is exploited that a single image point
is represented in multiple output lines from the first beamformer. The consequence of this type
of focusing is a virtual aperture, which is as wide as the entire transducer. This results in an
improvement in resolution compared to conventional dynamic receive focusing (DRF). This is
visualized in the side-by-side comparison of simulated images in Fig. 1.4.
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Figure 1.4: Envelope images using DRF (left) and SASB (right).
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CHAPTER
TWO
Beamforming
This chapter discuss various topics within ultrasound beamforming. Beamforming is perhaps
the most essential part of signal processing in ultrasound imaging. Delay and sum beamform-
ing is in its nature a simple task but the defining parameters can take many forms. Beam-
forming represents a large processing task and the performance is highly dependent on the
actual implementation. This includes among others the strategy for calculating the time-of-
flight for the receive focusing, the interpolation scheme, and apodization calculations. This is
discussed further in Section 2.1 which is an extraction from the paper in Appendix B.1. Here
a software beamformation toolbox is described. The toolbox was initially developed by Sara
Gustavsson[5] and Svetoslav Nikolov. It has then been revised and expanded for a more general
use, and to comply to the demands of a synthetic aperture beamformer. This toolbox have been
used extensively for all beamforming tasks in this thesis.
Interpolation between samples is a necessity in delay and sum beamforming. The influence of
the type of interpolation has been investigated together with Henrik Andresen. This work is
described in Section 2.2, which is an extraction from the paper in Appendix B.2.
Beamforming in medical ultrasound is commonly understood as image line beamforming. That
is beamforming lines parallel to the propagation direction of the emitted ultrasound wave field.
A completely different type of delay and sum beamforming is described in Section 2.3, which
is extracted from the papers in Appendix B.3, and Appendix B.4. The co-authored papers
in Appendix C.1 and Appendix C.2 is also on this subject. Directional beamforming was
introduced by Jørgen Arendt Jensen and the application is vector velocity estimation. Lines in
any arbitrary direction in 3-D space can be beamformed. The signal from such a line is denoted
a directional signal and contains information of the scatterers positioned in the near proximity
of the line. Consider a line aligned along the direction of a blood flow. When correlating
directional signals from consecutive emissions a spatial shift will be present. The spatial shift is
generated over a time period equal to the time between two consecutive emissions. The average
velocity of the involved scatterers is estimated as the spatial shift divided by the time period.
This process assumes the direction of the velocity vector is known. Directional beamforming
can also be used to estimate the direction. Spatial signals are then constructed in a number
of directions. For each direction the correlation between directional signals from consecutive
emissions is registered, and the direction of the highest correlation is assumed the direction of
the velocity vector. These techniques are described in details and results from simulations and
flow rig measurements are presented.
Finally relevant literature within synthetic aperture beamforming is discussed. An introduc-
tion is given to the two applications described in Chapter 3, and Chapter 4 applying synthetic
aperture focusing.
11
Chapter 2. Beamforming
2.1 BFT2, a Beamformation Toolbox
2.1.1 Introduction
The image quality and diagnostic capabilities in general of medical ultrasound imaging rely
to a great extent on the beamformer, which is the primary signal processing task of an ultra-
sound system. The delay-and-sum beamformer (DASB) is the dominant type of beamformer
and comprises computation and application of channel delays and apodization in both transmit
mode and receive mode. Even though the principle of the DASB is quite simple the imple-
mentation can be complex. The evolution of ultrasound beamformers from analog into digital
implementations have been described by Thomenius[1] and numerous variations exist and new
and improved methods of beamforming continue to appear. The beamformer design is a conse-
quence of the combination of desired application, image quality demands, array type, and the
processing resources available for real-time implementation. Concurrently with the develop-
ment within real-time processing technology, new types of beamformers, which can utilize this
increase in resources, become an obvious subject of investigations.
Several commercial and non-commercial toolboxes have been developed for different purposes
within array signal processing[6, 7, 8]. Section 2.1 is extracted from the paper in Appendix B.1,
and is about a software toolbox dedicated for off-line beamformation of ultrasound array sig-
nals, written in C++ and with a MATLAB (The MathWorks, Inc.) program interface. The name
of the toolbox is BFT2 and the initial version was developed by Sara Gustavsson[5] and Sve-
toslav Nikolov in 2002 and has been under continuous development ever since. It is motivated
by the potential in improving the image quality of ultrasound imaging by investigating novel
beamforming methods, and by offering colleagues an opportunity not to implement a beam-
former from scratch and, thus accelerating the research. The maturity level of the toolbox at
present time is such that it is applicable to most state of the art beamforming applications and
it is reliable due to the feedback from the intensive use in several projects at Center for Fast
Ultrasound Imaging(CFU).
The purpose of the beamformation toolbox (BFT) is to serve as an applicable entry into receive
beamforming (or focusing) of real RF signals or complex base band signals acquired from any
given application and acquisition sequence. It performs dynamic receive focusing in any arbi-
trary direction in 3D space and offers a range of choices between static or dynamic apodization
and various interpolation schemes. Such a toolbox improves the reliability and can ensure a
consistency in the way beamforming is implemented and the numerous details involved in this
process. The RF data can be of different types and can originate from either a simulation pro-
gram such as Field II[9], from experimental equipment or from in-vivo experiments. Among
the many applications of the toolbox are 3D imaging using 2D arrays or elevation focused 1D
arrays. Also directional velocity vector estimation[10, 11, 12] in vascular imaging is an obvi-
ous candidate. Synthetic aperture (SA) imaging[13, 14, 15] and the many variations such as
synthetic transmit aperture (STA)[16], synthetic receive aperture (SRA)[17, 18, 19] and hybrid
combinations hereof are perhaps the most demanding beamforming tasks in medical ultrasound
and can easily be explored.
Section 2.1 gives an insight into the software architecture of the toolbox and beamformer design
principles and shares some of the many considerations in relation to beamformer development
and implementation. Initially beamformer basics is described and the strategy for calculating
the time-of-flight and the apodization for different applications is discussed. Some of the so-
lutions for the implementation of the processing are briefly described. The discussion of the
12
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software design and how the user can interact with the toolbox and control its parameters can
be found in the paper in Appendix B.1. Finally an example of use is presented.
2.1.2 Beamforming Strategy
The general purpose of beamforming in terms of beam properties is to construct a narrow beam
with a large range of depth. Beamforming in its simplest form is all about controlling the
phase of a group of signals exploiting that the sum of these signals can be either constructive or
destructive. In medical ultrasound beamforming is carried out during both transmit and receive
and the type of beamforming varies first of all with the geometry of the applied transducer and
the focal points. The main transducer categories are linear array, focused array, and phased
array beside the 2D arrays, but can in principle be any kind of arbitrary array.
In transmit beamforming appropriate delays and possibly apodization are applied to the indi-
vidual transducer elements to obtain a single focal point at which the emitted waves sum up
constructively. Receive beamforming is similar since appropriate delays are applied to the sig-
nals received from the individual transducer elements and then a weighted sum is performed.
The main difference is that in transmit only a single focal point can be created at each emission,
since the delays are applied before the emission and the waves are summed physically in the
focal point. In receive multiple focal points can be obtained, by applying a new set of delay
values to the received signals for each focal point.
The BFT does off-line processing of the received signals and, thus, performs receive focusing.
One of the challenges in receive focusing is the strategy for calculating the time-of-flight (TOF).
TOF is the propagation time of the emitted wave in its path from the transmit origin,~re to the
point of receive focus (FP),~r f p and return to one of the elements of the receive aperture,~rr as
illustrated in Fig. 2.1.
tto f =
|~r f p−~re|+ |~rr−~r f p|
c
. (2.1)
Calculating proper receive delays and, thus, the TOF requires that the characteristics of the
transmit beamforming are known. The TOF can be split into the transmit time tto ft and the
receive time tto fr . tto f = tto ft + tto fr . Assuming the speed of sound, c is known the receive
time is uniquely determined from the receive path which is simply the path from the FP to
receive aperture elements. The transmit path though is not well defined because the emitted
pressure wave does not necessarily emanate from a point source as illustrated in Fig. 2.1 but
is a consequence of numerous waves emitted from different elements at different times. The
transmit time must be approximated accordingly.
Fig. 2.2 and Fig. 2.3 are illustrations of different situations where the strategy for calculating
the TOF are not the same. In Fig. 2.2 a focused transmission with a transmit focal point (TFP)
located at ~rt f p is applied and the FP is located off-axis. The transmit origin, ~re is defined
as the center element of the transmit sub-aperture. In compliance with the concept of virtual
sources[20, 21, 22, 23, 24], the transmit focal point can be considered as a point source emitting
a spherical wave. By using this concept the transmit part tto ft of the TOF can be calculated
unambiguously and the TOF becomes
tto f =
|~rt f p−~re|± |~r f p−~rt f p|+ |~rr−~r f p|
c
(2.2)
The ± in (2.2) refer to whether the FP is above or below the TFP. In Fig. 2.3 an unfocused
plane wave is emitted and the transmit time tto ft in this case is simply proportional to the axial
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Figure 2.1: Wave propagation path (dotted line) for calculating the time-of-flight in receive
focusing. The transmit origin,~re and the receive point,~rr are illustrated as different elements
of an array.
distance, |z f p− ze| between the aperture and the FP and the TOF is then
tto f =
|z f p− ze|+ |~rr−~r f p|
c
. (2.3)
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rfp
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r
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Figure 2.2: Wave propagation path (dotted line) for calculating the time-of-flight in receive
focusing for a focused transmission. The transmit origin is perceived as the center element of
the transmitting aperture. The TOF path is via the transmit focal point.
In DASB the strategy for beamforming a single point is to select one sample from each receive
channel of the acquired data and then sum up a weighted set of these samples. By beamforming
a group of points a scan line can be created. Different arrangements of scan lines are used for
different applications. Examples of applications are illustrated in Fig. 2.4.
In general a beamformed image point, I(~r) at position,~r f p can be expressed as
I(~r f p) =
Ne∑
e=1
Ae(~r f p)
Nr∑
r=1
Ar(~r f p)se,r(tto f (~re,~rt f p,~r f p,~rr)) , (2.4)
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Figure 2.3: Wave propagation path (dotted line) for calculating the time-of-flight in receive
focusing for a plane wave transmission. The transmit origin and the receive point are illustrated
as different elements of an array. The transmit origin is assumed at the same lateral position as
the receive point.
(a) (b) (c)
Figure 2.4: Receive points are located on straight lines. Different arrangements of lines are
used for different applications. The examples shown illustrate B-mode imaging (a), directional
beamforming for velocity estimation[10] (b) and directional beamforming for velocity vector
angle estimation[11, 12] (c).
where Nr is the number of receiving elements,A is the dynamic apodization function in transmit
and receive and se,r(t) is the time-domain received echo signal at receiving element r after the
e’th emission. Ne is the number of emissions used to construct the image point, where the
origin of each emission is spatially different from the other as is the case in STA. E.g for a
conventional B-mode image point, Ne = 1.
As already stated the samples to select are determined by the TOF. Due to the continuous na-
ture of the TOF the sample index will not necessarily coincide with the discrete time indices of
the sampled channel data. A nearest neighbor approach or some form of inter-sample interpo-
lation is needed. This has a influences on the image quality and the hardware complexity for
implementation. This is discussed further in Section 2.2.
With an aperture of finite size edge waves will affect the beam pattern by increasing the side
lobes. Apodization is often applied in both transmit and receive to suppress the side lobes
with a trade-off in lateral resolution, since the aperture width is inversely proportional to the
main lobe width of the beam pattern. Receive apodization can take the form of a fixed tapering
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of channel signals, a step-wise depth dependent function or a fully dynamic function. The
latter offers an opportunity to introduce an expanding and contracting aperture and maintain a
constant preferred F-number and uniform beam pattern[25] until the entire aperture is applied.
Toolbox Software Design.
The software design of the toolbox is described in more detail in the paper in Appendix B.1.
The toolbox is written in C++ and since it has a MATLAB (MathWorks Inc.) user interface
MATLAB MEX-files are used to link between the C++ source code and the MATLAB environ-
ment. MEX-files are dynamically linked routines, which can be invoked from MATLAB just
as a general built-in function[26, 27]. The toolbox is designed for parallelization on a multi-
processor cluster but can just as well run on a single processor system with a Windows or a
Linux operating system. This part of the design is called Parlib[28].
One of the processing tasks of the toolbox is the apodization calculation. The apodization can
be defined in two distinct ways. One option is completely flexible in the sense that arbitrary
apodization values can be defined for an arbitrary number of depth intervals. With this option
a simple and fixed tapering can be applied for FP’s at all depth or extraordinary apodization
functions e.g. the functions investigated by Jensen and Munk for vector velocity estimation[29]
can easily be implemented.
A dynamic apodization function with an expanding aperture can also be implemented with
this option. This is done by supplying a table of the desired apodization values and manually
calculating the depth intervals in which the different apodization values should be applied. This
can be slightly cumbersome and for the purpose of creating a dynamic apodization function
with a preferred F-number another option exist. Here a pre-defined analytical window function
e.g. a Hamming or a Tukey is given as a text string along with a desired F-number. The toolbox
then calculates the width of the active sub-aperture and the apodization values. If the width
of the active sub-aperture exceeds the aperture width already defined elsewhere in the toolbox,
then only the central part of the calculated values are applied as illustrated in Fig. 2.5. For a
given FP the analytical calculation of the apodization value for aperture element, i, if e.g. a
Hanning window is applied, is
A(γ) =
{
0.5(1− cos(piγ+pi)) for γ≤ 1
0 for γ > 1 (2.5)
where γ is a normalized index which depends on the distance, D between the FP and a reference
point on the aperture, the desired F-number, F and on the position of the element,~ri for which
the apodization value is calculated relative to the center position of the aperture,~rc
γ(ri) = |(~ri−~rc)|2F/D . (2.6)
The BFT is primarily designed to beamform FP’s located on straight lines in any arbitrary
direction as illustrated in Fig. 2.4. Equidistant points on a line can be characterized by an origin,
~r0, a direction, ζ, a length, L and the distance between consecutive points, ∆r as illustrated in
Fig. 2.6. The coordinate of the i’th point,~ri = (x,y,z) on the line is
~ri =~r0+ i∆rζ . (2.7)
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Figure 2.5: Dynamic apodization with expanding aperture.
r0
→ ζ→
L
∆r
Figure 2.6: Line of equidistant receive focus points.
The method for calculating the TOF consists of nested loops going through lines, FP’s, and
finally transducer elements. This facilitates that the TOF can be calculated for all permutations
of FP’s, transmit aperture elements, and receive aperture elements. The TOF calculation in (2.1)
and (2.2) involves a square root operation which is a computational heavy task to implement i
hardware[30]. An alternative to calculating the TOF for each individual FP has been studied
by Nikolov et al[31, 32].
2.1.3 Example of use
An example of use is presented next. As stressed previously in Section 2.1.2 the strategy for
calculating the TOF is of great significance in respect to phase coherent summation of channel
data. An example of a Field II[9] simulation is given in Fig. 2.7. Here a single point target
(PT) located at~rpt = (5,0,12) mm has been beamformed according to (2.3) and (2.2) respec-
tively. The beamformed FP’s are located on the axial line intersecting the PT. The simulated
application is a focused transmission using a linear array aperture of 128 elements, a 2-cycle
sinusoid excitation and a transmit focal point at~rt f p = (0,0,5) mm. The beamformed pre-sum
data are shown for all the receiving channels (columns). It appears that the beamformed chan-
nels are more coherent in phase around the PT when beamformed according to (2.2). This is
in agreement with the strategy that the receive beamforming must comply with the transmit
beamforming.
The BFT has been used in several occasions and for many different applications. Some exam-
ples of use are SA B-mode imaging[33],SA flow[34, 35], directional beamforming for velocity
estimation[10], directional beamforming for velocity vector angle estimation[11, 12], plane
wave color flow imaging[36], and coded SA[37, 38].
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Figure 2.7: The response from a point target is simulated in Field II[9] with a focused trans-
mission. The data are beamformed with two different strategies for calculating the TOF, (2.3)
(left) and (2.2) (right). The beamformed data is shown for all the receiving channels (columns).
2.1.4 Conclusion
A software toolbox for off-line dynamic receive focusing of scan lines in any arbitrary direction
in 3D space has been developed. It offers a choice between different methods for calculating
time-delays, various inter-sample interpolation schemes, and apodization can be any preferred
window function of fixed size or it can be fully dynamic with an expanding and contracting
aperture to obtain a preferred F-number. Some of the beamformer design principles and some
of the many considerations in relation to beamformer development and implementation are
shared.
2.2 Interpolation
2.2.1 Introduction
In medical ultrasound receive focusing is a core signal processing element used for reconstruc-
tion of image points from the received transducer signals in both conventional and synthetic
aperture imaging. In the delay-and-sum beamformer a sample is selected from each of the re-
ceive channels corresponding to the echo of the image point target. The sample index is based
on the total transmit-receive time-of-flight. Due to the continuous nature of the time-of-flight,
it will not necessarily lie at the discrete time indices of the sampled channel data. Thus, some
form of interpolation is needed and this heavily influences the image quality and the hardware
complexity for implementation. By using a proper interpolation scheme it is possible to reduce
the sampling frequency or to improve performance.
Section 2.2 is extracted from the paper in Appendix B.2. The investigation is based on the work
of Henrik Andresen [39] and quantifies the change in performance as a function of interpola-
tion type applied by means of ultrasound simulations of point scatterers in Field II [9]. The
beamformation toolbox, BFT2 which was described in Section 2.1 is used in the investigation.
It performs dynamic receive focusing and offers choices between static or dynamic apodiza-
tion and various interpolation schemes. The interpolation schemes investigated include linear,
polynomial, and up-sampling and FIR filtering. Various order polynomials and FIR filters are
investigated.
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2.2.2 Description
The investigation on the influence of the choice of interpolation scheme includes conventional
B-mode imaging and synthetic aperture imaging (SAI). The ultrasound RF signals for the in-
vestigation is created using Field II and the beamforming is performed with BFT2. From a
reference data set an evaluation data set is created, which is used for the evaluation. For the
evaluation the point-spread function, PSF is useful when observing the characteristics of differ-
ent imaging modalities. It is highly affected by the type of transmit-receive focusing used, and
is, thus, also affected by the interpolation in receive beamforming. The lateral part of the PSF
is especially interesting in terms of spatial distribution and amplitude of the side-lobe energy,
which again directly affects the image contrast. The evaluation and comparison of interpolation
schemes is done by partly observing the lateral PSF and quantizing the main-lobe and side-lobe
energy distribution in terms of the full-width-half-maximum, FWHM and the side-lobe-main-
lobe-ratio, SLMLR and partly by the noise power of the interpolation error. The FWHM and
the SLMLR are calculated in the horizontal plane at the depth of each of the point scatterers
and compared to the case where the reference data is used.
Simulation setup
The ultrasound RF signals for the investigation is created using Field II with a 192-element,
7 MHz linear array transducer with λ pitch as Simulation Model and a 3-cycle sinusoid as
excitation. The simulation is based on point scatterers placed at a depth of 10 mm to 80 mm
with 5 mm between each, placed along the center of the transducer. A reference RF data set has
been created using a sampling frequency of 1 GHz and linear interpolation and the evaluation
RF data set is created by decimating the reference data (picking out samples) to a sampling
frequency of 40 MHz. Two data sets are created. One by using conventional B-mode imaging,
and one by using SAI. The conventional B-mode imaging with a sliding aperture of 64 elements
applies dynamic receive focus and dynamic Hanning apodization with an F-number of two. In
transmit an F-number of two is applied which gives a single transmit focus at 26.6 mm close
to the geometrical focal point of the transducer at 25 mm. In SAI each element will transmit
a pulse in sequence, and all elements are used in receive and a Hanning apodization is applied
over the entire aperture. The points selected for beamforming are along the center of the active
aperture, creating a total of 129 lines for both imaging modalities, where the points along each
line will be spaced 0.1 mm apart.
Linear, polynomial and upsampling and filtering are the interpolation schemes applied. The
polynomial interpolation estimates the value between samples by fitting a polynomial of order
M to the M+1 nearest points, and the algorithm for implementation in BFT2 is taken from [40].
Polynomials of order two to five are examined. Instead of fitting a function type to the measured
data, simply upsampling and low-pass filtering the data is another option [41]. The upsampling
is set to a factor of eight and the low-pass filtering will be performed by an equiripple FIR-filter
designed with Matlab’s Filter Design and Analysis Tool with a pass band between 0 and 116
relative to the upsampled Nyquist rate. The stop band is defined from 316 to 1. The design
parameters of the filters used can be seen in Table 2.1.
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Filter Pass band Stop band Filter
setup ripple, dB amplitude, dB order
1 ±0.1 -30 30
2 ±0.1 -40 34
3 ±0.1 -50 38
4 ±0.1 -70 48
Table 2.1: Filter design parameters
2.2.3 Simulation Results
The observation of main-lobe and side-lobe levels is part of the evaluation. The investigation
shows that the main-lobe is practically the same for the reference data and the decimated data,
hence the full width at half maximum (FWHM) does not vary significantly with the interpo-
lation schemes. The FWHM is the lateral distance between the two points on the lateral PSF
where the amplitude is -6 dB relative to the maximum of the PSF. However the side-lobe level
does vary with the interpolation type and the SLMLR of the different interpolation schemes at
the depth of each of the point scatterers is calculated and quantized into the difference between
the mean SLMLR over all depths of the interpolated data and the reference data, ∆SLMLR
∆SLMLR = 1
D
D
∑
i=1
EiSL
EiML
− 1
D
D
∑
i=1
Ere fiSL
Ere fiML
. (2.8)
D is the number of depths and Ei denotes the energy of the lateral part of the PSF at depth
index i. The side-lobes are not necessarily distinct peaks in the lateral PSF. Side-lobes are
here defined as whenever the lateral distance from the point scatterer is larger than 5 mm.
Another quantitative measure is the signal-to-noise ratio, SNR which is a measure of how
much the interpolated signal differ from the reference signal, SNR = 10log( µ
2
(µ̂−µ)2 ), where µ is
the reference signal and µ̂ is the interpolated signal.
All results are found in the paper in Appendix B.2.
2.2.4 Conclusion
The main-lobe of the lateral point-spread function is practically the same, when using the ref-
erence data and the linear interpolated data. Hence, the FWHM in this investigation is not
affected by the type of interpolation. When using conventional B-mode imaging and linear
interpolation, the difference in mean SLMLR is 6.2 dB. With polynomial interpolation the dif-
ference is in the range 6.2 dB to 0.3 dB using 2nd to 5th order polynomials, and with FIR
interpolation the difference is reduced from 5.8 dB to 0.1 dB depending on the filter design.
The SNR is between 21 dB and 45 dB with the polynomial interpolation and between 37 dB
and 43 dB with FIR filtering. The order of the FIR-filters can be decreased by reducing the
demands on the pass band. The result of this is a decrease in the SNR, but the SLMLR is
practically unchanged compared to the higher order filters. Thus, in B-mode imaging, the dec-
imated data in combination with 4th order polynomial interpolation or a FIR filter of order 28
will yield a performance very near to the performance of using the reference data.
In the synthetic aperture imaging modality the influence of the type of interpolation applied is
even higher. Here the difference in mean SLMLR ranges from 14 dB to 33 dB and 6 dB to
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31 dB for the polynomial and FIR filtering schemes respectively. The SNR is similar to the
case of conventional B-mode imaging. By using a proper interpolation scheme it is possible
to reduce the sampling frequency and avoid a decrease in performance. When replacing linear
interpolation with a more advanced interpolation scheme it is possible to obtain a reduction in
SLMLR of 18 dB and 33 dB in the B-mode and SA imaging, respectively, and an improvement
in SNR of 24 dB.
2.3 Directional Beamforming
2.3.1 Introduction
Modern ultrasound systems can estimate the blood velocity in-vivo in real time [42, 43]. This
is done by acquiring ultrasound signals from the same direction a number of times, and then
correlate the signals. The shift in phase as a function of time can be determined using an
autocorrelation estimator and this yields the velocity [2]. A second approach is to determine
the shift in position using the cross-correlation function and dividing with the time between
emissions [3, 4] gives the velocity. Both approaches only find the shift along the ultrasound
beam direction, and only the projected velocity along this direction is, thus, found. Velocities
transverse to the beam are not detected, and velocities in different directions are not depicted
correctly. There is, thus, a need for methods that can detect the correct velocity magnitude and
direction as a function of spatial position.
Several authors have devised methods for estimating the correct velocity. Fox [44] suggested
using two crossing beams to have two independent measurements. This, however, necessitates
the use of a large aperture to get a sufficient angle between the beams to ensure a precise de-
termination of the transverse component. Trahey and co-workers [45] suggested using speckle
tracking over a region of the image to track the motion in any direction. This necessitates the
use of fast beamformer to generate the large amounts of data. It has also been suggested to
introduce a lateral oscillation, so that the phase shift in the lateral directions also can be found
using a modified autocorrelation method [29, 46]. Several other methods have been suggested
[47, 48], but none have so far yielded a satisfactory performance to be commercially imple-
mented.
Section 2.3 is extracted from the paper in Appendix B.3, and suggests a method for estimating
the velocity vector, and especially the direction of the vector. The velocity magnitude is deter-
mined by focusing signals along the direction of the flow as suggested in [10, 49]. This can be
done, if the correct direction is known. In current commercial scanners this is found by inspect-
ing the B-mode image, and then use this angle in the beamforming. This is cumbersome and
difficult to use, if the beam-to-flow angle changes throughout the image. An angle estimation
approach based on directional beamforming is suggested here in Section 2.3. The approach is
founded on the idea from [11]. Directional signals for a number of directions are beamformed,
and the peak normalized correlation value is found. The direction with the highest correlation
is then chosen as the angle estimate. The basics of the velocity estimation scheme is briefly
described in Section 2.3.2, and the angle estimation method is introduced in Section 2.3.3.
The results of the simulations and the measurements are found in the paper in Appendix B.3.
Further results can be found in the co-authored papers in Appendix C.1 and Appendix C.2.
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Figure 2.8: Focus-lines for constructing spatial directional signals.
2.3.2 Directional Velocity Estimation
This section gives a brief introduction to the principles from [10] of directional velocity esti-
mation using focusing along the flow direction. The concept of spatial directional signals is
introduced, and it is shown how the velocity can be estimated from these.
As described the conventional cross-correlation method can only estimate the velocity compo-
nent projected onto the direction of the ultrasound propagation, since the beamforming is done
along this direction. In directional velocity estimation the beamforming is done along the flow
direction, and the correct velocity amplitude can, thus, be found, also for a purely transverse
direction.
The basic principle is to focus the responses received by the transducer along focus-lines in the
flow direction, which is referred to as directional signals in the spatial domain. In Fig. 2.8 a
blood vessel and examples of focus-lines are shown. The spatial signals for two consecutive
emissions are then cross-correlated and the shift between them is found. This is a shift in spatial
position of the scatterers, and dividing by the time between emissions, thus, directly gives the
velocity magnitude. Just as for the conventional systems the angle between the propagating
direction of the emitted beam and the flow direction must be known before the beamforming
can be done.
The directional signals are denoted g(x′), where x′ is the x-coordinate in a rotated coordinate
system aligned along the flow rather than along the ultrasound beam direction as shown in
Fig. 2.9. Here the x′-axis of the new coordinate system is parallel to the flow direction, and the
origin of the coordinate system is placed at the center of the vessel at depth Zves. The original
coordinate system, (x,z) has origin at the center of the transducer, the x-axis is parallel with
the transducer, and the z-axis represents the depth. The y-axis represents the elevation plane,
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Figure 2.9: Rotated coordinate system (x′,z′) oriented along the flow direction, and with origin
at the center of the vessel at a distance Zves from the transducer.
and this is the same for both coordinate systems. The relation between the rotated coordinate
systems and the original coordinate system is given by
x = sin(θ) · x′+ cos(θ) · z′
y = y′
z =−cos(θ) · x′+ sin(θ) · z′+Zves ,
(2.9)
or given in matrix notation [
x
z
]
= Rxz ·
[
x′
z′
]
+
[
0
Zves
]
, (2.10)
where Rxz is the rotation matrix given by
Rxz =
[
sin(θ) cos(θ)
−cos(θ) sin(θ)
]
. (2.11)
The angle θ is defined in Fig. 2.9. In the new coordinate system the velocity vector is ~v =
(vx′,0,0), which has only one non-zero component, vx′ = |~v| provided the correct angle is used.
The position of the scatterers can now be expressed through a scalar, where the first position is
x′1, and the position after Tpr f seconds is x′2 = x′1+ vx′Tpr f . The directional signals are used to
find the velocity. The first signal is given by g1(x′), and the second obtained Tpr f seconds later
is g2(x′). The two signals are related by
g2(x′) = g1(x′− vx′Tpr f ). (2.12)
Cross-correlating the two signals gives
R12(ξx′) =
∫
X
g1(x′)g2(x′+ξx′)dx′ , (2.13)
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where X is the length of the directional signals. Using (2.12) the cross-correlation can be
rewritten as
R12(ξx′) =
∫
X
g1(x′)g1(x′− vx′Tpr f +ξx′)dx′ = R11(ξx′− vx′Tpr f ) , (2.14)
which is the shifted auto-correlation R11(ξx′) of g1(x′), which has a global maximum at ξx′ =
vx′Tpr f . The maximum of the cross-correlation function
ξx′max = argξx′
max{R12(ξx′)} , (2.15)
is, thus, the shift in spatial position of the scatterers over the time interval Tpr f . This makes it
possible to calculate the velocity estimate along the flow direction, given by
vˆx′ =
ξx′max
Tpr f
. (2.16)
The cross-correlation can be improved by averaging over several estimates of R12 under the
assumption, that the velocity of the scatterers can be considered constant for several pulses. A
number of cross-correlations, Nxc can, thus, be used in the estimation. When applying averag-
ing, R12(ξx′) in Eq. (2.13) and Eq. (2.15) is substituted with
R12(ξx′) =
Nxc∑
i=1
R
{
gi(x′,z′),gi+1(x′,z′)
}
, (2.17)
where R is the cross-correlation operator. The correct flow angle must be determined, for this
to work, and this is the topic of Section 2.3.3.
Beamforming of directional signals is performed as described in [10, 49]. The discrete direc-
tional signals are obtained by focusing signals received by the transducer elements in a set of
points. These points are located on a straight line in any arbitrary direction and e.g. aligned
along the flow direction for velocity estimation. The focusing of any of these points, is based
on the total transmit-receive time-of-flight and a sample of the directional signal corresponding
to the point rx is calculated as
g(rx) =
NE∑
j=1
s j(trx) =
NE∑
j=1
s j
( |rt− rx|+ |rx− rj|
c
)
, (2.18)
where NE is the number of transducer elements, s j(t) is the received signal from transducer
element j, trx is the time instance at which to select a value from the signal s j(t), rt is the
position of the transmit source and rj is the position of the j’th transducer element.
2.3.3 Angle Estimation
Conventional velocity estimation systems relies on knowledge of the angle between the flow
vector and the direction of the emitted ultrasound beam, and traditionally this knowledge comes
from the B-mode image. In the ideal situation the vessel is rigid and straight without sudden ge-
ometric changes within the range of the B-mode image, or at least within the velocity estimation
range. In this case the beam-to-flow angle could be determined with satisfactory results from
the B-mode image. Unfortunately, this is not a realistic case. The blood vessels are branching
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and curving and typically no unique direction can be found for the whole image. This leads
to a wrong correction value for the projected velocity component, and the consequence is an
increase in bias and standard deviation. The approach also fails for angles close to 90◦. This
motivates the investigations of an automatic approach to angle estimation.
The spatial directional signals are obtained by focusing the received responses in points along
the flow direction. Directional signals obtained from two consecutive acquired responses prop-
erly aligned with the flow direction have a high correlation. The primary contribution to the
de-correlation between the signals is the spatial shift due to the movement of the scatterers.
Another minor contribution is due to new scatterers entering the directional signal at one end
and others leaving at the other end. Now consider the case where the directional signals are not
aligned along the flow direction. The distribution of the scatterers for the second directional
signal is no longer just a shift in position of the previous scatterer distribution. The relative
positions between the scatterers have changed, due to the different velocities for the different
scatterers. The consequence is that the correlation between the two directional signals is re-
duced compared to the case of focusing along the flow direction. This change in correlation is
the property used for the angle estimation. The method is, thus to obtain directional signals in
a number of directions, and quantify the correlation between signals in each direction. From
this procedure a correlation-function is constructed showing the normalized correlation as a
function of search angle. The maximum of this function indicates the direction with the highest
correlation between consecutive signals; hence the flow direction.
The cross-correlation is an obvious choice for the correlation-function. The cross-correlation
peak amplitude is though not directly a valid measure. The cross-correlation output values are
dependent on the amplitudes of the directional signals, and the amplitudes will differ due to
different scatterer distributions at the focal points, and due to the spatial energy distribution
of the transmitted ultrasound beam. Instead the correlation peak should be found from the
normalized cross-correlation. The normalization factor could be the power of the signal, and
this approach is formulated as
R12n(l,φ) =
R12(l,φ)
P12(φ)
R12max(φ) = max(R12n(l,φ))
θ̂k = arg
φ
max{R12max(φ)} ,
(2.19)
where R12n(l,φ) is the normalized cross-correlation estimate between directional signals,
g1(x′,φ) and g2(x′,φ) and
P12(φ) =
√
R11(0,φ) ·R22(0,φ) =
√
∑
x′
g1(x′,φ)2 ·∑
x′
g2(x′,φ)2 (2.20)
represents the power of the signals. φ denotes the angle of the directional signal. R12max(φ) is
the maximum value of the normalized cross-correlation estimate as a function of beam-angle.
The discrete angle estimate, θ̂k, is found where R12max(φ) has its peak value.
The discrete cross-correlation estimates can yield erroneous peaks, when a limited amount of
data is used, and if noise is present in the data. This has been investigated in [10] and the
influence of noise on the angle estimation is expected to be similar. The cross-correlation
estimate can be improved by averaging over several directional signals. If averaging is used,
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R12n(l,φ) in Eq. (2.19) can be rewritten as
R12n(l,φ) =∑
i
Ri,i+1(l,φ)
Pi,i+1(φ) , (2.21)
where, i, represent the pulse-echo lines, and the final correlation-function from Eq. (2.19) is,
thus, formulated as
R12max(φ) = max
(
∑
i
Ri,i+1(l,φ)
Pi,i+1(φ)
)
. (2.22)
The quantization of the cross-correlation is determined from the spatial sampling frequency,
when constructing the directional signals. If the spatial sampling interval is sparse, the perfor-
mance can be improved by interpolation around the peak value of R12n(l,φ). Fitting a second
order polynomial to the samples around the peak, R12(lp,φ), where lp denotes the lag at which
the peak occurs, will give a more precise maximum value [3], hence a more precise angle
estimation.
The correlation between the directional signals can also be described using the correlation
coefficient ρ. Correlation is the degree to which two or more components are linearly associated
and the statistical term is the covariance
cov(x1,x2) = 〈(x1− x1)(x2− x2)〉 , (2.23)
between components, x1 and x2, and where 〈〉 is the expectation operator. The correlation
coefficient is simply the covariance normalized with the product of the standard deviations of
the two components, and is defined as
ρ = cov(x1,x2)
σx1σx2
, (2.24)
where ρ ∈ [−1,1] and ρ = 1, corresponds to perfect linear relation or full correlation.
The strategy for the angle estimation involves two steps, when the correlation coefficient is used
for the correlation-function. Before calculating the correlation coefficient the two directional
signals, for which the correlation coefficient is needed, are aligned. Otherwise the correlation
coefficient will be small even at the true angle due to the spatial shift from the movement of
the scatterers. The alignment is determined from the discrete lag at the cross-correlation peak,
lp. To increase accuracy a 2nd order polynomial is fitted around the peak [3] to find a new
interpolated lag value, lintp :
lintp = lp−
R12n(lp+1)−R12n(lp−1)
2(R12n(lp+1)−2R12n(lp)+R12n(lp−1)) .
(2.25)
Due to the new continuous lag the alignment operation involves a first order linear interpolation
or a higher order interpolation scheme between the samples in one of the signals g1 or g2. The
correlation-function using the correlation coefficient is, thus, defined as
ρ(φ) =∑
i
cov
(
gi(x′,φ),gi+1(x′+ lintp ,φ)
)
σgi(x′,φ)σgi+1(x′+lintp ,φ)
, (2.26)
and the final angle estimation using this function is
θ̂k = arg
φ
max{ρ(φ)} , (2.27)
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where the estimate has been improved by averaging over several estimates of ρ using several
pulse-echo lines i.
If the expectation operator is approximated by the temporal average and assuming x1 = x2 = 0
then the correlation coefficient of Eq. (2.24) can be written as
ρ = ∑x1x2√
∑x21
√
∑x22
, (2.28)
and the correlation-function can be calculated by rewriting (2.26) into
ρ(φ) =∑
i
∑
x′
gi(x′,φ) ·gi+1(x′+ lintp ,φ)√
∑
x′
gi(x′,φ)2 ·∑
x′
gi+1(x′+ lintp ,φ)2
, (2.29)
or written in terms of the cross-correlation
ρ(φ) =∑
i
R∗i,i+1(0,φ)
P∗i,i+1(φ)
, (2.30)
where ∗ denotes operation on the aligned signals.
The two approaches to calculating the correlation-function in Eq. (2.22) and Eq. (2.29) (or
Eq. (2.30)) respectively are closely related but there are some differences. The quantifier in
Eq. (2.29) benefits from the directional signals being accurately aligned before multiplication
and summing contrary to the quantifier in Eq. (2.22). Here the summing of cross-correlation
functions will suffer from a sparse spatial sampling and they will not sum fully coherently.
The quantifier in Eq. (2.29) though requires additional computation due to the interpolation
involved in the alignment. The influence of the choice of quantifier on the angle estimation
performance is discussed in the paper in Appendix B.3.
The directional lines are placed with an angular distance, ∆φ, and the estimates are, thus, ini-
tially restricted to be discrete estimates, θ̂k with the same resolution. Continuous estimates, θ̂
can be obtained by employing interpolation similar to (2.25) around the peak of the correlation-
function to find a continuous index for the peak and then use linear interpolation between the
neighboring discrete angles. This will reduce the number of directions to beamform signals
in. Prior knowledge of the actual flow angle can also be used in confining the angle search
range with the purpose of limiting the computational task. Iterative schemes could be used,
where a temporary estimate based on interpolation between results from a few search angles is
used. A new search, in a new confined search range around this temporary estimate, can now
be made with an increased search resolution. This process continues until the desired precision
is obtained or until the limit on the accuracy of the method has been reached.
In the angle and velocity estimator the correlation is traditionally calculated based on consec-
utive directional signals. Considering the velocity estimator, for low velocities or high pulse
repetition frequencies, the shift between signals is low yielding a value of ξx′max from Eq. (2.16)
close to zero. This will make the relative estimation variance high since noise will dominate
the estimate. It can be an advantage to correlate signals, where the time between acquisitions is
higher. The directional signals used for the cross-correlations are then selected with a time in-
terval, Tcc = kt pr f ·Tpr f between the correlated signals. Tcc is referred to as the correlation-time
and the proportionality, kt pr f is referred to as the correlation-time-factor. The correlation-time-
factor is, thus, a representation of how many directional signals that are bypassed before the
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correlation is performed. All indices equal to i+ 1 in all previous equations for both velocity
and angle estimation must then be substituted by i+ kt pr f , and, e.g. Eq. (2.13), is then written
as
Ri(ξx′) =
∫
X
gi(x′)gi+kt pr f (x
′+ξx′)dx′, i = 1 . . .Nxc , (2.31)
where gi is the i’th directional signal. Considering the angle estimator, the same dependency
on the choice of kt pr f applies, and it appears to be an important parameter, which affects per-
formance radically, and the optimal value varies with the flow angle. This will be discussed in
more detail in the paper in Appendix B.3.
The consequence of using a wrong beam-to-flow angle is different in conventional velocity es-
timation [43, 42] than with the directional beamforming approach proposed in this paper. With
the conventional velocity estimation approach the estimate available is the velocity projected
along the ultrasound beam direction, and this estimate must, thus, be compensated with the
beam-to-flow angle to obtain the correct velocity amplitude along the flow. If the angle esti-
mate is not correct a bias will occur in the velocity estimate. The bias will increase for the same
absolute angle estimation error as the true flow angle increases toward 90◦. This can be seen
from the expression of the relative change in velocity estimate
∆v
v
=
cos(φ)
cos
(
φ̂
) −1 . (2.32)
With the velocity estimation approach suggested in this paper the beam-to-flow angle estimate
is used for beamforming the focus lines, and the consequence on the velocity bias is only related
to the cosine-relation between the true angle and the estimated angle. In Fig. 2.10 the relative
change in velocity estimate is shown as a function of beam-to-flow estimation error for both
velocity estimation approaches with angle errors of±10◦ assuming velocity projection. For the
conventional approach the relative change is shown for θ = 45◦ and θ = 60◦.
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Figure 2.10: Velocity estimation error due to a wrong beam-to-flow angle estimate. Conven-
tional velocity estimation approach for two different flow directions (Left). Directional velocity
estimation approach (Right).
All results are found in the paper in Appendix B.3.
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2.3.4 Conclusion
When using focusing along the velocity direction for velocity estimation the velocity profile
estimates from simulations have relative mean standard deviations between 0.7% and 7.7%
for flow between 45◦ and 90◦. The simulation study and measurement study both showed
that angle estimation by directional beamforming can be estimated with a high precision and
potentially yielding velocity estimates with a better accuracy.
The angle estimation performance is strongly influenced by the choice of correlation-time, and
a proper choice varies with flow angle and will vary with flow velocity amplitude though the
latter is not shown in this paper. Flow angles of θ = {45◦,60◦,75◦} requires a high value of
the correlation-time whereas for θ = 90◦ a low value is required. By using the optimal choice
of correlation-time for the different flow angles based on a parameter study the potential of the
method has been revealed. With these favorable conditions the simulations produced 100%
valid estimates (no outliers) and a bias and standard deviation below 2◦ for all flow angles.
Using the measurements more than 96% valid estimates were produced for the flow angles
θ= {60◦,75◦,90◦} and with a bias below 2◦ and a standard deviation below 5◦. The techniques
used are based on an assumption of a laminar flow. A a turbulent flow will evidently complicate
matters of angle estimation and can be a topic of future investigations.
2.4 Synthetic Aperture Focusing
Inspired by synthetic aperture (SA) radar techniques[50, 51, 25], SA ultrasound imaging
has been investigated thoroughly for many years. In synthetic transmit aperture (STA)
imaging[52, 53] a single element is used to transmit a spherical wave that occupies the en-
tire region of interest. The backscattered signals are registered using a multi-element receive
aperture and RF-samples from all channels are stored. Delay-and-sum (DAS) beamforming
can be applied to these data to construct a low-resolution image (LRI), hence an image con-
structed from a single emission. Several emissions from single elements across the aperture
will synthesize a larger aperture and the LRI’s from these emissions can be added into a sin-
gle high-resolution image (HRI). The HRI is dynamically focused in both transmit and receive
yielding an improvement in resolution[54]. This has been confirmed with side-by-side compar-
isons with conventional ultrasound imaging in pre-clinical trials by Pedersen et. al[55]. This
imaging technique sets high demands on processing capabilities, data transport, and storage
and makes implementation of a full SA system very challenging and costly. The method in-
vestigated in this paper is yet another variation on SA processing. The objective is to reduce
the demands on the system making it a more realistic task to implement, while still preserving
benefits in imaging performance.
Synthetic aperture imaging and principles have been studied in other Ph.D. theses[14, 15].
Many variations of synthetic aperture focusing (SAF) and examples of implementation have
been reported with improvements in both frame rate, penetration, and lateral resolution. A
simple real-time single channel system with a multiplexer for array imaging was described
by Peterson and Kino[56] back in 1984. In the mono-static approach[54] the same element
serves as a transmitter and a receiver. A SA technique suitable for a hand held system using a
multi-element transmit and receive aperture was described by Karaman et al.[52]. Lockwood
and Hazard described a sparse SA beamforming technique for three-dimensional ultrasound
imaging using a few transmit pulses for each image[13, 16]. A SA method for a circular
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aperture was investigated by O’Donnell and Thomas[57].
The concept of using the transmit focal point as a virtual source (VS) or a virtual aperture
was introduced by Passmann and Ermert[21]. Virtual sources in SAF was further investigated
by Frazier and O´Brien[22], Nikolov and Jensen [23, 58], and Bae and Jeong[59]. It was
shown that the virtual source coincides with the focal point of the transducer, and that a depth
independent resolution can be achieved.
In this thesis synthetic aperture focusing is applied in two different applications in Chapter 3
and in Chapter 4. In Chapter 3 synthetic aperture techniques are applied to 2-dimensional
imaging with a single rotating mechanically focused concave element. It is proposed to apply
mono-static synthetic aperture focusing (SAF) on data acquired with such a transducer. The
focal point of the transducer element is considered a virtual source. Virtual sources from several
emissions form a virtual aperture and data from these emissions are used to construct the final
image. A simulation study is carried out with the objective of improving lateral resolution and
signal-to-noise ratio (SNR).
In Chapter 4 a similar technique is applied, but to linear array imaging. Here the synthesized
aperture consists of virtual sources created from a sub-aperture. The position and the opening
angle of the VS are determined by the electronic focusing instead of a concave element. The
technique is realized using two beamformers. In the first beamformer the receive focusing
is a simple fixed focusing with receive focal point in the transmit focal point. The focused
beamformed lines from the first beamformer are transferred to a 2nd beamformer just as the
one applied with the rotating transducer. This technique is investigated by simulations and by
processing data acquired with a commercial scanner.
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THREE
Synthetic Aperture Focusing using a
Rotating Single Element Transducer
In this chapter synthetic aperture focusing is applied to data acquired with a rotating single
element transducer. Literature within synthetic aperture imaging relevant for the technique
presented in this section was given in Section 2.4. The concept and application to a rotating
single element transducer is introduced in Section 3.1, and further described in Section 3.2.
The vast majority of the content of this chapter is also found in the conference paper Synthetic
aperture focusing using a rotating single element transducer in Appendix B.5.
3.1 Introduction
This chapter applies the concept of virtual sources and synthetic aperture techniques to 2-
dimensional imaging with a single rotating mechanically focused concave element. Such an
imaging system can e.g. be found in an anorectal ultrasound transducer. With such a transducer
emission and reception are done while the transducer element continuously rotates and the
received RF signals are stored. It is proposed to apply mono-static synthetic aperture focusing
(SAF) on these data with the objective of improving lateral resolution and signal-to-noise ratio
(SNR). This is investigated using simulations in Field II[60, 61] and SAF is carried out using
the Beamformation Toolbox, BFT2[62]. Images of point targets are created and the radial and
angular resolution in the polar coordinate system are extracted. The potential improvement in
SNR is also evaluated. The SAF method is described in Section 3.2. The simulation setup and
simulation results are found in Section 3.3, and the investigation is concluded in Section 3.4.
3.2 Method
In the mono-static case of linear array SAF, a single element is used in both transmit and
receive. The transmitting element can be considered a point source emitting a spherical wave.
The wave traverses all image points and an entire LRI can be formed after each emission.
Several emissions from across the aperture can be used to construct a HRI. The HRI has a
better resolution than the LRI, since the multiple emissions synthesize an effective aperture of
a certain lateral width.
This focusing scheme can not directly be applied to imaging with a rotating mechanically
focused element. To begin with the lateral translation of the transmit source is smaller for the
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rotating system than for the linear array making the synthesized width of the aperture smaller.
Secondly the concave rotating element can not be considered a point source because of the
physical extent of the element and the geometrical focusing due to the concave shape. Instead
the geometrical focal point can be considered as a point source emitting a spherical wave in a
limited angular region. The focal depth of the transducer element or more exact the focusing F#
determines the opening angle, hence the width of the wave field and the point spread function
(PSF). An illustration of propagating waves from 3 different emissions is shown in Fig. 3.1 for
a transducer element with a focal depth of 5 mm.
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Figure 3.1: An illustration of propagating waves from 3 different emissions for a transducer
element with a focal depth of 5 mm. A single sample of the image line from the center emission
is indicated with a dot. Samples from the off-center image lines which share the same phase-
information are also indicated. These samples are added in the beamformer.
A LRI of the entire imaging area can not be formed after each emission due to the spatially
limited wave propagation. Instead, for each image point in a high resolution image line (HRL)
it must be determined which emissions that have a wave field that encompasses the image point.
These emissions contribute to the HRL, and samples from each of them are selected according
to the SAF delays, and added together. This is also illustrated in Fig. 3.1. In other words a
single HRL is composed of the sum of a number of low resolution lines (LRL). A single LRL
is, thus, the contribution from a given emission to a HRL. The term LRL is used for an RF-line
which have been processed using SAF and which contains at least one non-zero sample which
carries information of one of the image points of the HRL.
The SAF can be formulated as a sum over LRL. A single sample of the HRL, representing the
image point at the location~rip with angular coordinate φ and radial coordinate r becomes
h(φ,r) =∑
θ
A(θ,r)lθ(r) , (3.1)
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where h(φ,r) is the HRL sample, and lθ(r) is the LRL sample from the emission with propaga-
tion direction θ. Both with radial coordinate r. The variableA is an apodization function which
controls the weighting of the contribution from each of the LRL. It is a function a the radial
coordinate, since the number of contributing emissions increases with range. The synthesized
aperture increases with range resulting in a less range dependent lateral resolution. The LRL
can be formulated using the RF-line, sθ(r′)
lθ(r) = sθ(r′) . (3.2)
r′ is the radial coordinate at which to select a sample from the RF-line and is not the same
radial coordinate as in the HRL. r′ can be found from the distance function, r′ = d(~rvθ ,~rip)
which calculates the transmit-receive time-of-flight for the SAF, and thus the sample index for
the RF-line, sθ(r′). The transducer element at the position~rtθ is physically focused at the VS
at the position~rvθ with a focal distance of dv from the element. The element is focused in both
transmit and receive and the distance function becomes a sum of transmit and receive travel
paths
d(~rvθ ,~rip) = |~rvθ −~rtθ |± |~rip−~rvθ |
±|~rvθ −~rip|+ |~rtθ −~rvθ |
= 2|~rvθ −~rtθ |±2|~rip−~rvθ |
= 2dv±2|~rip−~rvθ | (3.3)
The ± in (3.3) refer to whether the image point is above or below the VS. A single sample of
the HRL can thus be formulated using (3.1) and (3.2)
h(φ,r) =∑
θ
A(θ,r)sθ(d(~rvθ ,~rip)) . (3.4)
A single element of limited extent can be considered as a wave source emitting a spherical wave,
which will cover the entire image area. With complete overlap between the covered image areas
all emission can be utilized to create a HRI. Having a physically focused transducer element
the VS is conceived as the wave source. With a transducer element of fixed size the focal depth
determines the opening angle, α and the confined image area covered by the wave field. The
consequence is that not all emissions can be utilized to create a HRI. Having a rotating element
instead of a translating element even further limits the number of applicable emissions. From
geometrical observation the opening angle can be expressed as
α = 2arctan
1
2F#
, (3.5)
which is a valid approximation[35]. The confined image area covered by the wave field is, thus,
a function of the F#. With a higher F# the point spread function becomes narrower improving
the resolution for the single RF-line. This portrays a conflict between using a low F# and
adding a large number of LRL, and using a high F# and reducing the number of applied LRL.
Performance results for these different configurations are presented in Section 3.3.
3.3 Simulation Results
The SAF scheme is investigated using Field II[60, 61]. The simulations are based on moving
a single concave element of radius 2.5 mm along a circle of radius 10 mm. Elements with
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different concave curvatures are used to obtain geometrical focusing depths at 10 mm, 15 mm,
and 20 mm. The scattering media consists of point targets (PT) in the range from 5 mm to 65
mm with a distance of 10 mm. The transducer element is rotated with a fixed angle of 0.63◦
corresponding to moving the element λ/2 between each acquisition. It is assumed that the
transducer element is not moving during emission and reception. The 7 MHz pulse, and the
one-way impulse response are weighted single-cycle sinusoids.
3.3.1 Resolution
The envelope HRI’s are shown in this section. The radial and angular resolution are extracted
at -6 dB and -40 dB. For each PT the resolution is calculated as the width at which the envelope
amplitude has decreased to the specified level relative to the maximum level at that given PT.
For the lateral resolution the envelope amplitude is taken as the maximum amplitude within a
radial range of± 3 mm around the PT. Likewise for the radial resolution the envelope amplitude
is taken as the maximum amplitude across the entire angular range of the image.
The variable A from (3.4) controls the weighting of the contribution from each of the LRL
and is a function a the radial coordinate. The actual number of contributing LRL is shown in
Fig. 3.2 for the transducer elements with focusing depths at 10 mm, 15 mm, and 20 mm. As
the focal depth increases, and the opening angle decreases, the number of contributing LRL’s
decreases.
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Figure 3.2: The number of contributing LRL’s for the transducer elements with focusing depths
at 10 mm, 15 mm, and 20 mm.
Images with different setups are shown in Fig. 3.3. In the first three images the focusing depths
of the element are 10 mm, 15 mm, and 20 mm, respectively and SAF has been applied. In the
last image the element has a focusing depths of 20 mm and SAF is not applied. The differences
between the images are better demonstrated in Fig. 3.4 where the radial and angular resolution
are extracted. The performance of the setup with a VS at 20 mm is superior to the other setups.
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This reflects the conflict stated earlier between using a low F# and adding a large number
of LRL’s, and using a high F# and reducing the number of LRL’s. Due to the rotation the
synthesized aperture only experiences a moderate expansion even for the setup with a focal
depth of 10 mm. The modest expansion is not sufficient to reduce the extent of the wide point
spread function of a single emission. At least not to a level which is competitive to the relatively
narrow PSF of the setup with focal depth at 20 mm. The effect of SAF with focal depth at 20
mm is negligible. This is also caused by the small number of LRL’s. Only 15 LRL’s are used
at a range of 70 mm as shown in Fig. 3.2.
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Figure 3.3: Images from 4 different setups. In the first three images the focusing depths of the
elements are 10 mm, 15 mm, and 20 mm respectively and SAF has been applied. In the last
image the element has a focusing depths of 20 mm and SAF is not applied.
The SAF technique rely on phase coherent addition of the LRL’s. The LRL’s composing the
HRL around the PT at 35 mm and the envelope of the HRL are plotted in Fig. 3.5. The log-
compressed and envelope detected LRL’s are shown in Fig. 3.6. The setup is with an element
with focal depth of 10 mm. It is apparent that the LRL’s in some degree are phase aligned and
add up constructively.
In the remainder of this section the setup with focal depth at 10 mm is investigated further.
The spatial variant pulse-echo response has been simulated in Field II and shown in Fig. 3.7 at
different depths. The pulse-echo response is calculated at the positions, ~rp = (0,0,rpz) where
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Figure 3.4: Angular resolution (top) and radial resolution (bottom) at -6 dB (left) and -40 dB
(right).
rpz is 15, 25, 35, and 65 mm. The HRL is constituted from the sum of a number of LRL’s.
In the beamforming process it is assumed that the wave field can be considered spherical and
propagating as if it was emitted from the virtual point source. Provided the assumption is true
the LRL’s constituting the HRL at the PT will be almost identical, and the HRL thus almost
identical to the system pulse-echo response at the position of the PT. The HRL at the PT’s at the
same positions as ~rp is also shown in Fig. 3.7. The simulated pulse-echo response and the HRL
have been aligned by means of a cross-correlation and shown without the spatial axis solely to
illustrate the resemblance between the waveforms.
The coherence between the HRL and the pulse-echo response at rpz = 15 mm is evident but
they are not equal. As rpz increases the coherence decreases. The spatial variant pulse-echo
response, hpe is found from the convolution between the spatial pulse-echo impulse response,
hspe and the electro-mechanical two-way response, hem.
hpe(~rp, t) = hspe(~rp, t)∗hem(t) . (3.6)
The electro-mechanical response is constituted from the transducer transfer function and the
excitation signal and is not spatially dependent. It is also shown in Fig. 3.7. Notice that the
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Figure 3.5: A single HRL is composed of the sum of a number of weighted low resolution
lines. Here the LRL’s and the envelope detected LRL’s composing the HRL around the PT at
35 mm are shown. The setup is with a focal depth of 10 mm.
electro-mechanical response, hem, and the pulse-echo response, hpe for a given point in space
is a function of time. Here the time-axis has been converted to a spatial pulse-echo axis for a
convenient comparison to the HRL.
There is some coherence between the electro-mechanical response and the pulse-echo response
at rpz = 15 mm. This is demonstrating that the pulse-echo response is not limited by the band-
width of the spatial pulse-echo impulse response. As rpz increases the resemblance between
hpe and hem disappears demonstrating a spatial pulse-echo impulse response which varies con-
siderably.
The assumption of a spherical wave field propagating from a virtual point source in the focal
point is apparently not entirely valid. The coherence between the HRL and the pulse-echo
response is not impressive at greater depths. It was shown that the pulse-echo response varied
with depth. The variation over the angular dimension is presented in Fig. 3.8, and Fig. 3.9. The
response is simulated in a number of different positions,~rp = rp∠φp and compared. rp is the
radial distance from the focal point to the point of investigation. Four studies of the variation
are performed where the distance to the focal point is rp = −5 mm, rp = 5 mm, rp = 25 mm,
and rp = 55 mm respectively. A negative value of rp indicates that the points of investigation
are above the focal point. In each study all responses are normalized to a maximum value of
1, and plotted with a small offset in between each of them. This will form an illusion of the
pulse-echo wave front. The positions of the points of investigation span over twice the opening
37
Chapter 3. Synthetic Aperture Focusing using a Rotating Single Element Transducer
z 
[m
]
Envelope of WLRLs
−30 −20 −10 0 10 20 30
34
34.5
35
35.5
dB
−60
−50
−40
−30
−20
−10
0
Figure 3.6: The log-compressed and envelope detected LRL’s from Fig. 3.5.
angle, −α≤ φp ≤ α. The positions of the four studies are indicated in Fig. 3.10.
The presentation of the responses in Fig. 3.8, and Fig. 3.9 witness that the pulse-echo signal is
not constant across the wave field and the wave front is not spherical. This is most prominent
at greater depths. This supports the observation from Fig. 3.7, where the coherence between
the HRL and the pulse-echo response is diminished at greater depths. Especially at the center
of the wave field there are great aberrations from the spherical wave front. No apodization of
the transducer element is applied and effects from the transducer edges does have an influence.
The normalized envelopes of the responses in Fig. 3.8, and Fig. 3.9 are shown in Fig. 3.11, and
Fig. 3.12. Here it is even more clear that the peaks of the envelopes do not form a straight line.
The pulse-echo wave field can not be assumed spherical and originating from the focal point.
The responses also show that the estimate of the opening angle from (3.5) seems to be a valid
estimate. The wave front was supposed to take form of a straight line within the opening angle
and deviate from this beyond the opening angle. It is not easy to conclude though since the
wave front is only an approximate straight line.
3.3.2 Signal-to-Noise-Ratio
Provided that the image object does not move in between acquisitions and assuming uncorre-
lated electronic noise at the receivers the SNR improvement using SAF is
∆SNR(r) = 10log10(Nrv(r)) . (3.7)
Nrv(r) is the number of emissions which contributes to the HRL for a transducer element with
a VS at radius rv as shown in Fig. 3.2. With a VS at 20 mm Nrv(r) = 13 at radius, r = 60
mm. This yields a SAF SNR improvement of ∆SNR = 11 dB. With a lower F# the number of
38
3.3. Simulation Results
−1
−0.5
0
0.5
1
n
o
rm
a
liz
ed
 a
m
pl
itu
de
15 mm
PE
HRL
Exc*IR
−1
−0.5
0
0.5
1
n
o
rm
a
liz
ed
 a
m
pl
itu
de
25 mm
−1.5
−1
−0.5
0
0.5
1
n
o
rm
a
liz
ed
 a
m
pl
itu
de
35 mm
−1.5
−1
−0.5
0
0.5
1
n
o
rm
a
liz
ed
 a
m
pl
itu
de
65 mm
Figure 3.7: The spatial pulse-echo response at the positions, ~rp = (0,0,rpz) where rpz is 15, 25,
35, and 65 mm. The electro-mechanical two-way response and the HRL are also shown.
contributing emissions increases, but the width of the wave field does also increase. Provided
that the transmitted power is equally distributed over the width of the field, the SAF SNR
improvement of a setup with a VS at radius rv over conventional imaging with a VS at 20 mm
can be expressed as
∆SNRrv(r) = 10log10
(
Nrv(r)
Wr20(r)
Wrv(r)
)
. (3.8)
Wr20 and Wrv are the -6 dB widths of the wave fields measured in whole wave lengths for the
elements with VS’s at radius 20 mm and at radius rv, respectively. The widths are calculated
using the opening angle, α. The width-ratio and the SNR improvement are shown in Fig. 3.13
for elements with VS’s at radius rv = 10 mm, rv = 15 mm, and rv = 20 mm. At greater range
the width-ratio is 2.5, and 1.5 with elements having VS’s at radius rv = 10 mm, rv = 15 mm
respectively, while Nrv(r) is 33 and 21. This results in an improvement in SNR of 11 dB in
both cases just as the improvement of using SAF on the setup with the VS at radius 20 mm.
The SNR improvement can be converted directly to an increase in penetration or an increase in
emitted frequency yielding a higher resolution.
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Figure 3.8: A number of pulse-echo responses in different positions are compared. All positions
have the same distance to the focal point. The positions are indicated in Fig. 3.10. The distance
is 5 mm above the VS (top), and 5 mm below the VS (bottom). The positions span over twice
the opening angle, −α ≤ φp ≤ α. Responses from positions within the opening angle are
plotted with a different color than for those beyond the opening angle.
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Figure 3.9: A number of pulse-echo responses in different positions are compared. All positions
have the same distance to the focal point. The positions are indicated in Fig. 3.10. The distance
is 25 mm (top), and 55 mm (bottom). The positions span over twice the opening angle, −α≤
φp ≤ α. Responses from positions within the opening angle are plotted with a different color
than for those beyond the opening angle.
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Figure 3.10: Positions at which the spatial pulse-echo responses shown in Fig. 3.8 and Fig. 3.9
are calculated. The positions span over twice the opening angle −α≤ φp ≤ α.
3.4 Conclusion
Through simulations in Field II mono-static synthetic aperture focusing of pulse-echo data from
a rotating concave element has been investigated. The radial and angular resolution have been
extracted using transducer elements with a focal depth of 10 mm, 15 mm, and 20 mm. Due
to the rotation, the synthesized aperture only experiences a moderate expansion. This is not
sufficient to reduce the extent of the wide point spread function of a single emission. At least
not to a level which is competitive to the relatively narrow PSF of the setup with focal depth at
20 mm. The effect of SAF with focal depth at 20 mm is also negligible due to the small number
of LRL added.
The advantage of the SAF is the increase in SNR. For the setup with focal depth at 20 mm
the SAF SNR gain is 11 dB. The SNR gain of a setup with a VS at radius 10 mm or 15 mm
over conventional imaging with a VS at 20 mm is also 11 dB. The SNR improvement can be
converted directly to an increase in penetration or an increase in emitted frequency yielding a
higher resolution.
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Figure 3.11: The envelopes of the pulse-echo responses from Fig. 3.8.
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Figure 3.12: The envelopes of the pulse-echo responses from Fig. 3.9.
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CHAPTER
FOUR
Synthetic Aperture Sequential
Beamforming
The concept of synthetic aperture sequential beamforming (SASB) is described in the journal
paper Synthetic Aperture Sequential Beamforming in Appendix B.6. A patent investigation is
ongoing at present time and for this reason the paper is not submitted. The vast majority of the
content of this chapter is also found in the paper.
Literature within synthetic aperture imaging relevant for the technique presented in this section
was given in Section 2.4. An introduction to SASB is given in Section 4.1, and the method
is described in more detail in Section 4.2 with a short discussion of issues related to practical
implementation of the method. Section 4.3 presents results from the Field II[60, 61] simulation
study. A parameter study shows the performance and artifacts of the method for a number of
different configurations. This study covers an analysis of grating lobes, the influence of the
impulse response of the transducer, and the influence of transmit apodization. The preferred
embodiment of the method is discussed and the performance is compared with conventional
dynamic receive focusing (DRF). Section 4.4 presents imaging examples and signal-to-noise
ratio (SNR) calculations with data acquired from phantom measurements with a commercial
scanner.
4.1 Introduction
Mono-static SA focusing applied to imaging with a single rotating mechanically focused con-
cave element was described in Chapter 3 and published by Kortbek et al.[63]. Such an imaging
system can e.g. be found in an anorectal ultrasound transducer. One objective of this study was
to improve lateral resolution. This was done by storing the RF-lines from every emission and
feeding these to a SA beamformer. Due to the small radius of rotation, the synthesized aperture
only experiences a moderate lateral expansion. This was not sufficient to reduce the wide extent
of the point spread function of a single emission, thus, improvement in lateral resolution was
not significant.
The same SAF technique is applied in this chapter, but to linear array imaging. Here the
synthesized aperture becomes considerable larger with a lateral translation of the VS than with
a rotation. Instead of having a VS created from a single concave element physically focused in
both transmit and receive the VS is now created from a sub-aperture - a group of elements. This
offers more flexibility since the position and the opening angle of the VS are determined by the
electronic focusing instead of the physical concave shape of the single element transducer. The
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receive focusing is a simple fixed focusing with receive focal point in the transmit focal point.
This first beamformer, thus, mimics the focusing that is a consequence of the concave single
element transducer. The focused RF-lines from every emission are stored and transferred to
a SA beamformer just as the one applied with the rotating transducer. Two beamformers are,
thus, applied sequentially - a simple fixed focus beamformer and a SA beamformer denoted
Synthetic Aperture Sequential Beamforming (SASB).
One objective of SASB is to improve the penetration depth. The primary objective though
is to improve lateral resolution and obtain a more range independent resolution compared to
conventional ultrasound imaging. The improvement is naturally not as great as with a full SA
setup. Contrary to a full SA setup only a single RF-line is beamformed and stored for each
emission. This reduces the system requirements significantly. For simplicity the method is
investigated using a linear array, but it might as well apply to other types of imaging. The
investigation comprises performance evaluation at a large imaging range. This is done without
consideration for the typical use of the specific transducer but as a mean to demonstrate the
properties of the method.
4.2 Method
Synthetic aperture sequential beamforming (SASB) is a two-stage procedure which can be
applied to B-mode imaging with any array transducer. The initial step is to construct and store
a set of B-mode image lines using a conventional sliding sub-aperture. These 1st stage lines are
obtained with a single focal point near the transducer in both transmit and receive. The second
stage consist of an additional beamformer using the focused image-lines from the first stage
as input data. The concept of virtual sources and means of calculating the focusing delays are
briefly discussed in Section 4.2.1 before presenting the SASB in more detail in Section 4.2.2.
4.2.1 Virtual Sources and Focusing Delays
In delay-and-sum receive focusing appropriate delays are applied to the responses of the in-
dividual transducer elements originating from the focusing point and coherently adding these
responses. The delays are found from the round trip time-of-flight (TOF), which is the propa-
gation time of the emitted wave in its path from the transmit origin to the focusing point (FP),
and return to one of the elements of the receive aperture. Different ways of calculating TOF
was discussed in Section 2.1.
The transmit origin is not necessarily well defined, if the emitted pressure wave does not em-
anate from a single element point source. In multi-element synthetic aperture imaging[52] a
multi-element transmit sub-aperture is introduced as an alternative to mono-static SAF to en-
sure sufficient transmitted energy. Here the pressure wave is the result of numerous waves
emitted from a multiple elements. With a focused transmission the focal point is introduced as
a virtual source, since a spherical wave emanates from this point in a limited angular region.
With a known position of the source this allows for the SAF delays to be calculated.
Applying a VS instead of a single element source has a consequence for the calculations of SA
focusing delays. In dynamic receive beamforming a new set of delay values is calculated for
each focusing point (FP). Assuming the speed of sound c is known, the delay value, td for the
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receiving element with position~rr is calculated in accordance with Fig. 4.1 (left)
td f p(~rr) =
|~rt f p−~re|± |~r f p−~rt f p|
c
+
|~rr−~r f p|
c
(4.1)
The transmit origin, ~re is the center element of the transmit sub-aperture. ~rt f p and~r f p is the
position of the transmit focal point and the receive focusing point respectively. The ± in (4.1)
refer to whether the FP is above or below the VS.
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Figure 4.1: Wave propagation path (solid line) for calculating the receive focusing time de-
lays for a focused transmission. The transmit origin is perceived as the center element of the
transmitting aperture. Dynamic receive focusing (left) and fixed receive focusing (right).
With SASB the first stage beamformer has a fixed receive focus and the delay values, td are
calculated in accordance with Fig. 4.1 (right)
td f p(zv) =
1
c
(
|~rt f p−~re|± |~r f p−~rt f p|
±|~rt f p−~r f p|+ |~rr−~rt f p|
)
=
1
c
(
2zv±2|~rt f p−~r f p|
)
(4.2)
zv is the distance from the aperture to the VS. With dynamic receive beamforming the differ-
ences between the individual channel delays changes with the position of the focusing point due
to the term |~rr−~r f p| in (4.1). A new set of delay values are, thus, calculated for each focusing
point. With fixed receive focusing as in (4.2) only a single set of delay values is calculated
and for each focusing point a constant is added. This is an important issue in respect to the
complexity of the beamformer. With dynamic focusing the delay calculations involve among
others the computational costly square root operation.
4.2.2 Two Stage Beamforming
The 1st stage RF-lines, which are the output from the first beamformer, are obtained with a
single focal point near the transducer in both transmit and receive. This focal point is considered
as a VS emitting a spherical wave front spatially confined by the opening angle. Each point in
the focused image line contains information from a set of spatial positions. These are defined
by the arc of a circle limited by the opening angle that crosses the image point and has a
center in the focal point as illustrated in Fig. 4.2. A single image point is therefore represented
in multiple 1st stage lines obtained from multiple emissions. This is exploited in the second
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stage. Each HRI consists of a number of high resolution image lines - the output lines from the
2nd stage beamformer. In this chapter, N denotes the number of emissions, which is the same
as the number of 1st stage lines and also the number of high resolution lines. Each sample in a
high resolution line (HRL) is constructed in the second beamformer by selecting a sample from
each of those 1st stage lines, which contain information from the spatial position of the image
point and summing a weighted set of these samples.
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Figure 4.2: Example of wave propagation and 1st stage image lines from 3 different emissions.
Each point on the image lines contains information from the spatial positions which are indi-
cated by the arc of a circle intersecting the point. A single high resolution image point of the
SASB method is obtained by extracting information from all of those 1st stage image lines
which contain information about that point.
The number of elements in the transmit sub-aperture, the depth of the focal point and, thus,
the F# determines the opening angle, hence the width of the transmitted wave field and the
point spread function (PSF). A LRI of the entire imaging area can not be formed after each
emission due to the spatially limited wave propagation. Instead, for each image point in a
HRL it must be determined which emissions that have a wave field encompassing the image
point. These emissions contribute to the HRL, and samples from each of them are selected
according to the SAF delays, and added together. In other words a single HRL is composed
of the sum of a number of low resolution lines. A single low resolution line (LRL) is, thus,
the contribution from a given emission to a HRL. The term LRL is used for an RF-line, which
has been processed using SAF and which contains at least one non-zero sample that carries
information from one of the image points of the HRL.
The SAF can be formulated as a sum over LRL’s. A single sample of the HRL, representing the
image point at the location~rip with lateral coordinate x and axial coordinate z, can be expressed
as
h(x,z) =
K(z)
∑
k
W(xk,z)lxk(z) . (4.3)
h(x,z) is the HRL sample, and lxk(z) is the LRL sample from the emission with lateral position
xk. The variable W is an apodization function with K(z) values, which controls the weighting
of the contribution from each of the LRL’s. It is a function of the axial position of the image
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point, since the number of contributing emissions, K(z) increases with range. K determines the
number of VS’s applied for a given HRI point and is a measure of the size of the synthesized
aperture. K(z) can be calculated directly from the geometry shown in Fig. 4.3 as
K(z) =
L(z)
∆ =
2(z− zv) tan(α/2)
∆ (4.4)
showing that K increases linearly with range. This facilitates a range independent lateral res-
olution. L(z) is the lateral width of the wave field at a depth, z, and ∆ is the distance between
the VS’s of two consecutive emissions. α is the opening angle of the VS. It is the angular span
for which the phase of the wave field can be considered constant. The opening angle can be
expressed as
α = 2arctan
1
2F#
, (4.5)
which is a valid approximation[35]. With LA denoting the size of the sub-aperture F# = zv/LA.
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z
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∆
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Figure 4.3: Geometry model of the emitted wave fields from two consecutive emissions. The
lateral width, L(z) of the wave field at a depth, z determines the number of LRL’s which can be
added in the 2nd stage beamformer for an image point at depth, z.
The LRL can be formulated using the RF-line, sxk(z′)
lxk(z) = sxk(z
′) . (4.6)
z′ is the axial position at which to select a sample from the RF-line and is not the same axial
position as in the HRL. z′ can be found from the distance function, z′ = d(~rvxk ,~rip) which
calculates the transmit-receive round trip travel path for the SAF, and thus the sample index for
the RF-line, sxk(z′). The transducer elements are electronically focused at the VS at the position
~rvxk with a focal distance of zv from the aperture. The aperture is focused in both transmit and
receive and the distance function becomes a sum of transmit and receive travel paths
d(~rvxk ,~rip) = 2zv±2|~rip−~rvxk | (4.7)
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The ± in (4.7) refer to whether the image point is above or below the VS. A single sample of
the HRL can thus be formulated using (4.3) and (4.6)
h(x,z) =
K(z)
∑
xk
W(xk,r)sxk(d(~rvxk ,~rip)) . (4.8)
The formulation of the method in this section assumes an aperture with an infinite number of
elements. This becomes apparent when observing (4.4). At greater depth K(z) will exceed
the number of available 1st stage lines, N. At depths beyond the point where K(z) = N the
synthesized aperture will no longer increase with depth. The F# will increase and the lateral
resolution will no longer be range independent beyond that depth. Another consequence of a
limited element count is that the opening angle of the VS decreases as the position of the VS
approaches the transducer edges as indicted in Fig. 4.4. The synthesized aperture decreases
for the HRL’s near the edges, since K decreases. The lateral resolution is, thus, laterally de-
pendent. The apodization function W is also laterally dependent with a finite aperture. The
L(z)L*(z)
z
v
z
α
α*
Figure 4.4: Geometry model of the emitted wave fields from two emissions. The opening angle
of the VS decreases as the position of the VS approaches the transducer edges. This has an
influence on the calculation of K(z) and makes the lateral resolution laterally dependent.
HRI is composed of a sum of LRI’s from multiple transmissions as formulated in (4.8). The
formulation assumes that the image object is stationary during all transmission, which is not
the case in-vivo. Tissue motion and motion artifacts are nevertheless not completely destructive
to SA imaging. The susceptibility to motion of SA imaging has been investigated by several
authors[18, 19, 64, 65, 66, 67, 68, 69, 70], and techniques to address the problems with tissue
motion have been demonstrated.
4.2.3 Implementation
In SAF data from multiple emissions are applied. This could essentially decrease the image
frame rate if a full set of emissions is needed to construct a HRI. Nikolov and Jensen proposed
SA recursive imaging[71] to be able to construct a new frame after each emission. In SASB
acquisition of a full set of N emissions is also a necessity before a HRI can be constructed. By
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storing the N most recent 1st stage lines a new HRL can be constructed after each emission.
This is feasible by having a temporal offset between the reconstructed HRL and the acquired
RF-line corresponding to N/2 emissions. The RF-lines across the aperture are denoted j =
1,2, . . .N and the HRL’s are denoted J = 1,2, . . .N. The HRL J = n can be constructed while
acquiring the RF-line, j
j =
{
n+N/2 for 1≤ n≤ N/2
n−N/2 for N/2 < n≤ N
Following this scheme the 1st stage lines which potentially can contribute to a given HRL, is
always available.
A view on implementation of the SASB at a block function level demonstrates a requirement
for two beamformers and memory for storage of the 1st stage image lines to feed the 2nd stage
beamformer. The 1st stage beamformer is simple since the receive delay-profiles are the same
for all image points except for a depth dependant additive constant. It only requires calculation
of a single profile or a look up table (LUT) with a single entry. It could easily be analog and
thereby save many ADC’s. The 2nd stage beamformer has the complexity of a general dynamic
receive focusing beamformer. For each depth a separate entry in a LUT for a profile is required
or the delay profile must be calculated. Apodization is also a desirable requirement for the 2nd
stage beamformer to suppress off-axis energy lobes. Since K(z) increases linearly with depth
the apodization is dynamic. The apodization is also a function of the lateral position of the
HRL due to the finite aperture and it can profitably be calculated as a parametric function. The
number of channels in the 2nd stage beamformer is determined by the number of acquired 1st
stage lines and a combination of the demand for penetration and resolution.
4.3 Simulation Results
In this section the method is investigated using simulations in Field II[60, 61] and SAF is car-
ried out using the Beamformation Toolbox, BFT2[62]. Images of point targets using different
realizations of SASB are created. The axial and lateral resolution are extracted and compared
to conventional B-mode imaging. The simulations are made with a model of a linear array 7
MHz transducer with properties similar to a commercial transducer.
4.3.1 Setup
The parameters which are the most decisive for the performance of the SASB imaging method
are the depth zv (the focal depth), and the F# of the VS. A parameter study is done by varying
zv with values of 5,10,15,20 mm and the F# with values in the range 0.5 to 2.5. The study is
done with a fixed set of transducer parameters and processing parameters shown in Table 4.1.
In the main parameter study the value of Ne = 401 has been set to exclude the effects of a finite
aperture to demonstrate the ability of the method to generate a range independent resolution.
The number of 1st stage image lines and also 2nd stage image lines is the same as the number
of transducer elements. Only LRL’s symmetric around the HRL are valid candidates for the
2nd stage processing. The apodization function for a given depthW(z) may differ between two
neighboring HRL’s if the number of symmetric LRL’s is different.
In this study a single cycle sinusoid with frequency, f0 is used as excitation. A weighted double
cycle sinusoid with frequency, f0 is used to simulate the transducer impulse response. Another
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Parameter Value
Various
Sampling frequency fs 120 MHz, (20 MHz)
Transducer
Pitch ∆ 0.208 mm
Center frequency f0 7 MHz, (5 MHz)
Bandwidth, relative B 0.6
Elevation Focus zele 25 mm
Number of elements N 401, (191)
Excitation 1, (2) cycles
Impulse response 1-cycle, (measured IR)
1st stage processing
Focusing fixed, (xmt/rcv)
Number of channels, xmt/rcv N1st 63/63
Transmit Sub-aperture Symmetric only
Transmit apodization Axmt Hamming, (Boxcar)
Focal depth (virtual source) zv 5,10,15,20 mm
Receive Apodization Arcv Hamming
Receive Sub-aperture same as transmit
Number of image lines N 401, (191)
Distance between lines ∆ 0.208 mm
2nd stage processing
Focusing Synthetic aperture
Number of channels N2nd 401, (191, 127, 63)
SA Weighting W Hamming
Number of image lines N 401, (191)
Distance between lines ∆ 0.208 mm
Applied 1st stage lines Symmetric only
Table 4.1: Applied values for the simulation parameter study. Values in brackets are applied
for various performance illustrations. If nothing else is noticed the value without brackets are
applied.
less extensive study is performed with more practical realizable parameters. The number of
elements is N = 191. A double cycle sinusoid forms the excitation, and the measured impulse
response of the applied transducer type is used. The scattering media consists of stationary
point targets (PT) placed in the center of the image in the range from 5 mm to 95 mm with a
distance of 10 mm.
4.3.2 Resolution Study
Different realizations of SASB are simulated to evaluate performance and limitations. The po-
sition of the VS and the opening angle determines the image area covered by a single emission.
If the covered area increases, the number of 1st stage lines which can be used for the 2nd stage
beamforming, also increases, yielding a larger synthesized aperture. This explicitly sets de-
mands on the size of the array and the number of required 2nd stage beamformer channels if
a range independent resolution is the objective. The study will show that other complications
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exist with the combination of a shallow focal depth and a large opening angle.
The envelope HRI’s are shown in this section. The axial and lateral resolution are extracted
at the image center for several depths. The resolution is quantified at -6 dB, the Full Width at
Half Maximum (FWHM), and at -40 dB. For each PT the resolution is calculated as the width
at which the envelope amplitude has decreased to the specified level relative to the maximum
level at that given PT. For the lateral resolution the envelope amplitude is taken as the maximum
amplitude within a axial range of ± 3 mm around the PT. Likewise for the axial resolution the
envelope amplitude is taken as the maximum amplitude across the entire lateral range of the
image. A poor lateral resolution is the consequence of having a PSF with a wide main lobe
and/or high side-lobe levels. The illustrations of the quantified lateral resolution reflects this by
also showing the main-lobe resolution as a dotted line, but only if the lateral PSF has a distinct
main-lobe and side-lobe distribution. That is if the lateral PSF drops below the -40 dB level
and rises above this level again at a wider lateral position.
The PSF at the output of the 1st stage beamformer has a large extent because of the fixed receive
focusing. The curvature is determined by the distance between the VS’s and the point of the
PSF. Consider the point at position~rp = (x,z) = (0,zp). The curvature, zc(x) is
zc(n) = zp+
√
(zp− zv)2+(|n|∆)2 . (4.9)
The variable x has been substituted by n∆, where −N/2≤ n≤ N/2 is the VS number counting
from the VS at x = 0. The contour plot of the PSF is shown in Fig. 4.5 with a VS at 5 mm and
with F#= 0.5, and F#= 2. The shape of the PSF is the same in both cases, but the width of the
PSF differs due to the different opening angles. zc(n) from (4.9) has been plotted on top of the
contour plot to illustrate the coherence. A PT is placed at z = 65 mm and zc has been plotted
for two points at zp = 64 mm and zp = 66 mm, respectively. The curvatures of these plots are
the same as for the PSF.
The envelope images after 2nd stage processing of these data sets are shown in Fig. 4.6 with a
60 dB dynamic range. The images are constructed with N = 401 which equals an image width
of approximately 83 mm, but the displayed images have been cropped to a width of 40 mm. If
the dominant side-lobes are discounted to begin with the resolution seems range independent.
The lateral resolution decreases as the F# increases as expected because of the decrease in the
width of the synthesized aperture.
The number of applied 1st stage lines in the 2nd stage beamformer at a given depth determines
the width of the synthesized aperture. This is expressed by K(z) from (4.4). This was for the
image-center line only, and assumed an infinite aperture. The theoretical required number of
lines, and the actual number of applied lines for the center HRL is shown in Fig. 4.7 for the
different setups represented in Fig. 4.6. The linear dependence on depth is only a reality until a
certain depth. At this depth the required number of applied VS’s approaches a level where the
VS’s near the transducer edges are included. The opening angles of these VS’s decrease due
to the limited aperture and the slope of K(z) drops off. This drop-off occurs at 42 mm and 84
mm for F#= 0.5 and F#= 1 respectively. For F#= 1.5 and F#= 2 the linearity is maintained
through range.
The lateral PSF’s at the different PT’s are shown i Fig. 4.8. As the F# increases the beam width
increases and the off-axis energy lobes decreases. The massive off-axis energy lobes for low
values of F# is discussed in Section 4.3.2. For a fixed F# the profiles are very similar within
a dynamic range of approximately 40 dB. This is an indication of a fairly range independent
resolution. This is also demonstrated in Fig. 4.9, where the quantified resolution is shown.
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Figure 4.5: Contour plots of the envelope of the output from the 1st stage beamformer. F#= 0.5
(left), and F# = 2 (right). The VS is at 5 mm. The curvature of the PSF is determined by the
distance between the VS’s and the point of the PSF. This is calculated analytically and shown
as dotted lines for two points just above and below the PT at z = 65 mm.
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Figure 4.6: Envelope Images with the VS at 5 mm and with different values of F#. Dynamic
Range is 60 dB.
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Figure 4.7: The number of applied 1st stage lines in the 2nd stage beamformer for the center
HRL. Shown for the four different setups represented in Fig. 4.6. Required number to obtain
range independent resolution (dotted lines). Actual number of applied lines (solid lines).
The resolution is practically constant at -6 dB and -40 dB through range for all values of F#,
with a few exceptions. As stated previously the linear relation between depth and K(z) is only
valid until z = 42 mm and z = 84 mm for F# = 0.5 and F# = 1 respectively. This has a direct
consequence on the FWHM and can be read from Fig. 4.9 directly. The resolution ceases to be
constant at these depths and starts to increase linearly.
Another exception from the constant and range independent resolution is for those PT’s in near
proximity to the VS when F# = 0.5. Here the off-axis lobe level is very dominant. A single
lateral profile is shown in Fig. 4.10 for the PT at 15 mm to illustrate this. The points on the
profile at which the lateral resolution, and the main-lobe resolution is quantified for the -40 dB
level are also shown.
Side-lobes are also noticeable for F# = 1 when looking at the HRI in Fig. 4.6. They are below
the -40 dB level though and do not show in Fig. 4.9. They do show when looking at the -50 dB
level in Fig. 4.11. Again the main-lobe resolution (dotted line) is practically constant but the
difference between the main-lobe resolution and the resolution including the side-lobes (solid
line) is significant.
Additional performance results are shown in Appendix A for a number of different configura-
tions.
Investigating grating-lobes
The off-axis energy-lobes in Fig. 4.6 for F# = 0.5 are dominant. Taking a closer look at the
phase of those LRL’s which are summed in the 2nd stage beamformer can disclose the origin
of this artifact. The part of the image containing the PT at 15 mm is shown in Fig. 4.12. Three
different HRL’s are investigated. They are marked with dotted lines in Fig. 4.12. SASB relies
on phase coherent addition of the LRL’s as expressed in (4.3). The LRL’s composing the center
HRL are plotted in Fig. 4.13. It is apparent that the LRL’s are completely phase aligned and
add up constructively as expected. The figure shows the LRL’s before and after the weighting
function. It also shows the HRL, hence the summation of the LRL’s and the corresponding
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Figure 4.8: Lateral PSF’s at different depths are stacked up for the four different setups repre-
sented in Fig. 4.6.
envelope. Finally the envelope of the weighted HRL is shown relative to the maximum of the
HRI in Fig. 4.12.
The LRL’s composing the HRL at x = 3.1 mm are plotted in Fig. 4.14. The LRL’s are shown
before the weighting and a zoom in on a few of the LRL’s after the weighting function is shown.
The phase shift between consecutive LRL’s is close to half a pulse-echo wave length and this
destructive summation yields an envelope level near -60 dB.
The LRL’s composing the HRL at x= 6.7 mm are plotted in Fig. 4.15. The phase shift between
consecutive LRL’s has increased to almost an entire pulse-echo wave length and the LRL’s add
up constructively to an envelope level above -40 dB. In this simulated setup the pulse-echo
signal consists of only a few periods, hence only a few non-zero contributions are included in
the summation of the LRL’s. If the pulse-echo signal contains several periods several non-zero
LRL’s will be present in the sum, yielding an even higher envelope level.
The artifacts shown are best described as grating lobes, since they arise due to lateral spatial
under-sampling. Consider having a setup with a phased array transducer with a λ/2 pitch and,
thus, twice the lateral density of VS’s. The illustration of LRL’s prior to summation equivalent
to the one shown in Fig. 4.15 will contain LRL’s with a phase shift between consecutive LRL’s
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Figure 4.9: Resolution as function of depth at -6 dB (top) and -40 dB (bottom). Lateral resolu-
tion (left) and axial resolution (right). If the lateral PSF has a distinct main-lobe and side-lobe
distribution, the main-lobe resolution is shown as a dotted line. Shown for the four different
setups represented in Fig. 4.6.
of only half a wave length. Every second LRL will be equal to the ones shown in Fig. 4.15
but every other LRL will have a phase which is in between the two. The result is destructive
summation instead of unintentional constructive summation, and the massive grating lobes are
avoided. This is exemplified in Fig. 4.16. Two HRI’s are constructed using a linear array with
λ-pitch and a linear phased array with λ/2-pitch respectively. Both having 401 elements, a VS
at 5 mm, and with F# = 0.75. The linear array is, thus, twice the width of the phased array,
but the image has been cropped to the same width as the phased array image. The difference
between the images is striking, since the grating lobes are avoided by increasing the lateral
spatial sampling in the 1st stage processing. With a phased array the linear relation between
depth and K(z) is valid for only half the range of a linear array with the same element count.
The VS’s can be conceived as elements in a virtual array. In SASB the wave fields from
several emissions are sampled by the virtual array and coherently added. Grating lobes arise
at a combination of a sparse spatial sampling by the virtual array and wave fields with incident
angles beyond a certain limit. Both of these parameters can be controlled in SASB to prevent
grating lobes. For a given array and a fixed distance between the VS’s the range of incident
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Figure 4.10: A single lateral beam profile for the PT at 15 mm, from setup in Fig. 4.6 with
F#= 0.5. The points on the profile at which the lateral resolution, and the main-lobe resolution
is quantified for the -40 dB level are also shown.
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Figure 4.11: Lateral Resolution as function of depth at -50 dB. The main-lobe resolution (dotted
line), and the resolution including the side-lobes (solid line). Shown for the four different setups
represented in Fig. 4.6.
angles must be restricted. This is possible by putting a limit to the opening angle of the VS.
The restriction on the opening angle to avoid grating lobes can be determined from an analysis
of the LRL’s constituting the off-center HRL’s. The appearance of these LRL’s can be predeter-
mined to some extent. In Fig.4.15 the LRL’s constituting the center HRL at the lateral position
xh = 0 are phase-coherently aligned. They are aligned at the depth, zp = 15 mm, where a PT
at~rp = (x,y) = (0,zp) is placed. The line of phase equality is perpendicular to the line with
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and Fig. 4.15.
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Figure 4.13: The LRL’s composing the center HRL of the HRI shown in Fig. 4.12. The LRL’s
are shown before and after the weighting function. The summation of the LRL’s and the corre-
sponding envelope are also shown.
origin in the VS of the center HRL and going to~rp. This line has a length zr = zp− zv, where
zv is the depth of the VS. In Fig.4.15 the LRL’s constituting an off-center HRL at the lateral
position xh are no longer aligned phase-coherently. As a simple approximation these LRL’s
can be found by a rotation of the aligned LRL’s. They are rotated such that the line of phase
equality is perpendicular to the line with origin in the VS of the off-center HRL and again with
length zr. The angle of this line is
θr = arcsin(
xh
zr
) . (4.10)
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Figure 4.14: The LRL’s composing the off-center HRL at the lateral position x= 3.1 of the HRI
shown in Fig. 4.12. A zoom in on a few of the weighted LRL’s is shown to visualize destructive
summation of the LRL’s.
This geometry is illustrated in Fig. 4.17 superimposed on the log-compressed envelope of a set
of LRL’s. The LRL’s constitutes the HRL’s at xh = 1 mm and xh = 4 mm in the range 12-18
mm. Beyond this range the envelope image is cropped. It seems reasonable, that the line of
phase equality is perpendicular to the line originating at the VS.
The rotation of the aligned LRL’s is only an approximation, which is valid in the proximity of
x = 0. The positions of phase equality is not a straight line entirely. The curvature increases
for LRL’s with increasing distance to the HRL when the distance between the FP and the VS
decreases. This would be the case if VS’s with large opening angles are applied. The conse-
quence of having a curvature that deviates considerably from the straight line approximation
is that the axial shift between consecutive LRL’s is greater than estimated for the outermost
LRL’s. This indicates a requirement for a limited opening angle. It is also an argument for
using apodization in the 2nd stage beamformer, which will reduce the influence of the LRL’s
with increasing distance to the HRL.
The exact positions are also indicated in Fig. 4.17 for xh = 4 mm as a dashed line cutting through
the path of constant phase. The exact positions are determined by observing the focusing
indices of each channel in the 2nd stage beamforming, and the indices representing the PT at~rp
in each channel. These indices are shown in Fig. 4.18 for the same setup as in Fig. 4.17 and for
a few FP’s all placed in the same off-center HRL. For each FP it is registered at which LRL’s
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Figure 4.15: The LRL’s composing the off-center HRL at the lateral position x = 6.7 of the
HRI shown in Fig. 4.12. A zoom in on a few of the weighted LRL’s is shown to visualize a
phase-shift of almost an entire pulse-echo wave length, yielding constructive summation, and
an envelope level above -40 dB.
the intersection between the FP-index and the PT-index takes place. In the reverse process the
depth of the intersection between the FP-index and the PT-index is registered for each LRL.
This is also shown in Fig. 4.18, and it is the same way the exact positions of phase equality is
indicated in Fig. 4.17.
By applying the approximation about the rotated LRL’s it is possible to estimate the phase
shift between consecutive LRL’s with a simple expression. The axial shift between consecutive
LRL’s is
x = tanθr∆ . (4.11)
Substituting θr with half the opening angle, α′ = α/2 the axial shift can be expressed as
x = tan(α′)∆ = ∆
2F#
. (4.12)
If the spatial shift does not exceed half the wavelength of the pulse-echo signal, λpe = λ/2 =
c/ f0/2 grating lobes are avoided. This condition can be used to put restrictions on the F# of
the VS
F#≥ ∆λ/2 for x≤ λ/4 . (4.13)
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Figure 4.16: Two SASB images are constructed using a linear array (left) and a linear phased
array (right). Both having 401 elements, a VS at 5 mm, and with F# = 0.75. The linear array
is twice the width of the phased array, but the image has been cropped to the same width as the
phased array image. Dynamic range is 70 dB.
The opening angle of the VS limits the range of angles of the wave field. If a transducer with
∆ = λ are used in SASB grating lobes are avoided if F#≥ 2.
An approximation of the actual pulse-echo response and the spatial frequency content is ex-
tracted from the center LRL, and shown in Fig. 4.19. It is shown for the setup with VS at 5
mm and F# = 0.5 and for the PT at 15 mm, but the spatial frequency content does not dif-
fer noticeably from the other setups and depths. The dominant spatial pulse-echo wavelength
is λpe = 0.15 mm. With ∆ = 0.208 mm the VS must be designed with F# ≥ 1.39 with the
restriction of (4.13). For F# = 0.5, F# = 1, F# = 1.5, and F# = 2 the spatial shift between
consecutive LRL’s measured in units of λpe is 1.39, 0.70, 0.46, and 0.35 respectively according
to (4.12). The criterion for avoiding grating lobes is obeyed for F# = 1.5, and F# = 2 only.
This is also reflected in Fig. 4.6, and Fig. 4.11, where the grating lobes evidently are attenuated
for F# = 1.5 and F# = 2 compared to the setup where F# = 0.5, and F# = 1. In Fig. 4.16 a
phased array with ∆ = 0.104 is applied. In this setup the VS must be designed with F#≥ 0.70
with the restriction of (4.13). In Fig. 4.16 this criterion is obeyed with F# = 0.75, and the
grating lobes are avoided.
K(z) from (4.4) determines the number of VS’s applied and the size of the synthesized aperture.
It is a function of the position of the VS and the opening angle and, thus, the F#. It was
shown previously that the grating lobes were appropriately attenuated for the linear array with
F#= 1.5 when the VS was at 5 mm. The lateral resolution with F#= 1.5 and different positions
of the VS is shown in Fig. 4.20, and K(z) is shown in Fig. 4.21. The resolution functions are
very similar but not the same in the four different setups because of the different number of
applied VS’s.
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Figure 4.17: The log-compressed envelope of the LRL’s constituting the HRL’s at xh = 0 mm
(top) and xh = 4 mm (bottom) is shown in the range 12-18 mm with a dynamic range of 50
dB. The VS is at the depth zv = 5 mm and F# = 0.5. A PT is positioned at the point ~rp =
(x,y) = (0,zp) with depth, zp = 15 mm. The appearance of the LRL’s for the off-center HRL
can be approximated by a rotation of the LRL’s of the center HRL. The center of rotation is
the VS of the off-center HRL, and the rotation radius is zr = zp− zv. The angle of rotation
θr = arcsin(xh/zr) is also indicated.
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Figure 4.19: Center LRL with the VS at 5 mm and F# = 0.5. Shown in a limited range near
the PT at 15 mm (top). The spatial frequency content (bottom).
Influence of transducer impulse response.
The performance results presented in the previous sections were based on a transducer with
N = 401, a short excitation signal, and a simple impulse response. The performance using
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Figure 4.20: Lateral resolution with F# = 1.5 as a function of depth at -6 dB (top) and -40 dB
(bottom).
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Figure 4.21: The number of applied 1st stage lines in the 2nd stage beamformer for the center
HRL when F# = 1.5.
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a more realistic transducer Simulation Model is presented in this section and a comparison
between the two is made. Envelope images with the VS at 20 mm, F# = 2, and with the two
different Simulation Models are shown in Fig. 4.22. The new Simulation Model has N = 191.
The excitation signal has two periods. The transducer impulse response applied in the model is
the measured response of a transducer with parameters similar to the model. In total yielding a
longer system pulse-echo (PE) response.
a
xi
al
 [m
m]
lateral [mm]
N=401, Short PE
−20 0 20
0
10
20
30
40
50
60
70
80
90
100
lateral [mm]
N=191, Long PE
−20 0 20
0
10
20
30
40
50
60
70
80
90
100
Figure 4.22: Envelope images with the VS at 20 mm and with F#= 2. Two different Simulation
Models are used. N = 401, and a short pulse-echo (PE) response (left). N = 191, and a long
pulse-echo response (right). The image using N = 401 has been cropped to the same width as
the image using N = 191. Dynamic Range is 60 dB.
The difference between the two images in Fig. 4.22 is significant. The axial resolution has
decreased as a consequence of the extended PE response. The lateral resolution has improved
in the entire range also beyond depths of 80 mm, where K(z) ceases to increase linearly. The
axial and lateral resolution are extracted, and shown in Fig. 4.23. The improvement in lateral
resolution at -40 dB is at least a factor of 2.
The system pulse-echo response of the realistic transducer Simulation Model has been simu-
lated in Field II and shown in Fig. 4.24 at different depths. The pulse-echo response is spa-
tially variant because of the spatial pulse-echo impulse response, hspe(~rp, t). It is the received
68
4.3. Simulation Results
0 20 40 60 80 1000
0.2
0.4
0.6
0.8
1
Depth [mm]
[m
m]
Lateral Resolution. Att.level −6dB
0 20 40 60 80 1000
0.1
0.2
0.3
0.4
0.5
Depth [mm]
[m
m]
Axial Resolution. Att.level −6dB
N=401, Short PE
N=191, Long PE
0 20 40 60 80 1000
1
2
3
4
5
6
7
8
9
Depth [mm]
[m
m]
Lateral Resolution. Att.level −40dB
0 20 40 60 80 1000
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
Depth [mm]
[m
m]
Axial Resolution. Att.level −40dB
Figure 4.23: Resolution as function of depth at -6 dB (top) and -40 dB (bottom). Lateral
resolution (left) and axial resolution (right). If the lateral PSF has a distinct main-lobe, and
side-lobe distribution, the main-lobe resolution is shown as a dotted line. The resolution is
extracted from the HRI’s in Fig. 4.22.
response when an excitation signal, e(t) is applied to a transducer with the two-way electro-
mechanical impulse response, ht(t) if a PT is placed at the position ~rp. The pulse-echo response
is found from the convolution[72, 73]
hpe(~rp, t) = e(t)∗hspe(~rp, t)∗ht(t) . (4.14)
The pulse-echo response in Fig. 4.24 is calculated at the positions, ~rp = (0,0,rpz) where rpz is
15, 25, 55, and 95 mm.
In the beamforming process it is assumed that the wave field can be considered spherical and
propagating as if it was emitted from the virtual point source, as already discussed in Sec-
tion 3.3.2. If the assumption is valid and the beamforming process is performed properly the
LRL’s constituting the HRL at the PT will be almost identical. The HRL at the PT thus equals
the system pulse-echo response at the position of the PT. The HRL at the PT’s at the same po-
sitions as ~rp is also shown in Fig. 4.24 together with the convolution of the electro-mechanical
impulse response and the excitation signal. A considerable coherence between the signals is
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found at all depths, though small deviations are present near the VS. All signals in Fig. 4.24
have been aligned by means of cross-correlation and shown without the spatial axis solely to
illustrate the resemblance between the waveforms.
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Figure 4.24: The spatial pulse-echo response at the positions, ~rp =(0,0,rpz)where rpz is 15, 25,
55, and 95 mm. The center HRL at the PT’s at the same positions (dotted line). The convolution
of the electro-mechanical impulse response and the excitation signal is also shown.
The great resemblance between the waveforms in Fig. 4.24 demonstrates a successful beam-
forming. This can be only be a result of having a spherical wave field originating from the
virtual source. This is studied in Fig. 4.25 to Fig. 4.28 where the variation of the pulse-echo
response over the angular dimension is presented. This study is similar to the one presented
in Section 3.3.2. The responses are simulated in a number of different positions,~rp = rp∠φp
and compared. rp is the radial distance from the focal point to the point of investigation. Four
studies are performed where the distance to the focal point is rp =−5 mm, rp = 5 mm, rp = 35
mm, and rp = 75 mm respectively. A negative value of rp indicates that the points of investi-
gation are above the focal point. In each study all responses and the envelope of the responses
are normalized to a maximum value of 1, and plotted with a small offset in between each
of them. This will form an illusion of the pulse-echo wave front at a given depth as a func-
tion of time. The positions of the points of investigation span over twice the opening angle,
−α≤ φp ≤ α. The positions of the four studies are indicated in Fig. 4.29. The illustrations of
the pulse-echo responses in Fig. 4.25 to Fig. 4.28 support the assumption of having a spherical
wave field originating from the virtual source. The pulse-echo responses are not entirely equal
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nor entirely aligned at depths near the VS as also concluded for the signals in Fig. 4.24. The
envelopes though form an almost completely straight line. This is a demonstration of a pulse-
echo wave field with a spherical wave front. This is the precondition for a successful 2nd stage
beamforming.
The difference between the images in Fig. 4.22 is significant. The cause of the difference be-
tween the two Simulation Models are investigated by taking a closer look at the LRL’s compos-
ing the HRL’s. The investigation concerns only the range from 53 mm to 57 mm which include
a single PT at a depth of 55 mm. The HRI’s in this range are shown in fig 4.30, superimposed
with vertical dashed lines indicating those HRL’s for which the LRL’s are shown.
The LRL’s for the center HRL are shown in Fig. 4.31. The LRL’s for the off-center HRL are
shown in Fig. 4.32. In these figures the LRL’s after LRL-weighting are shown. They also
show the summation of the LRL’s and the corresponding envelope. Finally the envelope of the
weighted HRL is shown relative to the maximum of the HRI’s in Fig. 4.30. The LRL’s sum
completely constructive for the center HRL in both setups.
For the off-center HRL’s the LRL’s sum destructively toward zero level. With a short pulse-
echo response the off-center HRL is composed of the sum of a only a few positive and negative
half-periods. The amplitudes of these half-periods varies with range and lateral position. The
amplitude of the HRL, thus, varies with range. The variation over range is considerable due to
the sparse number of cycles in the sum.
With a longer pulse-echo response the off-center HRL is composed of the sum of several posi-
tive and negative half-periods. The amplitudes of these half-periods decay smoothly over range
and lateral position and on average sum destructively to a zero level. The HRL is of oscillating
nature with the same center frequency as the pulse-echo response, which is not the case for the
setup with the short PE response.
Additional performance results using the longer pulse-echo response are shown in Appendix A
for a number of different configurations.
Transmit Apodization
Transmit apodization has been applied in all simulations. The consequence on performance of
the SASB of omitting apodization is shown in Fig. 4.33 and Fig. 4.34. By using apodization
the lateral FWHM degrades with approximately 0.1 mm. On the other hand the side-lobes are
attenuated yielding an improvement in the -40 dB lateral resolution with a factor of 4 (6 mm)
at greater depths.
Comparison to dynamic receive focusing.
The performance of SASB is among others a function of VS position and F#. These parameters
also determine the number of elements used during transmission. This has an influences on the
emitted energy and the signal to noise ratio. It was shown in Section 4.3.2 that the grating lobes
were appropriately attenuated for F# = 1.5 and F# = 2. The number of elements used as a
function of VS position and F# is shown in Table 4.2
The choice of configuration for comparison with DRF is based on the results presented in
Fig. 4.35. Here the lateral resolution for a number of configurations is shown. In all con-
figurations the results are based on the realistic transducer Simulation Model introduced in
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−5.2 −5 −4.8 −4.6 −4.4 −4.2 −4 −3.8 −3.6 −3.4
distance to VS [mm]
−5.2 −5 −4.8 −4.6 −4.4 −4.2 −4 −3.8 −3.6 −3.4
distance to VS [mm]
Figure 4.25: A number of pulse-echo responses (top) and their envelopes (bottom) in different
positions are compared. All positions are above the focal point and the distance to the focal
point is 5 mm. The positions are indicated in Fig. 4.29. The positions span over twice the
opening angle, −α ≤ φp ≤ α. Responses from positions within the opening angle are plotted
with a different color than for those beyond the opening angle.
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4 4.2 4.4 4.6 4.8 5 5.2 5.4 5.6 5.8 6
distance to VS [mm]
4 4.2 4.4 4.6 4.8 5 5.2 5.4 5.6 5.8 6
distance to VS [mm]
Figure 4.26: A number of pulse-echo responses (top) and their envelopes (bottom) in different
positions are compared. All positions are below the focal point and the distance to the focal
point is 5 mm. The positions are indicated in Fig. 4.29. The positions span over twice the
opening angle, −α ≤ φp ≤ α. Responses from positions within the opening angle are plotted
with a different color than for those beyond the opening angle.
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33.5 34 34.5 35 35.5
distance to VS [mm]
33.5 34 34.5 35 35.5
distance to VS [mm]
Figure 4.27: A number of pulse-echo responses (top) and their envelopes (bottom) in different
positions are compared. All positions have a distance to the focal point of 35 mm. The positions
are indicated in Fig. 4.29. The positions span over twice the opening angle, −α ≤ φp ≤ α.
Responses from positions within the opening angle are plotted with a different color than for
those beyond the opening angle.
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73.5 74 74.5 75 75.5
distance to VS [mm]
73.5 74 74.5 75 75.5
distance to VS [mm]
Figure 4.28: A number of pulse-echo responses (top) and their envelopes (bottom) in different
positions are compared. All positions have a distance to the focal point of 75 mm. The positions
are indicated in Fig. 4.29. The positions span over twice the opening angle, −α ≤ φp ≤ α.
Responses from positions within the opening angle are plotted with a different color than for
those beyond the opening angle.
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Figure 4.29: Positions at which the spatial pulse-echo responses shown in Fig. 4.25 to Fig. 4.28
are calculated. The positions span over twice the opening angle −α≤ φp ≤ α.
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Figure 4.30: Envelope images with the VS at 10 mm, and with F# = 2 from Fig. 4.22. Short
PE response (top), and long PE response (bottom). Shown in the range from 53 mm to 57 mm,
and superimposed with vertical dashed lines indicating those HRL’s for which the LRL’s are
shown. The LRL’s are shown in Fig. 4.31 and Fig. 4.32.
Section 4.3.2. The performance with the VS at 20 mm and F# = 1.5 is superior to the other
configurations in almost the entire range. It is thus a rational choice for a good performance
and a comparison with DRF.
Fig. 4.36 show images with DRF and SASB side by side, and Fig. 4.37 show the quantified
lateral resolution for different configurations. The quantified axial resolution does not differ
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Figure 4.31: The LRL’s composing the center HRL of the two HRI’s shown in Fig. 4.30. The
LRL’s are shown after the weighting function. The summation of the LRL’s and the corre-
sponding envelope are also shown.
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Figure 4.32: The LRL’s composing the off-center HRL of the two HRI’s shown in Fig. 4.30.
The LRL’s are shown after the weighting function. The summation of the LRL’s and the corre-
sponding envelope are also shown.
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Figure 4.33: SASB with Boxcar transmit apodization (left) and Hamming (right). The VS is
at 20 mm, F# = 1.5, and the realistic transducer Simulation Model from Section 4.3.2 is used.
The dynamic range is 60 dB.
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Figure 4.34: Lateral resolution at -6 dB (left) and -40 dB (right) with and without transmit
apodization. Extracted from the images in Fig. 4.33. The dashed curve is the resolution for the
main-lobe only. The solid curve includes the side-lobes as well.
between the different configurations and is not shown. Different positions of the transmit focal
point in DRF has been applied for a fair comparison of the quantified resolution. The VS is at 20
mm and F# = 1.5 for all cases of SASB. In Fig. 4.36, and in the previous sections the number
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VS depth F# = 1.5 F# = 2
5 mm 17 13
10 mm 33 25
15 mm 49 37
20 mm 65 49
Table 4.2: The number of array elements used during transmission as a function of VS position
and F#.
of channels in the 2nd stage beamformer is unlimited, so that N2nd = N. In Fig. 4.37 additional
SASB results are presented where the number of channels has been limited to N2nd = 127, and
N2nd = 63.
There is an substantial improvement in resolution using SASB compared to DRF. It accounts
for both the FWHM and the resolution at -40 dB. The improvement in FWHM is at least a factor
of 2 and the improvement at -40 dB is at least a factor of 3. The improvement of SASB over
DRF is a reality except for a few exceptions. At depths until 20 mm the FWHM is superior with
DRF. With SASB the resolution is almost constant throughout the range. For DRF the FWHM
increases almost linearly with range and the resolution at -40 dB is fluctuating with range.
The opening angles of the VS’s decrease toward the transducer edges due to a limited number of
transducer elements. As a consequence the number of valid 1st stage lines to potentially include
in the sum deviates from the required linear increase accordingly as range increases as already
shown in Fig. 4.7. This deviation from the linear increase will affect the performance of the
lateral resolution. Deliberately limiting the number of channels in the 2nd stage beamformer to
reduce system complexity has the same effect. The number of applied channels as a function
of depth is shown in Fig. 4.38 when the number of available channels is limited to N2nd = 63,
N2nd = 127, and N2nd = 191.
Contour plots of the PSF with restricted channel counts of N2nd = 63, and N2nd = 191 are shown
in Fig. 4.39. The contours are only shown for the PT beyond 50 mm since this is where they
differentiate. The quantified resolution is included in Fig. 4.37. The performance degradation
when reducing the number of channels from N2nd = 191 to N2nd = 127 is noticeable but not very
significant. This is reasonable since in practice it is only a reduction from using a maximum
of 150 channels to using 127 channels. Limiting the number of channels to N2nd = 63 does on
the other hand degrade performance significantly. When the number of channels is restricted to
N2nd = 63, and N2nd = 127 the depths at which K(z) ceases to increase linearly is at 40 mm and
61 mm respectively. This is also apparent when observing the resolution in Fig. 4.37, where
both the FWHM and the resolution at -40 dB are no longer constant beyond these depths. Even
when the number of channels is restricted to N2nd = 63 the performance of SASB is superior
to DRF.
4.4 Measurement Results
A commercial scanner and a linear array transducer with parameters similar to the ones in Ta-
ble 4.1 have been used to acquire data. A tissue phantom with wire targets and 0.5 dB/MHz/cm
attenuation is used as imaging object. RF-data using DRF and 1st stage SASB is acquired with
a 5 MHz center frequency and stored. 2nd stage SASB processing, envelope detection, and
logarithmic compression is done off-line for both DRF and SASB. An envelope image of the
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Figure 4.35: Lateral resolution of SASB as function of depth at -6 dB (top) and -40 dB (bottom).
If the lateral PSF has a distinct main-lobe, and side-lobe distribution, the main-lobe resolution
is shown as a dotted line. In all configurations the results are based on the realistic transducer
Simulation Model introduced in Section 4.3.2.
acquired 1st stage SASB data is shown in Fig. 4.40. It resembles the shape of the contours
shown in Fig. 4.5 as expected. Notice the arcs are turned upside down before and after the
focal point at 20 mm. A side by side comparison between the DRF image and the SASB image
is also shown in Fig. 4.40. With DRF the transmit focal point is at 65 mm, and with SASB the
VS is at 20 mm F# = 2.
The images based on measured data confirms the results from the simulations. At the center
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Figure 4.36: Envelope images using DRF (left) and SASB (right). For DRF the transmit focal
point is at 70 mm. For SASB the VS is at 20 mm and F# = 1.5. Dynamic Range is 60 dB.
of the image the resolution of SASB is superior to DRF and is practically range independent.
A zoom in on the PT at 69 mm for the DRF and SASB images from Fig. 4.40 is shown in
Fig. 4.41. Here the difference in resolution is prominent. The resolution in the near field is
slightly better for DRF as stated in Section 4.3.2 and in Fig. 4.37.
Artifacts at the transducer edges occur for both DRF and SASB but are more profound for
SASB and especially at greater depths. As stated in Section 4.2.2 the lateral resolution is
laterally dependent since the number of applied LRL’s decreases as the HRL approaches the
edges of the transducer. This is illustrated in Fig. 4.42, where the number of applied LRL’s as
a function of depth and lateral position of the HRL is shown as an image for the configurations
with VS at 20 mm, and F# = 1.5. The number of applied LRL’s as a function lateral position
for a few depths is also shown. At greater depth the synthesized aperture, hence the resolution,
decreases linearly as the HRL moves toward the transducer edge.
The speckle pattern is present at a greater range in the SASB image compared to the DRF
image indicating greater penetration. At greater depths the emitted wave field in SASB is
wide compared to DRF. The intensity is lower and so is the SNR of the 1st stage SASB-data.
The SNR increases because of the summation of a number of LRL’s. Provided that the image
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Figure 4.37: Lateral resolution of DRF and SASB as function of depth at -6 dB (top) and -40 dB
(bottom). If the lateral PSF has a distinct main-lobe, and side-lobe distribution, the main-lobe
resolution is shown as a dotted line. In all configurations the results are based on the realistic
transducer Simulation Model introduced in Section 4.3.2. For DRF the transmit focal point is
at 50 mm, 70 mm, and 90 mm. For SASB the VS is at 20 mm and F# = 1.5. SASB results
are presented using a different number of available 2nd stage beamformer channels. N2nd = 63,
N2nd = 127, and N2nd = 191.
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Figure 4.38: The number of applied 1st stage lines in the 2nd stage beamformer for the center
HRL, when the number of available channels is limited to N2nd = 63, N2nd = 127, and N2nd =
191.
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Figure 4.39: Contour plots of the PSF with restricted channel counts of N2nd = 63, and N2nd =
191. The VS is at 20 mm and F# = 1.5
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Figure 4.40: Envelope images using 1st stage SASB (left), SASB (center), and DRF (right).
RF-data is acquired using a commercial scanner, and processing is done off-line. For DRF the
transmit focal point is at 65 mm. For SASB the VS is at 20 mm and F# = 2. Dynamic Range
is 60 dB.
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Figure 4.41: A zoom in on the DRF and SASB images from Fig. 4.40.
object does not move in between acquisitions and assuming uncorrelated electronic noise at the
receivers the potential SNR improvement at the center HRL compared to 1st stage RF-data is
∆SNR(z) = 10log10
(
K(z)
∑
k
W(xk,z)
)
. (4.15)
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Figure 4.42: Number of applied LRL’s as a function of depth and lateral position of the HRL
(Top). The VS is at 20 mm and F# = 1.5. Shown as a function of lateral position only for
different depths (bottom).
The signal to noise ratio as a function of depth for a set of acquired DRF-data and a set of 1st
stage SASB-data has been estimated, and is shown in Fig. 4.43. For DRF the transmit focus
is at 45 mm and for SASB the VS is at 20 mm with F# = 2. 20 data sets have been acquired
for both DRF and SASB using a tissue phantom with an attenuation of 0.5 dB/[MHz cm]. The
signal part is estimated by averaging the measured signals. A set of noise signals is estimated
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by subtracting the estimated signal part from the measured signals. The SNR is
SNR(z) = E{Y (z)}
2
E{[Y (z)−E{Y (z)}]}2
'
( 1
M ∑Mm=1 ym(z)
)2
1
M ∑Mm=1
[
ym(z)− 1M ∑Mm=1 ym(z)
]2 .
(4.16)
E is the expectation operator. Y (z) denotes the M number of measured data sets, and ym(z) is
the m’th data set. The theoretical potential improvement in SNR, ∆SNR(z) from (4.15) is also
shown in Fig. 4.43 with a boxcar and a Hamming window as SA weighting. For z = 80 mm
the value of ∆SNR(z) can be calculated using (4.5) and (4.4) and is 19 dB. The potential SNR
of the SASB is superior to DRF at the entire range and an improvement of 8 dB is realized at a
depth of 80 mm.
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Figure 4.43: Estimated SNR as a function of depth. Data sets are acquired with a commercial
scanner and a tissue phantom for both DRF (blue) and 1 stage SASB (red). The theoretical SNR
of the 2nd stage SASB is also shown with and without the SA-weighting (black and magenta).
4.5 Conclusion
The main motivation for SASB is to apply synthetic aperture techniques with a restricted system
complexity. The objective is to improve lateral resolution and obtain a more range independent
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resolution compared to conventional ultrasound imaging.
The SASB method has been investigated using simulations in Field II and by off-line processing
of data acquired with a commercial scanner. The parameters which are the most decisive for
the performance are the depth of the VS (the focal depth), and the F# of the VS. The lateral
resolution increases with a decreasing F#, but grating lobes arise at a combination of a sparse
spatial sampling by the virtual array and wave fields with incident angles beyond a certain limit.
It is possible to restrict the range of incident angles by putting a limit to the opening angle of
the VS. For a transducer with a pitch of ∆= λ grating lobes are avoided if F#≥ 2. For a phased
array transducer with ∆ = λ/2 grating lobes are avoided if F#≥ 1.
Simulations have been done with two different pulse-echo responses having different band-
widths. The performance difference between the two Simulation Models is significant. The
lateral resolution is significantly better for the Simulation Model with the longer pulse-echo
response and the improvement is at least a factor of 2 at -40 dB. With a longer pulse-echo re-
sponse the off-center HRL is composed of the sum of several positive and negative half-periods
of the LRL’s and on average sum destructively to a zero level. This is not the case for a short
pulse-echo response. Here the off-center HRL is composed of the sum of a only a few positive
and negative half-periods and, thus, sum less destructively.
The performance of SASB with the VS at 20 mm and F# = 1.5 is compared with conventional
dynamic receive focusing (DRF). The axial resolution is the same for the two methods. There is
an substantial improvement in lateral resolution using SASB compared to DRF. It accounts for
both the FWHM and the resolution at -40 dB. The improvement in FWHM is at least a factor of
2 and the improvement at -40 dB is at least a factor of 3. The improvement of SASB over DRF
is a reality except for a few exceptions. At depths until 20 mm the FWHM is superior with
DRF. With SASB the resolution is almost constant throughout the range. For DRF the FWHM
increases almost linearly with range and the resolution at -40 dB is fluctuating with range. By
putting restrictions on the number of 2nd stage beamformer channels the system complexity
is reduced. It will have a negative consequence on resolution, since the synthesized aperture
decreases, but even when the number of channels is restricted to N2nd = 63 the performance of
SASB is still superior to DRF.
SASB has been applied to data acquired with a commercial scanner and a tissue phantom with
wire targets. The images confirms the results from the simulations. At the center of the image
the resolution of SASB is superior to DRF and is practically range independent. The resolution
in the near field is slightly better for DRF. A feasible solution could be to construct the final
image by applying DRF above the VS and SASB beyond the VS.
A decrease in performance at the transducer edges occur for both DRF and SASB. They are
more profound for SASB and especially at greater depths it is obvious that the lateral resolution
is laterally dependent. A solution could be to apply DRF at the edges as a supplement to SASB.
The speckle pattern is present at a greater range in the SASB image compared to the DRF
image indicating greater penetration. The signal to noise ratio as a function of depth for a set
of acquired DRF-data and a set of 1st stage SASB-data has been estimated. The theoretical
potential improvement in SNR of SASB over DRF has been estimated based on the measured
SNR data and an assumption of a stationary image object, and a correct phase-alignment in the
2nd stage beamformer. The improvement is attained at the entire range and at a depth of 80
mm the improvement is 8 dB.
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Conclusion
Several subjects have been addressed during this PhD project, and all of them are related to
beamforming.
Many aspects of delay-and-sum beamforming have been investigated. A part of the project has
been to take part in the development of a software toolbox for off-line dynamic receive focus-
ing of scan lines in any arbitrary direction in 3D space. It offers a choice between different
methods for calculating time-delays, and various inter-sample interpolation schemes. Apodiza-
tion can be any preferred window function of fixed size or it can be fully dynamic with an
expanding and contracting aperture to obtain a preferred F-number. Some of the beamformer
design principles and some of the many considerations in relation to beamformer development
and implementation have been shared.
Directional beamforming has been applied for a velocity vector estimator. The simulation
study and measurement study both showed that angle estimation by directional beamforming
can be estimated with a high precision. Using the measurements more than 96% valid estimates
were produced for the flow angles θ = {60◦,75◦,90◦} and with a bias below 2◦ and a standard
deviation below 5◦. The angle estimation performance is strongly influenced by the choice of
correlation-time, and the computational task is heavy.
Through simulations in Field II mono-static synthetic aperture focusing of pulse-echo data from
a rotating concave element has been investigated. The radial and angular resolution have been
extracted using transducer elements with a focal depth of 10 mm, 15 mm, and 20 mm. Due
to the rotation, the synthesized aperture only experiences a moderate expansion. This is not
sufficient to reduce the extent of the wide point spread function of a single emission. At least
not to a level which is competitive to the relatively narrow PSF of the setup with focal depth at
20 mm. The effect of SAF with focal depth at 20 mm is also negligible due to the small number
of LRL’s added. The advantage of SAF is the increase in SNR. For the setup with focal depth at
20 mm the SAF SNR gain is 11 dB. The SNR gain of a setup with a VS at radius 10 mm or 15
mm over conventional imaging with a VS at 20 mm is also 11 dB. The SNR improvement can
be converted directly to an increase in penetration or an increase in emitted frequency yielding
a higher resolution.
The SASB method has been investigated using simulations in Field II and by off-line processing
of data acquired with a commercial scanner. The parameters which are the most decisive for
the performance are the depth of the VS (the focal depth), and the F# of the VS. The lateral
resolution increases with a decreasing F#, but the effects of grating lobes become increasingly
more dominant. For a transducer with a pitch of ∆ = λ grating lobes are avoided if F#≥ 2. For
a phased array transducer with ∆ = λ/2 grating lobes are avoided if F#≥ 1.
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The performance of SASB with the VS at 20 mm and F# = 1.5 is compared with conventional
dynamic receive focusing (DRF). The axial resolution is the same for the two methods. There is
an substantial improvement in lateral resolution using SASB compared to DRF. It accounts for
both the FWHM and the resolution at -40 dB. The improvement in FWHM is at least a factor of
2 and the improvement at -40 dB is at least a factor of 3. The improvement of SASB over DRF
is a reality except for a few exceptions. At depths until 20 mm the FWHM is superior with
DRF. With SASB the resolution is almost constant throughout the range. For DRF the FWHM
increases almost linearly with range and the resolution at -40 dB is fluctuating with range. By
putting restrictions on the number of 2nd stage beamformer channels the system complexity
is reduced. It will have a negative consequence on resolution, since the synthesized aperture
decreases, but even when the number of channels is restricted to N2nd = 63 the performance of
SASB is still superior to DRF.
SASB has been applied to data acquired with a commercial scanner and a tissue phantom with
wire targets. The images confirm the results from the simulations. At the center of the image
the resolution of SASB is superior to DRF and is practically range independent. The resolution
in the near field is slightly better for DRF. A feasible solution could be to construct the final
image by applying DRF above the VS and SASB beyond the VS.
A decrease in performance at the transducer edges occur for both DRF and SASB. They are
more profound for SASB and especially at greater depths it is obvious that the lateral resolution
is laterally dependent. A solution could be to apply DRF at the edges as a supplement to SASB.
The speckle pattern is present at a greater range in the SASB image compared to the DRF
image indicating greater penetration. The signal to noise ratio as a function of depth for a set
of acquired DRF-data and a set of 1st stage SASB-data has been estimated. The theoretical
potential improvement in SNR of SASB over DRF has been estimated based on the measured
SNR data and an assumption of a stationary image object, and a correct phase-alignment in the
2nd stage beamformer. The improvement is attained at the entire range and at a depth of 80
mm the improvement is 8 dB.
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APPENDIX
A
Synthetic Aperture Sequential
Beamforming - Additional Results
This chapter contains additional results from the parameter study of synthetic aperture sequen-
tial beamforming. They include plots of the number of applied LRL’s, log-compressed envelope
images with a dynamic range of 60 dB, and plots of lateral point spread functions. The axial
and lateral FWHM, and lateral resolution at levels of -40 dB and -50 dB are also shown. The
simulation study described in Section 4.3 made use of two different Simulation Models. Both
Simulation Models are applied for the results presented in this chapter. The two models are
described in Section 4.3.1. They are denoted Simulation Model I and Simulation Model II. Pa-
rameters common for both models are shown in Table 4.1, and the differences are highlighted in
Table A.1. The image width using Simulation Model I is greater than with Simulation Model
II. All results in this chapter are shown for an image width of 40 mm only. The results are
presented in sections with the following section titles
• VS at 5 mm, Simulation Model I
• VS at 10 mm, Simulation Model I
• VS at 15 mm, Simulation Model I
• VS at 20 mm, Simulation Model I
• VS at 10 mm, Simulation Model II
• VS at 15 mm, Simulation Model II
• VS at 20 mm, Simulation Model II
Parameter I II
Transducer
Number of elements 401 191
Excitation 1 cycle ( f0) 2 cycles ( f0)
Impulse response 2-cycle ( f0) measured
Table A.1: Differences between Simulation Model I and Simulation Model II. The other values
common for both models are found in Table 4.1.
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A.1 VS at 5 mm, Simulation Model I
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Figure A.1: Envelope detected and log-compressed images for different values of F# and with
a dynamic range of 60 dB. VS at 5 mm, Simulation Model I.
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Figure A.2: Envelope detected and log-compressed image for F# = 2 with a dynamic range of
60 dB. VS at 5 mm, Simulation Model I.
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Figure A.3: Axial and lateral resolution as function of depth at levels of -6 dB, -40 dB, and
-50 dB. If the lateral PSF has a distinct main-lobe and side-lobe distribution, the main-lobe
resolution is shown as a dotted line. VS at 5 mm, Simulation Model I.
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Figure A.4: Lateral PSF’s at different depths are stacked up for different values of F#. VS at 5
mm, Simulation Model I.
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Figure A.5: Lateral PSF’s at different depths are stacked up for F#= 2. VS at 5 mm, Simulation
Model I.
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Figure A.6: The number of applied 1st stage lines in the 2nd stage beamformer for the center
HRL. VS at 5 mm, Simulation Model I.
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A.2 VS at 10 mm, Simulation Model I
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Figure A.7: Envelope detected and log-compressed images for different values of F# and with
a dynamic range of 60 dB. VS at 10 mm, Simulation Model I.
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Figure A.8: Axial and lateral resolution as function of depth at levels of -6 dB, -40 dB, and
-50 dB. If the lateral PSF has a distinct main-lobe and side-lobe distribution, the main-lobe
resolution is shown as a dotted line. VS at 10 mm, Simulation Model I.
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Figure A.9: Lateral PSF’s at different depths are stacked up for different values of F#. VS at
10 mm, Simulation Model I.
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Figure A.10: The number of applied 1st stage lines in the 2nd stage beamformer for the center
HRL. VS at 10 mm, Simulation Model I.
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A.3 VS at 15 mm, Simulation Model I
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Figure A.11: Envelope detected and log-compressed images for different values of F# and with
a dynamic range of 60 dB. VS at 15 mm, Simulation Model I.
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Figure A.12: Axial and lateral resolution as function of depth at levels of -6 dB, -40 dB, and
-50 dB. If the lateral PSF has a distinct main-lobe and side-lobe distribution, the main-lobe
resolution is shown as a dotted line. VS at 15 mm, Simulation Model I.
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Figure A.13: Lateral PSF’s at different depths are stacked up for different values of F#. VS at
15 mm, Simulation Model I.
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Figure A.14: The number of applied 1st stage lines in the 2nd stage beamformer for the center
HRL. VS at 15 mm, Simulation Model I.
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A.4 VS at 20 mm, Simulation Model I
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Figure A.15: Envelope detected and log-compressed images for different values of F# and with
a dynamic range of 60 dB. VS at 20 mm, Simulation Model I.
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Figure A.16: Axial and lateral resolution as function of depth at levels of -6 dB, -40 dB, and
-50 dB. If the lateral PSF has a distinct main-lobe and side-lobe distribution, the main-lobe
resolution is shown as a dotted line. VS at 20 mm, Simulation Model I.
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Figure A.17: Lateral PSF’s at different depths are stacked up for different values of F#. VS at
20 mm, Simulation Model I.
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Figure A.18: The number of applied 1st stage lines in the 2nd stage beamformer for the center
HRL. VS at 20 mm, Simulation Model I.
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A.5 VS at 10 mm, Simulation Model II
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Figure A.19: Envelope detected and log-compressed images for different values of F# and with
a dynamic range of 60 dB. VS at 10 mm, Simulation Model II.
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Figure A.20: Axial and lateral resolution as function of depth at levels of -6 dB, -40 dB, and
-50 dB. If the lateral PSF has a distinct main-lobe and side-lobe distribution, the main-lobe
resolution is shown as a dotted line. VS at 10 mm, Simulation Model II.
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Figure A.21: Lateral PSF’s at different depths are stacked up for different values of F#. VS at
10 mm, Simulation Model II.
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Figure A.22: The number of applied 1st stage lines in the 2nd stage beamformer for the center
HRL. VS at 10 mm, Simulation Model II.
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A.6 VS at 15 mm, Simulation Model II
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Figure A.23: Envelope detected and log-compressed images for different values of F# and with
a dynamic range of 60 dB. VS at 15 mm, Simulation Model II.
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Figure A.24: Axial and lateral resolution as function of depth at levels of -6 dB, -40 dB, and
-50 dB. If the lateral PSF has a distinct main-lobe and side-lobe distribution, the main-lobe
resolution is shown as a dotted line. VS at 15 mm, Simulation Model II.
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Figure A.25: Lateral PSF’s at different depths are stacked up for different values of F#. VS at
15 mm, Simulation Model II.
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Figure A.26: The number of applied 1st stage lines in the 2nd stage beamformer for the center
HRL. VS at 15 mm, Simulation Model II.
119
Appendix A. Synthetic Aperture Sequential Beamforming - Additional Results
A.7 VS at 20 mm, Simulation Model II
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Figure A.27: Envelope detected and log-compressed images for different values of F# and with
a dynamic range of 60 dB. VS at 20 mm, Simulation Model II.
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Figure A.28: Axial and lateral resolution as function of depth at levels of -6 dB, -40 dB, and
-50 dB. If the lateral PSF has a distinct main-lobe and side-lobe distribution, the main-lobe
resolution is shown as a dotted line. VS at 20 mm, Simulation Model II.
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Figure A.29: Lateral PSF’s at different depths are stacked up for different values of F#. VS at
20 mm, Simulation Model II.
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Figure A.30: The number of applied 1st stage lines in the 2nd stage beamformer for the center
HRL. VS at 20 mm, Simulation Model II.
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Effective and versatile software beamformation toolbox
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ABSTRACT
Delay-and-sum array beamforming is an essential part of signal processing in ultrasound imaging. Although the prin-
ciples are simple, there are many implementation details to consider for obtaining a reliable and computational efficient
beamforming. Different methods for calculation of time-delays are used for different waveforms. Various inter-sample
interpolation schemes such as FIR-filtering, polynomial, and spline interpolation can be chosen. Apodization can be
any preferred window function of fixed size applied on the channel signals or it can be dynamic with an expanding and
contracting aperture to obtain a preferred constant F-number. An effective and versatile software toolbox for off-line
beamformation designed to address all of these issues has been developed. It is capable of exploiting parallelization of
computations on a Linux cluster and is written in C++ with a MATLAB (MathWorks Inc.) interface. It is an aid to support
simulations and experimental investigation of 3D imaging, synthetic aperture imaging, and directional flow estimation. A
number of parameters are necessary to fully define the spatial beamforming and some parameters are optional. All spatial
specifications are given in 3D space such as the physical positions of the transducer elements during transmit and receive
and the positions of the points to beamform. The points of focus are defined as a collection of lines each having an origin, a
direction, a distance between points and a length. The transducer, the points to beamform, and the apodization are defined
as individual objects and a combination of these define the actual beamforming. Once the beamforming is defined, the
time-delays and apodization values for every combination of transmit elements, receive elements and focus points can be
calculated and stored in lookup-tables (LUT). Parametric beamforming can also be applied where calculations are done by
demand, thus, reducing the storage demand dramatically. On a standard PC with a Pentium 4, 2.66 GHz processor running
Linux the toolbox can beamform 100,000 points in lines of various directions in 20 seconds using a transducer of 128
elements, dynamic apodization and 3rd order polynomial interpolation. This is a decrease in computation time of at least
a factor of 15 compared to an implementation directly in MATLAB of a similar beamformer.
Keywords: medical ultrasound, beamforming, toolbox, image processing, 3D, parallel computation
1. INTRODUCTION
The image quality and diagnostic capabilities in general of medical ultrasound imaging rely to a great extent on the beam-
former, which is the primary signal processing task of an ultrasound system. The delay-and-sum beamformer (DASB)
is the dominant type of beamformer and comprises computation and application of channel delays and apodization in
both transmit mode and receive mode. Even though the principle of the DASB is quite simple the implementation can
be complex. The evolution of ultrasound beamformers from analog into digital implementations have been described by
Thomenius1 and numerous variations exist and new and improved methods of beamforming are continuing to appear. The
beamformer design is a consequence of the combination of desired application, image quality demands, array type, and
the processing resources available for real-time implementation. Concurrently with the development within real-time pro-
cessing technology, new types of beamformers, which can utilize this increase in resources, become an obvious subject of
investigations.
Several commercial and non-commercial toolboxes have been developed for different purposes within array signal
processing.2–4 This paper is about a software toolbox dedicated for off-line beamformation of ultrasound array signals,
written in C++ and with a MATLAB (The MathWorks, Inc.) program interface. The name of the toolbox is BFT2 and the
initial version was developed by Sara Gustavsson5 in 2002 and has been under continuous development ever since. It
is motivated by the potential in improving the image quality of ultrasound imaging by investigating novel beamforming
methods, and by offering colleagues an opportunity not to implement a beamformer from scratch and, thus accelerating the
Further author information: Jacob Kortbek, jk@oersted.dtu.dk
1
research. The maturity level of the toolbox at present time is such that it is applicable to most state of the art beamforming
applications and it is reliable due to the feedback from the intensive use in several projects at Center for Fast Ultrasound
Imaging(CFU).
The purpose of the beamformation toolbox (BFT) is to serve as an applicable entry into receive beamforming (or
focusing) of real RF signals or complex base band signals acquired from any given application and acquisition sequence.
It performs dynamic receive focusing in any arbitrary direction in 3D space and offers a range of choices between static
or dynamic apodization and various interpolation schemes. Such a toolbox improves the reliability and can ensure a
consistency in the way beamforming is implemented and the numerous details involved in this process. The RF data can
be of different types and can originate from either a simulation program such as Field II,6 from experimental equipment
or from in-vivo experiments. Among the many applications of the toolbox are 3D imaging using 2D arrays or elevation
focused 1D arrays. Also directional velocity vector estimation7–9 in vascular imaging is an obvious candidate. Synthetic
aperture (SA) imaging10–12 and the many variations such as synthetic transmit aperture (STA),13 synthetic receive aperture
(SRA)14–16 and hybrid combinations hereof are perhaps the most demanding beamforming tasks in medical ultrasound and
can easily be explored.
The paper gives an insight into the software architecture of the toolbox and beamformer design principles and shares
some of the many considerations in relation to beamformer development and implementation. The paper is organized as
follows. Initially beamformer basics is described and the strategy for calculating the time-of-flight and the apodization
for different applications is discussed. The software design of the implementation is characterized next and Section 2.1
elaborates on how the processing is organized and carried out and how the user can interact with the toolbox and control
its parameters. Finally some examples of use and a measure of performance are presented.
2. BEAMFORMING STRATEGY
The general purpose of beamforming in terms of beam properties is to construct a narrow beam with a large range of depth.
Beamforming in its simplest form is all about controlling the phase of a group of signals exploiting that the sum of these
signals can be either constructive or destructive. In medical ultrasound beamforming is carried out during both transmit and
receive and the type of beamforming varies first of all with the geometry of the applied transducer and the focal points. The
main transducer categories are the linear array, focused array, and phased array beside the 2D arrays, but can in principle
be any kind of arbitrary array.
In transmit beamforming appropriate delays and possibly apodization are applied to the individual transducer elements
to obtain a single focal point at which the emitted waves sum up constructively. Receive beamforming is similar since
appropriate delays are applied to the signals received from the individual transducer elements and then a weighted sum
is performed. The main difference is that in transmit only a single focal point can be created at each emission, since the
delays are applied before the emission and the waves are summed physically in the focal point. In receive multiple focal
points can be obtained, by applying a new set of delay values to the received signals for each focal point.
The BFT does off-line processing of the received signals and, thus, performs receive focusing. One of the challenges
in receive focusing is the strategy for calculating the time-of-flight (TOF). TOF is the propagation time of the emitted wave
in its path from the transmit origin,~re to the point of receive focus (FP),~r f p and return to one of the elements of the receive
aperture,~rr as illustrated in Fig. 1.
tto f =
|~r f p−~re|+ |~rr−~r f p|
c
. (1)
Calculating proper receive delays and thus the TOF requires that the characteristics of the transmit beamforming are known.
The TOF can be split into the transmit time tto ft and the receive time tto fr . tto f = tto ft + tto fr . Assuming the speed of sound,
c is known the receive time is uniquely determined from the receive path which is simply the path from the FP to receive
aperture elements. The transmit path though is not well defined because the emitted pressure wave does not necessarily
emanate from a point source as illustrated in Fig. 1 but is a consequence of numerous waves emitted from different elements
at different times. The transmit time must thus be approximated accordingly.
Fig. 2 and Fig. 3 are illustrations of different situations where the strategy for calculating the TOF are not the same. In
Fig. 2 a focused transmission with a transmit focal point (TFP) located at~rt f p is applied and the FP is located off-axis. The
transmit origin,~re is defined as the center element of the transmit sub-aperture. In compliance with the concept of virtual
2
r
e
r
r
→ →
rfp
→
(0,0,0)
Figure 1. Wave propagation path (dotted line) for calculating the time-of-flight in receive focusing. The transmit origin, ~re and the
receive point,~rr are illustrated as different elements of an array.
sources,17–21 the transmit focal point can be considered as a point source emitting a spherical wave. By using this concept
the transmit part tto ft of the TOF can be calculated unambiguously and the TOF becomes
tto f =
|~rt f p−~re|± |~r f p−~rt f p|+ |~rr−~r f p|
c
(2)
The ± in (2) refer to whether the FP is above or below the TFP. In Fig. 3 an unfocused plane wave is emitted and the
transmit time tto ft in this case is simply proportional to the axial distance, |z f p− ze| between the aperture and the FP and
the TOF is then
tto f =
|z f p− ze|+ |~rr−~r f p|
c
. (3)
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Figure 2. Wave propagation path (dotted line) for calculating the time-of-flight in receive focusing for a focused transmission. The
transmit origin is perceived as the center element of the transmitting aperture. The TOF path is via the transmit focal point.
In DASB the strategy for beamforming a single point is to select one sample from each receive channel of the acquired
data and then sum up a weighted set of these samples. By beamforming a group of points a scan line can be created.
Different arrangements of scan lines are used for different applications. Examples of applications are illustrated in Fig. 4
and (a) demonstrate B-mode image lines and (b) & (c) directional beamforming for e.g. velocity vector estimation. In
general a beamformed image point, I(~r) at position,~r f p can be expressed as
I(~r f p) =
Ne∑
e=1
Ae(~r f p)
Nr∑
r=1
Ar(~r f p)se,r(tto f (~re,~rt f p,~r f p,~rr)) , (4)
3
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Figure 3. Wave propagation path (dotted line) for calculating the time-of-flight in receive focusing for a plane wave transmission. The
transmit origin and the receive point are illustrated as different elements of an array. The transmit origin is assumed at the same lateral
position as the receive point.
(a) (b) (c)
Figure 4. Receive points are located on straight lines. Different arrangements of lines are used for different applications. The examples
shown illustrate B-mode imaging (a), directional beamforming for velocity estimation7 (b) and directional beamforming for velocity
vector angle estimation8, 9 (c).
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where Nr is the number of receiving elements, A is the dynamic apodization function in transmit and receive and se,r(t) is
the time-domain received echo signal at receiving element r after the e’th emission. Ne is the number of emissions used to
construct the image point, where the origin of each emission is spatially different from the other as is the case in STA. E.g
for a conventional B-mode image point, Ne = 1.
As already stated the samples to select are determined by the TOF. Due to the continuous nature of the TOF the sample
index will not necessarily coincide with the discrete time indices of the sampled channel data. Thus, a nearest neighbor
approach or some form of inter-sample interpolation is needed and this has a influences on the image quality22 and the
hardware complexity for implementation. By using a proper interpolation scheme it is possible to reduce the sampling
frequency or to improve performance.
With an aperture of finite size edge waves will affect the beam pattern by increasing the side lobes. Apodization is
often applied in both transmit and receive to suppress the side lobes with a trade-off in lateral resolution, since the aperture
width is inversely proportional to the main lobe width of the beam pattern. Receive apodization can take the form of a
fixed tapering of channel signals, a step-wise depth dependent function or a fully dynamic function. The latter offers an
opportunity to introduce an expanding and contracting aperture and maintain a constant preferred F-number and uniform
beam pattern23 until the entire aperture is applied.
2.1. Toolbox Software Design.
The software design of the toolbox is described next. The issues from the previous section and how they are handled
and implemented are discussed. The toolbox is written in C++ and since it has a MATLAB (MathWorks Inc.) user interface
MATLAB MEX-files are used to link between the C++ source code and the MATLAB environment. MEX-files are dynamically
linked routines, which can be invoked from MATLAB just as a general built-in function.24, 25 The toolbox is designed for
parallelization on a multi-processor cluster but can just as well run on a single processor system with a Windows or a
Linux operating system. This part of the design is called Parlib26 and the design philosophy and considerations regarding
parallelization are not described further.
An overview of some of the functionality of the m-files (MATLAB programming code) and the MEX-file is illustrated
in Fig. 5. The user interface is a group of user functions, which control the BFT. The most important functions are the
definition functions which control the transmitting and receiving aperture, the scan lines, and the apodization. Each of
these functions create an instance of a C++ class and a handle to the instance is returned.
The main content of the MEX-file is obviously the functions executing the user functions. The entry into the correct
function is via the obligatory mexFunction which must exist in every C source MEX-file. In the mexFunction the correct
task is found based on the input from user-function invoking the MEX-file. Moreover the MEX-file is in charge of storing
all class instances. This is done by applying dynamically linked list and supporting functions for searching list members
(class instances) and deleting list members.
The definition functions in the user interface are handled in different C++ classes. The APERTURE class stores the
physical spatial coordinates in 3D space of the transducer elements or the coordinates of a virtual aperture. Different
instances of this class are used to define both the transmit aperture and the receive aperture. The instance representing
the receive aperture typically contains the coordinates of the physical transducer elements used during the receiving of
echo signals. The transmit aperture however consists typically of a single coordinate to be able to calculate the transmit
time tto ft as discussed previously in Section 2. If it contains several coordinates, a set of TOF values are calculated for
each coordinate. A selection of one of these sets is made by the user, when the beamforming is executed based on the
characteristics of the acquisition creating the data.
The APODIZATION class holds the information of the tapering of the samples from the individual receive data-channels.
The apodization can be defined in two distinct ways. One option is completely flexible in the sense that arbitrary apodization
values can be defined for an arbitrary number of depth intervals. With this option a simple and fixed tapering can be applied
for FP’s at all depth or extraordinary apodization functions e.g. the functions investigated by Jensen and Munk for vector
velocity estimation27 can easily be implemented. A dynamic apodization function with an expanding aperture can also be
implemented with this option. This is done by supplying a table of the desired apodization values and manually calculating
the depth intervals in which the different apodization values should be applied. This can be slightly cumbersome and for
the purpose of creating a dynamic apodization function with a preferred F-number another option exist. Here a pre-defined
analytical window function e.g. a Hamming or a Tukey is given as a text string along with a desired F-number and then the
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Figure 5. Overview of some of the functionality of the m-files and the MEX-file
APODIZATION class calculates the width of the active sub-aperture and the apodization values. If the width of the active
sub-aperture exceeds the aperture width defined in the APERTURE class, then only the central part of the calculated values
are applied as illustrated in Fig. 6. For a given FP the analytical calculation of the apodization value for aperture element,
i, if e.g. a Hanning window is applied, is
A(γ) =
{
0.5(1− cos(piγ+pi)) for γ≤ 1
0 for γ > 1 (5)
where γ is a normalized index which depends on the distance, D between the FP and a reference point on the aperture,
the desired F-number, F and on the position of the element,~ri for which the apodization value is calculated relative to the
center position of the aperture,~rc
γ(ri) = |(~ri−~rc)|2F/D . (6)
When the apodization is defined as in the latter case the apodization values for each FP can be saved to MATLAB compatible
files, if requested by the user.
The LINE class keeps the parameters and methods for generating the coordinates of the FP’s in 3D space. The BFT is
primarily designed to beamform FP’s located on straight lines in any arbitrary direction as illustrated in Fig. 4. Equidistant
points on a line can be characterized by an origin,~r0, a direction, ζ, a length, L and the distance between consecutive points,
∆r as illustrated in Fig. 7. The coordinate of the i’th point,~ri = (x,y,z) on the line is
~ri =~r0+ i∆rζ . (7)
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Figure 6. Dynamic apodization with expanding aperture.
r0
→ ζ→
L
∆r
Figure 7. Line of equidistant receive focus points.
In the IMAGE class two instances of the APERTURE class and at least one instance from each of the classes APODIZATION
and LINE are stored. These are the basic information needed for beamforming the acquired data. Besides the basics the
strategy for calculating the TOF must be decided on as discussed previously in Section 2. A choice between the situations
exemplified in Fig. 1, Fig. 2, and Fig. 3 and the corresponding TOF calculations expressed in (1), (2), and (3) must be
taken and stored as a variable in the class instance. Furthermore a choice between the available inter-sample interpolation
schemes must be made. These are nearest neighbor, linear, polynomial of various order, spline and up-sampling and fil-
tering with a user-defined FIR-filter.22 The calculation of the TOF is performed by IMAGE class. The method consists of
nested loops going through lines, FP’s, and finally transducer elements, such that the TOF can be calculated for all per-
mutations of FP’s, transmit aperture elements, and receive aperture elements. The TOF calculation in (1) and (2) involves
a square root operation which is a computational heavy task to implement i hardware.28 An alternative to calculating the
TOF for each individual FP has been studied by Nikolov et al.29, 30
The intention of the PARAMETER class is to hold general parameter values such as the sampling frequency, fs and the
speed of sound, c.
With all the parameters and definitions in place the beamforming can be initiated. In Fig. 8 an overview of the main
information flow and C++ classes of the BFT is shown. The beamforming is initiated by the user function bft2_bfm,
which is given an instance of the IMAGE class and obviously the data to beamform as inputs. Here it is also specified which
element to use, if the transmit aperture consists of more than one element. It is also possible to specify that besides returning
the DASB values the delayed pre-sum channel values should be returned. This is a powerful tool to investigate whether the
channel data is summed coherently. A user option in the BFT determines whether all TOF values and apodization values
should be pre-calculated and stored in look-up tables (LUT) after creating an instance of the IMAGE class or if each single
value should be calculated on demand during the beamforming process. Using a LUT can be an advantage in terms of
calculation speed when different sets of data have to be beamformed in the same way, since all the delay and apodization
calculations are only made once. If many or extensive IMAGE instances are needed, the LUT will potentially occupy more
system memory than available.
3. PERFORMANCE AND EXAMPLES OF USE
Some examples of use and a simple measure of performance are presented next. As stressed previously in Section 2
the strategy for calculating the TOF is of great significance in respect to phase coherent summation of channel data. An
example of a Field II6 simulation is given in Fig. 9. Here a single point target (PT) located at ~rpt = (5,0,12) mm has
been beamformed according to (3) and (2) respectively. The beamformed FP’s are located on the axial line intersecting the
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Figure 8. Information flow and C++ classes.
PT. The simulated application is a focused transmission using a linear array aperture of 128 elements, a 2-cycle sinusoid
excitation and a transmit focal point at~rt f p = (0,0,5) mm. The beamformed pre-sum data are shown for all the receiving
channels (columns). It appears that the beamformed channels are more coherent in phase around the PT when beamformed
according to (2). This is in agreement with the strategy that the receive beamforming must comply with the transmit
beamforming.
(0,0,0)
rpt
→
r
tfp
→
Figure 9. The response from a point target is simulated in Field II6 with a focused transmission. The data are beamformed with two
different strategies for calculating the TOF, (3) (left) and (2) (right). The beamformed data is shown for all the receiving channels
(columns).
The BFT has been used in several occasions and for many different applications. Some examples of use are SA
8
B-mode imaging,31SA flow,32, 33 directional beamforming for velocity estimation,7 directional beamforming for velocity
vector angle estimation,8, 9 plane wave color flow imaging,34 and coded SA.35, 36
To get an impression of the performance in terms of calculation speed, a beamforming operation has been performed
on a standard PC with a Pentium 4, 2.66 GHz processor running Linux. The BFT can beamform 100,000 points in lines
of various directions in 20.2 seconds with a standard deviation of 0.5 seconds using a transducer of 128 elements, dynamic
apodization and 3rd order polynomial interpolation. This is a decrease in computation time of at least a factor of 15
compared to an implementation of a similar beamformer directly in MATLAB.
4. CONCLUSION
A software toolbox for off-line dynamic receive focusing of scan lines in any arbitrary direction in 3D space has been
developed. It offers a choice between different methods for calculating time-delays, various inter-sample interpolation
schemes, and apodization can be any preferred window function of fixed size or it can be fully dynamic with an expanding
and contracting aperture to obtain a preferred F-number. The paper gives an insight into the software architecture of
the toolbox and beamformer design principles and shares some of the many considerations in relation to beamformer
development and implementation. The toolbox is versatile and has been used for many different applications such as
directional velocity vector estimation and synthetic aperture imaging.
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Abstract— In medical ultrasound interpolation schemes are of-
ten applied in receive focusing for reconstruction of image points.
This paper investigates the performance of various interpolation
scheme by means of ultrasound simulations of point scatterers in
Field II. The investigation includes conventional B-mode imaging
and synthetic aperture (SA) imaging using a 192-element, 7 MHz
linear array transducer with λ pitch as simulation model. The
evaluation consists primarily of calculations of the side lobe to
main lobe ratio, SLMLR, and the noise power of the interpolation
error. When using conventional B-mode imaging and linear
interpolation, the difference in mean SLMLR is 6.2 dB. With
polynomial interpolation the ratio is in the range 6.2 dB to 0.3 dB
using 2nd to 5th order polynomials, and with FIR interpolation
the ratio is in the range 5.8 dB to 0.1 dB depending on the filter
design. The SNR is between 21 dB and 45 dB with the polynomial
interpolation and between 37 dB and 43 dB with FIR filtering. In
the synthetic aperture imaging modality the difference in mean
SLMLR ranges from 14 dB to 33 dB and 6 dB to 31 dB for the
polynomial and FIR filtering schemes respectively. By using a
proper interpolation scheme it is possible to reduce the sampling
frequency and avoid a decrease in performance. When replacing
linear interpolation with a more advanced interpolation scheme
it is possible to obtain a reduction of 18 dB and 33 dB in the
SLMLR for the B-mode and SA imaging, respectively, and an
improvement in SNR of 24 dB.
I. INTRODUCTION
In medical ultrasound receive focusing is a core signal
processing element used for reconstruction of image points
from the received transducer signals in both conventional and
synthetic aperture imaging. In the delay-and-sum beamformer
a sample is selected from each of the receive channels
corresponding to the echo of the image point target. The
sample index is based on the total transmit-receive time-of-
flight. Due to the continuous nature of the time-of-flight, it
will not necessarily lie at the discrete time indices of the
sampled channel data. Thus, some form of interpolation is
needed and this heavily influences the image quality and the
hardware complexity for implementation. By using a proper
interpolation scheme it is possible to reduce the sampling
frequency or to improve performance.
The investigation in this paper is based on the work of
Henrik Andresen [1] and quantifies the change in performance
as a function of interpolation type applied by means of
ultrasound simulations of point scatterers in Field II [2]. This
paper introduces the beamformation toolbox, BFT2 which is
used in the investigation. BFT2 [3],[4], developed at CFU is
written in C and has a Matlab program interface. It performs
dynamic receive focusing and offers choices between static or
dynamic apodization and various interpolation schemes. The
interpolation schemes investigated include linear, polynomial,
and upsampling and FIR filtering. Various order polynomials
and FIR filters are investigated.
II. DESCRIPTION
The investigation in this paper on the influence of the
choice of interpolation scheme includes conventional B-mode
imaging and synthetic aperture imaging (SAI). The ultrasound
RF signals for the investigation is created using Field II and
the beamforming is performed with BFT2. From a reference
data set an evaluation data set is created, which is used for
the evaluation. For the evaluation the point-spread function,
PSF is useful when observing the characteristics of different
imaging modalities. It is highly affected by the type of
transmit-receive focusing used, and is, thus, also affected by
the interpolation in receive beamforming. The lateral part of
the PSF is especially interesting in terms of spatial distribution
and amplitude of the side-lobe energy, which again directly
affects the image contrast. The evaluation and comparison
of interpolation schemes is done by partly observing the
lateral PSF and quantizing the main-lobe and side-lobe energy
distribution in terms of the full-width-half-maximum, FWHM
and the side-lobe-main-lobe-ratio, SLMLR and partly by the
noise power of the interpolation error. The FWHM and the
SLMLR are calculated in the horizontal plane at the depth of
each of the point scatterers and compared to the case where
the reference data is used.
A. Simulation setup
The ultrasound RF signals for the investigation is created us-
ing Field II with a 192-element, 7 MHz linear array transducer
with λ pitch as simulation model and a 3-cycle sinusoid as
excitation. The simulation is based on point scatterers placed
at a depth of 10 mm to 80 mm with 5 mm between each,
placed along the center of the transducer. A reference RF data
set has been created using a sampling frequency of 1 GHz and
linear interpolation and the evaluation RF data set is created
by decimating the reference data (picking out samples) to a
sampling frequency of 40 MHz. Two data sets are created.
One by using conventional B-mode imaging, and one by using
TABLE I
FILTER DESIGN PARAMETERS
Filter Pass band Stop band Filter
setup ripple, dB amplitude, dB order
1 ±0.1 -30 30
2 ±0.1 -40 34
3 ±0.1 -50 38
4 ±0.1 -70 48
SAI. The conventional B-mode imaging with a sliding aperture
of 64 elements applies dynamic receive focus and dynamic
Hanning apodization with an F-number of two. In transmit
an F-number of two is applied which gives a single transmit
focus at 26.6 mm close to the geometrical focal point of the
transducer at 25 mm. In SAI each element will transmit a
pulse in sequence, and all elements are used in receive and a
Hanning apodization is applied over the entire aperture. The
points selected for beamforming are along the center of the
active aperture, creating a total of 129 lines for both imaging
modalities, where the points along each line will be spaced
0.1 mm apart.
Linear, polynomial and upsampling and filtering are the
interpolation schemes used in this paper. The polynomial
interpolation estimates the value between samples by fitting
a polynomial of order M to the M+1 nearest points, and
the algorithm for implementation in BFT2 is taken from [5].
Polynomials of order two to five are examined. Instead of
fitting a function type to the measured data, simply upsampling
and low-pass filtering the data is another option [6]. The
upsampling is set to a factor of eight and the low-pass filtering
will be performed by an equiripple FIR-filter designed with
Matlabs Filter Design and Analysis Tool with a pass band
between 0 and 116 relative to the upsampled Nyquist rate. The
stop band is defined from 316 to 1. The design parameters of
the filters used can be seen in Table I.
III. SIMULATION RESULTS
The observation of main-lobe and side-lobe levels is part of
the evaluation. The investigation shows that the main-lobe is
practically the same for the reference data and the decimated
data, hence the full width at half maximum (FWHM) does not
vary significantly with the interpolation schemes. The FWHM
is the lateral distance between the two points on the lateral
PSF where the amplitude is -6 dB relative to the maximum
of the PSF. However the side-lobe level does vary with the
interpolation type and the SLMLR of the different interpo-
lation schemes at the depth of each of the point scatterers
is calculated and quantized into the difference between the
mean SLMLR over all depths of the interpolated data and the
reference data, ∆SLMLR
∆SLMLR =
1
D
D∑
i=1
EiSL
EiML
− 1
D
D∑
i=1
ErefiSL
ErefiML
. (1)
D is the number of depths and Ei denotes the energy of
the lateral part of the PSF at depth index i. The side-lobes
are not necessarily distinct peaks in the lateral PSF and
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Fig. 2. B-mode lateral PSF at 25 mm axial position for reference data and
interpolated data.
the definition of side-lobes in this paper is, thus, spatially
determined as whenever the lateral distance from the point
scatterer is larger than 5 mm. Another quantitative measure
is the signal-to-noise ratio, SNR which is a measure of how
much the interpolated signal differ from the reference signal,
SNR = 10 log( µ
2
(µ̂−µ)2 ), where µ is the reference signal and
µ̂ is the interpolated signal.
A. Conventional B-mode Imaging
The FWHM for the reference data and linear interpolated
data can be seen in Fig. 1 and it is evident that a more advanced
interpolation scheme will not have much further effect on the
main-lobe. The point-spread-function, PSF along the lateral
axis for the scatterer at 25 mm using the reference data,
the linear interpolated data and the various order polynomial
interpolated data can be seen in Fig. 2. The SLMLR can be
seen in Fig. 3, and it shows that it is possible to attenuate
the side-lobes to values near the reference data with the
higher order polynomials or FIR filters in the region near
the transmit focus. When the distance to the transmit focus
is large the increased accuracy in the receive beamforming
due to interpolation is diminished by the unfocused transmit
field. The interpolated data primarily differ from the reference
data close to the transmit focus. Since this will be reflected
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Fig. 3. B-mode SLMLR as a function of depth for different interpolation
schemes.
TABLE II
B-MODE IMAGING. DIFFERENCE IN MEAN SLMLR AND SNR FOR
DIFFERENT INTERPOLATION SCHEMES.
Interpolation ∆SLMLR, Difference in SNR,
Type dB SLMLR at 25 mm, dB
dB
Linear 6.2 19 21
2nd Order Pol. 6.2 19 21
3rd Order Pol. 2.0 6.7 34
4th Order Pol. 2.2 7.0 44
5th Order Pol. 0.3 0.8 45
1st FIR-filter 5.8 19 37
2nd FIR-filter 3.8 13 43
3rd FIR-filter 1.5 4.6 44
4th FIR-filter 0.1 0.4 43
in ∆SLMLR due to the averaging operation over depth the
difference in SLMLR at 25 mm is also shown in Table II. It
shows that the SLMLR near the transmit focus will decrease
approximately 18 dB when switching from linear interpolation
to a higher order polynomial or FIR filter interpolation. The
∆SLMLR, the difference in SLMLR at the depth 25 mm and
the SNR for the different schemes are all given in Table II.
The consequence of reducing the FIR-filter order, by putting
less constrains on the pass band ripple has been investigated
for the B-mode imaging modality. The parameters of the
alternative filters can be seen in Table III. Compared to the
filter setups in Table I, the filter orders are significantly lower.
The quantified results are shown in Table IV. The difference
in mean SLMLR and the SLMLR are practically unchanged
TABLE III
ALTERNATIVE FIR FILTER DESIGN PARAMETERS.
Filter Pass band Stop band Filter
setup ripple, dB amplitude, dB order
5 ±1 -30 18
6 ±1 -40 22
7 ±1 -50 28
8 ±1 -70 36
TABLE IV
B-MODE IMAGING. DIFFERENCE IN MEAN SLMLR AND SNR WITH
ALTERNATIVE FIR FILTERS.
Interpolation ∆SLMLR, Difference in SNR,
Type dB SLMLR at 25 mm, dB
dB
5th FIR-filter 6.9 22 28
6th FIR-filter 5.2 16 29
7th FIR-filter 1.6 5.0 30
8th FIR-filter 0.4 0.9 30
compared to the higher order filters but a decrease in the SNR
is present due to the larger pass band deviation.
B. Synthetic aperture Imaging
The results using the synthetic aperture imaging modality
is presented similarly to the results of the sliding aperture
B-mode imaging modality. The FWHM does not vary with
interpolation type in this modality either. The PSF using the
reference data, the linear interpolated data and various FIR-
filtered data can be seen in Fig. 4. The SLMLR can be
seen in Fig. 5 and it shows a significant attenuation due to
interpolation in almost the entire image region and with the
largest attenuation near the focus point of the transducer. The
side-lobe levels are close to the levels of the reference data
with the higher order FIR filters. The higher order polynomials
are also getting close to the reference but not as close as with
the FIR interpolation. The difference in mean SLMLR, the
difference in SLMLR at the depth 25 mm and the SNR for
the different schemes is given in Table V.
The levels of the SLMLR for the different interpolation
types are similar within 10 dB in the two imaging modalities
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Fig. 5. SA-mode SLMLR as a function of depth for different interpolation
schemes.
TABLE V
SYNTHETIC APERTURE IMAGING. DIFFERENCE IN MEAN SLMLR AND
SNR FOR DIFFERENT INTERPOLATION SCHEMES.
Interpolation ∆SLMLR, Difference in SNR,
Type dB SLMLR at 25 mm, dB
dB
Linear 33 43 20
2nd Order Pol. 33 44 37
3rd Order Pol. 22 31 33
4th Order Pol. 23 32 48
5th Order Pol. 14 20 44
1st FIR-filter 31 41 45
2nd FIR-filter 26 36 46
3rd FIR-filter 18 26 44
4th FIR-filter 6 10 44
at depths close to the B-mode transmit focus. The SLMLR
of the reference data though is much lower in SA than in
conventional B-mode. E.g. at a depth of 25 mm the SLMLR
is around -90 dB and -110 dB for the B-mode and the SA-
mode, respectively. Due to this lower reference and due to the
similarity between the SLMLR for the B-mode interpolated
data and reference data at larger depths, the difference in mean
SLMLR will be higher for the SA-mode than the B-mode.
IV. CONCLUSION
The main-lobe of the lateral point-spread function is prac-
tically the same, when using the reference data and the linear
interpolated data. Hence, the FWHM in this investigation is not
affected by the type of interpolation. When using conventional
B-mode imaging and linear interpolation, the difference in
mean SLMLR is 6.2 dB. With polynomial interpolation the
difference is in the range 6.2 dB to 0.3 dB using 2nd to 5th
order polynomials, and with FIR interpolation the difference
is reduced from 5.8 dB to 0.1 dB depending on the filter
design. The SNR is between 21 dB and 45 dB with the
polynomial interpolation and between 37 dB and 43 dB with
FIR filtering. The order of the FIR-filters can be decreased by
reducing the demands on the pass band. The result of this is a
decrease in the SNR, but the SLMLR is practically unchanged
compared to the higher order filters. Thus, in B-mode imaging,
the decimated data in combination with 4th order polynomial
interpolation or a FIR filter of order 28 will yield a perfor-
mance very near to the performance of using the reference
data. In the synthetic aperture imaging modality the influence
of the type of interpolation applied is even higher. Here the
difference in mean SLMLR ranges from 14 dB to 33 dB and
6 dB to 31 dB for the polynomial and FIR filtering schemes
respectively. The SNR is similar to the case of conventional
B-mode imaging. By using a proper interpolation scheme it is
possible to reduce the sampling frequency and avoid a decrease
in performance. When replacing linear interpolation with a
more advanced interpolation scheme it is possible to obtain
a reduction in SLMLR of 18 dB and 33 dB in the B-mode
and SA imaging, respectively, and an improvement in SNR of
24 dB.
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Estimation of Velocity Vector Angles Using the
Directional Cross-Correlation Method
Jacob Kortbek and Jørgen Arendt Jensen, Senior Member, IEEE
Abstract—A method for determining both velocity mag-
nitude and angle in any direction is suggested. The
method uses focusing along the velocity direction and cross-
correlation for ﬁnding the correct velocity magnitude. The
angle is found from beamforming directional signals in a
number of directions and then selecting the angle with the
highest normalized correlation between directional signals.
The approach is investigated using Field II simulations and
data from the experimental ultrasound scanner RASMUS
and a circulating ﬂow rig with a parabolic ﬂow having a
peak velocity of 0.3 m/s. A 7-MHz linear array transducer
is used with a normal transmission of a focused ultrasound
ﬁeld. In the simulations the relative standard deviation of
the velocity magnitude is between 0.7% and 7.7% for ﬂow
angles between 45  and 90 . The study showed that angle
estimation by directional beamforming can be estimated
with a high precision. The angle estimation performance is
highly dependent on the choice of the time ktprf  Tprf (corre-
lation time) between signals to correlate. One performance
example is given with a ﬁxed value of ktprf for all ﬂow an-
gles. The angle estimation on measured data for ﬂow at 60 
to 90  yields a probability of valid estimates between 68%
and 98%. The optimal value of ktprf for each ﬂow angle is
found from a parameter study; with these values, the per-
formance on simulated data yields angle estimates with no
outlier estimates and with standard deviations below 2 .
I. Introduction
Modern ultrasound systems can estimate the bloodvelocity in vivo in real time [1], [2]. This is done
by acquiring ultrasound signals from the same direction
a number of times, and then correlating the signals. The
shift in phase as a function of time can be determined
using an autocorrelation estimator and this yields the ve-
locity [3]. A second approach is to determine the shift in
position using the cross-correlation function; dividing with
the time between emissions [4], [5] gives the velocity. Both
approaches ﬁnd only the shift along the ultrasound beam
direction, and thus only the projected velocity along this
direction. Velocities transverse to the beam are not de-
tected, and velocities in diﬀerent directions are not de-
picted correctly. There is, thus, a need for methods that
can detect the correct velocity magnitude and direction as
a function of spatial position.
Several authors have devised methods for estimating
the correct velocity. Fox [6] suggested using two crossing
beams to have two independent measurements. This, how-
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ever, necessitates the use of a large aperture to obtain a
suﬃcient angle between the beams to ensure a precise de-
termination of the transverse component. Trahey and co-
workers [7] suggested using speckle tracking over a region
of the image to track the motion in any direction. This ne-
cessitates the use of fast beam formation to generate the
large amounts of data. Introduction of a lateral oscilla-
tion has also been suggested so that the phase shift in the
lateral directions also can be found using a modiﬁed au-
tocorrelation method [8], [9]. Several other methods have
been suggested [10], [11], but none have so far yielded a
satisfactory performance to be commercially implemented.
This paper suggests a method for determining the veloc-
ity direction based on ﬁnding the motion along the velocity
direction using cross-correlation. The velocity magnitude
is determined here by focusing signals along the direction
of the ﬂow, as suggested in [12], [13]. This can be done if
the correct direction is known. This is currently found by
inspecting the B-mode image, and then using this angle
in the beam formation. This is cumbersome and diﬃcult
to use, if the beam-to-ﬂow angle changes throughout the
image. Using the directional beamforming approach, angle
estimation based on ﬁnding the direction of the maximum
correlation is suggested in this paper, founded on the idea
from [14]. Directional signals for a number of directions are
beamformed, and the velocity and peak normalized corre-
lation value are found. The direction with the highest cor-
relation is then chosen as the angle estimate. The basics
of the velocity estimation scheme is brieﬂy described in
Section II, and the angle estimation method is introduced
in Section III. Investigations of the approach using simu-
lations are given in Section IV-A and from measured data
on a ﬂow rig in Section IV-B.
II. Directional Velocity Estimation
This section gives a brief introduction to the principles
from [12] of directional velocity estimation using focusing
along the ﬂow direction. The concept of spatial directional
signals is introduced, and it is shown how the velocity can
be estimated from these.
As described, the conventional cross-correlationmethod
can estimate only the velocity component projected onto
the direction of the ultrasound propagation, since the
beam formation is done along this direction. In directional
velocity estimation, the beam formation is done along the
ﬂow direction, and the correct velocity amplitude can,
thus, be found also for a purely transverse direction.
0885–3010/$20.00 c© 2006 IEEE
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Fig. 1. Focus lines for constructing spatial directional signals.
The basic principle is to focus the responses received by
the transducer along focus lines in the ﬂow direction, which
is referred to as directional signals in the spatial domain.
In Fig. 1, a blood vessel and examples of focus lines are
shown. The spatial signals for two consecutive emissions
are then cross-correlated and the shift between them is
found. This is a shift in spatial position of the scatterers,
and dividing by the time between emissions, thus, directly
gives the velocity magnitude. Just as for the conventional
systems, the angle between the propagating direction of
the emitted beam and the ﬂow direction must be known
before the beam formation can be done.
The directional signals are denoted g(x′), where x′ is the
x-coordinate in a rotated coordinate system aligned along
the ﬂow rather than along the ultrasound beam direction
as shown in Fig. 2. Here the x′-axis of the new coordinate
system is parallel to the ﬂow direction, and the origin of
the coordinate system is placed at the center of the vessel
at depth Zves. The original coordinate system (x, z) has
origin at the center of the transducer, the x-axis is parallel
with the transducer, and the z-axis represents the depth.
The y-axis represents the elevation plane, and this is the
same for both coordinate systems. The relation between
the rotated coordinate systems and the original coordinate
system is given by
x = sin(θ) · x′ + cos(θ) · z′,
y = y′,
z = − cos(θ) · x′ + sin(θ) · z′ + Zves,
(1)
or in matrix notation,[
x
z
]
= Rxz ·
[
x′
z′
]
+
[
0
Zves
]
, (2)
where Rxz is the rotation matrix:
Rxz =
[
sin(θ) cos(θ)
− cos(θ) sin(θ)
]
. (3)
Fig. 2. Rotated coordinate system (x′, z′) oriented along the ﬂow
direction, and with origin at the center of the vessel at a distance
Zves from the transducer.
The angle θ is deﬁned in Fig. 2. In the new coordinate
system, the velocity vector is ~v = (vx′ , 0, 0), which has only
one non-zero component, vx′ = |~v|, provided the correct
angle is used. The position of the scatterers can now be
expressed through a scalar, where the ﬁrst position is x′1,
and the position after Tprf seconds is x′2 = x′1 + vx′Tprf.
The directional signals are used to ﬁnd the velocity. The
ﬁrst signal is given by g1(x′), and the second obtained Tprf
seconds later is g2(x′). The two signals are related by
g2(x′) = g1(x′ − vx′Tprf). (4)
Cross-correlating the two signals gives
R12(ξx′) =
∫
X
g1(x′)g2(x′ + ξx′)dx′, (5)
where X is the length of the directional signals. Using (4)
the cross-correlation can be rewritten as
R12(ξx′) =
∫
X
g1(x′)g1(x′ − vx′Tprf + ξx′)dx′
= R11(ξx′ − vx′Tprf),
(6)
which is the shifted autocorrelation R11(ξx′) of g1(x′),
which has a global maximum at ξx′ = vx′Tprf. The maxi-
mum of the cross-correlation function
ξx′max = arg
ξx′
max {R12(ξx′)} (7)
is, thus, the shift in spatial position of the scatterers over
the time interval Tprf. This makes it possible to calculate
the velocity estimate along the ﬂow direction, given by
vˆx′ =
ξx′max
Tprf
. (8)
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The cross-correlation can be improved by averaging over
several estimates of R12 under the assumption that the
velocity of the scatterers can be considered constant for
several pulses. A number of cross-correlations Nxc can,
thus, be used in the estimation. When applying averag-
ing, R12(ξx′) in (5) and (7) is substituted with
R12(ξx′) =
Nxc∑
i=1
R{gi(x′, z′), gi+1(x′, z′)} , (9)
where R is the cross-correlation operator. The correct ﬂow
angle must be determined for this to work, and this is the
topic of Section III.
The beam formation of the directional signals is per-
formed as described in [12], [13]. The discrete directional
signals are obtained by focusing signals received by the
transducer elements in a set of points. These points are
located on a straight line in any arbitrary direction and,
e.g., aligned along the ﬂow direction for velocity estima-
tion. The focusing of any of these points is based on the
total transmit-receive time-of-ﬂight, and a sample of the
directional signal corresponding to the point rx is calcu-
lated as
g(rx) =
NE∑
j=1
sj(trx) =
NE∑
j=1
sj
( |rt − rx| + |rx − rj|
c
)
,
(10)
where NE is the number of transducer elements, sj(t) is
the received signal from transducer element j, trx is the
time instance at which to select a value from the signal
sj(t), rt is the position of the transmit source, and rj is
the position of the j’th transducer element.
III. Angle Estimation
Conventional velocity estimation systems rely on knowl-
edge of the angle between the ﬂow vector and the direc-
tion of the emitted ultrasound beam, and traditionally this
knowledge comes from the B-mode image. In the ideal sit-
uation, the vessel is rigid and straight without sudden ge-
ometric changes within the range of the B-mode image, or
at least within the velocity estimation range. In this case,
the beam-to-ﬂow angle could be determined with satisfac-
tory results from the B-mode image. Unfortunately, this is
not a realistic case. The blood vessels are branching and
curving, and typically no unique direction can be found for
the whole image. This leads to a wrong correction value for
the projected velocity component, and the consequence is
an increase in bias and standard deviation. The approach
also fails for angles close to 90◦. This motivates the inves-
tigation of an automatic approach to angle estimation.
The spatial directional signals are obtained by focusing
the received responses in points along the ﬂow direction.
Directional signals obtained from two consecutive acquired
responses properly aligned with the ﬂow direction have
a high correlation. The primary contribution to the de-
correlation between the signals is the spatial shift due to
the movement of the scatterers. Another minor contribu-
tion is due to new scatterers entering the directional signal
at one end and others leaving at the other end. Now con-
sider the case where the directional signals are not aligned
along the ﬂow direction. The distribution of the scatterers
for the second directional signal is no longer just a shift in
position of the previous scatterer distribution. The relative
positions between the scatterers have changed, due to the
diﬀerent velocities for the diﬀerent scatterers. The conse-
quence is that the correlation between the two directional
signals is reduced compared to the case of focusing along
the ﬂow direction. This change in correlation is the prop-
erty used for the angle estimation. The method is, thus, to
obtain directional signals in a number of directions, and
quantify the correlation between signals in each direction.
From this procedure a correlation function is constructed
showing the normalized correlation as a function of search
angle. The maximum of this function indicates the direc-
tion with the highest correlation between consecutive sig-
nals; hence the ﬂow direction.
The cross-correlation is an obvious choice for the corre-
lation function. However, the cross-correlation peak ampli-
tude is not directly a valid measure. The cross-correlation
output values are dependent on the amplitudes of the di-
rectional signals, and the amplitudes will diﬀer due to dif-
ferent scatterer distributions at the focal points, and due
to the spatial energy distribution of the transmitted ultra-
sound beam. Instead, the correlation peak should be found
from normalized cross-correlation. The normalization fac-
tor could be the power of the signal, and this approach is
formulated as
R12n(l, φ) =
R12(l, φ)
P12(φ)
,
R12max(φ) = max (R12n(l, φ)) ,
θˆk = arg
φ
max {R12max(φ)} ,
(11)
where R12n(l, φ) is the normalized cross-correlation esti-
mate between directional signals g1(x′, φ) and g2(x′, φ),
and
P12(φ) =
√
R11(0, φ) · R22(0, φ)
=
√∑
x′
g1(x′, φ)2 ·
∑
x′
g2(x′, φ)2
(12)
represents the power of the signals. The term φ denotes the
angle of the directional signal, and R12max(φ) is the maxi-
mum value of the normalized cross-correlation estimate as
a function of beam-angle. The discrete angle estimate θˆk
is found where R12max(φ) has its peak value.
The discrete cross-correlation estimates can yield erro-
neous peaks when a limited amount of data is used, and
if noise is present in the data. This has been investigated
in [12]; the inﬂuence of noise on the angle estimation is
expected to be similar. The cross-correlation estimate can
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be improved by averaging over several directional signals.
If averaging is used, R12n(l, φ) in (11) can be rewritten as
R12n(l, φ) =
∑
i
Ri,i+1(l, φ)
Pi,i+1(φ)
, (13)
where i represents the pulse-echo lines, and the ﬁnal cor-
relation function from (11) is, thus, formulated as
R12max(φ) = max
(∑
i
Ri,i+1(l, φ)
Pi,i+1(φ)
)
. (14)
The quantization of the cross-correlation is determined
from the spatial sampling frequency, when constructing
the directional signals. If the spatial sampling interval is
sparse, the performance can be improved by interpolation
around the peak value of R12n(l, φ). Fitting a second-order
polynomial to the samples around the peak R12(lp, φ),
where lp denotes the lag at which the peak occurs, will
give a more precise maximum value [4], hence a more pre-
cise angle estimation.
The correlation between the directional signals can also
be described using the correlation coeﬃcient ρ. Correlation
is the degree to which two or more components are linearly
associated, and the statistical term is the covariance
cov (x1, x2) = 〈(x1 − x1) (x2 − x2)〉 (15)
between components x1 and x2, and where 〈 〉 is the ex-
pectation operator. The correlation coeﬃcient is simply
the covariance normalized with the product of the stan-
dard deviations of the two components, and is deﬁned as
ρ =
cov (x1, x2)
σx1σx2
, (16)
where ρ ∈ [−1, 1] and ρ = 1 corresponds to perfect linear
relation or full correlation.
The strategy for the angle estimation involves two steps
when the correlation coeﬃcient is used for the correlation
function. Before calculating the correlation coeﬃcient, the
two directional signals, for which the correlation coeﬃcient
is needed, are aligned. Otherwise the correlation coeﬃcient
will be small, even at the true angle, due to the spatial
shift from the movement of the scatterers. The alignment
is determined from the discrete lag at the cross-correlation
peak lp. To increase accuracy, a 2nd order polynomial is
ﬁtted around the peak [4] to ﬁnd a new interpolated lag
value lintp :
lintp =
lp − R12n(lp + 1) − R12n(lp − 1)2 (R12n(lp + 1) − 2R12n(lp) + R12n(lp − 1))
. (17)
Due to the new continuous lag, the alignment operation
involves a ﬁrst-order linear interpolation or a higher-order
interpolation scheme between the samples in one of the
signals g1 or g2. The correlation function using the corre-
lation coeﬃcient is, thus, deﬁned as
ρ(φ) =
∑
i
cov
(
gi(x′, φ), gi+1(x′ + lintp , φ)
)
σgi(x′,φ)σgi+1(x′+lintp ,φ)
,
(18)
and the ﬁnal angle estimation using this function is
θˆk = arg
φ
max {ρ(φ)} , (19)
where the estimate has been improved by averaging over
several estimates of ρ using several pulse-echo lines i.
If the expectation operator is approximated by the tem-
poral average, and assuming x1 = x2 = 0, then the corre-
lation coeﬃcient of (16) can be written as
ρ =
∑
x1x2√∑
x21
√∑
x22
, (20)
and the correlation function can be calculated by rewriting
(18) into
ρ(φ) =
∑
i
∑
x′
gi(x′, φ) · gi+1(x′ + lintp , φ)√∑
x′
gi(x′, φ)2 ·
∑
x′
gi+1(x′ + lintp , φ)
2
,
(21)
or in terms of the cross-correlation,
ρ(φ) =
∑
i
R∗i,i+1(0, φ)
P ∗i,i+1(φ)
, (22)
where ∗ denotes operation on the aligned signals.
The two approaches to calculating the correlation func-
tion in (14) and (21) (or (22)), respectively, are closely
related but there are some diﬀerences. The quantiﬁer in
(21) beneﬁts from the directional signals being accurately
aligned before multiplication and summing contrary to the
quantiﬁer in (14). Here the summing of cross-correlation
functions will suﬀer from a sparse spatial sampling and
they will not sum fully coherently. The quantiﬁer in (21)
though requires additional computation due to the inter-
polation involved in the alignment. The inﬂuence of the
choice of quantiﬁer on the angle estimation performance is
discussed in Section IV.
The directional lines are placed with an angular dis-
tance ∆φ, and the estimates are, thus, initially restricted
to be discrete estimates θˆk with the same resolution. Con-
tinuous estimates θˆ can be obtained by employing inter-
polation similar to (17) around the peak of the correla-
tion function to ﬁnd a continuous index for the peak and
then using linear interpolation between the neighboring
discrete angles. This will reduce the number of directions
to beamform signals in. Prior knowledge of the actual ﬂow
angle can also be used in conﬁning the angle search range,
with the purpose of limiting the computational task. Iter-
ative schemes could be used, where a temporary estimate
based on interpolation between results from a few search
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angles is used. A new search, in a new conﬁned search
range around this temporary estimate, can now be made
with an increased search resolution. This process continues
until the desired precision is obtained or until the limit on
the accuracy of the method has been reached.
In the angle and velocity estimator, the correlation is
traditionally calculated based on consecutive directional
signals. Considering the velocity estimator, for low veloci-
ties or high pulse repetition frequencies, the shift between
signals is low, yielding a value of ξx′max from (8) close to
zero. This will make the relative estimation variance high
since noise will dominate the estimate. It can be an ad-
vantage to correlate signals, where the time between ac-
quisitions is higher. The directional signals used for the
cross-correlations are then selected with a time interval
Tcc = ktprf · Tprf between the correlated signals. Tcc is re-
ferred to as the correlation time and the proportionality
ktprf is referred to as the correlation time factor. The cor-
relation time factor is, thus, a representation of how many
directional signals are bypassed before the correlation is
performed. All indices equal to i + 1 in all previous equa-
tions for both velocity and angle estimation must then be
substituted by i + ktprf, and, e.g., (5) is then written as
Ri(ξx′) =
∫
X
gi(x′) gi+ktprf(x
′ + ξx′)dx′, i = 1 . . .Nxc,
(23)
where gi is the i’th directional signal. Considering the
angle estimator, the same dependency on the choice of
ktprf applies, and it appears to be an important parameter
which aﬀects performance radically, and the optimal value
varies with the ﬂow angle. This will be discussed in more
detail in Section IV. The results presented here are all pro-
duced with a ﬁxed value for velocity estimation and a ﬁxed
value for angle estimation, if nothing else is noticed.
The consequence of using a wrong beam-to-ﬂow angle
is diﬀerent in conventional velocity estimation [1], [2] than
with the directional beamforming approach proposed in
this paper. With the conventional velocity estimation ap-
proach, the estimate available is the velocity projected
along the ultrasound beam direction, and this estimate
must, thus, be compensated with the beam-to-ﬂow angle
to obtain the correct velocity amplitude along the ﬂow. If
the angle estimate is not correct, a bias will occur in the
velocity estimate. The bias will increase for the same abso-
lute angle estimation error as the true ﬂow angle increases
toward 90◦. This can be seen from the expression of the
relative change in velocity estimate
∆v
v
=
cos(φ)
cos
(
φˆ
) − 1. (24)
With the velocity estimation approach suggested in this
paper, the beam-to-ﬂow angle estimate is used for beam-
forming the focus lines, and the consequence on the ve-
locity bias is related only to the cosine relation between
the true angle and the estimated angle. In Fig. 3, the rel-
ative change in velocity estimate is shown as a function
of beam-to-ﬂow estimation error for both velocity estima-
tion approaches, with angle errors of ±10◦ assuming veloc-
ity projection. For the conventional approach, the relative
change is shown for θ = 45◦ and θ = 60◦.
IV. Results
In Section IV-A and Section IV-B, the results from sim-
ulations and measurements are presented. The emphasis is
placed on the velocity vector angle estimation algorithm.
All results are obtained at tube angles of θ = {45◦, 60◦,
75◦, 90◦} and the angle estimation is performed at the ves-
sel center. Furthermore, a study of performance as a func-
tion of the parameters Nxc and ktprf is presented. Some of
the parameters and processing involved in calculating and
presenting the estimation results are described below.
A number Nxc of directional lines are cross-correlated
for each velocity proﬁle estimate and angle estimate. Echo
cancellation is performed by subtracting the mean value
of the directional signals used for the estimation.
Speciﬁcally for the velocity proﬁle estimation, discrim-
ination between ﬂow and stationary signal is necessary to
remove estimates that are based primarily on noise. This
rejection scheme is based on the ratio Er(zk) between the
energy of the directional signals after echo cancellation Eec
and before echo cancellation E:
Er(zk) =
Eec
E
=
Npe∑
i=1
Ng∑
j=1
g2iec(j, zk)
Npe∑
i=1
Ng∑
j=1
g2i (j, zk)
, (25)
where Ng is the number of samples in the directional sig-
nals, Npe is the number of pulse-echo lines used for the
estimate, and zk is the discrete index proportional to the
depth. A purely stationary target will yield noise only after
echo cancelling, and the ratio will, thus, be low; a proper
threshold value is therefore selected for the discrimination.
The results presented are quantiﬁed by calculating bias,
standard deviations, and probabilities. The velocity proﬁle
for a parabolic laminar ﬂow can be described as [2]
v(r) = v0
(
1 −
( r
R
)2)
, (26)
where R is the tube radius, v0 is the maximum velocity
attained at the center of the tube, and r is the radial dis-
tance from the center of the tube. This is the proﬁle used
in the simulated ﬂow, and it is used as reference when cal-
culating the velocity estimation performance in the exper-
imental measurements. The bias and standard deviation
are calculated over the proﬁle as a function of depth:
Best(zk) = vˆ(zk) − v(zk),
σest(zk) =
√√√√ 1
Nest − 1
Nest∑
i=1
(
vˆi(zk) − vˆ(zk)
)2
, (27)
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Fig. 3. Velocity estimation error due to a wrong beam-to-ﬂow angle estimate: conventional velocity estimation approach for two diﬀerent
ﬂow directions (left); directional velocity estimation approach (right).
where zk is the discrete depth where the directional signals
are obtained, Nest is the total number of velocity proﬁle
estimates, v(zk) is the true proﬁle, and vˆ(zk) is the mean
proﬁle estimate. From the bias proﬁle Best(zk) and stan-
dard deviation proﬁle σest(zk), the relative mean bias and
the relative mean standard deviation are calculated for the
whole proﬁle as
Brel =
1
v0 · Nlines
∑
zk
Best(zk),
σrel =
1
v0
√
1
Nlines
∑
zk
σ2est(zk),
(28)
where Nlines is the number of directional lines, or the num-
ber of velocity estimates in one proﬁle.
Since the kernel of the angle estimation algorithm is the
cross-correlation, there is a risk of having estimates that
are based on erroneous peaks. These estimates can take
values much diﬀerent from the true angle. If no attention
is made to these outlier estimates, the bias and the stan-
dard deviation of all estimates will be highly inﬂuenced
by these and will not represent the performance properly.
When angle estimates in some form of blood ﬂow imaging
are visualized, a few false estimates in a group of almost
correct estimates can easily be handled by the human eye.
As a consequence of these aspects, the angle estimates are
divided into two groups: one group with estimates that are
within a speciﬁed acceptable deviation θdev from the true
angle, and one group with the complementary estimates,
which are considered outliers. A probability of having a
continuous estimate θˆ within θdev from the true angle is
calculated as
Pok = P (θ − θdev ≤ θˆ ≤ θ + θdev),
where θdev = 15◦ by choice. All estimates outside this
range are considered outliers. The bias Best and standard
TABLE I
Default Parameters for the Velocity Profile and Angle
Estimation Algorithm.
Spatial sampling interval for directional signals λ/10
Spatial extent of directional signals −10λ : 10λ
(correlation interval)
Number of correlations for each estimate
θ = {45◦, 60◦, 75◦, 90◦} {10, 10, 10, 20}
Angular distance between directional lines
for angle estimation 5◦
Correlation time factor ktprf for angle 8
estimation
Position of angle estimate Center of vessel
Velocity search range 1 m/s
Correlation time factor ktprf for velocity 2
estimation
deviation σest are calculated based on that subset of esti-
mates only, which are within θdev from the true angle:
Best = θˆ − θ,
σest =
√√√√ 1
Nsub − 1
Nsub∑
i=1
(
θˆi − θˆ
)2
,
(29)
where Nsub is the number of estimates in the subset, and
θˆ is the mean estimate within the subset.
The default parameters for velocity and angle estima-
tion are found in Table I.
In Section III two diﬀerent ways of quantifying the cor-
relation between the directional signals were described.
One was to use the normalized amplitude from the cross-
correlation, and the other was to use the correlation coeﬃ-
cient. All angle estimation results presented here are pro-
duced with the correlation coeﬃcient for the correlation
function if nothing else is noticed. A complete comparison
study of the performance with the two diﬀerent quantiﬁers
has not been made, but examples of the diﬀerences will be
given in Section IV-B,3.
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TABLE II
Default Parameters Used in All Simulations.
Number of transmit elements 128
Number of receive elements 128
Transducer center frequency 7 MHz
Pitch of transducer element 0.208 mm
Height of transducer element 4.5 mm
Kerf 0.035 mm
Assumed speed of sound 1540 m/s
Transmit apodization Hanning
Receive apodization Rectangular (none)
Excitation pulse 1-period sinusoid
Pulse repetition frequency 10 kHz
RF sampling frequency 100 MHz
Radius of vessel 10 mm
Distance to vessel center 40 mm
Transmit focus 80 mm
Peak velocity in ﬂow, v0 0.3 m/s
TABLE III
Velocity Profile Estimates from Field II Simulations.∗
Relative mean Relative mean Estimates
θ bias [%] standard deviation [%] in proﬁle
45◦ 0.4 0.7 29
60◦ 1.2 1.0 29
75◦ 3.5 1.8 27
90◦ −3.6 7.7 27
∗Results are calculated from estimates inside the vessel only.
A. Simulation Results Using Field II
The main purpose of the simulations is to verify the
functionality of the algorithms, and to evaluate how good
the performance can get under favorable conditions. In
Field II the conditions are ideal, and the simulation re-
sults are obtained from acquired data free from noise. The
velocity and angle estimates are estimated from the same
simulated data, with transmit focus at twice the depth
of the vessel center. The simulation results are presented
similar to the measurement results, using the same param-
eters with a few exceptions. The default parameter values
for the simulations are found in Table II.
1. Velocity Proﬁle Estimation on Simulated Data: The
results are based on 1000 pulse-echo signals which lead to
165 and 89 proﬁle estimates for the beam-to-ﬂow angles of
45◦ to 75◦ and 90◦, respectively. The proﬁles are calculated
using the ﬂow/stationary rejection scheme, and the beam-
to-ﬂow angle is assumed known.
The mean velocity proﬁle and an indication of the devi-
ation from this mean proﬁle are illustrated in Fig. 4 for all
four ﬂow angles. The performance is calculated from the
estimates inside the vessel only and can be found in Ta-
ble III. Both the bias and the standard deviation increase
with ﬂow angle, and the standard deviation for transverse
ﬂow is noticeable larger than for the other angles.
TABLE IV
Result of Angle Estimation from Simulation in Field II.
Standard
Flow angle, Probability, Bias, deviation
θ Pok Best σest
45◦ 100% −0.6◦ 2.9◦
60◦ 100% −1.5◦ 2.2◦
75◦ 97% −4.9◦ 2.8◦
90◦ 89% 0.3◦ 0.7◦
TABLE V
Result of Angle Estimation from Simulations with Optimal
Values of the Correlation Time ktprf.
Standard
Flow angle, Probability, Bias, deviation,
θ ktprf Pok Best σest
45◦ 18 100% −0.4◦ 1.9◦
60◦ 18 100% −0.9◦ 1.7◦
75◦ 18 100% −1.0◦ 0.4◦
90◦ 6 100% 0.4◦ 0.9◦
2. Angle Estimation on Simulated Data: The simula-
tion results in this section are based on the default sim-
ulation parameters from Table II and the default angle
estimation parameters from Table I.
The results are based on 1000 pulse-echo acquisitions
which lead to 110 and 70 angle estimates for the beam-
to-ﬂow angles 45◦, 60◦, 75◦, and 90◦, respectively. The
performance is shown in Table IV.
The performance decreases as the ﬂow angle increases
from θ = 45◦ to θ = 90◦. At θ = 90◦ there are dom-
inant secondary peaks at the correlation function which
divides the estimates into a few groups, giving relatively
many outliers at speciﬁc angles. However, those estimates
that are within the acceptable deviation have a low bias
and standard deviation. It should be emphasized that this
performance dependency on ﬂow angle is diﬀerent with
another choice of correlation time factor ktprf. Since the
choice of ktprf has a strong inﬂuence on performance, a
study of this inﬂuence is performed and described in Sec-
tion IV-B,3, based on measured data. A similar study is
performed on simulated data with values of ktprf from 2 to
18 to ﬁnd those values which optimize the performance for
ﬂow angles of θ = {45◦, 60◦, 75◦, 90◦}. The results of the
angle estimation with these optimal values are shown in
Table V with the only purpose of illustrating the absolute
potential of the method under favorable conditions.
B. Experimental Measurements
This section describes the measurement setup and
presents the angle estimation results from the experiments.
1. Measurement Setup: The experimental ultrasound
scanner RASMUS [15] and a 7-MHz linear array trans-
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Fig. 4. Velocity proﬁle estimation from simulations in Field II: mean proﬁle and standard deviation of proﬁle estimates. Flow/stationary
rejection scheme is used. θ = 45◦ (upper left), θ = 60◦ (upper right), θ = 75◦ (lower left), θ = 90◦ (lower right).
ducer, type 8804, from B-K Medical (DK-2730 Herlev,
Denmark), are used for all measurements. The system ac-
quires RF data from the individual transducer channels
and these data are transferred to a PC, where they are
saved and processed oﬀ-line. The RASMUS system con-
tains 128 transmitting channels and 64 receiving channels
with a 40-MHz sampling frequency, and has 12-bit resolu-
tion for each individual channel. With the built-in 2-to-1
multiplexer, the system can cover 128 individual receive
channels in two receptions.
All measurements are made using a circulating ﬂow rig
with a blood-mimicking ﬂuid. A pump is connected to
a steel tube of approximately 1 m, which enters a wa-
ter tank; there the steel tube enters another tube made
of heat shrink, which mimics a blood vessel. This tube is
connected to a similar steel tube before it exits the water
tank. Inside the water tank a ﬁxture for the transducer is
inserted. The angle of the transducer and the distance to
the tube can be adjusted. The distance from the center
element of the transducer to the tube is the same regard-
less of the angle. The measurements are obtained at the
angles 45◦, 60◦, 75◦, and 90◦, where 90◦ corresponds to a
transverse ﬂow measurement.
The measurement setup consists of a blood-mimicking
ﬂuid and a PC-controlled pump (CompuFlow1000, Shelley
Medical Imaging Technologies, London, Ontario, Canada)
[16]. In CompuFlow1000 a piston is moved and maintains
a constant ﬂow for a period of time. The reference velocity
is based solely on volume ﬂow input to the control PC.
TABLE VI
Default Measurement Parameters Used for All
Measurements.
Number of transmit elements 128
Number of receive elements 64/128 (combined)
Pitch of transducer element 0.208 mm
Height of transducer element 4.5 mm
Kerf 0.035 mm
Transmit apodization Hanning
Receive apodization Rectangular (none)
Excitation pulse 2-cycle sinusoid
Pulse repetition frequency 10 kHz/5 kHz (combined)
RF sampling frequency 40 MHz
Transducer center frequency 7 MHz
Assumed speed of sound 1480 m/s
Radius of vessel 6.4 mm
Distance to vessel center 37 mm
Peak velocity in ﬂow ≈ 0.3 m/s
Inaccuracy in the control system and the loss throughout
the ﬂow rig system will contribute to a bias in the estimate.
For all measurements, a number of parameters has been
ﬁxed and these are found in Table VI.
The system is capable of receiving data from 64 chan-
nels simultaneously. By use of the built-in 2-to-1 multi-
plexer, the system can receive data from 128 channels in
2 emissions. For the odd-numbered emissions the ﬁrst 64
channels of the transducer are used in receive, and for the
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TABLE VII
Channels Used in Receive Mode.
Emission number 1 2 3 4 5 6 . . . Nshots
Receive channels 1:64 65:128 1:64 65:128 1:64 65:128 . . .
TABLE VIII
Exception from the Default Parameters of Table I Used for
Angle Estimation on Measured Data.
Number of correlations for each estimate
θ = {45◦, 60◦, 75◦, 90◦} {20, 20, 20, 20}
TABLE IX
Result of Angle Estimation from Measurements Using the
Correlation Coefficient for the Correlation Function.
Standard
Flow angle, Probability, Bias, deviation,
θ Pok Best σest
45◦ 62% −1.5◦ 8.1◦
60◦ 95% −2.8◦ 4.3◦
75◦ 98% −2.0◦ 2.0◦
90◦ 68% 0.4◦ 1.0◦
even-numbered emissions the last 64 channels are used, as
shown in Table VII.
The ﬁrst 128-channel combined data matrix C1 are
available after the 2nd emission by simply putting together
the data from the emission 1, d1 and data from emission
2, d2. The second 128-channel data matrix C2 is available
after the 3rd emission by putting together d3 and d2. The
list of 128-channel combined data C can thus be written as
C = {C1, C2, C3, . . . , CNshots−1}
= {[d1, d2], [d3, d2], [d3, d4], [d5, d4], [d5, d6], . . . ,
[dNshots−1, dNshots ]}.
Notice that the even-numbered combined data are ob-
tained diﬀerently than the odd-numbered data. The cross-
correlation of combined and beamformed signals should,
thus, be done only between even-numbered or odd-
numbered C-data.
2. Angle Estimation on Measured Data: The results
in this section are based on the default parameters from
Table I and the exception in Table VIII. Three thousand
pulse-echo acquisitions are processed, which leads to 213
angle estimates.
The estimation performance is found in Fig. 5 for the
four diﬀerent ﬂow angles. They show the probability Pok
and the distribution of those continuous estimates that
are not classiﬁed as outliers. A summary of the quantized
performance can be found in Table IX. The performance
at θ = 45◦ is radically worse than at the other angles.
Velocity proﬁle estimates have been calculated based on
the same acquisition data, and here there was a similar
decrease in performance. One thing to notice about the
measurement setup is that there is a relatively large dif-
ference in physical position of the transducer for the dif-
ferent tube angles. The distance from the center element
to the tube is the same regardless of the angle, but for
θ = 45◦ the transducer element in one end is very close
to the tube, which could have a negative eﬀect in form
of re-reﬂections. Re-reﬂections inside the water tank can
also have some inﬂuence on the results, and this will also
vary with the angle of the transducer. Another thing to
notice is that the simulation did not show any decrease in
performance for θ = 45◦ compared to the other angles.
The correlation function is the basis of the angle es-
timation. The correlation functions for all estimates are
superimposed for a given ﬂow angle in Fig. 6. This ﬁgure
shows how certain or reliable the estimates are. The shape
of the correlation function and speciﬁcally the amplitude
distribution and the position of the peaks are interesting.
From this ﬁgure it is also evident that the performance for
θ = 45◦ is worse than at the other angles. At the other an-
gles the peak around the true angle is much more distinct
and the coeﬃcient attenuates faster as φ moves away from
the true angle. For θ = 90◦ there are two dominant peaks
adjacent to the peak at θ = 90◦. This shape is consistent
with the lower-left histogram in Fig. 5 where the estimates
are divided into one dominant group around θ = 90◦ and
two minor groups around θ = 65◦ and θ = 115◦, which
was also the case with the simulated data.
3. Angle Estimation Parameter Study: In this section,
studies of performance as a function of ktprf and Nxc are
carried out. The study of ktprf will be done with Nxc = 20
and the study of Nxc with ktprf = 8 for all ﬂow angles.
The angle estimation results in Section IV-B,2 were all
produced with a ﬁxed value of ktprf, and the study in this
section will show how diﬀerent values aﬀect performance.
In Fig. 7, the study of ktprf for all ﬂow angles is shown. In
each ﬁgure, Pok is plotted as a function of ktprf, and so are
the bias best and the standard deviation σest. It is evident
from these ﬁgures that the choice of ktprf has a strong in-
ﬂuence on performance and that the optimal value varies
with the ﬂow angle. The optimal value is in some degree a
subjective choice of whether to optimize Pok, best, or σest,
but desirable values for the given data set for θ = {45◦,
60◦, 75◦, 90◦} are ktprf = {18, 18, 20, 4}. For the angles
θ = {45◦, 60◦, 75◦} the estimation beneﬁts from having a
high value quite contrary to the case for θ = 90◦, where a
low value is preferable. This is likely due to the low lateral
oscillation of the ﬁeld and the fast de-correlation at the
true angle, when increasing the correlation time. However,
these chosen values can be considered optimal only for the
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Fig. 5. Angle estimation from measurements for θ = 45◦, 60◦, 75◦, and 90◦: a histogram of the discrete estimates (left); deviation between
accepted continuous estimates and the true angle (right).
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Fig. 6. Angle Estimation: coeﬃcient functions for all estimates are superimposed for θ = 45◦ (upper left), θ = 60◦ (upper right), θ = 75◦
(lower left), and θ = 90◦ (lower right).
Fig. 7. Performance as a function of ktprf for θ = 45◦, 60◦, 75◦, and 90◦: probability of having an estimate within ±15◦ from the true angle
(left); bias Best and standard deviation σest of that subset of continuous estimates that are within ±15◦ from the true angle (right).
data used in the parameter study. Using another set of data
with a diﬀerent ﬂow velocity or diﬀerent signal-to-noise ra-
tio, the set of optimal values would likely be diﬀerent. The
angle estimation performance with ktprf = {18, 18, 20, 4}
is shown in Table X to illustrate the performance under
favorable conditions.
The same parameter study on ktprf has been done us-
ing the correlation function based on ﬁnding the peak am-
plitude of the averaged cross-correlation function, as de-
scribed in Section III. From this study the conclusion on
desirable values of ktprf is unchanged, and a plot show-
TABLE X
Result of Angle Estimation from Measurements with
Optimal Values of the Correlation Time ktprf.
Standard
Flow angle, Probability, Bias, deviation,
θ ktprf Pok Best σest
45◦ 18 71% −0.6◦ 7.6◦
60◦ 18 98% −1.1◦ 4.9◦
75◦ 20 100% −2.0◦ 3.1◦
90◦ 4 96% 1.1◦ 1.6◦
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Fig. 8. Performance as a function of ktprf with two diﬀerent types of
correlation functions for θ = 45◦ (upper left), θ = 60◦ (upper right),
θ = 75◦ (lower left), and θ = 90◦ (lower right). Probability of having
an estimate within ±15◦ from the true angle.
TABLE XI
Result of Angle Estimation from Measurements Using the
Cross-Correlation Peak Amplitude for the Correlation
Function.
Standard
Flow angle, Probability, Bias, deviation,
θ Pok Best σest
45◦ 59% −1.6◦ 7.7◦
60◦ 93% −3.9◦ 4.7◦
75◦ 94% −2.5◦ 2.3◦
90◦ 84% 0.8◦ 1.4◦
ing Pok as a function of ktprf for both types of correlation
functions is shown in Fig. 8.
The result of the angle estimation using the peak cor-
relation for the correlation function and ktprf = 8, just as
in Table IX and Fig. 5 is shown in Table XI. Only small
diﬀerences exist when comparing Table IX with Table XI
and when observing Fig. 8. The beneﬁts of using the cor-
relation coeﬃcient over the correlation peak amplitude is,
thus, questionable when the additional computational task
is considered.
If the time in between consecutive directional signals
used for the cross-correlation is very small, the two direc-
tional signals will be very similar. As stated in Section III,
the distribution of scatterers making up the second of the
two directional signals is basically the same as the distri-
bution making up the ﬁrst directional signal. This is due
to the extent of the point-spread function. There is a high
correlation between the signals also, if they are obtained
at an angle diﬀerent from the ﬂow angle. At some point,
the time in between the signals is so large that the physical
movement of the scatterers is on the order of the extent of
the point-spread function. The signals obtained at angles
diﬀerent from the ﬂow angle will, thus, have a very low
correlation because of diﬀerent scatter distributions. The
signals obtained at the ﬂow angle do not have this prob-
lem, and the main contribution to the de-correlation is the
shift. This is where the optimal value for the correlation
time is found, namely, where there is a large diﬀerence
between the correlation at the ﬂow angle and the other
angles, which makes it possible to discriminate. Further
time increase will merely result in further de-correlation
of the signals at the ﬂow angle, and since the signals at
the other angles at this point are almost completely un-
correlated, the discrimination will be more diﬃcult. To
illustrate this, the mean correlation function as a function
of ktprf is shown in Fig. 9 for all ﬂow angles. There is a
general decrease in correlation with increasing values of
ktprf, as expected, and the decrease rate is stronger at an-
gles diﬀerent from the true angle. For θ = 90◦ the decrease
rate at the true angle relative to the other search angles is
stronger than for θ = 45◦, 60◦, and 75◦. This is in agree-
ment with the lower desirable value of ktprf for θ = 90◦
than for θ = 45◦, 60◦, and 75◦ found previously.
If the ﬂow is stationary, the estimate will improve from
averaging over a number of correlations Nxc, and the im-
provement will increase with a broader averaging. The
study of performance as a function of Nxc is still inter-
esting, though, since it will show the relation between the
performance and the necessary computational task. This
study is presented in the same way as the above study of
ktprf and with ktprf = 8, just as for the results in Table IX
and Fig. 5. The results from all ﬂow angles are shown in
Fig. 10. With attention to the results for θ = 60◦, 75◦,
and 90◦, it seems possible to decrease the number of out-
liers radically until Pok reaches approximately 90%, where
further increase of Nxc has only little eﬀect.
V. Conclusion
When focusing along the velocity direction is used for
velocity estimation, the velocity proﬁle estimates from sim-
ulations have relative mean standard deviations between
0.7% and 7.7% for ﬂow between 45◦ and 90◦. The sim-
ulation study and measurement study both showed that
angle estimation by directional beamforming can be esti-
mated with a high precision, potentially yielding velocity
estimates with a better accuracy. The angle estimation
performance is strongly inﬂuenced by the choice of corre-
lation time, and a proper choice varies with ﬂow angle and
will vary with ﬂow velocity amplitude, though the latter
is not shown in this paper. Flow angles of θ = {45◦, 60◦,
75◦} require a high value of the correlation time whereas
for θ = 90◦ a low value is required. By using the opti-
mal choice of correlation time for the diﬀerent ﬂow angles
based on a parameter study, the potential of the method
has been revealed. With these favorable conditions the sim-
ulations produced 100% valid estimates (no outliers) and
a bias and standard deviation below 2◦ for all ﬂow angles.
Using the measurements, more than 96% valid estimates
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Fig. 9. Mean correlation function as a function of ktprf for θ = 45◦ (upper left), θ = 60◦ (upper right), θ = 75◦ (lower left), and θ = 90◦
(lower right).
Fig. 10. Performance as a function of Nxc for θ = 45◦, 60◦, 75◦, and 90◦: probability of having estimates within ±15◦ from the true angle
(left); bias Best and standard deviation σest of that subset of estimates that are within ±15◦ from the true angle (right).
were produced for the ﬂow angles θ = {60◦, 75◦, 90◦}
and with a bias below 2◦ and a standard deviation below
5◦. The techniques used are based on an assumption of a
laminar ﬂow. A turbulent ﬂow will evidently complicate
matters of angle estimation and can be a topic of future
investigations.
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Abstract— A method for determining both velocity magnitude
and angle in any direction is suggested. The method uses
focusing along the velocity direction and cross-correlation for
finding the correct velocity magnitude. The angle is found from
beamforming directional signals in a number of directions and
then select the angle with the highest normalized correlation
between directional signals. The approach is investigated using
Field II simulations and data from the experimental ultrasound
scanner RASMUS and with a parabolic flow having a peak
velocity of 0.3 m/s. A 7 MHz linear array transducer is used with
a normal transmission of a focused ultrasound field. The velocity
profile estimates from simulations have relative mean standard
deviations between 0.7% and 7.7% for flow between 45◦ and 90◦.
The angle estimation performance is highly dependent on the
choice of the time ktprf · Tprf (correlation-time) between signals
to correlate, and a proper choice varies with flow angle and flow
velocity. One performance example is given with a fixed value
of ktprf for all flow angles. The angle estimation on measured
data for flow at 60◦ to 90◦, yields a probability of valid estimates
between 68% and 98% and with standard deviations between 1◦
and 4◦. The optimal value of ktprf for each flow angle is found
from a parameter study to reveal the potential of the method and
with these values the performance on simulated data yields angle
estimates with no outlier estimates and with standard deviations
below 2◦.
I. INTRODUCTION
Modern ultrasound systems can estimate the blood velocity
in-vivo in real time [1], [2]. This is done by acquiring
ultrasound signals from the same direction a number of times,
and then correlate the signals. The shift in phase as a function
of time can be determined using an autocorrelation estimator
and this yields the velocity [3]. A second approach is to
determine the shift in position using the cross-correlation
function and dividing with the time between emissions [4], [5]
gives the velocity. Both approaches only finds the shift along
the ultrasound beam direction, and only the projected velocity
along this direction is, thus, found. Velocities transverse to the
beam are not detected, and velocities in different directions are
not depicted correctly. There is, thus, a need for methods that
can detect the correct velocity magnitude and direction as a
function of spatial position.
Several authors have devised methods for estimating the
correct velocity. Fox (1978) suggested using two crossing
beams to have two independent measurements. Trahey and co-
workers suggested using speckle tracking over a region of the
image to tracke the motion in any direction. It has also been
suggested to introduce a lateral oscillation, so that the phase
shift in the lateral directions also can be found using a modified
autocorrelation method [8], [9]. Several other methods have
been suggested [10], [11], but none have so far yielded a
satisfactory performance to be commercially implemented.
This paper suggest a method for determining the velocity
vector. The velocity magnitude is determined by finding the
motion along the velocity direction using cross-correlation of
signals focused along the direction of the flow as suggested
in [12], [13]. This can be done, if the correct direction is
known which is currently found by inspecting the B-mode
image, and then use this angle in the beam formation. This is
cumbersome and difficult to use, if the beam-to-flow angle
changes throughout the image. Using the directional beam
forming approach, an angle estimation approach based on
finding the direction of the maximum correlation is suggested
in this paper. Directional signals for a number of directions are
beam formed, and the direction with the highest correlation
is then chosen as the angle estimate. The basics of the
velocity estimation scheme is briefly described in Section II,
and the angle estimation method is introduced in Section III.
Investigations of the approach using simulations are given in
Section IV-A and from measured data on a flow rig in Section
IV-B.
II. DIRECTIONAL VELOCITY ESTIMATION
In directional velocity estimation the beam formation is
done along the flow direction, and the correct velocity ampli-
tude can, thus, be found, also for a purely transverse direction
[12]. The basic principle is to focus the responses received by
the transducer along focus-lines in the flow direction, which
is referred to as directional signals in the spatial domain.
The spatial signals for two consecutive emissions are then
cross-correlated and the shift between them is found. This is
a shift in spatial position of the scatterers, and dividing by
the time between emissions, thus, directly gives the velocity
magnitude. Just as for the conventional systems the angle
between the propagating direction of the emitted beam and
the flow direction must be known before the beam formation
can be done [12].
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Fig. 1. Rotated coordinate system (x′, z′) oriented along the flow direction,
and with origo at the center of the vessel at a distance Zves from the
transducer.
III. ANGLE ESTIMATION
The spatial directional signals, g can e.g. be obtained by
focusing the received responses in points along the flow direc-
tion as shown in Fig. 1. Directional signals obtained from two
consecutive acquired responses properly aligned with the flow
direction have a high correlation. The primary contribution
to the de-correlation between the signals is the spatial shift
due to the movement of the scatterers. In other words, the
distribution of scatterers for the second directional signal is
basically the same as the distribution for the first directional
signal, except from the shift for a laminar flow. Now consider
the case where the directional signals are not aligned along the
flow direction. The distribution of the scatterers for the second
directional signal is no longer just a shift in position of the
previous scatterer distribution. The relative positions between
the scatterers have changed, due to the different velocities for
the different scatterers. The consequence is that the correlation
between the two directional signals is reduced compared to
the case of focusing along the flow direction. This change
in correlation is the property used for the angle estimation.
The method is, thus to obtain directional signals in a number
of directions, and quantify the correlation between signals in
each direction. From this procedure a correlation-function is
constructed showing the normalized correlation as a function
of search angle. The maximum of this function indicates the
direction with the highest correlation between consecutive
signals hence the direction of flow.
The normalized cross-correlation peak amplitude is a valid
choice for the correlation-function. In this paper a slightly
different approach is taken. The correlation between the di-
rectional signals is described using the correlation coefficient,
ρ. Correlation is the degree to which two or more components
are linearly associated and the statistical term is the covariance
cov(x1, x2) = 〈(x1 − x1)(x2 − x2)〉 between components, x1
and x2, and where 〈〉 is the expectation operator. The correla-
tion coefficient is simply the covariance normalized with the
product of the standard deviations of the two components, and
is defined as
ρ =
cov(x1, x2)
σx1σx2
, (1)
where ρ ∈ [−1, 1] and ρ = 1, corresponds to perfect linear
relation or full correlation.
The strategy for the angle estimation involves two steps,
when the correlation coefficient is used for the correlation-
function. Before calculating the correlation coefficient the two
directional signals, for which the correlation coefficient is
needed, are aligned. Otherwise the correlation coefficient will
be small even at the true angle due to the spatial shift from
the movement of the scatterers. The alignment is determined
from the discrete lag at the cross-correlation peak, lp. To
increase accuracy a 2nd order polynomial is fitted around the
peak [4] to find a new interpolated lag value, lintp . Due to the
new continuous lag, the alignment operation involves another
interpolation between the samples in one of the signals g1
or g2 using a first order linear interpolation. The correlation-
function is, thus, defined as
ρ(φ) =
∑
i
cov
(
gi(x′, φ), gi+1(x′ − lintp , φ)
)
σgi(x′,φ)σgi+1(x′−lintp ,φ)
, (2)
and the final angle estimation using this function is then
θ̂k = arg
φ
max {ρ(φ)} , (3)
where the estimate has been improved by averaging over
several estimates of ρ, using several pulse-echo lines, i.
If the expectation operator is approximated by the temporal
average and assuming x1 = x2 = 0 then the correlation
coefficient of (1) can be written as
ρ =
∑
x1x2√∑
x21
√∑
x22
, (4)
which means that the correlation-function can be calculated
by rewriting (2) into
ρ(φ) =
∑
i
∑
x′
gi(x′, φ) · gi+1(x′ − lintp , φ)√∑
x′
gi(x′, φ)2 ·
∑
x′
gi+1(x′ − lintp , φ)2
, (5)
The directional lines are placed with an angular distance,
∆φ, and the estimates are thus initially restricted to be discrete
estimates, θ̂k with the same resolution. Continuous estimates, θ̂
can be obtained by employing polynomial interpolation around
the peak of the correlation-function to find a continuous index
for the peak and then use linear interpolation between the
neighboring discrete angles. This will reduce the number of
directions to beamform signals in.
In the angle and velocity estimator the correlation is tra-
ditionally calculated based on consecutive directional signals.
Considering the velocity estimator, for low velocities, angles
close to 90◦ or high pulse repetition frequencies, the phase
difference between signals is low yielding a lag at the cross-
correlation peak which is close to zero. This will make the
estimation variance high, and it can be an advantage to cor-
relate signals, where the time between acquisitions is higher.
The directional signals used for the cross-correlations are then
selected with a time interval, Tcc = ktprf · Tprf between the
correlated signals. Tcc is referred to as the correlation-time and
the proportionality, ktprf is referred to as the correlation-time-
factor. All indices equal to i+1 in all previous equations for
both velocity and angle estimation must thus be substituted
by i + ktprf . The angle estimator is also dependant on the
choice of ktprf and it appears to affect performance radically
and the optimal value varies with the flow angle. The results
presented here are all produced with a fixed value for velocity
estimation, and a fixed value for angle estimation if nothing
else is noticed.
IV. RESULTS
In Section IV-A and IV-B the results from simulations and
measurements are presented. The emphasis is placed on the
velocity vector angle estimation algorithm. All results are
obtained at the tube angles, θ = {45◦, 60◦, 75◦, 90◦} and the
angle estimation is performed at the center of the vessel. Some
of the parameters and processing involved in calculating and
presenting the estimation results are described below.
A number, Nxc of directional lines from different pulse-echo
lines are cross-correlated for each velocity profile estimate and
angle estimate. Echo cancellation is performed by subtracting
the mean value of the directional signals used for the estima-
tion, and for the velocity profile estimation a rejection scheme
is used to discriminate between flow and stationary signal. The
results presented are quantified by calculating bias, standard
deviations, and a probability of having a valid estimate. The
velocity profile for a parabolic laminar flow is described in
[2], and this is the profile used in the simulated flow, and it
is used as reference when calculating the velocity estimation
performance in the experimental measurements. The bias and
standard deviation are calculated over the profile as a function
of depth, zk. From the bias-profile, Best(zk), and standard-
deviation-profile, σest(zk), the relative mean bias and the
relative mean standard deviation are calculated, both relative
to the maximum velocity of the profile.
Since the kernel of the angle estimation algorithm is the
cross-correlation there is a risk of having estimates which are
based on erroneous peaks [2]. These estimates can take values
much different from the true angle. If no attention is made
to these outlier estimates the bias and the standard deviation
of all estimates will be highly influenced by these and will
not represent the performance properly. As a consequence of
this the angle estimates are divided into two groups. One
group with estimates that are within a specified acceptable
deviation, θdev , from the true angle and one group with the
complementary estimates, which are considered outliers. A
probability of having a continuous estimate, θ̂ within θdev from
the true angle is calculated,
Pok = P (θ − θdev ≤ θ̂ ≤ θ + θdev) ,
TABLE I
DEFAULT PARAMETERS FOR THE VELOCITY PROFILE AND ANGLE
ESTIMATION ALGORITHM.
Spatial sampling interval for directional signals λ/10
Spatial extent of directional signals −10λ : 10λ
Number of correlations for each estimate
θ = {45◦, 60◦, 75◦, 90◦} {10, 10, 10, 20}
Angular distance between directional lines
for angle estimation 5◦
Correlation-time-factor, ktprf for angle estimation 8
Velocity search range 1 m/s
Correlation-time-factor, ktprf for velocity estimation 2
TABLE II
DEFAULT PARAMETERS USED IN ALL SIMULATIONS.
Number of transmit/receive elements 128/128
Transducer center frequency 7 MHz
Pitch of transducer element 0.208 mm
Height of transducer element 4.5 mm
Kerf 0.035 mm
Assumed speed of sound 1540 m/s
Transmit apodization Hanning
Receive apodization Rectangular (none)
Excitation Pulse 1 period sinusoid
Pulse repetition frequency 10 kHz
RF sampling frequency 100 MHz
Radius of vessel 10 mm
Distance to vessel center 40 mm
Transmit focus 80 mm
Peak velocity in flow, v0 0.3 m/s
where θdev = 15◦ by choice. All estimates outside this range
are considered outliers. The bias, Best, and standard deviation,
σest are calculated based on that subset of estimates only,
which are within θdev from the true angle.
The default parameters for velocity and angle estimation are
found in Table I.
A. Simulation results using Field II
The main purpose of the simulations is to verify the
functionality of the algorithms, and to evaluate how good the
performance can get under favorable conditions. In Field II the
conditions are ideal, and the simulation results are obtained
from acquired data free from noise. The velocity and angle
estimates are estimated from the same simulated data, with
transmit focus at twice the depth of the vessel center. The
default parameter values for the simulations are found in Table
II.
1) Velocity profile estimation on simulated data: The results
are based on 1000 pulse-echo signals which leads to 165 and
89 profile estimates for the beam-to-flow angles of 45◦ to
75◦ and 90◦, respectively. The profiles are calculated using
the flow/stationary rejection scheme [2], and the beam-to-
flow angle is assumed known. The quantized performance is
calculated from the estimates inside the vessel only and can be
found in Table III. Both the bias and the standard deviation
increase with the flow angle, and the standard deviation for
TABLE III
VELOCITY PROFILE ESTIMATES FROM FIELD II SIMULATIONS. RESULTS
ARE CALCULATED FROM ESTIMATES INSIDE THE VESSEL ONLY.
θ Relative Mean Relative Mean Estimates
Bias [%] Standard Deviation [%] in profile
45◦ 0.4 0.7 29
60◦ 1.2 1.0 29
75◦ 3.5 1.8 27
90◦ -3.6 7.7 27
transverse flow is noticeable larger than for the other angles.
2) Angle estimation on simulated data: The simulation
results in this section are based on the default simulation
parameters from Table II and the default angle estimation
parameters from Table I.
The results are based on 1000 pulse-echo acquisitions,
which leads to 110 and 70 angle estimates for the beam-to-flow
angles 45◦, 60◦, 75◦, and 90◦, respectively. The performance
is shown in Table IV.
TABLE IV
RESULT OF ANGLE ESTIMATION FROM SIMULATION IN FIELD II .
θ Pok Best σest
45◦ 100% -0.6◦ 2.9◦
60◦ 100% -1.5◦ 2.2◦
75◦ 97% -4.9◦ 2.8◦
90◦ 89% 0.3◦ 0.7◦
The performance decreases as the flow angle increases from
θ = 45◦ to θ = 90◦. At θ = 90◦ there are dominant secondary
peaks at the correlation-function which divides the estimates
into a few groups that gives relatively many outliers at
specific angles. Those estimates that are within the acceptable
deviation though have a low bias and standard deviation. It
should be emphasized that this performance dependency on
flow angle is different with another choice of correlation-time-
factor, ktprf . Since the choice of ktprf has a strong influence
on performance a study of this influence has been performed
in order to find those values which optimizes the performance
for the flow angles θ = {45◦, 60◦, 75◦, 90◦}. The result of
the angle estimation with these optimal values are shown in
Table V with the only purpose of illustrating the absolute
potential of the method under favorable conditions.
TABLE V
RESULT OF ANGLE ESTIMATION FROM SIMULATIONS WITH OPTIMAL
VALUES OF THE CORRELATION-TIME, ktprf .
θ ktprf Pok Best σest
45◦ 18 100% -0.4◦ 1.9◦
60◦ 18 100% -0.9◦ 1.7◦
75◦ 18 100% -1.0◦ 0.4◦
90◦ 6 100% 0.4◦ 0.9◦
TABLE VI
DEFAULT MEASUREMENT PARAMETERS USED FOR ALL MEASUREMENTS.
Number of transmit elements 128
Number of receive elements 64 / 128 (combined)
Pitch 0.208 mm
Height 4.5 mm
Kerf 0.035 mm
Transmit apodization Hanning
Receive apodization Rectangular (none)
Excitation Pulse 2-cycle sinusoid
Pulse repetition frequency 10 kHz / 5 kHz (combined)
RF sampling frequency 40 MHz
Transducer center frequency 7 MHz
Assumed speed of sound 1480 m/s
Radius of vessel 6.4 mm
Distance to vessel center 37 mm
Peak velocity in flow ≈ 0.3 m/s
B. Experimental Measurements
This section describes the measurement setup and presents
the angle estimation results from the experiments.
1) Measurement setup: The experimental ultrasound scan-
ner, RASMUS [14], and a 7 MHz linear array transducer,
type 8804, from BK-Medical were used for all measurements.
The system acquires RF data from the individual transducer
channels and this data is transferred to a PC, where it
is saved and ready for off-line processing. The RASMUS
system contains 128 transmitting channels and 64 receiving
channels with a 40 MHz sampling frequency, and has 12 bits
resolution for each individual channel. With the build-in 2-
to-1 multiplexer the system can cover 128 individual receive
channels in two emissions. All measurements are made using
a circulating flow rig with a blood mimicking fluid and a PC-
controlled pump called CompuFlow1000 [15] [16]. The pump
is connected to a steel tube of approximately 1 m, which
enters a water tank, where the steel tube enters another tube,
which mimics a blood vessel. Inside the water tank a fixture
for the transducer is inserted. The angle of the transducer,
and the distance to the tube can be adjusted. The distance
from the center element of the transducer to the tube is the
same regardless of the angle. The measurements are obtained
at the angles 45◦, 60◦, 75◦, 90◦, where 90◦ corresponds to a
transverse flow measurement. For all measurements, a number
of parameters has been fixed and these are found in Table VI.
2) Angle Estimation on measured data: The results in this
section are based on the default parameters from Table I
with the exception that the number of correlations for each
estimate, Nxc = 20 for all flow angles. 3000 pulse-echo
acquisitions are processed, which leads to 213 angle estimates.
The quantized estimation performance is shown in Table VII.
The performance at θ = 45◦ is radically worse, than at the
other angles. Velocity profile estimates has been calculated
based on the same acquisition data, and here there was a
similar decrease in performance. One thing to notice about the
measurement setup is, that there is a relative large difference
in physical position of the transducer for the different tube
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Fig. 2. Bias and standard deviation of Angle estimation under different
conditions.
angles. The distance from the center element to the tube is the
same regardless of the angle, but for θ = 45◦ the transducer
elements in one end is very close to the tube, which could have
a negative effect in form of re-reflections. Re-reflections inside
the water tank can also have some influence on the results, and
this will also vary with the angle of the transducer. Another
thing to notice is that the simulation did not show any decrease
in performance for θ = 45◦ compared to the other angles. The
TABLE VII
RESULT OF ANGLE ESTIMATION FROM MEASUREMENTS.
θ Pok Best σest
45◦ 62% -1.5◦ 8.1◦
60◦ 95% -2.8◦ 4.3◦
75◦ 98% -2.0◦ 2.0◦
90◦ 68% 0.4◦ 1.0◦
quantized performance in form of bias and standard deviation
from Table V and Table VII are shown in Fig. 2. Here it is
clear that there is a difference in performance when using the
optimal values of the correlation-time and when using a fixed
value for all flow angles. Beside these differences there is also
a difference in the probability, Pok, which is not shown in this
figure.
V. CONCLUSION
A method for velocity vector estimation in conventional
ultrasound imaging has been presented using a new approach
to angle estimation. The simulation study and measurement
study both showed that angle estimation by directional beam-
forming is possible. The angle estimation performance is
strongly influenced by the choice of correlation-time, and
a proper choice varies with flow angle and will vary with
flow velocity amplitude though the latter is not shown in this
paper. The flow angles θ = {45◦, 60◦, 75◦} requires a high
value of the correlation-time whereas for θ = 90◦ a low
value is required. By using the optimal choice of correlation-
time for the different flow angles based on a parameter study
the potential of the method has been revealed. With these
favorable conditions the simulations produced 100% valid
estimates (no outliers) and a bias and standard deviation
below 2◦ for all flow angles. Using the measurements more
than 96% valid estimates were produced for the flow angles
θ = {60◦, 75◦, 90◦} and with a bias below 2◦ and a standard
deviation below 5◦.
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Synthetic aperture focusing applied to imaging
using a rotating single element transducer
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Abstract—This paper applies the concept of virtual sources and
mono-static synthetic aperture focusing (SAF) to 2-dimensional
imaging with a single rotating mechanically focused concave
element with the objective of improving lateral resolution and
signal-to-noise ratio (SNR). The geometrical focal point of the
concave element can be considered as a point source emitting a
spherical wave in a limited angular region. The SAF can be
formulated as creating a high resolution line as a sum over
low resolution lines (LRL). A LRL is the contribution from a
single emission. Simulation in Field II is based on moving the
concave element of radius 2.5 mm along a circle of radius 10 mm.
Elements with different concave curvatures are used to obtain
geometrical focusing depths at 10 mm, 15 mm, and 20 mm.
Point targets in the range from 5 mm to 65 mm are used as
image objects. The high resolution images (HRI) are shown and
the radial and angular resolution are extracted at -6 dB and
-40 dB. The performance of the setup with a VS at 20 mm is
superior to the other setups. Due to the rotation, the synthesized
aperture only experiences a moderate expansion, which is not
sufficient to reduce the extent of the wide point spread function
of a single emission. The effect of SAF with focal depth at 20
mm is negligible, caused by the small number of LRL applied.
The great profit of the SAF is the increase in SNR. For the setup
with focal depth at 20 mm the SAF SNR gain is 11 dB. The
SNR gain of a setup with a VS at radius 10 mm or 15 mm over
conventional imaging with a VS at 20 mm, is also 11 dB.
I. INTRODUCTION
Inspired by synthetic aperture radar techniques, synthetic
aperture ultrasound imaging has been investigated thoroughly
for many years. In synthetic transmit aperture (STA) imaging
a single element is used in transmit to create a spherical
wave that propagates in all directions. In receive a multi-
element aperture is applied. The backscattered signals come
from all imaging points and can be used to construct a low-
resolution image (LRI), hence an image constructed from a
single emission. Several emissions from single elements across
the aperture can be used to create several LRI’s which can
be added into a high-resolution image (HRI). In the mono-
static approach [1] the same element serves as a transmitter
and a receiver. Variations of synthetic transmit aperture and
sparse synthetic aperture techniques has been investigated with
improvements in both frame rate, penetration, and lateral reso-
lution. A synthetic aperture technique suitable for a hand held
system using a multi-element transmit and receive aperture
was described by Karaman et al. [2]. Lockwood and Hazard
described a sparse synthetic aperture beamforming technique
for three-dimensional ultrasound imaging using a few transmit
pulses for each image [3], [4]. A synthetic aperture method
for a circular aperture was investigated by O’Donnell and
Thomas [5]. The concept of using the transmit focal point
as a virtual aperture was introduced by Passmann and Ermert
[6]. Virtual sources in synthetic aperture focusing (SAF) was
further investigated by Frazier and OBrien [7], Nikolov and
Jensen [8], [9], and Bae and Jeong [10].
This paper applies the concept of virtual sources and syn-
thetic aperture techniques to 2-dimensional imaging with a
single rotating mechanically focused concave element. Such
an imaging system can e.g. be found in an anorectal ultrasound
transducer. With such a transducer emission and reception are
done while the transducer element continuously rotates and the
received RF signals are stored. It is proposed to apply mono-
static synthetic aperture focusing (SAF) on these data with the
objective of improving lateral resolution and signal-to-noise
ratio (SNR). This is investigated using simulations in Field II
[11], [12] and SAF is carried out using the Beamformation
Toolbox, BFT2 [13]. Images of point targets are created
and the radial and angular resolution in the polar coordinate
system is extracted. The potential improvement in SNR is also
evaluated. The SAF method is described in Section II. The
simulation setup and simulation results are found in Section
III, and the investigation is concluded in Section IV.
II. METHOD
In the mono-static case of linear array SAF, a single element
is used in both transmit and receive. The transmitting element
can be considered a point source emitting a spherical wave.
The wave traverses all image points and an entire LRI can
be formed after each emission. Several emissions from across
the aperture can be used to construct a HRI. The HRI has a
better resolution than the LRI, since the multiple emissions
synthesize an effective aperture of a certain lateral width.
This focusing scheme can not directly be applied to imaging
with a rotating mechanically focused element. To begin with
the lateral translation of the transmit source is smaller for
the rotating system than for the linear array making the syn-
thesized width of the aperture smaller. Secondly the concave
rotating element can not be considered a point source because
of the physical extent of the element and the geometrical
focusing due to the concave shape. Instead the geometrical
focal point can be considered as a point source emitting a
spherical wave in a limited angular region. The focal depth
of the transducer element or more exact the focusing F#
determines the opening angle, hence the width of the wave
field and the point spread function (PSF). An illustration of
propagating waves from 3 different emissions is shown in
Fig. 1 for a transducer element with a focal depth of 10 mm.
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Fig. 1. An illustration of propagating waves from 3 different emissions for
a transducer element with a focal depth of 10 mm.
A LRI of the entire imaging area can not be formed after
each emission due to the spatially limited wave propagation.
Instead, for each image point in a high resolution image line
(HRL) it must be determined which emissions that have a
wave field that encompasses the image point. These emissions
contribute to the HRL, and samples from each of them are
selected according to the SAF delays, and added together.
In other words a single HRL is composed of the sum of a
number of low resolution lines (LRL). A single LRL is, thus,
the contribution from a given emission to a HRL. The term
LRL is used for an RF-line which have been processed using
SAF and which contains at least one non-zero sample which
carries information of one of the image points of the HRL.
The SAF can be formulated as a sum over LRL. A single
sample of the HRL, representing the image point at the
location ~rip with angular coordinate φ and radial coordinate r
becomes
h(φ, r) =
∑
θ
A(θ, r)lθ(r) , (1)
where h(φ, r) is the HRL sample, and lθ(r) is the LRL sample
from the emission with propagation direction θ. Both with
radial coordinate r. The variable A is an apodization function
which controls the weighting of the contribution from each
of the LRL. It is a function a the radial coordinate, since the
number of contributing emissions increases with range. The
synthesized aperture increases with range resulting in a less
range dependent lateral resolution. The LRL can be formulated
using the RF-line, sθ(r′)
lθ(r) = sθ(r′) . (2)
r′ is the radial coordinate at which to select a sample from the
RF-line and is not the same radial coordinate as in the HRL.
r′ can be found from the distance function, r′ = d(~rvθ , ~rip)
which calculates the transmit-receive time-of-flight for the
SAF, and thus the sample index for the RF-line, sθ(r′). The
transducer element at the position ~rtθ is physically focused
at the VS at the position ~rvθ with a focal distance of dv
from the element. The element is focused in both transmit and
receive and the distance function becomes a sum of transmit
and receive travel paths
d(~rvθ , ~rip) = |~rvθ − ~rtθ | ± |~rip − ~rvθ |
±|~rvθ − ~rip|+ |~rtθ − ~rvθ |
= 2|~rvθ − ~rtθ | ± 2|~rip − ~rvθ |
= 2dv ± 2|~rip − ~rvθ | (3)
The ± in refer to whether the image point is above or below
the VS. A single sample of the HRL can thus be formulated
using (1) and (2)
h(φ, r) =
∑
θ
A(θ, r)sθ(d(~rvθ , ~rip)) . (4)
A single element of limited extent can be considered as
a wave source emitting a spherical wave, which will cover
the entire image area. With complete overlap between the
covered image areas all emission can be utilized to create a
HRI. Having a physically focused transducer element the VS
is conceived as the wave source. With a transducer element
of fixed size the focal depth determines the opening angle, α
and the confined image area covered by the wave field. The
consequence is that not all emissions can be utilized to create a
HRI. Having a rotating element instead of a translating element
even further limits the number of applicable emissions. From
geometrical observation the opening angle can be expressed
as α = 2arctan 12F# , which is a valid approximation [14].
The confined image area covered by the wave field is, thus, a
function of the F#. With a higher F# the point spread function
becomes narrower improving the resolution for the single RF-
line. This portrays a conflict between using a low F# and
adding a large number of LRL, and using a high F# and
reducing the number of applied LRL. Performance results for
these different configurations are presented in Section III.
III. SIMULATION RESULTS
The SAF scheme is investigated using Field II [11], [12].
The simulations are based on moving a single concave element
of radius 2.5 mm along a circle of radius 10 mm. Elements
with different concave curvatures are used to obtain geomet-
rical focusing depths at 10 mm, 15 mm, and 20 mm. The
scattering media consists of point targets (PT) in the range
from 5 mm to 65 mm with a distance of 10 mm. The transducer
element is rotated with a fixed angle of 0.63◦ corresponding
to moving the element λ/2 between each acquisition. It is
assumed that the transducer element is not moving during
emission and reception. The 7 MHz pulse, and the one-way
impulse response are weighted single-cycle sinusoids.
The envelope HRI’s are shown in this section. The radial
and angular resolution are extracted at -6 dB and -40 dB. For
each PT the resolution is calculated as the width at which
the envelope amplitude has decreased to the specified level
relative to the maximum level at that given PT. For the lateral
resolution the envelope amplitude is taken as the maximum
amplitude within a radial range of ± 3 mm around the PT.
Likewise for the radial resolution the envelope amplitude is
taken as the maximum amplitude across the entire angular
range of the image.
The variable A from (4) controls the weighting of the
contribution from each of the LRL and is a function a the radial
coordinate. The actual number of contributing LRL is shown
in Fig. 2 for the transducer elements with focusing depths at
10 mm, 15 mm, and 20 mm. As the focal depth increases, and
the opening angle decreases, the number of contributing LRL
decreases.
0 10 20 30 40 50 60 70
10
20
30
40
radial coordinate [mm]
N
um
be
r o
f L
RL
VS@10
VS@15
VS@20
Fig. 2. The number of contributing LRL for the transducer elements with
focusing depths at 10 mm, 15 mm, and 20 mm.
Images with different setups are shown in Fig. 3. In the first
three images the focusing depths of the element are 10 mm,
15 mm, and 20 mm, respectively and SAF has been applied.
In the last image the element has a focusing depths of 20 mm
and SAF is not applied. The differences between the images
are better demonstrated in Fig. 4 where the radial and angular
resolution are extracted. The performance of the setup with a
VS at 20 mm is superior to the other setups. This reflects the
conflict stated earlier between using a low F# and adding a
large number of LRL, and using a high F# and reducing the
number of LRL. Due to the rotation the synthesized aperture
only experiences a moderate expansion even for the setup with
a focal depth of 10 mm. The modest expansion is not sufficient
to reduce the extent of the wide point spread function of a
single emission. At least not to a level which is competitive
to the relatively narrow PSF of the setup with focal depth
at 20 mm. The effect of SAF with focal depth at 20 mm is
negligible. This is also caused by the small number of LRL.
Only 15 LRL are used at a range of 70 mm as shown in Fig. 2.
The SAF technique rely on phase coherent addition of the
LRL. The LRL’s composing the center HRL around the PT
at 35 mm are plotted in Fig. 5. The setup is with an element
with focal depth of 10 mm. It is apparent that the LRL’s are
completely phase aligned and add up constructively.
Provided that the image object does not move in between
acquisitions and assuming uncorrelated electronic noise at the
receivers the SNR improvement using SAF is
∆SNR(r) = 10 log10(Nrv (r)) . (5)
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Fig. 3. Images from 4 different setups. In the first three images the focusing
depths of the elements are 10 mm, 15 mm, and 20 mm respectively and SAF
has been applied. In the last image the element has a focusing depths of 20
mm and SAF is not applied.
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Fig. 4. Radial resolution (bottom) and angular resolution (top) at -6 dB (left)
and -40 dB (right)
Nrv (r) is the number of emissions which contributes to the
HRL for a transducer element with a VS at radius rv as shown
in Fig. 2. With a VS at 20 mm Nrv (r) = 13 at radius, r = 60
mm. This yields a SAF SNR improvement of ∆SNR = 11
dB. With a lower F# the number of contributing emissions
increases, but the width of the wave field does also increase.
Provided that the transmitted power is equally distributed over
the width of the field, the SAF SNR improvement of a setup
with a VS at radius rv over conventional imaging with a VS
at 20 mm can be expressed as
∆SNRrv (r) = 10 log10
(
Nrv (r)
Wr20(r)
Wrv (r)
)
. (6)
Wr20 and Wrv are the -6 dB widths of the wave fields
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Fig. 5. A single HRL is composed of the sum of a number of low resolution
lines (LRL). Here the LRL’s composing the center HRL around the PT at 35
mm are shown. The setup is with an with focal depth of 10 mm. Without
apodization (top) and with Hamming apodization (bottom).
measured in whole wave lengths for the elements with VS’s
at radius 20 mm and at radius rv , respectively. The widths are
calculated using the opening angle, α. The width-ratio and
the SNR improvement are shown in Fig. 6 for elements with
VS’s at radius rv = 10 mm, rv = 15 mm, and rv = 20 mm.
At greater range the width-ratio is 2.5, and 1.5 with elements
having VS’s at radius rv = 10 mm, rv = 15 mm respectively,
while Nrv (r) is 33 and 21. This results in an improvement
in SNR of 11 dB in both cases just as the improvement of
using SAF on the setup with the VS at radius 20 mm. The
SNR improvement can be converted directly to an increase
in penetration or an increase in emitted frequency yielding a
higher resolution.
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IV. CONCLUSION
Through simulations in Field II mono-static synthetic aper-
ture focusing of pulse-echo data from a rotating concave ele-
ment has been investigated. The radial and angular resolution
have been extracted using transducer elements with a focal
depth of 10 mm, 15 mm, and 20 mm. Due to the rotation, the
synthesized aperture only experiences a moderate expansion.
This is not sufficient to reduce the extent of the wide point
spread function of a single emission. At least not to a level
which is competitive to the relatively narrow PSF of the setup
with focal depth at 20 mm. The effect of SAF with focal depth
at 20 mm is also negligible due to the small number of LRL
added.
The advantage of the SAF is the increase in SNR. For the
setup with focal depth at 20 mm the SAF SNR gain is 11 dB.
The SNR gain of a setup with a VS at radius 10 mm or 15
mm over conventional imaging with a VS at 20 mm is also
11 dB. The SNR improvement can be converted directly to
an increase in penetration or an increase in emitted frequency
yielding a higher resolution.
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The main motivation for synthetic aperture sequential beamforming (SASB) is to apply synthetic aperture tech-
niques without the need for storing RF-data and with a restricted system complexity. The objective is to improve
lateral resolution and obtain a more range independent resolution compared to conventional ultrasound imaging.
SASB is a two-stage procedure using two separate beamformers. The initial step is to construct and store a set
of B-mode image lines using a single focal point in both transmit and receive. The focal points are considered
virtual sources making up a virtual array. The second stage applies the focused image lines from the first stage
as input data. The size of the virtual array is dynamically expanded as the image range increases and a range
independent lateral resolution is obtained. The SASB method has been investigated using simulations in Field II
and by off-line processing of data acquired with a commercial scanner. The lateral resolution increases with a
decreasing F#, but for a linear array with λ-pitch grating lobes appear if F# ≤ 2. The performance of SASB
with the VS at 20 mm and F# = 1.5 is compared with conventional dynamic receive focusing (DRF). The axial
resolution is the same for the two methods. For the lateral resolution there is improvement in FWHM of at least
a factor of 2 and the improvement at -40 dB is at least a factor of 3. With SASB the resolution is almost constant
throughout the range. For DRF the FWHM increases almost linearly with range and the resolution at -40 dB is
fluctuating with range. The decrease in performance at the transducer edges is more profound for SASB than
for DRF and especially at greater depths it is obvious that the lateral resolution is laterally dependent. The theo-
retical potential improvement in SNR of SASB over DRF has been estimated based on the measured SNR data
and an assumption of a stationary image object, and a correct phase-alignment in the 2nd stage beamformer.
The improvement is attained at the entire range and at a depth of 80 mm the improvement is 8 dB.
I. INTRODUCTION
Inspired by synthetic aperture (SA) radar techniques1–3,
SA ultrasound imaging has been investigated thoroughly for
many years. In synthetic transmit aperture (STA) imaging4,5
a single element is used to transmit a spherical wave that oc-
cupies the entire region of interest. The backscattered sig-
nals are registered using a multi-element receive aperture and
RF-samples from all channels are stored. Delay-and-sum
(DAS) beamforming can be applied to these data to construct
a low-resolution image (LRI), hence an image constructed
from a single emission. Several emissions from single el-
ements across the aperture will synthesize a larger aperture
and the LRI’s from these emissions can be added into a sin-
gle high-resolution image (HRI). The HRI is dynamically fo-
cused in both transmit and receive yielding an improvement in
resolution6. This has been confirmed with side-by-side com-
parisons with conventional ultrasound imaging in pre-clinical
trials by Pedersen et. al7. This imaging technique sets high
demands on processing capabilities, data transport, and stor-
age and makes implementation of a full SA system very chal-
lenging and costly. The method investigated in this paper is
yet another variation on SA processing. The objective is to
reduce the demands on the system making it a more realistic
task to implement, while still preserving benefits in imaging
performance.
Many variations of synthetic aperture focusing (SAF) and
examples of implementation have been reported with im-
provements in both frame rate, penetration, and lateral resolu-
tion. A simple real-time single channel system with a multi-
plexer for array imaging was described by Peterson and Kino8
back in 1984. In the mono-static approach6 the same element
serves as a transmitter and a receiver. A SA technique suit-
able for a hand held system using a multi-element transmit
and receive aperture was described by Karaman et al.4. Lock-
wood and Hazard described a sparse SA beamforming tech-
nique for three-dimensional ultrasound imaging using a few
transmit pulses for each image9,10. A SA method for a circu-
lar aperture was investigated by O’Donnell and Thomas11.
The concept of using the transmit focal point as a virtual
source (VS) or a virtual aperture was introduced by Passmann
and Ermert12. Virtual sources in SAF was further investigated
by Frazier and O´Brien13, Nikolov and Jensen14,15, and Bae
and Jeong16. It was shown that the virtual source coincides
with the focal point of the transducer, and that a depth inde-
pendent resolution can be achieved.
Mono-static SA focusing applied to imaging with a single
rotating mechanically focused concave element was investi-
gated by Kortbek et al.17. Such an imaging system can e.g.
be found in an anorectal ultrasound transducer. One objective
of this study was to improve lateral resolution. This was done
by storing the RF-lines from every emission and feeding these
to a SA beamformer. Due to the small radius of rotation, the
synthesized aperture only experiences a moderate lateral ex-
pansion. This was not sufficient to reduce the wide extent of
the point spread function of a single emission, thus, improve-
ment in lateral resolution was not significant.
The same SAF technique is applied in this paper, but to
Sequential Beamforming 1
linear array imaging. Here the synthesized aperture becomes
considerable larger with a lateral translation of the VS than
with a rotation. Instead of having a VS created from a sin-
gle concave element physically focused in both transmit and
receive the VS is now created from a sub-aperture - a group
of elements. This offers more flexibility since the position
and the opening angle of the VS are determined by the elec-
tronic focusing instead of the physical concave shape of the
single element transducer. The receive focusing is a simple
fixed focusing with receive focal point in the transmit focal
point. This first beamformer, thus, mimics the focusing that is
a consequence of the concave single element transducer. The
focused RF-lines from every emission are stored and trans-
ferred to a SA beamformer just as the one applied with the
rotating transducer. Two beamformers are, thus, applied se-
quentially - a simple fixed focus beamformer and a SA beam-
former denoted Synthetic Aperture Sequential Beamforming
(SASB).
One objective of SASB is to improve the penetration depth.
The primary objective though is to improve lateral resolution
and obtain a more range independent resolution compared to
conventional ultrasound imaging. The improvement is natu-
rally not as great as with a full SA setup. Contrary to a full SA
setup only a single RF-line is beamformed and stored for each
emission. This reduces the system requirements significantly.
For simplicity the method is investigated using a linear array,
but it might as well apply to other types of imaging. The inves-
tigation comprises performance evaluation at a large imaging
range. This is done without consideration for the typical use
of the specific transducer but as a mean to demonstrate the
properties of the method.
The SASB method is described in more detail in Section II.
Section III presents results from the Field II18,19 simulation
study. A parameter study shows the performance and arti-
facts of the method and compare with conventional dynamic
receive focusing (DRF). Section IV presents imaging exam-
ples and signal-to-noise ratio (SNR) calculations with data ac-
quired from phantom measurements with a commercial scan-
ner.
II. METHOD
Synthetic aperture sequential beamforming (SASB) is a
two-stage procedure which can be applied to B-mode imaging
with any array transducer. The initial step is to construct and
store a set of B-mode image lines using a conventional sliding
sub-aperture. These 1st stage lines are obtained with a single
focal point near the transducer in both transmit and receive.
The second stage consist of an additional beamformer using
the focused image-lines from the first stage as input data. The
concept of virtual sources and means of calculating the focus-
ing delays are briefly discussed in Section II.A before present-
ing the SASB in more detail in Section II.B.
A. Virtual sources and focusing delays
In delay-and-sum receive focusing appropriate delays are
applied to the responses of the individual transducer elements
originating from the focusing point and coherently adding
these responses. The delays are found from the round trip
time-of-flight (TOF), which is the propagation time of the
emitted wave in its path from the transmit origin, ~re to the
focusing point (FP),~r f p and return to one of the elements of
the receive aperture,~rr as illustrated in Fig. 1. This could be
the case of mono-static SAF.
tto f =
|~r f p−~re|+ |~rr−~r f p|
c
. (1)
The transmit origin is not necessarily well defined, if the emit-
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FIG. 1. Wave propagation path (dotted line) for calculating the time-
of-flight in receive focusing. The transmit origin,~re and the receive
point,~rr are illustrated as different elements of an array.
ted pressure wave does not emanate from a single element
point source as illustrated in Fig. 1. In multi-element synthetic
aperture imaging4 a multi-element transmit sub-aperture is in-
troduced as an alternative to mono-static SAF to ensure suffi-
cient transmitted energy. Here the pressure wave is the result
of numerous waves emitted from a multiple elements. With a
focused transmission the focal point is introduced as a virtual
source, since a spherical wave emanates from this point in a
limited angular region. With a known position of the source
this allows for the SAF delays to be calculated.
Applying a VS instead of a single element source has a con-
sequence for the calculations of SA focusing delays. Time-
delay calculations for different applications was discussed by
Kortbek et al.20. In dynamic receive beamforming a new set
of delay values is calculated for each focusing point (FP). As-
suming the speed of sound c is known, the delay value, td for
the receiving element with position~rr is calculated in accor-
dance with Fig. 2 (left)
td f p(~rr) =
|~rt f p−~re|± |~r f p−~rt f p|
c
+
|~rr−~r f p|
c
(2)
The transmit origin, ~re is the center element of the transmit
sub-aperture. ~rt f p and~r f p is the position of the transmit focal
point and the receive focusing point respectively. The± in (2)
refer to whether the FP is above or below the VS. With SASB
the first stage beamformer has a fixed receive focus and the
delay values, td are calculated in accordance with Fig. 2 (right)
td f p(zv) =
1
c
(
|~rt f p−~re|± |~r f p−~rt f p|
±|~rt f p−~r f p|+ |~rr−~rt f p|
)
=
1
c
(
2zv±2|~rt f p−~r f p|
)
(3)
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FIG. 2. Wave propagation path (solid line) for calculating the re-
ceive focusing time delays for a focused transmission. The transmit
origin is perceived as the center element of the transmitting aperture.
Dynamic receive focusing (left) and fixed receive focusing (right).
zv is the distance from the aperture to the VS. With dynamic
receive beamforming the differences between the individual
channel delays changes with the position of the focusing point
due to the term |~rr−~r f p| in (2). A new set of delay values are,
thus, calculated for each focusing point. With fixed receive
focusing as in (3) only a single set of delay values is calcu-
lated and for each focusing point a constant is added. This is
an important issue in respect to the complexity of the beam-
former. With dynamic focusing the delay calculations involve
among others the computational costly square root operation.
B. Two stage beamforming
The 1st stage RF-lines, which are the output from the first
beamformer, are obtained with a single focal point near the
transducer in both transmit and receive. This focal point is
considered as a VS emitting a spherical wave front spatially
confined by the opening angle. Each point in the focused im-
age line contains information from a set of spatial positions.
These are defined by the arc of a circle limited by the opening
angle that crosses the image point and has a center in the focal
point as illustrated in Fig. 3. A single image point is therefore
represented in multiple 1st stage lines obtained from multi-
ple emissions. This is exploited in the second stage. Each
HRI consists of a number of high resolution image lines - the
output lines from the 2nd stage beamformer. In this paper,
N denotes the number of emissions, which is the same as the
number of 1st stage lines and also the number of high reso-
lution lines. Each sample in a high resolution line (HRL) is
constructed in the second beamformer by selecting a sample
from each of those 1st stage lines, which contain information
from the spatial position of the image point and summing a
weighted set of these samples.
The number of elements in the transmit sub-aperture, the
depth of the focal point and, thus, the F# determines the open-
ing angle, hence the width of the transmitted wave field and
the point spread function (PSF). A LRI of the entire imaging
area can not be formed after each emission due to the spa-
tially limited wave propagation. Instead, for each image point
in a HRL it must be determined which emissions that have a
wave field encompassing the image point. These emissions
contribute to the HRL, and samples from each of them are se-
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FIG. 3. Example of wave propagation and 1st stage image lines from
3 different emissions. Each point on the image lines contains infor-
mation from the spatial positions which are indicated by the arc of
a circle intersecting the point. A single high resolution image point
of the SASB method is obtained by extracting information from all
of those 1st stage image lines which contain information about that
point.
lected according to the SAF delays, and added together. In
other words a single HRL is composed of the sum of a num-
ber of low resolution lines. A single low resolution line (LRL)
is, thus, the contribution from a given emission to a HRL. The
term LRL is used for an RF-line, which has been processed
using SAF and which contains at least one non-zero sample
that carries information from one of the image points of the
HRL.
The SAF can be formulated as a sum over LRL’s. A single
sample of the HRL, representing the image point at the loca-
tion~rip with lateral coordinate x and axial coordinate z, can be
expressed as
h(x,z) =
K(z)
∑
k
W(xk,z)lxk(z) . (4)
h(x,z) is the HRL sample, and lxk(z) is the LRL sample from
the emission with lateral position xk. The variable W is an
apodization function with K(z) values, which controls the
weighting of the contribution from each of the LRL’s. It is
a function of the axial position of the image point since the
number of contributing emissions, K(z) increases with range.
K determines the number of VS’s applied for a given HRI
point and is a measure of the size of the synthesized aperture.
K(z) can be calculated directly from the geometry shown in
Fig. 4 as
K(z) =
L(z)
∆ =
2(z− zv) tan(α/2)
∆ (5)
showing that K increases linearly with range. This facilitates a
range independent lateral resolution. L(z) is the lateral width
of the wave field at a depth, z, and ∆ is the distance between
the VS’s of two consecutive emissions. α is the opening angle
of the VS. It is the angular span for which the phase of the
wave field can be considered constant. The opening angle can
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be expressed as
α = 2arctan
1
2F#
, (6)
which is a valid approximation21. With LA denoting the size
of the sub-aperture F# = zv/LA. The LRL can be formulated
L(z)
z
v
z
∆
LA
α
FIG. 4. Geometry model of the emitted wave fields from two consec-
utive emissions. The lateral width, L(z) of the wave field at a depth, z
determines the number of LRL’s which can be added in the 2nd stage
beamformer for an image point at depth, z.
using the RF-line, sxk(z′)
lxk(z) = sxk(z
′) . (7)
z′ is the axial position at which to select a sample from the RF-
line and is not the same axial position as in the HRL. z′ can
be found from the distance function, z′ = d(~rvxk ,~rip) which
calculates the transmit-receive round trip travel path for the
SAF, and thus the sample index for the RF-line, sxk(z′). The
transducer elements are electronically focused at the VS at
the position~rvxk with a focal distance of zv from the aperture.
The aperture is focused in both transmit and receive and the
distance function becomes a sum of transmit and receive travel
paths
d(~rvxk ,~rip) = 2zv±2|~rip−~rvxk | (8)
The ± in (8) refer to whether the image point is above or be-
low the VS. A single sample of the HRL can thus be formu-
lated using (4) and (7)
h(x,z) =
K(z)
∑
xk
W(xk,r)sxk(d(~rvxk ,~rip)) . (9)
The formulation of the method in this section assumes an
aperture with an infinite number of elements. This becomes
apparent when observing (5). At greater depth K(z) will ex-
ceed the number of available 1st stage lines, N. At depths
beyond the point where K(z) = N the synthesized aperture
will no longer increase with depth. The F# will increase and
the lateral resolution will no longer be range independent be-
yond that depth. Another consequence of a limited element
count is that the opening angle of the VS decreases as the po-
sition of the VS approaches the transducer edges as indicted
in Fig. 5. The synthesized aperture decreases for the HRL’s
near the edges, since K decreases. The lateral resolution is,
thus, laterally dependent. The apodization function W is also
laterally dependent with a finite aperture. The HRI is com-
L(z)L*(z)
z
v
z
α
α*
FIG. 5. Geometry model of the emitted wave fields from two emis-
sions. The opening angle of the VS decreases as the position of the
VS approaches the transducer edges. This has an influence on the
calculation of K(z) and makes the lateral resolution laterally depen-
dent.
posed of a sum of LRI’s from multiple transmissions as for-
mulated in (9). The formulation assumes that the image ob-
ject is stationary during all transmission, which is not the case
in-vivo. Tissue motion and motion artifacts are nevertheless
not completely destructive to SA imaging. The susceptibil-
ity to motion of SA imaging has been investigated by several
authors22–30, and techniques to address the problems with tis-
sue motion have been demonstrated.
C. Implementation
In SAF data from multiple emissions are applied. This
could essentially decrease the image frame rate if a full set
of emissions is needed to construct a HRI. Nikolov and Jensen
proposed SA recursive imaging31 to be able to construct a new
frame after each emission. In SASB acquisition of a full set
of N emissions is also a necessity before a HRI can be con-
structed. By storing the N most recent 1st stage lines a new
HRL can be constructed after each emission. This is feasible
by having a temporal offset between the reconstructed HRL
and the acquired RF-line corresponding to N/2 emissions.
The RF-lines across the aperture are denoted j = 1,2, . . .N
and the HRL’s are denoted J = 1,2, . . .N. The HRL J = n can
be constructed while acquiring the RF-line, j
j =
{
n+N/2 for 1≤ n≤ N/2
n−N/2 for N/2 < n≤ N
Following this scheme the 1st stage lines which potentially
can contribute to a given HRL, is always available.
A view on implementation of the SASB at a block func-
tion level demonstrates a requirement for two beamformers
and memory for storage of the 1st stage image lines to feed
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the 2nd stage beamformer. The 1st stage beamformer is sim-
ple since the receive delay-profiles are the same for all image
points except for a depth dependant additive constant. It only
requires calculation of a single profile or a look up table (LUT)
with a single entry. It could easily be analog and thereby save
many ADC’s. The 2nd stage beamformer has the complexity
of a general dynamic receive focusing beamformer. For each
depth a separate entry in a LUT for a profile is required or
the delay profile must be calculated. Apodization is also a de-
sirable requirement for the 2nd stage beamformer to suppress
off-axis energy lobes. Since K(z) increases linearly with depth
the apodization is dynamic. The apodization is also a function
of the lateral position of the HRL due to the finite aperture
and it can profitably be calculated as a parametric function.
The number of channels in the 2nd stage beamformer is deter-
mined by the number of acquired 1st stage lines and a combi-
nation of the demand for penetration and resolution.
III. SIMULATION RESULTS
In this section the method is investigated using simulations
in Field II18,19 and SAF is carried out using the Beamforma-
tion Toolbox, BFT220. Images of point targets using different
realizations of SASB are created. The axial and lateral res-
olution are extracted and compared to conventional B-mode
imaging. The simulations are made with a model of a linear
array 7 MHz transducer with properties similar to a commer-
cial transducer.
A. Setup
The parameters which are the most decisive for the perfor-
mance of the SASB imaging method are the depth zv (the focal
depth), and the F# of the VS. A parameter study is done by
varying the combination of zv with values of 5,10,15,20 mm
and the F# with values in the range 0.5 to 2.5. The study is
done with a fixed set of transducer parameters and processing
parameters shown in Table I.
In the main parameter study the value of Ne = 401 has been
set to exclude the effects of a finite aperture to demonstrate the
ability of the method to generate a range independent resolu-
tion. The number of 1st stage image lines and also 2nd stage
image lines is the same as the number of transducer elements.
Only LRL’s symmetric around the HRL are valid candidates
for the 2nd stage processing. The apodization function for a
given depth W(z) may differ between two neighboring HRL’s
if the number of symmetric LRL’s is different.
In this study a single cycle sinusoid is used as excitation and
a weighted double cycle sinusoid is used to simulate the trans-
ducer impulse response. Another less extensive study is per-
formed with more practical realizable parameters. The num-
ber of elements is N = 191. A double cycle sinusoid forms the
excitation, and the measured impulse response of the applied
transducer type is used. The scattering media consists of sta-
tionary point targets (PT) placed in the center of the image in
the range from 5 mm to 95 mm with a distance of 10 mm.
Parameter Value
Various
Sampling frequency fs 120 MHz, (20 MHz)
Transducer
Pitch ∆ 0.208 mm
Center frequency fc 7 MHz, (5 MHz)
Bandwidth, relative B 0.6
Elevation Focus zele 25 mm
Number of elements N 401, (191)
Excitation 1, (2) cycles
Impulse response 1-cycle, (measured IR)
1st stage processing
Focusing fixed, (xmt/rcv)
Number of channels, xmt/rcv N1st 63/63
Transmit Sub-aperture Symmetric only
Transmit apodization Axmt Hamming, (Boxcar)
Focal depth (virtual source) zv 5,10,15,20 mm
Receive Apodization Arcv Hamming
Receive Sub-aperture same as transmit
Number of image lines N 401, (191)
Distance between lines ∆ 0.208 mm
2nd stage processing
Focusing Synthetic aperture
Number of channels N2nd 401, (191, 127, 63)
SA Weighting W Hamming
Number of image lines N 401, (191)
Distance between lines ∆ 0.208 mm
Applied 1st stage lines Symmetric only
TABLE I. Applied values for the simulation parameter study. Val-
ues in brackets are applied for various performance illustrations. If
nothing else is noticed the value without brackets are applied.
B. Resolution study
Different realizations of SASB are simulated to evaluate
performance and limitations. The position of the VS and the
opening angle determines the image area covered by a sin-
gle emission. If the covered area increases, the number of 1st
stage lines, which can be used for the 2nd stage beamforming,
also increases, yielding a larger synthesized aperture. This ex-
plicitly sets demands on the size of the array and the number
of required 2nd stage beamformer channels if a range inde-
pendent resolution is the objective. The study will show that
other complications exist with the combination of a shallow
focal depth and a large opening angle.
The envelope HRI’s are shown in this section. The axial and
lateral resolution are extracted at the image center for several
depths. The resolution is quantified at -6 dB, the Full Width
at Half Maximum (FWHM), and at -40 dB. For each PT the
resolution is calculated as the width at which the envelope
amplitude has decreased to the specified level relative to the
maximum level at that given PT. For the lateral resolution the
envelope amplitude is taken as the maximum amplitude within
a axial range of± 3 mm around the PT. Likewise for the axial
resolution the envelope amplitude is taken as the maximum
amplitude across the entire lateral range of the image. A poor
lateral resolution is the consequence of having a PSF with a
wide main lobe and/or high side-lobe levels. The illustrations
of the quantified lateral resolution reflects this by also showing
the main-lobe resolution as a dotted line, but only if the lateral
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PSF has a distinct main-lobe and side-lobe distribution. That
is if the lateral PSF drops below the -40 dB level and rises
above this level again at a greater wider lateral position.
The PSF at the output of the 1st stage beamformer has a
large extent because of the fixed receive focusing. The curva-
ture is determined by the distance between the VS’s and the
point of the PSF. Consider the point at position~rp = (x,z) =
(0,zp). The curvature, zc(x) is
zc(n) = zp+
√
(zp− zv)2+(|n|∆)2 . (10)
The variable x has been substituted by n∆, where −N/2 ≤
n ≤ N/2 is the VS number counting from the VS at x = 0.
The contour plot of the PSF is shown in Fig. 6 with a VS at 5
mm and with F# = 0.5, and F# = 2. The shape of the PSF is
the same in both cases, but the width of the PSF differs due to
the different opening angles. zc(n) from (10) has been plotted
on top of the contour plot to illustrate the coherence. A PT is
placed at z = 65 mm and zc has been plotted for two points at
zp = 64 mm and zp = 66 mm, respectively. The curvatures of
these plots are the same as for the PSF.
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FIG. 6. Contour plots of the envelope of the output from the 1st stage
beamformer. F#= 0.5 (left), and F#= 2 (right). The VS is at 5 mm.
The curvature of the PSF is determined by the distance between the
VS’s and the point of the PSF. This is calculated analytically and
shown as dotted lines for two points just above and below the PT at
z = 65 mm.
The envelope images after 2nd stage processing of these
data sets are shown in Fig. 7 with a 60 dB dynamic range.
The images are constructed with N = 401 which equals an
image width of approximately 83 mm, but the displayed im-
ages have been cropped to a width of 40 mm. If the dominant
side-lobes are discounted to begin with the resolution seems
range independent. The lateral resolution decreases as the F#
increases as expected because of the decrease in the width of
the synthesized aperture.
The number of applied 1st stage lines in the 2nd stage
beamformer at a given depth determines the width of the syn-
thesized aperture. This is expressed by K(z) from (5). This
was for the image-center line only, and assumed an infinite
aperture. The theoretical required number of lines, and the
actual number of applied lines for the center HRL is shown in
Fig. 8 for the different setups represented in Fig. 7. The linear
dependence on depth is only a reality until a certain depth. At
this depth the required number of applied VS’s approaches a
level where the VS’s near the transducer edges are included.
The opening angles of these VS’s decrease due to the limited
aperture and the slope of K(z) drops off. This drop-off occurs
at 42 m and 84 mm for F# = 0.5 and F# = 1 respectively.
For F# = 1.5 and F# = 2 the linearity is maintained through
range.
The quantified resolution of the HRI in Fig. 7 is shown in
Fig. 9. The resolution is practically constant at -6 dB and -40
dB through range for all values of F#, with a few exceptions.
The exceptions are for those PT in near proximity to the VS
when F# = 0.5. Here the side-lobe level is very dominant.
Side-lobes are also noticeable for F# = 1 when looking at
the HRI in Fig. 7. They are below the -40 dB level though
and do not show in Fig. 9. They do show when looking at
the -50 dB level in Fig. 10. Again the main-lobe resolution
(dotted line) is practically constant but the difference between
the main-lobe resolution and the resolution including the side-
lobes (solid line) is significant.
1. Investigating grating-lobes
The off-axis energy-lobes in Fig. 7 for F# = 0.5 are domi-
nant. Taking a closer look at the phase of those LRL’s which
are summed in the 2nd stage beamformer can disclose the
origin of this artifact. The part of the image containing the
PT at 15 mm is shown in Fig. 11. Three different HRL’s are
investigated. They are marked with dotted lines in Fig. 11.
SASB relies on phase coherent addition of the LRL’s as ex-
pressed in (4). The LRL’s composing the center HRL are
plotted in Fig. 12. It is apparent that the LRL’s are completely
phase aligned and add up constructively as expected. The fig-
ure shows the LRL’s before and after the weighting function.
It also shows the HRL, hence the summation of the LRL’s
and the corresponding envelope. Finally the envelope of the
weighted HRL is shown relative to the maximum of the HRI
in Fig. 11.
The LRL’s composing the HRL at x = 3.1 mm are plotted
in Fig. 13. The LRL’s are shown before the weighting and a
zoom in on a few of the LRL’s after the weighting function is
shown. The phase shift between consecutive LRL’s is close to
half a pulse-echo wave length and this destructive summation
yields an envelope level near -60 dB.
The LRL’s composing the HRL at x = 6.7 mm are plotted
in Fig. 14. The phase shift between consecutive LRL’s has
increased to almost an entire pulse-echo wave length and the
LRL’s add up constructively to an envelope level above -40
dB. In this simulated setup the pulse-echo signal consists of
only a few periods, hence only a few non-zero contributions
are included in the summation of the LRL’s. If the pulse-echo
signal contains several periods several non-zero LRL’s will be
present in the sum, yielding an even higher envelope level.
The artifacts shown are best described as grating lobes,
since they arise due to lateral spatial under-sampling. Con-
sider having a setup with a phased array transducer with a λ/2
pitch and, thus, twice the lateral density of VS’s. The illustra-
tion of LRL’s prior to summation equivalent to the one shown
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FIG. 7. Envelope Images with the VS at 5 mm and with different values of F#. Dynamic Range is 60 dB.
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FIG. 8. The number of applied 1st stage lines in the 2nd stage beam-
former for the center HRL. Shown for the four different setups repre-
sented in Fig. 7. Required number to obtain range independent reso-
lution (dotted lines). Actual number of applied lines (solid lines).
in Fig. 14 will contain LRL’s with a phase shift between con-
secutive LRL’s of only half a wave length. Every second LRL
will be equal to the ones shown in Fig. 14 but every other LRL
will have a phase which is in between the two. The result
is destructive summation instead of unintentional constructive
summation, and the massive grating lobes are avoided. This is
exemplified in Fig. 15. Two HRI’s are constructed using a lin-
ear array with λ-pitch and a linear phased array with λ/2-pitch
respectively. Both having 401 elements, a VS at 5 mm, and
with F# = 0.75. The linear array is, thus, twice the width of
the phased array, but the image has been cropped to the same
width as the phased array image. The difference between the
images is striking, since the grating lobes are avoided by in-
creasing the lateral spatial sampling in the 1st stage process-
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FIG. 9. Resolution as function of depth at -6 dB (top) and -40 dB
(bottom). Lateral resolution (left) and axial resolution (right). If the
lateral PSF has a distinct main-lobe and side-lobe distribution, the
main-lobe resolution is shown as a dotted line. Shown for the four
different setups represented in Fig. 7.
ing.
The VS’s can be conceived as elements in a virtual array. In
SASB the wave fields from several emissions are sampled by
the virtual array and coherently added. Grating lobes arise at
a combination of a sparse spatial sampling by the virtual array
and wave fields with incident angles beyond a certain limit.
Both of these parameters can be controlled in SASB to prevent
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FIG. 10. Lateral Resolution as function of depth at -50 dB. The main-
lobe resolution (dotted line), and the resolution including the side-
lobes (solid line). Shown for the four different setups represented in
Fig. 7.
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FIG. 11. A zoom in on the HRI shown in Fig. 7 for F# = 0.5. Three
different HRL’s are marked with dotted lines. The LRL’s composing
these HRL’s are shown in Fig. 12, Fig. 13, and Fig. 14.
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FIG. 12. The LRL’s composing the center HRL of the HRI shown in
Fig. 11. The LRL’s are shown before and after the weighting func-
tion. The summation of the LRL’s and the corresponding envelope
are also shown.
grating lobes. For a given array and a fixed distance between
the VS’s the range of incident angles must be restricted. This
is possible by putting a limit to the opening angle of the VS.
The restriction on the opening angle to avoid grating lobes
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FIG. 13. The LRL’s composing the off-center HRL at the lateral
position x = 3.1 of the HRI shown in Fig. 11. A zoom in on a few of
the weighted LRL’s is shown to visualize destructive summation of
the LRL’s.
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FIG. 14. The LRL’s composing the off-center HRL at the lateral
position x = 6.7 of the HRI shown in Fig. 11. A zoom in on a few of
the weighted LRL’s is shown to visualize a phase-shift of almost an
entire pulse-echo wave length, yielding constructive summation, and
an envelope level above -40 dB.
can be determined from an analysis of the LRL’s constituting
the off-center HRL’s. The appearance of these LRL’s can be
predetermined to some extent. In Fig.14 the LRL’s constitut-
ing the center HRL at the lateral position xh = 0 are phase-
coherently aligned. They are aligned at the depth, zp = 15
mm, where a PT at~rp = (x,y) = (0,zp) is placed. The line of
phase equality is perpendicular to the line with origin in the
VS of the center HRL and going to~rp. This line has a length
zr = zp − zv, where zv is the depth of the VS. In Fig.14 the
LRL’s constituting an off-center HRL at the lateral position xh
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FIG. 15. Two SASB images are constructed using a linear array (left)
and a linear phased array (right). Both having 401 elements, a VS at
5 mm, and with F# = 0.75. The linear array is twice the width of the
phased array, but the image has been cropped to the same width as
the phased array image. Dynamic range is 70 dB.
are no longer aligned phase-coherently. As a simple approxi-
mation these LRL’s can be found by a rotation of the aligned
LRL’s. They are rotated such that the line of phase equality
is perpendicular to the line with origin in the VS of the off-
center HRL and again with length zr. The angle of this line
is
θr = arcsin(
xh
zr
) . (11)
This geometry is illustrated in Fig. 16 superimposed on the
log-compressed envelope of a set of LRL’s. The LRL’s con-
stitutes the HRL’s at xh = 1 mm and xh = 4 mm in the range
12-18 mm. Beyond this range the envelope image is cropped.
It seems reasonable, that the line of phase equality is perpen-
dicular to the line originating at the VS.
The rotation of the aligned LRL’s is only an approximation,
which is valid in the proximity of x = 0. The positions of
phase equality is not a straight line entirely. The curvature in-
creases for LRL’s with increasing distance to the HRL when
the distance between the FP and the VS decreases. This would
be the case if VS’s with large opening angles are applied. The
consequence of having a curvature that deviates considerably
from the straight line approximation is that the axial shift be-
tween consecutive LRL’s is greater than estimated for the out-
ermost LRL’s. This indicates a requirement for a limited open-
ing angle. It is also an argument for using apodization in the
2nd stage beamformer, which will reduce the influence of the
LRL’s with increasing distance to the HRL.
The exact positions are also indicated in Fig. 16 for xh = 4
mm as a dashed line cutting through the path of constant
phase. The exact positions are determined by observing the
focusing indices of each channel in the 2nd stage beamform-
ing, and the indices representing the PT at~rp in each channel.
These indices are shown in Fig. 17 for the same setup as in
Fig. 16 and for a few FP’s all placed in the same off-center
HRL. For each FP it is registered at which LRL’s the intersec-
tion between the FP-index and the PT-index takes place. In the
reverse process the depth of the intersection between the FP-
index and the PT-index is registered for each LRL. This is also
shown in Fig. 17, and it is the same way the exact positions of
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FIG. 16. The log-compressed envelope of the LRL’s constituting the
HRL’s at xh = 0 mm (top) and xh = 4 mm (bottom) is shown in the
range 12-18 mm with a dynamic range of 50 dB. The VS is at the
depth zv = 5 mm and F# = 0.5. A PT is positioned at the point
~rp = (x,y) = (0,zp) with depth, zp = 15 mm. The appearance of the
LRL’s for the off-center HRL can be approximated by a rotation of
the LRL’s of the center HRL. The center of rotation is the VS of the
off-center HRL, and the rotation radius is zr = zp− zv. The angle of
rotation θr = arcsin(xh/zr) is also indicated.
phase equality is indicated in Fig. 16.
By applying the approximation about the rotated LRL’s it
is possible to estimate the phase shift between consecutive
LRL’s with a simple expression. The axial shift between con-
secutive LRL’s is
x = tanθr∆ . (12)
Substituting θr with half the opening angle, α′=α/2 the axial
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FIG. 17. Focusing indices of each channel in the 2nd stage beam-
forming for a few FP’s ranging from 6 mm to 18 mm from an off-
center HRL. Indices representing the PT in each channel. For each
LRL the depth of the intersection between the FP-index and the PT-
index is shown.
shift can be expressed as
x = tan(α′)∆ = ∆
2F#
. (13)
If the spatial shift does not exceed half the wavelength of
the pulse-echo signal, λpe = λ/2 = c/ f0/2 grating lobes are
avoided. This condition can be used to put restrictions on the
F# of the VS
F#≥ ∆λ/2 for x≤ λ/4 . (14)
The opening angle of the VS limits the range of angles of
the wave field. If a transducer with ∆ = λ are used in SASB
grating lobes are avoided if F#≥ 2.
An approximation of the actual pulse-echo response and the
spatial frequency content is extracted from the center LRL,
and shown in Fig. 18. It is shown for the setup with VS at 5
mm and F# = 0.5 and for the PT at 15 mm, but the spatial
frequency content does not differ noticeably from the other
setups and depths. The dominant spatial pulse-echo wave-
length is λpe = 0.15 mm. With ∆ = 0.208 mm the VS must
be designed with F# ≥ 1.39 with the restriction of (14). For
F# = 0.5, F# = 1, F# = 1.5, and F# = 2 the spatial shift
between consecutive LRL’s measured in units of λpe is 1.39,
0.70, 0.46, and 0.35 respectively according to (13). The cri-
terion for avoiding grating lobes is obeyed for F# = 1.5, and
F#= 2 only. This is also reflected in Fig. 7, and Fig. 10, where
the grating lobes evidently are attenuated for F# = 1.5 and
F#= 2 compared to the setup where F#= 0.5, and F#= 1. In
Fig. 15 a phased array with ∆ = 0.104 is applied. In this setup
the VS must be designed with F# ≥ 0.70 with the restriction
of (14). In Fig. 15 this criterion is obeyed with F#= 0.75, and
the grating lobes are avoided.
K(z) from (5) determines the number of VS’s applied and
the size of the synthesized aperture. It is a function of the posi-
tion of the VS and the opening angle and, thus, the F#. It was
shown previously that the grating lobes were appropriately at-
tenuated for the linear array with F# = 1.5 when the VS was
at 5 mm. The lateral resolution with F# = 1.5 and different
positions of the VS is shown in Fig. 19, and K(z) is shown
in Fig. 20. The resolution functions are very similar but not
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FIG. 18. Center HRL with the VS at 5 mm and F# = 0.5. Shown
in a limited range near the PT at 15 mm (top). The spatial frequency
content (bottom).
the same in the four different setups because of the different
number of applied VS’s.
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FIG. 19. Lateral resolution with F# = 1.5 as a function of depth at
-6 dB (top) and -40 dB (bottom).
2. Influence of transducer impulse response.
The performance results presented in the previous sections
were based on a transducer with N = 401, a short excitation
signal, and a simple impulse response. The performance using
a more realistic transducer simulation model is presented in
this section and a comparison between the two is made. Enve-
lope images with the VS at 20 mm, F# = 2, and with the two
different simulation models are shown in Fig. 21. The new
simulation model has N = 191. The excitation signal has two
periods, and the impulse response has been measured yielding
a longer pulse-echo (PE) response. The difference between
the two images is significant. The axial resolution has de-
creased as a consequence of the extended PE response. The
lateral resolution has improved in the entire range also beyond
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FIG. 20. The number of applied 1st stage lines in the 2nd stage beam-
former for the center HRL when F# = 1.5.
depths of 80 mm, where K(z) ceases to increase linearly. The
axial and lateral resolution are extracted, and shown in Fig. 22.
The improvement in lateral resolution at -40 dB is at least a
factor of 2.
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FIG. 21. Envelope images with the VS at 20 mm and with F# = 2.
Two different simulation models are used. N = 401, and a short
pulse-echo (PE) response (left). N = 191, and a long pulse-echo
response (right). The image using N = 401 has been cropped to the
same width as the image using N = 191. Dynamic Range is 60 dB.
To illustrate the cause of the difference in performance, the
LRL’s composing the HRI’s are investigated. The investiga-
tion concerns only the range from 53 mm to 57 mm which
include a single PT at a depth of 55 mm. The HRI’s in this
range are shown in fig 23, superimposed with vertical dashed
lines indicating those HRL’s for which the LRL’s are shown.
The LRL’s for the center HRL are shown in Fig. 24. The
LRL’s for the off-center HRL are shown in Fig. 25. In these
figures the LRL’s after LRL-weighting are shown. They also
show the summation of the LRL’s and the corresponding en-
velope. Finally the envelope of the weighted HRL is shown
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FIG. 22. Resolution as function of depth at -6 dB (top) and -40 dB
(bottom). Lateral resolution (left) and axial resolution (right). If the
lateral PSF has a distinct main-lobe, and side-lobe distribution, the
main-lobe resolution is shown as a dotted line. The resolution is
extracted from the HRI’s in Fig. 21.
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FIG. 23. Envelope images with the VS at 10 mm, and with F# = 2
from Fig. 21. Short PE response (top), and long PE response (bot-
tom). Shown in the range from 53 mm to 57 mm, and superimposed
with vertical dashed lines indicating those HRL’s for which the LRL’s
are shown. The LRL’s are shown in Fig. 24 and Fig. 25.
relative to the maximum of the HRI’s in Fig. 23. The LRL’s
sum completely constructive for the center HRL in both se-
tups.
For the off-center HRL’s the LRL’s sum destructively to-
ward zero level. With a short pulse-echo response the off-
center HRL is composed of the sum of a only a few posi-
tive and negative half-periods. The amplitudes of these half-
periods varies with range and lateral position. The amplitude
of the HRL, thus, varies with range. The variation over range
is considerable due to the sparse number of cycles in the sum.
With a longer pulse-echo response the off-center HRL is
composed of the sum of several positive and negative half-
periods. The amplitudes of these half-periods decay smoothly
over range and lateral position and on average sum destruc-
tively to a zero level. The HRL is of oscillating nature with
the same center frequency as the pulse-echo response, which
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FIG. 24. The LRL’s composing the center HRL of the two HRI’s
shown in Fig. 23. The LRL’s are shown after the weighting function.
The summation of the LRL’s and the corresponding envelope are also
shown.
VS depth F# = 1.5 F# = 2
5 mm 17 13
10 mm 33 25
15 mm 49 37
20 mm 65 49
TABLE II. The number of array elements used during transmission
as a function of VS position and F#.
is not the case for the setup with the short PE response.
3. Comparison to dynamic receive focusing.
The performance of SASB is among others a function of VS
position and F#. These parameters also determine the number
of elements used during transmission. This has an influences
on the emitted energy and the signal to noise ratio. It was
shown in Section III.B.1 that the grating lobes were appro-
priately attenuated for F# = 1.5 and F# = 2. The number of
elements used as a function of VS position and F# is shown
in Table II
z 
[m
m]
Weighted LRL (WLRL)
−10 −5 0 5 10
54.4
54.6
54.8
55
55.2
55.4
55.6
−1 0 1
Norm. Σ WLRL
−60−40−20 0
Env. Rel. to HRI
max
x [mm]
z 
[m
m]
Weighted LRL (WLRL)
−10 −5 0 5 10
54.4
54.6
54.8
55
55.2
55.4
55.6
−1 0 1
Norm. Σ WLRL
−60−40−20 0
dB
Env. Rel. to HRI
max
FIG. 25. The LRL’s composing the off-center HRL of the two HRI’s
shown in Fig. 23. The LRL’s are shown after the weighting function.
The summation of the LRL’s and the corresponding envelope are also
shown.
The choice of configuration for comparison with DRF is
based on the results presented in Fig. 26. Here the lateral res-
olution for a number of configurations is shown. In all config-
urations the results are based on the realistic transducer simu-
lation model introduced in Section III.B.2. The performance
with the VS at 20 mm and F# = 1.5 is superior to the other
configurations in almost the entire range. It is thus a rational
choice for a good performance and a comparison with DRF.
Fig. 27 show images with DRF and SASB side by side, and
Fig. 28 show the quantified lateral resolution for different con-
figurations. The quantified axial resolution does not differ be-
tween the different configurations and is not shown. Different
positions of the transmit focal point in DRF has been applied
for a fair comparison. The VS is at 20 mm and F# = 1.5 for
all cases of SASB. In Fig. 27, and in the previous sections
the number of channels in the 2nd stage beamformer is unlim-
ited, so that N2nd = N. In Fig. 28 additional SASB results are
presented where the number of channels has been limited to
N2nd = 127, and N2nd = 63.
There is an substantial improvement in resolution using
SASB compared to DRF. It accounts for both the FWHM and
the resolution at -40 dB. The improvement in FWHM is at
least a factor of 2 and the improvement at -40 dB is at least
Sequential Beamforming 12
0 20 40 60 80 100
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
[m
m]
Lateral Resolution. Att.level −6dB
VS@10, F#=1.5
VS@15, F#=1.5
VS@20, F#=1.5
VS@10, F#=2
VS@15, F#=2
VS@20, F#=2
0 20 40 60 80 100
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
Depth [mm]
[m
m]
Lateral Resolution. Att.level −40dB
FIG. 26. Lateral resolution of SASB as function of depth at -6 dB
(top) and -40 dB (bottom). If the lateral PSF has a distinct main-
lobe, and side-lobe distribution, the main-lobe resolution is shown
as a dotted line. In all configurations the results are based on the
realistic transducer simulation model introduced in Section III.B.2.
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FIG. 27. Envelope images using DRF (left) and SASB (right). For
DRF the transmit focal point is at 70 mm. For SASB the VS is at 20
mm and F# = 1.5. Dynamic Range is 60 dB.
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FIG. 28. Lateral resolution of DRF and SASB as function of depth
at -6 dB (top) and -40 dB (bottom). If the lateral PSF has a dis-
tinct main-lobe, and side-lobe distribution, the main-lobe resolu-
tion is shown as a dotted line. In all configurations the results are
based on the realistic transducer simulation model introduced in Sec-
tion III.B.2. For DRF the transmit focal point is at 50 mm, 70 mm,
and 90 mm. For SASB the VS is at 20 mm and F# = 1.5. SASB
results are presented using different number of available 2nd stage
beamformer channels. N2nd = 63, N2nd = 127, and N2nd = 191.
a factor of 3. The improvement of SASB over DRF is a re-
ality except for a few exceptions. At depths until 20 mm the
FWHM is superior with DRF. With SASB the resolution is
almost constant throughout the range. For DRF the FWHM
increases almost linearly with range and the resolution at -40
dB is fluctuating with range.
By putting restrictions on the number of 2nd stage beam-
former channels the system complexity is reduced. It will
have a negative consequence on resolution, since the synthe-
sized aperture decreases. When the number of channels is
restricted to N2nd = 63, and N2nd = 127 then the depths at
which K(z) ceases to increase linearly is at 40 mm and 61 mm
respectively. This is also apparent when observing the resolu-
tion in Fig. 28 when these restrictions are applied. Both the
FWHM and the resolution at -40 dB cease to be constant at
these depths. Even when the number of channels is restricted
to N2nd = 63 the performance of SASB is superior to DRF.
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IV. MEASUREMENT RESULTS
A commercial scanner and a linear array transducer with
parameters similar to the ones in Table I have been used to
acquire data. A tissue phantom with wire targets and 0.5
dB/MHz/cm attenuation is used as imaging object. RF-data
using DRF and 1st stage SASB is acquired with a 5 MHz cen-
ter frequency and stored. 2nd stage SASB processing, enve-
lope detection, and logarithmic compression is done off-line
for both DRF and SASB. An envelope image of the acquired
1st stage SASB data is shown in Fig. 29. It resembles the
shape of the contours shown in Fig. 6 as expected. Notice the
arcs are turned upside down before and after the focal point at
20 mm. A side by side comparison between the DRF image
and the SASB image is also shown in Fig. 29. With DRF the
transmit focal point is at 65 mm, and with SASB the VS is at
20 mm F# = 2.
The images based on measured data confirms the results
from the simulations. At the center of the image the reso-
lution of SASB is superior to DRF and is practically range
independent. A zoom in on the PT at 69 mm for the DRF and
SASB images from Fig. 29 is shown in Fig. 30. Here the dif-
ference in resolution is prominent. The resolution in the near
field is slightly better for DRF as stated in Section III.B.3 and
in Fig. 28.
Artifacts at the transducer edges occur for both DRF and
SASB but are more profound for SASB and especially at
greater depths. The speckle pattern is present at a greater
range in the SASB image compared to the DRF image indi-
cating greater penetration.
At greater depths the emitted wave field in SASB is wide
compared to DRF. The intensity is lower and so is the SNR
of the 1st stage SASB-data. The SNR increases because of
the summation of a number of LRL’s. Provided that the im-
age object does not move in between acquisitions and assum-
ing uncorrelated electronic noise at the receivers the potential
SNR improvement at the center HRL compared to 1st stage
RF-data is
∆SNR(z) = 10log10
(
K(z)
∑
k
W(xk,z)
)
. (15)
The signal to noise ratio as a function of depth for a set of
acquired DRF-data and a set of 1st stage SASB-data has been
estimated, and is shown in Fig. 31. For DRF the transmit focus
is at 45 mm and for SASB the VS is at 20 mm with F#= 2. 20
data sets have been acquired for both DRF and SASB using a
tissue phantom with an attenuation of 0.5 dB/[MHz cm]. The
signal part is estimated by averaging the measured signals. A
set of noise signals is estimated by subtracting the estimated
signal part from the measured signals. The SNR is
SNR(z) = E{Y (z)}
2
E{[Y (z)−E{Y (z)}]}2
'
( 1
M ∑Mm=1 ym(z)
)2
1
M ∑Mm=1
[
ym(z)− 1M ∑Mm=1 ym(z)
]2 .
(16)
E is the expectation operator. Y (z) denotes the M number of
measured data sets, and ym(z) is the m’th data set. The theo-
retical potential improvement in SNR, ∆SNR(z) from (15) is
also shown in Fig. 31 with a boxcar and a Hamming window
as SA weighting. For z = 80 mm the value of ∆SNR(z) can
be calculated using (6) and (5) and is 19 dB. The potential
SNR of the SASB is superior to DRF at the entire range and
an improvement of 8 dB is realized at a depth of 80 mm.
V. CONCLUSION
The main motivation for SASB is to apply synthetic aper-
ture techniques with a restricted system complexity. The ob-
jective is to improve lateral resolution and obtain a more range
independent resolution compared to conventional ultrasound
imaging.
The SASB method has been investigated using simulations
in Field II and by off-line processing of data acquired with a
commercial scanner. The parameters which are the most de-
cisive for the performance are the depth of the VS (the focal
depth), and the F# of the VS. The lateral resolution increases
with a decreasing F#, but grating lobes arise at a combina-
tion of a sparse spatial sampling by the virtual array and wave
fields with incident angles beyond a certain limit. It is possi-
ble to restrict the range of incident angles by putting a limit to
the opening angle of the VS. For a transducer with a pitch of
∆ = λ grating lobes are avoided if F#≥ 2. For a phased array
transducer with ∆ = λ/2 grating lobes are avoided if F#≥ 1.
Simulations have been done with two different pulse-echo
responses having different bandwidths. The performance dif-
ference between the two simulation models is significant.
The lateral resolution is significantly better for the simulation
model with the longer pulse-echo response and the improve-
ment is at least a factor of 2 at -40 dB. With a longer pulse-
echo response the off-center HRL is composed of the sum of
several positive and negative half-periods of the LRL’s and on
average sum destructively to a zero level. This is not the case
for a short pulse-echo response. Here the off-center HRL is
composed of the sum of a only a few positive and negative
half-periods and, thus, sum less destructively.
The performance of SASB with the VS at 20 mm and
F# = 1.5 is compared with conventional dynamic receive fo-
cusing (DRF). The axial resolution is the same for the two
methods. There is an substantial improvement in lateral res-
olution using SASB compared to DRF. It accounts for both
the FWHM and the resolution at -40 dB. The improvement in
FWHM is at least a factor of 2 and the improvement at -40 dB
is at least a factor of 3. The improvement of SASB over DRF
is a reality except for a few exceptions. At depths until 20 mm
the FWHM is superior with DRF. With SASB the resolution
is almost constant throughout the range. For DRF the FWHM
increases almost linearly with range and the resolution at -40
dB is fluctuating with range. By putting restrictions on the
number of 2nd stage beamformer channels the system com-
plexity is reduced. It will have a negative consequence on
resolution since the synthesized aperture decreases, but even
when the number of channels is restricted to N2nd = 63 the
performance of SASB is still superior to DRF.
SASB has been applied to data acquired with a commer-
cial scanner and a tissue phantom with wire targets. The im-
ages confirms the results from the simulations. At the center
of the image the resolution of SASB is superior to DRF and
is practically range independent. The resolution in the near
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FIG. 29. Envelope images using 1st stage SASB (left), SASB (center), and DRF (right). RF-data is acquired using a commercial scanner, and
processing is done off-line. For DRF the transmit focal point is at 65 mm. For SASB the VS is at 20 mm and F# = 2. Dynamic Range is 60
dB.
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FIG. 30. A zoom in on the DRF and SASB images from Fig. 29.
field is slightly better for DRF. A feasible solution could be to
construct the final image by applying DRF above the VS and
SASB beyond the VS.
A decrease in performance at the transducer edges occur
for both DRF and SASB. They are more profound for SASB
and especially at greater depths it is obvious that the lateral
resolution is laterally dependent. A solution could be to apply
DRF at the edges as a supplement to SASB.
The speckle pattern is present at a greater range in the
SASB image compared to the DRF image indicating greater
penetration. The signal to noise ratio as a function of depth for
a set of acquired DRF-data and a set of 1st stage SASB-data
has been estimated. The theoretical potential improvement
in SNR of SASB over DRF has been estimated based on the
measured SNR data and an assumption of a stationary image
object, and a correct phase-alignment in the 2nd stage beam-
former. The improvement is attained at the entire range and at
a depth of 80 mm the improvement is 8 dB.
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FIG. 31. Estimated SNR as a function of depth. Data sets are ac-
quired with a commercial scanner and a tissue phantom for both DRF
(blue) and 1 stage SASB (red). The theoretical SNR of the 2nd stage
SASB is also shown with and without the SA-weighting (black and
magenta).
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Abstract— Previous investigations have shown promising re-
sults in using the directional cross-correlation method to estimate
velocity vectors. The velocity vector estimate provides informa-
tion on both velocity direction and magnitude. The direction
is estimated by beamforming signals along directions in the
range [0◦; 180◦[ and identifying the direction that produces the
largest correlation across emissions. An estimate of the velocity
magnitude is obtained from the spatial shift between signals
beamformed along the estimated direction.
This paper expands these investigations to include estimations
of the vector velocities of a larger region by combining the
estimations along several scan lines. In combination with a B-
mode image, the vector velocities are displayed as an image of
the investigated region with a color indicating the magnitude,
and arrows showing the direction of the flow.
Using the RASMUS experimental ultrasound scanner, mea-
surements have been carried out in a water tank using a 7 MHz
transducer. A 6 mm tube contained the flow and a Danfoss,
MAG 3000, magnetic flow meter measured the volume flow.
The tube has a parabolic flow profile with a peak velocity of
0.29 m/s. During the experiments fixed beam-to-flow angles at
{60◦, 75◦, 90◦} have been applied. The images are obtained using
a pulse repetition frequency of 15 kHz, and the images contain
33 lines with 60 emissions for each line.
Corresponding to the three fixed beam-to-flow angles,
the angle estimates along the center scan line have a
bias of {−3.9◦,−12.8◦,−18.1◦} and standard deviation of
{10.0◦, 18.2◦, 32.2◦}. The estimates of the velocity magnitude
have bias of {4.4%, 8.1%,−5.4%} and standard deviation of
{9.7%, 14.3%, 13.4%} relative to the peak velocity. The amount
of in-tube angle estimates in the range of ±10◦ from the true
angle are {74%, 77%, 66%}.
In-vivo measurements are carried out on a human volunteer.
These measurements include the common carotid artery and the
femoral bifurcation.
I. INTRODUCTION
In conventional blood flow estimation, the velocities are
dependent on the direction of the emitted beam, as only
the axial component of the velocity vector is estimated. The
directional cross-correlation method suggested by Jensen in
[1]-[2] is capable of estimating the two-dimensional velocity
vector. The two-dimensional velocity vector is independent on
the beam direction and provides information on the magnitude
as well as the direction of the flow.
In this paper, the directional cross-correlation method is
investigated. Based on the theory in [1]-[2], a fully automatic
velocity vector estimation algorithm is developed and im-
plemented. Experimental investigations are carried out; these
include an experimental setup using a water tank with three
different fixed beam-to-flow angles and in-vivo. The in-vivo
measurements include the common carotid artery and the
femoral bifurcation
II. VELOCITY VECTOR ESTIMATION
The two-dimensional velocity vector is obtained by esti-
mating flow direction and velocity magnitude separately as
described below.
A. Velocity Estimation
The magnitude of the velocity vector is estimated by identi-
fying the spatial shift of a directional signal over time. Beam-
forming along the estimated flow direction, two directional
signals, g1(x′) and g2(x′), are obtained. Assuming laminar
flow, the two directional signals are identical, except for a
displacement, due to the movement of the blood scatterers.
The spatial shift between the two signals is found by cross-
correlating the two signals
R12(τ) =
1
L
∫
L
g1(x′) g2(x′ + τ) dx′ (1)
=
1
L
∫
L
g1(x′) g1(x′ − |~v|Tprf + τ) dx′
= R11(τ − |~v|Tprf ), (2)
where L is the length of the directional signal, R11(τ) and
R12(τ) denote the auto-correlation and the cross-correlation
functions, respectively. R12(τ) is a shifted version of the auto-
correlation of the signal g1(x′). The auto-correlation function
normally peaks at τ = 0, but due to the subtraction of the term
|~v|Tprf , R11 reaches its maximum at τpeak = |~v|Tprf . Thus,
the magnitude of the velocity vector is found by identifying
the lag corresponding to the maximum peak
τpeak = argmax
τ
{R12(τ)}. (3)
The magnitude of the velocity along the flow direction is then
|~v| = τpeak
Tprf
, (4)
where Tprf is the pulse repetition interval.
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B. Angle Estimation
The direction of the flow is obtained by estimating the
beam-to-flow angle, θ. Based on an assumption of laminar
flow, the flow direction provides the largest amount of cor-
relation between the two directional signals. The amount of
correlation can be quantified by the correlation coefficient.
Let g1(x′) and g2(x′) denote the two directional signals
beamformed along the direction, φ. By denoting the mean
values of each of the signals, µ1 and µ2, the correlation
coefficient can be estimated by [3]
ρ = max
{
R12(τ)− µ1µ2√
[R11(0)− µ21][R22(0)− µ22]
}
, (5)
where R11(0) and R22(0) denote the auto-correlation func-
tions at lag 0, and R12(τ) is the cross-correlation function
given by (1). The auto- and cross-correlation functions in (5)
are obtained along the direction φ.
By beamforming directional signals at angles φ ∈
[0◦; 180◦[, the angle estimate can be found from the largest
correlation
θˆd = argmax
φ
{ρ(φ)}, (6)
where θˆd is the discrete estimated beam-to-flow angle.
To improve the accuracy of the discrete estimate, θˆd, is
interpolated using the following expression
θˆ = θˆd − ρ(θˆ + ∆φ)− ρ(θˆ −∆φ)
2(ρ(θˆ + ∆φ)− 2ρ(θˆ) + ρ(θˆ −∆φ))∆φ (7)
where ∆φ is the angular distance between two consecutive
beamform angles.
III. MEASUREMENTS
To validate the implemented velocity vector algorithm, a set
of measurements have been carried out using the experimental
ultrasound scanner, RASMUS [4]. The standard parameters for
all measurements are stated in Table I.
A. Experimental Setup
An experimental setup uses a water tank with a tube as
illustrated in Fig. 1. The transducer is placed at a fixed beam-
to-flow angle, θ, within the water tank. The tube is connected
to a pump, and the volume flow rate of the fluid is controlled
by a valve and registered by a Danfoss MAG 1100 flow meter.
The flow is assumed to be laminar and have a parabolic flow
profile, which is characterized by [5]
v(z′) = v0
(
1−
(
z′
R
)2)
, z′ ∈ [−R;R] (8)
where z′ denotes the direction perpendicular to the flow
direction, R is the radius of the vessel and v0 is the peak
velocity in the center of the vessel. v0 is determined by the
chosen volume flow rate of the pump.
Measurements are carried out using the three beam-to-flow
angles, θ = {60◦, 75◦, 90◦}, where θ = 90◦ is transverse flow.
Type Linear array
Center frequency, f0 7 MHz
Pitch of transducer element 208 µm
Height of transducer element 4.5 mm
Kerf 35 µm
Elevation focus 25 mm
Number of transducer elements 128
Apodization, Transmit/Receive Hamming/None
Number of elements, Transmit/Receive 64 / 64
Excitation pulse, e(t) sin(2πf0t)
Number of excitation periods 2
Sampling frequency, fs 40 MHz
Pulse repetition frequency, fprf 15 kHz
Speed of sound, c (in water tank/in-vivo) 1485 m/s / 1540 m/s
Wavelength, λ = c/f0 (in water tank/in-vivo) 212 µm / 220 µm
Radius of tube, R 6.0 mm
Peak velocity in flow profile, v0 0.29 m/s
Volume flow rate, Q 60 l/h
Beam-to-flow angles, θ {60◦, 75◦, 90◦}
Depth of focus point, zf {56, 44, 36} mm
f -number, f# {4.2, 3.3, 2.7}
TABLE I
STANDARD PARAMETERS USED IN THE CONDUCTED MEASUREMENTS.
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Flow meter
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θ
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Fig. 1. Illustration of the experimental setup. From [6].
B. Measurement Sequence
The measurements have been carried out using 64 active
elements, which are both transmitting and receiving. These
64 elements obtain data, which provides information for one
scan line. To obtain data for a full image, the active part of
the aperture is displaced along the lateral direction. A total
of 33 scan lines with 60 emissions for each line have been
acquired resulting in a frame rate of ' 7.5 Hz.
C. Experimental Validation
The performance of the implemented velocity vector estima-
tion algorithm has been investigated along the center scan line.
The performance measures, bias and standard deviation, are
stated in Table II. The velocity estimates have been estimated
using two different approaches; along the fixed direction, θ,
and along the estimated direction, θˆ.
Along the fixed direction, the velocity estimation demon-
strates a very satisfying performance for all three test angles,
including transverse flow. A decrease in performance, espe-
cially for the transverse flow, is identified, when estimating
the velocities along the estimated directions. This decrease is a
direct consequence of the performance of the angle estimates.
Thus, the fully automatic velocity vector estimation algorithm
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is limited by the performance of the angle estimation.
Vector flow images have been produced. The velocity vector
estimates are visualized using a color to display the magnitude,
and an arrow pointing in the direction of the flow. The arrows
are scaled by the magnitude of the velocity.
In Fig. 2, the vector flow image of the θ = 75◦ measurement
is shown. The intensity of the colors and the scaling of
the arrows indicate a parabolic flow profile. The general
direction of the flow is easily recognized. The distribution of
the estimated angles have been investigated. The percentages
within θ±10◦ are stated in Table III. For all three test angles,
the majority of the angle estimates fall within this interval.
θ 60◦ 75◦ 90◦
Velocity estimates along fixed angles
Bv 4.39% 8.09% −5.41%
σv 9.66% 14.27% 13.40%
Velocity estimates along estimated angles
Bv −3.70% −11.29% −25.55%
σv 15.12% 18.46% 33.21%
Angle estimates
Bθ −3.91◦ −12.82◦ −18.11◦
σθ 10.03
◦ 18.24◦ 32.24◦
TABLE II
BIAS AND STANDARD DEVIATION FOR THE VECTOR VELOCITY
ESTIMATION ALGORITHMS ALONG THE CENTER SCAN LINE. UNITS ARE IN
% RELATIVE TO THE PEAK VELOCITY, v0 , OR IN DEGREES.
θ 60◦ 75◦ 90◦
P (θˆ ∈ θ ± 10◦) 74.33% 77.35% 66.03%
TABLE III
PERCENTAGE OF IN-TUBE ANGLE ESTIMATES WITHIN θ ± 10◦ .
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Fig. 2. Vector flow image of the θ = 75◦ measurement.
IV. IN-VIVO MEASUREMENTS
Measurements have been carried out on a human volunteer.
All measurements are from a healthy 25-year-old female
volunteer. The measurements have investigated the blood flow
in the common carotid artery and the femoral bifurcation.
Prior to the in-vivo blood flow measurements, the intensities
of the actual measurement sequence have been measured. This
is a requirement to accommodate the restriction [7] set by
the U.S. Food and Drug Administration (FDA). The measured
intensities are Ispta.3 = 39 mW/cm2, Isppa.3 = 9 W/cm2 and
MI = 0.14, which all are well within FDA limits.
For each of the measurements, a sequence of 28 vector flow
images have been acquired. These have been combined into
movies visualizing the pulsating blood flow in the two arteries.
In the following, two single frames from the two movies are
shown.
A. Common Carotid Artery
The two vector flow images, Fig. 3, visualize the blood
flow in the common carotid artery. In both vector flow images,
the general direction of the flow is easily recognized, and the
velocities fall in the range of [0; 0.5] m/s.
To estimate the cardiac cycle, the variation of the mean
velocity as shown in Fig. 4 is investigated. Each point repre-
sents a frame in the acquired sequence. The peak systoles are
easily recognized. However, due to the sparse representation,
the peak systoles cannot be regarded as more than indications.
As a consequence, the first peak has not been acquired. This
peak is indicated by the dashed curve.
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Fig. 3. Vector flow images of the blood flow in the common carotid artery.
The two images correspond to peak systoles in the cardiac cycle, and they
are acquired at t = 0.54 s (left) and t = 1.74 (right).
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Based on the estimated cardiac cycle, a heart rate of
89.5 bpm is estimated from the time difference between two
peaks. Again, due to the sparse representation, the heart rate
is merely a rough estimate. The resting normal heart rate is
60-80 bpm [8]. The measured rate is somewhat high, which
could be due to stress during the measurement sequence.
The mean blood flow velocity during the systole and diastole
in the greater arteries is in the range of 5-18 cm/s [8]. The
temporal mean velocity during the entire cardiac cycle is
9.7 cm/s and indicated by the horizontal dashed line in Fig. 4.
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Fig. 4. Variation of the mean velocity in the common carotid artery.
B. Femoral Bifurcation
The estimated blood flow in the femoral bifurcation is
visualized by the two vector flow images in Fig. 5. In general,
the estimated mean velocities in the femoral arteries are
somewhat lower than in the common carotid artery. There are
several explanations for this phenomenon, e.g., the reduction
of the hydrostatic pressure in the vessels due to a supine
position of the test subject.
0.40 0.33 0.27 0.20 0.13 0.07 0.01
[m/s]
0 −10 −20 −30 −40
[dB]
Lateral distance [mm]
A
xi
al
 d
ist
an
ce
 [m
m]
−5 0 5
15
20
25
30
Lateral distance [mm]
−5 0 5
Fig. 5. Vector flow images of the blood flow in the femoral bifurcation. The
two images correspond to peak systoles in the cardiac cycle.
The estimated direction of the flow is not as distinct as in
the previous measurement. The majority of the angle estimates
indicate the direction of the flow from the bifurcation point
into the two branches. However, several angle estimates are
not consistent with the assumed flow direction. Especially in
the deep branch, the angle estimates appear underestimated.
In [9], investigations of the blood flow in the carotid bi-
furcation using the Transverse Oscillation method have shown
a turbulent flow pattern at the bifurcation point and in the
internal carotid artery. The turbulent behavior is not evident
in Fig. 5. However, this could explain the less distinct flow
direction.
V. CONCLUSIONS
Based on the theory of the directional cross-correlation
method, a fully automatic velocity vector estimation algorithm
has been developed and implemented in Matlab. The algorithm
has been validated against measurements using an experimen-
tal setup. The validation has provided satisfying performance
measures. In-vivo measurements have been carried out on
a human volunteer for the common carotid artery and the
femoral bifurcation. Based on these measurements, vector flow
images and movies have been produced.
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Abstract— Directional beamforming has shown promising re-
sults for creating vector flow images. The method measures both
the flow angle and the magnitude of the velocity. The flow angle
is estimated by focusing lines in a range of angles from 0 to 180
degrees. The true angle is identified as the angle that produces the
largest correlation coefficient across emissions. The magnitude
of the velocity is found by cross-correlating consecutive lines
focused along the direction of flow, to find the spatial shift
corresponding to the velocity. In initial in vivo experiments, the
method has however shown weaknesses by yielding outliers when
a substantial clutter signal is present after clutter filtering. This
is especially a problem when the flow angle is close to 90 degrees
as the slow time frequencies from the flow signal is similar to
that of the clutter, making clutter filtration difficult. When the
angle determination fails, the correct velocity can no longer be
found. The purpose of this work is to improve the robustness
of the directional beamforming method, making precise in
vivo measurement possible. A more robust angle estimator is
proposed. Spatial averaging in the axial direction is applied over
a depth of 2 wavelengths. Instead of traditionally beamforming a
single line, three lines are beamformed with an interline distance
of a wavelength. To improve clutter filtering a post correlation
clutter filter is applied, by removing peaks in the correlation
functions corresponding to low velocities, since these peaks are
believed not to be a result of the measured flow. The method has
been tested on a flow phantom, using the RASMUS experimental
scanner. The flow had a parabolic velocity distribution with a
peak velocity of 0.1 m/s, and a flow angle of 90 degrees. The
measurement were made with a 6.2 MHz linear array transducer,
using 30 emissions and 128 transducer elements for each estimate.
Using the same measurement setup, an initial in vivo study has
been carried out. The measurements have been performed on the
carotid artery of 11 human volunteers. To validate the method
MR angiography has been performed on all human volunteers as
a gold standard. For the phantom measurement 76.30 % of the
angle estimates are within +- 5 degrees of the actual angle, when
using the traditional setup. Using our new approach 98.32 % of
the angle estimates are within +-5 degrees from the true angle.
The comparison between the stroke volume measurements in the
carotid artery calculated using directional beamforming and MR
angiography, gives a correlation coeficient of 0.84. Phantom and
in vivo measurements has been carried out with a more robust
implementation of the directional beamforming method. With the
applied changes, the method has shown improved results for in
vivo measurements.
I. INTRODUCTION
In traditional ultrasonic velocity estimation systems, only
the axial velocity component is estimated. So to find the
absolute velocity, the beam to flow angle must be found.
The absolute velocity is an important clinical parameter, so
the ability to measure it accurately is of great value. Jensen
[1] suggested to cross-correlate lines beamformed in the flow
direction, to directly measure the magnitude of the velocity
vector. The method performs well, even for pure transverse
flow, but needs a priori knowledge of the flow angle. To find
the flow angle Kortbek and Jensen [2] suggested to beamform
lines in a range of directions, from 0 to 180 degrees, and
then search for the direction with the largest correlation over
time. It was shown in simulations and phantom measurements
that the method was capable of finding both the correct flow
angle and velocity magnitude using few emissions. However
when Holfort [3] performed initial in vivo experiment is was
shown that the angle estimator breaks down when a substantial
amount of clutter is present after clutter filtering. When the
angle determination fails, the correct velocity can no longer be
found. The purpose of this work is to improve the robustness
of the angle estimator to enable accurate velocity vector
estimation. This is performed by applying spatial averaging,
and improving clutter filtering.
II. METHODS AND MATERIALS
A. Angle Estimation
To find the flow angle, directional signals are beamformed
in a range from 0 to 180 degrees as shown in Fig 1. The
directional signal is given by Si(x′φ), where i is the emission
number φ is the beam angle, as seen on the figure and x′ is
the spatial location on the line
The directional signal, corresponding to the true flow angle,
for emission i, contains the same blood scatterers, as for emis-
sion i+1, excepts for the few scatterers that has left the signal
in the end or entered at the start. This will make the correlation
between consecetive signals high. For the remaining angles,
a different distribution of scatters will be examined for each
emission, due to the misalignment between the signals and
the direction of flow. As a result the correlation will be low.
The directional signal corresponding to the true flow angle,
can therefore be identified as the signal that produces the
largest normalized correlation coefficient over emissions. The
correlation coefficient for different angles is calculated using
Fig. 1. Setup for the method. Directional signals are beamformed
from 0 to 180 degrees at the estimation point. The directional signals
are correlated over emissions. The signal with the largest correlation is
identified as the direction of flow. When the direction of flow is found,
the magnitude of the velocity is found by cross-corelating consecutive
signals to find the spatial shift corresponding to the blood velocity.
P (φ) = max{
N−1∑
i=1
C(Si(x′φ), Si+1(x
′
φ))}, (1)
where N is the total number of emissions and C is the
normalized correlation coefficient defined by
C(a, b) =
Rab(k)− µaµb√
[Raa(0)− µ2a][Rbb(0)− µ2b ]
, (2)
where Rab is the cross-correlation between signal a and b,
µa is the mean of a and µb is mean of b. The sum in (1) is
introduced to perform averaging.
The angle can now be estimated by searching for the largest
correlation coefficient,
θe = (arg
φ
max{P (φ)}) (3)
B. Velocity Estimation
When the direction of flow is known, the magnitude of the
velocity can be found. Two signals taken from consecutive
emissions, beamformed along the direction of flow, is related
to each other by a spatial shift x′s given by
Si(x′φ) = Si+1(x
′
φ − 2V Tprf ) (4)
where V is magnitude of the velocity and Tprf is the
time between emission. The spatial shift is found be locating
the peak of the cross-correlation function taken between two
consecutive signals.
x′s = arg
k
max
N−1∑
i=1
RSiSi+1(k), (5)
The velocity is now given by
V =
x′s
Tprf
(6)
For a more in depth description of the basic method see [2]
C. Spatial Averaging
To improve the robustness, spatial averaging is applied
on the angle estimator in the axial dimension. The spatial
averaging is applied by beamforming three lines for every
angle. The three lines are beamformed with in a range of 2 λ.
The new angle estimator is give by
P (θ) = max{
3∑
jz=1
N−1∑
i=1
C(Si,θ,(jz−2)λ(t), Si+1,θ,(jz−2)λ(t))},
(7)
The length of the directional signals, in the used setup,
is 20λ, so the applied spatial averaging will only marginally
reduce the spatial resolution of the estimator.
D. Post Correlation Clutter Filtering
To improve clutter filtering, peaks in the correlation function
taken in (2) identified to be a product of the clutter is removed.
The Directional signals are composed of two major compo-
nents, one flow component, coming from the blood scatterers
and one clutter component, coming from the stationary tissue,
Si(x′) = Fi(x′) +N(x′), (8)
where Fi(x′) is the flow component and N(x′) is the clutter
component. It is assumed that the clutter and blood component
is uncorrelated and that the clutter component is stationary
over emissions. When the cross-correlation is taken in (2)
between two consecutive emissions, it corresponds to the
cross-correlation of the flow signal, added with the auto-
correlation of the clutter signal
RSi(x′),Si+1(x′) = RFi(x′),Fi+1(x′) +RN(x′),N(x′) (9)
It is known from basic signal processing, that the auto-
correlation function peaks at lag zero and from (4) it is
known that the cross-correlation of the flow signal, for the
true angle, peaks at lag 2V Tprfc . So the post correlation
clutter filtering is done by ignoring peaks laying around lag
zero in (2).
By doing this, peaks emerging as a result of the clutter is
removed, without affecting the true peak coming as a result
of the measured flow.
E. Measurements
To test the performance of the method, phantom and in-vivo
measurements have been carried out on the experimental
ultrasound scanner RASMUS [4]. The parameters used for
all measurements can be seen in Table I.
Phantom measurements have been performed on a
circulating flow rig as seen on Fig 2. A long tube is
connected to a flow pump. The transducer is placed in
a fixture, with a known beam to flow angle. An electro
magnetic flow meter is placed around the tube to read the
flow, as a reference. Measurements has been carried out for a
beam to flow angle of 90 degrees.
An transmit focus is placed in double the depth of the
tube, to get a wide transmit beam. The vector flow images
has been created by measuring 16 flow lines pr image, with
an axial spacing of λ between each estimate. 64 elements is
used in transmit and 128 elements is used in receive. The
used scanner has access to 128 channels, so a sliding aperture
can only be achieved in transmit. To avoid tilting of the point
spread function, a boxcar apodization is applied in receive to
force a symmetric receive aperture.
The in-vivo measurements have been carried out on the
carotid artery of 11 healthy human volunteers. To validate
the method MR angiography has been performed on all 11
volunteers as an gold standard. To enable a comparison, the
volume flow over a heart cycle has been calculated. The
volume flow has been calculated using the assumption of
rotational symmetry. All in-vivo measurements has been
performed by an experienced medical doctor.
Prior to the in-vivo measurements, the intensities of the
transmit setup have been measured using a hydrophone. All
measured intensities where below the limits set by the U.S
Food an Drug Administration [5].
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Fig. 2. Setup of the used flowrig. A pump secures a steady parabolic
flow in the tube. A fixture holds the transducer at a known beam to
flow angle. An electro magnetic flow meter measures the volume flow
as a reference.
III. EXPERIMENTAL RESULTS
A. Phantom Measurements
The top graph in Fig. 3 shows the angle estimates, for the
phantom measurement, calculated using the traditional setup.
Angle estimates from 10 images each containing 16 flow lines
are plotted. 76.3 % of the estimates are within ± 5 % from the
correct angle. The angle estimates, at the side of the tube, are
slightly worse than the estimates in the middle. The method
performs best on the central flow lines. This is because they
have the largest recieve aperture.
The bottom of Fig.3 shows angle estimates, calculated with
the improvements. 98.32 % of the estimates are with in ±
TABLE I
STANDARD PARAMETERS FOR PHANTOM AND IN-VIVO
MEASUREMENTS
Type Linear array
Transducer center frequency f0 7 MHz
Wavelength λ 0.22 mm
Pitch of transducer elements w 0.208 mm
Height of transducer elements he 4.5 mm
Kerf ke 0.035 mm
Number of active elements(receive/transmit) Ne 128/64
Apodization(receive/transmit) Boxcar/Hanning
Number of excitation periods 2
Elevation focus Re 25 mm
Radius of tube R 6 mm
Peak velocity in flow profile v0 0.15 m/s
Beam to flow angles θ 90◦
RF lines for estimation N 32
Length of directional signals 20 λ
Sampling frequency fs 40 MHz
Number of oscillations No 2
Speed of sound c 1480/1540 m/s
5 % from the correct angle. A slight worsenning of the
estimates can again be observed at the side of the tube, but
not to the same extend as in the top figure. A fairly even
performance is observed over the individual flow lines. Using
the improvements a satisfactory result is optained for the
phantom measurements.
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Fig. 3. Angle estimates from the phantom measurements, for a
beam to flow angle of 90 degrees. The top figure shows the estimates
calculated with a direct implementation of Directional beamforming.
The bottom figure shows the estimates calculated with the improved
version of Directional beamforming.
B. In-vivo Measurements
The top of Fig 4 shows a velocity vector image of the
common carotid artery and jugular vein, calculated using
the traditional setup. The brightness of the color and the
length of the arrows, shows the magnitude of the velocity and
the direction of the arrows shows the flow angle. The main
direction of flow in the artery and vein can be observed, but
the image is dominated by errors.
The bottom of Fig 4 shows, for the same frame as
the top of the figure, a velocity vector image, calculated
using the new method. A more believable result is obtained
and only few estimates can visually be determined to be errors.
Fig 5 shows the regression line for stroke volume, estimated
using Directional beamforming and MR angiography. The MR
measurements directly measures the volume flow, where as
the ultrasound measurements is based on the assumption of a
rotational symmetric velocity field. The vertical line on each of
the data points, show the possible distribution of volume flow
estimates, if the MR measurements where based on the same
assumptions as the ultrasound measurements. The correlation
coefficient is calculated to be 0.84, with a 95 % confidence
interval from 0.49 to 0.96.
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Fig. 4. In vivo scan of the carotid artery and jugular vein. The top
figure shows the estimates calculated with a direct implementation
of Direction beamforming. The bottom figure shows the estimates
calculated with the improved version of Direction beamforming.
IV. CONCLUSION
A more robust version of Directional beamforming has
been implemented. The method has been tested in circulating
flowrig. 11 successful in vivo measurements have been carried
out. MR angiography has been performed as a reference. A
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Fig. 5. Regression line for volume flow estimated with MR and
ultrasound. The vertical line on each of the data points shows the
uncertainty of the ultrasound estimates, due to the assumption of
rotational symmetry.
corelation coefficient of 0.84 has been achieved for stroke
volume estimated using MR and ultrasound. The preliminary
results look encouraging for further research.
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