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Abstract. Enhanced frequency domain decomposition (EFDD) is one of OMA methods and has 
received significant interest from the engineering community involved in the identification of the 
modal structure. The great attention towards this method is driven by its capability as a 
user-friendly and fast processing algorithm. However, this method has drawbacks in providing 
accurate identification of damping ratios, despite natural frequencies and mode shapes can be 
computed through assuredly and reasonably accurate estimates. The exact practical computation 
of modal damping is still an open issue, often leading to biased estimates since the errors are 
coming from every step in EFDD procedures and mainly due to signal processing. Thus, the 
computation of modal damping becomes tremendously vital in structural dynamics because modal 
damping is one of the critical parameters of resonance. This review aims to provide relevant 
essential information on modal damping for a reliable estimation, reduce uncertainties and define 
error bounds. A literature review has been carried out to find the best practice criteria for modal 
parameter identification, in particular, modal damping ratio. 
Keywords: operational modal analysis, damping estimation. 
1. Introduction 
In the last two decades, Operational Modal Analysis (OMA) has received important interest 
from the engineering community by replacing Experimental Modal Analysis (EMA) in modal 
identification (resonance frequencies, damping ratios, and mode shapes) [1, 2]. The great attention 
for OMA is driven by its capability to implement economical and quick tests that rely solely on 
the responses of the structure without affecting its operating conditions [3]. 
The user-friendly and fast processing algorithm of enhanced frequency domain decomposition 
(EFDD) indicates that it capable of providing reliable results but with the condition of good 
selection of parameters for spectra computation and well-separated modes [4]. However, this 
method has drawbacks in providing an accurate estimation of damping ratios, despite natural 
frequencies and mode shapes can be computed through assuredly and reasonably accurate 
estimates [3]. The exact practical computation of modal damping is still an open issue, often 
leading to biased estimates since the errors are coming from every step in EFDD procedures and 
mainly due to signal processing [5]. Even though, this technique is ease of dealing with closely 
spaced modes, including repeated modes, damping estimation in such a case also seems to be not 
very accurate [6]. Other factors that potentially influence the estimation of modal damping include 
test procedure and quality of measurements [6].  
Damping becomes tremendously vital in structural dynamics design of civil and mechanical 
applications [7]. Dynamic response is mainly influenced by the structural behaviour and input  
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loads. Resonance is crucial in the dynamic response, particularly for the low-damped structural 
system. Mass, stiffness and damping characteristics play a key role portraying the natural 
frequency and modal damping, which are the critical parameters of resonance of the structure. 
This review aims to provide relevant essential information on modal damping for a reliable 
estimation, reduce uncertainties and define error bounds. A literature review has been carried out 
to find best practice criteria for modal parameter identification, in particular, modal damping.  
2. Theoretical framework of EFDD techniques 
The FDD theory is based on the input/output relationship of a stochastic process for a general 
n-DOF system [8]: 
𝐆௬௬(𝜔) =  𝐇ഥ(𝜔)𝐆௫௫(𝜔)𝐇்(𝜔), (1)
where 𝐺௫௫(𝜔)  and 𝐺௬௬(𝜔)  are the (𝑟 × 𝑟)  and (𝑚 × 𝑚)  input and output PSD matrices, 
respectively, 𝑟 the number of input channels (references) and 𝑚 the number of output responses 
(measurements). The overbar denotes complex conjugate, and apex symbol 𝑇 transpose. Then, 
𝐇(𝜔) is the (𝑚 × 𝑟) Frequency Response Function (FRF) matrix, which may be also written in 
pole/residue form [9]: 
𝐇(𝜔) = ෍ 𝐑௞𝑖𝜔 − 𝜆௞ +
𝐑ഥ ௞
𝑖𝜔 − ?̅?௞
௡
௞ୀଵ
, (2)
where 𝑛 is the number of modes 𝜆௞ =  −𝜁௞𝜔௞ + 𝑖𝜔ௗ௞ =  −𝜁௞𝜔௞ + 𝑖𝜔௞(1 − 𝜁௞ଶ) ଵ/ଶ, 𝜆௞ are the 
poles (in complex conjugate pairs) of the FRF and 𝐑௞ = 𝜙௞Γ௞் the (𝑚 × 𝑟) residue matrix [9]. 
In these formulations 𝜁௞  is the modal damping ratio, and 𝜔௞  and 𝜔ௗ௞  are the undamped and 
damped angular frequencies associated to the 𝑘 th pole. Then, 𝜙௞ = [𝜙ଵ௞ 𝜙ଶ௞ … 𝜙ே௞]்  and  
Γ௞ = [Γଵ௞ Γଶ௞ … Γோ௞]் are the 𝑘th (𝑚 × 1) mode shape vector and (𝑟 × 1) modal participation 
factor vector, respectively. When all output measurement points are taken as references (i.e.  
𝑚 = 𝑟), dim(𝜙௞) = dim (Γ௞), so 𝐇(𝜔) becomes a square matrix. Then, Eq. (1), through Eq. (2), 
can be rewritten as [10]: 
𝐺௬௬(𝜔) = ෍
𝐀௞
𝑖𝜔 − 𝜆௞
௡
௞ୀଵ
+ 𝐀௞
ு
−𝑖𝜔 − ?̅?௞ +
𝐀ഥ௞
𝑖𝜔 − ?̅?௞ +
𝐀௞்
−𝑖𝜔 − 𝜆௞, (3)
where 𝐀௞ is the residue matrix of the PSD output corresponding to the 𝑘th pole 𝜆௞. As for the 
PSD output itself, the residue matrix is an (𝑚 × 𝑚) Hermitian matrix given by [11]: 
𝐀௞ = ෍  ቆ
𝐑௦
−𝜆௞ − 𝜆௦ +
𝐑ഥ ௦
−𝜆௞ − ?̅?௦ቇ
௡
௦ୀଵ
𝐆௫௫𝐑௞். (4)
When the structure is lightly damped (small damping ratios 𝜁௞ ≪ 1), the pole can be expressed 
as 𝜆௞ =  −𝜁௞𝜔௞ + 𝑖𝜔ௗ௞ ≅  −𝜁௞𝜔௞ + 𝑖𝜔௞; then, in the vicinity of the 𝑘th modal frequency the 
residue matrix can be expressed by the following approximate expression [10, 11]: 
𝐀௞ = ቈ
𝐑௞
2(𝜁௞𝜔௞ − 𝑖𝜔௞) +
𝐑ഥ ௞
2𝜁௞𝜔௞቉ 𝐆௫௫𝐑௞
் ≃ 𝐑ഥ ௞𝐆௫௫𝐑௞
்
2𝜁௞𝜔௞ =
𝜙ത௞Γ௞ு𝐆௫௫Γ௞𝜙௞்
2𝜁௞𝜔௞ = 𝑑௞𝜙
ത௞𝜙௞், (5)
where only the 𝐑ഥ ௞ term survives, since the 𝜁௞𝜔௞ denominator is dominant with respect to the 
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2(𝜁௞𝜔௞ − 𝑖𝜔௞) one, and the term: 𝑑௞ = (Γ௞ு𝐆௫௫Γ௞)/(2𝜁௞𝜔௞) is a real scalar. Then, with the 
formulation of Eq. (6), the residue matrix 𝐀௞ becomes proportional to a matrix based on the mode 
shape vector, i.e. 𝐀௞ ∝  𝐑ഥ ௞𝐆௫௫𝐑௞் = 𝜙ത௞Γ௞ு𝐆௫௫Γ௞𝜙௞் ∝ 𝑑௞𝜙ത௞𝜙௞் . So, by substituting Eq. (6) 
into Eq. (4) one derives: 
𝐺௬௬(𝜔) =  ෍
𝑑௞𝜙ത௞𝜙௞்
𝑖𝜔 − 𝜆௞
௡
௞ୀଵ
+ 𝑑௞𝜙
ത௞𝜙௞்
−𝑖𝜔 − ?̅?௞ +
𝑑௞𝜙ത௞𝜙௞ு
𝑖𝜔 − ?̅?௞ +
𝑑௞𝜙ത௞𝜙௞ு
−𝑖𝜔 − 𝜆௞. (6)
In the narrow band with spectrum lines in the vicinity of a modal frequency, only the first two 
terms in Eq. (7) are dominant, since their denominators −𝑖𝜔 − ?̅?௞ = 𝚤ሶ𝜔 − 𝜆௞തതതതതതതതതത ≃ 𝜁௞𝜔௞ are smaller 
with respect to the last two, 𝑖𝜔 − ?̅?௞ = −𝑖𝜔 − 𝜆௞ ≃ 𝜁௞𝜔௞ + 2𝑖𝜔௞. Taking this into account, the 
previous equation can be simplified as: 
𝐺௬௬(𝜔) ≃  ෍
𝑑௞𝜙ത௞𝜙௞்
𝑖𝜔 − 𝜆௞
௡
௞ୀଵ
+ 𝑑௞𝜙
ത௞𝜙௞்
−𝑖𝜔 − ?̅?௞ = Φ
ഥ ൜diag ൤ℜ𝑒 ൬ 2𝑑௞𝑖𝜔 − 𝜆௞൰൨ ൠ Φ
், (7)
where Φ = [𝜙ଵ 𝜙ଶ … 𝜙௡] is the eigenvector matrix, gathering all the eigenvectors 𝜙௜ as columns. 
Eq. (8) represents a modal decomposition of the spectral matrix. The contribution to the spectral 
density matrix from a single mode 𝑘 can be expressed as: 
𝐺௬௬(𝜔) ≃  𝜙ത௞ ൜diag ൤ℜ𝑒 ൬
2𝑑௞
𝑖𝜔 − 𝜆௞൰൨ ൠ 𝜙௞
் = 𝜙ത௞ ൜diag ൤൬
2𝑑௞𝜁௞𝜔௞
(𝜁௞𝜔௞)ଶ + (𝜔௞ − 𝜔ௗ௞)ଶ൰൨ ൠ 𝜙௞
். (8)
This final form is then decomposed, using the SVD technique, into a set of singular values and 
their corresponding singular vectors. From the former, natural frequencies are extracted; from the 
latter, approximate mode shapes are obtained. The singular value data that are identified around a 
resonance peak are shifted back to the time domain (TD) using the inverse FFT to perform the 
spectral bell ID [12, 13]. All extrema, i.e. peaks and valleys, act as the free decay of a damped 
SDOF system, are determined within a suitable time window were taken to carry out following 
linear regression operations of the slope of the straight line for estimating modal damping ratio. 
By knowing the estimated damping ratio and the damped natural frequencies, also the undamped 
natural frequency can be estimated. Other alternative implementation of the EFDD method can be 
referred in [14-16]. 
3. Evaluation of modal damping estimation using EFDD 
This section shows the evaluation of modal damping estimation using enhanced frequency 
domain methods. 
3.1. Damping estimation error  
The identification procedure consists of steps, and the main estimation errors are introduced 
in the step denoted signal processing. This step contains an estimation of the correlation function 
(CF) and estimation of the spectral density (SD). The errors in signal processing are highly 
affected by the time step, frequency resolution, the length of the time series, the number of points 
of the data segments, tapering (windowing), averaging the SD and aliasing associated with 
sampling.  
In the frequency domain, the modal damping is always overestimated which can bring to 
unrealistically larger damping ratio estimates. This condition is due to the power of the signal 
“leaking” out to neighboring frequencies, well known as spectral leakage and cause modal peaks 
of the SD functions will become wider [17]. Each modal peak is corresponding to the damping; 
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hence damping will be overestimated. This phenomenon arises due to FFT’s assumed periodicity 
within the finite measurement time with a number of samples of the signal and the wrong selection 
of tapering (windowing) which also contribute to an overestimation of modal damping ratio. This 
issue can be solved by the proper selection of tapering (windowing) or using approaches outside 
of OMA, which are also reliant on the SD [18, 19]. However, this overestimation of modal 
damping cannot be considered as a final judgment. In principle, an unbiased estimate of modal 
parameters in the frequency domain can only be obtained by means of infinite records. The length 
of the record is essential for reliable modal damping estimates. 
3.2. High level of damping 
In a special case with a high level of damping, damping will be underestimated for higher 
modes and further amplification of underestimation occurs in the presence of signal noise as 
shown in Fig. 1. A high-damping system can be defined as a system with a damping ratio that is 
more than 1 % [20]. In actual civil structures such as a steel structure, the modal damping ratio is 
always higher than 1 % and the identification of modal damping is thus likely to be poorer 
particularly in a closely spaced mode condition. High damping ratios affect not just for 
closely-spaced modes but also for well-separated modes, this is caused by the peak flattening and 
the presence of very noisy singular values (SVs). In the previous study, generally modal damping 
ratios below 2 % are always used to deal with regardless of different structure characteristics [16]. 
However, this effect can be reduced by including additional noise modes [21]. Another problem 
of heavy-damped structures is that the fit becomes worse, as the nonphysical information from the 
noise becomes more dominant, and the correlation function decays faster. This problem can be 
solved by inserting extra measurement channels that can minimize the mean and standard 
deviation of the error and improve the identification of modal damping [21]. The new modal 
parameter estimation has been introduced for a high-damping system by a refined FDD algorithm, 
which used untended correlation functions and accounting of data filtering in the processing of a 
SD matrix as well as the frequency resolution effect, spectral bell width, singular value and peak 
selection, along with an applied-regression time window of the anti-transformed signal [16]. 
Besides that, Chang et al. introduced a new modal estimation method for higher damping 
structures by improving independent component analysis, which combined independent 
component analysis (ICA) with inverse damping transfer (IDT) [20]. 
3.3. Sensitivity to noise 
A random response generated from ambient excitations on civil engineering structures is often 
characterized by specific variability, commonly known as the “noise,” which can lead to a bias 
error in modal parameter estimators. In the OMA, there is a significant issue regarding “noise” (or 
spurious) modes, and distinguishing them from physical modes still remains to be solved. There 
is also a problem associated with measurement techniques and the influences of the selection of 
signal processing on experimental results [22-24]. Thus, it is necessary to consider the electrical 
noise sources in measurement to avoid a bad signal-to-noise ratio and complexity for data analysis, 
which can cause a severe error in damping estimation [13]. Besides, electronic component 
selection, reducing noise exposure and the number of components, which are influenced by 
electromagnetic noise, also needs to be considered before conducting an ambient test. Certain 
signal processing techniques such as cyclic averaging together with root mean square (RMS) 
averaging can take care of random and bias errors such as leakage more effectively than regular 
RMS signal processing that involves overlapping and windowing [25]. The problem of a random 
error assessment [26] and analysis of bias error estimation [26, 27] have also been extensively 
discussed by the researchers recently. 
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a) 
 
b) 
 
c) 
Fig. 1. a) Damping ratio, 𝜁 = 0.5 %; b) damping ratio, 𝜁 = 2 %; c) damping ratio, 𝜁 = 5 % 
3.4. Convergence of damping estimates for higher modes 
The convergence error of mean and standard deviation of damping estimation for increased 
frequencies of the system are the common characteristic in EFDD and mainly related to the 
inadequate amount of information of the decaying CF at lower frequencies of the system. It is 
observed that the convergence rate of the error is reliant on the time step, particularly for higher 
modes and it does not bring much effect to the accuracy of modal damping for the lower modes. 
An improved damping estimate of lower modes requires long records. For example, Fig. 2 shows 
the estimation errors of the second mode with variable time steps and constant time window [28]. 
The time step plays a crucial role to ensure the sampled data can adequately recognize the 
frequency component.  
 
Fig. 2. The example of mean and standard deviation of the difference between estimated a known damping 
for a variation of assigned natural frequencies of the systems second mode of configuration 3  
using FDD. 𝑓௔,ଵ and 𝑓௔,ଷ are the assigned frequencies of the first and third mode.  
The assigned damping was 2 % and 𝑑𝑡 refers to the time step 
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4. Recent development of unbiased damping ratio estimation 
This section shows the recent development of EFDD procedures for unbiased modal damping 
estimation and a key factor to deal with.  
4.1. Measurement techniques 
In general, there is two essentials guideline in OMA methods: the loadings must be multiple 
inputs and have a good quality and length of data recorded [29].  
4.1.1. Loadings 
During ambient tests for a large structure, numerous sensors are applied at different locations 
which are already determined during simulations for capturing the essential modes of the structure. 
In order to produce clear multiple inputs: a loading must be moved over an entire part of the 
structure which is adequately able to excite all the modes and a distributed loading such as the 
wind with a correlation length significantly smaller than the structure [29]. There is a guideline to 
inspect either the structure is subjected to multiple inputs or single input which by using singular 
value decomposition plot. For multiple input loading, all singular value curves contribute to some 
extent but for single input loading, only one singular value curve is dominating, while the other 
singular value curves represent the noise as shown in Fig. 3 [29]. Besides, this plot can also be 
used to reveal the structures that have closely spaced or coincident modes. 
 
a) 
 
b) 
Fig. 3. Singular value decomposition plot for a 4 DOF system: a) single input loading, zero mean,  
Gaussian white noise applied to one DOF; b) multiple input loading, all DOFs  
are excited with zero mean, Gaussian white noise 
4.1.2. Data quality and record length 
The subsequent requirement that must be fulfilled is high reliable recorded data with good 
signal-to-noise ratio, elimination of outliers (distant observation points), dropouts, clipping and 
noise spikes. Spikes can be defined as noise which disturbs the measurement chain and affects the 
spectral density (SD) of the recorded signal by creating the higher amplitude or tails of the SD 
because of large peak values in the time series. On the other hand, clipping typically happens when 
the signal saturates the analogue digital converter and it easy to determine either by a naked eye 
of the time series, where the signals are cut-off at a certain amplitude, either on one or both sides 
or detect in the SD by large values at the end of the tails. Meanwhile, signal dropout can happen 
when the transmission is a loss of power, resulting in a permanent or temporarily “drop out” of 
the signal. This can be seen either when the amplitude of the time series signal diminishes for a 
period or by peaks in the SD [5]. 
The total length of the recorded data has played a key factor to guarantee a reliable estimate of 
the SD and a “rule of thumb” was presented [29]: 
2900. ENHANCED FREQUENCY DOMAIN DECOMPOSITION ALGORITHM: A REVIEW OF A RECENT DEVELOPMENT FOR UNBIASED DAMPING RATIO 
ESTIMATES. M. DANIAL A. HASAN, Z. A. B. AHMAD, M. SALMAN LEONG, L. M. HEE 
 ISSN PRINT 1392-8716, ISSN ONLINE 2538-8460, KAUNAS, LITHUANIA 1925 
𝑇௧௢௧ = max ൬
𝑛ௗ
𝜉௞𝜔௞൰, (9)
where 𝑇௧௢௧ , 𝜉௞ , 𝜔௞  and 𝑛ௗ  is the total record length, modal damping ratio, modal angular 
frequency and number of averages, respectively. The length of the record become an essential in 
obtaining a reliable result and has suggested at least 1 hour for ambient test on the large civil 
structure with first fundamental natural frequency and damping ratio of 1 Hz and 1 %,  
respectively [4]. 
In the case of fixed record length, the number of average effects the alteration of the calculated 
SD and corresponding singular value plot. The variation of estimated SD can be reduced for a 
fixed record by calculating a number of average from Eq. (9). The number of averages is 
significantly influence damping ratio estimation because of the half-power bandwidth and number 
of averages are varies proportionally to each other [29]. Besides, a high number of averages is also 
essential for a reliable SD estimation [29]. The high number of averages cause the convergence of 
damping estimate near a value which relies on the type of curve fit. The present study has revealed 
that if the number of average is less than 10-15 averages are adopted, damping estimates are 
significantly lower than this converged value [30].  
4.2. Pre-processing  
The important task in the signal pre-processing is to have the appropriate frequency resolution 
and the correct choice of the number of points of the time segments. In the following sections, we 
will go through the most important steps involved in this process. 
4.2.1. Frequency resolution 
For the estimation of modal damping, there is an indicator that can control the bias error which 
is called as the ratio of frequency resolution relative to the bandwidth. This can be expressed as: 
∆𝑓 = 1𝑁∆𝑡 ,      𝐵௥ ≈ 2𝜁𝑓, (10)
where ∆𝑓 is the frequency resolution and 𝐵௥ is the half-power bandwidth for light damping at the 
resonance frequency. The high ratio 𝐵௥/∆𝑓 is required to adequately estimate modal damping 
because less bias error is introduced by a larger ratio. The bias error may result in erroneous 
damping estimates, which was studied in [31].  
The frequency resolution also influences the number of points used for the fit and present study 
recommended at least 16 points in the fit based on numerical simulations [30]. For further study 
regarding the effect of frequency resolution on the estimation of damping ratio via EFFD can be 
found in [32]. The result showed that once the frequency improves, it will affect the true estimation 
of damping ratio for all identified modes. In order to decrease the frequency resolution, the total 
length of the acquisitions should be extended, despite it would increase the number of 
computations. In particular, convergence is found for a frequency resolution equal to 0.01 Hz or 
better. In the present study, they stated that the appropriate results can be achieved if time 
recordings lasting about 1000-2000 times the first natural period of the structure [29]. 
4.2.2. Number of points of the time segments 
The correct choice of the number of points of the time segments is essential because it has a 
stronger influence on the results, otherwise, it can lead to high bias errors (more than 100 %). This 
is related to the sufficient amount of information of the decaying CF for estimating modal  
damping. If the estimated CF does not contain some points after the vanishing of the decay, this 
shows that the length of the estimated CF is not adequate enough to characterize the full decay 
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and brought to errors in the estimation of the spectra which can affect the modal damping results 
[33]. This case was studied by Filipe Magalhães with varying the total duration of the acceleration 
time series from 5 to 80 minutes and using five alternative time segments lengths that have been 
defined in Table 1 and with the scheme presented in Fig. 5 clearly proves the claim related to the 
limits of the auto-CF calculated using different time segment lengths [4, 34]. The bias can clearly 
see before the end of the decay for the 128 and 256 number of the points of the time segments of 
the first mode (-●- and -x- lines of the top left the plot of Fig. 4). 
Table 1. Scenarios for the application of the EFDD method 
Number of points of the time segments Total time length (minutes) 5 10 20 30 40 50 60 70 80 
128 (-●-)* 1a 1b 1c 1d 1e 1f 1g 1h 1i 
256 (-x-)* 2a 2b 2c 2d 2e 2f 2g 2h 2i 
512 (-○-)* 3a 3b 3c 3d 3e 3f 3g 3h 3i 
1024 (-□-)* 4a 4b 4c 4d 4e 4f 4g 4h 4i 
2048 (-◊-)* – 5b 5c 5d 5e 5f 5g 5h 5i 
* symbols used in the graphics of Fig. 4 
 
 
a) 
 
b) 
Fig. 4. Mean values and standard deviations of the estimates obtained with the standard algorithm of the 
EFDD method for the 2 modes using the parameters characterized in Table 1. a) Mode 1, b) mode 2 
theoretical values represented by a horizontal solid line, symbol of the lines defined in Table 1 
 
Fig. 5. The theoretical modal decay of the first mode and limits of the auto-correlation  
functions calculated using the time segment lengths defined in Table 1 
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Hence, the correct choice of the time segments length reliant on the natural frequencies and 
modal damping ratios of the modes under analysis. Lower natural frequencies and lower modal 
damping ratios require longer time segments. The plots of Fig. 4. indicate that the total time length 
should be longer than 20 minutes in order to demand reliable damping estimate. By increasing the 
total time length, the number of averaging can be increased and indirectly cause the standard 
deviation to reduce.  
4.3. Signal processing 
Generally, signal processing is used to provide a clearer picture of the physical problem that 
we are dealing with. With a proper selection of signal processing techniques, all essential 
information about the system, that is, the modal parameters for each mode (the mode shape, the 
natural frequency, and the modal damping ratio) can be extracted from the raw signal through 
estimation of correlation functions (CF) and spectral densities (SD).  
4.3.1. Correlation function estimation  
There are two basic assumptions associated with CF. First, all (or nearly all) the information 
about the modal characteristics from the random signal are extracted by CF and besides that, this 
CF can be expressed as free decays of the system. Hence, estimation of CF is fundamental in 
OMA.  
The easiest way of estimating unbiased CF is via direct estimation and it became more 
desirable due to its ability to perform the unbiased estimation by simple means. However, it has a 
drawback in term of calculation time consuming compared with other estimation techniques.  
Besides, one of the most well-known ways of estimating CF is using the Welch method. Data 
segmenting and subsequent Fourier transform of each data segment are used in this method and 
all these individual data segments are assumed to be periodic. The assumption of periodicity able 
to reduce discontinuities at the ends, otherwise it will lead to the leakage bias, where frequencies 
carrying high energy. This bias can also be denoted as a “leakage error”. See Brandt [17] for a 
detailed description of the leakage error and how to minimize it. Moreover, this method also may 
cause noisier SVs as well as produce circular correlations which become a superposition of the 
desired function and its mirror image of calculated correlation as shown in Fig. 6(a) due to the 
process of signal sectioning, windowing and overlapping [35-37]. This circular error can 
significantly lead to the bias estimates of modal parameters, particularly modal damping ratio. 
The following approach is using unbiased Welch estimate. This approach is implemented to 
overcome the problem of circular error in Welch method by doubling the length of the time 
segments and add zeros at the end (this process produces a translation of the mirrored correlation 
from the position at the left to the position at the right side in Fig. 6) [35, 38]. Before that, time 
segments from the measured signals without the use of windows need to be well chosen. 
 
a) b) 
Fig. 6. a) Circular correlation, b) correlation calculated by doubling the length  
of the time segments and add zeros at the end 
The fast and simple of random decrement (RD) method for estimation of CF by simple mean 
of time averaging is also popular among researchers in the case of system parameter identification 
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[39]. The basic idea of the method is to estimate a so-called RD signature which estimated by 
averaging segments from the signal, where the signal at the time steps satisfy the triggering 
condition and the number of triggering points. The process of this algorithm is illustrated in Fig. 7. 
From this fundamental solution, it is possible to explain the meaning of the RD signature for 
several triggering conditions of practical interest, see Table 2. The different use of RD triggering 
conditions to capture the data segments around the triggering points and averaging them to form 
the signature able to estimate modal parameters with different amplitude levels. Further 
information about the RD technique together with information about uncertainty estimating of the 
RD signature can be obtained in [40]. 
 
Fig. 7. Estimation of a random decrement signature by defining a triggering condition 
Table 2. Commonly used RD triggering conditions and their effects condition 
Condition name Triggering condition Effect on RD estimates 
Level crossing 𝑦(𝑡) = 𝑎 𝐷௫௬(𝜏) ∝ 𝑅௬௫(𝜏) 
Level band 𝑦(𝑡) ∈ [𝑎ଵ; 𝑎ଶ] 𝐷௫௬(𝜏) ∝ 𝑅௬௫(𝜏) 
Velocity crossing 𝑦ሶ (𝑡) = 𝑣 𝐷௫௬(𝜏) ∝ 𝑅ሶ௬௫(𝜏) 
Positive points 𝑦(𝑡) > 𝑎 𝐷௫௬(𝜏) ∝ 𝑅௬௫(𝜏) 
Positive velocity 𝑦ሶ (𝑡) > 𝑣 𝐷௫௬(𝜏) ∝ 𝑅ሶ௬௫(𝜏) 
4.3.2. Tapering (windowing) 
The FFT algorithm requires windows to reduce leakage in SD by forcing the endpoints of each 
signal sample data to zero. The use of windows will on average reduce the bias but cannot 
completely remove it due to the change in the half-power bandwidth [34]. There are different 
options for the choice of the time windows functions in literature, but in this review only discusses 
or highlight the commonly used time windows functions in OMA.  
The Hanning window with 50 % overlap is the most common ones used in signal processing 
and capable to reduce leakage effects in spectrum computation, instead, this is not an optimal 
solution and produces a bias error with respect to the true damping value. It is nevertheless a 
reasonable choice in all OMA cases. The bias error in the estimation of the SD using a Hanning 
window was studied in detail in [8, 41]. 
Besides that, the use of flat-triangular window can moderately reduce the side lobe noise. In 
this case, a value of 𝛼 = 0.5 was used in this application of moderate tapering. As tapered by an 
exponential window that is reduced to 0.05 % at the boundaries.  
Moreover, the application of a classical exponential window able to significantly reduce the 
side lobe noise with 5 % of the initial value at the boundaries, however, it will lead to the 
appearance of a clear bias at the spectral peaks. 
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The resulting tapered correlation functions and corresponding spectral density with a different 
application of tapering (windowing) are shown in Fig. 8. This figure shows that the application of 
time window able to illustrates the spectral peaks more clearly, instead, yields a clear bias of the 
spectral peaks. 
 
a) 
 
b) 
 
c) 
 
d) 
 
e) 
 
f) 
 
g) 
 
h) 
Fig. 8. Effect of application of different tapering (windowing). Top plots show the autocorrelation  
function for the four cases of tapering: a) without any tapering, b) tapered by Hanning window,  
c) with the flat-triangular window, d) by an exponential window. e)-f) show the corresponding  
spectral density plots of the singular values of the spectral matrix 
4.3.3. Spectral density estimation  
Estimation of damping ratios is highly reliant on the singular value plot, attained by singular 
value decomposition (SVD) from the estimated SD. The errors and variability in the estimated SD 
which typically come from windowing and frequency resolution will highly affect the estimation 
of damping ratios [5]. Fig. 9 depict the singular values of the SD matrix with different ways of 
approach. 
The top plot of Fig. 9 shows the SD obtained from the direct estimates of the correlation 
function matrix, multiplied by the flat-triangular window with 𝛼 = 0.5 and then transformed by 
the FFT. The second plot from the top is the traditional Welch averaging with a Hanning window 
and 50 % overlap, obtained by signal sectioning, windowing and overlapping. The third plot from 
the top is the RD estimate obtained by using band triggering with a symmetric band around zero 
and a width of ±2𝜎,where 𝜎 is the standard deviation of the triggering signal and it does not need 
any windowing because the natural decay of the RD functions removes the need for windowing. 
It should be noted that the scale of the RD spectral estimate is different due to the fact that the 
initial value of the RD function depends on the triggering condition. The bottom plot is the half 
spectrum derived based in the zero-padded direct correlation function estimate, multiplied by the 
flat-triangular window and then transformed by the FFT. It can produce smoother and clearer 
result of the desired physical information than any of the other estimates. Basically, all four ways 
of estimating the SD give us the same information of spectral representations of the modes, 
however, if too much suppress the side lobe noise such as in the half spectrum, it will affect the 
true modal damping values and appearance of a clear bias at the spectral peaks because each modal 
peak is corresponding to the damping.  
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4.4. Identified single degree of freedom (SDOF) bell functions  
There are two ways to identify SDOF bell function before transferring back to the time domain 
by using inverse Fourier Transform. 
First is by setting boundary condition for the selected peak of singular values. However, this 
require experienced technical person to properly set the boundary for a selected peak in order to 
extract all the useful information. Generally, the width of the frequency band to be used for 
identification is 1 Hz [42]. The second approach is by using modal assurance criterion analysis 
(MAC) technique which quantifies the comparison of two mode shapes. The MAC value of one 
or 100 % indicates that the mode shapes are identical (equivalent movement of all points) 
meanwhile the MAC value that closes to zero will have dissimilar mode shapes. The previous 
algorithm typically used MAC value lesser than 0.90 which can cause deviation of the natural 
frequency estimates almost 5 % and also affect the estimation of damping ratio for the 
heavy-damped cases up to 30 % deviation for the first modes, while frequently fail for the higher 
modes. Therefore, the appropriate MAC values with remarkable mode shape estimates should be 
greater than 0.95 [16]. 
 
a) 
 
b) 
 
c) 
 
d) 
Fig. 9. Singular values of the spectral density matrix with different signal processing approach. All plots 
are in dB relative to the measurement unit. a) The Fourier transformed direct estimate of the correlation 
functions; b) the traditional Welch averaging with a Hanning window and 50 % overlap; c) the RD 
estimate; d) the half spectrum based on the zero-padded direct correlation function matrix estimate 
4.5. Time window selection and extrema picking 
The selection of the accurate time window on the SDOF Auto-Correlation Function (ACF) is 
a bit challenging and the hard part of the algorithm. Together with the spectral bell identification, 
only one separated segment involves in these process through inverse FFT and bias errors might 
likely occur in damping estimates. This drawback must be considered particularly for closely 
spaced modes [43]. In order to attain a clear time window representation, contents, decimation 
and frequency resolution must be well chosen. Besides, the reliable result of the linear regression 
operation with respect to the adequacy of the time window selection. 
 The classical way for time window selection is by putting the number of points to be used for 
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identification of damping on the modal coordinate in the time domain. All extrema, i.e. peaks and 
valleys, act as the free decay of a damped SDOF system, are determined within a suitable time 
window (for example 90 % to 20 % of the maximum amplitude). In a recent study, the iterative 
operation of advanced optimization which computationally efficient procedure with an integrated 
double loop, has been proposed to correctly choose the spectral bell identification and the clear 
time window representations in autonomous ways. This procedure showed is capability of 
reducing errors and yield accurate estimates of the modal damping ratios, particularly for the major 
issues of non-stationary input and high damping compared with classical EFDD procedures 
[4, 33, 44]. 
4.6. Techniques for modal damping estimation 
There are a variety of methods for measuring the damping of a vibration system. The simple 
way and fast to estimate damping ratio from frequency domain are by using half-power bandwidth 
method. Half-power bandwidth is defined as the ratio of the frequency range between the two 
half-power points to the natural frequency at this mode. However, it has Low accuracy in 
computation of damping ratio due to a biased result and inapplicability to a closely spaced mode 
system. The classical logarithmic decrement (LogDec) method is commonly used to give a quick 
estimate of the modal damping ratio and provide more accurate results compared with half-power 
bandwidth method. LogDec is the natural logarithmic value of the ratio of two adjacent peak 
values of displacement in free decay vibration. Possible appearance of beat phenomena, which 
cause poor computation of the damping ratio, in the case of closely spaced modes and polluted 
with noise. Besides, the use of Hilbert transform (HT) for estimating modal damping is more 
efficient than the previous approach because it only requires one data block with sufficient points 
to obtain a good estimate of damping ratio, even noise is presented [13]. Moreover, natural 
excitation techniques (NExt) such as cross-covariance function, Ibrahim time domain, and 
Polyreference are also popular among researchers for modal damping estimation [45]. The 
cross-covariance function can provide a better result with a less time-consuming and unbiased 
estimation, even in the case of closely spaced modes. Meanwhile, Ibrahim time domain and 
Polyreference are simple but influenced by the closely coupled modes and noisy signal. An 
approach based on modified morlet wavelet capable to minimize leakage and random error but 
the possibility to estimate accurate modal damping due to an erroneous selection of the optimal 
wavelet [46]. 
Table 3. Summarized of existing approaches for each step  
in enhanced frequency domain decomposition (EFDD) 
Aspects Advantages Disadvantages 
Time 
window 
Hanning 
It is nevertheless a reasonable 
choice in all OMA cases and the 
most commonly employed window 
Implies a loss factor of 
3/8 and increases the half 
power bandwidth of the 
main lobe, thus can 
produce a bias error with 
respect to the true 
damping value 
Triangular Capable to reduce bias error in modal damping estimate 
The side lobe noise is 
moderately reduced 
Exponential 
The side lobe noise is significantly 
reduced with 5 % of the initial 
value at the boundaries 
Lead to the appearance of 
a clear bias at the spectral 
peaks 
Correlation 
function and 
spectral 
density 
estimate 
Direct estimation 
The easiest way of estimating 
unbiased CF and it became more 
desirable to use 
It has a drawback in term 
of calculation time 
consuming compared with 
other estimation 
techniques 
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Welch method Less computational demanding 
The leakage bias is 
introduced by the wrong 
assumption of periodicity. 
The implementation of 
signal sectioning, 
windowing and 
overlapping but 
sometimes may lead to 
noisier SVs. It requires 
some operations on the 
signal in order to improve 
the quality of the 
estimates 
Unbiased Welch estimate 
Implement the Welch method using 
zero padding in such a way that the 
leakage error on the correlation 
functions vanishes completely 
The leakage bias is 
introduced by the wrong 
assumption of periodicity. 
It requires some 
operations on the signal in 
order to improve the 
quality of the estimates 
Random decrement (RD) 
technique 
The noise reduction by averaging 
the time segments of the raw 
signals and it does not need any 
windowing because the natural 
decay of the RD functions 
Produce high side lobe 
noise and the scale of the 
RD spectral estimate is 
different due to the fact 
that the initial value of the 
RD function depends on 
the triggering condition 
Half spectra 
The half spectrum is smoother and 
thus gives a clearer picture of the 
desired physical information of 
estimating the SD than any of the 
other estimates 
Yields a clear bias at the 
spectral peaks 
Identified 
SDOF Bell 
Functions 
Set boundary for selected peak Capable to select and identify SDOF bell functions efficiently 
Need to properly set the 
boundary for selected 
peak and require 
experienced technical 
person in order to extract 
all the information 
Modal assurance criterion 
analysis (MAC) 
One of the most popular tools for 
the quantitative comparison of 
modal vectors and able to use of 
autonomous estimation of modal 
parameters. The appropriate MAC 
values with remarkable mode shape 
estimates should be greater than 
0.95 
Even though, the 
appropriate MAC values 
with remarkable mode 
shape estimates should be 
greater than 0.95, but 
need to properly set the 
MAC values from the 
range 0.95 until 1 
Time 
window 
selection and 
extrema 
picking 
Set suitable time window and 
boundary 
Easy to implement by setting the 
constant number of points to be 
used for identification of damping 
on the each modal coordinate in the 
time domain. A suitable time 
window (for example 90 % to 20 % 
of the maximum amplitude) were 
taken 
Need to properly set the 
suitable time window and 
extrema picking. Require 
expertised or technical 
person 
Iterative loop & advanced 
optimization algorithm 
The selection of the correct time 
window on the SDOF auto-
correlation Function (ACF) and the 
High computational 
demanding and time 
consuming 
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choice of the spectral bell can be 
performed 
Techniques 
for modal 
damping 
estimation 
Half Power Bandwidth 
Method 
No interfere with the calculation 
modes; faster and easier use 
Lower accuracy in 
computation of damping 
ratio due to a biased 
result; inapplicability to a 
closely spaced mode 
system 
Logarithmic Decrement 
A commonly used method, user-
friendly and fast processing 
algorithm 
Possible appearance of 
beat phenomena, which 
cause poor computation of 
the damping ratio, in the 
case of closely spaced 
modes and polluted with 
noise. It can deal only 
with SDOF system 
Hilbert Transform (HT) 
Only one data block with sufficient 
points is required to obtain a good 
estimate of damping ratio, even 
noise is presented 
It can deal only with 
SDOF system 
Natural 
Excitation 
Technique 
Cross-covariance 
function 
Allow a better result with a less 
time-consuming with higher 
computational speed and unbiased 
estimation, even in the case of 
closely spaced modes 
The approach is not 
numerically robust and 
produce high uncertainties 
due to matrix squared up 
Ibrahim TD 
Powerful estimation of modal 
damping for simulation and simpler 
to use 
Influenced by the closely 
coupled modes and noisy 
signal 
Polyreference Clear and fast stabilisation diagrams that are easier to interpret 
Poor estimation of modal 
damping when noise level 
increases and influenced 
by closely spaced mode 
Modified Morlet Wavelet 
High accuracy of the estimation of 
modal damping from weak or 
strong vibration responses as well 
as long and short duration records 
and also has capability to minimize 
leakage and random error 
Possibility to estimate 
accurate modal damping 
due to an erroneous 
selection of the optimal 
wavelet 
5. Conclusions 
The user-friendly and fast processing algorithm of enhanced frequency domain decomposition 
(EFDD) indicates that it capable of providing reliable results but with the condition of good 
selection of parameters for spectra computation and well-separated modes [4]. However, this 
method has drawbacks in providing an accurate estimation of damping ratios, despite natural 
frequencies and mode shapes can be computed through assuredly and reasonably accurate 
estimates [3]. The exact practical computation of modal damping is still an open issue, often 
leading to biased estimates since the errors are coming from every step in EFDD procedures and 
mainly due to signal processing [5]. The rapid development of EFDD method justifies the need 
for more comprehensive review studies, in order to find the best practice criteria for modal 
parameter identification and provide relevant essential information on modal damping for a 
reliable estimation, reduce uncertainties and define error bounds. First, steps of classical enhanced 
FDD algorithm for modal parameter estimation was addressed. An extensive literature has been 
used in the current study to help researchers get introduced to the subject of OMA particularly 
EFDD method and provide essential information regarding the factors that contribute to unbiased 
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estimate and the ways to overcome this issue. Further research can be conducted to improve the 
estimation modal damping in OMA using valuable and essential information provided by the 
current study. 
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