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PREFACE
This forecasting manual was developed in cooperation with the
Foreign Development Division of the Economic Research Service, United
States Department of Agriculture to provide the reader with the knowledge
and a set of tools that can be used to improve 1) the logical basis for
making specific economic forecasts, 2) the operational ability to make
forecasts using different techniques, and 3) the evaluation of the
accuracy of forecasts and forecasting procedures. The approach used
in developing the manual was to synthesize and abstract material from
various recognized sources. Specifically, Huntsberger, David.• Elementary
Principles of Statistics, Part I (Preliminary Edition), Wm. C. Brown
Book Company, Dubuque, Iowa, 1958, Wonnacott, Thomas H. and Ronald J.
Wonnacott, Introductory Statistics for Business and Economics, New York,
John Wiley & Sons, Inc., 1972, Chapters 11, 12, and 21, and Johnston,
J., Econometric Methods, New York: McGraw-Hill Book Company, 2nd edition,
were used extensively in the development of certain sections and should
be consulted for additional detail. The authors have provided specific
citations of resource material where appropriate. Thus, this manual
is not proposed as an original contribution to the literature, but a
compilation of concepts, tools and techniques from various sources
that should provide a basic introduction to economic forecasting.
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I. INTRODUCTION
Throughout the world, as plans in government agencies or private
businesses are made, forecasts of what will occur in future years must
invariably be used. In the development of agricultural policy by the
Ministry of Agriculture, the expected future levels of production of
major commodities must be projected before appropriate export policies
can be developed. In, the- setting of monetary policy and the specification
of the credit conditions, and Interest rates that will be faced by agricultural
producers and other business firms, projections of the amount of credit
needed in various sectors and the amount available at different interest
rates must be developed. In similar fashion, commercial credit agencies
must develop estimates of the future credit needs of-their customers so
that they can obtain the appropriate quantity of furids to satisfy those
needs, and farm supply input companies such as fertilizer dealers must
have projections of expected fertilizer use by farmers so that they can
make appropriate business decisions as to how much of the input to manu
facture. Thus, a key aspect of any decision making situation is being
able to predict the future circumstances that surround that decision and
that situation. With Increased emphasis on systematic management and decision
making in private firms and public agencies worldwide, methods of determlng
what might happen in the future in a more objective and reliable fashion
have received increasing emphasis.. This key component of the decision making
process—determining what will happen in the future—we shall call forecasting.
Forecasting can be defined as the systematic specification of expectations
as to the values of future events. The important concept in this definition
of forecasting is that of systematic specification. As we shall discuss
in detail later, accurate forecasting can occur only through use of the
scientific method which includes an identification of the problem and the
relevant characteristics of the situation, and the utilization of an appro
priate set of theory and concepts that will provide a solid foundation for ,
the forecast.
Without a systematic specification and the use of theory and logic, the
forecast Is void of predictive and explanatory power. Not only is it difficult
if not impossible to explain to others, Including top level policy makers or
management, the basis or justification for the particular value of the
forecast, it is also impossible for anyone else to attempt to duplicate the
forecast so that it might be verified and validated. Furthermore, if the
forecast should happen to be wrong, neither the forecaster or the decision
maker who used that forecast can determine why the forecasting error was made
and make appropriate adjustments in future forecasts to eliminate or minimize
that error. Thus, a systematic specification Is crucial in the understanding
and interpretation of the specific forecast value, the evaluation of the
1-2
Cj accuracy and reliability of the forecast value, and the revision and
correction of forecasting errors if they should occur. The major thrust
of this manuel will be to assist the forecaster in developing the
theory, logic, and specific techniques which will provide a systematic
specification of his forecast.
In addition to being systematic, a good forecast has four additional
characteristics. First, it is objective and reflects the best understanding
of the system or phenomena being forecasted. All factors and forces judged
to be relevant are Included in the analysis. Furthermore, the assumptions
and/or factors Included are explicitly identified along with the values of any
assumed variables so that the decision or policy maker knows the conditions
and the environment that were specified by the forecaster.
Second, the forecast Includes a specification of the accuracy of the
specific values forecasted, or the range of possible outcomes. Most forecasts
cannot result in single values for the forecasted or projected variable with
complete certainty. Neither the forecaster nor the user can expect this
high a degree of accuracy. However, the user of the forecast is just as
interested (or possibly more interested) in the chances that the forecast is
correct or the range of possible outcomes for the forecast as he is in the
specific forecasted value. Likewise, the person developing a forecast
should continually evaluate the accuracy of a forecast so that he might
be able to determine if changes or adjustments need to be made in the
forecasting method or technique, ox the forecast Itself.
The third characteristic of a good forecast is that the decision maker
understands the way in which the forecast has been derived and the assumptions
behind the forecast. As indicated earlier, understanding requires the fore
caster to explicitly Identify the assumptions and input.
The fourth characteristic of a forecast is that it is recognized by the
decision maker as a good forecast and is used in the decision making process.
Unless the decision maker has an understanding of the forecasting procedure
and confidence in it, he will probably not be willing to use the forecast in
the decision making process.
Forecasts and Decisions
Even though the numerous public and private decisions that require fore
casts have vastly different characteristics, there are some elements that
are common to all such decision situations. First, all situations or
decisions in which forecasting is a critical element deal with the future,
and time is an explicit component of the decision problem. Consequently,
the specific forecast must also have a time dimension and is made and
evaluated for some specific point in future time.
A change in the time dimension or theiperlod in the future for which a
forecast is being made may not only change the assumptions and input into
the forecasting procedure, but also change the logic and technique of forecasting.
r 1 For example, forecasting the price of corn next week may be accomplished
with a simple trend line or a pattern analysis technique as we shall
O
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discuss later. However, forecasting corn prices three years in the future
will most certainly require the use of basic economic concepts of supply
and demand along with structural forecasting procedures.
A second element of any decision problem involving forecasting is
that of uncertainty. If the policy maker or manager had complete knowledge
about what might happen or what circumstances would exist at a given
point in future time, a forecast would be unnecessary. However, virtually
all important decisions faced by policy makers or managers involve uncertainty.
The purpose of the forecast is to reduce the amount of uncertainty associated
with future events and focus the decision maker's attention on the most
probable set of circumstances that will exist at a future point in time.
A third element in almost all decisions is the existence of historical
data. Few decisions that must be made by management involve situations
where no historical data is available. However, it must be recognized
that data and information are not synonymous. The term "data" is generally
used to refer to any number of facts that may be available. The amount of
information contained in such data is a measure of how relevant that data is
to decision making. Thus, it is possible to have a substantial amount of
data which does not contain much information about what will happen in the
future because the structure of the system has changed or the environment
in the future will be quite different. The classic example of this phenomena
occurs when changes occur in the political system in a country.
One of the crucial judgments that must be made by the forecaster is the
amount of information contained in historical data. This decision will not
only influence the assumptions and input into the forecasting procedure,
but it also has direct Implications for the theory and logic used in
developing the forecast as well as the specific forecasting technique used.
Generally speaking, all forecasts are based directly or indirectly on
information obtained from historical data. In most cases, historical data
contain some information that will be useful to the forecaster. Thus, it
is a rare occasion when the forecaster should completely ignore the data
or make no attempt to obtain historical observations even if they are not
readily available. However, the other extreme of using historical data as
the sole base for the forecast or as the sole source of information also
can result in significant errors. As indicated earlier, determing the value
and the amount of information in historical data is one of the most important
crucial tasks of the forecaster.
It should be noted at this point that the task of planning or decision
making and that of forecasting are different functions, usually performed
by different people. Forecasting provides an indication of what will happen
in a given set of circumstances no action is taken by the decision maker
or a specific plan is implemented. In cojatrast, planning involves the
use of forecasts to miake decisions that will accomplish the goals and
objectives of the firm or government agency. Thus, a forecast is used to
describe what will happen in a given situation, whereas a decision or plan
involves taking specific actions that will effect the events or circumstances
of that situation.
oo
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In fact, the decision made and action taken by the manager or policy
maker may influence the accuracy of the forecast. If the forecast has been
developed to indicate what will happen if no action is taken, it must be
adjusted to reflect the changes that will result from that action. If this
adjustment is not made, the forecast will provide inaccurate information
if used as the basis for other decisions. Furthermore, evaluating the
accuracy of the forecast so that improvements can be made in the forecasting
method or technique will be difficult (if not impossible) unless adjustments
are made in the forecast to reflect changes that result from the implementation
of a particular policy decision.
Two additional points should be made concerning the relationship
between forecasting and decision making. As suggested earlier, the forecast
should indicate not only a specific value for the parameter or variable of
interest, but also some indication of the degree of accuracy or range of the
forecast. At the same time, the analyst must receive an indication from
the decision maker as to how accurate the forecast should be and the potential
cost and consequences of a bad decision based on an error in the forecast.
The decision maker and forecaster must analyze the tradeoffs between the
cost of making the forecast and the value of accuracy of the forecast.
Figure 1-1 illustrates that to obtain higher levels of accuracy, the
forecasting techniques used are typically more sophisticated and more costly.
At the same time, the cost of making erroneous decisions based on inaccurate
forecasts declines as the forecasting accuracy increases. So the analyst
must choose a forecasting procedure and technique that minimizes the sum
of the cost of the forecast and the cost of making erroneous decisions based
on the forecast. This will occur at the minimum point oh the total cost
curve in Figure I-l. Although it may be difficult to provide specific numerical
estimates of the cost of inaccuracy, the concepts Imbedded in Figure I-l
provi<^e a useful basis for evaluating the costs and benefits of various procedures
used to obtain information on the expected value of future events.
A second Important dimension of the decision problem that will influence
the specific forecasting procedure utilized is the opportunity to change or
modify the decision as new information becomes available. This dimension
of decision flexibility will also assist Inddterminlng the forecasting accuracy
that is required. If the decision is irreversible and no modifications or
adjustments can be made once a particular course of action has been chose,
the cost of a decision error from an inaccurate forecast amy be quite high.
Consequently, a high degree of forecasting error cannot be tolerated.
In contrast, if the decision can be modified or changed as new information
is obtained without serious and costly Implications for the parties involved,
a higher drgree of inaccuracy in the forecast can be tolerated. Thus, decision
flexibility should also be considered in the choice of a forecasting technique
and can be incorporated in the cost analysis described by Figure I-l.
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A Comment on Assumptions
The Important role that assumptions play in forecasting cannot be
over-emphasized. No matter what the forecasting technique or procedure
used, assumptions must be made to complete the analysis* Even when pattern
forecasting techniques - which utilize historical data exclusively as the
basis for the forecast - are used, an implicit assumption is made—that
assumption being that the structure or the circumstances surround the .
particular phenomena or parameter being forecasted have not and will not change.
Incorrect assumptions are the major cause of forecasting errors.
Consequently, the forecaster should evaluate the consistency and
reasonableness of his assumptions before a forecast is developed. This
evaluation should include discussions with not only other experts who have
knowledge of the industry or sector of the economy under consideration, but
also the policy or decision maker so that the forecaster can obtain insight
into how the decision maker believes the system functions, what the important
variables are and what he anticipates will occur in the future. A .-jiote of
caution is in order, however. The' forecaster must take protective steps
to guard against being unduly influenced in his estimate of the parameter
of interest by the decision maker. The forecaster should provide his
best estimate of the parameter, not necessarily an estimate that the decision
maker wants. The use of forecasts to justify decisions after they are made^
rather than as input into the decision,, provides little useful Information
in government or private business.
A Tracking System
An inportant component of any forecasting system is that of a feedback
mechanism whereby the actual values of the parameter being forecast are
tracked and the forecasted values are compared to the actual values over
time. This process of "tracking" provides immediate information to the
forecaster as to the accuracy of his forecast and the ne^d to improve his
forecasting technique or to evaluate the assumptions that were used in
developing the forecast. Furthermore, the discovery of an unacceptable
discrepancy between actual and forecasted values may also be used to
trigger the development of a new "improved" forecast.
A Comment on Data
Probably the most frequently heard comment on forecasting is the
inaccuracy of the data needed to make reasonable forecasts using the more
sophisticated procedures. Certainly, no analysis of a problem can be better
than the data used in the analysis. And the cost of obtaining the data required
to use various types of forecasting techniques cannot be ignored. However,
data availability should not be used as an excuse for not using the best
forecasting procedure available.
The use of a forecasting procedure that involves a systematic
specification of the factors which influence the forecast variable not only
will assist in evaluating the accuracy of the forecast, but will also enable
the forecaster to identify the relevant data that is necessary to improve the
forecast. Once the relevant data has been identified, a procedure can then
• 1-7
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be developed Co collect this data at the level of accuracy and in such a
(Tj' fashion as to be useful input into the forecast. Without the systematic
specification, not only may irrelevant data be included in the development .
of the forecast, biit no procedure would be avialable to identify the relevant
data that is not being collected or included. Thus, an improvement in the
data base and consequently the forecast is a further benefit of a systematic
forecasting procedure.
The Content of the Manual
Our first step in helping to improve your forecasting capabilities
will be to review the scientific method and the important role that this approach
to problem solving plays in the development of accurate forecasts of
economic phenomena. Our discussion of the scientific method will emphasize
the concepts of problem recognition and identification as well as the use of
hypotheses which provide a guide for any inquiry or analysis of what will
occur in the future. The cnucial and dominant role of economic theory in
the development of forecasts, and the incorporation of this theory in specific
economic models that can be used as the base for the "systematic specification
of expectations as to the value of future events" will be developed in de
tail* These concepts of the scientific method and the use of economic theory
and model will be illustrated through their use in the development of a
forecast of the demand for soybeans and soybean products.
Statistical procedures are basic tools in the forecaster's tool kit.
So that you will be able to use statistical procedures in developing
forecasts, the basic concepts of probability and statistics will be reviewed
next. The discussion will cover such topics as frequency distributions,
measures of variation, the concept of probability, distributions and sampling,
estimation, t'ests of hypotheses, and simple regression and correlation.
At this point, the stage will be set to move into a discussion of
forecasting techniques and procedures. The specific forecasting procedures
will be grouped into two basic categories—pattern forecasting techniques
and structural forecasting techniques. Pattern forecasting techniques
utilize exclusively historical information, while structural techniques use
the underlying structural relationships as well as the historical data as the
basis for the forecast. Included in the discussion of pattern forecasting
techniques will be the use of graphs and charts and trend analysis. For
each of the basic pattern forecasting techniques, the mothod of forecasting,
data requirements and evaluation of the results will be discussed and illus
trated through the use of examples. With respect to trend analysis, the
discussion will emphasize simple moving averages, linear models of the
time trend variety, and non-linear time trend models using logarithmic
and other transformations. In addition, the use of various weighting schemes
to improve the accuracy of the pattern forecasting technique will also be '
briefly'reviewed.
In the next section of the course, structural forecasting techniques
discussed and developed. These structural techniques explicitly
the concepts of theory and behavioral model building as the basis for
the forecast. Such qualitative techniques as Delphi methods and panels will
first be reviewed, ^en quantitative techniques with particular emphasis
oO
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onmultiple regression and correlation will be discussed'in detail. This
discussion will include a review of the ordinary least squares calculations
as applied to linear and non-linear equations (quadratic and cubic functions,
power functions, logarithmic transformations) along with a review of the
concepts of tests of significance. A review of single equation econometric
models, specifically autocorrelation and multi-collinearity, and methods to
handle discrete data with the use of dummy variables will also be discussed.
Finally, a brief summary of the use of simultaneous equation econometric
models, simulation and mathematical programming in the development of
forecasts will be presented.
After having completed this course in economic forecasting, it is
anticipated that you will have a better set of knowledge and tools which
can be used to improve 1) the logical basis for making specific economic
forecasts, 2) your operational ability to make a forecast with different
pattern and structural forecasting techniques, 3) your ability to evaluate
the accuracy of forecasts and forecasting procedures.
0o
o
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II. ECONOMIC THEORY AND THE METHODOLOGY OF
FORECASTING
The Scientific Method
Although in many cases the forecaster has only limited control over
the choice of the particular variable or variables that he is to forecast,
it is still essential for him to use the scientific method in the development
of the specific forecast. By the term scientific method, we refer to
the specific format or procedures that are followed in any type of
scientific investigation.
Although various authors identify the steps in the scientific method
differently, we shall refer specifically to the procedures of 1), formulating
the problem, 2) developing hypotheses for testing through the use of
theory, 3) identifing and collecting the data necessary to complete the
analysis, 4) analyzing the data with appropriate quantitative techniques,
and 5) presenting the results to the decision maker. We will look at each
of these steps of scientific method in detail so as to emphasize their
applicability to economic forecasting.
Formulating the Problem
If the forecasting problem is to be accurately formulated, the forecaster
must know in what specific decision problem the forecast will be used. This
Information will be useful in determining the accuracy required of the
forecast, when the forecast is needed arid for what period of time it should
be developed, as well as the basic environment that surrounds the decision and
forecast.
The second step In problem formulation is determining the Important
factors in the system and their interrelationship. As will be Illustrated
later, one procedure that will facilitate the identification of the
factors and interrelationships is the use of a flow chart. Irrespective
of the system used, the important point is to develop a thorough understanding
of what factors will Influence the variable being forecasted so that appropriate
assumptions can be made and data collected on the relevant variables.
I
As indicated earlier, identification of the problem or the variable
for which a forecast is to be developed may not be within the control of
the forecaster. However, this makes the problem formulation step no
less Important to him. Without a thorough understanding of how the forecast
will be used and the factors influencing the varible, neither the forecaster
nor the decision maker will be in a position to obtain the information
necessary to develop an accurate forecast that can Influence policy or
management decisions.
II-2
Development of Hypotheses Based on Theory
I
Probably the most fruitful method to use in obtaining an understanding
of the system Is to develop a model of the system based on theory. This
combination of a model and theory will enable the forecaster to then
develop hypotheses concerning not only what variables must be Included In the
analysis, but also what variables can be excluded.
Very simply, a model is composed of a number of assumptions from which
conclusions or predictions are deduced. By the very nature of the modeling
process, the model must be a simplification or an abstraction from the real
world situation. In fact, the primary purpose in developing a model is to
improve the analyst's understanding of a complex system through the process
of simplification and abstraction. Furthermore, in the social sciences it
is much easier and less costly to obtain information from a model rather
than trying to observe all of the phenomena directly in the real world.
However, it is crucial that the abstraction or simplification process
include elements or assumptions that are not Inconsistent with the real
world phenomena being analyzed. In the most bizarre case, assumptions
chosen at random with respect to future population and technology o
production would be quite useless in the analysis and forecasting of future
commodity prices. So a model is an abstraction or simplification, but it
must include the Important variables and relationships that exist in the
^ real world phenomena,,being modeled. The trick is to develop a model In
which those factors which have a significant impact on the phenomena that
is being predicted by the model are included* and the Irrelevant or
unimportant parameters are excluded. The concepts used to sort out between
the important and unimportant variables to Include in a model are those o
theory—specifically in our case the concepts of economic theory.
Before we move to the discussion of the role of theory in the development
of models for economic forecasting, a brief comment should be made about the
evaluation of a model. Certainly, one Important function of a model is to
assist in the development of forecasts or predictions concerning the real
world phenomena being modeled. If this were the only purpose of modeling,
then the only appropriate test in evaluating a model would be to determine
how well it predicts the real world phenomena in the future. Obviously, as
we have discussed earlier, even here evaluation is not quite so simple
because the degree of accuracy needed to improve the decision may be different
for different decisions. Even a model that does not predict very accurately may
have value and usefulness for specific types of decisions, but have no value
for other decisions.
o
However, other dimensions of model evaluation must also be considered.
One of these dimensions Is whether or not the assumptions included in the
model are logically consistent. For example, in a model of the. potential
export demand for a particular commodity, the assumptions that both
domestic prices and the per capita consumption domestically will be high
are inconsistent and make predictions rather questionable. Even without
obtaining any predictions from the model, it could be determined that
the model Is not a particularly accurate abstraction of the real world
phenomena because the assumptions are inconsistent with what we understand
as real world behavior.
oo
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The dimension of assisting In the understanding of the phenomena Is an
additional consideration that should be Included In evaluating a model.
Although a model which results In accurate predlctlon8--but little or no
understanding of the underlying relationships Involved—can be useful in
the short run and may improve the decision for which it is being us^d, It
may have a major long-run detrimental Impact. For the model which does
not Improve understanding will not enable the forecaster or the decision
maker to determine under what circumstances and in what situations inaccurate
forecasts will be developed. Thus, the conditions when a new forecast
or a different forecasting procedure are required will not be identified.
In contrast, a model that not only results in accurate forecasts,
but also results in an improved understanding of the phenomena being forecasted
enables the forecaster and decision maker to moniter the system and
determine when changes in the structure of the system call for a revised
forecast, or a complete revision in the forecasting technique or the
assumptions that underlie the forecasting procedure.
A final factor to consider in evaluating a model is its generality.
Certainly, models that are general in nature and thus can be utilized in
predicting a wide range of phenomena are more useful than those that are
quite specific. However, if the generality of the model obscures an
understanding of the phenomena, then the usefulness of the model must be
questioned.
The Use of Theory
To enable us to develop a forecasting model that has generality and can
be applied in numerous situations, the model should be constructed with the
use of theory. In attempting to model economic processes, the principles
and concepts of economic theory must be cotablned with knowledge of the
institutional structure of the phenomena.
In the slmplext context, the theory or principles of econoinics provide
a method of ordering and arranging our knowledge as to how consumers and
producers react to prices and costs. But in the construction of our model,
what theories should be included and what theories excluded? How do we
distinguish between good and bad theory? Although the dimensions of
simplicity, specificity, and communicabllity are Important in evaluating
theory, the crucial characteristic of good theory is that it corresponds
to facts.
Theory provides the basic constructs used In the model building phase of
any scientific inquiry. For example, a government policy maker may be
interested In the future price of wheat to determine what the impact will
be on farm incomes and cost to the consumer. In an attempt to forecast or
predict future prices of wheat, he may develop a model which includes
price as the variable to be explained and numerous other variables as
factors that influence price. But what basis should he use to judge
what are the most Important variables or factors to include In hisO analysis? Numerous variables could be included, but through the use of the
theory of demand and supply the analyst can reduce the number of explanatory
variables into a managable size group upon which he then can obtain or collect
the appropriate data. The theory helps separate the important from the
unimportant variables, and assists in developing an understanding of the
structure of the phenomena. Thus, we use theory to distill from a complicated
reality those important elements that explain a large part of the observed
phenomena.
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OLet us comment further on the issue of assumptions as they relate
to theory. As with a model, we may be able to sort out good and bad
theories by a priort reasoning concerning the reality and consistency ot
the assumptions. In the search for realistic assumptions, one should not
look only to reality, but it may be productive to also look to other
dimensions or branches of theory. For example, in the development of a
theory to explain farmer investment behavior, we might be able to draw
on the basic theory and concepts of single factor, single product
optimization of the firm to obtain the crucial assumption as to the
criteria or motivation of the investor. Thus, the assumption that the
firm attempts to maximize profits in the allocation of inputs to the
production of various products has produced useful predictions
behavior in the short run. Might not this basic assumption be useful in
analyzing the longer run phenomena of investment behavior of faraers and
businessmen? This, in fact, is one of the criteria of a good
assumption—it has a wide range of applicability or usefulness in different
components or branches of the theory.
A second criteria of importance in the development of theoretical
assumptions is simplicity. This concept of simplicity is what distinguishes
a theory—which can explain a multitude of behavior or phenomena—fr^ a
multiplicity of descriptions—each unique to a specific situation. The
art of developing a useful theory is in distilling the essence of behavior
into a simple premise, and then proceeding to develop predictions or fore-
casts that are capable of being discredited or rejected. Atheory that includesOall of the possible postulates or assumptions or conditions so that it
degenerates to mere description results in predictions that anything may
happen." In contrast, theory that can result in precise predictions—
prediccions that have a greater chance of being discredited- is much more
useful in analysis and decision making, but also requires simple assumptions.
With the aid of theory and a model of the problem, hypotheses that
are testable can be developed. Hypotheses are no more than specific
questions that can be unambiguously answered. The use of hypotheses
serves two purposes. First, it focuses the analyst's attention on the
most important facets of the problem, and assists him in evaluating the
adequacy of the theory and model that have been developed to analyze a
particular problem or specific forecast. The second role of hypotheses
is to assist in the Identification of the specific techniques that might
be used in the empirical analysis. By developing hypotheses based on the
theory and the model, specific data that are needed to complete the analysis
are identified, and simultaneously the procedure that will be used to
manipulate that data will be easier to identify and develop.
The question might be posed as to how one goes about developing
hypotheses for use in forecasting. Essentially, the hypotheses arise as
a result of a prior, thinking about the subject, the development of the
model, preliminary Investigation of the available data and material, and
discussions with the decision maker or other experts doing similar fore
casting work. Like the problem formulation, working hypotheses are most
useful when they are explicit, concise and demand specific answers.
cj
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Identifying and Collecting the Data
Based on the model and hypotheses, the data required for the analysis
should become readily apparent. One of the key issues at this stage in
the scientific method is what is the value of the historical data. If the
structure of the system and the explanatory variables have hot changed
drastically, historical data will provide useful insight and certainly
a base for the testing of the hypotheses and the development of the
forecast. However, if structural changes have occurred or the historical
assumptions are no longer valid, historical data may not provide much
insight or information concerning what will happen in the future.
The analyst must make a judgment as to what changes, if any, have
occurred in the system being analyzed, and whether or.not historical
information will assist in understanding the system better. It might be
noted that only in very rare circumstances should historical information
be eliminated from the analysis altogether. Even if one cannot use it
as the primary base for forecasting future events, historical data will
assist in an understanding of the past structure of the system. It also
provides a basis from which to develop a more thorough understanding of
changes in that structure, and what these changes might suggest for the
forecasted variable.
If resources for data collection are scarce, it may be necessary to
identify a proxy for the-variable of interest until more direct observations
can be obtained. The crucial characteristic of any proxy is that it is
directly related to and accurately reflects changes in direction and
magnitude of its unmeasured counterpart. Choice of a proxy must frequently
be based on the theory and logic of underlying relationships rather than
empirical observation (since the variable of interest is unobserved).
Consequently, a thorough understanding of the system under study is
necessary to choose an accurate proxy to use in forecasting.
The Analysis
In:Sections IV and V- of this manual we will develop in detail the
specific analysis techniques that can be used to develop forecasts of
economic phenomena. Suffice it to say at this point that although the
operational capability to utilize various forecasting techniques is an
essential component of the forecaster's training, these techniques will
certainly not guarantee the development of an accurate forecast. The
use of a specific technique is not the first but the fourth step in
the application of the scientific method to forecasting problems. It
should be reinterated that problem specification, the development and
use of theory and a model to assist in understanding the phenomena, and
the identification and collection of data preceed the use of an analysis
technique in the development of an accurate forecast.
oo
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Presentation of the Results
Even If reliable and accurate forecasts can be developed, they will
not be utilized by decision makers unless they are understood. Thus, the
forecaster (as well as any analyst) has an obligation to present the
forecast along xd.th any supportive documentation to the decision maker
in an understandable form. The appropriate use of graphs and charts along
with a discussion of the assumptions and the theory and model utilized
in the development of the forecast In laymens* terms will aid the decision
maker in his understanding of the forecast and its reliability.
Just as the analyst attempts to critically appraise and evaluate his
work and that of his colleagues, he should not be disturbed by a
critical appraisal of the forecast and the model used in the development
of that forecast by the decision maker. Through this appraisal the fore
caster can Improve his understanding of the phenomena or system being
analyzed and the accuracy of his forecast in the future. Furthermore,
the forecaster may also use this opportunity to discuss the model used
in the analysis with the decision maker in an attempt to improve his
understanding as to what specific interrelationships are included in the
system.
An Example; The Demand for Soybeans and Soybeaii Products
The application of the scientific method and economic theory and model
building to economic forecasting can best be illustrated through the use of
an example. The following discussion summarizes research byJames P. Houck
and Jltendar S. Mann entitled, "An Analysis of Domestic and Foreign Demand
for U.S. Soybeans and Soybean Products," Technical Bulletin 256, Agricultural
Experiment Station, University of Minnesota, 1968. Only part of this extensive
study will be reviewed here.
Soybeans had become a major cash crop for mldwestern farmers by the mid
1960*s. The purpose of the Houck and Mann study was to "formulate and estimate
the relevant demand and price and market adjustment relationships for soybeans,
soybean oil and soybean meal in the United States and other Important markets."
To complete the analysis, an econometric model of the soybean market was '
constructed utilizing the concepts of economic theory and the Institutional
relationships within the soybean market.
To develop an understanding of the overall economic'structure of the
soybean market, a flow chart encompassing the major economic relationships was
first developed. This flow chart is summarized in Figure ,11-1. As Indicated
by this figure, the soybean complex includes supply and demand relationships
for soybeans and the two major soybean products—soybean oil and soybean meal.
On the supply side, soybean production Is a function of the acreage planted and
per acre yield. This production plus stocks from the previous crop year comprise
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the major portion of the supply. The interaction-between the supply and demand
Ofor soybeans determines the prices farmers receive. These prices in turn
effect the following years soybean planting or production. Thus, the supply
side of the market contains a traditional lag in the supply response to prices.
On the demand side, the total market demand is comprised of the crushing
demand for beans, the export demand for beans, and the storage demand
beans. The market price allocates soybeans among these three major demand
components. The most complex of the demand components—the crushing demand
is a derived demand that arises because the products of soybean crushing—soybean
oil and soybean meal-^are used in the manufacturing of other products. Thus,
the processor's revenue and profits depend upon the wholesale price of soybean
meal and soybean oil, as well as the technology and the price he must pay for
raw soybeans. Meal and oil prices in turn are determined by the interaction
of U.S. and foreign demand for these products and the amount supplied by the
crushing industry.
Because of the characteristics of the meal and oil products and
in the manufacturing of different items, Houck and Mann assume that the demand
relationships for these two products are independently determined. The demand
for meal is primarily determined by the use of meal in direct livestock feeding,
feed manufacturing, and industrial processing. Of these three uses of meal,
livestock feeding practices and the size and composition of the livestock
inventory are the major determinants of demand both in the domestic and export
market. With respect to soybean oil, the demand stems primarily from the use of
oil in such items as margarine, shortening, cooking and salad oils and ^IsoOin paint and resins. Furthermore, there are numerous substitutes for soybean
oil such as cotton seed oil, peanut oil, etc., so these substitute products
also play an important role in the determination of the demand for soybean oil.
The basic supply and demand relationships that exist in the soybean complex
have been summarized by Houck and Mann in graphical form in Figure II-2.
The relationships Huinmarized in this figure provide the baAic.theoretical
structure that was incorporated in the econometric model estimated by Houck
and Mann. These theoretical relationships will be briefly reviewed_here to
illustrate their uses in model development and specification.
The demand for soybean meal is shown in Section C of Figure IX-2, This
demand is determined as the horizontal summation of the derived demand for meal
in the U.S. and for meal exports to foreign nations (Sections A and B respectively
of Figure II-2.
The demand for soybean oil is shown in Section D, Total soybean oil demand
is a summation of the derived demands for oil in the U.S. (Section E), export
oil demand (Section F), and changes in oil stocks (Section G). Because oil and
meal production are assumed to be joint products that result from technically
fixed crushing yields, each point on the quantity axis of Section C is precisely
related to a specific point on the quantity axis in Section D.
The summation of the oil and meal demand functions forms the average revenueOfunction (R) in the crushing sector which is summarized in Section I. If the
curshing and handling margins, W, are subtracted from average revenue, R, the
A. US meal
demond
J. Export meal
demand
H. Total beon supply
and demand
Figure II-2.
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farm level demand for soybeans for crushing results.
By adding the U.S. crushing demand (Section X), the export demand
(Section J), the government demand for soybeans at the target price (Section K),
and the commercial storage relationship for beans (Section L)» the total farm
level demand for soybeans can be obtained as shoxim in Section H.
To illustrate the implications of equilibrium in the soybean complex,
a total soybean supply curve is added to Section H of Figure 11^2. The inter
section of the total demand and supply functions results in a farm level
equilibrium price and quantity of soybeans as indicated in Section H. This
equilibrium price then rations the available supply among crushing, export and
storage uses. As indicated in Section I, the quantity of soybeans crushed
determines the amount of oil that will be produced (Section D), and meal that will
be produced (Section C). The intersection of these inelastic supply functions
for oil and meal with the demand relationships previously discussed generates
equilibrium prices for oil and meal. These prices then ration the two soybean
derivatives between U.S. demand, export demand and other uses as shown in
Sections A, B, E, F, and G .
This economic framework provides the basis for an understanding of the
interrelationships that exist in the soybean complex. Furthermore, it can and
was used as the basis for the development of an empirical model of the soybean
market. Houck and Mann used these basic constructs to develop a thirteen equation
model to be used in the analysis of the price making forces for U.S. soybeans.
This model included behavioral relationships for U.S. meal demand, export meal
demand, U.S. oil demand,• export oil demand, change in commercial oil stocks,
export bean demand, change in commercial bean stocks, commercial bean supply
and acreage harvested as well as physical and technical relationships with respect
to meal and oil production and market clearing. The following discussion will
concentrate on only one of these relationships—the U.S. demand for soybean oil.
As indicated earlier, the domestic demand for soybean oil is a derived demand
since soybean oil is used in the manufacturing of numerous food and industrial
products. Utilizing the basic concepts of demand analysis, the quantity of
soybean oil demanded in the U.S. was expressed as a function of oil prices, the
price of competitive animal fats and oils, and yearly expenditures for food.
This can be expressed in general functional form as:
II-l) . = Pg, E).
where = the quantity of oil demanded
Pg = the price of oil
= the price of oil substitutes
E = expenditures for food
To account for the substitute relationships between soybean oil and animal
fats and oils, Houck and Mann included the wholesale price index for butter and lard
in their demand function. Both butter and lard compete with soybean oil in the
production of various products, primarily margarine and vegetable shortening. As
with the traditional substitute relationship, as the market price of animal fat
increases, the demand for soybean oil would also be expected to increase to reflect
the substitutim of soybean oil for animal fats.
IZ^ll
The impact of both population and income on aggregate demand for soybean
r oil products was included in the demand function in the form of total
W yearly deflated expenditures for food. As suggested by the theory of demand,
increases in food expenditures (reflecting increases in population and or
infiome) are likely to result in an increase in soybean oil demand.
Using numerous estimation procedures including ordinary least squares
(which we shall discuss in detail later), the U.S. oil demand equation was
estimated using data from the 19A6 to 196A period. The ordinary least squares
estimate of U.S. soybean oil demand equation was estimated as:
XI-2) Q_ = -3,747.626 - 85.340. + 13.060 + 0,084 E
( (28.440) (7.731) (.007)
All of the coefficients display theoretically consistent signs and
are statistically significant. As suggested by demand the^y, price and
quantity demanded of soybean oil are negatively related. The positive sign
of the price of the substitute (butter and lard) is also consistent with
expectations that as butter and lard prices increase, the
soybean oil would also increase. The impact of increasing per
and population growth on quantity demanded of soybean oil
positive sign on the food expenditure variable. The R coefficient ®
that 96 percent of the variation in soybean oil demand is explained by chang
in the variables included in the equation—the price of soybean oil, the pri
of substitutes for soybean oil and expenditures for food.
r i Houck and Mann Indicate that the price elasticity of soybean oil demand
^ from their analysis Is -.51. Using this oil demand equation along with the
other components of their model of the soybean complex, they project
prices and quantities for soybean oil and other soybean prod'ucts: under different
scenarios as to Income, population, etc. For example, assuming Prices of
$75/ton for meal, 9<;/pound for oil and $2.50/bushel for soybeans, "-S; oH
demand is projected to increase from 4688 million pounds in 1965 to 54/U
million pounds in 1967 and 5948 in 1971. If beans increased in price to ?2.bU/
bushel and oil to lOc/pound, oil demand is reduced to 5276 million pounds
in 1967 and expands to only 5754 million pounds by 1971. Price projections
for oil in 1966 ranged from 10.6 to 11.9c/pound compared to 11.8o/pound in
1965. These projections led Houck and Mann to the conclusion that slower
projected growth in domestic oil markets relative to meal markets results
in a large total export requirement for soybean oil if prices are to remain
near present levels." The results of the analysis could also provide the basis
for policy decisions as to government support prices and programs for
soybeans. Without the use of a model that includes basic economic theory,
it would have been virtually impossible to include the numerous factors that
impact soybean and soybean product prices, or to have reliable forecasts to
use in public policy decisions or as an aid to firms in the soybean industry.
O
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III. FUNDAMENTALS OF STATISTICS
Statistical Analysis^^
Many of the techniques used by the forecaster require an elementary
understanding of the basic concepts of statistics. By the term statistics,
we do not mean the data, but Instead the techniques for collecting,
analyzing and interpreting the data in such a way that the reliability of
the conclusions can be evaluated.
Our review of the concepts of statistics will begin with a discussion
of frequency distributions and the development of summary statistics for
data. Wewill thenmove through the concepts of probability, sampling,
and distributions to testing of hypotheses and finally simple regression
and correlation. Keep in mind that our purpose here is to provide the
basic tools that will be useful in forecasting future events.
Frequency Distributions
In many cases the historical data or observations on a particular
phenomena are acquired by the forecaster in a raw, unorganized form, .-and the
forecaster's first step should be to reorganize this data so it will provide
some information about the phenomena being investigated. Typically, the
first step in summarizing a set of data is to construct an array in which the
nimierical values are ordered from high to low or low to high. The array
enables one to see the overall pattern of the data and whether or not there
is a concentration in that pattern, but it may be a tedious task if the
number of observations is large.
An alternative method for summarizing a set of data is to develop a
frequency distribution. To construct a frequency distribution, a number of
classes must be specified and the ntimber of observations that fall in each
class are then counted. This number indicates•the "frequency" of the
observations within that particular class. A tabular or graphical presentation
of this frequency distribution provides a useful summary of the high and low
values, the pattern of values throughout all classes, and the areas of
concentration of the observations.
Two Important decisions must be made in the development of a frequency
distribution for a set of data. First is the specification of the number of
classes or groups to include in the distribution, and second is the specification
of class intervals and class boundaries.
To illustrate the development of a frequency distribution from a set of
unorganized data, we will use Example 1.
Example 1.
Table III-l summarizes the annual expenditures for the fertilizer
by farmers in a less developed country.
— This section draws heavily from Huntsberger, David, Elementary Principles 6f
Statistics« Part I (Preliminary Edition), Wm. C. Brown Book Company, Dubuque,
Iowa, 1958.
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III-3
After inspecting the tabular data, we note that the lowest value is
$545 and the highest value is $1180, By developing a frequency, distribution
with class intervals of $100 and starting the first class at the $500 level,
seven classes could be used to summarize the data. The specific classes
and the number of observations in each are summarized in Table III-2.
Data from this table facilitates the interpretation- of the, fertilizer
expenditure pat-tern. For example, the frequency distribution indicates
that three farmers expended between $500 and $600 for fertilizer, whereas
17 farmers expended $800 to $900 for fertilizer. This information on the
dispersion and concentration of observations would have been difficult to
obtain from the unorganized data of Table III-l.
It is frequently desirable to graph the frequency distribution to
communicate it^s characteristics to the decision maker or the analyst. In
addition, a graph may indicate various relationships which may hot be clearly
discemable by analyzing a frequency distribution table. Three graphs which
are frequently developed from frequency distributions are the histogram,
the frequency pologon, and the cimiulative frequency pologon. Figure jll-l
illustrates a histogram developed from the frequency distribution of Table III-2,
This histogram or bar graph indicates the number of farmers in each
class who spent the specified amount for fertilizer. To construct a histogram,
a bar of the height necessary to reflect the appropriate number of observations
in each class is placed over the class interval specified on the horizontal
axis. For example, in the $500-$600 category of fertilizer expenditures,
three farms are included. Consequently, a bar three units high is constructed
between the $500 and $600 intervals on the horizontal axis to depict these
three observations.
A frequency polygon can be constructed by connecting the mid points
of each of the classes from the histogram as illustrated in Figure III-2.
A cumulative frequency polygon or distribution can be constructed
by the aid of TableIII-3. For a "less-than" cumulative frequency distribution,
the frequencies are added starting from the lowest income class continuing
through the highest income class as indicated in the last column of Table
m -3. This information can also be graphed in the form Indicated by
Figure III-4.
For some purposes it may be more convenient to represent the data in
a relative frequency distribution—a distribution in which relative rather '
than absolute frequencies are reported. The relattVp class frequencies are
found by dividing each absolute class frequency by the total number of oberv-
ations included in the data set. By multiplying the resulting numbers by 100, a
percentage distribution can be obtained which indicates the proportion of the
total observations in the data set which belong to each class. This information
can then be summarized tabularly or graphically as a cumulative relative
frequency distribution (Figure III-4).
It should be noted that the purpose of developing frequency distributions
and cumulative frequency distributions is to obtain additional information
about the data set concerning its dispersion and points of concentration,
its uniformity and other characteristics. This should enable the analyst
to have a better understanding of the data base he is using to develop a
particular forecast.
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Table III-2.
Fertilizer Number of
Expenditures Tallies Farmers
$ 500 up to $ 600 /// 3
600 up to 700 5
700 up to 800 ^ 10
800 up to 900 ym 17
900 up to 1,000 /// 8
1,000 up to 1,100 thl 5
1,100 up to 1,200 // 2
Total 50
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Table III-3. Cummulative Frequency Distribution for Fertilizer Expenditures
Number Receiv
ing Less than
Frequency Upper Limit
Fertilizer Upper Limit in Class of Class
Expenditures of Class f
$ 500 up to $ 600 $600 3 3
600 up to 700 700 5 8
700 up to 800 800 10 18
800 up to 900 900 17 35
900 up to 1,000 1,000 8 43
1,000 up to 1,100 1,100 5 48
1,100 up to 1,200 1,200' 2 50
50
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Measures of Central Tendency
Although the tabular and graphical frequency distributions discussed
in the previous section provide the analyst with general information on the
characteristics of the data set, more specific and concise descriptions are
typically needed in the application of statistical analysis methods to
forecasting. The first step in obtaining this more concise information is
to develop specific descriptive measures of the data. The two descriptive
measures of interest are (1) the measures of central tendency or location,
and (2) the measures of dispersion or variation of the data.
To facilitate our discussion of these measures, some simple mathema
tical shorthand will be used to simplify the presentation. Assume a number
of observations on a particular variable such as the monthly average price
of wheat have been obtained. Denoting wheat prices by the variable Y and
adding a subscript to reflect each specific observation, we would have:
= $2.10
Y2 = $2.15
Y^ - $2.50
= $3.10, and etc.
^ If we were interested in the average price for wheat over the entire time
period for which monthly observations were obtained, all of the individual
observations would be added and this sum would be divided by the total
pIuatLn ^ shorthand notation for this mathematical mani-^ ul io is shown in Equation III-l,
n
2 Y.
1
III-l) Y =
n
where:
denotes tne average or mean. S is a shorthand method
of denoting addition, the Y symbol denotes each of the i
observations on Y, and n represents the total number of
observations in the data set.
frequently in the remainder of this
The Mean
U the mean. By mZ L tvofcanf interior value) is that of
data set. This value is paon'i ? arithmetic average of the
For example, the mean fertilizL'^expenditure^'fEquation iII-1 above
in Table Jn-i 835.66 ^ata set summarized
III-9
O computed above should technically be referred to as a simple
arfnofall""^^"'!! situations the numbers in the data sete not all equally xraportant and sho ld be assigned various w ights which
importance. By developing rwe^ghtj^fprocedure to apply to the observations in the data set, a welghtirmea^Ln
be obtained. Using the notation described earlier where Y Y Y Y
denotes the set of observations and W,, W.. W,, .... w ari thl weights" "
assigned to each observation, the welihte? mein can be"found by Equation III-2,
- IzaJ'i ^iY = i i
n
^ w1=1 ^
Weighting schemes might be used in circumstances where each observation
represents a particular group or set of the populace, and the weights indicate
the proportion or total number of people represented by that particular
observation.
The Median
Basically, the median of a set of observations is the middle number in
the array, if it exists. To determine the median of a particular data set,
^ the observations are usually arrayed from low to high or high to low. The
median is then determined as the number of observations plus one divided by
two. For example, assume the following array of numbers:
1, 1. 3, A, 8, 8, 9. 10. 11, 13, 16, 18, 20
The n + 1 _ (13 + 1) = 7th number in this array is the median. Counting from
the left, the median value for this array is 9.
Given the even numbered array:
1, 6, 8, 10, 11, 12, 15, 17, 21, 24
the median observation would be calculated as the (10 + 1) - 5.5 th number.
"""ber half way between the fifth and sixth numbers in the
would bru.s! "™ters
The Mode
nf measure of the central tendency or location of a particular set
in thr^t"set wMc^® observation
r ) values wmL If the data contains numerous
^ be multl moLl T frequently than others, the data set may be judged to
but I ® ® occurs most freqLntlynumerous modes are contained in the data set. r uenti .
oo
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The mode is simply determined by evaluating the number of times a
particular value occurs in the data set. For example, with the data set:
10, 12, 13, 14, 14, 18, 14, 17, 14, 20, 21
the mode would be 14 since there are four observations on this value. This
data set would be unimodal since there is only a singular mode or value that
has the largest number of observations.
With group data, the class which has the highest frequency of observations
is called the modal class and the mode is contained within that class. For
example in our fertilizer expenditure frequency distribution of Table III-2,
the modal class would be the $800 and $900 expenditure category. If a specific
value for the mode is desired when using group data, a simple approach can be
to specify the class mark or the mid-point of the class as the mode. Thus,^ in
our fertilizer example, the mode would be specified as $750.
Choosing a Measure of Central Tendency
For distributions that are bell shaped or symetrical as indicated in
Figure III-5,the mean, median, and mode are all equal. However, if the
the distribution is not symetrical but is skewed, the three measures of
central tendency will not be identical. For example, Figure lii-6portrays
a positively skewed distribution. For this distribution the mean will be
the highest valued measure of central tendency, the median will be next
and the mode third. The mean is higher than the other two measures because
it is being influenced by a relatively few, extremely high expenditure
values. With a negatively skewed distribution as depicted in Figure III-7,
the mean would be the smallest measure of central tendency, the median
the second smallest and the mode the largest.
For a moderately skewed distribution, the relationship between the mean,
median and mode can be calculated as:
mode = mean - 3 (mean - median)
median = 2(mean) + model
3
mean = 3(median) - mode
2
As has been indicated, the mean is quite sensitive to extreme values,
whereas, extreme values have little impact on the median or mode. Consequently,
when a highly skewed distribution with numerous extreme values on either end
is being evaluated, the median or mode may provide a better measure of central
tendency than the mean. The mean is also difficult to calculate with grouped
data or with a frequency distribution which includes open classes.
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The mean does have some important advantages over the other two measures
of central tendency for analytical work. If combined data or data sets where
all observations are not given equal weight are desired, the weighted mean
can be used. The other two measures of central tendency do not allow the
incorporation of weighting schemes. Furthermore, if the data will be used
in the development of inferences concerning the distributional properties of a
sample and population, the mean provides the first step in this empirical
analysis.
Stability is a primary consideration in statistical inference, and it
has been proven mathematically and empirically that if a number of sets of
observations are taken from the same source, there will be less variation
among the means of these data sets than the other two measures of central
tendency. This property of stability along with the ability to use the mean
more easily in mathematical manipulation make it the preferred measure of
central tendency for forecasting work.
However, if the analyst wants to communicate a description of the data
being used to the lay public, he may choose to use the median or mode to
reflect the middle or most frequent value contained in the distribution.
Measures of Variation or Dispersion
Although the measures of central tendency indicate one Important
characteristic of the data set being evaluated, they do not suggest the
amount of scatter or variation in the observations. It is quite possible
that two sets of data may have the same mean (or mode), but differ
considerably in the extent that they are dispersed around this mean.
Thus, a measure of variation or dispersion provides additional useful
information as to the basic characteristic of the data set.
The Range
Probably the simplest measure of the dispersion in a data set is the
range. The range is determined by simply calculating the difference between
the largest and smallest values in the data set. For example, the range
in fertilizer expenditures in Table III-l is $5A5 to $1180.
Although the range is easy to calculate, it is a rather crude measure
of variation. Regardless of the number of observations included in the
data set, the range only utilizes two values—the two extreme points—which
is only a fraction of the information available in the data set. A second
problem with the range is that it can be used in valid comparisons between
data sets only if they contain the same number of observations. As the number
of observations Increases, the range also typically increases because of the
possibility of obtaining more extreme values as sample size becomes larger.
oo
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Deviation from the Mean
A second measure of dispersion or variation can be calculated as the
numerical differences ^between specific observations and the measure of
central tendency. For example, the mean deviation can be calculated as the
average of the deviations of individual observations from the mean—disregarding
the algebraic signs. Mathematically this calculation can be defined as:
m-3) MD =
n
Ji Y. - Y1
n
where; MD is the mean deviation, Y. are the individual observations, Y
is the mean and the parallel bars ( ) denote absolute value.
For example, given the following set of monthly income data, the mean or
average deviation can be calculated as:
Y I=X
176 -$26
185 - 17
186 - 16
192 - 10
197 - 5
205 + 3
212 , + 10
216 + 14
221 + 19
230 + 28
148 T 10 = 1A.8
The concept of deviations from the mean provides an indication
of the concentration or dispersion of the entire data set around the mean.
In this context, it utilizes more information from the data set than the
range. In addition, these deviations are used in the calculation of
another measure of dispersion or variation—namely the variance.
The Variance
The absolute values of the mean deviation discourage the use of this
measure of dispersion in further mathematical manipulation. To facilitate
further calculations and still enable the use of the deviation from the
means in our analysis, the deviations are squared. Through this squaring
process, negative signs that occur in the calculation of the deviation will
automatically disappear and the resulting measure of variation will always
be a positive number.
oo
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By summing the squared values of the deviations from the mean, a
measure of dispersion is generated which includes all of the observations
In simple format, the sum of squares of deviations from the mean can be
denoted as: ,
^ - 9
III-4) SS=I (Y. - Y
i=l ^
If the observed values in the data set are all identical, the sum of
squares of deviations from the mean (hereafter referred to as sum of squares)
will be zero. As the observations become further scattered from the mean,
the sum of squares will become increasingly large.
To illustrate the calculation of the sum of squares, let's assume that
the following data were obtained on the yields in hundredweight of wheat:
10, 4, 12, 6, 8, 2, 5, 7, 15, 11
The mean is calculated as:
n
i=l 80 8
n ~ 10 "
To calculate the deviations from the mean, 8 is subtracted from each of
the Y. values in the data set. The deviations would then be equal to '
2, -4, 4, -2, 0, -6, -3, -1, 7, 3
of squares, we square each of the deviations and then
add them. The squared deviations would be:
4, 16, 16, 4, 0, 36, 9, 1, 49, 9
Finally, summing all of these squared deviations we would obtain the
sum of squares which is equal to 144.
becomes'rather^tedLurifwf^a™'?^ computations of the sum of squaresand then sum thesfsquarfd to compute each deviation, square itthat „ill generate the same value•for"tL :^'or:q::rL°'if"
n , Y
III-5) S y"^ -
i=l ^ n
^ observation, and"subtract'fjL'it thT'sa^"" squared values of each
observations divided by n. This nrorpH summation of allcalculate the deviatioL ;nd rLuLs ifthe% necessity to
sum of squares. For the above set" of nhs numerical value for the
calculation would be: observations on wheat yields, this
784 - = 784 - 640 = 144
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Associated with each sum of squares is its degree of freedom.
The concept of the degrees of freedom is a complicated mathematical
phenomena and not easily understood unless one has a sophisticated
background in the theory of statistics and mathematics. Suffice it to
say that the degrees of freedom for any sum of squares is calculated
as the number of squared deviations minus one, or the number of
observations in the data set minus one.
Using the degrees of freedom and the sum of squares, the.mean
squared deviation or the variance of a population can be estimated with
a sample. This estimated variance, frequently referred to as s , is found by
dividing the sum of squares of the sample observations by the degrees of freedom or:
^ — 22 (Y, - Y)^
2 1=1 ^
III-6) s =
n-1
In essence, the estimated variance is the average value for the squares of
the deviations of the sample values. Using the earlier simplified method
of calculating the sum of squares, the variance can be estimated as;
" 2
" ^2 ^ ^i
E - i=l ^
2 i=l ^ n
s =
as:
n-1
The variance of the yield data we discussed earlier can be estimated
^ — 2Z (Y. - Y)"^
i=l . 144 _ ,
n-1 - 9 - "
The variance is a difficult concept to interpret to the lay public
because it is not measured in absolute values, but squared values. To
assist in the understanding of this measure of dispersion and to communicate
it to lay audiences, the standard deviation or square root of the variance
can be computed. The advantage of using the standard deviation is that
it is a measure of dispersion that is comparable in units of measurement
to the individual observations in the data set. The square root of the
variance or the standard deviation for the yield figures summarized earlier
would be 4 cwt.
The standard deviation from two distributions measures the comparative
dispersion of the two distributions and the representativeness of"the
two means. A larger standard deviation indicates that the data set is more
disperse or has a larger amount of variation. It also indicates that the
mean is not as representative a measure of the entire data as where the
standard deviation is relatively small.
Another important use of the standard deviation is its relationship
to the bell shaped or normal curve briefly introduced earlier. As indicated
in Figure iII-8, if the data set approximates a normal distribution, 68 percent
of the observations will be within + one standard deviation of the mean.
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Approximately 95.5 percent of the observations in the data set will
be contained within + ,tw6 standard deviations of the mean, and 99 percent
of the deviations within + three standard deviations of the mean. Thus,
if the sample is representative, the standard deviation can be used to
' specify the probability of additional observations from -the population
being within one, two or three standard deviations of the'mean if the
distribution for the population is normal.
A direct comparison of two standard deviations from two different data
sets can be made only if the means for those data sets are approximately
equal. In many cases, however, the means are not similar, but a comparison
of the variation of the data sets is desirable. One method that can be used
to compare the dispersion of two distributions with dissimilar means is to
convert the standard deviation to a percentage figure. This measure is
frequently called the coefficient of variation and is calculated as:
III-7) V = (100)
where s denotes the standard deviation and Y denotes the mean of the
distribution. This measure of dispersion eliminates any effect introduced
by the differences in means and makes the comparison of variation between
different distributions possible.
Probability Concepts
To use statistical techniques in the analysis of data and the development
of forecasts, the concept of probability must Ije understood. Most of the
discussion thus far has concentrated on what might be called descriptive
statistics—techniques which deal with the organization and presentation
of the data and results. These measures not only describe the data being
used in the analysis, but they also provide an essential link between the
description of what has happened in the past and inferences concerning what
will happen in the future.
A second and possibly more important facet of statistics is that of
inductive statistics or statistical inference. Basically, statistical
inference applies the data analysis procedures discussed thus far (plus
others) to a sample in an attempt to draw inferences about the population
or the universe as a whole. Our discussion will now turn to the concepts
of developing general conclusions based on partial or sample information.
This process requires and utilizes the basic concepts of probability. The
use of probability concepts enables the forecaster to analyze the chances
of making an error in the forecast because of the .imperfect information in
the sample.
The classic definition of probability states that, "If a chance event
can occur in n equally unlikely and mutually exclusive ways, and if f of
these ways have^ai^^ttribute A, then the probability of A is the ratio
f/n, or P(A) =—By chance or random event is meant a repetitive
operation or trial such that for any one observation on that event, the
particular outcome is determined by chance and is impossible to predict.
Thus, the concept of randomness denotes that we cannot predict in advance
whether, for example, a toss of a coin will result in "heads or tails",
or the roll of a die will result in a two or a six, Bu mutually exclusive
is meant that if one particular outcome occurs, an alternative outcome
cannot occur.
2/— Huntsberger, David, op. cit,, p, 59,
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A related concept of probability is that if a random event is
repeated a large number of times, the relative frequency of the occurrence
of an outcome of interest will converge to a constant value. This concept
is applicable to the coin toss noted above, for as the number of tosses
approaches a very large number, the number of times that a head or a
tail will appear face up will approach one-half the total tosses, even
though the outcome of a limited set of coin tosses may not result in an
equal number of observations of heads and tails. Eventually the frequency
of the number of heads and the number of tails to the total number of tosses
will approach one-half.
Although numerous rules have been developed for the manipulation of
probabilities, they will not be reviewed here. Only the basic concept that
any probability must be between zero and one inclusive will be noted.
Thus, the probability of the occurrence of an event A must satisfy the
condition:
0 _< P(A) < 1
If a particular event is certain to occur, its probability is one (1)
whereas an impossible event has a probability of zero (0).
Population and Samples
Although it is frequently more accurate to utilize the entire population
or universe as the data base when developing a forecast, it is in manv
cases too costly or virtually impossible. Even if the cost were not
prohibitive, observations on the entire population may be physically
impossible to obtain, time limits may not enable collecting the data for the
entire population, or the sample results may result in sufficient accuracy
to make a study of the total population unproductive in terms of improving
the decision. Thus, in almost all applications of forecasting, a sample is
used as the data source rather than observations on the total population.
The fundamental purpose of sampling is to estimate a population value,
called a population parameter, based on a sample value called a sample
statistic. This estimation procedure is referred to as statistical
inference. It is crucial in the sampling process that each item in the
population has a chance of being included in the sample. Otherwise, the
sample will be biased and not representative of the population.
Although most forecasters of economic phenomena do not have the luxury
of choosing the particular sampling procedure they will use in choosing
their observations, it is important to recognize the impact of not having
a representative sample.
One particular type of sample that is utilized extensively in
statistical analysis is a random sample. A random sample is defined as
one selected in such a way that every pair of observations is statistically
independent. This means that each particular observation has an equal
chance of being selected. Although much of the data utilized in economic analysis
does not come from a random sample, the statistical analysis procedures
based on a random sample provide a starting point for analyses with other
samples that do not exhibit this characteristic.
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Distributions
If a single observation was selected in a random fashion from a
population that includes a number of outcomes, it would be impossible
to determine in advance which particular value that observation would
exhibit. If one were to continue to choose observations in a random
fashion from that population, a sufficient number of observations would
eventually be obtained to comprise a sample. By graphing the relative
frequency of different observation values in this sample, a frequency
distribution would be generated. Continued sampling from the population
would result in a frequency distribution that is an increasingly more
accurate estimate of the true distribution of the population. Eventually,
a histogram that approaches a continuous curve such as that in Figure
TII-9 would result.
A relative frequency distribution has important characteristics that
make it a useful concept in data analysis. For any continuous theoretical
distribution, the total area under the curve is equal to one (1). Furthermore,
the area under the curve between any two numbers indicates the relative
frequency of those specific values, or the probability that any random
observation on that variable will fall between those two numbers. For
example, the probability that Y will have a value between one (1) and
three (3) is denoted by the shaded area in Figure III-IO^
If the sample taken from the population is a random sample, it is
an accurate representation of the population distribution. In this
case, the characteristics of distributions discussed earlier apply to
this sample distribution and can be used to determine the probability that
selected values from the population fall within a specified range.
The concepts of descriptive measures for empirical distributions were
introduced earlier. Now these descriptive measures will be applied to
sample and theoretical distributions. So as to eliminate confusion, we will
typically use Greek letters to designate the descriptive measures (mean
and variance) of the population, and the corresponding Latin letters to
denote these measures for the sample_^ Thus, the mean of the population is
denoted by y and the sample mean by Y. The population variance is designated
by and the population standard deviation by a, whereas the sample variance
and standard deviation are denoted by s^ and s, respectively.
Although the mean and variance are not the only descriptive parameters
that are used to describe all types of distributions, they are needed for most
distributions used in forecasting. The normal distribution, which will
be discussed shortly, can only be described with specific values of the
mean and variance. If the mean is specified but not the variance, an
infinite number of distributions can be represented as indicated in Figure IlX-rll.
Alternatively, if the variance is specified but not the mean, the
distributions could have the same shape but different locations as indicated
in Figure III-12. thus, both of these statistics or parameters are necessary
to specify the shape and characteristics of a normal distribution.
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The Normal Distribution
This basic distribution has wide applicability in economic analysis and
forecasting. It is used as the "default distribution" in numerous studies
where the distributional characteristics of the sample or population are
not well defined, and has served well in this role.
As indicated earlier, the normal distribution has a syinmetrical bell
shape and is dependent upon the mean and variance for its characteristics.
Using the concept of a normal distribution, the probability that a variable
will have values between two different points, say A and B, can be calculated
as the area under the distribution curve between these two points. This
process of determining the area under the curve can become tedious, so the normal
curve areas for different values have been tabulated. The tabulated values
have been developed for a standard normal distribution, which is defined
as a normal distribution which has a mean of 0 and a variance of 1. Thus, ^
conversion formula is applied so that the tabular data can be used to evluate
the probabilities of occurrence of particular values for any normal
distribution irrespective of its mean and variance. This conversion formula
for standardizing any normal distribution is:
III-8) Z = ^
This standard normal deviate (Z) can be evaluated using the tabular Z
values. The Z table basically measures the area under the curve between
0 and the given value of Z for a standard (mean of 0, variance of 1)
normal distribution.
To illustrate the use of this transformation, suppose a sample of corn
prices exhibits a normal distribution with a mean of $1.00 and a standard
deviation of $.10. We might be interested in what proportion of the price
observations are between $1.00' and $1.10. Using the formula presented
earlier, the standard normal deviate would be calculated as:
^ 1.10 - 1.00
^ .10 .10
Using the tabulated Z values in Appendix I, we find that the Z value for
1.0 is .34134. Thus, the proportion of corn prices in this distribution
between $1.00 and $1.10 would be .34134. Since the normal distribution is
symmetric, it can be determined that the proportion of corn prices between
$.90 and $1.00 is also equal to .34134, and thus the proportion of observations
between $.90 and $1.10 is equal to .6826. If this information alone was
used to develop a forecast of corn prices, it could be stated that the
probability that the price of corn would be between $.90 and $1.10 would be
.68.
Oo
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An additional example of the use of the standard normal distribution
tables in evaluating distribution information may be useful. Assume that
a sample of the observations on the price of wheat has been obtained. The
sample distribution has a mean of $4.00 and a variance of $.25. We want
to determine the probability of a wheat price observation between $3.75
and $4.25. Using the transformation formula, the standard normal deviate
(Z) can be calculated as:
Z= =-i =-.50
/T25~
The Z table indicates that the area for the standard normal distribution
between the mean of 0 and -.50 is .19146. Since the distribution is
symmetric, the area between 0 and .5 is also .19146. Consequently the
probability of a wheat price observation between $3.75 and $4.05 is
.38292 (.19146 + .19146).
To determine the probability of an observation between $4.00 and
$4.50, the standard normal deviate is calculated as:
4.50 - 4.00 .50 - .
^ nzm— = ~ i»o
/ .25
The area under the curve between 0 and 1.0 is .34134 according to the standard
normal distribution tables, so the probability of a price between $4.00 and
$4.50 is .34134.
To determine the probability of a wheat price between $4.50 and $5.00,
the standard normal deviate for both values is calculated. Thus,
„ _ 4.50 - 4.00 .50 , ^
^ 5.00 - 4.00 _ 1.00
'5.00 --T50-2-0
According to the Z tables, the area under the curve between 0. and 1.0
is .34134, and between 0. and 2.0 is .47725. Consequently, the area between
.0 and 2.0 is .47725 - .34134 = .13591. So the probability of a wheat price
between $4.50 and $5.00 is .13591.
In summary, the normal distribution is a continuous probability distri
bution with a mean of y and a standard deviation of a. The normal distribution
is symmetrical and appears as a smooth curve. A standardized normal distribution
has a mean of 0 and a standard deviation of 1.0. Using the standardized normal
distribution, probabilities can be obtained for any normal distribution. This
concept of the normal distribution and its characteristics will be used throughout
the discussion and application of statistical techniques to the development of
forecasts.
oo
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Sampling and Inference
The primary objective, in any use of a sample is to estimate the
characteristics of the population from which the sample was drawn. For
example, the mean and the variance of the theoretical distribution associated
with the population may be of interest. Since the true values of these
parameters are unknown unless the entire population is obtained, these
parameters are estimated using information from the sample. The quantities
calculated from the sample and used to draw inferences ^bdut the parameters
of the population are referred to as statistics. Thus Y and s^ are statistics
used to estimate the population means and variance, y and o" respectively.
It is important to obtain the most accurate estimators of the population
parameters that are available. There are two basic properties of an
estimator that are of interest. First, is the property of characteristic
of unbiasedness. "An estimator § is an unbiased estimator of 0 if the
average value of 6 taken over all possible samples of the same size is
equal to 6.—' Symbolicly we define an unbiased estimator as
E(e) = 0
The second characteristic is that of efficiency. By efficiency we
generally mean minimum variance. Thus, if the variance of a particular
estimator 0 is less than or equal to the variance of any other possible
estimators for that parameter (0), that estimator (9) is an efficient
estimator.
For a random variable which is normally distributed, unbiased and efficient
estimates of the population mean, y; the population variance, ; and the
population standard deviation a are desired. An unbiased estimate of
y is given by:
Z Y.
_ . 1
III-9) Y = -
n
2
An unbiased estimate of O is calculated as:
2 2(Y - Y)^
III-IO) s =
n—±
The population standard deviation (a) is estimated as:
III-ll) s = / g2
These estimators will be used in the testing of hypotheses and determination
of the reliability of various quantitative forecasts.
3 /
— Huntsberger, David, op. cit. page 109.
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Sampling Distributions
In almost all applications of sampling, a random sample is taken from a
specified population. Since different observations might be obtained in the
sampling process, it is clear that the sample statistics are also random
variables. Since the sample statistics are random variables, they .must also
have distributions. Such distributions are called sampling distributions.
It may be possible to enumerate all possible samples and their means from
a particular population, but this is usually impossible if not costly. However,
for various types of hypothesis testing,information is needed about the sampling
distributions. Fortunately the mathematical basis for statistics can be used
to develop generalizations concerning the characteristics of the sampling
distributions without complete enumeration.
The specific parameters of the sampling distributions that are frequently
needed are the mean and the variance of the mean. Note that the variance of
the mean is not the same thing as the population variance. "It can be shown,,
for example, that the average value of the sample mean taken over all possible
samples of the same size is equal to the population mean, regardless of the form
of the population. Further it can be shown that if the samples are taken from
an infinite population, or if the sampling is done with replacement, the variance
of the distribution of the sample means, O— is equal to the population variance
divided by the sample size, or Y
TTT rZm-JA) = — —
I n
Furthermore, if the population is normal, the distribution of sample means
will also be normal. Thus, if a sample of size n is taken from a normal
distribution with mean y and variance the sample means will also have a
normal distribution with mean y and variance .
n
Tests of Hypotheses
We have now developed a base to use statistical concepts in forecasting
and the decision making process. Recalling our earlier discussion of the
scientific method, the use of statistical tools to evaluate the hypotheses
that have been developed will now be discussed.
Hypotheses testing essentially is a formalized method of answering
the questions, "Is this correct?" or "Is this the true value for this
parameter?" By posing such a question and using statistical procedures to
answer the question it is possible to have more confidence in the accuracy
of the relationships that have been suggested and the forecasts being developed.
Testing of hjrpotheses concerning the underlying relationships is necessary to
understand the structure of a system and is thus essential in the use of
structural forecasting procedures.
A/
— Huntsberger, David, op. cit. page 101
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The process of testing hypotheses involves the following six steps:
1. State the hypothesis to be tested as well as an alternative
hypothesis.
2. Choose an acceptable level of significance for the test,
3. Determine the appropriate statistical testing procedure to use.
4. Define the region of acceptance and the region of rejection,
given the specific significance level and statistical testing
procedure.
5. Collect a random sample of observations from the population and
compute the sample statistics necessary to complete the statistical
tests.
6. Accept or reject the hypotheses at the specified level of significance.
We will discuss each of these steps in turn.
The Null Hypothesis
The hypothesis that is to be tested is called the null hypothesis and
is frequently denoted by H^. In statistical analysis, the null hypothesis
is typically a question concerning the specific numerical value of one of the
parameters of the distribution. For example, a commodity analyst or government
grain specialist may be concerned with the quality of corn shipments. He
may hypothesize that 5 percent of the shipments in a specified market do not
meet No. 2 grade. Thus, the null hypothesis would be stated as the true
percentage of corn shipments that do not equal No, 2 standards is 5 percent,
or H^: P(Y) = .05. The focus of the statistical test is to then accept or
reject the null hypotheses.
The alternative hypotheses, designated as H^, is a specific statement of
what fact is accepted if the null hypothesis is rejected. Thus, in the above
case the alternative hypothesis would specify that the percent of corn shipments
that do not meet No. 2 standards is not equal to 5 percent, or H^: P(Y) .05,
The Level of Significance
The level of significance is used to designate the analyst's willingness
to live with an error. There are two types of errors which are possible in
statistical inference. A hypothesis which is true may be rejected, or a null
hypothesis may be accepted which is in fact false. The types of errors and
when they occur are suimnarized in Figure III-13 .
The most commonly used levels of significance in statistical testing are
the .10 level, the ,05 level and the .01 level. This significance level
specifies the probability of Type I error. For example, if the significance
level of ,05 is chosen, there is a 5 percent chance that the null hypotheses
(Hq) would be rejected when it should have been accepted. This probability
of Type I error, frequently denoted as a, determines the size of the critical
region.
Select a Statistic for the Test Procedure
The test statistic to be used is influenced by the form of the hypothesis
and the form of the distribution. Suppose that a hypothesis concerning the
mean of a normal distribution has been specified. For example, we may want
to test whether the mean is equal to some specified level, y , With this
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type of hypothesis we can calculate a t statistic which can be used in the
testing procedure. The t statistic for the test is calculated as:
Y - u
III-13) t = —
s
_Z
By comparing the t value that is calculated from the data with that in a
tabulated set of t distribution values, assuming n-1 degrees of freedom,
the hypothesis that U = y can be tested. We will illustrate this
test after we have discussed ?he concept of a critical region.
The Critical Region
The critical region or that region of rejection is determined in part
by the alternative hypothesis (H^) that has been specified. The following discussion
from Huntsberger indicates the interrelationships between the critical region,
the specification of the alternative hypothesis, and the selection of a
level of significance.
"Suppose that we are willing to admit only the single alternative hypo
thesis H. : u = y where is greater than y , that is, if we reject the
hypothesis that y =y we will conclude that% =y^. If y =y the statistic
t will not have a t-d?stribution with a mean which is not equal to zero,
curve 2 in Figure III-14.
In this case it is apparent that the only circumstances in which we would
be justified in rejecting are when the calculated t statistic has a large
positive value. The question remains, how large should t be before we reject
Hq? This is answered by specifying the risk we are willing to run of
rejecting when it is true. In other words, by selecting a value of x, the
size of the critical region. For a given x there exists a number t such that
the probability of a larger value if y = y is equal to a. The area to the
right of t under the curve corresponding ?o the null hypothesis is equal
to the probability of type one error, and the critical region consists of
all values of t greater than or equal to t^.
Normally one is not concerned with,a single alternative, but with a class
of alternatives which may be designated as single sided or two sided alternatives.
The single sided alternative may be of either one of two forms:
(1)
(2) U <
and one or the other is appropriate when we wish to know whether or not there
is any reason to conclude that the true mean is greater than y , or when we are
concerned only with deciding whether or not y is less than y If, on the
other hand, the question is whether or not we can conclude tHat the true mean
is not equal to y^, regardless of relative size, then the two sided alternatives
y y^ are appropriate.
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C) For the two sided alternatives we use a two tail test. We will reject
for values of t which fall into either tall of the distribution. The critical
region will consist of all values of t less than value of t greater
than t where t is defined as that value of t such that the probability
of a larger value xs equal to oj2. See Figure III-15-~
Computing the Statistic and Accepting or Rejecting the Hypothesis
Now the analyst is ready to perform the statistical tests necessary to
accept or reject the null hypotheses. First,, the sample data required for the
test must be collected and appropriate statistics computed. In the above
case, the parameter of interest is the mean, so the mean of the sample is
determined. Then the t value using this mean can be calculated by Equation
III-13. If the t value falls into the critical region, the null hypothesis
will be rejected because the probability of obtaining such a t value If the
hypothesis is true is sufficiently small that we are not willing to attribute
it to normal sampling variation but will conclude Instead that the null
hypotheses must be false, Thus, the concepts of statistics have been used
to make a decision concerning a specific set of phenomena.
Examples
To illustrate the application and use of the concepts of hypothesis testing,
two examples developed by Huntsberger will be presented.
r j "Example 1. Suppose that in an attempt to determine whether or not
special training will increase IQ, twenty-five children are given a standard
IQ test. After the test the same children are given a special course designed
to increase their IQ scores and, at the end of the course, are tested again.
The differences between the second and first scores are recorded for each of
the 25 children and we find that the mean difference is 3 points and the
standard deviation of the differences is 9 points. Do these results justify
the conclusion that the training has increased IQ?
We set up the null hypothesis that the mean difference is H : 1J=0. Since
we are interested in knowing if there was an increase, we will reject only
if we have reason to believe that the mean difference is greater than zero;
therefore we will use a one-tail test against the alternatives ]i > 0. If
we let cr = .05, and if we assume the population is normal, the critical region
will consist of all values of t greater than t^ for 24 degrees of freedom.
The calculated t is
^ " ^0 3-0
From the t-table,(Appendix II) t ^c/oav ~ 1'771; therefore we cannot reject the null
hypothesis and must conclude that, as tar as these results are concerned,
the special training has not increased the IQ,
Example 2. Retail sales records for last year indicate that the average
.jT J monthly expenditure per person for a certain type of food product was $5.50.
We should like to know if there has been any significant change in this average
during the first quarter of this year. We decide that in order to have a basis
-^Huntsberger, David, op. cit., page 117-118.
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for comparison we will take a random sample of families and estimate the
current mean expenditure per person. The hypothesis we will test is that of
no change, i.e., H : U= 5.50, against the two-sided alternative u 5^ 5.50,
If we assume a normal distribution, the two-tailed t-test will be used and the
critical region will be all values of t less than ^ values
greater than ^
Suppose now that we take a sample of 30 families and find the mean
expenditure per person is $5.10 with a standard deviation of $.90.
The calculated t is
- 5.50 ^ 5.1 •
.9/
, = = 50^^ _2.43A
which in.absolute value does not exceed the tabular value, t qo5(291 '
2.756; therefore we conclude there has been no significant change."—^
7/
Regression Analysis—
Up to this point we have been concerned with situations in which
only a single variable is Included in the analysis* Now we will turn
our attention to a case in which we have two variables and the sample
consists of pairs of values for each of the two variables. If we let
the two variables be X and Y, our objective is to study the relationship
between X and Y, and If possible, predict the value of Y (the dependent
variable) based on values exhibited by X (the Independent variable).
To quantify the relationship we use regression analysis procedures.
The Least Squares Method
The first step in a regression analysis is to determine a functional
form of the relationship between the variables. Mathematically we can
define the functional form in general terms as Y = f (X). We can obtain
this functional relationship either through the use of theory and logic
or through the use of a scatter diagram of the paired observations of
X and Y.
—^Huntsberger, David, op, clt., pages 119-120.
-'^ The section draws heavily from Wonnacott, Thomas H. and Ronald J. Wonnacott,
IntroductoryStatistics for Business and Economics, New York, John Wiley &Sons,
Inc., 1972, Chapters 11, 12, and 21.
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To obtain a scatter diagram, the paired values of X and Y are plotted
on a graph with the dependent variable on the vertical axis and the inde
pendent variable on the horizontal axis. Using the example of Wonnacott
and Wonnacott, suppose we wish to determine the relationship between
yield (the dependent variable) and fertilizer application (the independent
variable). Paired observations on yield and amounts of fertilizer are
given in Table III-4 and are plotted in a scatter diagram in Figure III-16.
Such a scatter diagram may show a particular pattern in the data which can
then be used to determine the functional form of the regression equation.
In this case, it appears that a straight line or linear relationship
between the variables is appropriate. The general foirm of such a relationship
can be expressed as
III-14) Y = a + bX
where the parameters a and b define the intercept and slope. The intercept
is that value on the Y axis where X is equal to zero or where the straight
line cuts the Y axis. The slope b indicates the amount of change in Y,
the (dependent variable, resulting from a unit change in X, the independent
variable.
As indicated in Figure III-16, not all of the points of paired observations
will lie on a straight line drawn through the scatter diagram. The task is
to find that straight line that, "best" summarizes the information in the
scatter. In regression analysis that "best" line is determined by the method
of least squares.
The principle of least squares is illustrated in Figure 111-3$. For
every observed Yi, there is a corresponding predicted value Y^, on the
regression line. The deviation of the observed Y from the predicted Y
is Y^ - Yj^. The sum of squares of these deviations from the fitted line
is given by E(Yi - Yi)^. The regression equation selects those values
of a and b that minimize the sum of squares. In other words, once a
and b are determined by the method of least squares, we can be sure that
there is no other line that could be fitted through the observed points
for which the sum of squares of vertical deviations from the line would
be smaller.
In order to derive the estimators a and b, we would need to assume
a knowledge of differential calculus; therefore we will simply state that
the least squares estimators are
III-15) b = Z(X^ - X) (Y^ - Y)
sex, - X)^
i
III-16) a = Y - bX
OO
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TaMe Il|-4. ExperimenCal Data. Relating Yield to
the Amount of Applied Fertilizer
X Y
Fertilizer Wheat Yield
(Pounds/Acre) (Bushels/Acre)
100 40
200 45
300 50
400 65
500 70
600 70
700 80
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Thus the estimated regression line is given by
III-17) Y = a + bX
I
For the example in Table III-4, the least squares equation is
III-18) Y = 32,8 + .068X
From equation (III-18) an estimate of yield for any given fertilizer application
can now be derived. For example, if 350 poxmds of fertilizer is to be applied,
one estimate of yield is:
III-19) Y = 32.8 + .068(350) = 56,6 bushels/acre
The Two-Variable Linear Model
The regression equation gives a line fitted through several sample
observations. If we wish to draw inferences about the parent population
from which the sample observations were drawn, we must consider the
mathematical model that allows us to test the significance of a and b.
In our fertilizer example, if we were able to replicate many times the
application of a given amount of fertilizer, it would be possible to generate
a series of yield results. It is unlikely that the resulting yield from
each replication would be the same. Rather there would be some statistical
fluctuation of the Y's clustered about some central value. If we view
the many possible values of Y as forming a population, the probability
distribution of Y for a given X can be given by p (y|x) as shown in
Figure III-l?a. Since analysis of irregular populations such as those
shown in Figure III-l7a would be quite difficult, we make several assumptions
about the regularity of :these populations as shown in Figure III-17fe.
Specifically we assimie that the probability distributions p(Y |^x^;
2
1. Have the same variances a for all X;
2, Have the means E(Y ) lying on a straight line known as the
true (population) regression line:
E(Y^) = = a + BX^
where the population parameters a and 3 specify the line and
are to estimated from sample information.
3, The random variables Y are statistically independent. In other
words, the value of Y^ is unaffected by the value of Y^.
In summary, the random variables Y are statistically independent with
mean - a + 3X^ and variance = a^,
OInmany cases it is useful to discuss the deviation of Y from its
expected value as an error or disturbance term e. where the e}" are
independent random variables with mean « 0 and variance = In that
case, the model may be written as
III-2D) Y^ = a + 6x^ + e^
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Note that the distribution of Y and e are identical, except that they
have different means.
The error term is included since no precise value of exists for
a given value of Xj^» The possible deviations in the Y^'s can result
from two basic sources - measurement error and stochastic errors.
Measurement error occurs because it is frequently impossible to
accurately measure the values of the variables under consideration.
For example, in measuring the crop yield, there may be an error resulting
from inaccurate weighing or inefficient harvesting methods. Stochastic
error occurs because of the irreproducibility of biological and social
phenomena and may be regarded as the influence on Y of many omitted
variables, each with an individually small effect. For example, continuous
replication of an experiment using exactly the same amount of fertilizer
could result in different yields because of differences in soil conditions,
weather patterns, etc.
Estimates of a and 3
Since a and 3 represent the parameters in the true or population regression
equation, it is necessary to estimate them from sample information. If
we let a and B be the respective estimators for a and 3» then the estimated
regression equation is
III-2J) Y = a + ex
In our discussion of the least squares method, we called this fitted line
Y = a + bX. Now we rename the parameters to emphasize that ct is the estimator
of a, and B the estimator of 3*
Unless the researcher is very lucky, the estimated line will not be
exactly on the true population line. The best he can hope for is that
the least squares method will come close. At the very least, the
researcher needs to know something about the reliability of his estimates.
To do so we must examine how a is distributed around its target a, and
B around its target B.
It can be demonstrated that the estimators a and 0 have the following
properties:
A
III-22) E(a) = a
2
III-23) var (a) = a /n
A
111-24) E(3) = 0
XII-25) var (0) =a^/E (X - X)^ = where x^ = (X^ - X)
and are the "best linear unbiased estimators" for a and If we assume
A
that the Y^'s are normally distributed, then p will usually approach
normality.
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With the mean, variance, and normality of 3 established, it is possible
to make statistical Inferences about By standardizing 3, we get
ltl-26) • § - B
r a /£x^
where Z is normally distributed with mean 0 and variance 1. Thus, If the
population variance a is known, the Z tables can be used to determine
confidence intervals around 3.
However, usually the population variance is unknown but can be
estimated by
III-27) Z(Y^ -
where Y is the fitted value of Y on the estimated regression line.
That is,
A, ^
III-28) Y. = a + 3X.
1 1
2 2 ^
When the substitution of s and 0 is made, the standarlzed B is no longer
normally distributed, but Instead has the t distribution.
A A
C) III-29) t = ^ ^
Where t has (n - 2) degrees of freedom. For convenience. Equation 1X1-^29)
is many times r^ritten as
III-.30) t = ^
"B
where
III-31) dg - s/Sx^
A
The term sg is called the standard error of 0,
Confidence Intervals and Tests of Hypotheses
With the above information, we can now construct confidence intervals
and test hypotheses about the Influence of the independent variable on the
dependent variable. If we let t denote the t value that leaves a/2% of
the distribution In each of the upper and lower tails, then
'^^ (-'(x/2 ^ ^ '(x/2) = (1 - a)
Substituting from Equation III-30)
Pr(-t„/2 " " 'a/2) =
III-46
This may be represented as
- ^a/2 S ^^^^^ 'a/2
to yield the (1 - a)% confidence interval
riI-32) 3=e±t^/2S
where ~ degrees of freedom.
In our yield-fertilizer example, the 95% confidence interval for B
(the effect of fertilizer on yield) can be computed as
3 = .068 + 2.571 3.A8
/280,000
= .068 + .017
« .051 < B < .085
Thus, we are 95% confident that the true slope 3 Is contained within the
interval .051 to .085.
We can also use Equation III-30) as the basis for testing the hypothesisOthat 3is equal to some specified value 3• Under the null hypothesis that
the slope is equal to a given value 3 > (8 J 3 = 3 )» the quantity
m-33) t ^
®3
has a t distribution with (n - 2) degrees of freedom.
A common hypothesis is that 3 ® 0. In that case we wish to determine
whether or not there is a linear association between the variables. If
there is not, there is nothing to be gained by using the X*s as they
contribute nothing to the explanation of the Y's. Under this hypothesis,
H : 3 ® 0, we have
o /N
111-34) t - -|-
%
For our yield-fertilizer example.
In the t-table we find t 025(5) ° 2.571. Since the calculated t is greater
than the tabular value, we ryect the hypothesis that 3 = 0 at the 5% level
, of significance. We conclude there is a linear relationship between fertilizer
) application and yield.
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Forecasts With the Two-Variable Model
In addition to using the regression model to estimate the parameters
of the functional relationship between two variables and to test hypotheses
concerning these parameters, the researcher can use the model to forecast
values of the dependent variable. Two cases will be discussed: (1) the
prediction of the mean of Y for a given value of X, and (2) the prediction
of a single observed value of Y for a given value of X.
The point estimate for the mean is
III-35) ^ + 6X.
where Py/Xn predicted value corresponding to a given X . Thus, the
best esclmSte for the mean value is the point on the estimated regression
line above Xq. But as a point estimate, this will almost certainly involve
some error, because of errors made in the estimates of a and B.
As an estimate for the mean of Y for given Xg, Viy/Xo ^ variance
2 1 ^ /X - X)III-36) var ^ ° ^ n ^ °
o " .2
2 2
for the case in which O is estimated by s . In this case X is the new
specified X value. Looking at var (Y^), we see that the varJance for a
predicted value depends on Xq. The further Xq gets from the mean of X,
the greater the variance.
The (1 - a)% confidence interval for is given by
III-37) =^o ± t^/2 , ^ (X^ - X)
n H 2
^i
for the case in which O is estimated by s, Again the appropriate t
distribution has (n - 2) degrees of freedom. Note that the confidence
Interval becomes wider as the given X is further displaced from the mean.
This indicates that we have more confidence near the center of the range
of the X values than at the extremes.
For the yield-fertilizer example, the average yield for 550 pounds
of fertilizer is estimated as
/V /s A
Y = a + Bx
o *^0
" 32.8 + ,068(550) 70.2 bushels/acre
This is the point estimate of average yield. The 95% confidence interval is
2.571 (3.48) j ^
- 70.2 + 7.2
= 66.0 < < 7.4.4
oo
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In predicting a single observed Y , again the best estimate is the point
on the regression line above X . °
o
^ •N A
£11-38) Y = a + 3X
o o '
But, when we seek an interval estimate for Y , the problem is compounded
because we now are trying to estimate only one observed Y rather than the
more stable mean of all possible Y*s, Thus, to the variance calculated for
the mean value of Y, we must now add the variance of an individual Y observation.
Hence _
2 1III-39) var (Y ) = ^ +-%
o n « z
2
for the case when O is unknown and estimated from the sample observations.
The (1 - a)% confidence Interval for Y^ is given by
o
(X - X)
III-40) = -f+ -25 +1
with the t distribution again having (n - 2) degrees of freedom.
Again using the yield-fertilizer example, we can predict a single crop
yield if 550 pounds per acre of fertilizer Is applied. At the 95% level of
confidence, this prediction is
Y^ =70.2 +2.571 (3.48)^ +31^+1
= 70.2 + 9.9
60.3 < Y < 80.1
o
Note that while we predicted that the mean yield for 550 pounds of fertilizer
would be between 66.0 and 74.4, our prediction Interval for the single crop
yield Is 60.3 to 80,1 bushels per acre.
Interpolation and Extrapolation
We have now demonstrated the potential for use of regression analysis in
prediction and forecasting; We saw above, however, that for prediction of either
the mean of Y_or an individual Y, the confidence interval gets wider the further
X gets from X. This means that we can Interpolate, make predictions for values
within the range of X used to estimate the equation, with more confidence than
extrapolate and make predictions for values of X outside the range of X used in
our sample. Extrapolation may be especially dangerous if the relationship outside
the sample values of the X's deviates sharply from the regression equation.
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{^j Two-Variable Nonlinear Relationships
O
O
Economic theory or an inspection of the scatter diagram may Indicate that
the relationship between two variables can be appropriately represented only
by a nonlinear form. Although our previous regression analysis has been
devoted exclusively to the linear model, that standard linear model can often
be applied to nonlinear cases - provided that the variables can be redefined,
or the form of the equation transformed.
There are two basic forms in which nonlinearity can arise - the nonllnearity
may be in the variable X, or in the parameter 3-
Nonlinearity in the Variables But Not the Parameters
Suppose it is determined that the relationship between dependent and
Independent variable is of the form
III-41) Y = a + + e
2
We can simply define a new variable S = X and rewrite the equation as
III-42) Y = a + 32 + e
which is of the standard linear form discussed previously. In this case the
variable has simply been redefined so as to make the model linear In the
variables.
Nonlinearity in,the Parameters
In contrast, suppose now that the relationship between two variables
is exponential. The value of the dependent variable is nonlinearly related
to the value of the independent variable by the following form
III-43) V= Ae^*^
where, for example, t might represent time and 3 would represent a constant
rate of growth over time, (Note, here e represents the constant value
2.71828 and not the error term).
If it is reasonable to assume that the statistical model includes a
multiplicative error term u, then the model can be written" as
III-44) V« Ae^*^- u
Although Equation (III-43) is nonlinear in the parameters A and B> it can
easily be linearized by taking natural logarithms to get
In V ~ In A + 3t + In u
III-50
Now if we redefine In V»Y, lnA*a, and In u * e, then the equation becomes
III-45) Y " a + gt + e
and again is of the standard linear form. Once the coefficients ct and
6 are estimated, the model can be transformed back to exponential form
by taking antilogrithms.
Additional examples of the use of simple regression, both for linear and
and nonlinear cases, will be given in the section on Trend Analysis in Pattern
Forecasting Techniques.
OO
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IV. PATTERN FORECASTING TECHNIQUES
Introduction
Pattern forecasting is an approach to forecasting whereby only
past values of the variable to be forecasted are used to arrive at the
forecast. For example, if the quarterly-average price of fed cattle
were to be forecasted by using the pattern-forecasting approach, the
forecast would be based only on past quarterly-average prices of fed cattle.
Pattern forecasting may be contrasted with structural forecasting
which we will take up later.- In structural forecasting, relationships
between variables are relied upon in making forecasts. These relationships
may be suggested by economic theory. For example, a structural forecast
of fed-cattle prices might be based on the relationships, suggested by
economic theory, between fed-cattle prices and quantity of fed cattle
slaughtered, quantity of hogs slaughtered, and consumer income. Because
pattern forecasting does not make use of relationships between variables,
a knowledge of economic theory is not required to develop a pattern-forecasting
procedure and generate forecasts. For this reason pattern forecasts are
sometimes said to be "economically naive." Some pattern-forecasting
techniques, however, are quite statistically sophisticated.
Pattern forecasting is an appropriate approach to some forecasting
problems and an inappropriate approach to others. Pattern forecasting may
be appropriate if only short-term forecasts (one year or less) are desired,
or if time and money available to devote to the preparation of the forecast
are limited. On the other hand, one would generally not rely solely on
pattern forecasting if long-term forecasts are desired, or if there is a
need to determine how or if the variable to be forecasted is related to
other variables, or if it is desired to see how changes in related variables
will affect the forecasted variable. For example, pattern forecasting may
well be appropriate if the problem is to forecast average fed-cattle price
next quarter quickly and inexpensively. But one would not rely primarily
on pattern forecasting to determine how a change in import quotas on beef
would affect cattle prices in each of the next five years.
There are many different pattern-forecasting techniques. These range
from forecasting procedures that make use only of visual appraisal of past
values of the variable to be forecasted to highly quantitative and statistically-
sophisticated techniques. The first technique to be considered is visual
appraisal of past values. The advantages of this technique are that it is
easy to understand, inexpensive, and it makes it easy for the analyst to become
familiar with past movements of the forecasted variable and allows him to
incorporate his judgment into the forecasting procedure. Next, several
quantitative pattern-forecasting techniques are considered. The adjective
"quantitative" means that forecasted values are obtained by applying a
mathematical formula (or formulas) to past values of the variable. The
oo
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advantages of quantitative techniques are that they provide well-defined
recipes to be followed to obtain the forecasts and thus do not rely heavily
on the analyst's judgment, they sometimes provide confidence intervals in
addition to the forecasted values, and computers can be used to calculate
forecasted values and confidence intervals.
Before turning to a discussion of forecasting by using visual appraisal
of past values, it should be noted that one need not employ only one
forecasting technique to a given forecasting problem. For example, one may
elect to base a forecast on results of two or more different pattern-forecasting
techniques, or on a pattern forecast, a structural forecast, and a forecast
based on a survey. Thus, the forecasting procedure applied to a given
forecasting problem may make use of different approaches to forecasting
as well as different specific forecasting techniques, and it may incorporate
the judgment of the analyst at several points.
Pattern Forecasting By Visual Appraisal
Pattern forecasting by visual appraisal of past values of the variable
to be forecasted involves the following steps. First, collect past values
of the variable. To do this, one must decide what time period each value
will cover, e.g., one year, one quarter, one month, or one week. The nature
of the forecasting problem and the availability of data likely will influence
this decision. Also, one must decide how many past values to collect. This
decision will be influenced by the length of the period covered by each
value and by the length of regular patterns in the series. For example, if
monthly values are to be used and there is evidence of a two-year cycle in
values of the variable, then at least 24 past values should be collected.
Second, plot the past values on a chart. The vertical axis should measure
values of the variable and the horizontal axis should measure time. Place
a dot at the coordinates for each past value and connect the dots. Third,
examine the chart and make the forecast. The forecast might be based on
extrapolation of regular patterns identified from examination of the chart.
Regular patterns considered might include seasonal patterns (i.e., regular
within-year patterns), cyclical patterns (regular pattern extending over
more than one year), and secular trends.
An example will help illustrate the application of the three steps just
discussed to a forecasting problem. Suppose that an analyst must prepare
a forecast of fed-cattle prices to be printed in a quarterly market-news
letter that is circulated to farmers in western Iowa. In applying pattern
forecasting by visual appraisal to this problem the first step is to collect
quarterly-average prices for fed cattle received by farmers in western Iowa
for the past 27 quarters. (We shall assume that 27 is a sufficient number
of observations to capture the longest cyclical pattern in the series and
the secular trend.) These data are shown in Table IV-1. Second, these data
are plotted on a chart as shown in Figure IV-1. Note that vertical dashed
lines are drawn in to separate years. Third, the chart is used to arrive at
a forecast. In this step the analyst is on his own. He might first check
for a secular trend. In this example the trend is upward. He might next
check for a cyclical pattern. There is some indication in Figure IV-1 of a
cyclical pattern of about 2 years in length during the past four years. Also,
oo
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he might check for a seasonal pattern. In this example note that the
third quarter price has been higher than the second quarter price in six
of the past seven years. A "reasonable" forecast for 1977-III might be
$42.50 (denoted by an X on Figure IV-1). Other forecasts, however, may
be equally reasonable.
Exercise
Now, it is your turn. Select a forecasting problem to which pattern
forecasting may be applied, describe the problem, and explain why you believe
that pattern forecasting is an appropriate approach. Use the visual
appraisal technique to arrive at a forecast. Explain how you used your
chart in arriving at the forecast.
Linear Trend Models
The linear trend model is not only a useful pattern-forecasting technique,
but it will also serve as a convenient bridge between forecasting by visual
appraisal and more quantitative pattern-forecasting techniques. The linear
trend model is typical of other quantitative pattern-forecasting techniques
in that mathematical formulas may be applied to past values of the variable '
to obtain the forecast. Also, confidence intervals around the forecasted
value may be computed.
A linear trend model is a simplified representation of a series of values
of a variable. The only regular pattern that may be in the series that is
recognized in the model is the secular trend. All other-possible regular
patterns, e.g., cyclical and seasonal, are ignored. Further, the secular
trend is assumed to be linear (i.e., when plotted on a chart such as the one
in Figure IV-1 it would be a straight line).
Linear trend models are especially applicable to certain types of forecasting
problems. Because a linear trend forecast is inexpensive to compute and can be
done by computer with little input from the analyst, it may be applicable when
a large number of forecasts must be made, e.g., when forecasts for sales of
each of several products in a firm's product line must be made. Linear trend
models also may be useful when forecasts must be made for variables on which
technology has a dominant influence. For example, linear trend models may be
used to forecast grain yields. Thus, if there is a need for quick and inexpensive
forecasts or a need for a forecast of a variable that is strongly influenced
by a secular trend, a linear trend model might be considered.
Procedure and Examples
Pattern forecasting by use of a linear trend model requires the following
steps. First, an equation describing the linear trend must be estimated. As we
shall see, this equation may be estimated by using a chart, or by using some
mathematical formulas (simple regression analysis). Second, the equation is used
to generate the forecasted value. Third, a confidence interval for the forecasted
value may be computed. The third step is optional and can be performed only if
the equation has been estimated by using simple regression analysis. An
oo
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Table IV-1. Quarterly average prices for choice steers at Omaha, 1970-1 to 1977-11
Average Average
Quarter Price Quarter Price
($/cwt,) ($/cwt.)
1970-1 29.50 1974-1 45.46
II 30.15 II 40.01
III 30.19 III 43.91
IV 27.53 IV 38.19
1971-1 31.06 1975-1 35.72
II 32.54 II 48.03
III "32.71 III 48.64
IV 33.27 IV 46.05
1972-1 35.71 1976-1 38.71
II 36.04 II 41.42
III 36.26 III 37.30
IV 35.12 IV 39.00
1973-1 43.28 1977-1 38.53
II 45.84 II 40.75
III 48.57
IV 40.47
$/cwt.
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Figure IV-1. Quarterly average prices for choice steers at Omaha, 1970-1 to 1977-11.
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explanation of each of these steps Is in order.
Estimation of the trend equation by using a chart is straightforward.
Begin by making a chart with the variable to be forecasted measured on the
vertical axis and time measured on the horizontal axis. Label the time period
on the horizontal axis consecutively beginning with 1. Plot the observations
In the series. Next, draw the straight line on the chart which best fits the
points you have plotted. You will have to rely on your judgment in this
step. Finally, express the line you have drawn as an equation. We are assuming
that the trend in the series may be represented by an equation of the form:
IV-1) Y = a + bT
where Y is the value of the forecasted variable predicted by the equation (or
by the line on the graph), a is the intercept for the equation, b is the slope
coefficient for the equation, and T is the number assigned to the time period
for which the prediction is to be made. Once numerical values for a and b
have been estimated, the equation can be used to make forecasts.
The values for a and b may be estimated by using the trend line drawn
on the chart. The value at which the line intersects the vertical axis
at the left of the chart is the intercept and thus the estimated value for a,
which we denote a. The estimated value for the slope coefficient b, denoted
by b, can be obtained by selecting two points on the line, measuring the
vertical distance between the two points on the vertical axis, measuring
the horizontal distance between the points on the horizontal axis, and
then dividing the vertical distance by the horizontal distance. The slope
coefficient will be positive if the line slopes upward from left to right,
and negative if the line slopes downward from left to right. Once the numerical
estimates a and 6 are substituted In the equation for a and b, the estimation
of the forecasting equation is complete.
An example will illustrate estimation of the trend equation by using a
chart. The data from Table XV-1 are plotted again in Figure IV-2. Notice
that in the first row of numbers (labeled T) beneath the horizontal mIs
the quarters are assigned consecutive numbers beginning with 1. (For the moment
ignore the second row of labels beneath the horizontal axis.) The solid
straight line on the chart is the trend line estimated by inspection. (Ignore
the dashed straight line for now.) To obtain the estimated equation for the
trend line, note that the intercept is $31.00, thus a = 31.00. To estimate
the slope coefficient, b, for the trend line we select two points on the line
(which are marked by **s on the solid line in Figure IV-2), The vertical
distance between these two points is $42,50 - 36.00 = $6.50 and the
horizontal distance between them is 3P,-t.l3 = 17 quarters. Thus the slope
of the line, and the value for S, is—- $0.38, The estimated linear-trend
equation, then is
A
Y = 31.00 + 0.38T
where Y is the predicted price per hundredweight and T is the number assigned to
a quarter.
49.00
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Figure Iv-2. Quarterly average prices for choice steers at Omaha, 1970-1 to 1977-11.
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(^J The trend line may also be estimated by using simple regression analysis.
Recall that in simple regression analysis the relationship between a dependent
variable, Y, and an independent variable, X, is assumed to be
IV-2) Y = a + bX + e
and estimates of a and a and b, are selected so that the sum ;of squared
deviations from the regression line is minimized. To use simple regression
analysis to estimate a linear-trend equation, let Y be the variable to be
forecasted and X be time (or, the number assigned to the quarter). The normal
equations, from which formulas for a and b are obtained, are:
j
^ ZY^= an = bZXi
i=l i=l
and
n ^n ^
IV-4) aEXi« bZxf
i=l i=l i=l
At this point we can introduce a trick that simplifies computations. We label
the time axis such that the sum of the labels equals zero, i«e., 21 X - 0 where
X^ is the number assigned to the i^.^ time period and there are
a total of n periods. If the number of time periods is odd this is done by
^ . labeling the middle period 0, the period before the middle -1, the period after
the middle 1, etc. (i.e., . . . -2, -1, 0, 1, 2, , . If the number of time
periods is even, this may be done by using the following scheme: . . .-2 1/2,
-1 1/2, -1/2, 1/2, 1 1/2, 2 1/2, .... Given that 2x = 0, the normal
equations reduced to i=l
n
IV-5) 2Yi= Sn
i=l
o
and
n
IV-6) £Xi^=bx2
The estimates, then, are given by
n
ZYi
"i-l
IV-7) a = = Yi
and
n
I X.Y.
-1=1
IV-8) b = ^
1 1
^ 22 X^
i=l ^
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These estimates are the intercept and slope coefficients for the linear-trend
line estimated by using simple regression analysis.
We can now use the fed cattle price example to illustrate the application
of simple regression analysis to estimation of a linear-trend equation. The
quarters are labeled so that 2x.= 0 as shown in the second row beneath the
*
horizontal axis in Figure IV-2. The data and results of computations are shown
in Table IV-2. The estimates are:
^ - 1149.96
a = Y = 3Q = 38.33
and
° Vi
= 0.44
n
S X'
„ 2247.50 -
Thus, the estimated equation Is
Y = $38.33 + $0.44X
Compare the results obtained by using a chart with those obtained by using
simple regression analysis. The equations obtained by using the chart and simple
regression analysis, respectively, are
Y = $31.00 + $0.38T
and
Y = $38.33 + $0,44X
The intercept value in each equation ($31.00 and $38.33) is the forecasted value
for the period in which the value of the independent variable (T or X) is zero.
For the first equation the value of T is zero for the fourth quarter of 1969,
but for the second equation the value of X is zero midway between the third and
fourth quarters of 1973. Thus, the intercept values in the two equations are not
directly comparable. The slope coefficients ($0.38 and $0.44), however, are
comparable. Both show the estimated change in price per quarter; an increase
of $0.38 per quarter in the first equation, and an increase of $0.44 per quarter
in the second equation. The two equations may be compared graphically as well.
Recall that the solid line in Figure IV-2 is the graph for the first equation
which was estimated by inspection. The dashed line is the graph for the second
(regression) equation. Because of the difference in the procedures used to
arrive at the equations, the differences between the equations are perhaps not
surprising.
^ Table IV-2,
o
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Data and results of computations for application of simple regression analysis
to estimation of a linear trend equation.
Quarter X Y XY
1970-1 -14 1/2 29.50 -427.75 210.25 870.25
II -13 1/2 30.15 -407.03 182.25 909.02
III -12 1/2 30.19 -377.38 156.25 911.44
IV -11 1/2 27.53 -316.60 132.25 757.90
1971-1 -10 1/2 31.06 -326.13 110.25 964.72
II -9 1/2 32.54 -309.13 90.25 1058.85
III -8 1/2 32.71 -278.04 72.25 1069.94
IV -7 1/2 33.27 -249.53 56.25 1106.89
1972-1 -6 1/2 35.71 -232.12 42.25 1275.20
II -5 1/2 36.04 -198.22 30.25 1298.88
III -4 1/2 36.26 -163.17 20.25 1314.79
IV -3 1/2 35.12 -122.92 12.25 1233.41
1973-1 -2 1/2 43.28 -108.20 6.25 1873.16
II -1 1/2 45.84 -68.76 2.25 2101.31
III -1/2 48.57 -24.29 .25 2359.04
IV 1/2 40.47 20.24 .25 1637.82
1974-1 1 1/2 45.46 68.19 2.25 2066.61
II 2 1/2 40.01 100.03 6.25 1600.80
III 3 1/2 43.91 153.69 12.25 1928.09
IV 4 1/2 38.19 171.86 20.25 1458.48
1975-1 5 1/2 35.72 196.46 30.25 1275.92
II 6 1/2 48.03 312.20 42.25 2306.88
III 7 1/2 48.64 364.80 56.25 2365.85
IV 8 1/2 46.05 391.43 72.25 2120.60
1976-1 9 1/2 . 38.71 367.75 90.25 1498.46
II 10 1/2 41.42 434.91 110.25 1715.62
III 11 1/2 37.30 428.95 132.25 1391.29
IV 12 1/2 39.00 487,50 156.25 1521.00
1977-1 13 1/2 38.53 520.16 182.25 1484.56
II 14 1/2 40.75 590.88 210.25 1660.56
J 0 1149.96 999.78 2247.50 45137.34
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The second major step in the procedure is to use the estimated equation
to arrive at a forecast. The procedure is the same regardless of how the
equation was estimated (i.e., whether estimated by visual inspection or
regression), and either the graph of the equation or the equation itself
may be used. If the graph is used, the line representing the equation is
extended to a point directly above the point on the horizontal axis
representing the period for which the forecast is to be made. The forecast
is the value on the vertical axis corresponding to this point on the line.
If the equation is used, the independent variable is set equal to the number
assigned to the period for which the forecast is to be made. Then the equation •
is solved for Y, the dependent variable. The solution value is the forecast.
For a given estimated equation the forecasts obtained by using the equation
itself or the graph of the equation will be the same.
Consider the cattle-price example again. The values for T and X for
the third quarter of 1977 are 31 and 15 1/2 respectively, thus the forecasts
obtained by using the two estimated equations are:
✓V
Y = $31.00 + $0.38(31) = $31.00 + $11.78 = $42.78
and
Y = $38.33 + $0.44(15 1/2) = $38.33 + $6.82 = $45.15
These forecasted values may also be obtained by using the graphs in Figure IV-2.
There the forecasted values are marked with X*s. The forecast given by the
equation estimated by visual inspection is considerably more conservative than
the one given by the regression equation.
The third major step In the forecasting procedure for linear-trend models,
which may be carried out only if the equation has been estimated by using
regression analysis, is to compute a confidence interval for the forecast. The
forecast obtained in the second step which was just discussed may be thought
of as the best single point forecast of the variable. It is almost always
very unlikely that the point forecast will be exactly correct. Thus, it is useful
to know about how much the actual value is likely to differ from the forecasted
value.^ This Information is provided by the confidence interval. Specifically,
the 95/i confidence interval is the range which can be expected to contain the
actual value with probability 0.95,
The confidence interval for the forecasted value is given by the following
expression:
IV-9) Y+t^s|l +l+(x -X)^
n (X - X)^
2 ^
1=1
where s is the standard error of the estimate for the regression which is given
by;
s =
n 2 ^n
SYi - aSYi- bSX^Y^
fi=l 1=1 1=1
n-2
t^ is the critical t-value, i.e., the tabled t-value corresponding to the number
o0
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of degrees of freedom for the simple regression (n-2) and the chosen level
of significance (e.g.> 5%), and X is the value of the independent variable
for the period for which the forecast is to be made. The expression for
the confidence interval shows that the interval will be centered on the forecasted
value for Y, Y, and that the confidence interval will be narrower the smaller
the standard error of the estimate, the larger the number of past_values used
(n), and the closer the value X is to the mean of the X values, X.
o
These formulas can be used to compute the confidence interval for"the
cattle-price forecast. Recall that the forecast from the regression equation
for the third quarter of 1976, Y, is $45.15. The information needed to compute
s, the standard error of the estimate, is presented in Table IV-2:
/45137.34 - 38.33(1149.96) - 0.44(999.78)
s =V
28
=\^12 = 4.70
Thus, the standard error of the estimate is $4.70/cwt. For a 95% confidence
interval, the critical t-value for n-2 = 28 degrees of freedom is t = 2.05.
The value of X for the third quarter of 1977 is X =15 1/2, Thus, the 95%
confidence interval is:
45,15 + (2.05) (4.70) \1+1 + (15.5)^30 2247.50
or
45.15 + (2.05) (4.70) (1.07)
or -
45.15 + 10,31
This confidence interval may also be written
$34,84 £ Y < $55.46
which indicates that there is a probability of ,95 that the actual value of
Y will fall within the range $34.84 to $55,46. The confidence interval is
relatively wide because, as is evident from Figure IV-2, there is considerable
variation in fed-cattle prices that is not explained by the linear trend.
Before turning to the exercise, one extension of this three step procedure
should be mentioned. In some forecasting problems, it may not be clear whether
or not there is a trend in the series of past values. In those cases a test for
oo
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the existence of ,a trend can be performed ^Ight after the trend equation has
been estimated in the first step. This t^t for the existence of a trend
focuses on the slope coefficient of the trend equation. If there is a trend,
the slope coefficient of the true equation (as contrasted to the estimated
equation) will be nonzero. A zero slope coefficient of the true equation,
on the other hand, implies that there is not trend. A t-test can be used
to test the null hypothesis that the true slope coefficient is zero. The
t-value to be calculated is
A
b^
IV-10) t -Jn 2"" ti 2
W" &
This calculated t-value is compared with the tabled critical t-value for n-2
degrees of freedom and the chosen level of significance. If the calculated
t-value exceeds the critical t-value, the null hypotheses that the slope
coefficient is zero (or that there is no trend) is rejected. Otherwise it
is not rejected (and we can not reject the notion that there is no trend).
Suppose we had wanted to determine whether or not there is a trend in
past^cattle prices. After estimating the regression equation, the t-value for
the slope coefficient should have been computed:
0.44
•I (30) (22.09)30(2247.50) - 0
0.44
0.10
= 4.40
Because the tabled critical t-value for 28 degrees of freedom and 5% significance
is 2.05, the null hypothesis that the true slope coefficient is zero (arid that
there is not trend) would have been rejected.
Exercise
Apply the linear-trend model to the forecasting problem you have selected.
Estimate an equation, use the-equation to generate a forecast, and compute a
confidence interval. Explain why you feel or do not feel that the linear trend
model is appropriate for your forecasting problem.
Nonlinear-Trend Models
The linear-trend model, which we have just discussed, may be thought of as
a special case of a broader group of pattern-forecasting models. This broader
group includes both linear- and nonlinear-trend models. In the nonlinear-trend
models the restriction that the trend line or equation must be linear Is relaxed.
Relaxation of this restriction permits a choice of a linear-trend model or one
of a wide variety of nonlinear-trend models.
oo
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The approach and procedures used to develop a nonlinear-trend pattern-
forecasting model are much the same as for the linear trend model. Recall
that forecasting by using a linear trend model involves three steps: specification
and estimation of a linear-trend equation, use of the equation to obtain a
forecasted value, and calculation of a confidence interval about the
forecasted value. With the following exception these steps also apply to
forecasting by using a nonlinear-trend model. .In the first step the assumption
that the linear-trend model is the appropriate model is relaxed, and the
linear model as well as one or more alternative nonlinear-trend models are
considered. Once a linear- or nonlinear-trend model is selected, steps two
and three are carried out in the same manner as with the linear-trend model.
Although nonlinear-trend equations like linear-trend equations may be estimated
graphically, we will focus here on use of simple regression to estimate the
models. The reason is that this is a precise, impersonal method for which
computers may be used, and it provides auxiliary information in the form of
confidence intervals not available if graphical estimation is used.
Because the approach and procedures used for linear- and nonlinear-trend
models are similar, it is not surprising that their advantages and disadvantages
and applications are also similar. Like linear-trend models, nonlinear-trend
models are especially applicable to forecasting problems in which forecasts
must be generated quickly and inexpensively, in which computers may be used
to perform computations, or in which the variable or variables to he forecasted
are strongly influenced by a secular trend. An obvious advantage of considering
both nonlinear-trend models and the linear-trend model is that the broader
group may permit a more accurate representation of the secular trend in the
past values of the variable to be forecasted. An associated disadvantage
of considering the larger group of trend models is that more of the analysts
time may be required to determine which of the many possible linear and nonlinear-
trend models is most appropriate for a particular forecasting problem.
The following discussion is divided into two major parts. First, four
specific nonlinear-trend models are presented, described, and illustrated. These
are the semi-log model, the exponential model, the double-log model, and the
reciprocal model. Each of these models can be estimated by using simple regression
analysis. Models which can only be estimated by using multiple regression
analysis, a technique we will take up later, will not be discussed here. Second,
procedures for selecting the most appropriate trend model for a particular
forecasting problem from among the linear-trend model and alternative non-linear
trend models will be discussed.
Specific Models and Examples
Four specific nonlinear-trend models are presented and discussed in the
next four subsections. In each subsection, the basic model is presented in
equation form. Then graphs are presented to show the shapes of the nonlinear-
trend lines and to aid in the interpretation of coefficients. Applications of
the model are discussed, procedures for estimating the model by using simple
regression are explained, and results obtained by applying the model to the
cattle-price example are presented.
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Semi-log Model
The semi-log model may be expressed as one of the following equations:
IV-11) Y = a + b(lnX)
or
IV-12) Y = a - b(lnX)
where Y is the variable to be forecasted and InX is the natural logarithm
of a measure of time (the common logarithm of a measure of time may also
be used.) The graphs of Equations XV-11 and IV-12 are shown in sections
(a) and (b) of Figure IV-3,
The graph of Equation IV-11), presented in section (a) of Figure IV-3,
shows that for a semi-log model with a positive value for the coefficient
b the secular trend is increasing but at a decreasing rate. The trend line
crosses the X (time) axis at an X-value of e ^ , the Y values are negative.
The slope of the trend line for time-period X Is b/X. Thus, as time passes
and X gets larter, the slope becomes smaller and the secular-trend line
becomes flatter. The larger the value for a in the equation for a given value
of b, the farther the trend line is toward the left. The larger the value
of b for a given value of a, the steeper is the slope of the trend line and
the farther to the right Is the trend line.
The graph of Equation IV-12) is shown in section (b) of Figure IV-3.
If the coefficient b In the semi-log model Is negative the secular trend
line is decreasing bu± at a decreasing rate. The value of Y becomes zero
for an X-value of e^ . The slope of the trend line for time-period X is
-b/X, thus as time passes the slope becomes a smaller negative number and the
graph becomes flatter. An increase In the value of a for a given value of
b shifts the curve to the right, and an increase in the value of b for a
given value of a results in a steeper downward slope and a shift in the curve
to the left.
It is apparent from the graphs that the semi-log trend model is most
likely to be applicable in forecasting situations in which the secular trend
is increasing but increasing ever more slowly as time passes, or In which the
secular trend is decreasing but decreasing more slowly as time passes. For
example, the semi-log trend model with positive b coefficient may be used to
forecast per-capita disposable Income in a given region. The semi-log model with
negative coefficient might be used to forecast per-capita consxjmption of dried
beans In the same region. Note that for both semi-log models values of the
forecasted variable corresponding to either very small or very large values of
X may be meaningless in some forj^castlng applications. In the model with
positive coefficient, values of Y are negative for very small values of X
and^are positive and very large for very large values of X. The negative values
of Y will be meaningless in applications in which Y is a forecasted price. In
the model with negative coefficient, values of Y are positive and infinitely
large for very small values of X, and negative for very large values of X.
Again, both the infinitely large positive values and the negative values for
Y will be meaningless If the application is price forecasting.
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A semi-log trend model may be estimated by using simple regression
analysis. The statistical model assumed is:
IV-13) Y = a + blnX+e
That is, the statistical model is the same as for the linear-trend model
except that for the semi-log model the natural logarithm of X, rather than
X, is used as the independent variable. Because the logarithm of a negative
number is not defined, the values of X must all be positive. Thus, time periods
should be numbered consecutively beginning with a positive number (e.g., 1).
Given the substitution of InX for X, the same formulas that are used to
compute the forecast for the linear-trend model may also be used to compute
the forecast and confidence interval for the semi-log model.
Results obtained by using simple regression analysis to estimate a semi-log
trend model for the fed-cattle-price example may illustrate and help clarify
the points just discussed. The estimated equation is:
Y = 25.54 + 5.14 InX
(5.55)
where the value in parentheses is^the t-value for the estimated coefficients
of InX. The value of X at which Y=0 is e"^' = ^-25.54/5.14 ^ 0.007.^ For values
of X exceeding 0.007 (X=l for 1970-1, 2 for 1970-11, etc.) values of Y are
positive.- Tte slope of the trend line for the second quarter of 1977 (X-30)
is b/X = ^= 0,17, i.e., the rate of increaj^e in price is $0.17 per quarter
during 19/7-11. The forecast for 1977-III is Y = $43.18 and the confidence
interval for the forecast is $34.18 < Y < $52.18.
Exponential Model
The following two equations represent two alternative versions of the
exponential-trend model:
IV-14) Y= AB^
and,
IV-15) Y = AB"^
A
where Y is the variable to be forecasted, X is a measure of time, and A and B
are positive parameters and B is greater than 1. These equations are termed
exponential because the independent variable X is an exponent of the base B in
both equations. Graphs for the two equations are presented in Figure XV-4.
The graph of Equation IV-14) is shown in secj^ion (a) of Figure IV-4. Note
that the secular trend is such that the value of Y is always positive and is
increasing with the passage of time. Further, note that the slope of the trend
line also increases with the passage of time. A is simply the value of Y when
X=0. A special characteristic of this model is that it implies a constant rate
Oof growth in Y. If we let g^denote the constant rate of growth then B=1+g.
Thus, successive values for Yare Y^^ =AB =A(l+g)l, Y =AB2 =A(l+g)^, etc.
To find the constant rate of growth implied by the model, we have g = B-1. An
increase in the constant growth rate g (and thus an increase in B) for a given
value of A causes the graph of the secular trend to rotate to the left about the
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Y intercept. An increase in the value of A for a given value of B causes
the graph to shift upward without changing the slope of the trend line. If
the value of A is negative the graph becomes a mirror image of the one shown
in section (a) about the horizontal axis.
The graph of Equation IV-15) in section (b) of Figure IV-4 is simply a
mirror image about the vertical axis of the graph in secj^ion (a) . For the
exponential-trend model in Equation IV-15) the value of Y is always positive
but it is continually decreasing with the passage of time. The slope of the
trend line increases or becomes flatter as time passes. In this model as with
the model in Equation IV-14) a constant rate of growth is implied, but here the
rate of growth is negative, thus it is a constant rate of decline. The constant
rate of decline d, is given by d = 1-B. The value of A is again the vertical
intercept of the trend line. An increase in A for given B shifts the trend line
upward and an increase in B for given A rotates the graph to the right about
the vertical intercept. If A is negative, the graph is a mirror image about the
horizontal axis of the graph in section (b).
The exponential-trend model is most likely to be applicable to forecasting
problems in which there is reason to believe there has been and will be a constant
rate of growth or a constant rate of decline in the variable to be forecasted,
at least in the near future. This model does not have the limitation that some
of the trend values will be negative and thus meaningless in a^price-forecasting
application as does the semi-log model. However, because all Y values must be
positive it likely will not be applicable to forecasting problems in which some,
but not all, Y values could logically be negative.
The exponential model may be estimated by using simple regression analysis.
To do this the model must first be tra.nsformed by taking the logarithm of both
sides. For example, taking the logarithm of both sides of Equation IV-14) and
adding an error term we have
IV-16) InY = InA + (InB)X + e
To apply simple regression to this model, use InY as the dependent variable and
X as the independent variable. The estimates obtained will be a = InA and b = li^,
thus, estimates of A and B from the original model can be obtained by using A = e '
and B = e°. ^n estimate of the growth rate implied by the model is given by
g=B-l=e^-l. The forecast is obtained by plugging the appropriate value
of X into the estimated equation, solving the equation for InY, and then computing
Y =
Application of simple regression analysis to the estimation of an exponential-
trend model for the cattle-price example yielded the following results;
/V
InY = 3,44 + .0123X
(4.90)
Thus, the value of the Y intercept, A, is = $31.19; the value of B is =
1.013; and the rate of growth is g = B - 1 =^1.3% per quarter. By using this model
the forecast for 1977-III is InY = 3,82, so Y = e3.82 = $45.60. The confidence-
interval about the forecast is $43.26 < Y < $47.94.
Double-log Model
The double-log trend model is represented by either of the following two
O-
o
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equations:
IV-17) Y= AX®
and
IV-18) Y - AX~®
A
where Y is the variable to be forecasted, X is a measure of time, and A and B
are positive valued parameters. Notice that the equations for the double-log
model differ from those for the exponential "model only in that the positions
of X and B are interchanged. The graphs of the two models, however, are
considerably different as is shown in Figure IV-5.
The graph in section (a) of Figure IV-5 shows that the trend line given
by Equation IV-l?) passes through the origin, i.e., if X=0 then Y=0. Also,
if X=l, then Y«A. The trend line increases with the passage of time, but its
slope depends upon the value of B. If B > 1 the slope becomes continually
steeper, but if 0 < B < 1 the slope becomes continually flatter. (In the
special case B=1 the trend line is a straight line through the origin not
shown in Figure IV-5). A special characteristic of the double-log model is that
it implies a constant elasticity between Y and X. Because elasticity may
be defined as a ratio of percentage changes, a constant elasticity implies that
the ratio of the percentage change in Y to the percentage change in X remains
constant over time. This constant elasticity is given by B; elasticity =
%—/ — «— = (ABX®"^) (X/AX®) = B. Recall that in contrast to
Y X AX Y dX Y
to J^he double-log model, the exponential model implies that the rate of change
in Y remains constant over time. An increase in the constant elasticity B
in the double-log model causes the slope graph of the trend line to increase.
An increase in the value of A also causes the slope to increase.
As is shown in section (b) of Figure IV-5, the graph of Equation IV-18)
differs sharply from that of Equation IV-17) . For very small values of X the
value of Y is infinitely large and the trend line for Y decreases with the
passage of time, i.e., Y^and X vary inversely, but Y does not decrease to zero.
Again A ^s the value of Y for X=l. Also, the model implies a constant elasticity
between Y and X and the constant elasticity is -B. An increase in A for given
B shifts the graph to the right and an increase in B for given A causes the
graph to rotate clockwise ardxind the point X-1, Y-A. ^You may recognize that
this model is sometimes used in demand studies where Y is quantity consumed,
X is price, and -B is the price elasticity of demand.
The double-log trend model is quite flexible and therefore may be applicable
to many different types of forecasting problems. It may be used if the trend line
is increasing with increasing, constant, or decreasing slope, or if the trend line
is decreasing with decreasing slope. Application of the model is somewhat
limited in that the trend line for Equation IV-17) is forced through the origin
and the trend line for Equation IV-18) takes on very large values for small
values of X.
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To estimate the double-log trend model by using simple regression analysis,
the model must first be transformed by taking logarithms. By taking the logarithm
of both sides of Equation IV-17), for example, and adding an error .term the
following statistical model is obtained:
IV-19) InY = InA + BlnX + e
The estimates a and b are obtained by using simple regression with InY as the
dependent variable and InX as the independent^variable.^ An estimate of A from
the original model is obtained by using A = and B = b = constant elasticity.
Thus the constant elasticity is estimated directly. To obtain the forecast,
select the appropriate value^for X,^find InX, plus InX into the estimated equation
and solve for InY, and find Y = elnY.
The double-log model was estimated for the cattle-price example by using
simple regression analysis. The: estimated equation was;
InY = 3.27 + 0.143 InX.
(6.22)
Thus the trend line passes through the origin and at X=1 (1970-1) has the value
A=e3.27 = $26.31. The estimated constant elasticity is B = 0.143. Thus, a 1%
Increase in the time measure X is associated^with a .143% increase in The
forecast for 1977-III is InY = 3.76 so that Y = e3.76 « $42.95. The confidence
interval for the actual cattle price is $40.65 < Y < $45.25.
Reciprocal Model
The final specific nonlinear trend model we will consider is the reciprocal
model. The reciprocal trend model may be expressed as:
A
IV^20) Y = a + b/X
or
A
IV-21) Y = a - b/X
A
where Y is the forecasted variable, X is a measure of time, and a and b are
positive parameters. The model is called the reciprocal model because the
reciprocal of X (i.e., 1/X) rather than X is used as the independent variable.
Graphs of the reciprocal trend model are shown in Figure IV-6.
The graphs in Figure IV-6 show that the distinguishing feature of the'
reciprocal model is that it implies an asymptotic level toward which the trend
line is converging. The asymptotic level is^given by the value of a in both
equations. In Equation IV-20) the value of Y starts above the asymptotic level
and decreases toward it with the slope of the trend line becoming flatter with
the passage of time; The larger the value of b in this equation the more slowly
the trend line decreases toward the asymptote. The trend line for Equation IV-21
is negative for very small values of X, crosses the X axis at b/z, and eventually
approaches the asymptote as X becomes large. Again, the larger the value of b
the more slowly the trend line approaches the asymptote.
The reciprocal model is obviously most applicable to forecasting problems
in which the variable to be forecasted is believed to be approaching an asymptotic
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r ) level. An example might be a problem in which the land area devoted to row
crops in a given region is to be forecasted. The reciprocal model is less
likely to be applicable to price forecasting problems, except when a government
support level or price ceiling is involved. Trend values for very small X
values are likely to be meaningless in price forecasting applications.
The statistical model assumed when simple regression analysis is used
to estimate the reciprocal-trend model (Equation IV-20)) is:
IV-22) Y = a + b(l/X) + e
Y is used as the dependent variable and the reciprocal of the time measure is
used as the independent variable. Interpretation of the estimated coefficients,
and calculation of the forecast and the confidence interval is straight forward.
The reciprocal-trend equation estimated for the cattle-price example was:
Y = 40.70 - 17.88/X
(-3.69)
Thus, the estimated asymptote is $40.70 and the trend line approaches this
level from below crossing the X axis at X - b/a = 40.70/17.88 = 2.88. (This
me^s that the trend prices for the periods 1970-1 and 1970-IX are negative!)
The forecasted value for 1977-III is $40.13, and the confidence interval is
$29.59 < Y < $50.67.
Several other nonlinear trend models may be considered in some forecasting
situations. For example, one might combine the exponential and reciprocal
model. Or, one might consider using a polynomial model to isolate a nonlinear
trend, although this would require use of multiple regression analysis. We shall
stop with the four models just discussed, however, in the belief that they provide
at least a good overview of the types of nonlinear trend models available to the
analyst.
Choosing Among Linear and Alternative Nonlinear Trend Models
Consideration of alternative nonlinear trend models as well as the linear
trend model introduces a decision problem for the analyst. He must decide which
model (or which subset of models) he will use to make forecasts. In large part
this decision can be based on the analyst*s judgment concerning the reasonableness
of alternative models. For example, he may be unwilling to consider use of a
reciprocal model to forecast a price because there is no price floor or ceiling
involved. An analyst, however, may wish to supplement this type of judgment
with statistical measures of the adequacy of alternative models when making his
decision.
One statistical measure that is a reasonable indicator of the relative fore
casting adequacy of alternative models is the mean-square error of the regression.
The mean-square error, which is the square of the standard error of the estimate,
s, is a measure of the magnitude of the deviations of actual past values of the
variable to be forecasted from the estimated trend line. The smaller the mean-
square error the more closely the estimated trend line fits thei actual past values
and (perhaps) the more appropriate the model is for forecasting. Thus, one guide
line for use in selecting the best forecasting model is to choose the model with
O
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the smallest mean-square error.
Some points should be kept in mind when comparing values of mean-square
error for alternative models. If all models being compared are simple regression
models with the actual Y value as the dependent variable", the R values may be
compared. In this case the larger the R^, the smaller the mean-square error.
If, however, the dependent variable in one or more but not all of the alternative
simple regression models being considered is not the actual Ybut, say, nY, ^
r2 values will not give a reliable comparison of mean-square error. To make the
comparison in this case use the following procedure. For equations with InY as
the dependent variable compute the predicted values InV for each past time period,
convert these values to actual values by using Y = elnY, and then compute the
correlation coefficient, r, between the Y and the actual Y values. The square
of this correlation coefficient, r^ = R'^ , may be compared with R^ values for
other models to identify the model with the smallest mean-square error.
By using the procedure just discussed the linear-trend model and the four
alternative nonlinear trend models for the cattle-price example were compared.
The comparable R^ values were: linear trend R^ = .42, semi^log R - .52,
exponential R^ = .39, double-log R^ = .53, and reciprocal R = .33. Thus, by
using the mean-square error criterion the double-log model is the best forecasting
model for cattle price followed closdly by the semi-log model, and the reciprocal
model is the poorest forecasting model.
Exercise
O Select the one 6f the four nonlinear trend forecasting models discussed which
you believe is most applicable to the forecasting problem you have defined. Defend
your choice. Estimate the nonlinear model you selected, interpret the coefficients,
and compute a forecast and a confidence interval. Is the linear or the nonlinear
model the better forecasting model? Support your answer.
Smoothing Techniques
Smoothing is both a name and a description of a group of pattern-forecasting
techniques. The basic idea underlying the use of smoothing techniques for fore
casting is that the series of past values of the variable to be forecasted consists
of a regular pattern plus Irregular fluctuations around the regular pattern. The
series of past values is "smoothed" to eliminate the irregular fluctuations and
isolate the regular pattern. The smoothed values approximate the regular
pattern in the past values. The most recent smoothed value is the forecast for
the future period.
Smoothed values are obtained by computing a simple or a weighted average of
past values of the variable to be forecasted. Different weighting schemes may be
used giving rise to different smoothing techniques. Also, different degrees of
smoothing may be incorporated into the simple or weighted average. The greater
the degree of smoothing the more of the variation in the past values that is
eliminated, or smoothed out, in arriving at the smoothed value. If it is believed
that the regular pattern in the series is very stable with considerable irregular
^ fluctuation about the regular pattern, then a high degree of smoothing would
I likely produce the best forecasts. On the other hand if the regular pattern
shows considerable movement and the irregular fluctuation is relatively unimportant,
then a low degree of smoothing would likely produce the best forecasts. The
oo
o
IV-26
greater the degree of smoothing the smaller the period—to—period change in the
forecasted value. ^
Smoothing techniques have some advantages that malke them especially applicable
to some forecasting problems and some disadvantages that make them less applicable
to others. Advantages are that computation of forecasts is quick and inexpensive,
making smoothing techniques applicable to problems requiring many forecasts. Also
smoothed forecasts are adaptive. An adaptive forecast is one that automatically
adjusts to the actual values of the variable being forecasted as these values
become available. A linear trend forecast, in contrast to a smoothed forecast,
is not adaptive. But smoothing techniques have some disadvantages. One is that
it is often somewhat difficult to determine what weight should be used on past
values to arrive at the smoothed value (i.e., it is difficult to determine which
specific smoothing technique should be used and what degree of smoothing should
be used). Another is that confidence intervals about forecasted values cannot
be easily computed. And another shortcoming is that the simple or first-order
smoothing techniques we will discuss are not likely to give good forecasts if
there is a strong upward or downward trend in the past values of the series.
Because smoothed forecasts are based on weighted averages of past values, they
will continually underestimate actual values if there is an uptrend and continually
overestimate if there is a downtrend. Thus if a trend is present it should
first be eliminated by using a trend model before a simple smoothing technique
is applied, or a double-smoothing technique (which we will not discuss) may be
applied. To sum up, simple smoothing techniques are applicable to forecasting
problems in which point forecasts without confidence intervals must be made
quickly and inexpensively and must automatically adjust to changes in current
conditions, provided that any strong trend in the variables to be forecasted
has been removed and some time and effort may be expended at first to determine
what set of weights should be used to arrive at the smoothed forecasts.
The remaining discussion of smoothing techniques is organized as follows.
First, two specific smoothing techniques are considered—simple moving average
models and simple (or first order) exponential smoothing models. Procedures for
computing forecasted values are spelled out and examplesare presented. Then,
procedures that can be used to determine which smoothing technique and what
degree of smoothing should be used are described and illustrated.
Simple Moving Average Models
In a simple moving average model use is made of a special type of weighted
average of past value of a variable to arrive at a forecast for that variable.
In general, any forecast based on a weighted average of past vaMes of the
variable to be forecasted may be represented by the following expressions:
^ t
IV-23) Y . = S = W ,,Y .,+ W + . . . +
' t+1 . ^ i i t-n+1 t-n+1 t-n+2 t t
i=t-n+l
where is the smoothed value and the forecasted value for period t+1, Y^ are
the actual values for past periods, and W. are the weights assigned to the various
past values included in the expression. Notice that the number of past values
included in the expression is n. The least-recent past value is for period t-n+1
and the most recent past value is for period t giving a total of n past values.
The simple moving average model is the special case of this general expression
where n past values are included and the weight associated with each past value
IV-27
is 1/n. Thus, the simple moving average model is given by the expression:
IV-24) Y_, = Z Y. , = + _t=n+2 ^ _t .
i=t-iH-l i/ti n n n •
The computation of forecasts by using a simple moving average model involves
the following steps. First, determine n, the number of past values to be included
in the simple moving average. This determines the degree of smoothing. The
larger the value of n the more smoothed the forecast and the smaller the period-
to-period changes in the forecasted values. Conversely, the smaller the value
of n, the less smoothed the forecast. Second, use the most recent n past values
of the variable to be forecasted and the formula for the simple moving average
to compute the forecasted value for the next period. That is, if n=3 and the
next period is labeled t+1, the forecast for period t+1 is
Y + Y + Y
IV-24) Y^^^ = 3 ^
Notice that the forecast can be computed only if the number of past observations
available is at least equal to n. Once a forecasted value has been computed, it
may be updated by using a simpler formula. The formula for computing the forecast
for period t+1 if the forecast for period t is available is
IV-25)
This formula ".involves less computation than the formula for computing the original
forecast, especially if n is large.
To illustrate the use of the simple moving average model it was applied to
the cattle-price example. Values of n of 3 and 6 are arbitrarily selected. The
forecasted values obtained by using the three-quarter, simple-moving—average model
(3QSMA) are shown in the middle column of Table IV—3, and forecasted values
obtained by using the six-quarter, simple-moving-average model (6QSMA) are shown
in the right column. These may be compared with the actual values in the left
column of Table IV-3. Although it is not clear which model gives the best
forecasts for cattle price during 1970-77, it is clear that the less smoothed
forecasts from 3QSMA respond much more quickly to changes in the actual price
than do the more smoothed 6QSMA. forecasts. Notice that both forecasts for 1977-III
are lower than forecasts provided by any of the trend models.
Exponentially-Weighted, Moving-Average Models
The exponentially-weighted, moving-average model takes aim at two limitations
of the simple-moving-average model just discussed. The first of these limitations
is that use of the simple-moving-average model requires that a relatively large
amount of data be stored for use in computing forecasts. If, for example, a
/j 10-period, simple-moving-average model were to be used for each of 1000 variables,
10,000 past values would have to be stored for computing and updating forecasts.
Second, in the simple—moving—average model equal weight is placed on all n past
values used in computing the forecast, and no weight to any of the previous past
values. One might suspect that in many forecasting applications the most recent
O
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Table IV-3. Three-quarter and six-quarter simple moving average price forecasts
for choice steers at Omaha, 1970-1 to 1977-111.
Quarter
Actual
price
3QSMA
forecast
6QSMA
forecast
1970-1 29.50
($/cwt)
NA NA
II 30.15 NA NA
III ' 30.19 NA NA
IV 27.53 29.95 NA
1971-1 31.06 29.30 NA
II 32.54 29.60 NA
III 32.71 30.39 28.66
IV 33.27 32.11 29.19
1972-1 35.71 .32.85 29.71
II 36.04 33.90 '30.63
III 36.26 35.01 32.05
IV 35.12 36.01 32.91
1973-1 43.28 35.82 33.34
II 45.84 38.24 35.10
III 48.57 41.43 37.19
IV 40.47 45.19 39.34
1974-1 45.46 44.97 40.08
II 40.01 44.84 41.62 •
HI 43.91 41.99 42.44
IV 38.19 43.14 42.55
1975-1 35.72 40.72 41.28
II 48.03 39.29 39.13
III 48.64 40.66 40.39
IV 46.05 44.14 40.92
1976-1 38.71 47.58 41.93
II 41.42 44.47 41.06
III 37.30 42.07 41.59
IV 39.00 39.15 41.86
1977-1 38.53 39.25 40.35
II 40.53 38.28 38.66
III NA 39.36 37.74
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past values would likely be more representative for future conditions than
values in the more distant past and thus should be given relatively more ^eight,
and that all past values should receive at least some small amount of weight in
arriving at the forecasted value.
The.exponentially-weighted, moving-average (EWMA) model overcomes both
these limitations. The EMWA forecast is given by the following expression
/V A
IV-26) = aY^ + (l-a)Y^
where T -is the forecasted value for period t+1, is the actual value for
period i, Y is the value that was forecasted for period t, and ot is the smoothing
constant which is a number between 0 and 1. It is clear that the first
limitation of the simple-moving-average model is overcome: only the actual
value for the past period, the forecasted value for the past period, and the smoothing
constant are needed to compute the forecast and thus need to be stored. That
the EWMA model places relatively more weight on recent past values is a little
more difficult to see. But, it can be seen by performing a series of substitutions.
Begin by substituting into the above expression
A /s
IV-27) Y^ = aY^_^ + (l-a)Y^_^
to obtain
IV-28) Y^^^ =aYj. + (1-a) + (1-a)^
Now, substitute into this expression
IV-29) = aY^_2 + ^t-2
and continue the process until the following expression is obtained
IV-30) Y^^^ =aY^ + (1-a) Y^_^ +a(l-a)^ +a(l-a)^ Y^_3 +. . . .
A
From this expression it is clear that Y js a weighted average of all past
values of Y wehre the weights are a, a(i-a) , etc. Further, because 0 < a _< 1
the weights become smaller the farther back in time we go, i.e.j a > a(l-a) >
a(l-a) , etc. The larger the value of the smoothing constant a, the more rapidly
the values of the weights decline as we go back in time and thus the less smoothed
the forecast. On the other hand, the closer the value of a is to 0, the more
nearly equal are the weights on recent and distant past values and more smoothed
is the forecast. (However, regardless of the value of a, the weights decline as
we go back in time), Thus the EWMA model incorporates all past values of the
variable into the forecast and it places relatively more weight on values in the
recent past than on values in the distant past. The extent to which the more
recent values are weighted more heavily than less recent values, and the degree
of smoothing, is determined by the value of a.
To use the EWMA model to compute forecasts we go back to the expression
yN A
IV-31) Y|._j_^ = aY^ + (l-a)Y^
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and perform the following steps. First, select a value for a keeping in^mind
that the closer the value is to 0 the more smoothed is the forecast. Second,
use the above expression with the chosen value for a to compute forecasts.
Notice that to compute a forecast for period t+1, both an actual value and a
forecasted value for the previous period t are needed. A problem arises becuase
for the first forecast to be computed there is no forecasted value 'for the
previous period. One solution to this problem is to use the actual value in the
period preceding the first forecast period as a proxy for the needed forecasted
value. Thus, for the first period, the EWMA forecast is
IV-32) = Yq
the forecast for the second period is
IV-33) Y^ = aY^ +
and so on.
Some results obtained by applying the EWMA model to the cattle-price example
are presented in Table IV-4. EWMA forecasts were computed for two arbitrarily
selected values of a: a = 0.2 and ot = 0.8, The forecasts in the middle column
obtained by using a = 0,2 are obviously more smoothed than those in the-right
column which were obtained by using a = 0.8. The forecasts for 1977-III are
similar and both are below forecasts obtained from the trend models but above
those obtained from the simple-moving-average models. Notice that because there
is a strong uptrend in the cattle price series, both the EWMA forecasts in
Table IV-4 and both the simple-moving-average forecasts in Table XV-3 underestimate
the actual values more than half of the.time. This suggests the need for
removing the trend before applying the smoothing techniques.
Determining the Appropriate Degree of Smoothing
Recall that the first step in the procedure for obtaining either a simple-
moving-average forecast or an EWMA forecast is to select the degree of smoothing
(i.e., to select a value for n or a). This decision may be based in part:' on a
knowledge of the behavior of the series to be forecasted. That is, if the
series of past values exhibits a very stable regular pattern with considerable
irregular fluctuation about the regular pattern, then a high degree of smoothing
will probably work best. But if the regular pattern shows considerable movement
over time with minor irregular fluctuation about it, a less smoothed forecast will
probably be superior. Often, however, it will be helpful if some quantitative
ranking of various degrees of smoothing can also be used in making the decision
about the degree of smoothing.
It is possible to use the mean-square-error criterion to quantitatively
rank the forecasts obtained by using alternative degrees of smoothing. The procedure
involves the following steps. First, select for consideration several alternative
degrees of smoothing. The selections should cover the range of alternatives, e.g.,
if the EWMA model is to be used select values of a which cover the range from 0
to 1. Second, compute the series of forecasted values for each degree of smoothing
selected. For example, the series of forecasted values was computed for both
degrees of smoothing selected in Table IV-3 and in Table IV-4. Third, compute
the mean-square error for each series of forecasts by using the following formula.
0o
o
IV-31
Table IV-4. Exponentially-weighting, moving average forecasts for fed-cattle
price at Omaha, 1970-1 to 1977-III.
Quarter
Actual
price
EWMA forecast
for a ~ 0.2
EWMA forecast
for a = 0.8
1970-1 29.50
t
1
1
1
s
•U
0<3
</>
1
1
1
1
NA
II 30.15 29.50 29.50
III 30.19 29.63 30.02
IV 27.53 29.74 30.15
1971-1 31.06 29.30 28.05
II 32.54 29.65 30.46
III 32.71 30.23 32.12
IV 33.27 30.72 32.59
1972-1 35.71 31.23 33.14
II 36.04 32.12 35.20
III 36.26 32.91 35.87
IV 3'5.12 33.58 36.18
1973-1 43.28 33.88 35.34
II 45.84 35.76 41.69
III 48.57 37.78 45.01
IV 40.47 39.33 47.86
1974-1 45.46 40.03 41.95
II 40.01 41.11 44.76
III • 43,91 40.89 40.96
IV 38.19 41.49 43.32
1975-1 35.72 40.83 39.21
II 48.03 39.80 36.42
III 48.64 41.45 45.70
IV 46.05 42.89 48.05
1976-1 38.71 43.52 46.45
II 41.42 42.56 40.26
III 37.30 42.33 41.19
IV 39.00 41.32 38.08
1977-1 38.53 40.86 38.82
II 40.53 40.40 38.58
III NA 40.43 40.14
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t ^ /y
IV-34) MSB = S (Y -Y )
t-n+1 ^ ^
where MSG is the mean-square error, Y is the actual past value for period i,
Y is the smoothed forecast for period i, and n is the number of time periods for
wnich the actual and forecasted values are available for comparison. This mean-
square error measure may be used to rank the alternative degrees of smoothing:
the smaller .the MSB value the higher the rank. It may be well to note that t;wo
other procedures can be used to arrive at the same ranking. One is to compute
the simple correlation between actual and forecasted values and use this to determine
rank (the higher the simple correlation the higher the rank). The other procedure
is to estimate simple regression equations for each degree of smoothing by
using Y as the dependent variable and Y as the independent variable. Then rank
the degrees of smoothing according to the values from the regression equations,
the higher the the higher the rank.
The mean-square-error criterion was applied to the two EWMA forecasts for
the cattle-price example in Table IV-4. The MSE values were 22.53 for a ? 0.2,
and 16.84 for Ot = 0.8. These resiilts suggest that the less smoothed EWMA model
provides better forecasts than the more smoothed model. The application of the
mean-square-error criterion could be extended to rank forecasts obtained by using
other values for a, and to rank forecasts obtained by using simple-moving-average
models with different degrees of smoothing (e.g., those in Table IV-3).
Exercise
Apply the simple-moving-average and the EWMA models to the forecasting
problem you have selected. Determine which model and which degree of smoothing
gives the best forecasts. Are smoothing techniques appropriate for your fore
casting problem? Explain why or why not.
The Classical Decomposition Metihod
Pattern-forecasting techniques are based on the notion that the series of
values of the variable represent some basic underlying pattern and random fluctuations
In contrast to other pattern forecasting techniques, the classical decomposition
method recognizes three components in the underlying pattern; a secular
trend component, a cyclical component, and a seasonal component.
One component of the underlying pattern, the secular trend, is the part of
the series which displays a smooth or regular movement over a fairly long period
of time. The trend characterizes the gradual changes that occur in the series.
Often, a straight line is used to describe the trend, but in other instances
non-linear functions may better describe this gradual change.
The cyclical component is the part of the series that displays a fairly
long-term, but not necessarily regular, movement around the trend. It generally
follows the pattern of a wave, passing from a high value to a low value and back
to a high value. The length of time required for the cyclical pattern to repeat
itself is typically greater than one year.
, The seasonal component displays a regularly recurring pattern during sub-
periods of any specific period of time. This component is referred to as
"seasonal" because usually, particularly in agriculture-related data, this
pattern will repeat itself annually. For example, farm employment may have a
oo
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fairly regular monthly pattern from year to year, or the^price of fed cattle
may show a regular quarterly pattern from year to year. Although the seasonal
component usually refers to annual fluctuations in the data, it is possible
for this component to refer to fluctuations somewhat longer or shorter than
one year. But regardless of length of time required for the seasonal pattern
to repeat itself, the cyclical pattern will repeat over some longer period of
time.
The random fluctuation is called the irregular component. This component
is the part of the series which varies sporadically from period to period and
does not display any particular pattern. Irregular movements may be due to
chance events such as earthquakes, strikes, or floods. One might think of
the irregular component as those movements in the series that cannot be explained
in terms of the trend, seasonal, or cyclical components.
Now that the components in the series have been defined, the relationship
between the series of values of the variable (Y) and the trend (T), the seasonal
component (S), the cyclical component (C), and the irregular component (I) will
be examined. The most frequently used models to explain these relationships
are the additive model and the multiplicative model. The mathematical form used
to represent the additive model is:
IV-35) Y=T+C+S+I
On the other hand, the multiplicative model would be stated
IV-36) Y=TxCxSxI
In addition, these models may be combined to form mixed models such as Y « (T x C)
+ (S X I), Y = (T X C X S) +1, and others. The model chosen will depend on the
user's interpretation of the relationships among the components. However, although
little empirical work has been carried out to test the validity of the various
models, the work that has been done suggests that the multiplicative model is
probably reasonable for partitioningmany series.
The method of classical decomposition has gained acceptance because of its
intuitive appeal and because it is relatively straight forward to apply. The
breakdown of the series into components may appeal to the user because it helps
explain why the series varies and because it allows him to predict changes in
each subpattern separately. Thus, classical decomposition is particularly useful
when a seasonal pattern exists in the data. For example, a manufacturer of
clothing may observe that his sales greatly increase at the eiid of the calendar
year and in the early spring. These increases may be greater than the regular
growth in annual sales. In this instance, the manufacturer may wish to know what
portion of his sales for a given time reflect an overall increase or decrease in
demand and what portion just represents a seasonal fluctuation. Classical
decomposition may be used to estimate these portions. Likewise, other series
may exhibit seasonal patterns because of dependence on the weather or the school
cycle or for soiae other reason, and similar questions may arise and may be
analyzed by using classical decomposition.
oo
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Although the classical decomposition method can be used In many situations,
it does have some limitations. First, only the relationship between the variable
being forecasted and time is considered. There is no attempt to describe
relationships among economic variables. An even greater limitation is that this
method is non-statistical in nature. The accuracy can only be approximate by
examining forecast errors, and confidence limits and tests of significance
cannot be derived. However, its intuitive appeal still makes classical
decomposition a useful method of forecasting.
Estimation and Use of The Seasonal Component
To estimate the seasonal component, the user must first decide which model
to use. In this course, the seasonal and other components will be estimated by
assuming the multiplicative model because, as indicated 'previously, it is the
most widely used decomposition model and is reasonable for partitioning many
series. A sequence of calculations must be carried out to find the estimate of
the seasonal component.
First, the user must decide the number of time periods required for the
seasonal pattern to repeat itself. (Call this length P.) The user may have
to examine his data to determine P, or he may know P from previous studies of
the variable to be forecasted. Next, a centered moving average (CMA) for each
time period should be computed. To facilitate notation, let represent the
value of the variable being forecasted in the ith time period. So, Y]_ will be
the value associated with the earliest time period, Y2 will represent the value
one time period later, and so forth. If n total values of the variable have
been collected, Y^ will be the most recent value. Now, to calculate the CMA's
first assume that P is an odd number. Then the CMA for the i^h period would be
IV-37) CMA. = 1/P S ^ X
^ 3
a=i - -2^
or simply an average of length P centered at i. For example, if P=3 and i=7,
r
then:
8 Y + Y + Y
IV-38) CMA = 1/3 2 Y^ — j
j=6 J
If P is even, then the formula is slightly more complicated. The CMA tor period
1 is
i + P/2 - 1 i + P/2
IV-39) CMA. = 1/P Z Y. + 1/P I Y
^ J - 3
j=i-P/2 j=i-P/2 + 1
For example, if p=4 and i=7, then
A "*'1 '^ 5 +^6 +^ 7 + + Yg + +^ 8 ^9
IV-40) CMA, =
Y5 + 2Y^ + 2Y^ + 2Y, + Y,
Oo
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The purpose of finding a CMA. is that it will smooth or average out both the
seasonal and irregular components. Thus,
IV-41) CMA = T X C
Now, the CMA can be used to isolate the seasonal and irregular components
by dividing by CMA^ for each time period. That is,
IV-42)
CMA T X C
T X C X S X I
T X C
S X I
Therefore,should be calculated for each time period to estimate x
This particular method of isolating the seasonal and irregular components- is
called the ratio-to-moving average method. Although there are other techniques
to determine these components, this method is used most frequently.
Next assume that the average of the irregular components over the time
periods is 1. (Or 1=1.) Note that an estimate of the seasonal index for
each time period in the seasonal pattern needs to be computed. Thus, there
will be estimates of the seasonal index for P different "seasons" or subperiods.
The seasonal index for each subperiod shows how that subperiod value relates
to the average value in the entire pattern. For example, if quarterly data
are collected and the seasonal pattern is four quarters long, four seasonal
indexes, one for each quarter of the year, will be estimated. To find the
seasonal indexes, first the seasonal relatives must be found. The seasonal
relatives are simply the corresponding seasonal indexes divided by 100 and
can be interpreted accordingly. To calculate the unadjusted seasonal relative
for each subperiod, a simple average of the S x I values for corresponding
subperiods excluding the highest and lowest values is calculated. This average
is called a median average and is used so that time periods that are extremely
unusual will not affect the seasonal relative. Let Sj denote the unadjusted
seasonal relative for each subperiod, where j=l, 2, . . ., P.
The last step is to calculate the adjusted seasonal relatives and indexes.
The adjusted seasonal relatives are found by multiplying each unadjusted
seasonal relative by an adjustment factor so that the average of all the
adjusted seasonal indexes will be exactly equal to one. This adjustment
factor is:
IV-43) P .
2 S.
4=1 Jj=l
Hence, the adjusted seasonal relative for each subperiod j, S;., is
IV-44) s. « S, X
3 j
P .
Z S
j=l
oo
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The adjusted seasonal index for each subperiod is found by simply multiplying
the adjusted seasonal relative by 100.
Using this series of steps, the seasonal indexes can be derived, and now
we can turn to the interpretation of these Indexes. Recall that the index for
each subperiod shows how that subperiod value relates to the average value in
the entire pattern. For example, suppose quarterly data has been taken, arid
there is an annual seasonal pattern. A seasonal index value of 125 for the first
quarter would indicate' that on the average the value of the variable for the
first quarter of the year will be 25% higher than the average annual value.
Thus, the seasonal indexes are very useful because they indicate which
fluctuations are simply due to seasonal causes.
An example will help illustrate the estimation and interpretation of
the seasonal indexes. Again, the quarterly prices for choice steers at Omaha
will be used. The data and the initial calculations are shown in Table IV-5.
First, the number of quarters in the seasonal pattern must be determined.
As indicated in the section ori pattern forecasting by visual appraisal, P
appears to be four quarters. Hence, four seasonal index values, one for each
quarter of the year, will be computed.
Next, CMA's for each time period, i, must be computed. Since the seasonal
pattern is four quarters long, a four quarter centered moving average (4QCMA) will
be computed. 4QCMA*s can be computed for 1970-III through 1976-IV or for i«3,
4, . . .28 because either previous or future Y^'s are not available to calculate
the others. For example,
4QCMA = 29.50 +2(30.15) + 2(30.19) + 2(27.53) + 31.06 ^ 29,54
3 8
and so forth.
To isolate the seasonal and irregular components, each Y. is divided by
4QCMA^. For i=3, ^
S XI = ^3 ^ 30.19 _3 3 4QCMA2 29.54
Table IV-5 gives the results of the above calculations. Now the unadjusted
seasonal relatives can be computed. These computations and further results
are shown in Table IV-6. First, the median averages of S. x I. for each quarter
are found. For quarter I, the values for 1974 and 1975 will be omitted because
they are the high and the low values for that quarter. Thus, the median average
is simply the average of the remaining vdiues
Q - 1>014 + 1.024 + 1.026 + .915 _ -^ X•uuu
Similarly, the other unadjusted seasonal relatives can be found.
Oo
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Table IV-5.
Quarter
Quarterly prices for choice steers at Omaha, 1970-1 to 1977-11 and
Initial computations for the seasonal component.
= S X I^ 4QCMA^ 4QCMA^ ''i 1
1970-1 1 29 .50
II 2 30.15
III 3 30.19 29 .54 1.022
IV 4 27 .53 30 .03 .917
1971-1 5 31 .06 30 .64 1.014
II 6 32 .54 31 .68 1.027
III 7 32 .71 32 .98 .992
IV 8 33 .27 33 .99 .979
1972-1 9 35 .71 34 .88 1.024
II 10 36 .04 35 .55 1.014
III 11 36 .26 36 .73 .987
IV 12 35..12 38 .90 .903
1973-1 13 43-.58 41,.66 1.046
II 14 45,.84 43,.87 1.045
III 15 48,•57. 44..81 1.084
IV 16 40..47 44..36 .912
1974-1 17 45..46 43.,04 1.056
II ,18 40.,01 42.,18 .949
III 19 43.,91 40.,67 1.080 .
IV 20 38. 19 40. 46 .944
1975-1 21 35. 72 42. 05 .849
II 22 48. 03 43. 63 1.101
III 23 48. 64 44. 98 1.081
IV 24 46. 05 44. 53 1.034
1976-1 25 38. 71 42. 29 .915
II 26 41. 42 39. 99 1.036
III 27 37. 30 39. 08 .954
IV 28 39. 00 38. 98 1.001
1977-1 29 38. 53
II 30 40. 75
Oo
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The adjusted seasonal relatives are computed by multiplying the unadjusted
seasonal relatives by the adjustment factor. The adjustment factor is the number
of time periods in the seasonal pattern, 4, divided by the sum of the unadjusted
seasonal relatives, or
1.000 + 1.030 + 1.032 + .951
The adjusted seasonal relative for quarter I is
= .997
Si^ = Sj X.997 = 1.000 X.997 = .997
These seasonal relatives are then multiplied by 100 to obtain the adjusted seasonal
indexes. For quarter 1, the adjusted seasonal index is .997 x 100 = 99.7. The
results of these calculations for all four quarters can be seen in Table IV-6.
Interpreting these results, consider the seasonal index for quarter I, 99.7.
This indicates that on the average, the price of fed-cattle for the first quarter
of the year will be only .3% lower than the average annual price. In quarter IV,
the price will tend to be 5.2% below the average annual price. Similar statements
can be made about the other seasonal indexes.
Exercise
Using the classical decomposition method, find the unadjusted seasonal
relatives and indexes for your forecasting problem. Interpret these results.
Estimation and Use of the Secular Component
As discussed earlier, the secular trend component characterizes the
gradual changes that occur in the series. These gradual changes may be
described by a straight line or by some non-linear function. However, whatever
the functional form of the trend and the method used to estimate it, there will
generally be a different estimate of the trend component for each time period in
the series.
To begin the discussion of the estimation of the trend component, recall that
the CMA smooths or averages out both the seasonal and irregular components. Thus,
IV-45) CMA « T X C
Or the CMA expresses both the trend and the c^.clical components. Therefore, one
way to determine the trend component would be to isolate it from the CMA.
Often it is assimied that the trend is linear. After examining the CMA's,
the user may decide that a straight line adequately describes the gradual change
which occurs. If this is the case, a linear equation is used to estimate the
trend component, and this equation is found in a manner similar to the one
described in the discussion of linear trend models. Recall that when using a
linear trend model, a line is fitted to the original data, Y, In contrast, the
trend component equation is found by fitting a line to the CMA's. The trend
component equation can be found by using a chart or by using simple linear regression,
oo
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Table IV-6. Unadjusted and adjusted seasonal relatives and adjusted seasonal
Indexes.
Quarter
I II III IV
1970 1.022 .917'
1971 1.014 1.027 .992 .979
1972 1.024 1,014 .987
1.046 1.045 tre&zr .912
1974 1.080 .944
1975 juiei- 1.081 jum-
1976 .915 1.036 1.001
Median Averages or
Unadjusted Seasonal
Relatives
1.000 1.030 1.032 .951
Adjusted Seasonal •
Relatives .997 1.027 1.029 .948
Adjusted Seasonal
Indexes 99.7 102.7 102.9 94.8
oo
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To estimate the trend by using a chart, the same procedure as the one
used in the linear trend models is followed, A chart is made with the CMA's
measured on the vertical axis and time measured on the horizontal axis. Time
would correspond to the variable i described earlier in this section or to
the time periods numbered consecutively beginning with 1. The CMA*s are then
plotted, and the straight line which best fits these points is drawn on the
chart. This line can be expressed by the equation:
/V
IV-A6) T = a + bi
A
where T is the trend component value predicted by the equation, a is the intercept
for the equation, b is the slope coefficient for the equation, andi is the number
assigned to the time period for which the prediction is to be made. Estimates
for a and b can be found by using the chart and the procedure described in
the earlier discussion of linear trend models. Estimates of the trend component
for each time period can then be computed by using the equation:
A A A
IV-47) T = a + bi.
The fed cattle price example will be used to illustrate the estimation of
the trend component by using a chart. The original data, Y, the 4QCMA*s, and
the time periods numbered consecutively beginning with 1, i, are listed in
Table IV-7. The CMA*s are plotted against the corresponding time periods in
Figure IV-7. Notice that the first row of numbers (labeled i) listed beneath
the horizontal axis will be the numbers used for estimating by inspection.
The solid straight line on the chart is the trend component^line estimated
by inspection. Note that the Intercept is $34.00 and thus a = $34.00. To
estimate the slope coefficient, b, two points on the solid line are selected
(which are marked by *'s on the solid line in Figure III-3). The vertical
distance between these points is $42.50 - 36.50 = $6.00 and the horizontal
distance is 24 - 7 = 17 quarters. Thus, the slope of the line and the value
for b is ^ = $0.35. The estimated trend component equation is:
A
T = $34.00 + $.351
A
where T is the predicted trend component value and i is the number assigned
to a quarter.
A more accurate estimation of a linear trend component equation can be
found by using a simple regression analysis. Again, the trend component equation
is found by fitting a line through the CMA values. This line can be found by
using the same method as described in the linear trend models discussion. Let X.
be the number assigned to the ith time period. Recall that if the number of ^
time periods is odd then the middle period is labeled 0 and the other X^*s are
assigned as follows: .. .-2, -1, 0, 1, 2, 3 ... , If the number of time
periods is even, the following scheme may be used: . . ,2 1/2, -1 1/2, -1/2,
1/2, 1 1/2, 2 1/2, .... To obtain the estimate of the trend component
equation, the parameters in the equation:
A
IV-47) T « a + bX
IV-41
Table IV-7. Data, AQCMA's and the estimated trend component values.
Quarter 1
^1 ^1 4QCMA^ ^i'
1970-1 1 29.50 -14 1/2
II 2 30.15 -13 1/2
III 3 30.19 -12 1/2 29.54 32.77
IV 4 27.53 -11 1/2 30.03 33.26
1971-1 5 31.06 -10 1/2 30.64 33.75
II 6 32.54 -9 1/2 31.68 34.24
III 7 32.71 -8 1/2 32.98 34.73
IV 8 33.27 -7 1/2 33.99 35.22
1972-1 9 35.71 -6 1/2 34.88 35.71
II 10 36.04 -5 1/2 35.55 36.20
III 11 36.26 -4 1/2 36.73 36.69
IV 12 35.12 -3 1/2 38.90 37.18
1973-1 13 43.58 -2 1/2 41.66 37.67
14 45.84 -1 1/2 43.87 38.16
III 15 48.57 -1/2 44.81 38.65
IV 16 40.47 1/2 44.36 39.14
1974-1 17 45.46 1 1/2 43.04 39.64
II 18 40.01 2 1/2 42.18 40.13
III 19 43.91 3 1/2 40.67 40.62
IV 20 38.19 4 1/2 40.46 41.11
1975-1 21 35.72 5 1/2 42.05 41.60
II 22 48.03 6 1/2 43.63 42.09
III 23 48.64 7 1/2 44.98 42.58
IV 24 46.05 8 1/2 44.53 43.07
1976-1 25 38.71 9 1/2 42.29 43.56
II 26 41.42 10 1/2 39.99 44.05
III 27 37.30 11 1/2 39.08 44.54
IV 28 39.00 12 1/2 38.98 45.03
1977-1 29 38.53 13 1/2
II 30 40.75 14 1/2
Estimated values of the trend component given by simple regression analysis,
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must be estimated. These estimates can be found by using the method described
earlier as follows: -
o
n
2 CM.
i£=l
IV-48) a = •
n CMA.
and
n
Z (X X CMA.)
1=1 ^
IV-49) b = -
2
2 X
i=l ^
Thus, simple regression analysis will give these estimates of the intercept
and the slope.
Again, the fed cattle example can be used to illustrate the application of
simple regression analysis to estimation of the trend component equation. The
data, the 4QCMA's, and the Xi*s are listed in Table IV-7. Note in Figure IV-7
that the numbers in the second row beneath the horizontal axis are the quarters
labeled so that = 0. Because there are only values of the 4QCMA*s for i=3,
1-1
4, . . ., 27, 28, the X^'s have the following scheme: -12 1/2, -11 1/2, . . .,
-1/2, 1/2, . , .,11 1/2, 12 1/2. The estimates can be obtained as follows
28
- ^ ^Qcma
a = i=3 ^ = 4QCMA = = 38.90
2626
and
28
2 (X X 40CMA )
b = i=3 ^ i « 717.08
28 1462.50
l X 2
i=3 ^
Thus, the estimated equation is
T = $38.90 + $.4903 X
and this equation is shown in Figure IV-7 by the dashed line. The values for T
predicted using regression analysis are listed in Table IV-7.
oo
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Instead of using a linear equation to describe the trend component In
his data, the user may^ feel that the trend may be better described by a
nonlinear function. If this Is the case, some nonlinear function could be
fit to the CMA*s using one of the nonlinear procedures described earlier.
However, usually a straight line is used to describe the trend component
equation because It is easy to determine the estimate of the equation. Also,
because the trend component is only one of three components estimated in
classical decomposition, a straight line is frequently a good enough estimate
for the trend component particularly when only short-term forecasts are
needed.
The trend component equation can be used to predict the trend component
values for each time period in the series and for future time periods. By
assuming that the trend equation has a certain mathematical form, values of
the trend component can be predicted for future time periods without future
data. If a future trend value is needed, the value of the time period
corresponding to this future time period is used in the equation. For
example, suppose that a trend component value is needed for 1977-III for the
fed cattle price data. If the user has derived an equation using a chart,
the time period corresponding to 1=31 will be used in the equation. Thus,
the predicted trend component is
T = $34.00 + $.351 = 34.00 + $.35(31) = $44.85
On the other hand, if simple regression analysis was used to derive the equation,
the X value corresponding to 1977-III is 15 1/2. Therefore,
T = $38.90 + $.4903X = $38.90 + .4903(15 1/2) = $46.50
Estimation and Use of the Cyclical Component
Recall that the cyclical component is the part of the series that displays
a fairly long-term, but not necessarily regular, movement around the trend and
typically requires over a year to repeat the cyclical pattern. Again, the CMA
can be used to isolate the cyclical component because:
IV-50) CMA = T X C
The cyclical component can be Isolated by dividing the CMA by the trend component
value for each time period, or
IV-51) ^ =C
If this technique is used, the resulting estimate of the- cyclical components will
be cyclical relatives. These cyclical relatives indicate how much higher or lower
the values in the series are relative to what they would have been if there were
no cyclical movements in the series.
Because the cyclical pattern need not be consistent or change in a consistent
manner, past values of the cyclical relatives cannot be used to predict future
cyclical movements directly. However, there are still techniques for predicting
future cyclical relatives. One method is to graph or chart all the past cyclical
relatives. The cyclical relatives are measured on the vertical axis and the time
oo
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periods numbered consecutively beginning with 1 are measured on the horizontal
axis. Future values are predicted by simply examining the chart and estimating
where future cyclical values might fall.
To illustrate the estimation of future cyclical relatives by charting, we
will again use the fed cattle price data. The data and the results of some previous
calculations are shown in Table IV-8. The cyclical components are calculated by
dividing the 4QCMA.'s by the predicted trend component values. For example,
^ ^QCMA3 ^ 29.54 _
3 ; " 32.77 ~
3
Note that the trend components estimated by regression were used, however, estimates
of the trend component found by using charting or any other method could
also have been used. Although AQCMA's cannot be calculated for 1977-1 and
1977—II> the cyclical compoilents for these time periods can be estimated by
dividing the original data, Y^, by the predicted trend component values. Thus,
=^ = 38.53 ^
and
^^29 T^g Asisi "
C - I30 ^ 40.75 _
30 46.01 "
The estimates of the cyclical components are given in Table IV-8. The cyclical
components are plotted on the vertical axis, and the time periods, i, are
plotted on horizontal axis. These data are plotted on the chart in Figure IV-8.
By inspecting the chart, estimates of the cyclical relatives for 1977-III and
1977-IV can be found. One possible estimate for the 1977-III cyclical relative is
.92. For 1977-IV, one might estimate that :the cyclical relative will be .95.
These estimates are indicated by circles on the chart.
Another way to estimate future values of the cyclical component is to use a
smoothing technique. By applying a smoothing technique to known estimates of the
cyclical relatives, future estimates can be found. To illustrate, future cyclical
relatives for the fed cattle data will be estimated by applying exponential
smoothing to known estimates of the cyclical relatives. Recall that the formula
for this technique is:
00
IV-52) Y = E .
i=0
Suppose that either from previous knowledge or by application of the mean-square-
error criterion to various a values, the user decides that a = .4 is the best a
C \ cyclical relative for 1977-III can be estimated by the^ following equation: ^
oo
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Quarter i ^i • 4QCMA^ ^i'
A
^i
1970-1 1 29.50
II 2 30.15
III 3 30.19 29.54 32.77 .901
IV 4 27.53 30.03 33.26 .903
1971-1 5 31,06 30.64 33.75 .908
II 6 32.54 31.68 34.24 .925
III 7 32.71 32.98 34.73 .950
IV 8 33.27 33.99 35.22 .965
1972-1 9 35.71 34.88 35.71 .977
II 10 36.04 35.55 36.20 .982
III 11 36.26 36.73 36.69 1,001
IV 12 35.12 38.90 37.18 1.046
1973-1. 13 43.58 41.66 37.67 1.106
II 14 45.84 43.87 38.16 1.150
III 15 48.57 44.81 38.65 1.159
IV 16 40.47 44.36 39.14 1.133
1974-1 17 45.46 43.04 39.64 1.086
II 18 40.01 42.18 40.13 1.051
III 19 43.91 40.67 40.62 1.001
IV 20 38.19 40.46 41.11 .984
1975-1 21 35.72 42.05 41.60 1.011
II 22 48.03 43.63 42.09 1.037
III 23 48.64 44.98 42.58 1.056
IV 24 46.05 44.53 43.07 1.034
1976-1 25 38.71 42.29 43.56 .971
II 26 41.42 39.99 44.05 .908
III 27 37.30 39.08 44.54 .877
IV 28 39.00 38.98 45.03 .866
1977-1 29 38.53 45.51 .847^
II 30 40.75 46.01 .886^
Estimated values of the trend component given by simple linear regression,
These estimates are obtained by dividing by T^.
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'31 =
- •4(.6)°C3g + +.4(.6)^023 +•••
= .884
where C^q and C29 are those estimates of the cyclical relative obtained by
dividing Yi by T^. Similarly, the cyclical relative for 1977-XV can be
found as follows
29
C32 =
= + •^(•6)^C3g + + ...
= .884
Similarly, other cyclical relatives can also be estimated.
Forecasting
It is now possible to prepare a forecast based on the seasonal relatives, the
trend component values, and the cyclical relatives. First, recall that the
multiplicative model has the following form:
IV-53) Y=SxTxCxI
In preparing a forecast, the irregular component is assumed to have the neutral
value of 1 because the irregular component accounts for the random fluctuations in
the series which are not possible to predict.
To make a forecast for a particular time period, the following component
estimates are used. For the seasonal component, the seasonal relative corresponding
to that time period in the seasonal pattern is used. The trend component value
is found by putting the value corresponding to the time period into the trend
component equation and finding the solution to the equation. The cyclical relative
corresponding to the time period is used. Then, the forecast is made using the
equation
✓v A ^
IV-54) Y = S X T X C
Note that only a point estimate can be made, and no confidence intervals can be
derived.
To illustrate this procedure, we will again use the fed-cattle price example.
First, to evaluate how well the decomposition method forecasts, a forecast for a
IV-48
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known value of the data, 1977-11, will be made. The seasonal relative for the
second quarter of the year is 1.027 and can be obtained from Table IV-6. Using
simple regression analysis, the trend value can be obtained from the equation
T^q « $38.90 + $.4903(14 1/2) = $46.01
From Table IV-8, the estimated cyclical relative of .886 can be found. Thus,
our estimate is
^ A ^ A
Y30 = XT^q X = 1.027 X $46.01 x .886 = $41.87
This estimate is $1.12 higher than the actual value of $40.75.
Similarly, future prices can also be predicted. For 1977-III, the estimated
seasonal relative is 1.029. The trend component value is
A
T^^ = $38.90 + $.4903(15 1/2) = $46.50
And the cyclical relative obtained by charting shown in Figure IV-8 is .920. Thus,
the forecasted price is
^ /S A
Y31 = XT^^ X = 1.029 X$46.50 x .920 = $44.02
By similar calculations, the forecasted price for 1977-IV is
A A /\ A.
^32 " ®IV ^ ^32 ^ ^32 " ^ $46.99 x .95 = $42.32
Exercise
Find the trend component values and the cyclical relatives for your forecasting
problem using one or both estimation techniques described for each component. Make
forecasts for known values of the data and compare these forecasts with their
corresponding actual values. Make forecasts for a few future time periods. Explain
why you feel that classical decomposition is appropriate or not appropriate for
your forecasting problem.
Advanced Pattern-Forecasting Techniques
A good many, and very likely most, of the pattern—forecasting problems an
analyst may encounter can be addressed with the techniques we have discussed to
this point. There are, however, some more advanced which the analyst may find
useful in some situations. These techniques are more advanced in one or both of
two ways. First, access to an electronic computer and the appropriate computer
programs is required. And second, some more advanced statistical concepts are
employed. These requirements should not deter the reader at this point. Even
if access to a computer and knowledge of the needed statistical concepts are
absent, an analyst should find it valuable to have a general idea of the procedures
and potential of these technique in case there is opportunity to use them in
the future.
The objective of the following discussion will be to provide an introduction
to two more advanced techniques—the U.S. Bureau of the Census, Method II, X-11
Seasonal Adjustment Programs, and the Box-Jenkins technique. An attempt will be
made to provide an overview of each technique and to provide some notion of the
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types of forecasting problems ,to which each technique is most applicable. The
objective is not to provide step-by-step instructions for applying these.techniques
to a forecasting problem. The interested analyst may find this information in
the references cited for each technique.
The Census Method II, X-11 Seasonal Adjustment Programs
The Census method II, X-11 seasonal adjustment (Census) programs are the
product of a continuing effort by the U.S. Bureau of the Census to develop and
provide to the public computer programs that can be used for forecasting and other
analyses of data series. The first program was made available in 1954. Since
then there have been a number of revisions, the latest of which are the Method II,
X-11 and X-llQ variants which became available in 1965. The X-11 program is for•
analysis of monthly data, and the X-llQ program is for analysis of quarterly data.
Source statements for both the X-11 and X-llQ computer programs may be obtained
from the U.S. Bureau of the Census.
The major features of the Census programs are the following. The programs
employ a rather complicated version of the classical decomposition method with
special emphasis on seasonal adjustment. That is, much emphasis is placed on
correctly estimating the seasonal component and removing it from the series (i.e.,
seasonally adjusting the series). Before arriving at a final estimate of the
seasonal component and seasonally adjusting the series, considerable effort is
made to eliminate extreme values from the series. Elimination of extreme values
and other refinements are made by performing several iterations, i.e., each of
the components are estimated once, and then re-estimated several mone times before
the final estimates are arrived at. The Census programs provide the raw materials
for making forecasts but they do not provide either forecasts or confidence •
intervals.
To use the Census programs an analyst simply provides the monthly or quarterly
data series he wishes to have analyzed and indicates his preference among certain
options available to him.i' The programs recognize three basic components in the
data series; the trend-cycle component (these two are not separated in the Census
programs), the seasonal component, and the irregular component. (The program for
monthly data, X-11, also recognizes a trading-day component.) Either additive or
multiplicative models may be specified by the user. The user may also stipulate
that certain prior adjustments be made to monthly data.
Although the output from the program does not contain any forecasted values,
it contains much information that can be used for forecasting and other p.urposes.
Included in this information are results of a statistical test of the null
hypothesis that there is no seasonal pattern in the data series being analyzed.
If the results show that the null hypothesis is not rejected, the implication is
that there is no seasonal pattern in the data series. Also included are final
estimates of seasonal index values (whether or not the test results show that a
seasonal pattern is present), estimates of the seasonal index values for 1 year
A complete description of the programs and instructions for using them are
provided in Department of Commerce Bureau of Census, The X-11 Variant of the Census
II Seasonal Adjustment Program. Technical Paper No. 15, February, 1967.
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in the future (these take account of trends in the seasonal index values), the
final seasonally adjusted data series, a final estimate of the trend-cycle
component obtained by using a complex weighted moving average called the Henderson
curve, and several diagnostic and summary measures. Many of these results are
presented in both tabular and graphical form.
The information provided on the printout that is most useful for the
preparation of forecasts is the seasonal index values for 1 year ahead, the
QCD moving average ,(MCD moving average in the monthly program), and certain of
the summary measures. The QCD moving average is designed to be a good current
estimate of the trend-cycle component in the series, and the best estimate of
the trend-cycle component to use in preparing forecasts. QCD stands for quarters
for cyclical dominance. The QCD is the time span in quarters required, on the
average, for the change in the trend-cycle compdnent to be larger than the
change in the irregular component. The idea of a moving average of the seasonally
adjusted series of length QCD is that the moving average will be just smoothed
enough to eliminate the irregular component but not so smoothed that changes
in the trend-cycle component are averaged alit. One way to use the Census results
to prepare a forecast is to base the forecast of the trend-cycle component on the
QCD (or MCD) moving average. One of the summary measures, average duration
of run of the QCD, can be used by the analyst to determine when changes in
direction of the QCD may occur. This trend-cycle forecast is then multiplied
by the appropriate seasonal-index value for 1 year ahead. Other summary measures
provide information that'indicates how accurate the forecasts are likely to be.
One measure indicates the total amount of change or total variability in past
values of the data series and thus the maximum amount of error to be expected.
Another Indicates the proportion of this variability due to the irregular
component (which cannot be forecasted), and thus the minimum amount of
forecast error that should be expected.
The Census programs are likely to be most applicable to forecasting
problems in which the seasonal component is an important component of the
series to be analyzed or forecasted, there is considerable interest in obtaining
accurate estimates of seasonal index values, and the variable to he analyzed
or forecasted is important enough to warrant more than a minimal amount of the
analyst's time. The programs do provide a wealth of information about a data
series. An analyst planning to use the programs for the first time should expect
to spend a considerable amount of time =learning how to interpret the information
and to use it to prepare forecasts.
Box-Jenkins~ Method
The Box-Jenkins method is an approach to pattern forecasting whereby a
stochastic time-series model is developed and then used to make forecasts. The
time-series model that .is developed by using this method is of the following
type:
iv-54) + 6 + ....
In this model is either the variable to be forecasted or a difference transfor
mation of this variable, e.g., it may be that Wt =» Yt - Yt-1, or that Wt = (Yt-Yt-i)
~(Yt-l*~Y^_2) , or some other transformation may be used. The first p terms on the
right-hand side of the equation are autoregressive terms; each of these is a
coefficient 0^^ multiplied by a lagged value of the dependent variable. The next
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term on the right-hand side, 6, is the constant term (or intercept term) for
the equation. The remaining q+1 terms are moving-average terms. These consist
of the coefficients 1, '-©i* -^2 ~®q multiplied by the values Et-l'
. . . >Gt-q which are error terms obtained by subtracting predicted values
of Wi, Wi, from actual values, i.e., = W(. - Wt, £t-l ~ ^t-l - Wt_i> etc.
This general model is called' an autoregressive-integrated-moving-averagd model
of order p, d, q, or an ARIMA (p,d,q) model. The values for p and q, the number
of autoregressive and moving-average terms in the model, respectively, are
variable and either value may equal zero. Also, the number of times, d, that
the series is differenced to arrive at Wt is variable and may equal zero
i.e., W^. may equal Yf (The process of going from the differenced data back
to the original data is called integrating.) Thus the model is quite flexible:
it may have no autoregressive terms in which case it can be described simple as
IMA (d,q), or no moving average terms in which case it is simply denoted ART
(p,d), or involve no differencing of Y^- denoted by ARMA (p,q), or two of the
three values may eqxial zero giving the pure models AR (p) or MA (q). The Box-
Jenkins method is a procedure for selecting one of these models for a
particular forecasting problem, estimating its coefficients, and using, the
estimated model to arrive at forecasts and confidence intervals.
The following are some distinguishing features of the Box-Jenkins method.
First, the assumptions underlying the development of the model are quite general.
That is, restrictive assumptions such as that the values of the series can be
represented by the product of a trend component, a cyclical component, and a
seasonal component need not be imposed. Because of this the Box—Jenkins method
is applicable to a wide variety of forecasting problems. Second, it is not
unlike some of the other pattern-forecasting techniques we have discussed in
that the analyst must make some critical decisions during the model-development
process that will largely determine which final model is selected. With the
Box-Jenkins method, however, to make these decisions the analyst must have
knowledge of some more advanced statistical concepts that is riot required for
the techniques discussed earlier. Third, because the computations required for
the Box-Jenkins method are burdensome, it is not feasible unless computer facilities
and the appropriate computer programs can be used. Fourth, as with the trend
models discussed earlier, the Box-Jenkins method provides both forecasts and
confidence intervals about those forecasts.
The steps the analyst follows in applying the Box-Jenkins method are
illustrated in Figure IV-9.-^' The first step is to determine what transformation
(i.e., what level of differencing) of the original series of values of the
variable to be forecasted is needed to arrive at a stationary series. A stationary
series is one which does not display regular patterns over time, e.g., the series
does not have a secular trend or a seasonal pattern. Thus, if the original
series does have a seasonal pattern and a secular trend these must be removed,
perhaps by taking a seasonal difference, e.g., V^. = Y^, - ^^-4 if the data are
quarterly, and then a first difference of the seasonal difference, e.g. W^ =
(Yt - Yt-4) - (Y^-i "" ^t-5^ • degree of differencing required to achieve i
a stationary series, which is indicated by d, is determined by examining sample
2/
— A detailed discussion of the Box-Jenkins method and computer programs that
perform needed computations is provided in Nelson, Charles R., Applied Time Series
Analysis for Managerial Forecasting, Holden-Day, Inc., San Francisco, 1973. Another
valuable reference is the book by Box and Jenkins: Box, G.E.P., and G, M. Jenkins,
Time Series Analysls> Forecasting and Control, Holderi-Day Inc., San 'Francisco, 1970.
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C] autocorrelograms. An aiitocorrelogram is a graph of an autocorrelation function,
and an autocorrelation function is a relationship between autocorrelation
coefficients for different time lags and corresponding time lags. An autocorrelation
coefficient is simply a simple correlation coefficient between values of the same
variable separated by a specific number of time periods, i.e., by a specified
lag. For a stationary series, the autocorrela:tli3ncoefficient (pk) converges
toward zero as the lag k increases. Sample autocorrelograms for a stationary
and a nonstationary series are shown in Figure IV-10. Any time series that
can be converted to a stationary series by differencing is termed a homogeneous
series. The decision about the degree of differencing required for stationarity^
is made by examining sample autocorrelograms for successi-ve degrees of differencing
of the original series, and then selecting the least differenced series that
is stationary.
The second step in the Box-Jenkins method is to make an initial selection of
a model to be estimated. The idea is to select the simplest model, i.e., the
smallest values for p and q, which will generate a series of values have the
same characteristics as the series W^-. Keep in mind that the series is obtained
by differencing the original series To decide which model to select the
analyst again refers to the sample autocorrelogram for the series W^. Different
models, e.g., AR (1). AR (2) , MA (1), ARMA (1, 2), etc., have different theoretical
autocorrelograms. The analyst must know the characteristics of the theoretical
autocorrelograms of the different models and select the model whose theoretical
autocorrelogram most closely matches the sample autocorrelogram for the series
W^. For example, a theoretical autocorrelogram for an ARMA (1, 1) model is
O presented in Figure IV-11. If the sample autocorrelogram for an actual series
W|- had the characteristics shown in Figure IV-11, the analyst would specify
an ARMA (1, 1) model, i.e., + 6 - e^- - Qi^t-l*
The third and fourth steps as shown in Figure IV-9 are to estimate the
parameters in the model specified iti step two and to perform diagnostic checks
on the model. The more complex model require nonlinear estimation procedures.
The analyst must provide initial estimates of the parameters for the computer
program and then the final estimates are obtained by using an interative procedure,
A number of diagnostic checks can be performed in the fourth step. These include
checks on the significance of estimated coefficients (comparable to the t-tests
performed on regression coefficients), and checks on the calculated residuals
from the estimated model (i.e., the values) to see that they satisfy the
assumptions underlying the model. If the estimated model is not found satisfactory
after the diagnostic checks are performed it is reformulated. If it is found
satisfactory it is used for forecasting.
The final step is using the model to generate forecasts and confidence
intervals. The computations required in this step may be considerable but
computer programs are available that can be used to perform these computations.
Because the assumption underlying the Box-Jenkins method are quite unrestrictive
it is potentially applicable to a wide variety of forecasting problems. If is
most likely to be used in those situations in which forecasts are considered
quite important, and in which both the necessary computer forecasts and programs
^j and the necessary analyst expertise are available.
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V. :STRUCTURAL FORECASTING TECHNIQUES
The discussion of pattern forecasting has concentrated on forecasting
procedures that do not encompass structural change - procedures that can be
accurately used only If the structure of the system remains constant over time.
However, changes In structure frequently occur because of such events as the
development of new marketing channels and organizations, introduction of
c^petitlve products, adjustments and changes In international money markets or
the changing age and income composition of the population.
In this section we shall discuss those techniques of forecasting which
utilize the underlying structure of the system or phenomena as the base for
the forecast and thus will enable the explicit inclusion of changes in the
structure or system in the forecasting procedure or technique. These structural
forecasting techniques will enable the forecaster to detect and Include
dimensions that may not be a part of the historical data set.
First qualitative procedures for structural forecasting will be discussed,
and then quantitative structural forecasting techniques will be introduced and
developed.
'Qualitative Approaches to Forecasting
In most forecasting situations there will be at least some historical data
or evidence that can be used as the basis for the development of the forecast.
However, there are occasions when no historical information is avaiable.
These occasions occur particularly in the evaluation of the adoption of new
technology. For example, there is very little historical information that
could be useful in forecasting the rate of Improved hybrids of grain sorghum
or wheat in developing countries. Even when historical data is not available,
qualitative forecasts can be developed through the use of expert judgment.
Almost all forms of qualitative forecasting involve the use of experts in
the preparation of the forecast. The specific techniques simply represent
£ u assist the experts in the expreissionof their judgments of the future. Since experts will frequently not all agree
in their judgment, most qualitative methods do not provide a single valued
forecast as do most quantitative procedures. The process used to generate
the forecast may also be very difficult, if not impossible, to reproduce.
Consequently, if historical data is available a quantitative technique is
preferred to a qualitative technique of forecasting.
Numerous types of qualitative forecasting procedures have been utilized '
in private business and government agencies with specific reference to forecasting
technological change. Such procedures include the use of the logistic or S
7 implies a growth path in terms of technological changewhich Includes a very slow beginning followed by a rapid rate of developmLt
and adoption, followed by a plateau in adoption. This curve is characteristic
of many technologic developments in the the public and private sector. Another
oO
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qualitative technique involves the prediction of developments in one area on
the basis of developments in a second area. For example, it may be possible
to predict the rate of 'adoption of hybrid soybeans or wheat based on the
experience with the development of hybrid corn. Or, a morphological approach may
be used in which a complete checklist of all combinations of technological
possibilities is evaluated in a systematic manner. By going through this
checklist, not only are the new technologies that might be adopted identified,
but the chances of adoption can be explicitly evaluated.
Certainly, one of the most widely utilzied qualitative approaches
to forecasting is the Delphi method. With this particular technique, the
experts involved in the forecasting process form a panel and are asked to
identify the Important problem(s) or are posed a specific question. However,
rather than debating the question through direct personal contact, the panel
participants are allowed to communicate only through written statements. This
procedure focuses the participant's attention on the logical basis and validity
of the arguments, rather than confounding judgments and opinions by the social
pressures and personal dynamics that can be so influential in group behavior.
An example from Wheelwright of the application of the Delphi procedure will
illustrate how it is administered.
"Phase 1. The experts on the panel (numbering five) were asked in a letter
to name inventions and scientific breakthroughs that they thought
were both urgently needed and could be achieved in the next 50
years. Each expert was asked to send his list back to the coordi
nator of the panel. From these lists a general list of 50 items
were compiled.
Phase 2.. The experts were then sent the list^of 50 items and asked to place each
of them in one of the five-year time periods into which the
next 50 years had been divided, on the basis of a 50-50 probability
that it would take a longer or shorter period of time for the
breakthroughs to occur. Again experts were asked to send their
responses to the panel coordinator. (Throughout this procedure
the experts were kept apart and asked iiot to approach any other
members of the panel.)
Phase 3. Letters were again sent to the experts which told them on which
items there was a general consensus and asking those who did liot
agree with the majority to state their reasons. On those items on
which there was no general agreement the experts were also asked
to state their reasons for their widely divergent estimates. As a
result, several of the experts re-evaluated their time estimates and
a narrower range for each breakthrough was determined.
Phase 4. To narrow the range of time estimates still further the Phase 3
procedure was repeated. At the end of this phase 31 of the original
49 items on the list could be grouped together as breakthroughs
for which a relatively narrow time estimate of their occurrence
has been obtained. Thus the government agency which had initiated
this forecasting exercise was able to obtain considerable Information
about the major breakthroughs and, for at least 31 of them, when
they were most likely to occur."^
1
Wheelrlght, -iSteven C. and Spyros Makridakis, Forecasting Method for Management,
John Wiley and Sons,^New York, 1973, page 188-189.
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Essentially, the Delphi procedure Is utilized to solicit and aggregate the
opinions of a group of knowledgeable people about a particular topic or some
expected event in the future. The procedure Involves the judgments of a group
of individuals, and a feedback process whereby these judgments are communicated
among panel members - thus enabling each panel member to benefit from the
arguments and logic of his colleagues. Then each panel member is requested
to reassess his initial judgment and determine if there are any changes in his
forecast that he would like to make.
The Delphi method, unlike most other forecasting procedures,does not require
a singular response or answer, but can accommodate multiple responses. Although
the Interaction process used In the Delphi method tends to reduce the variation
in the final forecast, the procedure need not be continued until a complete
concensus is obtained. Thus, the decision maker can expect to obtain a range
of possible outcomes from the forecast, which may be as useful to him as a
singular value. Providing this range of possible outcomes is consistent with
our earlier comments that any forecast should Include a statement of its
reliability or the range of possible values that could occur.
Two disadvantages of the Delphi method should be noted. The first
might be labeled a lack of focus. Because the initial round in many Delphi
applications is frequently quite open-ended, it sometimes becomes difficult to
focus the panel's attention on a particular issue or set of related issues.
Without this focal point, it becomes virtually Impossible to develop any reasonable
forecast because different panel members are evaluating different phenomena.
A related problem is that the panel participants are presumed to be well
Informed concerning the system and phenomena being studied when in fact their
information base may be limited. Thus, each participant may be analyzing the
phenomena with a completely different set of assumptions. Certainly it is
important to not completely standardize the assumptions used in the analysis for
all panel participants, for then the benefits of bringing a different set of
analytical experiences to bear on the problem are lost. At the same time, each
panel partlcpant must be informed as to what are the facts of the situation if a
reasonable concensus and forecast is to be developed from the Delphi- exercise.
A second problem with the Delphi technique is that of aggregating the
judgments of the panel participants, and reproducing the analysis if necessary.
As has been indicated earlier, being able to reproduce the analysis used in
developing a particular forecast results in a better understanding of the underlying
structure, and changes in that structure will be more readily apparent' if they
should occur. Furthermore, unrealistic assumptions can be more easily identified
if the specific steps Involved in the development of the forecast are reproducible.
Since the process used in developing the forecast is unique to each Individual
experfi". on the Delphi panel, it is virtually impossible to duplicate the forecasting
procedure so that it can be used in the developmsnt of additional forecasts of
the same phenomena in future periods. Furthermore, when forecasts are expressed
in a subjective manner as frequently occurs with the Delphi method, aggregating
these forecasts to obtain an acceptable group judgment may be impossible. Thus,
the Delphi method has applicability in situations where quantitative evidence
is unavailable and frequent reproducible forecasts are not needed^ However it has
limited usefulness when frequent periodic forecasts of the variable must be
developed-lf for no other reason than the cost and time of the qualified experts
that are required in the Delphi process.
Oo
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Quantitative Approaches to Forecasting
2/
Multiple Regression—
A quantitative technique useful for forecasting situations In which
structural change may take place Is that of multiple regression. Multiple
regression Is but an extension of simple regression analysis to Include
more than one Independent variable. It is the appropriate technique when
we want to investigate the effects on Y of several variables simultaneously.
It is also advisable to Include all variables influencing Y in a regression
even if we are Interested in the effect of only one variable. Doing so
will eliminate bias that might result if we were to ignore an uncontrolled
variable that substantially affects Y.
Suppose that in our yield-fertilizer example, discussed in the development
of simple regression, we believe that yield will be affected by the amount, of
rainfall in addition to the amount of fertilizer applied. Changes in feftilizer
application can be controlled by the farmer but changes in rainfall cannot-
Differences in rainfall represent a structural change that faces the.farmer.
If observations on yield, fertilizer, and rainfall are as given in Table V-1,
we can use multiple regression to Isolate the effect of both fertilizer and
rainfall. In turn, a better prediction of yield may be possible if both fertilizer
and rainfall are examined.
An observed value of yield Y^ may now be expressed as
(V-1) - a + + 82^2^ + ^
where X represents the ith observation on fertilizer X- , the ith observation
on rain!:all, and e^, the error term. The term 3^ is now interpreted as the
marginal effect of fertilizer on yield,holding rainfall constant. In other
words B measures the influence of rainfall. Similarly, $ is the marginal ,
effect of rainfall on yield.
General Linear Model
The general multlregression model (often called the general linear model)
can be represented by:
(V-2) Y= a + + $2^2 + • • -+31^^
Solution for the is much more complicated than in the two—variable
2/
—This section draws extensively from Wonnacott and Wonnacott, bp. cit..
Chapter 13.
oO
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Table V-1. Observed Yield, Fertilizer Application,
and Rainfall
v-5
Y
Wheat Yield
(Bushels/Acre)
Xl
Fertilizer
(Pounds/Acre)
X2
Rainfall
(Inches)
40 100 36
45 200 33
50 300 37
65 400 37
70 500 34
70 600 32
80 700 36
V-6:
C) linear model. Fortunately, computer programs exist which do all of the
mechanics) and we can concentrate on the interpretation of the result
of the computer's efforts.
The coefficient 3 is Interpreted as the increase in Y if is
increased one unit white all other X variables are held constant. Standard
errors, , are computed and reported in most computer regression packages.
With the Knowledge of the parameter estimates and standard errors, we can,
as before, calculate t values and confidence intervals.
Again, the t statistic is used to test the null hypothesis that
a coefficient is zero.
/N
V-3) t = |i
with (n - k - 1) degrees of freedom, where k is the number of regressors
in the equation.
The (1 - a)% confidence interval is:
v-4) e, = ±
C^) where critical t value with (n - k - 1) degrees of freedom.
Suppose that use of multiple regression in analyzing the data in Table
V-1 gives I
V-5) Y= 11.33 + .0689 X^ + .603 X^
(27.04) (.00696) (.752)
where is the fertilizer variable, X^ the rainfall variable, and the
values in parentheses are the standard errors. With this information we
can calculate thet values for 3^ and
V-6) t = — = ' = 9 90
1 So .00696
^2
Likewise, the confidence intervals for 3^ and 32 are given by:
V-8) = .0689+ (2.776) (.00696) = .0689 + .0193
V-9) 32= .603+ (2.776) (.752) = .603+2.088
oo
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Nonlinear Models
A note of caution should be offered for the use and Interpretation
of multiple regression In the estimation of nonlinear relationships. Suppose
we have the nonlinear model (the quadratic):
V-10) Y = a + 3^ X+
which we estimate by multiple regression. Note that while ^e have only
one Independent variable X, we have two regressors, X and X . If we wish
to determine the marginal Impact of X on Y, we cannot simply infer that
3^ Is that marginal value. Let
V-ll) Y = a + B,X + e
0 t 1 o 2 o
be the Initial value of Y for a given value of X . We can calculate the
marginal effect of X by increasing X one unit
(V-12) Y = a + e (X + 1) + e (X + 1)^
1 1 o 2 o
The change in Y represents the marginal effect of an additional unit of X
V-13) (Y - Y) =o+B (X + 1) + e (X +1)^ - a - BX - B,X^
lo lo 2o loZo
=a+B^x^ +B, +B^x^ +2B2X^ +@2
- « - - ^2^0
V-14) (Y. - Y ) = 3t + 23„X^ + 3„ - (2X + 1)
lo 1 2o212o
Thus, in this nonlinear case, the marginal contribution of X to Y is
not simply 3-, • It also depends on the value of 3o and the level of X .
X z o
Dummy Variables
It may be useful to introduce "constructed" variables which take on
only two values (usually 0 and 1) when building and estimating economic models
These variables are commonly called "dtmmiy variables." The usefulness of
dummy variables comes mostly from the .flexibility one has in defining them.
They can provide a numerical representation of characteristics that are not
typically quantitative. For example, a dummy variable could be so defined
as to equal 1 for all postwar years In an economic time series, and zero
for all other years. Or it might be defined to equal 1 for all non-white
households, and zero otherwise. For a set of firms In a specific industry,
the dummy might be used to distinguish firms having over-seas branches from
all others.
However, the definition of a dimmiy variable need not be restricted to
nonquantifiable characteristics. For example, in economic time series, one
might distinguish years of full employment with d dummy variable based on
some specific norm. Or, firms with 500 but fewer than 1000 employees could
be classified with a dummy variable.
oo
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Suppose in our yield-fertilizer example we wish to treat rainfall
as a discrete variable rather than as a continuous variable in order to
isolate "drought" from normal conditions. We can specify a multiple
regression model as:
V-15) Y= a + + 62^2 + e
where Y is yield, X- is fertilizer application, and X« is a dummy for drought
conditions. We will let X2 = 0 for normal years and X2 = 1 for drought years.
The single equation (V-15) is equivalent to the following two equations.
V-16) Y= a + 3^X^ + e for normal years
V-17) Y= a + + 02 ® drought years
/
The parameter ^^epresents the effect of drought conditions on yield
and B- the effect of fertilizer. Note that one multiple regression of
Y on and X2 as in (V-15) will give the two equations (V-16) and (V-17).
Multi-Equation Econometric Models
Single-Equation models are quite often adequate for forecasting
or other analyses in which the focus is on explaining or predicting one
variable. If values of several variables are to be explained or predicted,
a multi-equation model may be needed, particularly if the several variables
are interrelated, e.g., price and quantity consumed of a given commodity.
Multi-equation models may be used primarily for forecasting. Quite often,
however, these models are developed with other objectives in addition to
forecasting in mind, e.g., estimation of demand and supply elasticities
and other structural parameters and generation of projections under alter
native policy scenarios. The major objective of the following discussion is
to introduce some of the principles and procedures involved in the construction
and use of multi-equation models.
Definitions
To begin the discussion definitions of the terms endogenous variable,
exogenous variable, structural model, complete model, and reduced form are
in order. An endogenous variable is one whose value is determined within
the model. For example in a model designed to explain and predict cattle
prices, cattle price would be an endogenous variable. An exogenous variable,
on the other hand, is one whose value affects the values of the endogenous
variables in the model, but whose value is determined outside the model. To
continue the example, per-capita income would be an exogenous variable if
included in a model to explain and predict cattle prices. A structural model
is a set of equations which represents the process by which the values of the
endogenous variables in the model are generated. The structural model, theii,
is a description of the way the exogenous variables, the parameters in the
structural equation, and the error terms in the structural equations interact
to determine values for the endogenous variables. The structural model is
complete if there are as many independent equations as there are endogenous
variables. The reduced form is the set of solution equations for the struc
tural model whereby each endogenous variable in the model is expressed as a
function of all exogenous variables in the model.
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O Alternative Types of Structural Models
The process of developing a multi-equation model usually begins with
the identification of endogenous and exogenous variables and the specificati n
of a structural model. This step usually requires some knowledge of economic
theory, an understanding of Institutions that have an impact on ^°Senous
variables under investigation, and a knowledge of data sources. The structural
model specified may be one of three types. To illustrate these three types
the following notation will be used: Y , Y and Y are the endogenous vari
ables, X's are exogenous variables, B's'^are'^structufal parameters that are
coefficients of the endogenous variables, y's are structural parameters that
are coefficients of the exogenous variables, and y's are error terms.
One type of structural model is the simultaneous equation model. The
general form of this structural model for the case of three endogenous
and two exogenous variables is:
V-18) + ^13^3 + ^10 ^ ^11^2 + "lA ^
V-19) + ®23^3 + ^20 + ^21=^1 ^22=^2 + ^^2
V-20) + $32^2 + Y30 +Y31X2 +Y32X2 + U3
The model is simultaneous because each endogenous variable is a function of
all the other endogenous variables in the model. Simultaneous-equation
structural models are often employed to represent the interaction of supply
and demand to determine current price and quantity of a commodity. For
example, the determination of the price and quantity of eggs might be
represented by the following two-equation, simultaneous-equation model:
V-21) Y^ = + ^10 - ^12 ^2
V-22) = B,,Y, + Y2o + Y23X3+U2
where is the price of eggs, Y is the quantity of eggs consumed, Y-in
Y20 intercept terms, is the quantity of bacon produced, X2-is consimier
Income, and X3 is the price of chicken feed. The first equation is a demand
equation and the second is a supply equation.
A second type of structural model is the recursive model. A recursive
model is a multi-equation model that is not simultaneous. The general form of
the recursive model for the care of three endogenous variables and two exogenous
variables is:
^^-23) Y^ = Y,o + + Y12X2 +
V-24) Y^ =321^ + T20 +Y2iX^ +Y22X2 +P2
V-25) Yg =e^^Y^ + 8^2'5^2 ^^30 ">^31^1 '^ 32^ ^3
Cj Their model is recursive because the value of Y is determined in the first
equation by the value of exogenous variables only, the value of is determined
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in the second equation by the value of from the first equation and by
the values of the exogenous variables, and the value of is determined
in the third equation by values of Y and Y^ from the first two equations
and by values of the exogenous variaoles. 'Thus the values of the endogenous
variables are determined sequentially rather than simultaneously. In
agricultural price analysis this type of model might be used to represent
determination of retail- and farm-level prices:
V-26) + Y12X2 + Y13X3 +
V-27) + Y21 H-
Here, Y^^ is retail price, is quantity supplied at retail, X2 is quantity
of a completing commodity supplied at retail, X. is consumer income, Y- is
farm price, and is marketing cost. Notice that quantity supplied at
retail is assumed exogenous, and not a function of current farm or retail
price, in this example.
The third type of structural model, the block-recursive model, is a
combination of the first two types. A block-recursive model for the case of
three endogenous variables and two exogenous variables may be represented
as.follows:
V-28) + y^2X2 +
V-29) Y^ = £2^Y^ + Y20 + Y2A + ^22^2 + <^2
-V-30) Y^ = gg^Y^ + + Y30 + Y3j^X^ + Y32X2 + U3
Notice here that Y^ and Y^ are determined simultaneously by the first two
equations and that Y^ is determined recursively by the third equation.
Large-scale multi-equation structural models are often block-recursive models.
This type of model might be used to represent farm and wholesale price
determination for a commodity sold in both domestic and export markets.
V-31) Y^ = e^3Y3 + Yio + YnXi +
V-32) Y^ = @23^3 + Y20 + Y22X2 + U2
V-33) Y^ + Y^ = X3
V-34) Y^ = B„Y3 + Y^^X^ + U3
Here, Y
consumer
is quantity sold domestically, Y^ is wholesale price, X^ is domestic-
a income, Y2 is quantity exported, X2 is population in major importing
countries, X^ is total quantity produced, Y^ is farm price, and X, is marketing
cost. The ertdogenous variables Y^, Y^, and Y_ are jointly determined by the
first three equations (even though Y^ does not appear on the left hand side
of any of the equations). Notice that the first two equations are demand
equations and the third equation is an identity. The value of Y,, farm price,
is determined recursively by the fourt equation.
OO
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The Reduced Form
j A structural model of any of the three types just discussed may be solved
for the values of the endogenous variables provided that It is a complete model
and that values of all the exogenous variables and structural parameters are
given. Consider for example the following two-equation simultaneous model
which Is a complete model.
V-35) = 012^2 + Y,0 +
V-36) Y2 = 021^1 + Y20 + + >^2
These two equations are structural equations and the B's and X*s are structural
parameters. The solution values for Y- and Y„ are given by the following two
equations which were obtained from Equations V-35 and V-36 by algebraic substitution.
V-37)y ^12'^ 20-^10 ^11 h2[z2_ ^12^2~'^ 1
^ " e,2e2i - 1 312^21-1 1• ^12321-1 2 6^2^21-1
V-38) V =^2l'^ 10'^ 20 _ ^21^11 ^ ^
^ ®12®2r^ ^ ^12^21"^ ^ ^12^21"^
These two equations are called reduced form equations. They express the solution
values of the endogenous variables as functions of the values of the exogenous
variables and structural parameters. The intercepts and coefficients of the
exogenous variables in the reduced-form equations, e.g., the coefficient ^11
of X- in the first reduced-form equation, are called reduced-form ^11^12~^
coefficients. They are parallel to the structural parameters in the
structural equations.
Useful information is provided by both the values of the structural parameters
and the value of the reduced-form coefficients. The interpretations of the value
of the structural and reduced-form coefficients, however, are different. The
structural coefficients in a given structural equation show direct impacts of
changes in exogenous and other endogenous variables on the dependent endogenous
variable in the equation. The reduced form coefficients, on the other hand, show
the combined direct and indirect Impacts of changes in each exogenous variable
on each of the endogenous variables. A numerical example may help clarify
this distinction between structural and reduced-form coefficients. Consider the
following two-equation structural model:
Yi = -.5y2 + 100 + .Glx^ +
^2 ^ ^^1 + 25 + .5X2 ^2
The reduced form equations for this structural model are:
Y^ = 43.75 + .005 x^ - .125 X2 + .5 - .25 ^2
oo
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Y2 = 112.5 + .01 + .25 X2 + + '5
The coefficient of X^, for example, in the structural model shows that the
direct impact of a one-unit change in is a change of .01 units in y.
The coefficient of in the first reduced-form equation, however, shows that
the combined direct and indirect impact of a change in X^ is a change of
.005 units in Y^. Notice that the combined direct and indirect impact is
smaller than the direct impact alone. The reason is that, as can be seen
from the structural model, an increase in X^ increases Y^, which in turn
increases Y , which in turn decreases Y^. Thus, in this specific case,
the indirect impact counteracts part of the direct impact.
Forecasting
If a multi-equation model is to be used only for forecasting then the
emphasis in model development may be placed on the reduced form rather than
on the structural model. The reduced-form coefficients can be used to forecast
values of the endogenous variables for given values of the exogenous variables
because the reduced-form coefficients measure the combined direct and indirect
impacts of each exogenous variable on each endogenous variable. To obtain estimates
of the reduced-form coefficients ordinary least-squares regression analysis may
be used. Forecasts a.re obtained by multiplying these coefficient estimates by
the values of the exogenous variables (which may either be known at the time
the forecast must be made or forecasted by using a pattern-forecasting, or
some other, technique). The regression results may be also used to compute
confidence intervals around the forecasted values. Forecasts and confidence
intervals obtained by using the reduced form are based on the assumption
that the structure, or represented by the structural model, remains unchanged
from the estimation period (i.e., the period from which the observations used
to estimate the reduced form were drawn) to the forecast period. If this
assumption is violated forecasts based on the reduced form may not be satisfactory.
Identification
One conclusion to be drawn at this point is that if a multi-equation
model is to be used only for forecasting and if the structure remains unchanged
from the estimation period to the forecast period, the only parameter estimator
needed will be estimates of the reduced-form coefficients. If, however, fore
casting is the only objective but the structure changes from the estimation
period to the forecast period, or if the multi-equation model is to be used
for purposes other than forecasting, then estimates of structural parameters
may be needed. Estimates of structural parameters will be needed if, for
example, the objective is simply to determine values for reflected structural
parameters (e.g., the price elasticity of demand), or if an objective is to
determine what impacts change in a selected policy variable (e.g., an excise
tax) may have.
Estimates of structural parameters may be obtained only if certain
conditions prevail. Estimates of structural parameters, like estimates of
reduced-form coefficients, can only be obtained if there are a sufficient
number of observations so that an appropriate estimation procedure may be
applied. There is, however, another condition that must prevail if structural
parameters are to be estimated; the structural equations which include the
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structural parameters to be estimated must be identified. If the structural
equations are not identified, estimates of the structural parameters cannot
be obtained even if the number of observations that can be used in estimation
is infinite.
There is a rule that can be applied to determine whether a structural
equation is identified. The rule is: A structural equation is identified
if the number of exogenous variables in a model that are excluded from
the equation is greater than, or equal to, the number of endogenous variables
included in the equation less one. If the number of excluded exogenous
variables is equal to the number of included endogenous variables less one,
the equation is said to be just identified. If the number of excluded
exogenous variables is greater than the number of included endogenous
variables less one, the equation is said to be over identified. On the
other hand, if the number of excluded exogenous variables is less than the
number of included endogenous variables less one, the equation is unidentified.
If an equation is either just identified or overidentified estimates of the
structural parameters can be obtained (in the former case unique estimates
of structural parameters can be obtained from reduced-form coefficients, while
in the latter case more than one estimate of each structural parameter can be
obtained from the reduced-form coefficients). If an equation is unidentified
estimates of the structural parameters cannot be obtained. The state of
identification of different equations in a structural model may be different;
one or more equations may be unidentified, while one or more other equations
are just identified, while one or more others are overidentified,
Some examples may help clarify the identifications problem and provide
a better understanding of the reasoning underlying the condition for
identification. Consider first the following structural model of supply and
demand for a commodity.
V-39) Y, = 3,2^2 +
V-40) = @21^1 + ^20 ^ ^2
where is price and is quantity. Notice that both equations are unidentified
because there are no exogenous variables in the model and thus none excluded
from either equation. Values of the endogenous variables that may be generated
by this model are depicted graphically in section (a) of Figure V-1. Variation
in either or Y is caused only by variation in e^ and e_, the error terms.
Neither an estimate of the structural demand equations nor an estimate of the
structural supply equation can be obtained from these values for Y and Y2, thus
both equations in the structural model are unidentified. An attempt to determine
the parameters of either structural equation from these observations would
be much like an attempt to determine both the slope and intercept of a straight
line by using just one point.
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Consider next a slightly modified version of the first example.
V-41) + Yio +
V-42) + T20 + ^2
Here, consumer income (X^) is an exogenous variable included in the structural
demand equation while the structural supply equation remains the same in the
first example. The demand equation in this second example is unidentified while
the supply equation is just identified. Values of and generated by this
model are depicted in section (b) of Figure V-1. Changes in shift the
demand curve but do not affect the supply curve, and thus trace out points
on the supply curve. The parameters of the supply equation can therefore be
estimated, i.e., the supply equation is identified, while the parameters of
the demand equation cannot be estimated.
Estimation of Structural Parameters
Estimates of structural parameters in a multi-equation model may be obtained
by using several different procedures depending upon the type of model, whether
the equations are just identified or over identified, and the analyst's preference
among estimation methods.
For a recursive model, ordinary least-squares regression analysis (OLS)
may be applied as follows to obtain estimates of structural parameters. First,
apply OLS to the equation with only one endogenous variable, say Y (i.e.
the equation with no endogenous variables on the right-hand side) to obtain
estimates of the structural parameters for this equation and to obtain predicted
values 1?^. Next, replace Y on the right-hand side of the second equation by
and apply OLS to this^equation to obtain^estimates of structural parameters
and predicted values Next,^replace Y and Y2 on the right-hand side of
the third equation by Y^ and Y^ and apply OLS to obtain estimater of structural
parameters for the third equation predicted values Y^. Continue the procedure
for the fourth and any additional equations.
Estimates of structural parameters for equations in a simultaneous model
that are just identified may be obtained from the reduced-form coefficients
which, in turn, are obtained by using OLS. The procedure may be illustrated
by using the example in Equations (V-35) and (V-36) which is a structural
model consisting of two just-identified equations. Expressions for the reduced
form coefficients for the model in Equations (V-35) and (V-36) are given in
equations (V-37) and (V-38). The estimates of the reduced-form coefficients
obtained by using OLS may be denoted as follows:
V-«)
V-44) =1^20 +"22=^2
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By using the reduc'ed-forra coefficient estimates and Equations (V-37) and
(V-38) , estimates of the structural parameters may be obtained as follows
V-45)
V-46) =-'12/^22
v-47) Y,, = - 1)
V-48) ^22 " ^22 ^®21®12 ~
and Y20 obtained by solving the system.
V-49) Y^o "^10 ^^21^12 " '>'20 ^12
A A
V-50) Y20 ^20 ^^21^12 " ">^10 ^21
Thus, once the estimates of the reduced-form coefficients are obtained, the
estimates of the structural parameters can be obtained. This procedure is called
indirect least squares and it is applicable only to structural equations that
are just identified.
Structural parameters for equations in a simultaneous model that are
overidentified may be estimated by using two-stage least squares. This procedure
involves the following steps. First, estimate regression equations with each
endogenous variable as the dependent variables and all exogenous variables as
independent variables. (This amounts to estimating all reduced-form equations).
Second, compute predicted values for each endogenous variable by using the
equations estimated in the first step. Third, replace actual values of all
endogenous variables on the right-hand side of each structural equation with
predicted values obtained in the second step and they apply OLS to each equation
to obtain estimates of structural parameters. This two-stage least-squares
procedure may also be applied to just-identified equations to yield the same
estimates as are obtained by using indrect least squares. OLS is sometimes
applied directly to identified structural equations to obtain estimates of
structural parameters, however, the assumptions of OLS are violated if this
procedure is followed and the resulting estimates of structural parameters
are biased.
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Some Econometric Problems
The multiple regression model is a powerful and widely used statistical
tool. However, its power depends on certain assumptions being fulfilled
for a particular application to be successful. There are situations in
which these certain assumptions underlying the general linear model break
down. Two of these problem situations are referred to as multlcollinearity
and autoregression.
Multlcollinearity
One of the basic assumptions underlying the general linear model is
that the X's are independent—that one of the explanatory variables is
not correlated with another. When some or all of the explanatory variables
are highly, but not necessarily perfectly, correlated, the problem of
multlcollinearity exists.«»The main consequences of multlcollinearity as
outlined by Johnston are:—
(1) The precision of estimation falls so that it becomes very
difficult to disentangle the Influence of the various
independent- variables. Specifically, parameter estimates
may have very large errors and the sampling variance of
the coefficients may be very large.
(2) Investigators may be led to drop variables as unimportant because
their coefficients are not significantly different from zero.
However, the true situation may not be that the variable has
no effect, but simply that the set of sample data has not allowed
the researcher to pick it up.
(3) Estimates of coefficients becomes very sensitive to particular
sets of data, and the addition of a few more data points can
sometimes produce substantial shifts in some of the coefficients.
The detection and solution for multlcollinearity is beyond the scope
of this Introduction to multiple regression. However, the beginning .
researcher should be advised to consult more advanced treatments of the
problem (See Johnston, pp. 159-168), or should seek assistance from a
knowledgeable statistician or econometriclan.
Autoregression
Another critical assumption of the general linear model is that the
error terms are uiicorrelated. For cross-section data this means we assume
that the error term that is associated with one unit is uninfluenced by
the error for other units. In time series data, we assume that the error
terM are not serially dependent or correlated. If these assumptions are
violated, we have a problem of autocorrelation.
3/— Johnston, J. Econometric Methods, New York: McGraw-Hill Book Company,
2nd edition, 1972.
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The consequences of autocorrelation include:
(1) unduly large sampling variances of the estimates;
(2) serious underestimates of the sampling variance of the estimates
if the least square method is used; and
(3) predictions with large sampling variances.
Most computer regression packages print out a statistic for detection
of autocorrelation called the Durbin-Watson statistic. Some computer
packages also offer a technique for alleviating the autocorrelation
problem. Again, the beginning researcher should seek sources of assistance
for this econometric problem (e.g. Johnston, pp. 243-266).
Simulation
The statistical and econometric techniques discussed thus far can
best be used in forecasting or projection work with specific focus on
prices or quantities of a particular commodity or a specific macro variable
such as employment, income, money supply, etc. However, in evaluating the
future consequences of alternative government programs for example, or
in projecting the implications for resource use, production, and prices of
a set of commodities under different assumptions with respect to export
and domestic demand, a more complex methodology or method of projection
may be required. Econometric simulation is such a procedure and may be
useful (or in fact essential) in evaluating complex systems problems
or in completing systems forecasts. Econometric simulation techniques
will only be briefly reviewed here since the time and space is not available
to make the reader "operationallv familiar" with the techniques.
Essentially, simulation involves performing experiments on a particular
problem or issue with the aid of a computer for rapid calculation of the
numerical consequences. In a sense, simulation enables the analyst to
perform experiments that would be too costly or impossible to perform
on the real economic system. Thus, a simulation model can be used as a
"laboratory" to project the expected consequences of alternative decisions
so that the impact of a change in policy or behavior in the real world can
be evaluated before that decision or policy change is made.
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A simulation approach enables the analyst to Integrate numerous
relationships in his model. To Illustrate, the various subsectors of the
agricultural economy can be linked to, determine the impact of cl^anges in
resource supply or utilization of one commodity upon the supply and/or demand
of a related commodity. This linking of related subsectors is essential
to trace both primary and secondary effects of changes in such areas as
government policy. For example, increased price supports for corn would
be expected to not only increase production in the feed grain sector, but
it would also influence the acreage planted to soybeans and wheat.
Econometric simulation enables one to incorporate these cross-commodity impacts
more explicitly in the analysis.
In addition to the linking of subsectors and cross commodity impacts,
simulation procedures also enable the analyst to trace through time the
indirect impacts of various changes in programs or policies. Thus, a
sequential simulation model would Include time relationships so that
feedback from previous decisions are explicitly incorporated in the model.
Such an approach to projections utilizes the lagged relationships commonly
included in econometric analysis. So simulation enables an analyst to
include important dimensions that are more representative of the real world
in his economic forecast or projections.
It is important to recognize that econometric simulation is not incom
patible or inconsistent with the statistical and econometric techniques
discussed earlier. In essence, econometric simulation is only an extension
of these earlier techniques and builds upon them. Thus, to do an economic
simulation of a particular issue or use it in forecasting the Impacts of
alternative governmental programs and policies for example, estimated
relationships between sets of variables must be obtained. These
relationships are usually estimated using the forecasting or projection
procedures discussed earlier such as regression analysis. The simulation
procedure then links the estimated relationships In a logical sequence
and converts them into a computer language. This computer model is
then "operated" by specifying a set of initial conditions and specify
values for the decision variables such as governmental programs or export
demand.
In the recursive simulation models, each equation that represents
a structural component of the total system is solved and then those solution
values become available to be used in succeeding equations. In such a
recursive system of equations, each dependent variable (that variable
whose values are explained by the model) is specified as a function of
predetermined variables (variables whose values are determined outside
the model) and variables that have been treated as dependent in one of
the earlier equations of the model. After all of the equations that
have been Included as part of the system are solved; one time period has
elapsed and the computer program returns to the first equation to begin
oo
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the process of generating information for the second period. Thus, such
a model is sequential in two dimensions. First, the relationships within
a period are solved within a particular order which enables feedback
or information to flow from earlier to later decisions. The model is
also sequential or recursive in the sense that it is solved over time
for a number of periods—allowing information and results generated in an
earlier period to have an impact on the performance in future periods.
This sequential nature of simulation models parallels the decision and
Implementation process in the real world where decisions of producers
and consumers not only impact the current economic and technological
environment, but also future environments as well as future decisions.
So econometric simulation is a logical extension of the statistical
procedures discussed earlier and uses those procedures as an integral
part of the modeling process. Since economic relationships are the
core of the simulation approach,many of the concepts discussed earlier
with respect to the theoretical basis for developing forecasts are equally
applicable to simulation. In addition, the simulation procedure may
require additional modeling and logic expertise to develop the inter
relationships and linkages between the various econometric equations.
Such linkages must be based upon economic logic as well as knowledge of
the institutional structure of the system being analyzed. For example,
to determine the impact of governmental programs and policy changes on
the supply and price of agricultural commodities, the analyst must build
linkages between the various commodity supply and demand equations that
reflect such economic relationships as cross-price elasticities and input
substitution as well as the regulations on cross-compliance between
commodities or the interrelationships between the storage and supply
management programs of the government.
As might be expected, econometric simulation is frequently involved
in the analysis of the projected impact of various government policies
and programs. To illustrate the use of such simulation procedures, two
examples will be briefly reviewed. The first simulation model is of the
U.S. agricultural sector and was used to develop projections for the
year 2000 under different scenarios with respect to U.S. farm policy and
exports. The second simulation model has been applied to policy analysis .
in Nigeria.
The U.S. agricultural simulation model to be discussed here is a
recursive or sequential model which traces the relationships between
independent and dependent variables through time.—' The model includes
five commodity submodels to reflect the production activity in the U.S.
livestock, feedgrains, wheat, soybeans, and cotton sectors. For each
commodity submodel, the agricultural production process is represented
by a set of econometric equations, and the output and income responses
—Reynolds, Thomas M., Earl 0. Heady, and Donald 0. Mitchell, "Alternative
Futures for American Agricultural Structure, Policies, Income Employment
and Exports. A Recursive Simulation" CARD Report 56, Center for Agricultural
and Rural Development, Iowa State University, Ames, 1975.
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are also represented by econometric relationships. Thus, within each
commodity submodel the inputs of capital stocks such as machinery and
equipment, buildings and facilities and land are combined with variable
inputs such as fertilizer, seed, machinery and labor to determine commodity
outputs. Output along with information from previous years on stocks or
carryover are included in demand relationships to determine coimnodity
prices and farm income. Various government programs are exogenously
entered in the analysis through prespecified levels for the support price
for commodities as well as government storage.
The relationships between the various commodity submodels are
summarized in FigureV-2. This flow chart of the simulation model indicates
the interrelationships between the various commodities, the role that the
exogenously specified per capita income and population along with exports
play In the model, and the Interactions between the livestock and feederaln
and soybean submodels. Each of the economic relationships identified in
FigureV—2 is described with an econometrically estimated equation or set
of equations. The linkages between the various econometric equations
enables the analyst to accurately and completely reflect the recursive
or sequential nature of decisions and responses in the agricultural sector.
Thus, the model can be used to forecast or project the financial consequences
in terms of income, prices, resource use and production for not only
each major commodity but the entire agricultural economy for different
export and government program scenarios.
A brief review of the results of this study illustrates the type of
projections that can be made with such a simulation model. These simulations
included two alternatives as to the future production efficiency of U.S.
agriculture. One alternative - the trend future— "assumes the continuation
of historical trends in farm size, technology, resource and export demands.
The maximum efficiency future examines policies designed to increase total
output and efficiency of agriculture to meet an expanded world market."^/
"Two simulation alternatives analyze the effect of
current farm programs with the trend future. Simulation
1 includes the 1973 farm program, while Simulation
2 estimates the impact of removing farm programs and
returning to a free market structure.
Growing export demand and an assumed U.S. population
of 300 million by the year 2000 cause total demand
for all commodities to Increase steadily from 1975
to 2000 in trend futures. Soybean and feed grain
demands show the largest increase because of sub>-
stantial growth in exports and higher per capita
consumption of livestock. Acreage requirements for
feed grain increase to 121.4 million acres of feed grain
and 70.1 million acres of soybeans by the year 2000 in
2/
— Ibid, page XIV,
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Simulation 1. Wheat and cotton acreage requirements
decrease to 47.7 million acres and 10.8 million acres,
respectively, by the year 2000 because of greater Increase
In yields relative to the growth in wheat and cotton
demands. By 1995 the growth in soybean and feed grain
acres expands the total acres planted to wheat, feed
grains, soybeans, and cotton to 250 million acres, the
historical cropland base for the four crops.
Farm programs in the trend future maintain stable prices
during the period from 1975-94 through price supports
and acreage control programs. Stable crop prices average
$1.89 per bushel for wheat, $1.31 per bushel for feed
grains, $3.33 per bushel for soybeans, and $.35 per pound
for cotton in constant 1972 dollars. Crop prices Increase
after 1995 as demand continues to grow, while cropland
available for wheat, feed grains, and cotton is constrained
to the historical base of 250 million acres.
The Initial response of farmers to removal of farm programs in
Simulation 2 is to Increase production. This depresses crop
prices to $1.32 per bushel for wheat, $1.01 per bushel for
feed grains, $3.06 per bushel of soybeans^ and $.18 per pound
of cotton during the period 1975-89. By 1994 crop prices begin
to Increase as crop demand begins to reach the supply capacity
of the trend future'.
Gross farm Income grows steadily under the farm program in
Simulation 1 with a growing demand for agricultural commodities.
Gross farm Income reaches $83.3 billion in 1985 and $112.2 billion
in 2000. Total net farm Income under Simulation 1 increases
to $29.6 billion in 1985 and $42.1 billion in 2000. Without
farm programs (Simulation 2) total net farm income is lower
at $21.9 billion in 1985 and $37.8 billion in 2000.
In both of the trend futures, the number of commercial farms
(sales greater than $2,500) is assumed to decline to 1.3 million
by the year 2000. Declining farm numbers combined with growing
farm Income Increases net income per commercial farm from
$11,036 in 1969-72 to $18,789 in 1985 in Simulation 1 and
to $13,902 in Simulation 2. By the year 2000, net Income
per commercial farm in the Simulation 1 grows to $31,801.
Farm programs are necessary to support farm prices and Incomes
in the years 1975-95 because the productive capacity of
agriculture exceeds commodity demands at legislated target
prices. After 1995 growing domestic and foreign demand
require U.S. agriculture to produce at full,capacity.
Growing soybean and feed grain acreage requirements eliminate
the need for feed grain acreage diversion by 1994, thus
significantly reducing farm program payments.
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Consumer food expenditures Increase under Simulation 1 as
consumers increase consuipptlon of meat and poultry products.
Total per capita food expenditures increase from $557 in
1969-72 to $641 in the year 2000. Projected increases in
per capita disposable income reduce the proportion of dis
posable income spent on food from 15 percent in 1969-72 to
8 percent in the year 2000. Lower per capita food expenditures
occur in Simulation 2 because of lower crop prices.under the
free market.
Policies of the maximum efficiency future are designed to
increase farm productive efficiency- to meet domestic and
foreign demands at reasonable prices. These policies include:
a change in farm structure to a larger more efficient farm
size; increases in research expenditures to increase crop
yields 15 percent above the trend projections; and elimination
of production controls to allow greater efficiency in the
geographic location of crop production. This study assumes
that a price support program would be implemented by the
government to encourage the adoption of new technology and
to prevent a severe drop in farm prices and incomes. A
direct government purchase is used to prevent farm prices from
falling below minimum levels of $1.20 per bushel for wheat,
$.90 per bushel for feed grains, and $.18 per pound for cotton.
This program could involve government purchases of surplus
commodities for non-market export either under subsidy or as
part of an aid program to needy nations.
A wide range of crop exports are examined under the m^imum
efficiency future, since export demands plays such a key role
in absorbing the increased productive capacity of the maximum
efficiency futures. Simulation 3 determines the export levels
needed to maintain market prices of wheat, feed grains, and
cotton at the 1973 legislated target levels. Simulations 4
through 7 estimate the impacts of increased productive capacity
and efficiency in the maximum efficiency future under the
assumption of: trend exports (Simulation 4); 30 percent above
trend exports (Simulation 5); exports 50 percent above trend
exports (Simulation 6); and exports twice the level of trend
exports (Simulation 7).
Increases in production in the maximum efficiency futures
are absorbed by substantial increases in crop exports. The
gap between production and domestic demand decreases from
1980 to 200 as the growth of domestic demands, especially
livestock feed demands, increases faster than the growth of
output. In Simulation 3 market exports in the years 1975-8
needed to absorb production in excess of domestic demand
with prices at the 1973 target levels are substantially higher
than 1972-73 levels, averaging 77.6 million tons of feed
grains, 1430.1 million bushels of wheat, 656.8 million bushels
of soybeans, and'14.7 million bales of cotton.
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In Simulations 4, 5, and 6, market export demands are assumed
to be at trend levels, 30 percent above trend, and 50 percent
above trend, respectively. Excess production Is purchased
and exported through government programs to support prices at
$1.20 per bushel for wheat, $.90 per bushel of feed grains and
$.18 per pound of cotton. With exports at trend levels.
Simulation 4, excess production averages 676.6 million bushels
of wheat, 44.1 million tons of feed grains, and 3.4 million
bales of cotton from 1980 to 2000., totaling $1.3 billion
annually for government purchases. A 50 percent Increase in
trend exports. Simulation 6, is required before the government
export disposable programs are eliminated.
Exports in Simulation 3 are at levels sufficient to maintain
farm prices at target levels averaging $2.06 per bushel for
wheat, $1.42 per bushel for feed grains, $3.38 per bushel for
soybeans, and $.38 per pound for cotton. Neither the export
levels of Simulation 4 (trend levels) nor exports in Simulation
5 (30 percent above trend levels) Increase total demand enough
to match the growth of crop production. As a result, crop
prices stabilize at mlnlmimi support levels In Simulations 4
and 5 through the years 1975 to 2000. The Impact of a 30
percent increase in trend exports in Simulation 5 merely reduces
the level of government support required to maintain minimum
prices. Even a 50 percent increase in trend exports demand in
Simulation 6 Is not sufficient to raise prices above minimum
levels in the years 1980-94.
After 1994 growing domestic and export demands in Simulation 6
(50 percent Increase in trend exports) of the maximum efficiency
future exceed the growth in crop production. This causes crop
prices to rise to $1.81 per bushel for wheat, $1.72 per bushel
for feed grains, $4.48 per bushel for soybeans, and $,18 per
pound for cotton in the year 2000. The high export demand levels
in Simulation 7 Increase crop prices each year from 1972 to
2000 as domestic and export demands grow faster than Increases
In production. By 2000 crop prices increase to $2.99 per
bushel for wheat, $2.45 per bushel for feed grains, $7.06 per
bushel for soybeans, and $.63 per pound for cotton.
Increased crop production and Input efficiencies in the
maximum efficiency future at target prices (Simulation 3)
increases net farm Income an average 22 percent above the
farm program trend (Simulation 1). In the maximum efficiency
futures with exports growing at trend (Simulation 4) and
30 percent above trend levels (Simulation 5), market demand
is not sufficient to maintain prices above minimum support
levels. As a result, net farm Income averages 46 to 42 percent
V-26
o lower than in Simulation 3. A50 percent increase in trend
exports (Simulation 6) does not raise net farm income significantly
until after 1995 when domestic and export demands have grown
enough to reduce the excess capacity of agriculture. The
maximum efficiency future under high export levels (Simulation 7)
shows the largest increase in net farm income due to rising
crop prices. ' In Simulation 7 net farm income grows to $77.5
billion by 2000 compared with the $42,7 billion under the
maximum efficiency future at target prices (Simulation 3).
Farm policies in the maximum efficiency futures promote large
efficiency farms (sales greater than $40,000) and reduce the
number of commercial farms from 1.796 million in 1969-72 to
1,032 million in 1985 and .983 million in the year 2000. Growth
in net farm income combined with the reduction in farm nimibers
Increases net income per commercial farm in the maximum efficiency
future at target prices (Simulation 3) to $43,457 by the year
2000, higher than net farm income per commercial farm under the
trend future with farm programs (Simulation 1). Net income per
commercial farm in the year 2000 ranges from $23,806 in
Simulation 4, (trend export•maximum efficiency future) to $78,794
in Simulation 7 (double trend exports maximum efficiency future),
O
o
Food costs in the maximum efficiency future vary directly with
increases in crop exports. Total food expenditures in the
maximum efficiency future at target prices (Simulation 3) reach
$624 in 2000, which is nearly equal expenditures in the trend
future under farm programs (Simulation 1). Food expenditure
in the year 2000 under the maximum efficiency future range from
$594 per capita to $691 per capita under high crop exports.
The primary source of increases in per capita food expenditures
is the increase in meat and poultry expenditures.
Clearly, the policy needed for agriculture in the future depends
upon future export levels. The farm policy adopted with have
long-run impacts on agriculture and the rest of society. If
exports grow at trend projections, then government support policies
will be needed, even under trend technology. Results indicate
that the ^port supply capacity of the maximimi efficiency future
is large, especially from 1980-85. If exports expand more than
50 percent above trend projections, then both consumers and the
farm sector can gain from productivity increases. At lower export
levels, policies of increased efficiency worsens the problem of
excess capacity in agriculture experienced in recent decades and
would require higher treasury costs to support farm prices and
Incomes, "^/
3/
-Ibid, oaees XIV-XXI
oo
o
V-27
The simulation model of the Nigerian economy is comprised of a
series of both econometric and accounting equationsThe major
emphasis of this model is also on the agricultural sector as indicated
in Figure V-.3. As with the U.S. simulation model discussed earlier, the
objective ot the Nigerian study is to evaluate the impact of alternative
governmental policies and programs on incomes, production, prices and
international trade of particular sectors and geographic regions of the
country as well as on specific commodities. As shown in Figure 2, the
model is comprised of three major components or submodels—the Northern
submodel, the Southern submodel and the non-agricultural submodel.
"The North, South and nonagricultural sub-models are each
shown as two interacting parts (in Figure V-3): 1) demography,
and 2) production, marketing, and consumption. These
parts are linked together by income flows, labor
supply, and the demands and supplies of subsistence
foods or, in the case of the nonagricultural sub-model,
labor supply and flows of consumer goods. The Northern
and Southern sub-model;sub-models are linked directly
with the nonagricultural sub-model through the flow
of consumer goods, raw materials for manufacturing,
and agricultural producers' inputs supplied by the
nonagricultural sub-model. Labor migration can
take place between the agricultural and nonagricultural
sub-models. The major interaction among the three
sub-models takes place through interregional trade
in food which is simulated by a market and inter
regional trade component.
Northern Sub-Model
The Northern sub-model consists of six interacting components.
The cattle production component simulates the meat and milk
production process in traditional and modern herd management
situations, using inputs of total digestible nutrients from
the production of various forage and grain crops. The main
interaction between the cattle and annual crop components
in the Northern Sub-model is the land allocation component
where the acreage in various crops partially determines the
quantities of total digestible nutrients available in the
cattle component.
The agricultural production and marketing component simulates
the production and marketing activities for groundnuts,
cotton and food. Land use is detemined by the land
allocation component, prices for food by the market
component, and yields by the modernization component.
—^Manetsch, Thomas J. et. ,al., "A Gener^fl Simulation Approaclx. to Agricultural
Sector Analysis with Special Reference to Nigeria," Michigan State University,
East Lansing, 1971.
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In turn, the production and marketing component computes
average returns to land and labor, which affect farmer's
land allocation decisions. The value added at'each
stage of production and distribution is also computed
in the production and marketing component, and utilized
in calculating the national accounts in the nonagri-
cultural component.
In addition, the market component of the total model
simulates the price mechanism of the cash food market
in each of the regional models. This component traces
the shifts in the demand for food, and utilizes the
calculated food supply to determine the price of food.
The consumption and budget component computes a number
of agricultural sector variables by the nonagricultural
model. There are expenditures on chemical inputs, capital
goods, and consumer goods derived from the calculated
income and population levels in the North. The component
also computes disposable incomes from production and
marketing, for use in the nonagricultural model, and per
capita income by region in the North.
Southern Sub-Model
The Southern sub-model is composed of five interacting
components. The agricultural production, marketing and
processing component computes the production from
acreages of traditional cocoa, modern cocoa, traditional
palm, modern palm, traditional rubber, modern rubber,
food and tobacco by simulating commodity yields and food
subsistence levels of the agricultural population.
Marketing and processing are modeled using accounting
equations based upon fixed relationships related to the
product. Input demands—labor, capital, chemical and
biological materials—are calculated for the functions
of production, processing and marketing. These variables
provide the main interaction with the nonagricultural
component of the national model.
The land allocation and modernization component of the
Southern model simulates farmers' allocation of land
to the traditional or modern production of cocoa, palm,
rubber, tobacco and food based upon economic, physical
and cultural factors.
The third component of the Southern model generates world,
market, processor and producer prices for the five commodities
considered in the previous two components. Two additional
components provide further interaction with other components
of the national model. The allocation of the agricultural
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modernization budget (from the national budget) is
made by the modernization program and policies com
ponent. The accounting component of the Southern
model computes values for the performance variables
for the Southern model as a whole, and provides
inputs to the national account section of the non-
agricultural model.
Nonagricultural Sub-Model
The nonagricultural model has a dual purpose within
the national model. It models in a broad rudimentary
way the nonagricultural components of the economy,
enabling key interactions between agricultural and
nonagriculture to be studied. The nonagricultural
model simulates the demand for agricultural raw
materials. Likewise, the model simulates the supply
of agricultural inputs, such as chemical materials
and fertilizer, and the supply of consumer goods and
services to the agricultural population.
The nonagricultural model also summarizes the accounting
variables of both the agricultural models and the non-
agricultural sector, and constructs national accounts
and balance of trade tables. These include measures
of gross national (domestic) product by branch of activity
and category of expenditure, government revenues, and
import-export balances."V
To illustrate the type of projections obtained with the Nigerian
simulation model, the results of five agricultural policy runs will be
summarized. The agricultural policies selected for evaluation include:
"(1) essentially a status quo agricultural policy
situation, involving current marketing board
policies and no major crop modernization
programs;
(2) changing the marketing board policy for export
crops by increasing producer prices for ground
nuts, cotton, cocoa, palm oil, and palm kernels
by 25 to 30 percent, making the marketing board
a "nonprofit" operation;
(3) introducing a combination of export crop modernization
programs involving government programs to modernize
groundnut and cotton production in the North, to apply
modern production methods and inputs to traditional
rubber with modern rubber in the South, and to encourage
new plantings of modern cocoa on bush land in the
South. These programs were funded for a ten-year
—^Ibid, pages 519-522.
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period from 1965-1975, with 12.5 million pounds
budgeted per year during the period of maximum
expenditure from 1967-1973;
(4) a combination of crop modernization programs,
(those specified in (3)) and improved marketing
board prices (as specified in (2));
(5) introducing a food crop modernization program in
the Middle Belt of Nigeria, with a maximum budget
of 5 million pounds per year during the maximum
expenditure period of 1967-1973.
The likely impact of each agricultural policy was projected
over a 28-year period. The simulation results point out
some interesting features likely to be associated with some
of the policies which were tentatively studied. For example,
increased marketing board export prices (policy 2 above)
stimulated a fairly rapid growth in gross domestic product
and value added in agriculture, with substantial increases
in agricultural workers incomes in the Northern annual crop
region being noted, particularly during the first 8 years
of the program. Southern agricultural worker incomes
exhibited a fairly gradual, longer lasting rate of increase
due to the longer gestation period required for change to
exert an impact in the perennial export crops in the South.
The export crop modernization program had very little effect
on gross domestic product during the first 12 years on the
simulation run compared to the status quo run, but exhibited
a substantially increased rate of growth compared to current
agricultural policies in the years following that (after the
gestation lag between efforts to stimulate adoption of these
new practices and technologies and the subsequent output
changes). In this program, the agricultural incomes to workers
in the north increased at about the same rate and timing as
the incomes of agricultural workers in the south, with an
increasing rate especially noted 15 to 20 years after Initiation
of the program in both areas. This may suggest that the
modernization policies defined were comparatively more
advantageous for the export crops in the South, since agricultural
worker incomes in the North did not begin their significant
increases until the South became more dependent! on the North
for food crop production 15 to 20 years after the initiation
of the export crop programs.
By combining improved export crop production technology and
management with improved export prices for producers, the
greatest growth in gross domestic product, agricultural exports,
and both gross and per capita returns to agricultural resources
was stimulated. The complementarity of these programs instigated
a stronger and more uniform rate of growth than did either of
these policies independently. It appears that the marketing
board policies stimulated the initial boost in export crop
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production and agricultural incomes, while the modern
technology stimulated a sharper rate of change after
the first decade when the growth attributed to marketing
board policy changes tapered off. While the latter two
policies stimulated the greatest growth in exports and
gross domestic products as well as agricultural incomes,
they also stimulated the greatest increase in food
prices, because of their impact on the effective demand
for food in the cash markets and the incentives provided
to farmers to switch to higher income export crops.
Consequently, food prices rose significantly impact on
nbnagricultural incomes, causing their caloric consumption
rate to be greater than it would have been if no changes
in agricultural policy had been implemented.
The policy of modernizing food crops in the Middle Belt
of Nigeria caused a slight decline in gross domestic
product and value added in agriculture compared to the
status quo policy; however, the caloric consumption rate
in nonagricultural sectors of the north and south exhibited
substantial increases compared to all other policies which
were explored. Thus, the net impact of a food modernization
program within presently available technology in the Middle
Belt would probably be strongly positive for nonagricultural
workers, positive for the agricultural workers in the Middle
Belt of the north, neutral for Northern agriculture as a
whole, and very likely negative for agricultural workers in
the south when comparing the resulting real income of each
group. If substantial advances are made by feed and food
grain and cash crop plant breeders, these simulated projections
would be modified substantially.
The illustrative policy runs demonstrate some of the advantages
of a complex, dynamic agricultural sector model. The differing
responsiveness over time of perennial versus annual crop policies
was particularly striking in policy campaigns. Regional impacts
were strikingly different in the food crop modernization policy
which was stimulated. The multiplier effects of these policies
(or effect on nonagricultural growth) varied directly with the
real output and income of agriculture. For example, where the
agricultural incomes changed primarily due to food price changes
(as in policy 5), the multiplier effect was negligible because
of the counter effect which a food price change would have on
the nonagricultural population's real income. Other price or
output changes caused a strong multiplier in direct relation
to the effect on agriculture. Also, the differential impact
of some policies on various gropus within the population was
particularly noteworthy when evaluating the food crop
modernization policy, with some groups substantially better
off, some worse off. Finally, the complementarity of some
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policies (in this case, higher prices combined with
introduction of new technology) was aptly demonstrated
in one case; this type of complementarity can be found
by experimentation with this type of model.
Linear Programming
One of the frequent tasks of the forecaster is to develop projections
or forecasts of production or supply response given different sets of
commodity prices. Single equation econometric models can be used to
develop supply functions using the statistical procedures discussed earlier.
In addition, the technique of linear programming can also be used in
supply response projections and analysis.
The basic concept of linear programming is to m^imize a linear
objective function subject to a set of linear constraints. This general
formulation of the programming model can be summarized in equations'V-51), V-52).
andV-53), 'y
V-51) Max TT =.2:' C X,
j j
where:
V-52) subject to.?-aj.X,< b. for all i
J=1 ij j- i
V-53) and subject to X. ^ 0
3
ttlXj = the level of the j production process or activity
c^ = the per unit return to the unpaid resource (b^ 's) for the j^^ activity
= the amount of the i^^ resource required for the j^^ activity
= the amount of the i^^ resource available
If the supply response for a firm is of interest, the objective might
be to maximize income or profit for a specified set of prices subject to
the constraints on resource availability. Increasing or decreasing one
of the commodity prices while all other commodity prices are held constant
would then trace out the optimal quantity of a particular commodity which
would be produced at different price levels. For the firm, the efficiency
or input-output coefficients, the resource availabilities and the cost and
return figures would be specific and unique to the particular entrepreneurial
unit.
-^Ibid, pages 531-535.
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To obtain aggregate estimates of supply response for a particular
commodity in a geographic region using linear programming, two methods
may be used. One method is to identify representative farms for the
geographic region. These representative farms reflect the characteristics
in terms of resource endoxjments, efficiencies and managerial capability of
various strata of farms in the region being analyzed. A firm level linear
programming solution which indicates the supply response to changing prices
is then obtained for each of the representative farms. The aggregate supply
response for the geographic region is then determined by weighting the
supply response for each representative farm by the number of farms in the
geographic region that exhibit the same characteristics as that
representative farm. So aggregate supply is obtained as a weighted
Summation of individual firm supply response curves.
The second procedure for determining aggregate supply response
using linear programming is to develop an aggregate programming
model of the geographic region. Thus, rather than including the base
for individual firms in the model, the aggregate resources for the
region are incorporated in the right-hand—side coefficients. For
example, the total land base in various productivity categories for
the entire geographic region would be included rather than the land
base for the individual farm units. In similar fashion, 'the labor
resources would be included at an aggregate level rather than an
Individual firm level. Efficiency ratios and cost estimates would also
be included that are representative of the geographic region. The
programming model using this procedure is thus structured' to maximize
the aggregate net income or profit subject to the resource constraints
in that geographic region. Thus, by parameterizing the price of a
specific commodity, the aggregate supply function would be directly
determined and could be explicitly traced. The merits and criticisms
of these two procedures are primarily related to the "aggregation
bias that may be introduced in the analyses. Detailed review of
these problems is beyond the scope of this manuscript, but the following
references should be consulted for recent discussions of the aggregation
problem.— "
77Barket, Randolph, and Bernard F. Stanton, "Estimation and
Aggregation of Firm Supply Functions," Journal of Farm Economics,
47:3, August 1965, pp. 701-712; Day, Lee M., "Use of Representative
Farms in Studies of Interregional Competition and Production Response,"
Journal of Farm Economics, 45:5, December 1963, pp. 1438-1445; Day,
Richard H., "On Aggregating Linear Programming Models of Production",
Journal of Farm Economies. 45:4, November 1963, pp. 797-813; Frick,
George E., and Richard A. Andrews, "Aggregation Bias and Four Methods
of Summing Farm Supply Functions," Journal of Farm Economics. 47:3,
August 1965, pp. 696-700; Hoos, Sidney, "Implications of Aggregative
Theories for Agricultural Economists", Journal of Farm Economics. 31:4
PP- 851-862; Lee, John E., Jr., and W. Nelllbcnaller. Aggregation, Feedback, and Dynamics in Agricultural Policy
Research, Price and Income Policies. Raleigh, North Carolina: Agri-
cultural Policy Institute, North Carolina State University, October
1965; Miller, Thomas A., "Sufficient Conditions for Exact Aggregation
a" ^^"f®^^^°Sramming Models," Agricultural Economics Research. 18:2,April 1966, pp. 52-57; Schaller, W. Nelll, "Estimating Aggregate
z' , Product-Supply Relations with Farm Level Observations," Production
^ in Agricultural Research. Urbana: University of IllinoisMimeo M-4108, Proceedings of Conference, March 8-10, 1966; Sharpies
Jerry A., T. A. Miller and L. M. Day, Evaluation of a Firm Model
in Estimating Aggregate Supply Response. Ames, Iowa: North Central
Regional Research Publication No. 179, January 1968; Stovall, John G.,
Sources of Error in Aggregate Supply Estimates", Journal of Farm
Economics. 48:2, May 1966, pp. 477-479.
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It is important to recognize that supply functions estimated with
the linear programming procedure are "normative supply response
relationships." Thus, the supply relationships are based on an assumed
end or goal in most cases, that of profit maximization. Such supply
functions suggest what response farmers will make if they behave
according to the optimizing conditions of profit maximization. In
contrast, most econometrically estimated supply functions are "positive"
response functions in that they estimate the actual response exhibitied
by farmers to changes in prices without reference to a particular
goal or objective. Positive supply functions indicate how farmers have
actually behaved in the past, whereas normative supply functions indicate
how they should behave in the future if they desire to maximize or minimize
a particular goal. Because of the normal informational and decision
lags encountered by entrepreneurs as well as the possibility that some
farmers may not exhibit the behavior assumed by normative supply response
analyses, normative supply estimates typically indicate a higher level
of responsiveness than positive supply estimates.
Linear programming may also be used in policy analysis work to project
the impact of changes in production, prices, incomes or many other variables
as government programs and other institutional arrangements are modified.
Such analyses again are based on normative concepts of behavior that
are quite realistic when evaluating the long run impacts, of changes in
production or market policies.
To illustrate the potential use of linear programming in projections
and forecasting work, two studies will be briefly reviewed. The first
study illustrates the use of programming to_est.imate aggregate supply
functions for specific commodities in Iowa.—
"Farm plans and normative supply functions were derived by
parametric (variable-pricing) linear programming for each
of 10 representative farms. The technical coefficients
used were designed to reflect a level of management and
farm technology considered attainable by farmers in 1965.
Prices also were estimated for 1965. However, prices for
milk and hogs were varied to derive supply functions from
optimal farm plans. These normative supply functions
reflect optimal levels of production for the various
prices.
"Anderson, Jay C. and Earl 0, Heady, "Normative Supply Function and
Optimum Farm Plans for Northeastern Iowa, Research Bulletin 537, Agriculture
and Home Economics Experiment Station, Iowa State University, Ames, 1965,
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The individual farm plans computed call for greater
specialization and intensification of production than
are currently found on farms in northeastern Iowa. Crop
sequences include fertilization at recommended rates for
all price ranges considered. Grain production is empha
sized at most price combinations except when milk prices
are high enough to cause large dairy herds to be profit
able. With milk prices high relative to other prices,
optimal plans include only dairying and crops that
supply large amounts of forage. Dairy enterprises range
up to 78 cows with parlor-milking facilities on larger
grade A dairy farms.
Plans for the representative farms specify beef-feeding
and cash-cropping enterprises at low milk and hog prices.
For this price situation, the nimber of feeder cattle is
about one per acre of cropland. On farms where operating
capital is sharply limited, cash-cropping is most profitable
for low prices of milk and hogs. For high prices of both
milk and hogs, quite large hog and dairy enterprises are
included in the optimum farm plans. A large hog enter
prise alone is included in profit-maximizating plans
when hog price is high and milk prices are low. Under
these situations, a few beef cows are included as a
profitable method to utilize forage.
The supply functions and cross-supply functions for milk,
hogs and beef derived from the optimal farm plans have
high elasticities when compared with those obtained from
time-series studies. The supply quantities depend heavily,
of course, on the price of the same product and on prices
of competitive products. At prices near the projected
level for grade B irtilk, grade A milk and hogs, the following
ranges of elasticities of supply were obtained: grade B milk,
3.82 to 17.50; grade A milk, 0.82 to 3.29; hogs, 5.77 to 38.15.
The projected grade B milk and hog prices ($3 per hundredweight
for milk and $14.10 per hundredweight for hogs) are in price
ranges causing alternative products to compete closely for
available resources. At the projected price for grade A milk
($1 per hundredweight), few enterprises can compete with
dairying for resources of farms capable of producing grade A
milk. The cross-elasticities of supply for grade B milk
production with respect to hog prices range from +0.22 to
-6.88 at prices near those estimated for 1965. Except for
a limited situation indicated by the positive cross-elasticity,
dairy and hogs are competitors for resources. iThe one
oo
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exception occurs when high pork prices cause hogs to be more
profitable than feeder cattle and some forage is released
for dairying. Cross-elasticities of supply for grade A
milk with respect to hog price range from 0 to -3.35. The
cross-elasticities for hog production with respect to
milk price, at prices near the projected price levels,
range from -0.52 to -6.31. Cross-elasticities of supply
for aggregate beef production with respect to hog prices
range from -2.08 to -9.68 for milk and hog prices near the
projected levels. The cross-elasticities for beef production
with respect to milk prices range from -0.36 to -7.89.
Aggregate beef production was relatively large in most
computed plans because the beef-feeding margins underlying
the plans were somewhat higher than those prevailing in
recent years. Hence, a few plans were computed for situations
with somewhat less favorable beef prices. The lower price
margins substantially reduce optimal levels of beef production.
Also, they lower the minimum prices at which milk and hog
production become profitable.
Modifications of the normative supply models used included
variation in the per-farm supply of land and labor. The
results of these models, allowing consideration of long-run
supply functions, suggest that further studies in supply
and interregional competition should include provisions
for farm expansion. Four findings of the study that lead
to this conclusion are: (1) The rate of farm consolidation
in the area is rapid and appears to be increasing. (2) The
results of this study, as well as numerous other linear-
programming and budgeting analyses of farm organization
in Iowa, show that cropping enterprises have highest profit
priority on use of farm resources. Land expansion, thus,
becomes a profitable activity to be incorporated into
planning models. (3) The results of this study also show
that, even with increased costs of land ownership, farm
incomes would increase sharply if farm size were increased.
(4) Imputed marginal value products for cropland are high
in plans where farm size is fixed. These marginal value
products range from approximately $23 to $80 per acre per
year depending on the prices of milk and hogs and the
present size of farm, and are higher than annual costs of
land ownership or rental. Expansion of farm size ip^one
of the major adjustment opportunities in the area."—
9/
*- Ibid, page 427.
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The second study-uses the same methodology to look at policy questions
in U.S. agriculture.—
"This study has been made to determine the magnitude of
interregional shifts in grain production and land use
Implied for the future under specified-.conditions of
technological improvement and population or demand
growth. In contrast to previous studies, data of the
current analysis are projected to 1975. The analysis
projects conditions of interregional competition in
crop production under assumptions allowing increased
exports, further development of the St. Lawrence Sea
way, alternative rates of technological improvement
in various agricultural regions, and an advance in the
technology of southern agriculture to the level of that
in other regions of the nation. The crops included are
wheat, corn, grain sorghums, barley, oats, soybeans, and
cotton. The objectives of the study are attained through
the application of several linear programming models
which deal directly with crop production but incorporate
feed requirements for livestock production.
NATURE OF EMPIRICAL MODELS
This study is based on 144 producing areas. The models
also include 31 spatially separated consuming regions
for the three final product categories: wheat, feed grain
and oil meal. The feed-grain product category includes
corn, grain sorghums, barley, oats, and wheat used for
feed. These crops were converted to corn-equivalent
basis in the analysis, rather than each being considered
separately. Consuming regions follow state boundaries
within the same geographic proximity.
Five production activities included in the analysis are
wheat, feed-grain rotation, feed-grain and soybean rotation,
soybeans, and cotton. The models include a wheat-to-
feed transfer activity for each consuming region, allowing
for the use of wheat for feed if it is the cheapest source
of livestock nutrients. The models do not restrain the
amount of wheat that can be used as feed.
10/
r ) , ^ Heady, Earl 0. and Melvin 0. Skold, "Capacity, Interregional Adjustment,
W and Land Use , Chapter 4 in Spatial Sector Programming Models in Agriculture.
edited by Earl o; Heady and Uma K. Srivastava, Iowa State University Press,
Ames, 1975.
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Transportation activities for each of the three demand
categories allow movement of grains among consuming
regions. Theoretically, 31 x 30 = 930 transportation
activities exist for each product category, making a
potential of 2,790 transportation activities for the
three product categories. However, some of these
activities were eliminated by physical separation of the
regions. Also, for example, the possibility of shipping
oil meal from consuming region 29 (Washington) to consuming
region 16 (Arkansas) was eliminated since Washington
has never produced soybeans or cotton, the two activities
giving rise to. the oil-meal product category. In
final construction of the models, 1,376 transportation
activities (459 each for wheat and feed grain and 428
for oil meal) were used.' The transportation costs
used were the 1962 "flat".railroad rates for the
products in question. The points of trade (i.e., the
points within each consuming region from which
all importing or exporting was assumed to occur) were
selected as the basis for computing these rates. The
transportation rates were furnished by the Interstate
Commerce Commission,
Each of the 31 consuming regions has separate demand
restraints for wheat,. feed grain, and oil meal.. A
single national demand restraint is defined for cotton
lint. Wheat, feed grain, and oil meal are expressed
in feed units to allow aggregation of feed-grain crops
and the feed-grain and soybean rotation into a single
activity, to simplify use of the wheat-to-feed grain
activities, and to allow aggregation of soybean oil
meal and cottonseed oil meal into a homogeneous product.
Each of the 144 producing areas has a land restraint to
reflect the total area available for use of the five
crop activities, The models allow wheat and feed grain
or feed grain .and soybean activities to occupy all land
available within.an area. However, the soybean activity
is restrained to not more than 50 percent of the land
available; the cotton activity is restrained to the
largest percentage of land used in the past for any one
area ."11/
The basic mathematical structure of the model is to:
144 5 31 ^ 3 31
V-54)*lnin Z == ^ C, +.1, C^ Y, + S Z
j=l
Zk==lq=l -kq j^l ^ -njj' -njj'
—^Ibid, pages 120-121
O
sub^Gci to the following restraints:
k=i ''ik - •'j ± .f, 'ijj- \jy =
js'j'
Vj
V-40
V-56) ,1^ C\, - Z b., C' . + h. Y. + I t ,Z , = R•' k=l 2k 2k 5k 5k J J ~ 2jj Ijj ^3
vj ,JV- 31
kfi ''5k '^ 'sk "sk '^ •sk ^k '^^ kl Sjr'ajj- =
144
V-58) Z b,. CV, = R
k=l c
land restraints
5
O Sk A,
V-60)
V-61) C3^.<a«
nonnegativity restraints
^qk ^ °5 yj > 0; Znj j . ^ 0
where - total cost of production, transfer, and transportation
•Ck = cost of producing one acre of crop activity q in the kth
producing area
~ cost (artificial price differential) of using one unit^ of wheat as a feed grain in jth consuming region
= cost of transporting one unit of nth commodity to (from)
the jth•consuming region from (to) j*th region
O^kq=level (in acres) of the qth producing activities in
the kth producing area (q = 1, 2, 3, and 4 for wheat,
feed grain, soybeans, and cotton respectively
Y^= level of activity transferring wheat into a feed grain
in the jth consuming region
oo
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Z level of transportation of the nth commodity to (from)
the jth consuming region from (to) the jth consuming
region (n = 1, 2, 3 for wheat, feed grain, and oil
meal, respectively).
R . • demand for nth connnodity, expressed in feed units In
jth consuming region where n Is defined as above
Q = national demand for cotton lint expressed in pounds
h = amount of wheat transferred from the jth wheat demand
restraint to juth feed-grain demand restraints by
one unit of transfer activity
^njj' —amount of the nth commodity transferred to (from) the
jth consuming region by the njj'th transportation activity
(n equals 1, 2, 3 respectively, for wheat, feed grain,
and oil ifleal (oil meal Includes soybean and cottonseed)
= number of producing areas in consuming region j
^ = per acre yield of qth activity In the kth producing
area, expressed in feed units for all products except
cotton lint, which is expressed in pounds (q=l for
wheat, 2 for feed grain, 3 for soybeans, and 4 for
cotton)
b,,, = oil-meal output, in feed units, of the cotton activity
in the kth producing area
q = 5 for soybean-feed-grain rotation
= amount of land available for cotton production in kth
producing area
Af = amount of land avallable^^yr the soybean activity in
the kth producing area."—
With respect to the results,
"All empirical models used indicate surplus potential in
American agriculture for 1975. In fact, surplus potential
is projected to grow. Land not necessary to achieve pro
jected domestic demand and export levels varies between
45 and 98 million acres. The smaller surplus acreage is
specified under models assuming lower rates of technological
Improvement and higher rates of domestic population increase
and export growth. The larger surplus acreage is specified
under a model assviming a lower level of population growth,
exports held at 1956-61 levels, and a rate of technological
improvement paralleling-.1950-60, and allowing the South to
—^Ibid, pages 58-59 and 121-122.
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catch up with other major farm states. The empirical models
are in general agreement with respect to the location of land
not necessary to achieve the required levels of production*
Of course, the models that suppose the greatest demand require
ments specify less surplus land. Solutions to the models
indicate that the major areas where land needs to be shifted
to noncrop uses are in the South Atlantic states, the
Appalachian states, the Great Plains, and fringe areas of
the Corn Belt. Surplus land and projected land use are"^
Identified by a number of areas within each state^.
Although a wide geographical dispersion of land withdrawal from
crops is indicated, the general crop-production pattern follows
existing areas of specialization, but production contracts
toward the center of these. Feed-grain production becomes more
concentrated, in the central Corn Belt and in the North Atlantic
states. Soybeans are increased Importantly in the South and
in the fringes of the Com Belt. Wheat becomes more heavily
concentrated in the most productive areas of the Northern Plains
states and the Pacific Northwest. Cotton production shifts
westward, being replaced by soybeans over part of the previous
areas of specialization. From the analysis of factors affecting
comparative advantage, it appears that natural conditions and
technology are "stronger" than transportation costs in orienting
the location of crop production.
The models that allow producing areas of the South to "catch up"
with other regions in the level of farming technology result
in the greatest interregional adjustment of production and
land use. Producing areas stretching from the Atlantic Seaboard
through Louisiana rise to a competitive position in feed
production and livestock—paralleling, and surpassing in some
cases, Com Belt areas. A high level of crop technology in
the South has the main effect of crowding grain production
out of marginal or fringe areas of the Corn Belt and the
Great Plains. Land In the Great Plains states is specified to
be shifted from wheat to grazing".^:^/
13/
Ibid, pages 154-155.
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Appendix I - Areas of the Standard Normal Distribution.
A(Z) is the area under the curve between zero and Z
z A(Z) z A(Z)
.00 .00000 .45 .17364
.(U ,110399 .46 .17724
.02 :i)i»798 .47 .18082
.03 .(U197 .48 .18439
.04 .01595 .49 .18793
.05 .n 994 .50 . .19146
.00 .02392 .51 .19497
.07 .02790 .52 .19847
.08 .03188 .53 .20194
.09 .03586 .54 .20540
.10 .03983 .55 .20884
.11 .04380 .56 .21226
.12 .04776 .57 .21566
.13 .05172 .58 • .21904
.14 .05567 .59 .22240
.15 .05952 .60 .22575
.1'5 .06356 .61 .22907
.17 .06750 .62 .23237
.18 .07142 .63 .23565
.11' .07535 .64 .23891
.20 .07f)j6 .65 .24 215
.21 • .08317 .66 .24537
.22 .08706 .67 .24857
.23 .09095 .68 .25175
.2-1 .09483 .69 .25490
.25 .09871 .70 .'25804
.26 .10257 .71 .26115
.27 .10642 .72 .26424
.28 .11026 .73 .26730
.29 .11409 .74 .27035
.30 .117 ; .75 ' .27337
.31 .76 ! .27637
.:k'» .i2,*irp:i .77 .27935
.3.'! . 12i.i 10 .78 .28230
.34 • . 13307 .79 .28524
.35
.36
.37
.:J8
.39
.40
.41
.42
.43
.44
.KJC.;- .
. M431
.1480.'}
. 151V:j
.15542
.1591'!
,16276
.1G641
.17003
.80
.81
.82
.83
.84
.85
.86
.87
.88
.89
.28814
.297.03
.29389
.29673
.29955
.30234
.30511
.30785
,31057
.31327
Z A(Z)
.90 .31594
.91 .31859
.92 .32m
.93 .32381
.514 .32639
.95 .32894
.96 .33147
.97 .33398
.•J8 .33646
.99 .33891
1.00 .34134
1.01 .3'i375
1.02 .3'161'i
1.03 .3484^/
1.04 .35083
1.05 .35314
L.cio .35543
1.07 .3:769
l.'-»8 .35993
i.uy .36214
i.lO .36'r-3
1.11 .366o0
1.12 .36864
1.13 .37076
1..,. .37286
1. -.0 • .37493
1 -6 .37698.
J .17 .37900
1.1-6 .38100
1.19 .3829S
1.2i> .3S.9:'
l.?l .38^3 bo
1, .38877
I.-:.. .390r3.^
l.?4 , .39251
I. .;i94..<
l.:-;;i .396r,'
I.':, !39796
i.:;i .39f'r:j
1.29 .40147
1.3.'^ .4032'.
1.3. .40490
i .40658
1.33 .40^f;. i
l.j'k .40968
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z A(Z)
1.35 .41149
1.36 .41309
,1.37 .41466
1.38 .41621
1.39 .41774
1.40 .41924
1.41 .42073
1.42 .42220
1.43 .42364
1.44 .42507
1.45 • .42647
1.46 .42785
1.47 .42922
1.48 .43056
1.49 .43189
1.50 .43319
1.51 ' .43448
1.52 .43574
1.53 .43699
1.54 .43822
1.55 .43943
1.56 .44062
1.57 .44179
1,58 .44295
1.59 .44408
1.60 .44520
1.61 ,44630
i.62 .44738
1.63 .44845
1.64 .44950
1.65 .45053
1.66 .45154
1.67 .45254
1.68 .45352
1.6'9 .45449
1.70 .45543
1.71 .45637
1.72 .45728
1.73 .45818
1.74 .45907
1.75 .45994
1.76 .46080
1.77 .46164
l.7« .46246
1.79 .46327
Z A(Z) Z A(Z)
1.80 - .46407 2.25 .48778
1.81 .46485 ' 2.26 .48809
1.82 ,46562 2.27 .48840
1.83 .46638 2.28 . .48870
1.84 .46712 2.29 .48899
1.85 .46784 2.30 .48928
1.86 .46856 2.31 .48956
1.87 .46926 2.32 .48983
1.88 .46995 2.33 .49010
1.89 .47062 2.34 .49036
1.90 .47128 2.35 .49061
1.91 .47193 2.36 .49086
1.92 ,47257 2.37 .49111
1.93 .47320 . 2.38 .49134.
1.94 .47381 2,39 ' .49158
1.95 .47441 2.40 .49180
1.96 .47500 2.41 .49202
1 .-97 . .47558 2.42 .49224
'1.98 .47615 2.43 .49245
1.99 .47670 • 2.44 .49266
2.00 .47725 2.45 .49286
2.01 .47778 2.46 .49305
2.02 .47831 2.47 .49324
2.03 .47882 ' 2.48 .49343
2.04 .47932 2.49 .49361
2.05 - .47982 2.50 .49379
2.06 .48030 2.51 .49396
2.07 .48077 2.52 .49413
2.08 .48124 2.53 .49430
2.09 .48169 2,54 .49446
2.10 .48214 2.55 .49461
2.11 .48257 2.56 .49477
2.12 .48300 2.57 .49492
2.rj .48341 2.58 .49506
2.14 .48382 2.59 .49520
2.1.') - .48422 2.60 .49534
2.16 .48461 2.61 .49547
2.17 .48500 2.62 .49560
2.18 .48537 2.63 .49573
2-. 19 .48574 2.64 .49585
2.20 .48610 2.65 .49598
2.21 .48645 2.66 .49609
2.22 . .48679- 2.'67 ^ .49621
2.23 .48713 2.68 .49632
.^.24 .48745 2.69 .49643
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z A(Z) z • A(Z)
2.70 .49653 3 15 .49918
2.71 .49664 3 16 .49921
2.72 .49674 3 17 .49924
2.73 .491583 3 18- .49926
2.74 .49693 3 19 .49929
2.75 ••.49702 3 20 .49931
2.76 .49711 3 21 .49934
2.77 .49720 3 22 .49936
2.78 .49728 3 23- .49938
2.79 .49736 3 24 .49940
2.80 • .49744 3 25 .49942
2.81 .49752 3 26 .49944
2.82 .49760 ' , 3 27 .49946
2.83 .49767 3 28 .49948
2.84 .49774 3 29 .49950
2.85 .49781 3 30 .49952
2.86 .49788 3 31 .49953
2.87 .49795 3 .?2 .49955
2.88 .49B01 3 33 •.49957
2.89 .49807 3 34 .49958
2.90 .49813 • 3 35 .49960
2.91 .49819 3 36 .49961
2.92 .49825 3 37 .49962
2.93 .49831 3 38 .49964
2.94 .49836 3 39 .49965
2.95 .49841 3 40 .49966
2.96 .49816 3 41 .49968
2.97 .49851 3 42 .49969
2.98 .49856 .3 43 .49970
2.99 .49861 • 3 44 .49971
3.00 .49865 . 3- 45 .49972
3.01 .49869 3 46 .49973
3.02 .49874 3 47 .49974
3.03 .49878 3 48 .49975
3.0-1 .49882 J 49 .49076
3.05 .49886 3 50 .49977
.".06 .49889 3 51 .49978
3.07 ,49Hn:i 3 .'i2 .49978
3.08 .49896 3 53 .49979
3.09 .49900 3 54 .49980
3.10 .49^03 3 55 .49981
3. U .49906 3 56 .49981
3.12 .49910 3 57 .49982
3. l.T .49913 3 58 .499b3
3.H .49916 3 59 .49983
Z A(Z)
3.60 .49984
3.61 . .49985
3.62 .49985
3.63 .49986
3.64 .49986.
3.65 .49987
3.66 .49987
3.67 .49988
3.68 .49988
3.69 .49989
3.70 .49989
3.71 .49990
3.72 .49990
3.73 .49990
3.74 ' .49991
3.75 .49991
3.76 .49992
3.77 .49992
3.78 .49992
3.79 .49992
3.80 .49993
3.81 .49993
3.82 .49993
3.83 .49994
3.84 .49994
3.85 .49994
3.86 .49994
3.87 .49995
3.88 .49995
3.89 .49995
3.90 .49995
3.91 .49995'
3.92 .49996
3.93 .49996
3.94 .49996
3.95 .49996
3.96 .49996
3.97 .4 9996
3.98 .49997
3.99 .49997
4.00 .49997
•n
Appendix II - Values of t for given probability levels
Degrees of
Freedom
Probability of a larger- value
.1 .05 .025 .01 .005
I 3.078 6.314 12.706 31.821 63.657
2 1.886 2.920 4.303 6.965 9.925
3 1.638 2.353 3.182 4.541 5.841
4 1.533 2.132 2.776 3.747 • 4.604
5 1.476 2.015 2.571 3.365 4.032
6 1.440 1.943 2.447 3.143 3.707
7 .1.415 1.895 2.365 2.998 3.499
8 1.397 1.860 2.306 2.896 3.355
9 1.383 1.833 2.262 2.821 3.250
10 1.372 1.812 2.228 2.764 3.169
11 1.363 .1.796 2.201 2.718 3.106
12 1.356 1.782 2.179 2.681 3.055
13 1-.350 1.771 2.160 2.650 3.012
14 1.345 1.761 2.145 2.624 2.977
15 • 1.341 1.753 2.131 2.602 2.947
16 1.337 1.746 2.120 2.583 2.921
17 1.333 1.740 2.110 2.567 2.898
18 1.330 1.734 2.101 2.552 2.878
19 1.328 1.729 , 2.093 2.539 2.861
20 1:325 1.725 2.086 2.528 • 2.845
21 1.323 1.721 2.080 2.518 2.831
22 1.321 1.717 2.074 2.508 2..819
23 1.319 1.714 2.069 2.500 2.807,
24 1.318 1.711 2.064 2.492 2.797
25 ,1.316 1.708 2.060 2.485 2.787
2G 1.315 1.706 2.056 2.479 2.779
27 1.314 1.703 2.052 2;473 2.771
28 1.313 1.701 2.048 2.467 2.763
2!) 1.311 1.G99 2,045 2.462 2.756
30 1.310 1.697 2.042 2.457 2.750
40 1.303 1.684 2.021 2.423 2.704
60 1.296 1.671 2.000 2.390 2.660
120 1.290 1.661 1.984 2.358 2.626
w 1.282 1.645 1.960 2.326 2.576
