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S t r u c t u r a l P r o p e r t i e s of Matrix F r a c t i o n D e s c r i p t i o n s and 
A p p l i c a t i o n s i n L i n e a r Systems 
by P. A. R a t c l i f f e 
A b s t r a c t 
The f i n i t e poles and zeros of a r a t i o n a l matrix G(s) 
are defined to be the zeros of the polynomial denominator 
and numerator m a t r i c e s r e s p e c t i v e l y taken from any r e l a t i v e l y 
prime matrix f r a c t i o n d e s c r i p t i o n of G ( s ) , The i n f i n i t e 
poles and zeros of G.(s) are then defined as the poles and 
zeros a t w = O of G(i.)- T h i s new d e f i n i t i o n i s the c e n t r a l 
r e s u l t of the t h e s i s Y From i t v a r i o u s r e s u l t s f o r the 
theory of r a t i o n a l m a t r i c e s are deri v e d , many of which are 
analagous to r e s u l t s i n the complex v a r i a b l e theory of 
r a t i o n a l f u n c t i o n s . The i n f i n i t e p oles and zeros of a 
r a t i o n a l matrix are i n v e s t i g a t e d i n p a r t i c u l a r and the 
d e f i n i t i o n and r e s u l t s obtained are compared and c o n t r a s t e d 
with a l t e r n a t i v e d e f i n i t i o n s of the i n f i n i t e poles and zeros 
as d e s c r i b e d by other authors. 
The r e l e v a n t r e s u l t s from l i n e a r m u l t i v a r i a b l e systems 
theory are r e c a l l e d and the r e s u l t s d e r i v e d f or r a t i o n a l 
m a t r i c e s i n gen e r a l are a p p l i e d to the r a t i o n a l t r a n s f e r 
f u n c t i o n m a t r i x and polynomial system m a t r i x . I n p a r t i c u l a r 
the i n f i n i t e decoupling zeros, i n f i n i t e system poles and 
zeros and the i n f i n i t e poles and zeros of the t r a n s f e r 
f u n c t i o n are i n v e s t i g a t e d . Constant t r a n s f o r m a t i o n s on 
system m a t r i c e s which p r e s e r v e the system c h a r a c t e r i s t i c s a t 
both f i n i t e and i n f i n i t e f r e q u e n c i e s are d i s c u s s e d . A new 
non-constant t r a n s f o r m a t i o n on polynomial m a t r i c e s which 
p r e s e r v e s both the f i n i t e and i n f i n i t e zeros i s d e s c r i b e d 
and t h i s i s a p p l i e d to system m a t r i c e s . Attempts are made 
to d e r i v e a method by which any polynomial system matrix may 
be r e a l i s e d i n the g e n e r a l i s e d s t a t e - s p a c e form without any 
of the f i n i t e or i n f i n i t e , system c h a r a c t e r i s t i c s being 
a l t e r e d . F i n a l l y the e f f e c t of constant output feedback on 
the decoupling zeros and the t r a n s f e r f u n c t i o n p o l e s and 
zeros i s d i s c u s s e d and m u l t i v a r i a b l e l a g s , m u l t i v a r i a b l e 
root locus and the theory of decoupling are b r i e f l y 
c o n s i d e r e d . 
( v i ) 
Chapter 1. P r e l i m i n a r i e s 
S e c t i o n (1.1) : System Equations and System Matrices 
Any l i n e a r m u l t i v a r i a b l e system may be d e s c r i b e d 
(Rosenbrock 1970, Wolovich 1974). by a s e t of l i n e a r 
d i f f e r e n t i a l and a l g e b r a i c equations of the form 
T(D) C ( t ) = U ( D ) u ( t ) (1.1a) 
y ( t ) = V(D) C ( t ) + V/(D)u(t) (1.1b) 
where 
D E d_ (1.2) 
dt 
and E,(t), u ( t ) and y ( t ) are r e s p e c t i v e l y the T,1 and m 
dimensional v e c t o r s of system, input and output v a r i a b l e s 
The m a t r i c e s T,U,V and W are m a t r i c e s of polynomials i n 
the d i f f e r e n t i a l operator D with c o e f f i c i e n t s from C, 
the f i e l d of complex numbers, and t h e i r dimensions are 
r e s p e c t i v e l y r x r , rxJl, mxr and mxJl. I t i s assumed that 
T(D) ^0 
f o r otherwise (1.1a) would be indeterminate. 
I t i s more convenient to work i n the frequency domain 
than the time domain f o r then the problem of s o l u t i o n 
reduces to being a p u r e l y a l g e b r a i c one. Accordingly, 
t a k i n g Laplace transforms and assuming zero i n i t i a l 
c o n d i t i o n s equations (1.1) give r i s e to the p u r e l y 
alg. e b r a i c equations 
T ( s ) I = U ( s ) u (1.3a) 
y = V ( s ) I + W(s)u (1.3b) 
where s i s the La p l a c e t r a n s f o r m a t i o n v a r i a b l e and 5 , 
u and y are the La p l a c e transforms of the system v a r i a b l e 
v e c t o r 5 ( t ) the in p u t v e c t o r u ( t ) and the output v e c t o r 
y ( t ) r e s p e c t i v e l y . The m a t r i c e s T ( s ) , U ( s ) , V ( s ) and 
W(s) are now polynomial m a t r i c e s i n the Lap l a c e t r a n s f o r m 
v a r i a b l e s with c o e f f i c i e n t s i n (C. 
The equations C I - 3 ) may be w r i t t e n as a s i n g l e m a t r i x 
equation 
T r - 1 r 1 
(1.4) T ( s ) • U ( s ) I = 0 
- V ( s ) • W(s) -u -y 
I n t h i s equation the (r+ra) x (r+Jl) polynomial matrix 
P ( s ) = T ( s ) 
• * • 
- V ( s ) 
U ( s ) 
• • * 
W(s) 
( 1 . 5 ) 
c o n t a i n s a l l the mathematical i n f o r m a t i o n r e q u i r e d to study 
the system and thus P ( s ) i s c a l l e d the POLYNOMIAL SYSTEM. 
MATRIX f o r the system S. I n general no d i s t i n c t i o n w i l l 
be made between a system and any d e s c r i p t i o n of i t and 
hence, i n the r e s t of t h i s t h e s i s S and P ( s ) a r e synonomous 
Many systems can be simply d e s c r i b e d , a f t e r t a k i n g 
L a p l a c e transforms and assuming zero i n i t i a l c o n d i t i o n s , by 
l i n e a r equations o f the form 
( s I - A ) x = Bu (1.6a) 
y = Cx + D ( s ) u (1.6b) 
where x i s an n-vector ( t h e s t a t e ) , u i s an Ji-vector ( t h e 
i n p u t ) and y i s an m-vector (t h e o u t p u t ) . The nxn, nxJt 
and mxn m a t r i c e s . A, B and C are constant and are- c a l l e d 
the p l a n t matrix, i n p u t matrix and output matrix 
r e s p e c t i v e l y . I n g e n e r a l D ( s ) i s a polynomial matrix 
i n s with c o e f f i c i e n t s i n c , Equations (.1.6) are s a i d 
to be i n STATE-SPACE FORM and the system matrix i n s t a t e -
space form, corresponding to (1.6) i s c l e a r l y 
P ( s ) = s I - A • B (1.7) 
-C • DCs) 
T h i s i s a s p e c i a l case of the polynomial system m a t r i x 
( 1 . 5 ) , Any system can be d e s c r i b e d by many d i f f e r e n t 
system m a t r i c e s , a l l of which c o n t a i n the important 
mathematical i n f o r m a t i o n r e q u i r e d about the system. I n 
p a r t i c u l a r any system d e s c r i b e d by a polynomial system 
matrijc could a l t e r n a t i v e l y be d e s c r i b e d by a d i f f e r e n t 
system matrix i n s t a t e - s p a c e form. C l e a r l y a n a l y s i s of 
the s t a t e - s p a c e system matrix i s much more s t r a i g h t f o r w a r d 
than a n a l y s i s of the more complicated polynomial system 
matrix. I n order to s i m p l i f y the a n a l y s i s t h e r e f o r e 
v a r i o u s authors (Rosenbrock 1970, Wolovich 1974) have 
d e r i v e d algorithms by which any polynomial system m a t r i x 
can be transformed to the s t a t e - s p a c e form without any of 
the important c h a r a c t e r i s t i c s of the system being l o s t . 
T h i s procedure i s c a l l e d s t a t e - s p a c e r e a l i s a t i o n . I n 
t h i s t h e s i s the main emphasis w i l l be on the behaviour of 
systems a t i n f i n i t e f r e q u e n c i e s . As w i l l be shown l a t e r , 
although s t a t e - s p a c e r e a l i s a t i o n p r e s e r v e s the system 
c h a r a c t e r i s t i c s at f i n i t e f r e q u e n c i e s i t does not p r e s e r v e 
the behaviour of the system at i n f i n i t e f r e q u e n c i e s and 
thus a l t e r n a t i v e procedures w i l l be r e q u i r e d i n order t h a t 
the system behaviour at i n f i n i t e f r e q u e n c i e s may a l s o be 
p r e s e r v e d . 
The d i r e c t r e l a t i o n s h i p between the output of the 
system and the input i s d e s c r i b e d by the t r a n s f e r f u n c t i o n 
matrix G ( s ) . I n the case of systems d e s c r i b e d by a 
polynomial system matrix P ( s ) as i n (1.5) 
G( s ) = V ( s ) T " ^ ( s ) U ( s ) + W(s). ( 1 . 8 ) 
I t i s c l e a r t h a t G ( s ) i s a mat r i x of r a t i o n a l f u n c t i o n s , 
i . e . G ( s ) i s a r a t i o n a l matrix. I f 
l i m G ( s ) 
s -»• °° 
e x i s t s G ( s ) i s s a i d to be PROPER and i f a d d i t i o n a l l y 
l i m G(s)=0 
S 00 
then G ( s ) i s s a i d to be STRICTLY PROPER. 
The t r a n s f e r f u n c t i o n matrix of a system i n s t a t e -
space form i s given by 
G(s ) = C(sI-A)"-^B + D(s). (1.9) 
The f i r s t term on the righthand s i d e of t h i s equation i s 
s t r i c t l y proper and the second term i s polynomial. 
Consequently G ( s ) i s proper i f and only i f D i s con s t a n t 
and G ( s ) i s s t r i c t l y proper i f and only i f D i s zero. 
C l e a r l y then, one important system c h a r a c t e r i s t i c 
which must be common to a l l polynomial matrix d e s c r i p t i o n s 
of the same system i s the t r a n s f e r f u n c t i o n matrix. I n 
the next s e c t i o n more important system c h a r a c t e r i s t i c s , 
namely the decoupling zeros and the system poles and system 
zeros w i l l be d i s c u s s e d . 
S e c t i o n (1.2) : Some P r o p e r t i e s of System M a t r i c e s 
A square polynomial matrix whose determinant i s a non-
zero constant i s c a l l e d a unimodular matrix. The i n v e r s e 
of a unimodular matrix i s a l s o a unimodular polynomial 
matrix. Unimodular m a t r i c e s play an important r o l e i n 
the v a r i o u s matrix e q u i v a l e n c e t r a n s f o r m a t i o n s . A very 
important c a n o n i c a l form f o r a polynomial matrix i s the 
SMITH FORM which i s de f i n e d as f o l l o w s (Rosenbrock 1970): 
( 2 . 1 ) : D e f i n i t i o n : The Smith form A ( s ) of an mxi polynomial 
matrix P ( s ) of rank p i s given by 
A(s) = M ( s ) P ( s ) N ( s ) (2.2) 
where M(s) and N(s) are unimodular m a t r i c e s , r e s p e c t i v e l y 
mxm and ixl, and, 
0 A(s ) Q ( s ) 
0. m-p,p m-p, Jl-p 
L 
where 
Q(s) = diag ( e ^ ( s ) , e 2 ( s ) , 
( 2.3) 
,^ p ( s ) ) 
and. the nonic polynomials £^(s) i = 1,2,. 
(2.4) 
,p s a t i s f y 
^ ^ ( s ) 
the d i v i s i b i l i t y property 
e i ^ l ( s ) . (2.5) 
The e . ( s ) i = 1,2, ,p are c a l l e d the INVARIANT 
POLYNOMIALS of P ( s ) , The i n v a r i a n t polynomials e ^ ( s ) 
can be f a c t o r i s e d i n t o t h e i r raonicirreducible f a c t o r s 
9 . ( s ) over the f i e l d of the c o e f f i c i e n t s . Let the power 
^ k i j . 
of 9. o c c u r r i n g i n £.(s) be k. . . Then those (f. having J J- 1 J J . 
k*o are c a l l e d the ELEMENTARY DIVISORS OF P ( s ) 
(Rosenbrock (1970)). 
There are v a r i o u s methods by which the Smith form of 
a polynomial matrix can be determined. S i n c e the 
o p e r a t i o n s o f p r e m u l t i p l y i n g o r p o s t m u l t i p l y i n g a p o l y -
nomial matrix by a unimodular matrix, as i n equation ( 2 . 2 ) , 
simply amount to performing simple row or column o p e r a t i o n s 
r e s p e c t i v e l y on t h a t m a t r i x the Smith form of any 
polynomial matrix: P ( s ) can be found by performing simple 
row and column operations on P ( s ) u n t i l a diagonal matrix 
i n which the diagonal elements s a t i s f y (2.5) i s achie v e d . 
A l t e r n a t i v e l y , the g r e a t e s t common d i v i s o r DjL(s) of 
a l l the minors of order i , i = 1,2, ,p can be found. 
By d e f i n i t i o n DQ(S) = 1. Then the £^^(3) are given by 
£. ( s ) = D ^ ( S ) i = 1,2, ,p 
and hence the Smith form may be constructed.- The D ^ ( s ) , 
i = 1,2, ,p are c a l l e d (G-c/ihmocher, |9C^} 
the DETERMINANTAL DIVISORS of P ( s ) . 
Suppose t h a t P ( S Q ) has rank l e s s than p f o r some s ^ 
e€. Then P ( s ) i s s a i d to have a ZERO at s ^ and i n f a c t 
SQ i s a zero of some i n v a r i a n t polynomial i n the Smith 
form of P ( s ) . i . e . ( s - s ^ ) i s an elementary d i v i s o r of 
P ( s ) f o r some p o s i t i v e i n t e g e r k. I f s ^ i s a zero of 
P ( s ) then there e x i s t polynomial m a t r i c e s L ( s ) and P ^ ( s ) 
such t h a t 
P ( s ) = L ( s ) P i ( s ) ( 2 . 6 ) 
wh ere 
L ( s ) = ( s - s ^ ) ^ ( 2 , 7 ) 
f o r some p o s i t i v e i n t e g e r k and the rank of P;I(SQ) i s p. 
Now l e t 
P ( s ) = ( T ( s ) U ( s ) ) 
and 
P ^ ( s ) = (T-^(s) U ^ ( s ) ) . 
I f equation (2.6) holds L ( s ) i s s a i d t o be a COMMON LEFT 
DIVISOR of T ( s ) and U ( s ) . The Smith form of a unimodular 
matrix i s an a p p r o p r i a t e l y dimensioned i d e n t i t y m a t r i x . 
C l e a r l y then a unimodular m a t r i x has no zeros as d e f i n e d 
here.. Consequently, i f every l e f t d i v i s o r of T ( s ) and 
U(s ) i s a unimodular ma t r i x then T ( s ) and U ( s ) a r e s a i d to 
be RELATIVELY LEFT PRIME. The zeros of r a t i o n a l m a t r i c e s 
w i l l be considered i n much g r e a t e r d e t a i l l a t e r i n t h i s 
t h e s i s and i n t h i s work r e l a t i v e l y prime polynomial m a t r i c e s 
w i l l play a very important r o l e . The f o l l o w i n g very 
important r e s u l t concerning r e l a t i v e l y prime polynomial 
m a t r i c e s forms p a r t of theorem 6.1 i n Rosenbrock ( 1 9 7 0 ) . 
(2.8):Theorem: The polynomial m a t r i c e s T ( s ) , U ( s ) 
r e s p e c t i v e l y r x r , rxZ are r e l a t i v e l y l e f t prime i f and only 
i f one of the f o l l o w i n g e q u i v a l e n t c o n d i t i o n s i s s a t i s f i e d 
i ) The rank of ( T ( s ) U ( s ) ) i s r f o r a l l scC. 
i i ) The Smith form of ( T ( s ) U ( s ) ) i s (1^. 0 ) . 
S i m i l a r l y , the polynomial m a t r i c e s T ( s ) , V ( s ) 
r e s p e c t i v e l y r x r , mxr are s a i d to be RELATIVELY RIGHT 
PRIilE i f and only i f every COMMON RIGHT DIVISOR of T ( s ) 
and V ( s ) , such as R(s ) , where 
T ( s ) 
V ( s ) 
i s unimodular 
T 2 ( s ) I R ( s ) 
V 2 ( s ) 
An analogous r e s u l t to theorem (2.8) holds 
f o r r e l a t i v e l y r i g h t prime polynomial m a t r i c e s 
Returning to the system matrix 
P ( s ) = T ( s ) 
•V(s) 
U ( s ) * • . 
W(s) 
( 2 . 9 ) 
with i t s a s s o c i a t e d t r a n s f e r f u n c t i o n matrix 
G ( s ) = V ( s ) T " ^ ( s ) U ( s ) + W(s) (2.10) 
the decoupling zeros of the system a r e d e f i n e d as f o l l o w s : 
(2,11) : D e f i n i t i o n : An element 6 £ (C i s c a l l e d an INPUT-
DECOUPLING ZERO Ci . d . zero) of P ( s ) i n case 6 i s a zero of 
the m a t r i x ( T ( s ) U ( s ) ) . The s e t {3^^,32' ^b^^^ 
such zeros i s c a l l e d the s e t of INPUT-DECOUPLING ZEROS 
of P ( s ) , i . e . { 6 j } i s the s e t of i . d . zeros of P ( s ) . 
The s e t of OUTPUT-DECOUPLING ZEROS (o.d. z e r o s ) {y .} 
J 
i s d e f i n e d i n an e n t i r e l y analogous manner as the s e t of 
zeros of the matrix | T ( s ) 
- V ( s ) 
The s e t of input-decoupling zeros which are a t the 
same time output-decoupling zeros i s c a l l e d the s e t of 
INPUT-OUTPUT DECOUPLING ZEROS ( i . o . d . z e r o s ) of P ( s ) and 
i s denoted by {6 . } . 
J 
The s e t {^.,y.) - { 6 . } i s c a l l e d the s e t of 
DECOUPLING ZEROS of P ( s ) . 
The f o l l o w i n g theorem prov i d e s f o r the absence of 
decoupling z e r o s . 
(2.12):Theorem: P ( s ) has no i . d . zeros i f and only i f T ( s ) 
and U ( s ) are r e l a t i v e l y l e f t prime. P ( s ) has no o.d. 
zeros i f and only i f T ( s ) and V ( s ) are r e l a t i v e l y r i g h t 
prime. 
Now c o n s i d e r the systems 
P ( s ) = L ^ ( s ) T ^ ( s ) L ^ ( s ) U ^ ( s ) ( 2 . 13) 
- V ( s ) W(s) 
and 
. U j ( s ) ( 2 . 14) 
. - ' ^ ( ^ ^ '. W(s) 
where T ^ ( s ) and U j ( s ) are r e l a t i v e l y l e f t prime and 4 ( s ) 
i s not i n g e n e r a l unimodular although L ^ ( s ) |0. Thus 
the i . d . zeros of P ( s ) are the zeros of L ^ ( s ) and P^^Cs) 
has no i . d . z e r o s . Now the t r a n s f e r f u n c t i o n of P ( s ) i s 
given by 
G(s) = V ( s ) ( L ^ ( s ) T ^ ( s ) ) ' ^ L ^ ( s ) U ^ ( s ) + W(s) 
= V ( s ) T ^ " ^ ( s ) L ^ " ^ ( s ) L ^ ( s ) U i ( s ) + W(s) 
= V ( s ) T ^ " \ s ) U ^ ( s ) + W(s). 
C l e a r l y then P ( s ) and P ^ ( s ) have the same t r a n s f e r f u n c t i o n 
matrix and the i . d . zeros of P ( s ) have been c a n c e l l e d out 
or "decoupled" i n the formation of the t r a n s f e r f u n c t i o n 
matrix. T h i s e x p l a i n s the term "decoupling z e r o s " . 
Thus i t i s seen that f o r a given t r a n s f e r f u n c t i o n matrix 
G(s) there are many system m a t r i c e s g i v i n g r i s e to i t . 
Such system m a t r i c e s are c a l l e d REALISATIONS of G ( s ) . 
The order n of a system i s given by the degree of 
T ( s ) . Obviously, u n l e s s L ^ ( s ) i s uniraodular i n which 
case P ( s ) has no i . d . zeros, the order of P ( s ) i s g r e a t e r 
than the order of P ^ ( s ) . As each i . d . zero i s removed 
from P ( s ) a system of lower order r e s u l t s . There i s 
c l e a r l y no upper bound on the order of a r e a l i s a t i o n of a 
given t r a n s f e r f u n c t i o n matrix G ( s ) s i n c e the a d d i t i o n of 
more decoupling zeros i n c r e a s e s the order of a r e a l i s a t i o n 
but has no e f f e c t on G ( s ) . There i s , however, a lower 
bound on the order of a r e a l i s a t i o n of G ( s ) , denoted by 
v(G ) . Any r e a l i s a t i o n with order n = v(G) i s s a i d to 
have LEAST ORDER. Rosenbrock (1970) gives the f o l l o w i n g 
c h a r a c t e r i s a t i o n of such r e a l i s a t i o n s . 
(2.15)iTheorem: A system matrix P ( s ) has l e a s t order i f 
and only i f one of the f o l l o w i n g e q u i v a l e n t c o n d i t i o n s 
holds. 
( i ) P ( s ) has no decoupling zeros. 
( i i ) T ( s ) , U (s) are r e l a t i v e l y l e f t prime, and 
T ( s ) , V ( s ) are r e l a t i v e l y r i g h t prime. 
S i n c e the l e a s t order v(G) i s a c h a r a c t e r i s t i c of 
a given r a t i o n a l matrix G ( s ) i t i s d e s i r a b l e to have a 
method of computing v(G) d i r e c t l y from G ( s ) r a t h e r than 
i n d i r e c t l y from r e a l i s a t i o n s of i t . One such method was 
de s c r i b e d by Rosenbrock ( 1 9 7 0 , p l l 7 ) . 
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( 2.16) :Theforem: The l e a s t order v(G) of the r a t i o n a l m a t r i x 
G(s) i s the degree of the l e a s t common denominator of a l l 
minors of a l l ord e r s of G(s) , 
Two f u r t h e r important system c h a r a c t e r i s t i c s are the 
system poles and the system zeros. The poles were defined 
thus by Rosenbrock (1970,p66) : 
(2117) : D e f i n i t i o n : The s e t of POLES OF THE SYSTEM P (s) , 
denoted {n^} i s the s e t of zeros of T ( s ) . 
Rosenbrock (1974b) d e f i n e d the system zeros i n terms 
of c e r t a i n minors of P (s) . 
(2.18) : D e f i h i t i b n : L e t P (s) be an (r+m) x (r+Jl) polynomial 
system matrix as i n equation ( l . S l . Then the minor formed, 
from rows 1,2, .. . . r , r + i ^ , . ...r+i^^ and columns 
1,2.. , , r , r + j ^ , '^"^Jk ^^^^ denoted by 
p ^ l ' ^ 2 '"^k^ 
and c a l l e d a BORDERED MINOR OF P (s) OF ORDER k. 
Thus 
(2.19) : D e f i n i t i o n : The "SYSTEM ZERO'S { a ^ } are the zeros of 
the g r e a t e s t common d i v i s o r of the bordered minors of P(s) 
o f order p, i . e . of the form 
^ i ^ , i 2 , • • - i p ^ (2.20) 
where p i s the g r e a t e s t i n t e g e r f o r which P (s) p o s s e s s e s 
a non-zero minor of the form (2.20). 
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I n t h i s s e c t i o n the important c h a r a c t e r i s t i c s of a 
system, namely the decoupling zeros and the system p o l e s 
and system zeros have been defined. The r e l a t i o n s h i p 
between these c h a r a c t e r i s t i c s w i l l be d e s c r i b e d i n 
s e c t i o n (4.1) , I n the next s e c t i o n t r a n s f o r m a t i o n s of 
the system equations which leave unchanged these system 
c h a r a c t e r i s t i c s w i l l be d i s c u s s e d . 
S e c t i o n (1.3)' : E q u i v a l e n c e of . System Matrices 
Any system S may be d e s c r i b e d by many d i f f e r e n t s e t s 
of equations of the form ( 1 . 1 ) . when given a complicated 
s e t of equations i t i s o f t e n necessary to reduce them to a 
s i m p l e r form before the system can be ana l y s e d . T h i s 
s i m p l e r form may of course be the s t a t e - s p a c e form of 
equations (1.6) . One advantage of usi n g the system m a t r i x 
i d e a i s th a t such t r a n s f o r m a t i o n s of the system equations 
may. be r e p r e s e n t e d as tr a n s f o r m a t i o n s on the system matrix 
P (s) which are more e a s i l y understood. The tr a n s f o r m a t i o n s 
on P (s) which are important are those which do not change 
the t r a n s f e r f u n c t i o n matrix G(s) or the decoupling zeros 
of P (s) f o r then such t r a n s f o r m a t i o n s do not e f f e c t i v e l y 
change the system or i t s important c h a r a c t e r i s t i c s . A 
well-known t r a n s f o r m a t i o n of t h i s type i s s t r i c t system 
e q u i v a l e n c e which was d e s c r i b e d by Rosenbrock (1970). L e t 
P(s) = ' T ( s ) : U(s) and (s) = T j ( s ) ; (s) (3.1) 
-V(s) • W(s) - V j ( s ) ; (s) 
be two (r+m) x (r+Jl) polynomial system m a t r i c e s . Then 
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(3; 2) :Def i h i t i b n : P (s) and (s) are s a i d to be STRICTDf 
SY3TEM EQUIVALENT ( w r i t t e n (s . s.e) ) i f and" only i f t h e r e 
e x i s t r x r unimodular m a t r i c e s M (s) and N (s) and 
polynomial m a t r i c e s X (s) and Y (s) of dimensions (mxr) and 
(rxJi) r e s p e c t i v e l y such t h a t 
M(s) . 0 • • • • 
x ( s ) ; I 
T (s) . U (s) 
- V ( s ) ' W(s) 
N (s) . Y (s) 
0 • I„ 
(s) 
•Vj (s) 
(s) 
^1 
(3.3) 
I n g e n e r a l the order n of P (s) , d e f i n e d as the degree 
# 
of T (s) , bears no r e l a t i o n to the dimension r of T (s) . 
However, i t i s normally r e q u i r e d t h a t 
r > n (3.4) 
for o therwise P (s) cannot be reduced to i t s s t a t e - s p a c e 
form by o p e r a t i o n s of ( s . s . e . ) alone. 
Some important consequences of d e f i n i t i o n (3.2) are 
• (3.5):Theorem: Under s t r i c t system equivalence the 
f o l l o w i n g a r e i n v a r i a n t 
i ) The t r a n s f e r f u n c t i o n matrix G(s) and consequently 
the s e t of f i n i t e p oles {g^^} of G(s) and v.(G) t h e i r number, 
i i ) The s e t s ( B ^ } , {y^} and { 6 ^ } of f i n i t e i . d . , o,d. 
and i.o.d. zeros r e s p e c t i v e l y of P (s) . 
i i i ) The s e t of decoupling zeros {&^,y^} - ( 6 ^ } of 
P(s) . 
iv) The s e t { n ^ } of zeros of T (s) 
Proof: S e e Rosenbrock (1970) 
and n t h e i r number 
I f o p e r a t i o n s of s . s . e . are c a r r i e d out on a system 
matrix i n s t a t e - s p a c e form, i n g e n e r a l , the r e s u l t w i l l not 
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be i n s t a t e - s p a c e form. Because of the importance of 
the s t a t e - s p a c e form, a t r a n s f o r m a t i o n which p r e s e r v e s 
t h i s form i s r e q u i r e d and the r e l e v a n t d e f i n i t i o n i s 
(3.6) :Def i h i t i b n : Two system m a t r i c e s P (s) and P^ (s) i n 
s t a t e - s p a c e form are s a i d to be SYSTEM SIMILAR ( w r i t t e n 
( s . s . ) ) i f and only i f there e x i s t s a constant non-
s i n g u l a r matrix H such t h a t , 
-1 
m 
B 
D(s) 
H O 
• • • 
0 ' I -C 
. (3.7) 
Thus ( s . s . ) i s a s p e c i a l c a s e of ( s . s . e . ) and c l e a r l y 
the r e s u l t s of theorem (3,5) a l s o hold f o r system 
s i m i l a r i t y . The r e l a t i o n s h i p between these d e f i n i t i o n s 
i s (Rosenbrock 1970) 
(3".8) ':Theorem: Two system m a t r i c e s i n s t a t e - s p a c e form 
are ( s . s . ) i f and only i f they are ( s . s . e . ) . 
One disadvantage of ( s . s . e . ) i s t h a t a polynomial 
system matrix i s not ( s . s . e . ) to a t r i v i a l expansion of 
i t s e l f e.g. The system m a t r i c e s P^ (s) and P2 (s) where 
P i (s) = 
and 
Po(s) = 
(3.9) 
(3.10) 
are not ( s . s . e . ) even though they c l e a r l y possess the same 
t r a n s f e r f u n c t i o n m a t r i x and the same decoupling zero^krudyre. 
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T h i s problem has been res e a r c h e d by Pernebo (1977) , 
Furhrmann (1977) and Pugh and s h e l t o n (1978) . By 
a l l o w i n g t r i v i a l expansion i n a d d i t i o n to the o p e r a t i o n s 
of ( s . s . e . ) t h i s problem i s s o l v e d , and a l s o the requirement 
(3.4) i s removed. 
S t r i c t system equivalence i s e s s e n t i a l l y the d e f i n i t i o n 
of e q u i v a l e n c e of polynomial m a t r i c e s (Gantmacher 1959, 
L a n c a s t e r 1970) which Pugh and S h e l t o n r e f e r to as 
unimodular equivalence ( w r i t t e n (u.e.)) a p p l i e d to system 
m a t r i c e s . Pugh and .Shelton d e f i n e a new equivalence 
t r a n s f o r m a t i o n f o r polynomial m a t r i c e s which they term 
extended unimodular e q u i v a l e n c e ( w r i t t e n (e.u.e.)) . They 
then apply t h i s t r a nsformation to system m a t r i c e s g i v i n g 
a new e q u i v a l e n c e t r a n s f o r m a t i o n c a l l e d extended s t r i c t 
system e q u i v a l e n c e . . Extended unimodular e q u i v a l e n c e i s 
defined as foll o w s ! 
(3.11) - D e f i n i t i o n : L e t P^ (s) and P2 (s) be two polynomial 
m a t r i c e s of dimensions (r^.+m) x (r^+Jl) and {r's. 2 + 
r e s p e c t i v e l y . Then P^ (s) and P2 (s) are s a i d to be 
EXTENDED UNIMODULAR EQUIVALENT i n case t h e r e e x i s t poly-
nomial m a t r i c e s M (s) and N (s) such t h a t 
M(s)P^(s) = P 2 ( s ) N ( s ) (3.12) 
where M (s) and Pg (s) are r e l a t i v e l y l e f t prime and P^ (s) 
and N (s) are r e l a t i v e l y r i g h t prime. 
The f o l l o w i n g r e s u l t s , given by Pugh and s h e l t o n 
are important consequences of these d e f i n i t i o n s . 
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(3.13)-Theorem: Two polynomial m a t r i c e s of the same 
dimensions that are (e.u.e.) are a l s o (u.e.) . 
(3". 14) : Theorem: I f the polynomial m a t r i c e s (s) and 
P2 (s) are (e.u.e.) then so are t h e i r r e s p e c t i v e S mith 
forms 3 (Pp and 3 (Pg) . More p a r t i c u l a r l y 
^ - ^ r ^ - r , ® Sf^V ^2 > ^1 
3 (P2) =3 (P^) ^2 = ^1 ^ ^^-^^^ 
^ r ^ - r g © S ( P 2 ) = S (P^) r ^ > 
(3.16) :Theorem: I f S (P^) and 3 (Pg) are r e l a t e d as i n 
(3.15) then P^ (s) and Pg (s) are (e.u.e.) . 
Theorems (3.14) and (3.16) show th a t two polynomial 
m a t r i c e s are (e.u.e.) i f and. only i f the Smith form of 
one i s i d e n t i c a l to o r a t r i v i a l expansion of the S m i t h 
form of the other. T h i s shows th a t any operations t h a t 
can be achieved by (e.u.e.) can a l s o be achieved by the 
oper a t i o n s of t r i v i a l expansion and (u.e.) and v i c e v e r s a . 
Pugh a n d S h e l t o n apply the t r a n s f o r m a t i o n of (e.u.e.) 
to system m a t r i c e s as f o l l o w s . 
(3.17) - D e f i h i t i b n : L e t P (s) and P]^ (s) be two polynomial 
system m a t r i c e s of dimensions (r+m) x(r+A) and 
(r^+m) X ( r ^ + W r e s p e c t i v e l y . Then P (s) and P^ (s) are s a i d 
to be EXTENDED STRICT SYSTEM EQUIVALENT ( w r i t t e n (e .s . s . e .) ) 
i f and only i f there e x i s t polynomial m a t r i c e s M (s) , N (s). , 
X(s) and Y (s) such t h a t 
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M (s) . 0 T( s ) U(s) • = (s) (s) N (s) • Y (s) 
X(s) -V (s) • W(s) _-V^  (s) : ^1 (s) [o : h J (3.18) 
where M (s) and T^ (s) are r e l a t i v e l y l e f t prime and T (s) 
and N (s) are r e l a t i v e l y r i g h t prime, i . e . T ( s ) and T^ (s) 
are (e.u.e.) . 
T h i s t r a n s f o r m a t i o n i s i d e n t i c a l to t h a t proposed by 
Fuhrmann (1977) and i t has a l s o been d i s c u s s e d by K a i l a t h 
(1980 Chapter 8) . Note t h a t the requirement t h a t T ( s ) 
and T^ (s) are (e.u.e.) i s a s u f f i c i e n t but not a n e c e s s a r y 
c o n d i t i o n f o r P (s) and P^ (s) a l s o to be (e.u.e.) . The 
f o l l o w i n g theorem i s an important consequence of d e f i n i t i o n 
(3.17) . 
(3'. 19) :Theorem: The t r a n s f o r m a t i o n of ( e . s . s . e . ) p r e s e r v e s 
i ) the t r a n s f e r f u n c t i o n matrix and hence i t s 
l e a s t order v (Gr) . 
i i ) the s e t of system p o l e s . 
i i i ) a l l s e t s of decoupling zeros. 
iv) the s e t of system z e r o s . 
Proof: See Pugh and 3 h e l t o n (ibid) . 
The importance of ( e . s . s . e . ) i s t h a t i t i n c o r p o r a t e s 
t r i v i a l expansion i n a d d i t i o n to the u s u a l o p e r a t i o n s of 
( s . s . e . ) as the next r e s u l t s t a t e s . 
(3.20):Theorem: T r i v i a l expansion i s an o p e r a t i o n of 
(e . s . s . e . ) . 
Proof: S e e Pugh a n d S h e l t o n ( i b i d ) . 
17 
Returning to equations (3.9) and (3.1 0 ) , P (s) and 
P^ (s) a re r e l a t e d by 
(3.21) 
I t i s c l e a r from (3.21) t h a t P (s) and P^ (s) are ( e . s . s . e . ) 
Pugh a n d S h e l t o n a l s o prove the f o l l o w i n g theorem. 
(3.22) :Theorem: Any polynomial system matrix P (s) may be 
reduced to s t a t e - s p a c e form by ope r a t i o n s of ( e . s . s . e . ) . 
T h i s r e s u l t i s important because i t shows t h a t g i v e n 
a polynomial system matrix one can always f i n d a s t a t e -
space r e p r e s e n t a t i o n of i t whether or not r > n. I f 
o r i g i n a l l y r > n the s t a t e - s p a c e system w i l l have g r e a t e r 
dimensions than the o r i g i n a l system. 
The importance of the tr a n s f o r m a t i o n s of (e.u.e.) and 
(e . s . s . e . ) w i l l become more c l e a r i n the r e s t of t h i s 
t h e s i s . 
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Chapter 2. The F i n i t e and I n f i n i t e Zeros and Poles of a 
R a t i o n a l Matrix. 
S e c t i o n (2.1) : The B a s i c D e f i n i t i o n s 
The f i n i t e p o l e s and zeros of a r a t i o n a l matrix have 
been d e f i n e d by many authors ( e . g . Rosenbrock 1970) and a 
summary was given i n Chapter 1. More r e c e n t l y a t t e n t i o n 
(Rosenbrock 1974a, Verghese, K a i l a t h e t a l . 1979, 1981, 
Anderson and Bitmead 197"8) has been focussed on d e f i n i n g the 
i n f i n i t e p oles and zeros of a r a t i o n a l m a t r i x . I n t h i s 
s e c t i o n new d e f i n i t i o n s of both the f i n i t e and i n f i n i t e p oles 
and zeros of a r a t i o n a l m a t r i x w i l l be presented. These 
d e f i n i t i o n s are motivated by well-known techniques from the 
complex v a r i a b l e theory of r a t i o n a l f u n c t i o n s . Much of the 
m a t e r i a l on which t h i s s e c t i o n and the next two s e c t i o n s are 
based i s taken from Pugh and R a t c l i f f e ( 1 9 7 9 a ) . 
Before c o n s i d e r i n g r a t i o n a l m a t r i c e s the zeros of a 
polynomial matrix w i l l be d e f i n e d . T h i s procedure i s adopted 
so t h a t the c l o s e s t p o s s i b l e analogy to the case of r a t i o n a l 
f u n c t i o n s , as i n d i c a t e d below, i s obtained. Accordingly, l e t 
DCs) be a polynomial matrix of dimension mxZ, then 
( 1 . 1 ) : D e f i n i t i o n : S Q E C i s a F I N I T E ZERO OF DEGREE k of D ( s ) 
i n case ( S - S Q ) i s an elementary d i v i s o r of D ( s ) . The s e t 
of ZEROS of D ( S ) i s the s e t of a l l such numbers S Q , a zero 
of degree k being i n c l u d e d k times. 
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T h i s i s e s s e n t i a l l y Rosenbrock's (1974b) d e f i n i t i o n 
wherein the zeros of D ( s ) are the zeros of the i n v a r i a n t 
polynomials of D ( s ) taken a l l together. The only new concept 
i n C l . l ) i s t h a t of the degree of a zero. The f o l l o w i n g 
r e s u l t y i e l d s a simple t e s t to determine whether SQ i s a 
zero of D ( s ) although i t y i e l d s no information concerning 
the degree. 
C I . 2 ) : P r o p o s i t i o n : SQCC i s a zero of the polynomial matrix 
D(s) i f and only i f 
RANK D(So) < P(D) 
where p( ) denotes the normal rank of the i n d i c a t e d m a t r i x . 
In complex v a r i a b l e theory the f i n i t e poles and zeros 
of a r a t i o n a l f u n c t i o n g ( s ) are defined by way of a 
f a c t o r i s a t i o n 
g ( s ) = n ( s ) 
d ( s ) 
where n ( s ) and d ( s ) are r e l a t i v e l y prime polynomial f u n c t i o n s . 
The zeros and poles of g ( s ) are d e f i n e d as the zeros of n ( s ) 
and dCs) r e s p e c t i v e l y . An analogous method w i l l be used 
here to d e f i n e the f i n i t e poles and zeros of a r a t i o n a l matrix 
G ( s ) , hence i n the f i r s t i n s t a n c e f a c t o r i s a t i o n of r a t i o n a l 
m a t r i c e s i n t o r e l a t i v e l y prime polynomial f a c t o r s w i l l be 
d i s c u s s e d . 
I t i s w e l l known that any mxi r a t i o n a l matrix G ( s ) may 
be decomposed i n t o r e l a t i v e l y prime polynomial f a c t o r s 
GCs) = N ( s ) D " ^ ( s ) = D"^ (s)N3(s) (1.3) 
2 0 
where N(.s), D ( s ) are r e l a t i v e l y right prime and N ^ ( s ) , D i ( s ) 
are r e l a t i v e l y l e f t prime, i . e . N(s) and ( N , ( s ) , D , ( s ) ) 
L D ( S ) J 
have f u l l column and row rank r e s p e c t i v e l y f o r a l l s e C 
Of course n e i t h e r of the f a c t o r i s a t i o n s (1.3) i s unique 
s i n c e f o r any unimodular matrix M(s) or li^t^.) 
D ' ( S ) = D(s)M(s) N'(s) = N(s)M(s) 
and 
D^ ( s ) = M ( s ) D i ( s ) N { ( s ) = M^(s)N^(s) 
a l s o form r e l a t i v e l y prime f a c t o r i s a t i o n s of G ( s ) . D e s p i t e 
t h i s however the f o l l o w i n g n a t u r a l terminology, due i n part 
to Wolovich (1973) i s adopted. 
(.1.4) :Def i n i t i o n : Any mxi polynomial matrix such as N(s) 
or N i ( s ) s a t i s f y i n g (1.3) i s c a l l e d a NUMERATOR of G ( s ) . 
(.1.5) : D e f i n i t i o n : Any mxm polynomial matrix such as D ^ ( s ) 
or 1x2. matrix such as D ( s ) s a t i s f y i n g (1.3) i s c a l l e d a 
DENOMINATOR of G ( s ) . 
Si n c e , as i n d i c a t e d above, t h e r e are many r e l a t i v e l y 
prime f a c t o r i s a t i o n s of a given r a t i o n a l m a t r i x G ( s ) the 
numerator and denominator are not unique. Thus the n a t u r a l 
d e f i n i t i o n of poles and zeros i n terms of zeros of 
numerators and denominators cannot immediately be made s i n c e 
i t i s not c l e a r f o r example whether d i f f e r e n t denominators 
even have the same z e r o s . T h i s s i t u a t i o n i s c l a r i f i e d by 
the f o l l o w i n g r e s u l t s , the f i r s t of which e s t a b l i s h e s the 
complete connection between the d i f f e r e n t r e l a t i v e l y prime 
polynomial f a c t o r i s a t i o n s of G ( s ) . 
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CI.6):Theorem: A l l numerators of G ( s ) are unimodular 
e q u i v a l e n t w h i l e a l l denominators are extended unimodular 
e q u i v a l e n t . 
Proof: I f N^(s) and i N 2(s) are two numerators of GCs) and 
D-j^Cs), 0 2(3) t h e i r r e s p e c t i v e denominators i n any r e l a t i v e l y 
l e f t prime f a c t o r i s a t i o n of GCs) 
i . e . G ( s ) = D ^ " ^ ( s ) N ^ ( s ) = D 2 ' ^ ( s ) N ( s ) 
then the r e s u l t f o l l o w s from Rosenbrock (1970 p.139). In 
f a c t D ^ ( s ) and D 2 ( s ) are a c t u a l l y unimodular e q u i v a l e n t 
which i s a s p e c i a l case of extended unimodular e q u i v a l e n c e 
(Pugh and Shelton, 1978). The theorem i s t r u e i n the same 
way i n the case of two r e l a t i v e l y r i g h t prime f a c t o r i s a t i o n s 
i . e . G ( s ) = N^(s)D^~^Cs) = N 2 ( s ) D 2 ' ^ ( s ) 
I f the f a c t o r i s a t i o n s are of opposite type 
i . e . G ( s ) = N ^ ( s ) D ^ " ^ ( s ) = D 2 " ^ ( s ) N 2 ( s ) (1.7) 
then 
D 2 C s)N^(s) = 1^2(^3)0^(5) (1.8) 
However, from the r e l a t i v e primeness of the f a c t o r i s a t i o n s 
C I . 7 ) , the r e l a t i o n (1.8) i s simply the statement that N^(s) 
and N2CS) are extended unimodular e q u i v a l e n t , as indeed are 
D^Cs) and D 2 C S ) . S i n c e N^(s) and N 2 ( s ) are both of the 
same dimensions, mxJl , the r e l a t i o n s h i p of extended 
unimodular e q u i v a l e n c e can a c t u a l l y be r e p l a c e d by one of 
unimodular e q u i v a l e n c e CPugh and Shelton 1978) which proves 
the theorem. 
2 2 
I n the above theorem the r e s u l t concerning the 
numerators was o r i g i n a l l y proved by Wolovich (1973), although 
as i n d i c a t e d i n the proof, c e r t a i n s p e c i a l c a s e s are 
a t t r i b u t e d to Rosenbrock ( 1 9 7 0 ) . The complete r e s u l t of 
theorem CI.6) i s inherent i n the work of Fuhrmann (1977) but 
the simple proof given here i s a d i r e c t consequence of the 
r e s u l t s of Pugh and She l t o n ( 1 9 7 8 ) . 
The importance of the r e s u l t (1.6) to the present 
d i s c u s s i o n i s made c l e a r by theorem (1.3.14) which forms 
the c e n t r a l r e s u l t of Pugh and Shelton ( 1 9 7 8 ) . S i n c e the 
Smith forms of extended unimodular e q u i v a l e n t m a t r i c e s 
d i f f e r only by t r i v i a l expansion i t i s seen that a l l 
denominators ( r e s p e c t i v e l y numerators), p o s s e s s the same 
n o n - t r i v i a l , non-unit i n v a r i a n t polynomials. Accordingly 
the f o l l o w i n g c o r o l l a r y to theorem (1.6) can be s t a t e d . 
C I . 9 ) : C o r o l l a r y : A l l numerators (denominators) of a r a t i o n a l 
matrix G ( s ) have the same s e t of z e r o s . S p e c i f i c a l l y , i f SQ 
i s a zero of degree k of a numerator (denominator) of G ( s ) 
i t i s a zero of degree k of every numerator (denominator). 
As a d i r e c t consequence of t h i s c o r o l l a r y i t i s now 
p o s s i b l e to f o r m a l l y d e f i n e the po l e s and zeros of a r a t i o n a l 
m a t r i x i n the manner proposed. Thus 
( 1 . 1 0 ) : D e f i n i t i o n : S Q E C i s a ZERO OF DEGREE k of t h e ' r a t i o n a l 
matrix GCs) i f i t i s a zero of degree k of any numerator 
of G ( s ) . SQZ^ i s a POLE OF DEGREE k of the r a t i o n a l matrix 
GCs) i f i t i s a zero of degree k of any denominator of GCs). 
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T h i s d e f i n i t i o n of the f i n i t e poles and zeros of G ( s ) 
i s e s s e n t i a l l y the same as t h a t given by Rosenbrock (1970, 
p. 109) as w i l l now be seen. However, the concept of the 
degree of a pole or zero i s new. Rosenbrock ( i b i d ) 
i n v e s t i g a t e s the f i n i t e p oles and zeros of the mxl r a t i o n a l 
m atrix GCs) by means of the McMillan standard form which i s 
defined as f o l l o w s : 
C I . 1 1 ) : D e f i n i t i o n : L e t dCs) be the raonic l e a s t common 
denominator of a l l the elements of G ( s ) and w r i t e 
GCs) = N ( s ) / d C s ) . (1.12) 
NCs) can be brought to Smith form by the tr a n s f o r m a t i o n 
L C s ) N ( s ) R ( s ) = SCs) (1.13) 
where LCs) and RCs) are unimodular m a t r i c e s . In the r a t i o n a l 
m atrix S ( s ) / d ( s ) t h e r e may be common f a c t o r s between numerator 
and denominator i n the elements on the l e a d i n g d i a g o n a l . A f t e r 
c a n c e l l a t i o n of these common f a c t o r s the r a t i o n a l matrix 
M(s) r e s u l t s where 
M(s) = Q ( s ) m= Z (1.14) 
Q ( s ) 
0 
m-l, I 
and Q(.s) = diag 
m>A. 
(1.15) 
where p i s the normal rank of G ( s ) and ^i+ l > "J'i + i " ' ' i ' 
i = l , p-1. Then M(s) i s the McMILLAN FORM of GCs) 
2 4 
The f o l l o w i n g c o r o l l a r y e s t a b l i s h e s a r e s u l t t h a t w i l l 
be r e q u i r e d l a t e r i n t h i s s e c t i o n . 
C I . 1 6 ) : C o r o l l a r y : ^^is), as defined i n equation (1,15) i s 
equal to d ( s ) , the monic l e a s t common denominator of a l l the 
elements of G ( s ) . 
Proof: L e t ( s ) denote the f i r s t element on the l e a d i n g 
diagonal of S ( s ) . From the d e f i n i t i o n of the Smith form of a 
polynomial matrix (1.2.1) ( s ) i s the g r e a t e s t common 
dwisor of a l l the elements of N ( s ) . S i n c e , by d e f i n i t i o n , 
dCs) i s the monic l e a s t common denominator of a l l the elements 
of G ( s ) , no polynomial f a c t o r of d ( s ) i s a l s o a common f a c t o r 
of a l l the elements of N ( s ) , Consequently e^' ( s ) and d ( s ) are 
r e l a t i v e l y prime, and, from the c o n s t r u c t i o n of M(s) 
E:^(S) = e^* ( s ) 
and, more imp o r t a n t l y 
^li^{s) = d ( s ) . 
Rosenbrock ( i b i d ) d e f i n e s the f i n i t e poles and zeros of 
G( s ) v i a the McMillan form of G ( s ) i n the f o l l o w i n g way: 
C I . 1 7 ) : D e f i n i t i o n : The FINIT E ZEROS of G ( s ) are the ze r o s of 
the e^Cs) and the FINITE POLES of G ( s ) are the zeros of the 
i|;^(s) each counted according to t h e i r m u l t i p l i c i t y and degree. 
The d e f i n i t i o n s (1.10) and C I . 17) are r e c o n c i l e d by the 
next theorem i n which the r e l a t i o n s h i p between numerators and 
denominators of GCs) and the McMillan standard form of G ( s ) 
i s e s t a b l i s h e d . 
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(1.18):Theorem:Let 
(1.19) 
E(.s) eCs.) 
e(.s) 
0 
m = Z. 
m > i 
where £(.s) = diag Ce^^Cs), Cg^s) 
and l e t 
KCs) = d i a g ( i ^ i ( s ) , i f 2 ( s > ' ^ p ( s ) , 0 , . . .,0) (1.20) 
where KCs) i s Jtrx.Jt and the c^{s) and \i>^(s) are as d e f i n e d i n 
equations (.1.14) and ( 1 . 1 5 ) . Then a l l numerators of G(s) are 
unimodular e q u i v a l e n t t o E(s) and a l l denominators of G(s) 
are extended unimodular e q u i v a l e n t t o K ( s ) . 
Proof:Let 
GCs) = N^(s)D^'^Cs) (1.21) 
be a r e l a t i v e l y r i g h t prime f a c t o r i s a t i o n of G(s). 
From CI.12) and (1.13) 
MCs) = L ( s ) G(s) R(s) 
= ECs)K"^(s) 
(1.22) 
from CI. 19) and CI.20). This i s a r e l a t i v e l y r i g h t prime 
f a c t o r i s a t i o n of MCs) and consequently E(s) and K(s) are 
r e s p e c t i v e l y a numerator and denominator of M(s). 
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S u b s t i t u t i n g f o r G(s) from (1.21) i n t o (1.22) gives 
M(.s) = LCs)N^(s)D^'^(s)R(s) 
= L ( . s ) N ^ ( s ) ( R - ^ ( s ) D i ( s ) ) " ^ 
This i s also a r e l a t i v e l y r i g h t prime f a c t o r i s a t i o n of 
M(.s) since LCs) and R(s) (and consequently R~"^(s)) are 
unimodular. Therefore L ( s ) N ^ ( s ) and R~"^(s)D^(s) are also a 
numerator and a denominator of M(s) r e s p e c t i v e l y . 
Since R~^Cs) i s unimodular D^(s) i s unimodular e q u i v a l e n t 
t o R"-^Cs)D^(s) . But R"'^(s)D(.s) and K(s) are both denominators 
taken from r e l a t i v e l y r i g h t prime f a c t o r i s a t i o n s of M(s) and 
hence they are also unimodular e q u i v a l e n t . Consequently, by 
the t r a n s i t i v i t y of unimodular equivalence, (Pugh and Shelton, 
1978, K a i l a t h , 1980) D^(s) and K(s) are unimodular e q u i v a l e n t . 
Thus, by theorem (1.6) a l l denominators of G(s) are extended 
unimodular e q u i v a l e n t t o K ( s ) . 
The r e s u l t f o r the numerators f o l l o w s s i m i l a r l y , the 
r e l a t i o n s h i p of extended unimodular equivalence being replaced 
by one of unimodular equivalence since E(s) and a l l numerators 
of G(s) a l l have the same dimensions, mxi, 
The r e s u l t f o r the numerators i s w e l l known and was noted 
by Pugh and Shelton C1978) and K a i l a t h (1980) but the r e s u l t 
f o r the denominators i s new. From t h i s r e s u l t i t i s c l e a r 
t h a t 
( 1 . 2 3 ) : C o r o l l a r y : D e f i n i t i o n s (1-10) and (1.17) are e q u i v a l e n t 
i . e . they d e f i n e the same sets of zeros and poles although 
(1.17) makes no mention of the degree of a pole or zero. 
Theorem (1.18) and C o r o l l a r y (1.16) lead immediately t o 
the f o l l o w i n g r e s u l t which w i l l be r e q u i r e d i n the next s e c t i o n 
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(.1.24): Theorem: Let D(s) be any denominator of G(s) and l e t 
D(s) have Smith form 
S(JD) = P r ( s ) 0 0 
0 ?»r.l^2) 
0 
where r =Jl or m depending on the f a c t o r i s a t i o n of G(s). Then 
P l ( s ) = dCs) 
where d(.s) i s the monic l e a s t common denominator of a l l t h e 
elements of G(s). , 
Proof: From (1.20) K(.s) has Smith form 
S C K ) = 1 0 
0 1 
p-1 
By theorem (.1.18), D(s) and K(s) are extended unimodular 
e q u i v a l e n t and hence, by theorem (1.3.14) they have the same 
Smith form up t o t r i v i a l expansion. 
Consequently 
f o r i = r-p, . . . . , r - l , r 
and ^ ^ ( s ) = ti^^(s) f o r i = 1,2, ,p. 
0.(s) = 1 
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I n p a r t i c u l a r Pi(.s) = i/^i(s) b u t , from C o r o l l a r y CI.16) 
i/^lCs) = dCs) and thus 
01 Cs) = d(.s) as r e q u i r e d . 
Having d e f i n e d the f i n i t e poles and zeros of a r a t i o n a l 
m a t r i x i t i s now r e q u i r e d t o d e f i n e the terms " i n f i n i t e 
p o les" and " i n f i n i t e zeros". I n order t o def i n e these i n a 
way which again preserves the d i r e c t analogy w i t h the scalar 
case of a r a t i o n a l f u n c t i o n the standard technique of com-
plex v a r i a b l e theory i s u t i l i s e d , whereby the simple 
b i l i n e a r t r a n s f o r m a t i o n s = ^  i s performed. This t r a n s -
f o r m a t i o n takes the p o i n t s = » t o the p o i n t w = O and the 
p o i n t s = O t o the p o i n t w = «. A l l o t h e r p o i n t s i n the 
complex s-plane are c a r r i e d onto f i n i t e p o i n t s i n the 
complex w-plane i n a one-to-one manner. Thus, as was also 
suggested by Verghese e t a l C19S1), t h i s t r a n s f o r m a t i o n and 
d e f i n i t i o n (.1.10) can be combined t o give 
(.1; 25) : Def i n i t i o n : G C s ) i s s a i d t o have an INFINITE ZERO OF 
DEGREE k i n case w = 0 i s a f i n i t e zero of degree k of the 
r a t i o n a l m a t r i x G(.^). 
w 
G(.s) i s s a i d t o have an INFINITE POLE OF DEGREE k i n 
case w = 0 i s a f i n i t e pole o f degree k of GC^). 
— w 
The f o l l o w i n g example i l l u s t r a t e s the main d e f i n i t i o n s 
which have been described i n t h i s s e c t i o n . 
CI.26):Example:Consider the r a t i o n a l m a t r i x 
GCs) = 1 „2 
2 
s+1 ^ 
0 Cs+2) 
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Now 
GCs) = 1 s2 
0 Cs+2) 
• s + l 0 
> 0 1 
-1 
= N(.s) D--'(s) 
This i s a r e l a t i v e l y r i g h t prime f a c t o r i s a t i o n since 
2 
2 
N(s) 
D(s) 
1 s 
0 (s+2) 
s + l 0 
0 1 
has f u l l column rank f o r a l l seC. Now N(s) and D(s) have 
Smith forms 
0 Cs+2) 
and 0 
s+l 
r e s p e c t i v e l y . Hence, by d e f i n i t i o n ( 1 . 1 0 ) , G(s) has one f i n i t e 
zero of degree 2 at s = -2 and one f i n i t e pole of degree 1 at 
s = - 1 . 
The f i n i t e poles and zeros of G(s) can, of course, also be 
found by examining the McMillan form o f G(s). Applying the 
method and n o t a t i o n of d e f i n i t i o n (1.11) t o t h i s example gives 
dCs) = s + l . 
Hence 
N(s) = [ 1 s ^ ( s + l ) 
0 (s+2)^(.s+l) 
and N(.s) has Smith form 
S(s) = 
(s+2)^Cs+l) 
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D i v i d i n g each o f the elements of S(s) by d(s) and c a n c e l l i n g 
the common f a c t o r s gives the McMillan form of G(s) 
MCs) = 1 s+1 
(s+2) 
where e^ ^ = 1 
E g = Cs+2)2 
= s+1 
*2 = 1. 
Note t h a t = d ( s ) as p r e d i c t e d by C o r o l l a r y (1,16), Thus, 
according t o d e f i n i t i o n (1.17), G(s) has a f i n i t e zero a t 
s = -2 and a f i n i t e pole at s = - 1 . 
Hence i t i s c l e a r t h a t d e f i n i t i o n s (1.10) and (1.17) d e f i n e 
the same sets of poles and zeros although d e f i n i t i o n (1.17) 
makes no mention o f the degree of a pole or zero. This example 
i l l u s t r a t e s C o r o l l a r y CI.23). 
I n order t o i n v e s t i g a t e the i n f i n i t e poles and zeros of 
G(s) the t r a n s f o r m a t i o n s = — i s made g i v i n g 
W 
1+w 
_1 
w2 
(l±2w 
^ W ^ 
G(—) can be f a c t o r i s e d as w 
w 
0 (l + 2wf 
1+w 
0 w 
= N(w)D"-^(w) 
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This i s a r e l a t i v e l y r i g h t prime f a c t o r i s a t i o n of G(-) since 
NCw) 
D(w) 
w 1 
0 (l+2w) 
1+w 0 
0 w^ 
has f u l l column rank f o r a l l f i n i t e w. Now N(w) and D(w) have 
Smith forms 
wCl+2w) 
and 1 0 
0 w^(l+w ) 
r e s p e c t i v e l y . Hence GC^) has one zero of degree 1 at w = 0 and 
w 
one pole of degree 2 at w=0. Consequently, by d e f i n i t i o n (1.25) 
GCs) has one i n f i n i t e zero of degree 1 and one i n f i n i t e pole 
of degree 2. 
Siectioh C2.2): The Poles of a R a t i o n a l M a t r i x - Further Results 
I n t h i s s e c t i o n more of the consequences of the d e f i n i t i o n s 
given i n s e c t i o n C2.1) f o r t h e poles of a r a t i o n a l m a t r i x w i l l 
be explored and c e r t a i n of the r e s u l t s i n complex v a r i a b l e 
theory concerning r a t i o n a l f u n c t i o n s w i l l be g e n e r a l i s e d t o 
r a t i o n a l m a t r i c e s . 
The f o l l o w i n g i s one such r e s u l t . 
3*2 
(,2.1):Theorem: SQZC i s a pole of the r a t i o n a l m a t r i x GCs) i f 
and only i f , f o r some i and j , 
l i m g i j ( s ) = « . (2.2) 
s ^ So 
Proof: I f Soe(E i s a pole of the r a t i o n a l m a t r i x G(s) then 
<^-So^ i s a f a c t o r of some i n v a r i a n t polynomial of the denominators 
of G(.si, I n p a r t i c u l a r , i f the Smith form of the denominator 
of GCs) i s 
SCD) = diagCiZ»i.,(Z)r_i, , p i ) 
where r = J? or m depending on the f a c t o r i s a t i o n of GCs), then 
Cs-so) d i v i d e s 0^(s) f o r some i . By. the d i v i s i b i l i t y p r o p e r t i e s 
of the P^Cs) Cs-so) must be a f a c t o r of 9)-^(s). But, by theorem 
C2.1.24), P^is the monic l e a s t common denominator of a l l the 
elements of GCs) and hence ( s - S o ) occurs i n the denominator of 
at l e a s t one element g i j C s ) of GCs). Thus, by the corresponding 
theorem of complex v a r i a b l e theory 
l i m g i j ( s ) = «. \ 
S -5> So 
Conversely, since g i j C s ) i s a r a t i o n a l f u n c t i o n , i t s only 
s i n g u l a r i t i e s are poles C f i n i t e or i n f i n i t e ) . Thus, i f C2.2) 
holds f o r f i n i t e S Q , then So i s a f i n i t e pole of g i j C s ) . 
Consequently C S - S Q ) i s a f a c t o r o f P^Cs) and hence S Q i s a pole 
of G(s>. 
The next r e s u l t which, approached from a d i f f e r e n t p o i n t 
of view, forms exercise C4.1) i n Rosenbrock (1970, p.113), 
although not important on i t s own, w i l l be r e q u i r e d i n the proof 
of the theorem t h a t f o l l o w s i t . 
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(2 .3):Theorem: Let 
G(s) = A(s) + BCs) 
where G(.s) i s a r a t i o n a l m a t r i x and B(s) i s polynomial. Then 
ACs) + B(.s) and A(s) have p r e c i s e l y the same s e t of f i n i t e poles 
Proof: Let 
-1 A(s) = P "(s ) Q ( s ) (2.4) 
be a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n of A ( s ) . Thus 
G(s) = P"^(s) QCs) + B(s) 
= P"^(s) (Q(s) + P ( s ) B ( s ) ) (2.5) 
This i s a polynomial f a c t o r i s a t i o n of G(s) but i t i s not y e t 
c l e a r whether or not i t i s a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n . 
Now consider the m a t r i x 
( P ( s ) , Q(s) + P ( s ) B ( s ) ) = ( P ( s ) , Q ( s ) ) Im B(s) 
0 I . 
. (2.6) 
Since C2.4) i s a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n of A(s) 
the m a t r i x ( P ( s ) , Q(s)) has f u l l row rank. Also the m a t r i x 
.0 h J 
i s unimodular and consequently, from (2.6) the m a t r i x 
(.PCs), Q(s) + PCs)B(s)) 
must a l s o have f u l l row rank. Hence (2.5) i s a r e l a t i v e l y l e f t 
prime f a c t o r i s a t i o n of GCs), 
Thus i t can be seen from (2,4) and (2.5) t h a t P(s) i s 
a denominator of both A(s) and GCs) and t h e r e f o r e , from 
d e f i n i t i o n C L I O ) , ACs) and A(s) + B(s) have the same set of 
f i n i t e poles. 
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The f o l l o w i n g theorem, which g e n e r a l i s e s another w e l l 
known r e s u l t concerning r a t i o n a l f u n c t i o n s , allows the 
computation i n v o l v e d i n the c a l c u l a t i o n of the f i n i t e and 
i n f i n i t e poles of a r a t i o n a l m a t r i x to be g r e a t l y reduced. 
However, i t i s the c o r o l l a r i e s t h a t f o l l o w the theorem t h a t 
are p a r t i c u l a r l y important since they w i l l be r e f e r r e d t o 
many times l a t e r i n t h i s t h e s i s . 
(2,7) :Theorem: Let G(s) be an mxJl r a t i o n a l m a t r i x . Then G(s) 
may be w r i t t e n as 
G(s) = Gg(s) + D(s) (2.8) 
where Gg(s) i s s t r i c t l y proper and D(s) i s polynomial. Then 
( i ) the f i n i t e poles of G(s) are the f i n i t e poles of 
G3(s) 
and 
( i i ) the i n f i n i t e poles of G(s) are the i n f i n i t e poles 
of D ( s ) . 
Proof: ( i ) This f o l l o w s immediately from (2.1) since 0^(s) 
i s a s p e c i a l case of A ( s ) . 
( i i ) S u b s t i t u t i n g s = ^ i n (2.8) gives 
w 
G(i) = Gg(i) + D(J). (2.9) 
Now l e t 
where d(w) i s the monic l e a s t common denominator of a l l the 
elements of G (-) and M(w) i s a polynomial m a t r i x . Now since s w 
G ( s ) i s s t r i c t l y proper each element g. .(s) of G ( s ) i s a s 1J s 
s t r i c t l y proper r a t i o n a l f u n c t i o n 
i . e . l i m g^jCs) = 0 
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f o r a l l i and j . Thus i n each gj^jCs) the degree of the 
numerator i s less than the degree of the denominator. 
Consequently, i n ^ ( ; ^ ) , w i s not a f a c t o r i n the 
1J w 
denominator. Hence w i s not a f a c t o r i n d(w) , i . e . 
d(0)*o. 
S u b s t i t u t i n g f o r G^(^) from (2.10) i n (2.9) gives 
S w 
< ^ = d T ^ ^ 
^ (M(w) + d ( w ) D ( ^ ) ) . d(w) -^ ---^ w 
Now the i n f i n i t e poles of G(s) are the poles at w=0 of 
(M(w) + d ( w ) D ( ^ ) ) , which are, by theorem (2.3) the poles at 
w=0 of d ( w ) D ( ^ ) , since M(w) i s polynomial. But since 
d(0.)*0 the poles a t w=0 of d(w)D(^) are simply those of 
D ( ^ ) . Hence the poles at w=0 of D(i) are the poles at 
w=0 of G(^) and c l e a r l y the i n f i n i t e poles of D(s) are 
e x a c t l y those of G(s) as r e q u i r e d . 
(2.11): C o r o l l a r y : The mxJl r a t i o n a l m a t r i x G(s) i s polynomial 
i f and only i f i t has no f i n i t e p o l e s . 
Proof: G(s) may be expanded as i n (2.8) to give 
G(s) = Gg(s) + D(s) 
where i n t h i s case Gg(s) i s the mxJl n u l l m a t r i x . Hence, by 
theorem ( 2 . 7 ) , the f i n i t e poles of G(s) are the poles of the 
n u l l m a t r i x , i . e . G(s) has no f i n i t e p oles. 
Another way of p r o v i n g t h i s r e s u l t , which does not 
depend on theorem ( 2 . 7 ) , i s to l e t G(s) have a r e l a t i v e l y 
l e f t prime f a c t o r i s a t i o n 
G(s) = Im"^G(s). 
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Hence i s a denominator of G(s), and c l e a r l y t h i s has no 
f i n i t e zeros, i . e . G(s) has no f i n i t e p oles. 
Conversely, suppose t h a t 
G(s) = p - \ s ) Q ( s ) 
i s a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n of G(s). I f G(s) 
has no f i n i t e poles then a l l the denominators of G(s) have 
no f i n i t e zeros. Thus the Smith form of D(s) i s I ^ , and so 
D(s) i s unimodular. Consequently D~'^(s) i s a polynomial 
ma t r i x as i s G(s). 
( 2 . 1 2 ) : C o r o l l a r y : A non-constant polynomial m a t r i x has a l l i t s 
poles at i n f i n i t y . 
Proof: I f G(s) i s a non-constant polynomial m a t r i x then i t 
must have at l e a s t one non-constant polynomial element, 
i . e . g . j ( s ) = aj^s^ + + ^ + , a^ +^O 
f o r some i and j . Thus 
= i _ (aj^ ^ - 1 * + a^w^"^ + a^w^). 
Thus 
l i m g . j ( | ) = CO 
w 0 
and hence, by theorem ( 2 . 1 ) , G(^) has a pole at w = 0 i.e. 
G(s) has at l e a s t one pole at i n f i n i t y . 
From c o r o l l a r y (2,11) i t i s obvious t h a t G(s) has no 
f i n i t e poles and hence G(s) has a l l i t s poles at i n f i n i t y . 
Corresponding r e s u l t s hold f o r proper matrices as the 
f o l l o w i n g c o r o l l a r i e s show. 
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C2.13):Corollary: A r a t i o n a l m a t r i x G(s) i s proper i f and 
only i f i t has no i n f i n i t e p o l e s . 
Proof: By theorem C2.7), G(s) may be expanded as 
GCs) = Gg(s) + D(s) 
where i n t h i s case DCs) i s a.constant m a t r i x since G(s) i s 
proper. But the i n f i n i t e poles of G(s) are the i n f i n i t e poles 
of D(s) and consequently, since D(s) c l e a r l y has no i n f i n i t e 
poles, GCs) has no i n f i n i t e poles. 
Conversely, suppose t h a t G(s) has no i n f i n i t e poles, 
then has no poles at w = 0. Thus w i s not a f a c t o r of 
any i n v a r i a n t polynomial of the denominators of G( — ) , I n 
w 
p a r t i c u l a r w i s not a f a c t o r i n P-^ivj), the l a s t such i n v a r i a n t 
polynomial. But pj^(w) i s the l e a s t common denominator of 
elements of GC—) and t h e r e f o r e w i s not a f a c t o r i n the w 
denominator of any g ^ j C ^ ) . 
Thus, f o r a l l i and j 
^ i j ^ ^ ) = S ^T-l'^'*" ^o"^^ (2.14) 
^« 1^+ .... + b w*^  p p-1 o 
P u t t i n g w = i gives 
g i - i ( s ) = 1 (a s"^  + a iS*^"-^ + + a^) T T-1 O' s 
i (V' " Vl^'"' * •••• b^) 
s^ 
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P>T 
A s i m i l a r r a t i o n a l f u n c t i o n r e s u l t s i f T^p. I n a l l cases' 
since a^+ 0 and b^* 0 the degree of the numerator o f g ^ j ( s ) 
i s at most equal t o t h e degree o f the denominator o f g^jCs) . 
Thus g j ^ j ( s ) i s a proper r a t i o n a l f u n c t i o n f o r a l l i and j . 
i . e . G(s) i s a proper r a t i o n a l m a t r i x . 
(2.15) : C o r o l l a r y : A r a t i o n a l m a t r i x G(s) has i n f i n i t e poles 
i f and only i f i t i s non-proper. 
Proof: The proof f o l l o w s immediately from c o r o l l a r y ( 2 . 1 3 ) . 
The f i n a l c o r o l l a r y i n t h i s s e c t i o n extends theorem 
(2.1) t o the case of i n f i n i t e p oles, 
(2.16) : C o r o l l a r y : G(s) has a pole at i n f i n i t y i f and only 
i f f o r some i and j 
l i m g. .(s) = «> 
J . J 
s » 
Proof: G(s) has a pole at i n f i n i t y i f and only i f i t i s 
non-proper by c o r o l l a r y C2.15'). But by d e f i n i t i o n G(s) i s 
non-proper i f and only i f f o r some i and j 
l i m g i j ( s ) = " 
S 00 
and the c o r o l l a r y f o l l o w s immediately. 
The d e f i n i t i o n s given i n s e c t i o n (2.1) and the 
r e s u l t s developed subsequently a l l o w a new i n t e r p r e t a t i o n 
of a s p e c i a l type of r a t i o n a l m a t r i x namely a unimodular 
m a t r i x . 
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Unimodular matrices were defined i n s e c t i o n (1.2) and 
were seen to play an important r o l e i n various equivalence 
t r a n s f o r m a t i o n s on polynomial matrices. I n the f o l l o w i n g 
theorem a unimodular m a t r i x G(s) i s shown t o be c h a r a c t e r i s e d 
by i t s lack of poles and zeros at f i n i t e values of s. 
(2.17):Theorem: I f G(s) i s a f u l l rank mxm m a t r i x then i t i s 
unimodular i f and only i f i t has no f i n i t e poles and no f i n i t e 
zeros. 
Proof: I f G(s) has no f i n i t e poles then, by c o r o l l a r y (2.11) 
i t i s po l y n o m i a l . Since the f u l l rank polynomial m a t r i x G(s) 
has no f i n i t e zeros i t s Smith form i s I ^ , i . e . G(s) i s 
unimodular. 
Conversely, i f G(s) i s polynomial then i t has no f i n i t e 
poles. Also, since G(s) i s unimodular, 
r - i l " ^ 
G(s) = G(s) I m 
i s a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n of G(s) from which 
i t i s c l e a r t h a t G(s) has no f i n i t e zeros. 
Unimodular matrices w i l l be discussed f u r t h e r i n the 
next s e c t i o n . 
Section ( 2 . 3 ) : The McMillan Degree and Related Results. 
Rosenbrock (1970) has also d e f i n e d the i n f i n i t e poles 
and zeros of an mxZ r a t i o n a l m a t r i x i n the f o l l o w i n g way: 
( 3 . 1 ) : D e f i n i t i o n : ( i ) I f any element of G(s) tends t o i n f i n i t y 
as s CO then G(s) i s s a i d t o have a pole at i n f i n i t y , 
( i i ) I f every minor of some given order k tends to zero as 
s » then G(s) i s s a i d t o have a zero at i n f i n i t y . 
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As can be seen from c o r o l l a r y (2.16) t h i s d e f i n i t i o n 
of i n f i n i t e poles corresponds t o t h a t given i n (1.25). However, 
w h i l e ( 3 . 1 ) C i i ) may be a s u f f i c i e n t c o n d i t i o n f o r an i n f i n i t e 
zero t o e x i s t , i t i s not a necessary c o n d i t i o n as w i l l be shown 
below. 
Rosenbrock ( i b i d ) has given an a l t e r n a t i v e c h a r a c t e r -
i s a t i o n of i n f i n i t e poles and zeros which was o r i g i n a l l y 
formulated by McMillan (1952). 
( 3 . 2 ) i D e f i n i t i o n : Let 
s = a£ (3.3) 
P-1 
where a i s a constant which i s not a f i n i t e pole or zero of a 
minor of any order of G(s). Then G(s) has an i n f i n i t e pole i f 
and only i f (^C^^) has a pole at p = 1 i n the sense of 
d e f i n i t i o n (1.16) and hence d e f i n i t i o n ( 1.10). S i m i l a r l y 
GCs) has an i n f i n i t e zero i n case G ( ^ ) has a zero at p = 1 
p-1 
i n the sense of d e f i n i t i o n ( 1.16). This d e f i n i t i o n i s independent 
of a p r o v i d i n g t h a t a i s not. a pole or zero of' any minor of 
any order of G(s). 
Note t h a t the t r a n s f o r m a t i o n (3,3) does not i n c l u d e 
s = ^ . The f o l l o w i n g example i l l u s t r a t e s the various 
w 
d e f i n i t i o n s . 
C3.4):Example: Let 
GCs) 
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Now 
G(s) 
i s a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n and hence, by 
d e f i n i t i o n (1.10), G(s) has a f i n i t e pole and a f i n i t e zero 
at s = 0, both of degree one. 
In the case of the i n f i n i t e poles and zeros 
I 0 w 
0 w 
\v 0 
0 1 V/ 
i s a r e l a t i v e l y l e f t prime factorisation» Hence, by d e f i n i t i o n 
( 1 . 2 5 ) , G(s) has one i n f i n i t e pole and one i n f i n i t e zero, both 
of degree one. 
Note t h a t G(s) does have one element which tends t o 
i n f i n i t y as s ^ °° and so ( 3 . 1 ) ( i ) p r e d i c t s the exi s t e n c e o f 
at l e a s t one pole at i n f i n i t y . This i s , of course, c o n s i s t e n t 
w i t h the f i n d i n g s of c o r o l l a r y (2.16). On the contrary 
however ( 3 . 1 ) ( i i ) does not p r e d i c t the existence o f the 
i n f i n i t e zero f o r G(s) since the only 2x2 minor of G(s) i s 
u n i t y and not a l l 1x1 minors of G(s) tend t o zero as s ^ 
To i l l u s t r a t e d e f i n i t i o n (3.2) make the s u b s t i t u t i o n 
(3,3) where a + o. Then 
p-1 0 
£-1 
ap 
(3.5) 
42 
The Smith McMillan form of C3.5) i s then 
1 0 
P ( p - l ) 
0 p ( p - l ) 
from which i t i s c l e a r t h a t GC|§j^) has both a pole and a 
zero a t p = l . Thus, by d e f i n i t i o n ( 3 . 2 ) , G(s) has both a pole 
and a zero at i n f i n i t y . 
I t i s c l e a r from the above example t h a t ( 3 , l ) ( i i ) i s 
not a necessary c o n d i t i o n f o r G(s) t o possess one or more 
i n f i n i t e zeros and hence d e f i n i t i o n (3.1) i s i n v a l i d . I t i s 
noted t h a t t h e r e s u l t s concerning d e f i n i t i o n s (1.25) and 
(3.2) are s i m i l a r d e s p i t e the f a c t t h a t the t r a n s f o r m a t i o n 
(3.3) does not i n c l u d e s = i However, since both are b i l i n e a r 
w 
t r a n s f o r m a t i o n s , i t would seem n a t u r a l t h a t they should lead 
to the same r e s u l t s . 
I n f a c t , the equivalence of d e f i n i t i o n s (1.25) and 
(.3.2) may be proved d i r e c t l y . 
C3.6):Theorem: The d e f i n i t i o n s (1,25) and (3.2) are e q u i v a l e n t . 
Proof: I t w i l l be shown t h a t the poles and zeros of G(^) at 
w = 0 occur i n an i d e n t i c a l manner t o those of G(:^^) at p = 1, 
Let a minor of G(s) of some order be 
PCs) = a^s^ + a^^-^s^"^ + + ^ 1 ^ + (3.7) 
where the numerator and denominator have no common f a c t o r s and 
a , b are not simultaneously zero. 
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Let 9^(w) denote the i d e n t i c a l minor t o 9)(s) formed 
from GC^) and Og^P^ denote t h a t formed from G(|§^). Then 
= a + a i W + + a-w^"^ + a (3.8) 
q q-1 1 . . . o 
b ^ + b iW + + b^w^" + b 
q q-1 1 o 
where the numerator and denominator have no common f a c t o r s s i n ce 
s = i i s one-to-one, w 
S i m i l a r l y 
= a^Cap)"^ + aq_^(ap)'*"^(.p-l) + + a^ap(p-l )'^'^ + a ^ ( p - l ) ^ 
bqCap)^ + b q ^ ^ ( o t p ) ^ " ^ ( p - l ) + + b ^ a p ( p - l ) ^ " ^ + b ^ ( p - l ) ^ 
(3.9) 
where the numerator and denominator again have no common f a c t o r s 
since s = i s also one-to-one. 
p-1 
From (.3,8) and (3,9) i t i s c l e a r t h a t ©^(w) has .a zero 
of degree k ( r e s p e c t i v e l y pole of degree k) at w = 0 i f and 
only i f Og^P) ^as a zero of degree k ( r e s p e c t i v e l y pole of 
degree k) at p = 1. 
Thus a de t e r m i n a n t a l d i v i s o r (as d e f i n e d i n s e c t i o n 
CI.2)) of GC^) w i l l possess a f a c t o r of the form w^ , where h 
i s an i n t e g e r , i f and only i f the corresponding d e t e r m i n a n t a l 
d i v i s o r of G(.^^) possesses a f a c t o r of the form ( p - 1 ) ^ . I n 
view o f t h i s any i n v a r i a n t polynomial of G (4 ) possesses a 
f a c t o r of the form w*^  i f and only i f the corresponding i n v a r i a n t 
polynomial of G(^^) possesses a f a c t o r of the form ( p - 1 ) ^ , 
which proves the theorem, 
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As a consequence of t h i s theorem i t i s c l e a r t h a t 
various r e s u l t s which Rosenbrock d e r i v e d , using h i s d e f i n i t i o n s 
of the poles and zeros of a r a t i o n a l m a t r i x , w i l l also hold 
f o r the poles and zeros of a r a t i o n a l m a t r i x defined according 
t o d e f i n i t i o n s (1.10) and C1.25). I n p a r t i c u l a r these 
d e f i n i t i o n s permit the usual i n t e r p r e t a t i o n s of two important 
concepts i n l i n e a r systems theory, namely the l e a s t order and 
the McMillan degree of a r a t i o n a l m a t r i x . Most of these r e s u l t s 
have been discussed by other authors (e.g. McMillan 1952, 
Rosenbrock i b i d , Pugh 19773) - The concept of l e a s t order was 
discussed i n s e c t i o n ( 1 . 2 ) . The f o l l o w i n g important r e s u l t s 
may now be added. 
C3.10):Theorem: The l e a s t order of a r a t i o n a l m a t r i x G(s), 
denoted by v(.G), i s equal to the t o t a l number of f i n i t e poles 
of G(s), counted according t o t h e i r m u l t i p l i c i t y and degree. 
Proof: Let 
G (s) = T"^(s)U(s) 
be a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n of G(.s) so t h a t the 
poles of GCs), from d e f i n i t i o n (1.10), are the zeros of T ( s ) . 
However 
PCs) = T(s) U(s) 
- I 0 
i s c l e a r l y a l e a s t order r e a l i s a t i o n of G(s). Thus, from 
(.1.2.16) 
\;(.G) = degree of | T ( S ) 
= t o t a l number of f i n i t e zeros of T(s) counted 
according to t h e i r m u l t i p l i c i t y and degree 
= t o t a l number of f i n i t e poles of G(s) 
as r e q u i r e d . 
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C3.11):Corollary: Let DCs) be a polynomial m a t r i x . Then 
v(JD) = 0. 
Proof: This f o l l o w s immediately s i n c e , by c o r o l l a r y ( 2 , 1 1 ) , 
DCs) has no f i n i t e p oles, 
(3.12) : C o r o l l a r y : The t o t a l number of i n f i n i t e poles of the 
polynomial m a t r i x D(s) i s equal t o v ( D ( — ) ) . 
w 
Proof: Since D(s) i s polynomial, by c o r o l l a r y (2.12), i t has 
a l l i t s poles at i n f i n i t y . Hence D(^) has i t s poles at w = 0. 
Therefore "^(DC^)) = t o t a l number of poles at w = 0 of DC^) w w 
= t o t a l number of i n f i n i t e poles of D ( s ) . 
Rosenbrock ( i b i d ) has d e f i n e d the McMillan degree of 
a r a t i o n a l m a t r i x GCs) as f o l l o w s 
(3.13) : D e f i n i t i o n : The McMillan degree of G(s), denoted by 
6CG), i s defined by 
6CG) = v(G(|E^)) 
where a s a t i s f i e s the c o n d i t i o n s of d e f i n i t i o n ( 3 . 2 ) . 
The next important r e s u l t i s a consequence of t h i s 
d e f i n i t i o n and theorem C3.10). 
C3.14):Theorem: 6(G) represents the t o t a l number of poles, 
both f i n i t e and i n f i n i t e , of GCs), counted according t o t h e i r 
m u l t i p l i c i t y and degree. 
Proof: I n d e f i n i t i o n C3.2) a was chosen so t h a t i t was not 
equal t o any pole or zero o f GCs). Hence the b i l i n e a r 
t r a n s f o r m a t i o n 
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s = gp 
p-1 
maps a l l the p o i n t s i n the complex s-plane onto f i n i t e p o i n t s 
i n the complex p-plane. i . e . G ( ^ ^ ) has no i n f i n i t e poles and 
thus v ( G ( ^ ^ ) ) i s equal t o the t o t a l number of poles of G( s) 
counted according to t h e i r m u l t i p l i c i t y and degree, and t h i s 
i s i n t u r n equal to 6(G). 
C l e a r l y 6(G) i s independent of the choice o f a, s u b j e c t 
only t o the given c o n d i t i o n s , and 6(G) i s unchanged by the 
b i l i n e a r t r a n s f o r m a t i o n s of d e f i n i t i o n s (1.25) and ( 3 . 2 ) , Note 
however t h a t v ( G ( ^ - ) ) i s not n e c e s s a r i l y equal to v ( G ( ^ ) ) . 
p— X w 
This i s because the b i l i n e a r t r a n s f o r m a t i o n 
s = 1 w 
maps the p o i n t s = 0 onto the p o i n t w = «. Hence any poles 
of G(s) at s = 0 become i n f i n i t e poles i n G ( i ) and consequently 
v ( G ( ^ ) ) i s not i n t h i s case equal t o the t o t a l number of poles 
of G ( i ) . 
(3.15) : C o r o l l a r y : I f Gg(s) i s a proper r a t i o n a l m a t r i x , then 
6(Gg) = v(Gg). 
Proof: This f o l l o w s immediately s i n c e , by c o r o l l a r y ( 2 , 1 3 ) , 
G ( s ) has no i n f i n i t e poles, s 
(3.16) : C o r o l l a r y : I f D(s) i s polynomial, then 
6(D) = v ( D ( | ) ) . 
Proof: This r e s u l t f o l l o w s immediately from c o r o l l a r y (3.12). 
Rec a l l theorem (2.7) i n which G(s) was w r i t t e n as 
G(s) = Gg(s) + D(s) 
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where G_(s) was s t r i c t l y proper and D(s) was polynomial. I n s 
view of theorem (2.7) and theorem (3.14) and i t s c o r o l l a r i e s 
i t i s c l e a r t h a t 
(3.17) :Theorem: The McMillan degree of a r a t i o n a l m a t r i x G(s) 
i s given by 6(G(s)) = v ( G ^ ( s ) ) + v(D(s'"^)). 
s 
This r e s u l t was o r i g i n a l l y noted by Kalman (1365) and 
forms the basis of h i s d e f i n i t i o n of degree. 
In the case of the s c a l a r r a t i o n a l f u n c t i o n g ( s ) there 
i s a w e l l known i n t e r p l a y between the ideas of poles and zeros 
of g ( s) and "^^^ • i s t h e r e f o r e of i n t e r e s t t o know i f 
t h i s s i t u a t i o n p e r s i s t s i n the case of r a t i o n a l m a t r i c e s . 
As a f i r s t r e s u l t i n t h i s d i r e c t i o n the f o l l o w i n g theorem due 
t o Rosenbrock (1970) i s s t a t e d . 
(3.18) :Theorem: I f G(s) i s square and non-singular over the 
f i e l d of r a t i o n a l f u n c t i o n s then • 
6(G) = 6(G"^). 
Thus (3.18) i n d i c a t e s t h a t i n the case of a square 
i n v e r t i b l e G(s) the t o t a l number of poles of G(s) i s equal 
t o the t o t a l number of poles of G~'^(s). I n f a c t more than 
t h i s can be s a i d , and the f o l l o w i n g r e s u l t i s i n some ways 
a g e n e r a l i s a t i o n of Desoer and Schulman (1974, theorem 4 ) . 
(3.19) :Theorem: I f G(s) i s square and i n v e r t i b l e then the 
f i n i t e ( r e s p e c t i v e l y i n f i n i t e ) poles of G(s) are the f i n i t e 
( r e s p e c t i v e l y i n f i n i t e ) zeros of G~'^(s) and the f i n i t e 
( r e s p e c t i v e l y i n f i n i t e ) zeros o f G(s) are the f i n i t e 
( r e s p e c t i v e l y i n f i n i t e ) poles of G~'^(s) . 
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Proof: Let G(s) have Smith-McMillan form 
S(G) = 
•^ m^ -> 
where E i l ' ^ i + i , 'J'i + i l ' f ' l f o r i = 1,2 m-1 
Thus, 
G(s) = L(s)S(G)R(s) 
where L ( s ) and R(s) are unimodular matrices and so 
G"^(s) = R~^(s) (S(G)) " ^ L ~ ^ ( s ) . 
Thus G~-^(s) and (S(G)) "-^  have the same Smith-McMillan form 
namely 
SCG"-') = 
This proves the f i n i t e case of the theorem'. 
I n the case of the poles and zeros a t i n f i n i t y an analagous 
argument may be c a r r i e d out concerning the m a t r i x GC^) n o t i n g 
t h a t 
(GC|)) = G - l ( | ) 
to y i e l d the theorem 
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(.3.20) : C o r o l l a r y : I f GCs) i s square and i n v e r t i b l e then the 
t o t a l number of poles of G(s) i s equal t o the t o t a l number 
of zeros. 
Proof: This f o l l o w s d i r e c t l y from theorems (.3.18) and 
C3.19). 
In theorem (.2.16) a unimodular m a t r i x was seen t o have 
a l l i t s poles and zeros at i n f i n i t y . The next r e s u l t , 
which i s an extension of c o r o l l a r y (3.20) t o the s p e c i a l 
case of unimodular matrices shows t h a t such matrices have 
as many i n f i n i t e poles as they have i n f i n i t e zeros. This 
r e s u l t was also described by Vardulakis (IQB*^). 
(•3.21): Theorem: I f G(.s) i s a unimodular m a t r i x then 
T o t a l number of i n f i n i t e 
poles of G(s) 
T o t a l number of i n f i n i t e 
zeros of G(s) 
= 6 (.GCs)). 
Proof: Since G(s) i s square and i n v e r t i b l e , by c o r o l l a r y 
( 3 . 20 ) , 
T o t a l number of poles 
of GCs) 
T o t a l number of zeros 
of G(s) 
6(G) 
from ( 3 . 1 4 ) . The theorem now f o l l o w s immediately since 
GCs) has a l l i t s poles and zeros at i n f i n i t y . 
C o r o l l a r y (3.20)does not extend t o the cases when 
G(s) i s e i t h e r Ci) a f u l l rank non-square r a t i o n a l m a t r i x 
or ( i i ) a square n o n - i n v e r t i b l e r a t i o n a l m a t r i x as the next 
two examples show. 
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C3.22).: Example: Let 
G(s) = 
s-1 
1 
s-1 0 
0 s-1 
-1 
s f 
s-1 
^ s^ sCs-1) s-1 
s-1 
From t h i s r e l a t i v e l y l e f t prime f a c t o r i s a t i o n of G(s) i t 
i s easy t o see t h a t GCs) has two f i n i t e poles of degree 
one at s = l and no f i n i t e zeros. 
s=^/w gives 
1 1. 
9 W 
w-w^  
± 
1 0 1 w-w2 
p l 
wCl-w) 0 1 1-w w(l-w) 
0 wCl-w) w(l-w) 0 1 
which i s r e l a t i v e l y l e f t prime f a c t o r i s a t i o n of GC—). 
w 
Hence GC^) has two f i n i t e poles of degree one at w=0 and 
w 
no f i n i t e zeros, i . e . GCs) has two i n f i n i t e poles of degree 
one and no i n f i n i t e zeros. 
Thus G(s) has f o u r poles, each of degree one, and 
no zeros and i t i s c l e a r t h a t c o r o l l a r y (3.20) does not 
ho l d i n the case of t h i s non-square r a t i o n a l m a t r i x . 
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The next example deals w i t h the case of square, 
n o n - i n v e r t i b l e m a t r i c e s . 
(3.23):Example: Let 
2 G(s) = s -1 
2 . 
G(s) i s c l e a r l y n o n - i n v e r t i b l e since n ( s ) 
Now 
' 1 G(s) = s 2 - l 
s 2 - l 
i s a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n of G(s), Hence 
GCs) has one f i n i t e pole of degree 2 at s = 0 and no f i n i t e 
zeros. 
P u t t i n g s = ^ gives w 
1-w' 
w 
1-w 
0 -1 1 2 1-w w 
0 1 1-w w 
From t h i s r e l a t i v e l y l e f t prime f a c t o r i s a t i o n of G(^) 
i t i s c l e a r t h a t GCs) has one i n f i n i t e pole of degree 2 and 
no i n f i n i t e zeros. 
Therefore, i n t h i s case, G(s) has two poles each of 
degree 2 and no zeros and once again c o r o l l a r y (3.20) does 
not h o l d . 
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Thus i t can be seen t h a t c o r o l l a r y (3.20) which deals 
w i t h the case of square i n v e r t i b l e r a t i o n a l matrices cannot 
be extended t o e i t h e r the case of non-square or non-
i n v e r t i b l e r a t i o n a l m a t r i c e s . Hence i t i s not yet c l e a r 
how, i f at a l l , the t o t a l number of poles of a r a t i o n a l 
m a t r i x i s r e l a t e d t o the t o t a l number of zeros i f t h a t m a t r i x 
i s not both square and i n v e r t i b l e . This problem has been 
resolved by Verghese e t a l (1979) and w i l l be discussed 
f u r t h e r i n s e c t i o n ( 3 , 2 ) . 
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Chapter 3 : Furt h e r Results f o r R a t i o n a l Matrices 
Section (3.1) :The I n f i n i t e Zreros o f a Polynomial M a t r i x 
I t i s w e l l known t h a t a r a t i o n a l f u n c t i o n cannot 
simultaneously have poles and zeros at any s^eC nor indeed 
at i n f i n i t y . Thus a polynomial f u n c t i o n , which must have 
at l e a s t one i n f i n i t e p o l e , has no i n f i n i t e zeros. I n the 
case o f r a t i o n a l matrices however i t i s p e r f e c t l y p o s s i b l e 
t h a t s^eC may be both a pole and a zero. I n f a c t t here may 
be poles and zeros of d i f f e r i n g degrees at s^. R e c a l l 
example (2.1,26) i n which G(s) had one i n f i n i t e zero of 
degree one and one i n f i n i t e pole of degree two. I n 
p a r t i c u l a r i t i s p o s s i b l e t h a t a polynomial m a t r i x may have 
i n f i n i t e zeros. The main r e s u l t i n t h i s s e c t i o n w i l l 
p rovide f o r t h e i r absence. The f i r s t r e s u l t however, which 
w i l l be r e q u i r e d i n the proof of the main r e s u l t , gives an• 
a l t e r n a t i v e i n t e r p r e t a t i o n of the McMillan degree of a 
polynomial m a t r i x . This r e s u l t forms theorem (1.3.41) i n 
Pugh (1977a) .'and i s based on the res u l t s of Rosenbrock (1970). 
(1.1):Theorem: I f G(s) i s a polynomial m a t r i x , then 6(G) i s 
the h i g h e s t degree among minors o f a l l orders*^*^G(s). 
Proof: I f G(s) i s polynomial then, from (2.3.16) 
6(G) = v ( G ( ^ ) ) 
= degree of the l e a s t common denominator of 
minors of a l l orders of G(^) 
from theorem (1.2.16). 
Since G(s) i s polynomial, the denominators of a l l 
elements of G ( i ) are of the form w^ f o r some q > 0. Thus the 
degree of denominator of any minor of G(-) i s simply 
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the degree, of the corresponding minor of GCs). Accordingly 
the degree of the l e a s t common denominator of a l l minors o f 
G ( i ) i s j u s t the highe s t degree among minors o f a l l orders 
w 
of G(s). 
The f o l l o w i n g important r e s u l t s p e c i f i e s the c o n d i t i o n s 
under which a f u l l rank polynomial m a t r i x has no i n f i n i t e 
zeros, 
CI. 2 ) : Theorem: Let GCs) be an mxS, polynomial m a t r i x of f u l l 
rank. G(s) has no i n f i n i t e zeros i f and only i f there 
e x i s t s a high order minor (mxm or HxZ whichever i s the l e s s ) 
o f GCs) w i t h degree 5CG). 
Proof: Assume t h a t msl , the other cases may be proved 
s i m i l a r l y . Since G(s) i s polynomial i t has no f i n i t e p o l e s , 
by c o r o l l a r y C2.2.11), Also, by theorem ( 1 . 1 ) , G(s) has 
a minor of degree 6CG) and from .(2.3.16) 
6CG) = v ( G ( | ) ) Cl.3) 
Let 
G(h = D"^(w)N(w) CI.4) 
w 
be a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n of G (4 ), then 
by Cl.3) 
6(] D(w)| )= 6CG) CI.5) ^ 
where | | denotes the determinant of the i n d i c a t e d m a t r i x . 
Suppose GCs) has an mxm minor of degree ••6(0). Denote 
t h i s minor by 
*'-J3/.J2» • • ' * 3m) 
thus i n d i c a t i n g the columns from which i t i s formed. 
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Now, 
G • • ( s ) ( J l * J2' • • * > Jm^ 
w 
D"^{w).N (w) 
N 
w 5(G) ( J i ^  02' • • • ' Jm^ 
(w) 
Hence 
N 
Now 
(w) = w'^  G 
«(G) 
( s ) (1.6) 
( . J l , j 2 , . . . . J ^ ) ^ ^ ^ = Po(G)S -H ... .p,s . (.1.7) 
w i t h 
P5(.G) * 0 
and so 
^(1 i i ^ ( s ) m 
^= w 
1 ^ P^(G) " ' 
6(G)-1 ^ 6(G) + p^w ^ ^ .+ D_w 
w 
. CI.8) 
Thus from (1.6) and C1.8) 
^ • J l , j 2 Jm)^""^ = P^CG)" - Piw • ' - Pow (1.9) 
Since P^^Q^ + 0 i t f o l l o w s t h a t w does not d i v i d e 
N, . . . .(w) and so i t does not d i v i d e the g r e a t e s t 
common d i v i s o r of the mxra minors of N(w). But t h i s g r e a t e s t 
common d i v i s o r i s j u s t the product of the i n v a r i a n t 
polynomials of N(.w) and so N(w) has no elementary d i v i s o r s 
a ^ 
of the form w^  Cq>0) i . e . iN(w) has no zeros at w = 0 i . e . 
GCs) has no i n f i n i t e zeros. 
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Conversely suppose t h a t GCs) has no i n f i n i t e zeros, 
then i f CI.4) i s a prime f a c t o r i s a t i o n of GC—), 
Rank N(0) = m 
since m^l. Consequently there e x i s t s some mxm minor of 
NCw), say N, . . ,Cw) which i s not d i v i s i b l e by w. v j j ^ j j g ' * ' * »Jm/ 
i . e . N, . . . .Cw) = n^w^ + ... + niw + no CLI O ) 
f o r some T and n o f O . CI.11) 
Now since the f a c t o r i s a t i o n CI.4) i s prime i t f o l l o w s 
t h a t 
5 (|DCW)| ) =6CG) 
and so, 
Cj j 2» ' • • » jm) ^  ^ 1 ^5(G) " ( j i , j 2 V 
^= w 
= PT^^ + • • • + niw+np j^2) 
Thus 
1 . 1 6(G) 
^CJi.J2 J^)-^"^ = ••• * °1 i ^ °o>- • 
Now since GCs) i s p o l y n o m i a l r s 6 (G), i n f a c t from CI.11) 
i t f o l l o w s t h a t 
«(G. . . . . Cs)) = fi(G) . 
Thus a high order minor of degree ^(G) e x i s t s , as r e q u i r e d 
The c o n d i t i o n i n theorem (1.2) t h a t G(s) be of f u l l 
rank i s important as the f o l l o w i n g example i l l u s t r a t e s . 
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(J..13):Example:Consider 
GCs) 1 s (1.14) 
s s ' 
Then by (2.2,11) G(.s) has no f i n i t e p o l e s and s i n c e the 
Smith form of G ( s ) i s 
SCG) = 1 0 
0 0 
GCs) has no f i n i t e z e r o s . 
To c o n s i d e r the point at i n f i n i t y s u b s t i t u t e s = ^ 
g i v i n g 
and, 
= 
1 1, w 
1 1, 
w w 
0 w 
0 1 
^ -1 
1 0 
•w w 
(1.15) 
i s a r e l a t i v e l y r i g h t prime f a c t o r i s a t i o n of G ( - ) • Hence 
D(w) = 1 0 
-w w 
(1.16) 
i s a denominator of G(—) w h i l e , 
NCw) = 0 w 
0 1 
(1.17) 
i s a numerator. 
I t i s then c l e a r from (1.16) t h a t G ( s ) has an i n f i n i t e 
pole of degree two and from (1.17) t h a t G ( s ) has no i n f i n i t e 
z e r o s . 
Thus, although there i s no high order minor of degree 
6CG) = 2, s t i l l G ( s ) has no i n f i n i t e z e r o s . 
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S e c t i o n ( 3 . 2 ) : D i s c u s s i o n of Work by Gantmacher and Ver'ghese 
I n t h i s s e c t i o n work by Gantmacher (1959) and Verghese 
et a l (1979) w i l l be d i s c u s s e d . These authors have con s i d e r e d 
the s t r u c t u r e at i n f i n i t y of c e r t a i n r a t i o n a l m a t r i c e s , 
some of Verghese's work being based on Gantmacher's r e s u l t s . 
The r e s u l t s obtained by Gantmacher and Verghese w i l l be 
compared and c o n t r a s t e d with the r e s u l t s developed thus f a r 
i n t h i s t h e s i s and new r e s u l t s w i l l be e s t a b l i s h e d , based 
on t h e i r i d e a s . Although the d i s c u s s i o n to be presented i s 
perhaps more n a t u r a l l y i n c l i n e d to the contents of the 
previous chapter i t appears here because of i t s p a r t i a l 
r e l i a n c e on theorem ( 1 , 2 ) . 
I n p a r t i c u l a r , Gantmacher, whose work i s based on 
Kronecker's (1867) p e n c i l theory, d i s c u s s e s l i n e a r p o l y -
nomial m a t r i c e s of the form 
A+sB 
where A and B are constant m a t r i c e s . Such a matrix i s c a l l e d 
a " p e n c i l of m a t r i c e s " . P e n c i l s of m a t r i c e s are s a i d to be 
e i t h e r r e g u l a r or s i n g u l a r a c c o r d i n g to the f o l l o w i n g 
d e f i n i t i o n . 
( 2 . 1 ) : D e f i n i t i o n : An mxn p e n c i l of m a t r i c e s A+sB i s c a l l e d 
r e g u l a r i f m=n and A+sB | * 0 
In a l l other cases ( i . e . m+n or m=n and 
p e n c i l i s c a l l e d s i n g u l a r . 
A+sB = 0) the 
Gantmacher d e f i n e s the f i n i t e elementary d i v i s o r s of a 
r e g u l a r p e n c i l of m a t r i c e s i n the same way as the f i n i t e 
elementary d i v i s o r s were defined i n s e c t i o n ( 1 . 2 ) . I n 
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order to d e f i n e the i n f i n i t e elementary d i v i s o r s the p e n c i l 
must f i r s t be w r i t t e n i n terms of the homogeneous parameters 
pand s as uA+sB, Then 
C 2 . 2 ) : D e f i n i t i o n : The i n f i n i t e elementary d i v i s o r s of the 
p e n c i l A+sB are the elementary d i v i s o r s of the form u of 
vA+sB, 
In f a c t , the i n f i n i t e elementary d i v i s o r s of A+sB are 
not the same as the elementary d i v i s o r s of the form w*^  of 
numerators of the matrix A+ ^ B as the f o l l o w i n g example 
shows. 
(2.3):Example: Consider the p e n c i l 
A+sB = 1 1 
0 1 
+ s (2.4) 
T h i s p e n c i l i s r e g u l a r s i n c e 
parameter y g i v e s 
A+sB +0. I n t r o d u c i n g the 
vA+sB = P y+s 
0 P 
which has elementary d i v i s o r v . Hence A+sB has one 
i n f i n i t e elementary d i v i s o r of degree 2. 
S u b s t i t u t i n g s = ^ i n (2.4) g i v e s 
w+1 
w 
1 
1 w+1 
0 w 
1 0 
0 w 
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which i s a r e l a t i v e l y r i g h t prime f a c t o r i s a t i o n . Hence the 
numerator of A+ IB has one elementary d i v i s o r w, i . e . 
w 
accord i n g to d e f i n i t i o n (2.1,25) A+sB has one i n f i n i t e zero 
of degree 1, 
T h i s r e s u l t shows that the i n f i n i t e elementary d i v i s o r s 
of a ma t r i x p e n c i l do not correspond d i r e c t l y to the 
elementary d i v i s o r s used to defi n e i t s i n f i n i t e z e r o s . 
Thus although Gantmacher shows th a t A+sB has no i n f i n i t e 
elementary d i v i s o r s i f and only i f B +0 one would not 
expect t h i s to y i e l d a r e s u l t concerning i n f i n i t e z e r o s . 
The next r e s u l t p a r t i a l l y supports t h i s by i n d i c a t i n g that 
the c o n d i t i o n B +0 i s a s u f f i c i e n t but not a necessary 
c o n d i t i o n f o r A+sB to have no i n f i n i t e zeros 
(2.5):Theorem: I f |B 
Proof: Let 
A+sB = A+ ^B 
+0 then A+sB has no i n f i n i t e z e r o s . 
= (wA+B)(wI) 
T h i s i s a r e l a t i v e l y r i g h t prime f a c t o r i s a t i o n s i n c e B +0. 
Also, the num'erator has f u l l rank at w=0 and hence A+sB has 
no i n f i n i t e z e r o s . 
T h i s r e s u l t i s a l s o a d i r e c t consequence of theorem 
must have degree m. C l e a r l y (1.2) s i n c e i f B +0, A+sB 
A+sB cannot possess a minor of any h i g h e r degree. 
Consequently 
6(A+sB) = m 
= 5 A+sB 
and, by theorem ( 1 . 2 ) , A+sB has no i n f i n i t e zeros 
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The f a c t that the converse of theorem C2.5) i s not 
true i s i l l u s t r a t e d by the next example. 
C2.6):Example: Consider 
A+sB = I s 0 
0 1 
Th i s i s a r e g u l a r p e n c i l of m a t r i c e s s i n c e i t i s square and 
A+sB +0. Note however t h a t |B| =0 Now 
i s a r e l a t i v e l y r i g h t prime f a c t o r i s a t i o n and thus A+sB 
has no i n f i n i t e zeros even though B |=0. Note however t h a t , 
according to Gantmacher, A+sB has one i n f i n i t e elementary 
d i v i s o r . 
F u r t h e r connections with Gantmacher's work have been 
e s t a b l i s h e d by Verghese et a l (1979 ) . Verghese r e f e r s to 
the poles and zeros at i n f i n i t y of the r a t i o n a l matrix Q ( s ) 
as the poles and zeros at s=0 of Q.Cs""^). T h i s i s of course 
c o n s i s t e n t with d e f i n i t i o n ( 2 . 1 , 2 5 ) . Verghese proves the 
f o l l o w i n g r e s u l t . 
(2.7):Theorem: L e t 
Q(s) = sK-L 
be a matrix p e n c i l . Use constant non-singular t r a n s f o r m a t i o n s 
to b r i n g Q ( s ) to the form 
(2.8) Q l ( s ) = s '^1 -
0 .4. 
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where has f u l l row rank. ( T h i s operation p r e s e r v e s the 
p o l e - z e r o s t r u c t u r e of s K - L ) . Then the zero s t r u c t u r e of 
sK-L a t i n f i n i t y i s isomorphic to the s t r u c t u r e of 
K,-L,s 
at s=0. 
The c o n s t r u c t i o n used i n t h i s theorem i n v o l v e s 
performing constant n o n - s i n g u l a r t r a n s f o r m a t i o n s on Q ( s ) . 
W h i l s t i t i s c l e a r t h a t such t r a n s f o r m a t i o n s do not a f f e c t 
the f i n i t e zeros of Q ( s ) ( s i n c e these o p e r a t i o n s are 
p a r t i c u l a r t r a n s f o r m a t i o n s of unimodular e q u i v a l e n c e ) i t 
has not been e s t a b l i s h e d so f a r i n t h i s t h e s i s t h a t such 
t r a n s f o r m a t i o n s leave unchanged the i n f i n i t e zeros of Q ( s ) . 
Although i n t u i t i v e l y p l a u s i b l e , t h i s r e s u l t w i l l be 
f o r m a l l y e s t a b l i s h e d i n the next chapter. I t i s easy to see 
that the i n f i n i t e zeros as d e f ined i n theorem (2-7) are 
those defined i n ( 2 . 1 . 2 5 ) . 
C2,9):Theorem: With the n o t a t i o n of theorem (2.7) the zeros 
at s=0 of 
K.-L^s 
are the zeros at w=0 of QC—). 
Proof: S u b s t i t u t e s = |- i n (2.8) g i v i n g 
(2.10) 
^^1-^1 
-^2 . 
wl 0 -1 Kj-wLi (2.11) 
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C l e a r l y 
wl 0 K,.wL, 
-L. 
has f u l l row rank s i n c e has f u l l row rank and thus (2.11) 
i s a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n of Q T ( - ) . Hence • X w 
-L. 
(2.12) 
1 1 1 ' 
i s a numerator of Qi (-) and, s i n c e Q(^) and Q-, (^) are 
A W W i w 
r e l a t e d by a co n s t a n t n o n - s i n g u l a r t r a n s f o r m a t i o n , (2.12) 
i s a l s o a numerator of QC^). C l e a r l y (2.10) and (2.12) 
w 
have the same s e t of zeros and the r e s u l t f o l l o w s 
immediately. 
Gantmacher d e s c r i b e s constant n o n - s i n g u l a r t r a n s -
formations by which any r e g u l a r p e n c i l of m a t r i c e s A+sB 
may^be brought to the form 
s I - A i 0 I (2.13) 
0 I + s J 
where the q u a s i - d i a g o n a l matrix I + s J i s made up of kxk 
blo c k s of the form 
d k + s J k ) = 
0 
• 
1 " s 
(2.14) 
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By theorem (2.5) i t i s c l e a r t h a t ( s I - A ^ ) has no i n f i n i t e 
elementary d i v i s o r s and a l s o no i n f i n i t e z e r o s . Hence, 
s i n c e (2.13) was obtained from A+sB by constant non-
s i n g u l a r t r a n s f o r m a t i o n s , the i n f i n i t e elementary d i v i s o r s 
and the i n f i n i t e zeros of A+sB are simply those of I + s J 
i n ( 2 . 1 3 ) . 
Verghese notes without proof t h a t a k-th order 
elementary d i v i s o r of a matrix p e n c i l corresponds to a 
( k - l ) t h order i n f i n i t e z e r o . T h i s r e s u l t i s supported by 
examples (2.3) and (2.6) and a simple proof f o r the case 
of r e g u l a r m a t r i x p e n c i l s i s now o f f e r e d . T h i s proof can 
be e a s i l y extended to the case of s i n g u l a r matrix p e n c i l s . 
(2.15) -.Theorem: A k th order i n f i n i t e elementary d i v i s o r 
of the r e g u l a r m a t r i x p e n c i l A+sB corresponds to a ( k - l ) t h 
order i n f i n i t e z e r o . 
Proof: Consider the kxk block matrix (^ ^^ ''^ '^ k^  given i n 
( 2 . 1 4 ) . 
I n t r o d u c i n g the parameter y g i v e s 
S 0; 
y s. 
0. P 
*. -0 
y s 
"0 y 
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which has one elementary d i v i s o r of the form y^, i . e . 
k^'^ '^ '^ k ^ order i n f i n i t e elementary d i v i s o r 
Now s u b s t i t u t e s = ^ i n C2.14) g i v i n g 
1 k 
1 
'0 
w 
w 
w 
w 1 0-
O w l 
0 
w ' - l 
which i s a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n . The 
numerator has Smith form 
k-1 'k-1,1 
^ , k - l 
and hence i t i s c l e a r t h a t (Ij^+ i j j ^ ) p o s s e s s e s one zero of 
degree k-1 at w=0, i . e . Ij^+sJj^ has one ( k - l ) t h order 
i n f i n i t e zero. 
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Hence each kxk block m a t r i x l^^+sJj^ i n C2.13) p o s s e s s e s 
an i n f i n i t e elementary d i v i s o r of degree k but only an 
i n f i n i t e zero of degree k-1 and the r e s u l t f o l l o w s . 
Verghese a l s o proves an i n t e r e s t i n g r e s u l t which r e l a t e s 
the t o t a l number of pol e s , both f i n i t e and i n f i n i t e , of a 
r a t i o n a l matrix GCs) to the t o t a l number of z e r o s . T h i s 
r e s u l t w i l l be s t a t e d here f o r completeness. However, 
s i n c e the theorem i n v o l v e s the minimal i n d i c e s of the l e f t 
and r i g h t n u l l spaces of G ( s ) these i n d i c e s must f i r s t be 
defined. The f o l l o w i n g d e f i n i t i o n i s due to Rosenbrock 
C1970 p.96). 
C 2 . 1 6 ) : D e f i n i t i o n : L e t A+sB be a s i n g u l a r p e n c i l of 
m a t r i c e s . The equation 
CA+sB) x(s ) = 0 (2.17) 
admits polynomial s o l u t i o n v e c t o r s x ( s ) . Among a l l the 
s o l u t i o n v e c t o r s t h e r e w i l l be one, say x i ( s ) , with 
lowest degree, say \i, A second s o l u t i o n v e c t o r , say 
X 2 ( s ) w i l l be l i n e a r l y dependent on x i ( s ) i f there e x i s t 
polynomials a ( s ) , 6 ( s ) such t h a t 
aCs) x i ( s ) + 5 Cs) Xg Cs) = 0. 
I f no such a ( s ) , Sis) e x i s t x ^ ( s ) and X 2 ( s ) are l i n e a r l y 
independent. Among a l l the s o l u t i o n s of (2.17) l i n e a r l y 
independent of x ^ ( s ) t h e r e w i l l be a t l e a s t one, xgCs), 
which has the lowest degree, say Xg- Proceeding i n t h i s 
way s u c c e s s i v e polynomial v e c t o r s x i ( s ) , X 2 ( s ) , X 3 ( s ) , ... 
may be generated, each independent of those which preceed 
i t u n t i l no more can be found. The s e t ' { A i } i s d e f i n e d to 
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be the s e t of MINIMAL INDICES OF THE RIGHT NULL SPACE 
of A+sB. 
S i m i l a r l y , the s e t of minimal i n d i c e s of the l e f t 
n u l l space of A+sB may be found by c o n s i d e r i n g the poly-
nomial s o l u t i o n row v e c t o r s of the equation. 
y(s)(A+sB)=0 (2.18) 
Verghese shows the r e l a t i o n s h i p between the number of 
poles and zeros of a r a t i o n a l matrix i n the f o l l o w i n g 
r e s u l t . 
(2.19) :Theorem: L e t 6^(0) and (5^(0) denote the t o t a l number 
of poles and zeros r e s p e c t i v e l y , both f i n i t e and i n f i n i t e , 
of the r a t i o n a l matrix G ( s ) and l e t a(G) denote the sum 
of the minimal i n d i c e s of the l e f t and r i g h t n u l l spaces 
of G ( s ) . Then 
6^(G) = 6 ^(G) + a(G). (2.20) p z 
Note th a t i f G ( s ) i s square and non-singular, 
equations (2.17) and (2.18) have no s o l u t i o n s and thus 
G(s) has no minimal i n d i c e s . Hence, i n t h i s case, 
a(G) = 0 
and (2.20) gives 
6„(G) = 6 ^ ( G ) . 
T h i s r e s u l t i s c o n s i s t e n t with c o r o l l a r y (2.3.20) which 
was proved by a completely d i f f e r e n t approach. 
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S e c t i o n C 3 . 3 ) : I n t e r p r e t a t i o n s of Minimal Bases. 
Forney C1975) viewed a b a s i s f o r a r a t i o n a l v e c t o r 
space over the f i e l d of r a t i o n a l f u n c t i o n s as being a 
r a t i o n a l matrix whose rows or columns are l i n e a r l y inde-
pendent. From such a b a s i s a polynomial b a s i s ( c o n s i s t i n g 
s o l e l y of polynomial v e c t o r s ) may always be c o n s t r u c t e d . 
Let PCs) be an mxi polynomial m a t r i x . Assume th a t m^l 
although t h i s i n no way r e s t r i c t s what i s to be s a i d , i t 
being adopted i n t h i s and the next s e c t i o n merely f o r the 
purpose of the e x p o s i t i o n . Note th a t analogous c o n c l u s i o n s 
may be drawn i f m>X i f the terms "rows" and '^columns" are 
interchanged, w h i l e i f m=^  e i t h e r of these terms may be 
used. Suppose t h a t the normal rank of P ( s ) , denoted p ( P ) , 
i s m and the degree of the i th row of P ( s ) i s 
( i = l,2,...,m). The high order c o e f f i c i e n t matrix of 
PCs), denoted [ p j ^ , i s t h a t matrix whose i , j th element 
i s the c o e f f i c i e n t of s*^^ i n the i , j th element of P ( s ) . 
Using t h i s terminology a minimal b a s i s (Forney ( i b i d ) ) i s 
defined as f o l l o w s : 
C 3 . 1 ) : D e f i n i t i o n : The rows of P ( s ) are ( o r simply, P ( s ) i s ) 
s a i d to form a minimal b a s i s i f 
( i ) P ( s ) has f u l l rank for a l l f i n i t e seC 
and C i i ) [P h f u l l rank. 
I f [p] h has f u l l row rank then P ( s ) i s s a i d to be ROW 
PROPER. Thus c o n d i t i o n ( i i ) of d e f i n i t i o n (3.1) r e q u i r e s 
that a minimal b a s i s must be row proper. 
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Anderson and Bitmead C1978) have given an a l t e r n a t i v e 
d e f i n i t i o n of i n f i n i t e z e r o s . With t h i s d e f i n i t i o n they 
have shown that column or row properness (Wolovich 1974) 
of a polynomial matrix can be i n t e r p r e t e d as an absence of 
zeros at i n f i n i t y . In t h i s s e c t i o n i t w i l l be shown that 
column or row properness i s a s u f f i c i e n t but not a n e c e s s a r y 
c o n d i t i o n f o r the absence of i n f i n i t e zeros as d e fined i n 
( 2 . 1 , 2 5 ) . However, the importance of column or row proper-
ness w i l l become c l e a r i n the next s e c t i o n when t h i s 
property w i l l be shown to have a v a l u a b l e s t r u c t u r a l 
i m p l i c a t i o n for f a c t o r i s a t i o n s of r a t i o n a l m a t r i c e s . 
The f o l l o w i n g r e s u l t can be e s t a b l i s h e d as a simple 
c o r o l l a r y to theorem ( 1 . 2 ) . However, the d i r e c t proof 
given here i s r e l e v a n t to a l a t e r r e s u l t i n t h i s s e c t i o n . 
(3.2) :-Theorem: I f tho mxjl polynomial matrix P ( s ) forms a 
minimal b a s i s then i t p o s s e s s e s no f i n i t e p oles and no 
f i n i t e or i n f i n i t e z e r o s . 
Proof: S i n c e P ( s ) i s polynomial i t has no f i n i t e p o l e s . 
Also, from ( i ) of d e f i n i t i o n (4.1) i t f o l l o w s that the 
Smith form of P ( s ) i s CIm;C^_m) hence P ( s ) has no 
f i n i t e z e r o s . 
From ( i i ) of d e f i n i t i o n ( 4 . 2 ) , P h has f u l l rank. 
Let 
J V C S ) = diagCs^l , . . . ,s^"') (3.3) 
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Then 
P ( ^ ) =A(i)P(w) W' w^ 
=A-i (w)P(w) C3.4) 
i s a polynomial f a c t o r i s a t i o n of P ( ^ ) where 
PCO) = [ P j j ^ . ( 3.5) 
Consider the matrix 
(A(w),P(w)) . ( 3.6) 
For w=0 
( A ( o ) , P ( 0 ) ) = co^ [p]^) 
which has f u l l row rank s i n c e P ^ has rank m. For any 
f i n i t e w(:^0) £ (E the matrix (3.6) c e r t a i n l y has f u l l rank 
because of the form o f A ( w ) . Hence (A(w), P(w)) has f u l l 
rank f o r a l l f i n i t e vftd and consequently ( 3 . 4 ) i s a 
r e l a t i v e l y l e f t prime polynomial f a c t o r i s a t i o n of P ( 4 ) • 
w 
I t thus f o l l o w s t h a t A ( w ) i s a denominator and P(w) 
i s a numerator of P ( ^ ) . I n p a r t i c u l a r t h e r e f o r e the zeros 
1 of PC—) at w=0 are p r e c i s e l y the zeros at w=0 of P(w). w 
However 
RANK P(0) = RANK [p] h = 
and so P(w) has no zeros at w=0. Hence, from d e f i n i t i o n 
( 3 . 1 ) , P ( s ) has no i n f i n i t e zeros as r e q u i r e d . 
Note t h a t c o n d i t i o n ( i ) from d e f i n i t i o n (3.1) i m p l i e s 
that a minimal b a s i s P ( s ) has no f i n i t e z e r o s w h i l e ( i i ) 
i m p l i e s t h a t PCs) has no i n f i n i t e z e r o s . I n f a c t ( i ) i s 
both a necessary and s u f f i c i e n t c o n d i t i o n f o r the absence 
of f i n i t e zeros whereas ( i i ) i s merely a s u f f i c i e n t but not 
a necessary c o n d i t i o n f o r the absence of i n f i n i t e zeros as 
the next example shows. 
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(3.7):Example: L e t 
s 0 1 P^Cs) = I (3.8) 
s 1 1 
then p(P^) = 2. Thus P i ( s ) i s a polynomial b a s i s f o r a 
c e r t a i n r a t i o n a l v e c t o r space. 
In f a c t P ^ ( s ) has f u l l rank f o r a l l f i n i t e seC but 
P2(s) i s not minimal s i n c e 
1 0 0 
1 0 0 
which i s c l e a r l y not of rank 2. 
However, c o n s i d e r the i n f i n i t e zeros of P ^ ( s ) Now 
^l^w^ 1 0 w 
1 0 w 
w 0 
-1 1 
1 
-1 
which i s a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n . C l e a r l y 
the numerator has f u l l rank, a t w=0 and consequently P ^ ( s ) 
has no i n f i n i t e z e r o s . 
T h i s example demonstrates t h a t when i n f i n i t e zeros 
are d e f i n e d as i n (1.2.25) row properness i s not an e x a c t 
c h a r a c t e r i s a t i o n of polynomial m a t r i c e s p o s s e s s i n g no 
i n f i n i t e z e r o s . I n a r e c e n t paper Anderson and Bitmead 
(1978) give an e s s e n t i a l l y d i f f e r e n t d e f i n i t i o n of the 
term " i n f i n i t e zeros'* under which row properness i s an 
exact c h a r a c t e r i s a t i o n of such m a t r i c e s . A t t r a c t i v e 
though such a d e f i n i t i o n may appear from t h i s point of view 
i t . i s h i g h l y u n s a t i s f a c t o r y from another. F o r under t h e i r 
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d e f i n i t i o n tbe m a t r i x P^Cs) of example C3.7) and 
s 0 1 
0 1 0 
do not have the same i n f i n i t e z e r o s . However 
C3.9) 
P l ( s ) = 1 0 
1 1 
IS 0 1 
|0 1 0 
so t h a t P]^(s) and C3.9) are only a simple constant t r a n s -
formation away from each o t h e r . Thus the i n f i n i t e zeros 
as d e f i n e d by Anderson and Bitmead (ibid) a r e not i n v a r i a n t 
under the s i m p l e s t of t r a n s f o r m a t i o n s . T h i s d i f f i c u l t y 
a r i s e s because the c o n s t r u c t i o n used by Anderson and 
Bitmead i n t r o d u c e s " i n f i n i t e z e r o s " over and above those 
t h a t were d e f i n e d i n ( 2 , 1 . 2 5 ) . I t i s t h e s e a d d i t i o n a l 
q u a n t i t i e s which give r i s e to the s i t u a t i o n j u s t d e s c r i b e d 
and as a consequence r e p r e s e n t d y n a m i c a l l y u n i n t e r e s t i n g 
p r o p e r t i e s . 
I t i s seen from example (3.7) t h a t row properness i s 
a s u f f i c i e n t c o n d i t i o n f o r the e x c l u s i o n of i n f i n i t e z e ros 
i n the sense of d e f i n i t i o n (2.1.25), but not a n e c e s s a r y 
one. Thus from the point of view of the e x i s t e n c e of 
i n f i n i t e z e r o s the concept of row properness does not 
assume great importance. D e s p i t e t h i s however the concept 
does poss e s s a very i n t e r e s t i n g i m p l i c a t i o n f o r r e l a t i v e l y 
prime f a c t o r i s a t i o n s of r a t i o n a l m a t r i c e s as w i l l be seen 
i n the next s e c t i o n . 
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Section (3.4): Minimal Factorisations 
In the las t section i t was shown that a matrix which 
has no i n f i n i t e zeros i s not necessarily row or column 
proper and consequently, these concepts are of no great 
importance when considering the existence of i n f i n i t e zeros. 
However, the concept of row or column properness does have 
a valuable application to the theory of matrix f a c t o r i s a t i o n s 
S p e c i f i c a l l y t h i s section w i l l d i s t i n g u i s h between the 
usual r e l a t i v e l y prime f a c t o r i s a t i o n s and what are termed 
minimal f a c t o r i s a t i o n s of a given r a t i o n a l matrix G(s). 
Relatively prime f a c t o r i s a t i o n s by d e f i n i t i o n display the 
f i n i t e poles and zeros of G(s) and minimal f a c t o r i s a t i o n s 
are demonstrated to possess an important s t r u c t u r a l property 
i n t h e i r a b i l i t y to display both t h e - f i n i t e . a n d 
i n f i n i t e poles and zeros of G(s). This property w i l l be 
u t i l i s e d i n the f i n a l chapter i n the i n v e s t i g a t i o n of the 
e f f e c t of output feedback on the poles and zeros of the 
transfer function matrix. 
The foll o w i n g theorem presents a fundamental s t r u c t u r a l 
property of row and column proper f a c t o r i s a t i o n s which 
forms one of the central results of t h i s thesis. 
(4.1):Theorem: Let G(s) be an mxl r a t i o n a l matrix and l e t 
G(s) = D~^(s)N(s) (4.2) 
be a polynomial f a c t o r i s a t i o n of G(s) i n which the matrix 
(D(s), N(s)) (4.3) 
forms a minimal basis. Let the i t h row degree of (4.3) be 
denoted by 6^  (i=l,2,...,m) and define 
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ACS) = diagCs^,s^2, ...,s^ °^ ) C4.4) 
Then 
( i ) the f i n i t e poles of G(s) are the f i n i t e zeros of 
DCs) and the i n f i n i t e poles of G(s) are the zeros at 
w=0 of the polynomial matrix 
A ( w ) D ( i ) (4.5) 
( i i ) the f i n i t e zeros of G(s) are the f i n i t e zeros of 
N(.s) and the i n f i n i t e zeros of G(s) are the zeros at w=0 
of the polynomial matrix 
A ( w ) N ( i ) . (4.6) 
Proof:Since (D(s),N(s)) i s a minimal basis the matrices 
D(s) and N(s) are r e l a t i v e l y l e f t prime by d e f i n i t i o n (3.1) 
Thus C4.2) i s a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n of 
G(s) and so the statements concerning the f i n i t e poles and 
zeros follows immediately from t h e i r d e f i n i t i o n . > 
Now consider the i n f i n i t e case. From d e f i n i t i o n (3.1) 
the high order c o e f f i c i e n t matrix of (4.3), denoted [D,N]J^, 
has f u l l row rank. Now 
( D ( i ) , N c | ) ) = AC^)CD(w),N(w)) 
= (A(w))"^( D (w),N(w)) (4.7) 
i s a polynomial f a c t o r i s a t i o n of ( D ( ^ ) , N ( i ) ) where 
(b(0),N(0)) = [ D , N ] ^ . 
Hence the matrix 
CA(w),DCw),N(w)) (4.8) 
has f u l l row rank at w=0 since D,N]J^ has f u l l row rank. 
For any f i n i t e we.C, where w+0, (4.8) has f u l l row rank 
because of the form o f A ( w ) . Thus (4.7) i s a r e l a t i v e l y 
l e f t prime f a c t o r i s a t i o n of ( D ( 4 ) , N ( i ) ) . 
w w 
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Since (D(^),N(^)) was formed by performing the 
b i l i n e a r transformation s = ;^  on (D(s\N(s)) the f i n i t e zeros 
w 
of (D(—),N(—)) w i l l correspond to the non-zero f i n i t e and 
i n f i n i t e zeros of (D(s),N(s)) i n a one-to-one manner. How-
ever, by theorem (3.2) a minimal basis such as (D(s), N(s)) 
has no zeros, f i n i t e or i n f i n i t e and consequently any 1 1 OJ numerator of ( D ( — ) , N ( - ) ) such as (D(v/) ,N(I-J) ) has no f i n i t e w w 
zeros. Thus (D(w),N(v^)) has f u l l row rank f o r a l l f i n i t e 
w. i . e . D(w) and N(w) are r e l a t i v e l y l e f t prime. 
Now from (4.7) 
D(w) = A(w)D(;^), N(w) =7L(w)N(^) (4.9) 
and so 
D"^(w)N(w) = D'\|) A •\w)X (w)N(|) 
= D-\l.)N(-L). 
Hence, by (4.2) 
G(^) = D"\w)N(w). w 
But D(w) and N(w) are r e l a t i v e l y l e f t prime polynomial 
matrices and so, by d e f i n i t i o n (2,1.25), the i n f i n i t e poles 
of G(s) are the zeros at w=0 of D(w) and the i n f i n i t e zeros 
of G(s) are the zeros at w=0 of N(w). By v i r t u e of (4.9) 
the theorem follows as required. 
I t i s thus seen that not only do the f a c t o r i s a t i o n s 
described i n the theorem display the f i n i t e poles and zeros 
of the underlying r a t i o n a l matrix (as indeed does any 
r e l a t i v e l y prime f a c t o r i s a t i o n ) but they a d d i t i o n a l l y display 
the i n f i n i t e poles and zeros i n a p a r t i c u l a r l y simple way. 
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This s t r u c t u r a l property i s extremely useful i n the output 
feedback i n v e s t i g a t i o n to be c a r r i e d out i n chapter 5. I t 
therefore seems appropriate to d i s t i n g u i s h between such 
f a c t o r i s a t i o n s of a given r a t i o n a l matrix G(s) and the 
usual r e l a t i v e l y prime f a c t o r i s a t i o n s i n the manner proposed 
by Forney (1975). Accordingly f a c t o r i s a t i o n s of the type 
described i n theorem (.4.1) w i l l be termed MINIMAL 
FACTORISATIONS. 
Of course one technical advantage of a minimal f a c t o r -
i s a t i o n i s that i t obviates the need to construct a second 
f a c t o r i s a t i o n of the r a t i o n a l matrix G(s) when the point at 
i n f i n i t y i s to be considered. Thus a l l the information 
presented by the r e l a t i v e l y prime f a c t o r i s a t i o n s of both 
G(s) and G(^) i s presented concisely w i t h i n a single 
Cminimal) f a c t o r i s a t i o n of G(s). 
The f o l l o w i n g example i l l u s t r a t e s the r e s u l t of t h i s 
theorem. 
4.10:Example: Let 
1 G(s) = ( s - l ) ( s - 2 ) s-1 
l-2s -s s-2 
(4.11) 
As a f i r s t attempt at f i n d i n g a r e l a t i v e l y l e f t prime 
f a c t o r i s a t i o n of G(s) put 
GCs) = (s-1)(s-2) 0 
0 (s-2) 
-1 1 s(s-2) 
s (1.2s)(s-2) 
^(s)N^(s) 
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But CD^(s),N^(s)) does not have f u l l row rank so t h i s 
polynomial f a c t o r i s a t i o n of G(s) i s not r e l a t i v e l y l e f t 
prime i . e . the order of CD^(s),N^(s)) must be reduced 
follo w i n g the method described by Rosenbrock (1970 p.60) 
Adding twice row 1 to row 2 of ( D i ( s ) , N i ( s ) ) gives 
(D2Cs) ,N2(s)) = Cs-l)Cs-2) 0 1 s(s-2) 
2 ( s - l ) ( s - 2 ) s-2 2-s s-2 
where a l l the elements i n the second.row contain the factor 
Cs-2). 
Dividing row 2 by t h i s factor gives 
CD3Cs),N3(s)) = ( s - l ) ( s - 2 ) 0 1 s(s-2) 
2(.s-l) 1 - 1 1 
which has f u l l row rank f o r a l l f i n i t e s. Thus 
-1 D3-ns)N3(s) = ( s - l ) ( s - 2 ) 0 
2 ( s - l ) 1 
1 
-1 
s(s-2) 
1 
(4.12) 
i s a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n of G(s). Now the 
high order c o e f f i c i e n t matrix of ( D 3(s),N 3(s)) i s 
[ ° 3 . N 3 ] t , 
which has f u l l row rank. Hence (4.12) i s also a minimal 
f a c t o r i s a t i o n of G(s). I f (4.12) had not been a minimal 
f a c t o r i s a t i o n i t would have been necessary to follow 
Forney*s (1975) algorithm to reduce ( D 3(s),N 3(s)) to a 
minimal basis and thus form a minimal f a c t o r i s a t i o n of G(s) 
From (4.12) 
N3(s) = 1 s(s-2) 
-1 1 
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i s a numerator of GCs) and t h i s matrix has Smith, form 
S(N3) = 
0 (s-1) 
i . e . G(s) has a f i n i t e zero of degree two at s=l 
Si m i l a r l y 
D3(s) = ( s - l ) ( s - 2 ) 0 
2 ( s - l ) 1 
which has Smith form 
SCD3) = [ 1 0 
0 ( s - l ) ( s - 2 ) 
i s a denominator of G(s) and hence G(s) has one f i n i t e pole 
of degree one at s=l and one f i n i t e pole of degree one at 
s=2. 
Now, following theorem (4.1) 
A ( s ) = s2 0' 
0 s 
Thus a numerator of G(—) i s given by 
w A(w)N(^) = 0 
w 
1 ^(|-2) 
w^  (l-2w) 
-w w 
which has Smith form 
1 0 
0 w(w^-2w+l) 
Consequently, by theorem C4.1), G(s) has one i n f i n i t e zero 
of degree 1. 
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A denominator of G(-) i s given by 
A(w)D(i) w^  0 ^ 2 ) 
w 
0 
0 w 2(- -1) 
W^ 
1 
(l-w)(l-2w) 0 
2(l-w) W 
which has Smith form 
wCl-w)(l-2w) 
Thus G(s) has one i n f i n i t e pole of degree one. 
Of course the i n f i n i t e poles and zeros of G(s) could 
have been found d i r e c t l y by considering any r e l a t i v e l y 
prime polynomial f a c t o r i s a t i o n of 
w (l-w)(l-2w) 
-1 
l-2w 
1 
1-w 
w-2 
w 
In a f i r s t attempt to f i n d a r e l a t i v e l y l e f t prime f a c t o r -
i s a t i o n of G(-) t r y 
(l-w)(l-2w) 0 
0 w(l-2w) 
1 
w^  (l-2w) 
-w (w-2)(l-2w) 
However, t h i s polynomial f a c t o r i s a t i o n i s not r e l a t i v e l y 
l e f t prime and consequently the method described by Rosen-
brock must be u t i l i s e d once again to reduce the order of 
the matrix (D^Cs),N(s)). In t h i s case t h i s can be achieved 
by adding twice the f i r s t row to the second row and then 
eo 
d i v i d i n g the second row by the factor (l-2w) to get 
2 0 w (l_w)(l-2w) 
2(1-w) w -w 
which has f u l l row rank f o r a l l f i n i t e w. 
l-2w 
w 
i. e . G(^) D'\w)N5(w) 
(l-w)(l-2w) 
2(l-w) w 
-1 w l-2w 
•w w 
is a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n of G(—). 
w 
Consequently, the i n f i n i t e zeros of G(s) are the zeros 
at w=0 of the Smith form of N^(w) and the i n f i n i t e poles of 
G(s) are the zeros at w=0 of D^(w). As would be expected 
t h i s method yields the same results as the method described 
i n theorem (4.1) . 
In many cases, as i n the above example, the method 
described i n theorem (4,1) f o r f i n d i n g the i n f i n i t e poles 
and zeros of a r a t i o n a l matrix w i l l be computationally 
simpler than f i n d i n g and examining a r e l a t i v e l y prime 
f a c t o r i s a t i o n of G(^). This is because the most 
computationally d i f f i c u l t step involved i n the c a l c u l a t i o n 
of the f i n i t e and i n f i n i t e poles and zeros of a r a t i o n a l 
matrix, namely the f i n d i n g of a r e l a t i v e l y prime f a c t o r -
i s a t i o n , i s encountered only once using the method of 
theorem (4.1). 
Irrespective of whether or not the resu l t s described 
i n t h i s section o f f e r any computational advantage i n a 
p a r t i c u l a r example t h e i r main importance i s from a 
th e o r e t i c a l point of view as w i l l be seen subsequently. 
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Chanter 4, Applications i n Linear Systems. 
Section (4 j ) ; : I n f i n i t e Decoupling Zeros and" Transfer" Function 
Zeros 
The theory concerning the behaviour of l i n e a r m u l t i -
variable systems at f i n i t e frequencies has been widely 
researched and i s well understood. The relevant r e s u l t s 
for t h i s thesis were summarised i n chapter 1, In t h i s 
chapter the r e s u l t s developed i n the two previous chapters 
w i l l be applied to system matrices and transfer function 
matrices and thus the behaviour of the system at i n f i n i t e 
frequencies i n p a r t i c u l a r w i l l be investigated. 
Accordingly consider the polynomial system matrix 
P(s) = T(s) 
-V(s) 
U(s) 
W(s) 
(1.1) 
and i t s associated transfer function matrix 
G(s) = V(s)T"^(s)U(s) + W(s). (1.2). 
The f i n i t e decoupling zeros of P(s) were defined i n 
section (1.2). In order to define the i n f i n i t e decoupling 
zeros the system matrix P(s) must be t r i v i a l l y expanded to 
form the normalised system matrix 
(1.3). 
PN(S) = T(s) U(s) 0 ; 0 
-V(s) W(s) - I • 0 
0 I 0 ; - I 
. 0 0 I : 0 
Clearly P(s) and Pj^(s) give r i s e to the same transfer 
function matrix. Verghese (1978) defines the f i n i t e and 
i n f i n i t e decoupling zeros of the system P(s) as follows 
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(1.4) : D e f i n i t i o n : The f i n i t e input-decoupling zeros of 
the system P (s) are the f i n i t e zeros of 
(T(s) U(s)) (1.5) 
and the i n f i n i t e input-decoupling zeros *are the zeros at 
w=0 of 
T(i) U(i) 0 1 (1.6) 
The f i n i t e output-decoupling zeros of P(s) are the 
f i n i t e zeros of 
T(s) I (1.7) 
V (s) 
and the i n f i n i t e output-decoupling zeros are the zeros 
at w=0 of 
- v ( i ) W(|) (1.8) 
Verghese does not s p e c i f i c a l l y define the i n f i n i t e 
input-output-decoupling zeros of P (s) . However, he 
implies that, i n l i n e with the f i n i t e case, the i n f i n i t e 
input-output-decoupling zeros of P (s) are simply the 
i n f i n i t e input-decoupling zeros which are at the same time 
i n f i n i t e output-decoupling zeros of P (s) . 
In f a c t both the f i n i t e and i n f i n i t e decoupling zeros 
as defined i n (1.4) are j u s t the f i n i t e and i n f i n i t e zeros 
of the relevant part of the normalised system matrix as 
the next r e s u l t shows. 
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(1.9) ':Theorem: The f i n i t e and i n f i n i t e input-decoupling 
zeros of the system P (s) are the f i n i t e and i n f i n i t e zeros 
of 
T(s) 
-V (s) 
0 
U(s) 
W(s) 
I 
0 
0 
- I 
(1.10) 
arid the f i n i t e and i n f i n i t e output-decoupling zeros are 
the f i n i t e and i n f i n i t e zeros of 
T(s) U(s) 0 
-V (s) W(s) - I (1.11) 
0 I 0 
0 0 I • 
Proof: By simple column operations (1.10) can be brought 
to the form 
T(s) U ts) 0 • 0 
0 0 - I 0 
0 0 0 - I 
which c l e a r l y has the same f i n i t e zeros as (1.5) Hence 
(1.5) and (1.10) have the same set of f i n i t e zeros. 
From d e f i n i t i o n (1.4) the i n f i n i t e input-decoupling 
zeros of P (s) are the zeros oV w=0 of (1.6) . Let a 
r e l a t i v e l y l e f t prime f a c t o r i s a t i o n of (1.6) be 
-1 0 
- I 
= D (w) N (w) (1.12) 
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Now the i n f i n i t e zeros of (1.10) are the zeros at 
w=0 of 
0 0 
-"•'^ 
- I 0 
0 I 0 - I 
D(w) 
0 
N (w) (1.13) 0 
W , I , 0) - I 
Since, from the r e l a t i v e l y l e f t prime f a c t o r i s a t i o n 
(1.12) the matrix (D (w) , N (w)) has f u l l row rank the matrix 
D(w) 0 N(w) 0 I (1.14) 
0 I (0, I , 0) - I 
also has f u l l row rank and hence (1.13) i s also a r e l a t i v e l y 
l e f t prime f a c t o r i s a t i o n . 
But the numerator of (1.13) can be reduced by constant 
column operations to 
N (w) 0* 
0 I 
which i s a t r i v i a l expansion of N (w) . Hence (1.12) and 
(1.13) have the same set of f i n i t e zeros i . e . (1.6) and 
(1.10) have the same i n f i n i t e zeros. 
The r e s u l t concerning the output-decoupling zeros can 
be proved i n a s i m i l a r manner. 
In the discussion that follows the f i n i t e and i n f i n i t e 
decoupling zeros w i l l be referred to via d e f i n i t i o n (1.4) 
although of course the i n t e r p r e t a t i o n i n v o l v i n g the 
normalised system matrix could equally w e l l be used as 
theorem (1.9) has shown. 
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Rosenbrock (1970 and 1974b) has established the 
relati o n s h i p between the f i n i t e poles and zeros of the 
transfer function matrix G (s) and the f i n i t e decoupling 
zeros of P (s) as follows. The f i n i t e POL£S OF THE 
SYSTEM P (s) are defined as the zeros of T (s) and denoted 
by {n^^}. Then 
{n.} = {gi,e.,Y.} - {6.} (1.15) 
where {g^} denotes the poles of G (s) and {B^}, {y^^} and 
{6^} denote the input, output and input-output decoupling 
zeros of P (s) respectively. The set of ZEROS OF THE 
SYSTEM P(s) i s the set {a^} given by 
{a.} = {t.,B.,Y.} - {6.} (1.16) 
where { t ^ } denotes the zeros of G (s) . As was described 
i n section (1.2) Rosenbrock (1974b) established the 
foll o w i n g characterisation of system zeros. 
(1.17)-Lemma: The system zerosla^} are the zeros of the 
greatest common di v i s o r of the bordered minors of P (s) 
of order p, i . e . of the form 
J 2 I • ' • * "J p 
where p i s the greatest integer f o r which P (s) possesses 
as non-zero minor of the form (1,18). 
These re s u l t s were f u r t h e r discussed by Pugh (1977) . 
Recently Verghese (1978) and Ferreira (1980) have shown 
that analogous res u l t s hold for the normalised system 
when e i t h e r f i n i t e or i n f i n i t e frequencies are considered 
fi6 
S p e c i f i c a l l y Verghese ( i b i d pl24) shows that f o r any 
s^ e C, including s = «>, 
No. of zeros 
of (s) at s^ 
No. of poles 
of G(s) at s 
where 
Tj,(s) T(s) 
•V (s) 
0 
U(s) 
I 
No. of i . d 
zeros of 
P(s) at s^ 
No. of i.o.d. 
zeros of P (s) 
at s. 
0 
- I 
0 
No. of o.d 
zeros of 
P(s) at s^ 
(1.19) 
and the i n f i n i t e decoupling zeros are defined as i n 
d e f i n i t i o n (1.4). Hence equation (1.15) can be extended 
to include both the f i n i t e and i n f i n i t e poles and zeros. 
Ferreira (ibid) extends equation (1.16) to include 
the zeros at i n f i n i t y . I t i s not immediately clear what 
i s meant by " i n f i n i t e system zeros". Ferreira defines 
them thus: 
(1.20)'Defihitibn: Consider the normalised system matrix 
Pj^(s) (as i n equation (1.3)) and l e t the rank of Pjg (s) 
be r+m+Jt+q. Now l e t 
•^"(i) = N(w)D ^ (w) (1.21) 
• 1, be a r e l a t i v e l y r i g h t prime f a c t o r i s a t i o n of Pj^ j • 
Clearly, l i k e Pj^ , N (w) has dimensions (r+2Jl+m) x (r+Jl+2m) 
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and rank r+m+Jl+q. Now consider a l l the (r+5,+m+q)-order 
minors of N (w) which contain the f i r s t r+Z+m rows and 
columns. Let d (w) be the greatest common div i s o r of a l l 
these minors. Then the number of i n f i n i t e zeros of the 
system P (s) (and also of Pj^(s)) i s defined as the number 
of zeros at w=0 of d(w) . 
Using d e f i n i t i o n (1.20) Ferreira concludes that 
No.of i n f i n i t e 
system zeros 
No.of i n f i n i t e 
transfer 
function zeros 
No.of i n f i n i t e 
i . d . zeros 
No.of i n f i n i t e 
o.d, zeros 
No.of i n f i n i t e 
i.o .d. zeros 
(1.22) 
and hence equation (1.16) can be extended to include the 
i n f i n i t e zeros. 
Neither Verghese nor Ferreira considers the m u l t i -
p l i c i t y and degree of i n f i n i t e zeros as defined i n (2.1.25) 
and thus neither author finds i t necessary to extend 
equations (1.19) and (1.22) to re f e r to the actual sets 
of zeros involved rather than simply considering the 
number of zeros. This extension can i n fa c t be made so 
that 
f Zeros of T^(s)^ = (Poles of G(s) 
at s at s 
+ [O.d. zeros of 
P(s) at s^ 
zeros 
of P(s) 
of P(s) at 
(1.23(a)) 
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System zeros Zeros of 
Gts) at 
of P(s) a 
zeros 
of PCs) at 
(1,23(b)) 
where SQCS. i . e . The point s = » i s included. 
At f i r s t s i g h t the d e f i n i t i o n of i n f i n i t e decoupling 
zeros stated above (1.4) seems unnecessarily complicated 
and i t i s not obvious why. The i n f i n i t e input-decoupling 
zeros of P(s), f o r example, are not simply the zeros at 
w=0 of ( T ( ^ ) , U(7;)). However the r e s u l t s (1.19), (1.22), w w 
(1.23(a)) and (1.23(b)) form a natural extension of w e l l -
known re s u l t s concerning f i n i t e system,poles and zeros and 
hence they j u s t i f y the use of d e f i n i t i o n (1.4). 
A common representation of a l i n e a r m u l t i v a r i a b l e 
system i s the state-space r e a l i s a t i o n . Indeed any 
polynomial system matrix P(s) such as (1.1) may be 
transformed i n t o the state-space form 
Pl(s) = sI-A 
-C 
B 
D(s) 
(1.24) 
and Rosebrock (1970) and Wolovich (1974) both describe 
algorithms f o r e f f e c t i n g t h i s transformation. P^Cs) 
has the same tra n s f e r function matrix and the same f i n i t e 
decoupling zeros as P(s) and thus the behaviour of P(s) 
at f i n i t e frequencies at least can be deduced from an 
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a n a l y s i s of the much s i m p l e r system matrix (s) . However 
when i n f i n i t e frequency behaviour i s considered the s t a t e -
space form i s no longer adequate and thus (s) has to be 
re p l a c e d by a system m.atrix i n the GENERALISED STATE-SPACE 
FORM given by 
P 2 ( s ) sE -A 
-C 
B 
D{s) 
where sE -A $ 0 although E may be s i n g u l a r . P2(s) may have 
i n f i n i t e decoupling zeros whereas P^ (s) does not as w i l l 
be seen a f t e r the next r e s u l t which s p e c i f i c a l l y shows t h a t 
i f E i s non-singular P 2 (s) has no i n f i n i t e decoupling zeros 
(1.25):Theorem: I f E|5O then the system matrix i n the 
g e n e r a l i s e d s t a t e - s p a c e form has no i n f i n i t e decoupling 
zeros. 
Proof: The i n f i n i t e input-decoupling zeros of P 2 (s) are 
the zeros a t w=0 of 
(1.26) w B 0 
-C - I 
E-wA BD (D) 0 
-Cw N(D) - I 
wl 0 0 
0 D(D) 0 
0 0 I 
-1 (1.27) 
where 
D(i ) = N(D)D"^(D) 
i s a r e l a t i v e l y r i g h t prime f a c t o r i s a t i o n of D 
the matrix 
I n 
00 
E-wA ED(D) 0 
-CW N(D) - I 
wl 0 0 
0 D(D) 0 
0 0 I 
(1.28) 
the f i r s t block column has f u l l column rank s i n c e 
and the second block column has f u l l column rank s i n c e 
N(D)D~^(D) i s a r e l a t i v e l y r i g h t prime f a c t o r i s a t i o n of 
D(i ) . Consequently (1.28) has f u l l column rank and (1.27) 
i s a r e l a t i v e l y r i g h t prime f a c t o r i s a t i o n . Eut the 
numerator of (1.27) has f u l l row rank a t w=0 and hence 
(s) has no i n f i n i t e input-decoupling z e r o s . 
The r e s u l t f o r the output-decoupling zeros can be 
proved s i m i l a r l y . 
( 1 . 2 9 ) ' C b r b l l b r y : The system matrix i n the s t a t e - s p a c e 
form (1.24) has no i n f i n i t e decoupling zeros. 
Proof: T h i s f o l l o w s immediately s i n c e the s t a t e - s p a c e form 
i s a s p e c i a l case of (1,24) with E = I , 
C l e a r l y t h e r e f o r e i f a system m a t r i x i s transformed 
i n t o the s t a t e - s p a c e form the r e s u l t w i l l have no i n f i n i t e 
decoupling zeros and a l l the i n f o r m a t i o n r e l a t i n g to the 
i n f i n i t e decoupling zeros of the o r i g i n a l system w i l l be 
l o s t . Consequently, when i n f i n i t e frequency behaviour 
i s being considered, r e a l i s a t i o n of the system matrix i n 
the s t a t e - s p a c e form i s not s a t i s f a c t o r y and i f a l i n e a r i s e d 
system matrix i s r e q u i r e d then a more appropriate form i s 
the g e n e r a l i s e d s t a t e - s p a c e system matrix . 
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The main o p e r a t i o n s used to generate s t a t e - s p a c e forms 
of system m a t r i c e s are t r a n s f o r m a t i o n s of s t r i c t system 
equivalence and more g e n e r a l l y extended s t r i c t system 
e q u i v a l e n c e which i n t u r n i n v o l v e o p e r a t i o n s of unimodular 
eq u i v a l e n c e and extended unimodular e q u i v a l e n c e r e s p e c t i v e l y 
I n f a c t n e i t h e r of these o p e r a t i o n s i n g e n e r a l p r e s e r v e s 
the i n f i n i t e zero s t r u c t u r e of a polynomial matrix f o r 
c o n s i d e r the f o l l o w i n g simple example. 
(1.30) : Example : L e t 
P(s) = (1.31) s s 
0 1 
T h i s matrix can be transformed by unimodular e q u i v a l e n c e 
to (s) where 
P l ( s ) 
(1.32) 
Now 
^4) 
1 1^ -2 w w 
0 1 , 
2 
w 0 
0 1 
which i s a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n and hence 
P(s) has one i n f i n i t e zero of degree one. However 
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1 + I 
3 2 w w 
-1 1+w 
1 
which i s a l s o a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n from 
which i t can be seen that P^ ^ (s) has one i n f i n i t e zero of 
degree two. Therefore, although P (s) and P^ (s) are 
uniraodular e q u i v a l e n t they do not have the same i n f i n i t e 
zero s t r u c t u r e . 
T h i s example i n v o l v e s one of the s i m p l e s t transforma-
t i o n s of unimodiilar e q u i v a l e n c e . P o s t m u l t i p l y i n g P (s) by 
2 
has the e f f e c t of adding s m u l t i p l i e d by the f i r s t column 
of P (s) to the second column of P (s) . The example shows 
t h a t even such a b a s i c o p e r a t i o n of unimodular e q u i v a l e n c e 
has the e f f e c t of i n t r o d u c i n g an a d d i t i o n a l i n f i n i t e pole 
and zero. 
C l e a r l y then the polynomial matrix o p e r a t i o n s of 
unimodular e q u i v a l e n c e and extended unimodular e q u i v a l e n c e 
and consequently t h e i r corresponding system matrix t r a n s -
formations of s t r i c t system e q u i v a l e n c e and extended s t r i c t 
system e q u i v a l e n t do not p r e s e r v e i n f i n i t e z e r o s . 
The remainder of t h i s chaper w i l l be devoted to a 
d i s c u s s i o n of t r a n s f o r m a t i o n s which do p r e s e r v e i n f i n i t e 
z e r o s . Verghese (197??) s t u d i e d the g e n e r a l i s e d s t a t e - s p a c e 
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form of a system matrix i n d e t a i l and i n t h i s chanter 
attempts w i l l be made to q u a n t i f y the t r a n s f o r m a t i o n by 
which any system matrix can be reduced to the g e n e r a l i s e d 
s t a t e space form. 
S e c t i o n (4.2) : Constant Transformations which P r e s e r v e 
I n f i n i t e Zeros 
Gantmacher (1959) , Rosenbrock (1974a) and Verghese 
(1978) i n v e s t i g a t e d t r a n s f o r m a t i o n s on polynomial m a t r i c e s 
which pre s e r v e both the f i n i t e and i n f i n i t e zero s t r u c t u r e 
and they a l l d e s c r i b e constant t r a n s f o r m a t i o n s which have 
t h i s property. Gantmacher c o n c e n t r a t e s h i s work on 
s i n g u l a r p e n c i l s of m a t r i c e s (as d e s c r i b e d i n s e c t i o n (3.2)) 
w h i l s t Rosenbrock and Verghese c o n s i d e r system m a t r i c e s 
in the g e n e r a l i s e d s t a t e - s p a c e form. 
The f o l l o w i n g d e f i n i t i o n i s given by Gantmacher. 
(2.1) : D e f i n i t i o n : L e t A+s B and A^+s^^be two p e n c i l s of 
r e c t a n g u l a r m a t r i c e s of dimensions mxn such that 
P(A+s5 Q = A^+sBj^ (2.2) 
where P and Q are constant non-singular m a t r i c e s of 
dimensions mxm and nxn r e s p e c t i v e l y . Then A+sB and 
A^+sB^ are s a i d to be STRICTLY EQUIVALENT (denoted s.e.) . 
Gantmacher shows that i f two p e n c i l s ..are s t r i c t l y 
e q u i v a l e n t then they have the same s e t s of f i n i t e and 
i n f i n i t e elementary d i v i s o r s (see def i n i t ion (3 .2 . 2.)) and 
t h a t any matrix p e n c i l can be transformed under s t r i c t 
e q uivalence to Kronecker form. In Kronecker form the 
94 
f i n i t e and i n f i n i t e elementary d i v i s o r s and the minimal 
i n d i c e s of the l e f t and r i g h t n u l l spaces of the p e n c i l 
are d i s p l a y e d s e p a r a t e l y . As was shown i n s e c t i o n (3.2) 
each kth order i n f i n i t e elementary d i v i s o r corresponds to 
a (k-1)th order i n f i n i t e zero of a p e n c i l and consequently 
s t r i c t e q u i v a lence does a l s o p r e s e r v e the number of 
i n f i n i t e zeros of the p e n c i l . 
Rosenbrock (1974a) a p p l i e s s t r i c t e quivalence to 
system m a t r i c e s i n the g e n e r a l i s e d s t a t e - s p a c e form as 
f o l l o w s . 
(2.3) i D e f i n i t i b n : Two (r+m) x (r+W system matrices 
P(s) = sE-A 
-C 
E 
D 
and (s) sE^-A^ (2.4) 
wi th 
sE-A to and sE^-A, ^0 
are s a i d to be r e l a t e d by RESTRICTED SYSTEM EQUIVALENCE 
(denoted r . s . e . ) i f 
mj L 
sE-A 
C 
B 
D 
= sE^-A^ : 1^ 
• Di. (2.5) 
where M, N are r e a l non-singular m a t r i c e s . 
T h i s transformation i s a s p e c i a l case of s t r i c t 
system e q u i v a l e n c e and t h e r e f o r e i t c l e a r l y l e a v e s i n v a r i a n t 
the t r a n s f e r f u n c t i o n matrix, the order n, the f i n i t e 
decoupling zeros and the f i n i t e system poles and system 
zeros. 
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Note that the matrix p e n c i l s sE-A and sE^-A^ i n (2.5) 
are s.e. Consequently, every system matrix i n g e n e r a l i s e d 
where 
-space form can be reduced by r. s . e . to the form 
P2(s) = n d 0 : ^2 (2.6) 
0 : h 
_ 
D 
0 (2.7) 
0 I +sJ r-n 
i s the Kronecker form of the matrix sE-A and J i s the 
Jordan normal form. The submatrix (sI-Ag) i n (2,7) r e l a t e s 
to the f i n i t e zeros and the submatrix (Ij._j^'*"sJ) r e l a t e s to 
sE-A the i n f i n i t e elementary d i v i s o r s of sF-A. 3 i n c e 
sE-A has no l e f t or r i g h t n u l l s p a c e s . ^2 S3.id to 
be i n standard form under r . s . e . 
Rosenbrock g i v e s a d e f i n i t i o n of i n f i n i t e decoupling 
zeros which i s d i f f e r e n t from d e f i n i t i o n (2.1.25) . i . e . 
( 2 . 8 ) i D e f i h i t i b n : The Rosenbrock i n f i n i t e i . d . , o.d. and 
i.o.d. zeros of P (s) are the i . d . , o.d. and i.o.d. zeros 
r e s p e c t i v e l y at s=0 of 
E-sA • E (2.9) 
-C • D 
Returning to the standard form ( 2 . 6 ) , Rosenbrock shows 
that the f i n i t e decoupling zeros of P (s) are the zeros of 
-C, D 
(2.10) 
and the Rosenbrock ' ^ i n f i n i t e decoupling z e r o s " are the 
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decoupling zeros at s=0 of 
: h 
-Co ' D 
(2.11) 
The main problem with the d e f i n i t i o n (2.8) i s t h a t 
under i t t r i v i a l expansion of the system matrix i n c r e a s e s 
the number of Rosenbrock 'decoupling z e r o s " as the next 
example shows. T h i s i s c l e a r l y an u n d e s i r a b l e f e a t u r e . 
(2.12) -Example: L e t 
P(s) s . 1 
1 . 0 
and Pj^ (s) = 
i . e . P^ (s) i s a t r i v i a l expansion of P (s) 
0 
1 
• • 
0 
Now 
(2.13) 
E-sA 
-C 
B 
D 
(2.14) 
and 
E^-sA ; 
-C 
(2.15) 
Now (2.14) has no i . d . zeros a t s=0 whereas (2.15) has one. 
such i . d . zero. Therefore P^ ^ (s) has one i n f i n i t e i .d. 
zero although P (s) has none, even though P^ (s) i s j u s t a 
t r i v i a l expansion of P (s) . Note t h a t P (s) and P^ (s) are 
not r . s . e . 
C l e a r l y t h i s d e f i n i t i o n of i n f i n i t e decoupling zeros 
i s u n s a t i s f a c t o r y . R e s t r i c t e d system e q u i v a l e n c e does 
p r e s e r v e the i n f i n i t e decoupling zeros as defined i n 
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( 2 . 6 ) , but, more impor t a n t l y , the i n f i n i t e decoupling zeros 
as d e f i n e d i n (1.4) are a l s o p r e s e r v e d . An obvious 
l i m i t a t i o n of r . s . e . i s th a t i t does not permit t r i v i a l 
expansion of the system m a t r i x . 
Verghese (1978) has developed another d e f i n i t i o n of 
equi v a l e n c e which he terms STRONG EQUIVALENCE, Under 
s t r o n g e q u i v a l e n c e any o p e r a t i o n s of t r i v i a l expansion or 
c o n t r a c t i o n of the system matrix (which do not a l t e r the 
t r a n s f e r f u n c t i o n matrix) are permitted i n a d d i t i o n to the 
op e r a t i o n s of r . s . e . For convenience Vergfaese works with 
the s t a n d a r d form under r . s . e . given by equation (2.6) . 
When i n f i n i t e frequency behaviour i s being i n v e s t i g a t e d 
only the submatrix 
-C. D 
(2.16) 
needs to be considered. Verghese p o i n t s out t h a t the 1x1 
Jordan b l o c k s have no s i g n i f i c a n c e f o r the f r e e response of 
the system and thus he s e p a r a t e s them out and w r i t e s 
(2.17) = i - s 5 0 ! A B 
0 I ; \/ 
A 
-c -C D A 
J has no 1x1 Jordan b l o c k s 
Under s t r o n g equivalence the system m a t r i c e s 
r—n 0 for a r b i t r a r y 
0 ^k 
* 
B*,C* and k 
-C * D-C* B* (2.18) 
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and 
A 
- I - s J • B 
A 
-c • D+CB 
(2.19) 
are both e q u i v a l e n t to (2.17) . The system m a t r i x i n 
(2.19) i s important because i t c o n t a i n s no non-dynamic 
i n t e r n a l v a r i a b l e s , i . e . a l l 1x1 Jordan b l o c k s have been 
removed. (2.19) i s s a i d to be i n STANDARD FORM UNDER 
STRONG EQUIVALENCE. 
The o p e r a t i o n s of s t r o n g e q u i v a l e n c e are defined as 
f o l l o w s . 
(2 .20) - D e f i h i t i b n : Two (r+m) x (r+J!,) g e n e r a l i s e d s t a t e - s p a c e 
system m a t r i c e s P (s) and P^ (s) d e f i n e d as i n (2.4) a r e s a i d 
to be r e l a t e d by OPERATIONS OF STRONG EQUIVALENCE i f 
m 
sE-A 
-C 
B SE^-A^ 
D IJ 
(2.21) 
where L,M,N,R are constant m a t r i c e s with L and R non-
s i n g u l a r and 
ME = EN = 0 (2.22) 
Equation (2.21) i s c l e a r l y a s p e c i a l case of ( s . s . e . ) 
and hence the tr a n s f o r m a t i o n l e a v e s i n v a r i a n t the t r a n s f e r 
f u n c t i o n matrix, the order n, the f i n i t e decoupling zeros 
and the f i n i t e system poles and zer o s . By i n s i s t i n g t h a t 
L,M,N,R are constant the i n f i n i t e frequency behaviour i s 
a l s o p r e s e r v e d . The e x t r a requirement (2.22) ensures t h a t 
the r e s u l t i n g matrix i s i n the g e n e r a l i s e d s t a t e - s p a c e 
form. Although i t i s not immediately obvious i t can 
e a s i l y be shown t h a t s t r o n g e q u i v a l e n c e i s a r e f l e x i v e . 
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symmetric and t r a n s i t i v e r e l a t i o n and thus i t i s an 
equ i v a l e n c e r e l a t i o n . Of course, when M=N=0 (2.21) i s 
simply r e s t r i c t e d system e q u i v a l e n c e . C l e a r l y i n (2.21) 
i t i s important that the system m a t r i c e s P (s) and P^ (s) 
have the same dimensions. Strong e q u i v a l e n c e i s d e f i n e d 
more g e n e r a l l y as f o l l o w s . 
(2.23) - D e f i n i t i o n : Two g e n e r a l i s e d s t a t e - s p a c e systems 
S and 3^ with system m a t r i c e s 
P(s) = sE-A E • and P^ (s) = sE^-A^ : \ (2.24) 
-C D 
of dimensions (r+m) x (r.+Ji) and (r^+m) x ( r ^ + Jl) r e s p e c t i v e l y 
are s a i d to be STRONGiy EQUIVALENT (denoted s t r . e q . ) i f 
a f t e r some non-dynamic elimination or augmentation i n 
e i t h e r or both systems, the two are r e l a t e d by o p e r a t i o n s 
of s t r o n g e q u i v a l e n c e , 
Verghese suggests the f o l l o w i n g t e s t to determine 
whether or not two g e n e r a l i s e d s t a t e - s p a c e systems are 
s t r o n g l y e q u i v a l e n t . 
( 2 . 2 5 ) : T e s t : Two g e n e r a l i s e d s t a t e - s p a c e systems are s t r o n g l y 
e q u i v a l e n t i f and only i f the r e s p e c t i v e standard forms for 
them, obtained by e l i m i n a t i n g a l l non-dynamic v a r i a b l e s , 
are r e l a t e d by o p e r a t i o n s of s t r o n g e q u i v a l e n c e . 
As r e q u i r e d , m a t r i c e s (2.17), (2.18) and (2.19) are 
a l l s t r o n g l y e q u i v a l e n t to each other and thus s t r o n g 
e q u i v a l e n c e i s an improvement on r e s t r i c t e d system 
e q u i v a l e n c e . One disadvantage of s t r o n g equivalence i s 
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the phrase " a f t e r some non-dynamic e l i m i n a t i o n or 
augmentation i n e i t h e r or both systems" i n d e f i n i t i o n (2.23) 
I t would c l e a r l y be an improvement i f such e l i m i n a t i o n or 
augmentation could be i n c l u d e d as a matrix o p e r a t i o n i n 
the d e f i n i t i o n . 
Returning to equation (2.21) and p o s t m u l t i p l y i n g both 
s i d e s by 
R-^ R-^N (2.26) 
leads to 
L 
M m 
sE-A 
-C 
B 
D 
sE,-A^ . 
D 
R -1 -R-^N (2.27) 
The c o n d i t i o n s (2,22) are no longer r e q u i r e d s i n c e i t i s 
now i m p l i c i t t h a t 
ME = E^R'-^N = 0 
holds. 
In (2.27) the requirement that P (s) and P^ (s) have 
the same dimensions may a l s o be r e l a x e d . Of course the 
dimensions of the transforming m a t r i c e s must be a l t e r e d 
a c c o r d i n g l y and c e r t a i n other c o n d i t i o n s come i n t o p l a y . 
The m a t r i c e s L and "R""^ " are no longer square and thus 
equation (2.27) and the requirements t h a t L and R be square • 
and non-singular must be r e v i s e d . In f a c t equation (2.27) 
i s r e p l a c e d by 
m 
sE-A 
-C 
B 
D 
sE^-Ai 
-C. 
B. 
I J 
R" 
0 
N' 
I 
9J 
(2. 28) 
with the m a t r i c e s 
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(L sE^-A^) (2,29) 
and 
'"SE-AI (2.30) 
R^  
having no f i n i t e or i n f i n i t e z e r o s . 
I n (2.28) P (s) and P^ (s) are e . s . s . e . (as i n equation 
(1.3.15)) because of the requirements at f i n i t e s i n 
(2.29) and (2.30) and hence the t r a n s f o r m a t i o n p r e s e r v e s 
the f i n i t e frequency behaviour of the system. The 
requirement t h a t (2.29) and (2.30) have no f i n i t e or 
i n f i n i t e z e r o s e n s u r e s t h a t s E ^ - A ^ and s E - A a l s o have the 
same i n f i n i t e z e ros as the next r e s u l t shows. 
(2.31) :Theorem: L e t P (s) and Q (s) w i t h dimensions r x r and 
r ^ x r ^ r e s p e c t i v e l y be r e l a t e d by 
L P(s) = Q ( s ) R - (2.32) 
Then P (s) and Q (s) have the same f i n i t e and i n f i n i t e zeros 
i f and only i f the m a t r i c e s 
(L Q ( s ) ) (2.33) 
and 
""P (s)l (2,34) 
^ R 
have no f i n i t e or i n f i n i t e z e r o s . 
Proof: C l e a r l y P (s) and Q (s) are e.u.e. (and hence have the 
same f i n i t e zeros) i f and only i f (2.33) and (2.34) have 
no f i n i t e z e r o s . 
Now P(s) and Q (s) have the same i n f i n i t e zeros i f and 
only i f numerators of P ( i ) and Q(~) are a l s o e.u.e. L e t 
1 0 2 
P ( i ) = N^(w)Dj"^(w) (2.35) 
and 
Q( i ) = ^(w)N2(w) (2.36) 
be r e l a t i v e l y prime f a c t o r i s a t i o n s of P (i) and Q ( ^ 
Thus 
and 
(L,Q(i)) = D2"-^(w) (D2(w)L, Ng (w)) (2.37) 
= (w) D^"^(w) (2.38) 
R RDj (w) 
are a l s o r e l a t i v e l y prime f a c t o r i s a t i o n s . 
Suppose f i r s t t h a t (2.33) and (2.34) have no f i n i t e 
or i n f i n i t e zeros and hence the numerators of (2.37) and 
(2.38) have f u l l rank f o r a l l w e C . 
P u t t i n g s = i and s u b s t i t u t i n g from (2.35) and (2.36) 
i n (2.32) g i v e s 
LN^ (w) D^ "-^  (w) = Dg""^  (w) (w) R 
i . e . D2(w) L (w) = (w) R (w). (2.39) 
S i n c e the numerators of (2.37) and (2.38) have f u l l rank 
the r e q u i r e d r e l a t i v e primeness c o n d i t i o n s are s a t i s f i e d so 
th a t (w) and Ng (w) are e.u.e. Hence they have the same 
z e r o s ' a t w=0. Consequently P (s) and Q (s) have the same 
i n f i n i t e z e r o s . 
Conversely i f P (s) and Q (s) have the same i n f i n i t e 
zeros then t h e i r numerators are e.u.e. i . e . From equation 
(2.39) the m a t r i c e s 
(D2(w)L, N2(w)) 
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and 
N^(w) 
RD^(w) 
have f u l l rank a t w=0 
of (L,Q(i)) and 
R 
Eut these m a t r i c e s are numerators 
r e s p e c t i v e l y . Hence (2.33) and (2.34) have no i n f i n i t e 
z e r o s . 
Thus sE-A and sE^-A^ i n (2.28) have the same f i n i t e 
and i n f i n i t e zeros and hence the transformation of equation 
(2,28) p r e s e r v e s both the f i n i t e and i n f i n i t e frequency 
behaviour of the system. Pugh a n d S h e l t o n (1979) show 
tha t e . s . s . e . i n c l u d e s t r i v i a l expansion i n a d d i t i o n to the 
usu a l o p e r a t i o n s of s . s . e . I n an analogous way the 
tr a n s f o r m a t i o n of equation (2.28) i s an ex t e n s i o n of s t r o n g 
e q u i v a l e n c e to i n c l u d e t r i v i a l expansion as a matrix 
operation i n the d e f i n i t i o n . T h i s t r a n s f o r m a t i o n w i l l be 
c a l l e d EXTENDED STRONG EQUIVALENCE (denoted e . s t r . e q , ) and 
de f i n e d as f o l l o w s . 
( 2 . 4 0 ) ' D e f i n i t i o n : Two g e n e r a l i s e d s t a t e - s p a c e systems 3 
and S ^  with system m a t r i c e s P (s) and P^ ^ (s) of dimensions 
(r+m)x(r+Jl) and (r^+m) x (rj^ + i ) r e s p e c t i v e l y as i n (2.24) are 
s a i d to be extended s t r o n g l y e q u i v a l e n t i f and only i f the 
systems m a t r i c e s a r e r e l a t e d by 
m 
sE-A 
• • • 
-C 
E 
D 
sE^-A^ 
-C. D. 
(2.41) 
104 
where L,M,N' and R' are constant m a t r i c e s with 
(L, sE^-A^) and sE-AI 
having no f i n i t e nor i n f i n i t e z e r o s . 
As would be expected the next theorem confirms that 
s t r o n g e quivalence i s a s p e c i a l case of extended s t r o n g 
e q u i v a l e n c e . 
(2.42) :Thebrem: I f two g e n e r a l i s e d s t a t e - s p a c e systems 
S and 3 ^  with (r+m) x (r+£) system m a t r i c e s P (s) and P^ (s) 
are s t r o n g l y e q u i v a l e n t then they are a l s o extended s t r o n g l y 
e q u i v a l e n t , 
Proof: I f P (s) and P^ (s) are r e l a t e d by s t r o n g e q u i v a l e n c e 
then (2.21) holds with L and R constant and non-s i n g u l a r 
P o s t r a u l t i p l y i n g both s i d e s of (2.21) by 
gives equation (2.27) which i s c l e a r l y i n the form of 
equation (2.41). S i n c e L,R and consequently R""^  are 
non-singular the m a t r i c e s 
_L, sE^-A^] (2.43) 
and sE-A 
Now sE-A and sE^-A^ 
(2.44) 
are s t r i c t l y have no f i n i t e z e ros, 
e q u i v a l e n t and they thus have the same infinite z e r o s . Thus, 
by theorem (2.31) the m a t r i c e s (2.43) and (2.44) have no 
i n f i n i t e z e r o s . 
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The m a t r i c e s (2,17) ,(2.18) and (2.19) which Verghese 
showed to be s t r o n g l y e q u i v a l e n t to each other are a l l 
r e l a t e d e x p l i c i t l y by extended s t r o n g e q u i v a l e n c e . For 
example (2.17) and (2.19) are r e l a t e d by 
0 - 0 
V c • I 
A 
I - s J 0 : ^ 
0 I . C 
/N. 
- c - c • D 
I - s J 
-5 
V A 
D+CB 
which s a t i s f i e s a l l the c o n d i t i o n s of d e f i n i t i o n (2.40) . 
Hence (2.17) and (2.19) are extended s t r o n g l y e q u i v a l e n t . 
I t can be shown s i m i l a r l y that (2.18) i s extended s t r o n g l y 
e q u i v a l e n t to both (2.17) and (2.19). 
Thus the operations of t r i v i a l e l i m i n a t i o n and 
augmentation are d i r e c t l y i n c l u d e d as matrix o p e r a t i o n s i n 
d e f i n i t i o n (2.40) and hence t h i s d e f i n i t i o n i s p r e f e r a b l e 
to d e f i n i t i o n (2,23) . However, extended s t r o n g e q u i v a l e n c e 
• 
s t i l l has two important drawbacks. One i s that i t can only 
be a p p l i e d to system m a t r i c e s i n g e n e r a l i s e d s t a t e - s p a c e 
form and not to polynomial system m a t r i c e s . o f the form of 
( 1 . 1 ) . The second i s t h a t a l l the equivalence transforma-
t i o n s developed i n t h i s s e c t i o n have i n v o l v e d only constant 
o p e r a t i o n s . The u l t i m a t e aim of t h i s chapter i s to develop 
a t r a n s f o r m a t i o n by which any polynomial system matrix can 
be transformed i n t o an e q u i v a l e n t system matrix i n the 
g e n e r a l i s e d s t a t e - s p a c e form. I t i s obvious that no constant 
t r a n s f o r m a t i o n w i l l have t h i s property and hence the 
transformations developed thus f a r w i l l not be s a t i s f a c t o r y . 
C l e a r l y an 's* dependent t r a n s f o r m a t i o n which p r e s e r v e s the 
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s t r u c t u r e of the system matrix a t both f i n i t e and i n f i n i t e 
f r e q u e n c i e s i s r e q u i r e d and one such t r a n s f o r m a t i o n w i l l 
be d e s c r i b e d i n the next s e c t i o n . 
S e c t i b h (4.3) : Noh-cbnstaht Trahsfbrmations on 
Pblyhbmial" M a t r i c e s 
I n order to d i s c u s s s-dependent t r a n s f o r m a t i o n s on 
system m a t r i c e s i t i s n e c e s s a r y to f i r s t c o n s i d e r non-
constant t r a n s f o r m a t i o n s on polynomial m a t r i c e s i n g e n e r a l . 
I n t h i s s e c t i o n a t r a n s f o r m a t i o n which p r e s e r v e s both the 
f i n i t e and i n f i n i t e zero s t r u c t u r e of a polynomial matrix 
w i l l be d e s c r i b e d . I t i s known t h a t i f two polynomial 
m a t r i c e s P (s) and (s) a r e e.u.e. ( d e f i n i t i o n (1.3.9)) 
then they have the same f i n i t e zero s t r u c t u r e . I n order 
to p r e s e r v e the i n f i n i t e zero s t r u c t u r e the numerators 
of P (i ) and P]^ must a l s o be (e.u.e.) . One r e l a t i o n s h i p 
which s a t i s f i e s these c r i t e r i a i s d e s c r i b e d i n the 
f o l l o w i n g theorem. 
(3'. 1) :Thebrem: L e t P (s) and Pj^ (s) be two polynomial m a t r i c e s 
of dimensions (r+m) x (r+)t) and (r^+m) x ( r ^ + i ) r e s p e c t i v e l y . 
Then P (s) and P^ ^ (s) have the same z e r o s , both f i n i t e ' and 
i n f i n i t e , i f 
M(s)P(s) = P ^ ( s ) N ( s ) (3.2) 
where M (s) and N (s) are polynomial m a t r i c e s such t h a t the 
m a t r i c e s 
(M(s) , P i ( s ) ) and p o s s e s s no f i n i t e nor P(s) 
-N(s)J 
i n f i n i t e zeros and have McMillan degrees 6 (P^) and 6 (P) 
r e s p e c t i v e l y . 
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Proof : S i n c e (M(s) (s)) and P(s) 
-N(s) 
have no f i n i t e z e ros 
P (s) and P^ (s) are (e.u,eO and hence they have the same 
f i n i t e z e r o s . 
For the i n f i n i t e zero s t r u c t u r e c o n s i d e r the r e l a t i v e l y 
prime f a c t o r i s a t i o n s 
^ (3.3) 
(3.4) 
S i n c e P^ (s) i s polynomial i t has no f i n i t e p o l e s , merely 
i n f i n i t e ones. 
P ( l ) -= N(P)D- (P) 
and P i ( i ) = D " ^ ( P p N ( p p . 
Thus (^ has a l l i t s poles at w=0. Hence 
6(P^) = v ( P ^ ( i ) ) . (3.5) 
S i n c e (3.4) i s a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n of the 
s t r i c t l y proper matrix P^ ^ (^ 
6 ( . 1 D ( P ^ ) 1 ) = v ( P ^ ( i ) ) . (3.6) 
Now suppose t h a t 
( M ( l ) . P ^ ( i ) ) = D ^(M,P^) (N''(M) ,NMPi)) 
and 
= N ' (P) 
N ' (N) 
D ifp N 
(3.7) 
(3.8) 
Then are r e l a t i v e l y prime f a c t o r i s a t i o n s . 
6 (|D(M,P^)| ) = v ( M ( l ) ,P^ ( i ) ) 
= 6(M(s) , P ^ ( s ) ) 
= 6(P^) (3.9) 
t h i s l a s t e q u a l i t y f o l l o w i n g from the h y p o t h e s i s . Now 
from (3,5) and (3.9) , 
6(|D(M,pp| ) = v ( P ^ ( i ) ) (3.10) 
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and hence 
(3,11) 
i s a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n of the s t r i c t l y 
proper r a t i o n a l matrix C^) • N ' ( P ^ i s a numerator 
of P i 4 ) . 
I n an analogous manner N '(P) from (3.8) i s a numerator 
of P (i) , S u b s t i t u t i n g (3.7) and (3.8) i n t o (3.2) g i v e s 
(N^ - (M) ,N^  (Pi)) N- (P) 
A/? 
N (N) 
= 0 (3.12) 
Now (M(s), P ^ ( s ) ) has no i n f i n i t e zeros and t h e r e f o r e 
(N''(M) ,N' (P^)) has f u l l rank at w=0. I n f a c t i t has f u l l 
rank f o r a l l w s i n c e (M (s) , P ^ ( s ) ) has no f i n i t e nor i n f i n i t e 
zeros from the h y p o t h e s i s . Thus N»'(R1) and N** (P^) are 
r e l a t i v e l y l e f t prime. I n an analogous manner N' (P) and 
N' (tO a r e r e l a t i v e l y r i g h t prime. Hence (3,12) i s a 
r e l a t i o n s h i p of (e.u.e.) between N"'(P^) and N' (P) . Thus 
these m a t r i c e s have the same f i n i t e zero s t r u c t u r e . I n 
INT * / 
p a r t i c u l a r N' (P^) and N' (P) have the same zeros at w=0. 
i . e . Pj^ (s) and P (s) have the same i n f i n i t e z e r o s . 
I n theorem (3.1) the requirements t h a t ( M ( s ) , P ^ ( s ) ) 
and have no f i n i t e zeros are both necessary and P^ (s) 
[nN (s) 
s u f f i c i e n t c o n d i t i o n s f o r P (s) and Pj^ (s) to have the same 
f i n i t e z e r o s . However, the requirements t h a t (M (s) , P ^ ( s ) ) 
and ' have no i n f i n i t e zeros and the McMillan degree P i (s) 
tN(s) 
c o n d i t i o n s p e c i f i e d i n the theorem are merely s u f f i c i e n t 
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c o n d i t i o n s to guarantee that the numerators of P ( i ) and 
P^ ( i ) are (e.u.e.) and hence t h a t P (s) and P^ (s) have the 
same i n f i n i t e z e r o s . I t seems l i k e l y t h a t these c o n d i t i o n s 
c o u l d be r e l a x e d somewhat i n order to d e f i n e only the 
n e c e s s a r y c o n d i t i o n s f o r P (s) and P^ (s) to have the same 
i n f i n i t e zeros but at p r e s e n t i t i s not c l e a r how t h i s 
might be done. The f o l l o w i n g example i l l u s t r a t e s theorem 
( 3 . 1 ) and i n p a r t i c u l a r i t demonstrates t h a t merely 
r e q u i r i n g ( M ( s ) , P ^ ( s ) ) and P l ( s ) to have no f i n i t e or 
_N(s) 
i n f i n i t e zeros i s not s u f f i c i e n t to ensure t h a t P(s) and 
Pj^ (s) have the same i n f i n i t e z e r o s . 
(3.13):Example: Consider the m a t r i c e s M C S I , P ( s ) , ( S ) a n d N ( s ) 
such t h a t 
M ( S ) P ( S ) = P I ( S ) N ( S ) ( 3 . 1 4 ) 
where 
M ( S ) = 
P I ( S ) ^ 
s3 s2 
,0 O . 
s 1 • 
1 O 
P ( s ) = 
and N(s) = 
1 O 
O 1 
O O 
Now ( 3 . 1 4 ) i s i n the form of equation ( 3 . 2 ) and 
( M ( s ) , P i C s ) ) = •s3 s2 s 1 
O O 1 oj 
has no f i n i t e or i n f i n i t e z e r o s . S i m i l a r l y 
( 3 . 1 5 ) 
P ( s ) 
N(s) 
1 O 
O 1 
O O 
s3 s2 
( 3 . 1 6 ) 
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a l s o has no f i n i t e or i n f i n i t e z e r o s . The McMillan degrees 
of t h e s e m a t r i c e s are given by 
6(M(s),Pi(s)) = 3 ; 6(M(s)) = 3 ; 6 ( P i ( s ) ) = 1 
P( s ) 
N(s) 
= 3 6 ( P { s ) ) = O 6(N ( s ) ) = 3 
Thus the m a t r i c e s M(s) and N(s) s a t i s f y the McMillan degree 
c o n d i t i o n s of theorem (3.1) and hence t h i s theorem p r e d i c t s 
t h a t M(s) and N(s) have the same f i n i t e and i n f i n i t e z e r o s . 
However, i n the case of P ( s ) and P^Cs) the McMillan degree 
c o n d i t i o n s are not s a t i s f i e d . 
R e l a t i v e l y l e f t prime f a c t o r i s a t i o n s of M(--) 
w 
and N(^) are given by 
M<i) . r 3 w 0 -1 " l 
•> 
w 
0 1_ p 0. 
^ ' i ' - " l 0 
-1 1 o' 
P 1_ P 1, 
w o' -1 " l w 
p 1_ 1 0. 
N(i) = w ' l o' -1 "o o' 
0 w3 _1 
Thus M(s),N(s) and P { s ) have no i n f i n i t e zeros whereas 
Pj^(s) has one and hence, as p r e d i c t e d by theorem ( 3 . 1 ) , 
M(sl and N(s) have the same i n f i n i t e z e r o s . However, 
although n e i t h e r (3.15) nor (3.16) has any f i n i t e or 
i n f i n i t e zeros, P ( s l and Pi(s) do not have the same i n f i n i t e 
z e r o s . Thus i t i s c l e a r t h a t e i t h e r the McMillan degree 
c o n d i t i o n of theorem (3.1) must be s a t i s f i e d or some other 
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requirement i s n e c e s s a r y to ensure t h a t P ( s ) and P^ls) 
have the same i n f i n i t e z e r o s . 
The most important p o i n t concerning the t r a n s f o r m a t i o n of 
theorem (3.1) i s t h a t i t i s s-dependent and thus a t r a n s f o r -
niatlon of t h i s type could- p o s s i b l y b e used to l i n e a r i s e any 
polynomial m a t r i x . However, i t i s not c l e a r t h a t t h i s i s an 
e q u i v a l e n c e t r a n s f o r m a t i o n . For example i t i s not known 
whether i t i s symmetric, i . e . f t h e r e e x i s t m a t r i c e s M(s) 
and N(s) such t h a t P ( s ) and P i ( s ) s a t i s f y the requirements 
of theorem (3.1) with 
M ( s ) P ( s ) = P i ( s ) N ( s ) 
i t i s not c l e a r whether or not Mi(s) and Ni (s) w i t h 
M i ( s ) P i C s ) = P ( s ) N i ( s ) 
a l s o s a t i s f y the requirements of the theorem. 
Despite these disadvantages t h i s t r a n s f o r m a t i o n i s 
important because i t i s s-dependent, u n l i k e a l l the 
t r a n s f o r m a t i o n s which have been developed p r e v i o u s l y . One 
f u r t h e r a t t r a c t i v e f e a t u r e i s t h a t i t i n c l u d e s the 
t r a n s f o r m a t i o n which Gantmacher terms s t r i c t e q u i v a l e n c e 
( d e f i n i t i o n t2.1)) as the f o l l o w i n g theorem e s t a b l i s h e s . 
(3.17):Theorem; L e t P ( s ) and P i ( s ) be two mxn p e n c i l s of 
m a t r i c e s . Then the t r a n s f o r m a t i o n of ( s . e . ) namely 
L PCs) R = P i C s ) (3.18) 
where L and R are n o n - s i n g u l a r constant m a t r i c e s s a t i s f i e s 
the h y p o t h e s i s of theorem ( 3 . 1 ) . 
0 
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Proof:The t r a n s f o r m a t i o n of ( s . e . ) of (3.14) may be w r i t t e n 
as 
(L, P i ( s ) ) = O (3.19) P(s)| 
R - l 
Consider the m a t r i x 
CL, P i ( s ) ) . (3.20) 
T h i s c l e a r l y has f u l l rank f o r a l l f i n i t e s s i n c e L i s non-
s i n g u l a r and c o n s t a n t , i . e . (3.16) has no f i n i t e z e r o s . To 
see t h a t (3.20) has no i n f i n i t e zeros l e t 
P l ( ^ ) = Di-^(w)N^(w) (3.21) 
be a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n - of P i ( ^ ) . Then 
Di - 1 ( w ) ( D i ( w ) L , Ni(w)) 
w 
(3.22) 
i s a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n of 
(L, P l ( J y . (3.23) 
Thus (Di(w)L, Ni(w)) i s a numerator of (3.23) which has 
the same zeros f o r f i n i t e w as 
(Di(w), N i ( w ) ) . (3.24) 
I n p a r t i c u l a r (3.24) has no zeros a t w = O, due to the 
r e l a t i v e primeness of the f a c t o r i s a t i o n (3.21) . Thus 
(3,20) has no i n f i n i t e z e r o s . 
F i n a l l y , the McMillan degree of (L, P i (s)) i s c l e a r l y 
i d e n t i c a l to t h a t of P i ( s ) , s i n c e the minors of (3.20) a r e 
e i t h e r e x a c t l y minors of P i ( s ) or e l s e c o n s t a n t l i n e a r 
combinations of t h e s e . 
I n a s i m i l a r way the m a t r i x 
P ( s ) 
-R-1 
(3.25) 
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can be shown to have no f i n i t e or i n f i n i t e zeros and to 
have McMillan degree i d e n t i c a l t o t h a t of P ( s ) . The theorem 
thus f o l l o w s , 
C3.26):Corollarv; The t r a n s f o r m a t i o n of ( s . e . ) p r e s e r v e s 
the f i n i t e and i n f i n i t e zero s t r u c t u r e of a polynomial 
matrix. 
Proof: T h i s f o l l o w s immediately from theorems (3,1) and 
(.3.17) . 
I n t h i s s e c t i o n an s-dependent t r a n s f o r m a t i o n which 
p r e s e r v e s both the f i n i t e and i n f i n i t e zeros of a polynomial 
m a t r i x has been p r e s e n t e d . U n f o r t u n a t e l y the transformation 
d e s c r i b e s only s u f f i c i e n t c o n d i t i o n s f o r two polynomial 
m a t r i c e s to have the same f i n i t e and i n f i n i t e zeros and of 
course i t would be a c o n s i d e r a b l e improvement i f the p r e c i s e 
n e c e s s a r y c o n d i t i o n s c o u l d be s p e c i f i e d but t h i s problem 
remains unsolved a t p r e s e n t . Another disadvantage of t h i s 
t r a n s f o r m a t i o n i s t h a t i t i s probably not an e q u i v a l e n c e 
t r a n s f o r m a t i o n . However, d e s p i t e these disadvantages, the 
t r a n s f o r m a t i o n of theorem (3.1) r e p r e s e n t s an important 
s t e p forward s i n c e i t i s s-dependent. A l l the i n f i n i t e 
zero p r e s e r v i n g t r a n s f o r m a t i o n s which have been d e s c r i b e d 
p r e v i o u s l y have i n v o l v e d only constant o p e r a t i o n s and 
thus i t has o b v i o u s l y not been p o s s i b l e to use such 
t r a n s f o r m a t i o n s to l i n e a r i s e a polynomial m a t r i x . The 
f i n a l example i n t h i s s e c t i o n i l l u s t r a t e s the use of 
theorem (3.1). i n the l i n e a r i s a t i o n of a polynomial m a t r i x . 
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(3.27): Example: L e t 
P ( s ) = 
and 
P l ( s ) 
Now PCs) and P i ( s ) can be r e l a t e d by the equation 
M(s) P ( s ) — P l ( s ) N ( s ) 
where M(s) = ' l 0 and N(s) 0 1 
0 s s 0 
0 0, 0 0 
The m a t r i c e s (M (s) , Pj^(s) ) and PCs) 
-NCs) 
have no f i n i t e or 
i n f i n i t e zeros and 
6 C M { S ) , P I C S ) ) = 5 C P i ( s ) ) = 2 
and 6 = 6CP(s)) = 2 P ( s ) 
tNCs) 
Thus the c o n d i t i o n s of theorem (3.1) are s a t i s f i e d and 
hence, as can e a s i l y be seen by d i r e c t examination, P ( s ) 
and P i ( s ) have the same f i n i t e and i n f i n i t e z e r o s . I t i s 
c l e a r t h e r e f o r e t h a t PiCs) i s a l i n e a r i s a t i o n of PCs) and 
t h a t PCs) i s r e l a t e d to i t s l i n e a r i s e d form by the 
t r a n s f o r m a t i o n of theorem ( 3 . 1 ) . 
The q u e s t i o n of l i n e a r i s a t i o n w i l l be considered 
f u r t h e r i n s e c t i o n 5 but f i r s t , i n the next s e c t i o n , the 
t r a n s f o r m a t i o n on polynomial m a t r i c e s d e s c r i b e d i n t h i s 
s e c t i o n w i l l be a p p l i e d to system m a t r i c e s . 
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S e c t i o n C4.4):Equivalence of System Matrices 
I n t h i s s e c t i o n the t r a n s f o r m a t i o n of theorem (3.1) 
w i l l be a p p l i e d to system m a t r i c e s i n the normalised form. 
Of course the g e n e r a l i s e d s t a t e - s p a c e form i s a s p e c i a l 
case of the normalised form. At present i t i s not c l e a r 
how to apply t h i s t r a n s f o r m a t i o n to polynomial system 
m a t r i c e s i n g e n e r a l without f i r s t expanding them to the 
normalised form. 
Acc o r d i n g l y c o n s i d e r two systems d e s c r i b e d by 
normalised system m a t r i c e s 
^ • ' (4.1) P( s ) = TCsl B and P i ( s ) = T i (s) 
-C D_ . -CI ; Di 
where B,C,D,Bi,Ci and Di are constant m a t r i c e s . Now l e t 
M ( s ) T ( s ) = T l ( s ) N ( s ) (4.2) 
f o r some polynomial m a t r i c e s M{s) and N(s) such t h a t 
(M(s), T i ( s ) ) and T ( s ) have no f i n i t e or i n f i n i t e 
zeros, 
and 
6 (M(s) , T l Cs) 1 = 6 f T i (s) ) 
T ( s ) 
•N(s) 
(4.3) 
= 6 ( T ( s ) ) . (4.4) 
i . e . T ( s ) and T i ( s ) a r e r e l a t e d by the t r a n s f o r m a t i o n of 
theorem (3.11 and hence they have the same s e t of f i n i t e 
and i n f i n i t e z e r o s . Now l e t 
M(s) 0 
X ; Im 
TCs). ; a = " T I ( S ) 
- c ; D - c i Dl 
N(s) 
O 
(4.5) 
where X and Y are c o n s t a n t . Then 
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(4.6):Theorem; P ( s ) and P i ( s ) a r e r e l a t e d by the 
t r a n s f o r m a t i o n of theorem ( 3 . 1 ) . 
Proof: L e t 
Q l ( s ) = M(s) O T i ( s ) B i 
X Im - C l . Di 
(4.7) 
C l e a r l y Q i ( s ) has no f i n i t e zeros s i n c e (M(s), T i ( s ) ) has 
no f i n i t e z e r o s . 
I n order to c o n s i d e r the i n f i n i t e zeros of Q l ( s ) l e t 
tM(i), T i ( i ) ) = L - l ( w ) (L(w)M(^), L ( w ) T . ( J ) ) (4.8) 
be a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n . S i n c e ( M ( s ) , T i ( s ) ) 
has no i n f i n i t e ' zeros the-nurn e r a t o r of (4.8) has 
f u l l rank a t w = O 
LCwi 
O 
Now 
O B 
m 
1-1 
-C. 
L(w)M(J) O L ( w ) T ^ ( ^ ) L(w)B^ 
m 
(4.9) 
from ( 4 . 8 ) . S i n c e C4.8) i s a r e l a t i v e l y l e f t prime 
f a c t o r i s a t i o n C4.9) i s a l s o a r e l a t i v e l y l e f t prime f a c t o r -
i s a t i o n and the numerator has f u l l rank a t w = O. 
Consequently Q i ( s ) has no i n f i n i t e z e r o s . 
The second block row of Qi (s) i s c o n s t a n t and B i s 
c o n s t a n t . Therefore, the minors of Q i ( s ) a r e e i t h e r 
c o n s t a n t or, i f they a r e s-dependent, they w i l l be i d e n t i c a l 
to or equal to c o n s t a n t l i n e a r combinations of the minors 
of (M(s) T i ( s l ) . Hence 
6(Ql(s)). = 6(Mts), T i ( s ) ) 
= 6.tTits)) 
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from C4.3). By a s i m i l a r argiiment 
B l 
Dl 
T i ( s ) i l = 6 ( T i ( s ) ) 
•Ci 
and hence 
. 6 C P i C s ) ) = 6 t Q i C s ) ) . 
S i m i l a r l y i t can be shown t h a t the m a t r i x 
QCs) = T ( s ) 
-C 
NCsl 
O 
has no f i n i t e or i n f i n i t e zeros and t h a t 
6 C Q C S ) ) = 6 ( P C s ) ) . 
Thus the theorem f o l l o w s . 
Two systems whose system m a t r i c e s s a t i s f y equations 
C4.1). to t4.5l i n c l u s i v e , w i l l be s a i d to be r e l a t e d by the 
t r a n s f o r m a t i o n of NORMALISED SYSTEM EQUIVALENCE C w r i t t e n 
( n . s . e . ) ) . The next theorem shows the importance of t h i s 
t r a n s f o r m a t i o n . 
C4'.10) :Theorem; The t r a n s f o r m a t i o n of (n.s.e.) p r e s e r v e s 
Ci)' the t r a n s f e r f u n c t i o n matrix and hence i t s l e a s t 
order V C G ) . 
C i i ) the s e t s of f i n i t e and i n f i n i t e system p o l e s . 
C i i i ) a l l s e t s of f i n i t e and i n f i n i t e decoupling zeros 
( i v ) the s e t s of f i n i t e and i n f i n i t e system z e r o s . 
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Proof: The t r a n s f o r m a t i o n of Cn.s.e.) i s a s p e c i a l c a s e of 
Ce.s.s.e.) and hence, by theorem (1,3,19), i t p r e s e r v e s 
the t r a n s f e r f u n c t i o n matrix, the s e t of f i n i t e system p o l e s , 
a l l s e t s of f i n i t e decoupling zeros and the s e t of f i n i t e 
system z e r o s . 
( i i ) . R e c a l l equation (1.15) i n which the system p o l e s 
were d e f i n e d as the zeros of T ( s ) . From equations (4.1) -
14.4) T ( s ) and T i ( s ) have the same zeros, both f i n i t e and 
i n f i n i t e and hence P ( s ) and P i ( s ) have the same s e t of 
f i n i t e and i n f i n i t e system p o l e s . 
( i i i ) Under (n.s.e.) the input-decoupling zeros a r e 
transformed a c c o r d i n g to 
M(s) ( T ( s ) , B) = (.Ti(s), B i ) (4.11) N(s) Y 
From (1.3.19) the f i n i t e i . d . zeros are p r e s e r v e d and hence 
(M(s), 1*1(51, B i ) (4.12) 
has f u l l rank f o r a l l f i n i t e s . Now l e t 
( M ( i ) , T i ( i ) , B i ) = L"^(w) (L(w)M(^) , L (w) T i ( i ) ,L (w)Bi) 
(4.13) 
where L (w) i s a denominator of (M(^), T, (7;) ) as i n equation 
(4.8) , 
C l e a r l y , from (.4,8), (4.13) i s a r e l a t i v e l y l e f t prime 
f a c t o r i s a t i o n and the numerator has f u l l rank a t w = O. 
Hence (4,121 has no i n f i n i t e z e r o s . S i n c e B^ i s c o n s t a n t 
the minors of C4.12) a r e e i t h e r c o n s t a n t or, i f they are s-
dependent they are i d e n t i c a l to or equal to constant l i n e a r 
combinations of the minors of (M(s), T i ( s ) ) , Consequently 
6(M(.s), T i t s l , B) = 6(M(s), T i ( s ) ) 
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= 6 CTiCs)) from (4.3) 
= 5 ( T i ( s ) , B) 
by a s i m i l a r argument. 
S i m i l a r l y i t can be shown t h a t the matrix 
N(s) Y 
0 
T ( s ) B 
has no f i n i t e or i n f i n i t e zeros and has McMillan degree 
equal to t h a t of ( T ( s ) , B ) . 
Thus the m a t r i c e s i n (4,11) s a t i s f y the requirements 
of theorem (3,1) and hence ( T ( s ) , B) and { T i ( s ) , B i ) have 
the same f i n i t e and i n f i n i t e z e ros, i , e , P ( s ) and P i ( s ) have 
the same f i n i t e and i n f i n i t e i , d , z e r o s . 
The i n v a r i a n c e of the other s e t s of decoupling zeros 
under t h i s t r a n s f o r m a t i o n can be proved i n a s i m i l a r manner. 
Co n s i d e r i n g the po i n t SQ = i n equation {1.23(b)) 
g i v e s 
"^Inf i n i te 
system 
zeros 
fInfinite t r a n s f e r 
f u n c t i o n 
zeros 
J n | i n i t e [ + C l n f i n i t e 
zeros 
.nr  o.d 
zeros 
I n f i n i t e i . o . a , 
zeros > 
(4.13) 
S i n c e the t r a n s f e r f u n c t i o n matrix i s not a l t e r e d by t h i s 
t r a n s f o r m a t i o n the i n f i n i t e t r a n s f e r f u n c t i o n zeros a r e 
i n v a r i a n t . A l s o t h i s t r a n s f o r m a t i o n p r e s e r v e s a l l s e t s of 
i n f i n i t e decoupling zeros and hence the righthand s i d e of 
equation (4.13) i s not a l t e r e d by (n.s.e,) Hence the 
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i n f i n i t e system zeros are i n v a r i a n t under the t r a n s f o r m a t i o n 
The importance of t h i s t r a n s f o r m a t i o n i s t h a t i t i s s-
dependent and f u r t h e r t h a t i t i n c l u d e s extended s t r o n g 
equivalence as the next theorem shows. 
(4.14):Theorem: I f two g e n e r a l i s e d s t a t e - s p a c e system 
m a t r i c e s P ( s ) and P i ( s ) are extended s t r o n g l y e q u i v a l e n t 
then they are a l s o ( n . s . e . ) . 
Proof: From d e f i n i t i o n (2.40) P ( s ) and P i ( s ) are s a i d to be 
extended s t r o n g l y e q u i v a l e n t i f and only i f 
O 
Im 
sE-A B = s E i - A i • Bl 'R' 
-C Dl_ 0 
(4.15) 
where L,M,N' and R' are constant m a t r i c e s w i t h 
(L, s E i - A i ) 
and 
r 
sE-A 
R' 
having no f i n i t e or i n f i n i t e z e r o s . C l e a r l y the only 
a d d i t i o n a l requirement f o r sE-A and s E i - A l to be r e l a t e d 
by the t r a n s f o r m a t i o n of theorem (3.1) i s t h a t the McMillan 
degree c o n d i t i o n must be s a t i s f i e d . 
Now a l l the minors of (L, s E i - A ) are e i t h e r equal to 
or l i n e a r combinations of the minors of s E i - A l . Thus 
(S (L, s E i - A l ) = 6 ( s E l - A l ) . 
By a s i m i l a r argument 
sE-A 
R' 
= 6(sE-A) 
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and thus sE-A and sE^-Ai are re l a t e d by the transformation 
of theorem t 3 - l ) . Hence, by theorem C4.6), P(s) and Pi(s) 
are (n.s .e .) . 
Thus the transformation of (n.s.e.) i s seen to include a l l 
the constant transformations on system matrices t h a t were 
described i n section (4.2). 
Section (4.5): Transformation of a Polynomial System Matrix 
to the Generalised State-Space Form. 
As was stated e a r l i e r i n t h i s chapter many authors (e.g. 
Wolovich (19 74), Rosenbrock (1970)) have described 
algorithms by which any polynomial system matrix 
Pl(s) = T i ( s ) U(s)" 
-VI (s) W(s). 
can be re a l i s e d i n the state-space form 
P2(s) = 
(5.1) 
(5.2) sI-A B 
-C DCs). 
where D(s) may be constant or even zero. In c o r o l l a r y 
(.4.1.29) i t was shown t h a t P 2(s) has no i n f i n i t e decoupling 
zeros and hence when i n f i n i t e frequency behaviour i s being 
considered P 2 (s) must be replaced by the system matrix i n 
the generalised state space form 
P3(s) = (5.3) sE-A B 
-C DCs). 
m 
where E may be singular. I n f a c t , by theorem (4.1.28), E 
must be singular i f P3(s) has any i n f i n i t e decoupling zeros 
Thus i t i s desirable to f i n d a method by which any 
polynomial system matrix Pi(s) may be transformed to the 
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generalised state-space fcr-m P 3 (s) without a l t e r i n g the 
transfer function matrix and the f i n i t e and i n f i n i t e 
decoupling zeros. 
Some attempts t h a t have been made to 
solve t h i s problem w i l l be 
-. 
discussed i n t h i s section. Godbout and Jordan (1975) and 
Gohberg, Lancaster and Rodman (1976) describe trans-
formations by which a polynomial matrix L(s) may be 
li n e a r i s e d i n the form sE-A. Gotibout" c^d - •Jordan, then go 
on to describe f u r t h e r steps by which the generalised state-
space form f o r the e n t i r e system matrix may be achieved. 
However, neither paper considers the i n f i n i t e frequency 
behaviour of the system. I t was hoped that these trans-
formations could be adapted so th a t the- i n f i n i t e frequency 
c h a r a c t e r i s t i c s of the system could also be preserved 
although, as w i l l . b e seen, t h i s has not been possible to 
achieve. 
Gohberg et a l (.ibid) describe the l i n e a r i s a t i o n of a 
matrix L(s} of degree A (where i n t h i s sense the "degree of 
L(s)""refers to the highest degree of any element occurring 
i n L(s)) according t o an equation of the form 
L(s) ® = E(s) (sI-T)F(s) (5.4) 
where © denotes the d i r e c t sum, sI-T i s the l i n e a r i s e d 
form of L(s) and E(sl and F(s) are polynomial matrices. 
This method i s only v a l i d f o r square monic L ( s ) . I n order 
to remove the r e s t r i c t i o n t hat L(s) must be square both 
sides of (.5.4) may be post m u l t i p l i e d by F-i(s) and only 
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the f i r s t block row of the r e s u l t i n g equation considered. 
This leads to an equation of the form 
L ( s ) F i t s ) = EiCs) (sE*-A*) . (5.5) 
The exact form of the matrices i n equation (5.5) i s 
described i n Appendix 1 . L(s) and (sE*-A*) are extended 
unimodular equivalent and hence they have the same f i n i t e 
zeros. I t i s not at once clear whether or not they also 
have the same set of i n f i n i t e zeros but the next example shows 
that t h i s i s not the case. 
CS.61;Example; Let 
L(s) = l+s2 s+s^ 
l+s2 H-s3 
(5.7) 
so that a r e l a t i v e l y r i g h t prime f a c t o r i s a t i o n of L(—) i s 
V* 
given by 
O l+w2 
1-w 1+w^ •w w-
- 1 (5.8) 
The Smith form of the numerator of (5.8) i s 
1 O 
O U-w) (.l+w2)J 
and thus L(s) has no i n f i n i t e , zeros. 
Following the method ou t l i n e d i n appendix 1 L(s) may be 
reali s e d i n the form 
sE*-A* = 3 0 - 1 0 0 0 
0 s 0 - 1 . 0 0 
0 0 s 0 - 1 - 1 
0 0 0 s - 1 - 1 
1 0 0 1 1 S 
1 1 0 0 1 s 
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given by 
Ltively r i g h t prime f a c t o r i s a t i o n of w -A* i s 
1 0 w 0 0 0 " w 0 0 0 0 O 
0 1 0 -w 0 0 0 w 0 0 0 O 
0 0 1 0 -1 0 0 0 w o 0 0 
0 0 0 1 0 -w 0 0 0 w 0 0 
w 0 0 w 1 1 0 0 0 0 1 O 
w w 0 0 1 1 0 0 0 0 0 w 
-1 
and the numerator has Smith form 
" i s O 
O w2(l+w2) tw-1) 
Hence sE*-A* has two i n f i n i t e zeros whereas L(s) had none 
and thus the transformation has introduced 2 a d d i t i o n a l 
i n f i n i t e zeros. 
I t i s clear that the transformation of equation (5.5) does 
not preserve the i n f i n i t e zero structure of L ( s ) , This 
transformation may be modified by considering each of the 
columns of L(s) separately. The r e s u l t i n g transformation, 
which i s described i n d e t a i l i n appendix 2, amounts to the 
standard method by which second and higher order ordinary 
d i f f e r e n t i a l equations are expanded to form f i r s t order state 
equations. This i s also part of the transformation described 
by Godbout and Jordan (1975). 
However, although t h i s transformation introduces fewer 
a d d i t i o n a l i n f i n i t e zeros than the transformation of 
equation (5.5) i t s t i l l does not preserve the i n f i n i t e zero 
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structure of L(sl i n a l l cases as the next example, which 
i s a continuation of example C5.6) i l l u s t r a t e s , 
(5.9):Example: Consider again 
L(s) = s+s3 
3 
l+s2 
l+s2 1+s 
which has no i n f i n i t e zeros. Treating the columns of L(s) 
separately L(s) may be rea l i s e d as 
sE'-A' = -1 
O 
O 
s 
s 
0 0 0 
s -1 O 
O s -1 
0 1 s 
0 1 s 
and a r e l a t i v e l y r i g h t prime f a c t o r i s a t i o n of -E'-A' i s 
w given by 
-1 
O 
1 
o 
o 
0 0 0 
1 -w O 
O 1 -w 
O w l 
w O 1 
w O 
O 1 
O O 
o o 
O -1 
-1 
where the numerator has Smith form 
' I 4 O 
O wtl-w) (l+w2) 
Thus S E ' - A ' has one i n f i n i t e zero whereas L(s) had none and 
hence the transformation has not preserved the i n f i n i t e 
zero structure of L ( s ) , 
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Thus, although using the transformation i n which the 
columns of L ( s l are considered separately introduces less 
a d d i t i o n a l i n f i n i t e zeros than the transformation of 
equation (5.5) i t i s obviously not s a t i s f a c t o r y . Hence i t 
appears that no modification of the transformations described 
by Godbout and Jordan (1975) and Gohberg et a l (1976) i s 
going to lead to a suitable transformation f o r l i n e a r i s i n g 
LCsl and preserving i t s i n f i n i t e zero structure and 
consequently i t i s clear that a completely d i f f e r e n t 
approach i s required. 
'This problem has recently been solved by Bosgra and Van 
der Weiden (1981) who describe an algorithm that brings any 
polynomial system matrix to .the generalised state-space form 
while preserving the transfer function matrix and the f i n i t e 
and i n f i n i t e decoupling zeros. 
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Chapter 5. Feedback Considerations 
Section (5.1) : Constant Output Feedback and System 
Decoupling Zeros 
The e f f e c t of constant output feedback on the f i n i t e 
poles and zeros of the transfer function matrix and on the 
f i n i t e decoupling zeros of the system has been discussed by 
various authors and the re s u l t s are well-documented. In 
p a r t i c u l a r , i t i s known (Rosenbrock 1970) that the f i n i t e 
zero structure of a given r a t i o n a l transfer function matrix 
i s completely unchanged by such action, although the f i n i t e 
pole structure possesses no such i n v a r i a n t property. 
Rosenbrock also shows that the f i n i t e decoupling zeros of 
the system are not altered by the application of constant 
output feedback. This chapter w i l l be devoted to determining 
whether or not t h i s s t a t e of a f f a i r s persists when the 
i n f i n i t e poles and zeros are considered. In the present 
section the i n f i n i t e decoupling zeros w i l l be discussedi 
w h i l s t the i n f i n i t e poles and zeros of the transfer function 
matrix are examined i n the next section. 
Consider a system described, a f t e r Laplace trans-
formation with zero i n i t i a l conditions by the matrix equation 
T(s) 
-V(s) 
UCs) 
W(s) (1.1) 
where T(s), U(s), V(s) and W(s) are polynomial matrices of 
dimensions r x r , rx5,, mxr and mxJt respectively and the systen 
matrix i s given by 
P(s) = T(s) U(s) 
V(s) W(s) 
(1.2) 
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The mxZ transfer function matrix G(s) i s , of course, 
given by 
' G(s) = V"^(s)T(s)U(s)+W(s). 
Now l e t constant output feedback, summarised by the 
Ixm matrix F, be applied according to the equation 
u = V - Fy (1.3) 
so that, combining C l . l ) and (1.3) gives the matrix equation 
f o r the system with constant output feedback 
T(s) U(s) 0 0 0 
•V(s) W(s) -Im 0 -u 0 
0 h F -y 0 
0 0 Im 0 -v 
the feedback system matrix i s given by 
P F ( S ) = ' T(s) U(s) 0 ; 0 " 
-V(s) W(s) - I m • 0 (1 
0 h. F • 
0 0 I m ; 0 
The next r e s u l t shows that P ( s ) and P F ( S ) have the 
same sets of f i n i t e and i n f i n i t e decoupling zeros. 
(1.5):Theorem: The f i n i t e and i n f i n i t e input-decoupling, 
output-decoupling and input-output-rdecoupling zeros of a 
system are i n v a r i a n t under constant output feedback. 
Proof: The f i n i t e cases were proved by Rosenbrock (1970 p 
157). Following theorem (4.1.4) the i n f i n i t e input-
decoupling zeros of P(s) are the zeros at w=0 of 
0 
-Im 
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Let a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n of Z(-) be given w 
by Z ( l ) = ^(w)N^(w) 
so that the i n f i n i t e input-decoupling zeros of P(s) are the 
zeros at w=0 of N-j^ (w) . 
S i m i l a r l y the i n f i n i t e input-decoupling zeros of PpCs) 
are the zeros at w=0 of 
2 F ( | ) = T(-) U(-) 0 0 0 
-V(-) W(i) -Im 0 0 
0 H F -u 0 
0 0 Im 0 m 
= Di(w) 0 0 " -1 Ni(w) : 0 : 0 (1.6) 
0 h 0 ( 0 , I ^ , F ) ; - I ^ • 0 
0 0 Im (0,0,Im): 0 : -Im 
= ^(w)N2(w). 
Di(w) and Ni(w) are r e l a t i v e l y l e f t prime (1.6) 
a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n of Zp(^), i . e . the 
i n f i n i t e input-decoupling zeros of P F ( S ) are the zeros at 
w=0 of N2(w). 
However, Ni(w) and N2(w) are related by the equation 
Nl(w) dm+ji , - 0, • 0) = dm+ji, 0, 0) Ni(w) 
(0,1^ ,F) 
(0,0,lm) 
0 
0 Im 
and the matrices 
(Ni(w), I j n ^ ^ , 0, 0) 
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and 
0 • 0 
N^(w) . 0 ; 0 
(0,1^,F) ; 0 
(0,0,1^): 0 - I 
m 
have f u l l row and column rank respectively. Hence N^(w) and 
NgCw) are extended unimodular equivalent (see section (1.4)) 
and thus they have the same zeros at w=0, i . e . P(s) and 
Pp(s) have the same set of i n f i n i t e input-decoupling zeros. 
The res u l t s f o r the i n f i n i t e output-decoupling zeros 
and consequently the i n f i n i t e input-output-decoupling zeros 
may be proved s i m i l a r l y . 
Section (5.2):The Effect of Constant Output Feedback on 
the Poles and Zeros of the Transfer Function Matrix 
In the l a s t section constant output feedback was 
discussed i n terms of i t s e f f e c t on the system matrix and 
on the decoupling zeros. In t h i s section i t s e f f e c t 
on the poles and zeros of the transfer function matrix 
w i l l be considered. Many of the resu l t s presented here have 
been published i n Pugh and R a t c l i f f e (1979b) and (1980). 
The application of constant output feedback as outlined i n 
the l a s t section i s described i n terms of the transfer 
function matrix by fig u r e (2.1). 
> 4 > 
Figure (2.1) 
1 3 1 
I f G F C S) denotes the'transfer function matrix of the 
feedback system then 
Gp(s) = G(s)(Iji+FG(s))"^ . 
= (Ini+G(s)F)-^G(s) (2.2) 
provided t h a t , as w i l l be assumed i n the remainder of t h i s 
section, 
Ij^+FG(s)| s|in,+G(s)F 
f O. (2.3) 
In section (3.4) a special type of r e l a t i v e l y prime 
f a c t o r i s a t i o n of any r a t i o n a l matrix G(s) which was termed 
a minimal f a c t o r i s a t i o n was described. Minimal f a c t o r -
i s a t i o n s were shown to be important i n that besides d i s -
playing the f i n i t e poles and zeros of G(s) they also display 
the i n f i n i t e poles and zeros i n a p a r t i c u l a r l y simple way. 
I t i s t h i s property that forms an important part of the 
proof of the theorem concerning the e f f e c t of output feed-
back on the poles and zeros of the tr a n s f e r function matrix 
that w i l l be given here. As a f i r s t r e s u l t i n t h i s direction 
the f o l l o w i n g theorem indicates that minimal f a c t o r i s a t i o n s 
of the open loop transfer function matrix G(s) are closely 
related to minimal f a c t o r i s a t i o n s of the feedback t r a n s f e r 
function matrix G F ( S ) . 
(2.4):Theorem:If 
G( S) = D(s)"^NCs) (2.5) 
i s a minimal f a c t o r i s a t i o n of G(s) then 
Gp(s) = (D(s)+NCs)I)"%(s) (2.6) 
i s a minimal f a c t o r i s a t i o n of ( J F( S ) . 
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Proof:Substituting f o r G(s) from ( 2 . 5 ) i n ( 2 . 2 ) gives 
G F ( S ) = CIm+D-^(s ) N(s ) F)-Vs ) N(s) 
= ( D ( s ) + N ( s ) F ) " ^ N ( s ) ( 2 . 7 ) 
Hence ( 2 . 6 ) i s c l e a r l y a polynomial f a c t o r i s a t i o n of G F ( S ) 
but as yet i t i s not clear whether or not i t i s also a 
minimal f a c t o r i s a t i o n . 
Now 
(D(s ) + N(s)F, N ( S ) ) = ( D ( s ) , N ( s ) ) Im 
F 
( 2 . 8 ) 
Since (D(s), N(s)) forms a minimal basis i t has i n partic u l a r 
f u l l row rank f o r a l l f i n i t e se<C. Consequently, from ( 2 . 8 ) 
i t follows that (D(s)+N(s)F, N(s)) also has f u l l row rank 
for a l l f i n i t e se(E, which of course implies that the 
f a c t o r i s a t i o n ( 2 . 7 ) i s r e l a t i v e l y l e f t prime. 
Let 
( < i i ( s ) , n i ( s ) ) ( 2 . 9 ) 
denote the i t h row of (D(s),N(s)) so that the i t h row of 
(.D(s)+N(s)F,N(s)) i s 
( d i ( s ) + n i ( s ) F , n i ( s ) ) . (2.10) 
I f 6 ( n i ) < 6 ( d i ) then the degree of (2.10) i s c l e a r l y 
6Cdi) since F i s a constant matrix. But i n t h i s case 6 ( d i ) 
i s the degree of C2 . 9 ) . Hence ( 2 . 9 ) and (2.10) have the 
same degree. 
I f on the other hand 6 ( n i ) 6 ( d i ) then, since F i s 
constant, 
6(di+niF) <: 6 ( n i ) . (2.11) 
1 3 3 
However, the l a s t z columns of C2.10) are s t i l l nx(s) so 
the degree of (2.10) i s precisely 6 ( n i ) . But 6Cni) i n t h i s 
case i s the degree of (2.9) and so again (2.9) and (2.10) 
have the same degree. 
I t thus follows that (D(s)+N(s)F, N(s)) and (D(s),N(s)) 
have the same row degrees. Consequently from (2.8), . 
[ D + N F , N J ^ = [ D , N ] h Im 0 
F I . 
(2.12) 
where h denotes the high order c o e f f i c i e n t matrix of 
the indicated matrix. Now (D(s), N(s)) i s a minimal basis 
and so from d e f i n i t i o n (3 .3 . 1 ( i i ) ) i t s high order coefficient 
matrix DJNJ^J has f u l l row rank. Hence, from (2.12), the 
high order c o e f f i c i e n t matrix of (D(s)+N(s)F, N(s)) also 
has f u l l row rank and so CD(s)+N(s)F, N(s)) forms a minimal 
basis as required. 
This r e s u l t , i n view of theorem (3.4.1), gives 
immediately, 
(2.13) :Theorem: Let (Si ( i = 1,2, . . . . , m) denote the row 
degrees of ^ 
(D(s), N(s)) 
where 
G(s) = D"^(s)NCs) 
i s a minimal f a c t o r i s a t i o n , and l e t 
A(w) = diag(w'^^,w*^2, w'^ "'). 
Then, 
( i ) the f i n i t e poles of Gp(s) are the f i n i t e zeros of 
CDCs)+N(s)F) and the i n f i n i t e poles of G F ( S ) are the zeros 
at w=0 of A(w)(D(i)+NC^)F) 
1 3 4 
C i i ) the f i n i t e zeros of GF( .S ) are the f i n i t e zeros 
of NCS) and the i n f i n i t e zeros of G F ( S ) are the zeros at 
w=0 of A(w)N(i) . 
w 
I t i s clear from theorems ( 2 . 4 ) and ( 2 . 1 3 ) that N(s) 
i s a numerator from minimal f a c t o r i s a t i o n s of both G(s) and 
G F ( S ) . Hence 
(2 .14):Theorem: The f i n i t e and i n f i n i t e zeros of the transfer 
function matrix are invariant under constant output feedback. 
This theorem confirms Rosenbrock's ( 1 9 7 0 ) result f o r 
the f i n i t e zeros w h i l s t the generalisation of the re s u l t to 
include the i n f i n i t e zeros i s new. 
From theorems ( 2 . 4 ) and ( 2 . 1 3 ) i t can be seen that 
w h i l s t D(s) i s a denominator from a minimal f a c t o r i s a t i o n 
of G ( s ) , the corresponding denominator from a minimal 
f a c t o r i s a t i o n of G F ( S ) i s (D(s)+N(s)F). Hence i t i s clear 
that i n general G(s) and G F ( S ) do not have the same set of 
f i n i t e and i n f i n i t e poles. However, although the i n d i v i d u a l 
poles are not invariant i n t h i s s i t u a t i o n , c o l l e c t i v e l y they 
do display an invariant feature.. 
C2.15):Theorem: The t o t a l number of poles, both f i n i t e and 
i n f i n i t e of the open loop transfer function matrix G(s) i s 
invariant under constant output feedback although the number 
of f i n i t e poles may change; 
Proof: By theorem C 2 . 3 . 1 4 ) the McMillan degree 6 ( G ) represents 
the t o t a l number of poles, both f i n i t e and i n f i n i t e of G ( s ) , 
Rosenbrock and Hayton ( 1 9 7 4 ) have shown that 6 ( G ) i s i n -
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variant under output feedback and hence the t o t a l number of 
poles i s also i n v a r i a n t . However, the t o t a l number of 
f i n i t e poles i s , by theorem C2.3.10) represented by the 
least order of G(s), denoted :^^ (g) and t h i s i s not invariant, 
as i s well-known. Thus the number of f i n i t e poles i s not 
i n v a r i a n t . 
The next example which i s a continuation of example 
(3.4.10) demonstrates the results of t h i s theorem. 
(2.16):Example:Consider again 
G(s) 
( s - l ) ( s - 2 ) 
-s 
s-2 
s 
s-1 
l-2s 
which has a minimal f a c t o r i s a t i o n 
G(s) = ( s - l ) ( s - 2 ) 
2 ( s - l ) 
o l - ^ s(s-2) 
1 
As was seen i n example (3.4.10) G(s) has one f i n i t e pole 
at s = l , one f i n i t e pole at s=2 and one i n f i n i t e pole, 
i. e . V(G) = 2 and 6(G) = 3. 
Now consider the closed loop transfer function matrix 
Gp(s) obtained when feedback 
F = 
i s applied. Then, from theorem (2.4), 
n -1 r G F ( S ) 1 s(s-2) 
-1 1 
Cs-l)(s-2) + l s(s-2)l 
2s-3 1 
i s a minimal f a c t o r i s a t i o n of G F ( S ) and GT?(S) has three 
f i n i t e poles of degree 1 at s=0.63, s=l and s=2.37, i.e 
1 3 6 
V(.GF)=3 . 
As i n example C3.4.10), and using the notation of that 
r 0 
example, A (w) = w 0 
O w 
Thus the i n f i n i t e poles of G F ( S ) are the zeros at w=0 of 
w^  0 
0 w 
( ^ ) - l ) ( i ^ 2 ) + l i ( i - 2 ) 
1-3 
l-3w-2w^ l-2w 
2-3w w 
However t h i s matrix has no zeros at w=0 and so GpCs) has no 
i n f i n i t e poles, 
i . e . V ( G F ) = 6 ( G F)=3. 
Hence i t i s seen that 
6(G) = 6 ( G F ) 
but 
vCG) f V ( G F ) . 
Thus the application of constant output feedback does 
not create or destroy poles i n any sense but i t merely 
a l t e r s t h e i r p o s i t i o n i n the complex s-plane and i f v(G), 
the number of f i n i t e poles, changes there i s a compensating 
change i n the number of poles at i n f i n i t y . An immediate 
question thus arises concerning the p o s s i b i l i t y of using 
constant output feedback to place a l l the poles of a given 
transfer function matrix at f i n i t e locations. When a l l the 
poles of G F ( S ) are situated at f i n i t e locations f o r some F 
V ( G F ) = 6(Gp) 
which i s the precise requirement that G F ( S ) be proper. 
1 3 7 
CCorollary (2.3.15)). Thus the question raised i s equiva-
lent to determining when the feedback system transfer 
function matrix G F ( S ) i s proper. The answer to t h i s i s as 
follows. 
(2.17):Theorem: 
( i ) G F ( S ) i s s t r i c t l y proper i f and only i f G(s) i s 
s t r i c t l y proper. 
( i i ) I f G(s) i s not s t r i c t l y proper then G F ( S ) i s 
almost always proper. 
Proof:The r e s u l t ( i ) was established by Rosenbrock and Pugh 
(1974) while ( i i ) i s due to Anderson and Scott (1976). 
As a consequence of t h i s theorem i t turns out that 
almost any feedback matrix F w i l l p o s i t i o n a l l the poles of 
Gjr(s) at f i n i t e locations. I t i s therefore natural to seek 
the precise conditions under which G F ( S ) does possess 
i n f i n i t e poles. Clearly, as can be seen from ( 2 . 1 7 ( i ) ) this 
question only arises when G(,s) i s not s t r i c t l y proper. The 
foll o w i n g theorem answers t h i s question. 
C2.18):Theorem: I f 
G(s) = Gs(s)+D(s) (2.19) 
where Gs(s) i s s t r i c t l y proper and D(s) (,^ 0) i s polynomial 
then G F ( S ) i s proper i f and only i f 
6(.|lm+D(s)F|) = 6CD(.S)) (2.20) 
Proof: Let 
P(s) = I sly-A B I (.2.21) 
: DCs) 
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be a least order r e a l i s a t i o n of G(.s) where v = vCG(s)). 
Then i t i s w e l l known CRosenbrock C1970)) that D(.s) as 
occurs i n ( 2 , 2 1 ) i s i d e n t i c a l to D(s) as defined by ( 2 . 1 9 ) 
and that 
6(G(s)) = v + 6 ( D ( s ) ) . ( 2 . 2 2 ) 
Now a least order representation of G F ( S ) i s 
P F ( S ) = sI^-A B 0 : 0 
-C D(s) -Ira ; 0 
0 h F ; - i ^ 
0 0 Im ; 0 
By constant transformations of s t r i c t system equivalence 
P F C S ) can be reduced, a f t e r t r i v i a l reduction, to the form 
PF^ ( S ) = sI^-A B F B ( 2 . 2 3 ) 
-C In,+D(s)F D 
0 -Im 0 
Now such transformations do not destroy the least order 
nature of the system matrix nor the associated transfer 
function matrix G F ( S ) . Thus ( 2 . 2 3 ) has the same least 
order as P F ( S ) and so i f V F = V ( G F ( S ) ) then 
B F I ( 2 . 2 4 ) 
- C Ijn+D(s)F 
= 6 sIv-A 
sIv-A 
The determinant 
B F I ( 2 . 2 5 ) 
-C Ini+D(s)F 
can be expanded by the f i r s t v rows using the Laplace 
expansion. Clearly the highest degree f o r determinants 
generated from the f i r s t v rows of ( 2 . 2 5 ) i s v. Further, 
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the highest degree among minors of a l l orders of 
C-C, Iin+DCs)F) ( 2 . 2 6 ) 
i s i t s McMillan degree, and 
6(-C, Im+D(s)F) = 6CIm+D(s)F). 
Hence 6(D(s)) i s an upper bound f o r the degree of minors of 
a l l orders of ( 2 , 2 6 ) . 
Now i f 6(Iin+D(s)F) = 6(D(s)) then the above Laplace 
expansion of ( 2 . 2 5 ) w i l l contain a term of degree v+6(D(s)). 
From the form of ( 2 . 2 5 ) i t follows that t h i s i s the only 
term that can possess t h i s degree and i n fact a l l other 
terms i n the Laplace expansion w i l l have degree s t r i c t l y 
less than v+6(D(s)). 
Hence ( 2 . 2 5 ) has degree v+6(D(s)) i f and only i f ( 2 . 2 0 ) 
holds. Now i f t h i s condition i s s a t i s f i e d , since P F ( S ) has 
least order, 
V F = V + 6 ( D ( S ) ) 
= 6(G) 
from equation ( . 2 . 2 2 ) . However (Rosenbrock .and Hayton C1974) ), 
6(.G) = 6 ( G F ) 
and thus 
V F = 6 ( G F ) . 
i . e . GF(.S) i s proper. 
On the other hand, i f G F ( S ) i s proper then the above 
argximent may be reversed to show that 
V F = v+6(D(s)). ( 2 . 2 7 ) 
Since ( 2 . 2 7 ) holds i f and only i f ( 2 . 2 0 ) i t follows that 
A 
G F ( S ) i s proper i f and only i f 
6(|lm+D(s)F|) = 6(D(s)) 
as required. 140 
C2.28):Corollary:The feedback system transfer function 
matrix has no i n f i n i t e poles i f and only i f 
6(.|lin+D(s)F|) = 6CD(s)). 
Proof:This follows immediately from the above theorem and 
cor o l l a r y (2.2.13). 
In the case when G(s) i s proper and thus D(s) = D, a 
constant matrix, then the conditions of theorem (2.13) can 
be fu r t h e r s i m p l i f i e d as the next c o r o l l a r y shows. 
C2 .29) :Corollary:If G(s) i s proper and 
G(s) = Gs(s)+D 
where Gs(s) i s s t r i c t l y proper and D i s constant, then GF(s) 
i s proper i f and o n l y " i f 
Im+DF| = 0. 
Proof:Since G(s) i s proper 
V = 6(G(s)) 
= 6 ( G F ( S ) ) . (2.30) 
Also, as i n theorem C2.18), 
=5 sL BF 
Im+DF 
(2.31) 
By performing a Laplace expansion of the determinant i n 
(.2.31) by the f i r s t v rows i t i s seen that 
with equality holding i f and only i f 
|lj„+DF|?£0. (2.32) 
I t thus follows from C2.30) that 
V p = 6 ( G F ( . S ) ) 
i f and only i f (2.32) obtains as required. 
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As a consequence of theorem C2.18) and i t s c o r o l l a r i e s 
i t i s clear that i f e i t h e r 
6(-|lm+D(s)F|)?t6(.D(.s)) (2.33) 
or, i n the case of proper G(s) i f 
|lra+DF|?to (2.34) 
thenvp<v and hence Gp^ Cs) i s non-proper, having vp f i n i t e 
poles andv-vp i n f i n i t e poles. Thus the conditions (2.33) 
and (2.34) are necessary and s u f f i c i e n t conditions f o r a 
p a r t i c u l a r feedback matrix F to place c e r t a i n of the poles 
of a given G(s) at i n f i n i t y as the following examples 
i l l u s t r a t e . 
(2.35):Example:Continuing example (2.16) l e t 
G(s) = 
( s - l ) ( s - 2 ) s-1 
and 
F = 
-s 
s-2 
1 O 
0 1 
l-2s 
I f 
G(s) = Gs(s)+D(s) 
as i n equation (2.19) then 
D(s) 0 1 
1 l-2s 
and 
(I+D(s)F) = 1 1 
1 2-2s 
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Thus 6CD(s))= 1 
= 6Cll+DCs)F|) 
so that theorem (2.18) predicts that G F ( S ) i s proper, i . e . 
G F ( S ) has no i n f i n i t e poles. This was shown to be the case 
i n example (2.16). 
More generally i f 
F = f l ±2 
then I + D ( S ) F | = l + f 3 f4 
fl+'f3(l-2s) l - f 2 + f 4 ( l - 2 s ) 
= -2sf4 + constant terms. 
Now 6(D(s))=l and 6(|I+D(s)F|)=1 i f and only i f f4^0. Thus, 
by theorem (2.18) the feedback system i s non-proper i f and 
only i f f4=0. 
The f i n a l example i n t h i s section i l l u s t r a t e s corollary 
(2.29). 
(2,36):Example:Consider the system described by the proper 
transfer function matrix ' 
G(s) = 
Thus D = 
s-1 
1 O 
O O 
Now apply: feedback 
1 
s-1 
1 
s 
F = f l f2 
f3 f4 
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so that 
I+DF| = 
= 1+fl 
1+fl f 2 
1 
Thus, by c o r o l l a r y ( 2 , 2 9 ) , the feedback system i s 
proper i f and only i f f i 7 ^ - l 
I n f a c t , i f 
F = F l 0 
0 1 
then 
G F C S ) = ( s - H ) ( s - l ) ^ - s 
2 C s + l ) ( s - l ) 2 - s 
s ( s - l ) 
2 ( . s + l ) ( s - l ) 2 - s 
which i s proper whereas i f 
s ( s - l ) 
2 ( s + l ) ( s - l ) - s 
2 - s + 2 ( s - l ) 
2 ( s + l ) ( s - l ) ^ - s 
F = -1 
0 
then 
G F C S ) = (.s-H)(s-r) 
s 
- 1 (s-1) 
Cs-1) 
(2.37) 
(2.38) 
which i s non-proper as i s p r e d i c t e d by equation (2.37) 
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Section C5.3): Multivariable La-gs 
A wellknown type of transfer function i n single input/ 
single output l i n e a r system theory i s the kth order lag which 
has the form 
g(s) = 1 (3.1) 
k k-1 aQS + B-is + .... +ak-l® ^k 
where a© ^  0. Note that g'—y i s a polynomial function and 
cl e a r l y gCs) has 
C i ) no f i n i t e zeros and k i n f i n i t e zeros 
C i i ) k f i n i t e poles and no i n f i n i t e poles. 
The m u l t i v a r i a b l e theory equivalent of the scalar kth 
order lag g(s) i s the mul t i v a r i a b l e kth order lag which 
Owens C1978 p.148) defines as follows. 
( 3 . 2 ) : D e f i n i t i o n : An m-input/m-output s t r i c t l y proper 
system described by the mxm transfer function matrix G(s) 
i s said to be a mu l t i v a r i a b l e kth order lag i f and only i f 
G(s) |#0 and 
G"-*-(s) = AQsk+Aisk-l+ +Ak-ls+Ak (3.3) 
where 
\Ao\tO 
and AQJAQ^, . . . ., Ak_.are constant matrices. 
The r e s u l t s developed i n Chapter 2 allow the fo l l o w i n g 
observations to be made about kth order m u l t i v a r i a b l e lags, 
a l l of which are analogous to the r e s u l t s described above 
concerning the scalar kth order lag g ( s ) . 
C3.4):Theorem:If G(s) i s a kth order m u l t i v a r i a b l e lag 
then G(s) has no i n f i n i t e poles and no f i n i t e zeros. 
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Proof:Since G(s) i s s t r i c t l y proper, by c o r o l l a r y (2.2.13), 
i t has no i n f i n i t e poles. Also G"'^(s) i s polynomial and 
consequently, by c o r o l l a r y (2.2.11), i t has no f i n i t e poles. 
But. by theorem (2.3.19) the f i n i t e zeros of G(s) are the 
f i n i t e poles of G~'^(s), since G(s) i s square and i n v e r t i b l e 
and hence G(s) has no f i n i t e zeros. 
Owens ( i b i d p.150) has also shown that G(s) has no 
f i n i t e zeros, using a d i f f e r e n t approach. In f a c t , rather 
more than t h i s can be said and the actual number of poles 
and zeros, both f i n i t e and i n f i n i t e , of G(s) can be deter-
mined as the following theorem shows. 
C3.5):Theorem:If G(s) i s an mxm kth order m u l t i v a r i a b l e lag 
then G(s) has km i n f i n i t e zeros and km f i n i t e poles. 
Proof: Since G(s) has no i n f i n i t e poles, by theorem (2.3.19) 
the f u l l rank polynomial matrix G~"^(s) has no i n f i n i t e 
zeros and therefore, by theorem (3.1.2) G~-'-(s) has a high 
order minor of degree equal to i t s McMillan degree 
6(G~"'"Cs)). In f a c t , since G~"^(s) i s square; t h i s high order 
minor i s equal to |G~'^(s)|, which has degree km because 
AQI/O. Thus 
6(.G"^(s)) =6lG'^(s)| 
= km. 
But the t o t a l number of poles of G~"^(s) i s equal to i t s 
McMillan degree, by theorem (2.3.14), and since G~''"(s) i s 
polynomial i t has no f i n i t e poles. Clearly therefore G"'^(s) 
has km i n f i n i t e poles and, by theorem (2.3.19) G(s) has km 
i n f i n i t e zeros. Since, by theorem (2.3.20), G(s) has the 
146 
same number of poles as zeros i t follows from theorem ( 3 . 4 ) 
that G(s) has km f i n i t e poles. 
Some p a r t i c u l a r y i n t e r e s t i n g results occur when constant 
output feedback i s applied to such a system. The most 
important r e s u l t i s the f o l l o w i n g . 
(3.6):Theorem: When constant output feedback i s applied to 
a system with square and i n v e r t i b l e transfer function matrix 
G(s), the feedback system i s a kth order raultivariable lag 
i f and only i f the o r i g i n a l system i s also a kth order 
raultivariable lag. 
Proof: Assume f i r s t l y that the system described by G(s) i s 
a kth order mul t i v a r i a b l e lag. i . e . G(s) i s s t r i c t l y proper 
and 
G"-^(s) = A Q S ^ + A I S ^ " ^ , . . . + A3^_is + ( 3 . 7 ) 
where [AQ fO and A Q , A ^ , A^  are constant matrices. 
Applying constant output feedback F the transfer function 
matrix becomes (providing as w i l l be assumed that 
I^+G(s)F|^0) 
Gp(s) = (I^+G(s)F)"^G(s) 
= (G'\s)+F)'^ ( 3 . 8 ) 
since G(s) i s square and i n v e r t i b l e . S u b s t ituting f o r 
G"-'"(s) from ( 3 . 7 ) i n ( 3 . 8 ) gives 
G^-\s) = A Q S ^ + A ^ S ^ - ^ .... ^  \ - l ^ ^ \ ^ ^ ( 3 . 9 ) 
Hence Gp~^(s) i s also a polynomial matrix with A^|^0. 
Also, by theorem ( 2 . 1 7 ) since G(s) i s s t r i c t l y proper Gp(s) 
is also s t r i c t l y proper. Consequently the feedback system 
is also a kth order m u l t i v a r i a b l e lag. 
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Conversely assume that the feedback system i s a kth 
order multivariable lag. Thus Gp(s) i s square and 
i n v e r t i b l e and 
Gp"\s) = ((I^+G(s)F)'^G(s))"^ 
Now since Gj,(s) i s square and non-singular i t has rank 
But 
m 
Gp(s) = (I^+G(s)F) "G(s) 
and thus the matrices (I^+G( s )F)~'^ and G(s) also have rank 
m. Hence G(s) i s also square and i n v e r t i b l e so that 
Gp "(s) = G"\s)(I^+G(s)F) 
= G'"^(s)+F 
= B Q S ^ + B ^ S ^ ' ^ + . . . 
where B O fO. Rearranging (3.10) gives 
(s) = B Q S ^ + B ^ S ^ - ^ + 
(3,10) 
(3.11) 
to. which i s cl e a r l y a polynomial of degree k with B ^ 
Also, by theorem (2.17) since Gp(s) i s s t r i c t l y proper 
G(s) i s s t r i c t l y proper, ie The system without feedback is 
a kth order m u l t i v a r i a b l e lag. 
(3,12):Corollary: Given a kth order multivariable lag system 
A with transfer function matrix G^(s) such that 
S = A Q S ^ + A ^ S ^ " ^ + 
a feedback system with transfer function matrix Gg(s) given 
by Gg ^ s ) = BQS''+B^S''"^ + 
can be obtained by applying constant output feedback to the 
system A i f and only i f 
^ i ^ ^ i ^ ^ 0,1,9,, k-1. 
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Proof: This i s clear from a comparison of equations (3,7) 
and (3.9). 
(3.13):Corollary: The system obtained by applying constant 
output feedback to aVkth order m u l t i v a r i a b l e lag has 
( i ) no f i n i t e zeros and km i n f i n i t e zeros 
( i i ) km f i n i t e poles and no i n f i n i t e poles. 
Proof; From theorem (3.6) the feedback system i s a kth 
order multivariable lag and hence the c o r o l l a r y follows 
immediately from tbeoreras (3.4) and (3.5). 
Section (5.4) : Multivariable Root Locus Theory 
Root locus theory f o r sing l e - i n p u t , single-output 
feedback systems i s concerned with the e f f e c t on the poles 
of the closed-loop transfer function of varying the gain k 
of the feedback transfer function when output feedback is 
applied as i n f i g u r e (4.1) 
kh(s) 
y(s) 
Figure (4.1) 
The closed loop system transfer function 
of course given by 
gf(s) = g(s) . 
I S 
l+kg(s)h(s) 
Suppose that 
g(s) = n(s) 
d(s) 
where n(s) and d(s) have no common factors so that the 6_ 
zerosof n(s) are the zeros of g(s) and the 6^ zeros of d(s) 
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are the poles of g ( s ) . g(s) i s assumed to be proper and 
hence g(s) has 6 -6 i n f i n i t e zeros and no i n f i n i t e poles. 
P z 
In the simplest case h(s) i s taken to be unity, and 
consequently 
gf ( s ) = n(s) 
d(s)+kn(s) 
so that the poles of g j ( s ) are the zeros of 
p^(s) = d(s) + kn(s). (4.2) 
The locus of the poles of g^is) i n the complex plane f o r 
varying k can now be drawn. Clearly i f k=0 then p^(s)=d(s) 
and so the 6^ branches of the root locus p l o t begin at the 
poles of g ( s ) . As k -»• » the poles of g^(s) approach the 
zeros of g(s) and hence the branches of the root locus 
terminate at the 6„ f i n i t e zeros and 6^-6„ i n f i n i t e zeros 
z p z -
of g ( s ) . This i s i l l u s t r a t e d by f i g u r e (4,3) which shows 
a' t y p i c a l root locus diagram f o r 
g(s) s+a 
(s+b)(s+c)(s+d) 
where d > c > a > b 
Figure (4.3) 
Real 
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The three branches of the root locus begin at the three 
f i n i t e poles of g(s) and terminate one at the f i n i t e zero 
s = -a and the other two at i n f i n i t y since g(s) has two 
i n f i n i t e zeros. 
The root locus technique i s a well-established t o o l 
for the analysis and design of scalar systems and of course 
the r e s u l t s described thus f a r i n t h i s section form only a 
very small part of the theory. One f i e l d of current research 
i n t e r e s t i s the generalisation of scalar root locus theory 
to m u ltivariable systems. (See f o r example Owens (1978), 
MacFarlane & Postlethwaite (1979), Kouvaritakis and Shaked 
(1976)), In l i n e with the main theme of t h i s thesis which 
i s the generalisation of results i n the theory of scalar 
r a t i o n a l functions to r a t i o n a l matrices i t i s the aim of 
th i s section to make use of some of the resu l t s obtained 
thus far i n order to generalise some of the above r e s u l t s 
for scalar root locus theory to mul t i v a r i a b l e systems. 
Clearly i t i s not feasible to consider the e f f e c t on 
the feedback transfer function matrix poles of varying the 
gain of a l l the independent elements of the feedback matrix 
F and so i n multivariable root locus theory a t t e n t i o n i s 
usually r e s t r i c t e d to the case of output feedback of the 
form 
F = pK 
where K i s a constant matrix and p i s a parameter known as 
the o v e r a l l gain. In t h i s section consideration w i l l be 
fur t h e r r e s t r i c t e d to systems with square (mxm) i n v e r t i b l e 
transfer function matrix G(s) and feedback matrix F given by 
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F = p l ^ . (4.4) 
In t h i s way the closest possible analogy to scalar systems 
is obtained. 
In the case of scalar g(s) i t i s obvious that g(s) 
has the same number of poles ( f i n i t e and i n f i n i t e ) as zeros 
In the multivariable case t h i s i s usually taken as s e l f -
evident although the i n f i n i t e zeros are never s p e c i f i c a l l y 
defined i n terms of the r a t i o n a l matrices involved but are 
taken as the terminal destinations of the m u l t i v a r i a b l e 
root l o c i as p-^«. I t i s the i n t e n t i o n of t h i s section to 
define i n f i n i t e zeros by reference only to the r a t i o n a l 
matrices concerned. I n t h i s manner c o r o l l a r y (2.3.20) 
confirmed that a square i n v e r t i b l e matrix G(s) does indeed 
have the same number of poles as zeros. This s i t u a t i o n 
does not obtain i f G(s) i s non-invertible nor i f i t i s 
non-square. 
Now l e t 
G(s) = D'-^(s)- N(s) (4.5) 
be a minimal f a c t o r i s a t i o n of G(s) and l e t the row degrees 
of (D(s),N(s)) be denoted by 6- ( i = 1,2, ,m). I f 
constant output feedback F as i n equation (4.4) i s applied 
then the feedback system transfer function matrix i s given 
by 
G(s,p) = Gp,(s) 
= ( I ^ + G( s ) . p l ^ ) " ^ G(s) 
= (l^ + pc^(s))'^ G(s) 
and so, by theorem (2.4), 
G(s,p) = (D(s) + N(s)p)"^ N(s) 
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i s a minimal f a c t o r i s a t i o n of G(s,p) for f i x e d p. Then 
G(s,p) = (PlmC^Im-^^^^ ^ N(s);)"^ N(s) 
= (^D(s) + N(s))"^ ^N(s) (4,6) 
is also a minimal f a c t o r i s a t i o n of G(s,p) for f i x e d p 
(+0). Thus, by theorem (2.13), the following theorem 
may be stated. 
(4.7):Theorem: The f i n i t e poles of G(s,p) ( f o r p+0) are 
the f i n i t e zeros of 
^D(s) + N(s) (4.8) 
and the i n f i n i t e poles are the zeros at w=0 of 
A(w) (^D(|) + N(^)) (4,9) 
where 
A(w) = diag (w*^l,w^2^ ,w'^ m)_ 
As was shown above i n scalar root locus theory as the gain 
k the poles of the closed loop transfer function approach 
the zeros of the open loop transfer function, i . e . the 
branches of the root locus terminate at the open loop zeros. 
L e t t i n g p -»• 0° i n the re s u l t s of theorem (4.7) yields the 
foll o w i n g theorem which shows that analogous results hold 
for the mul t i v a r i a b l e root locus, 
(4,10) :Theorem: As the gain p ->• <^ the various branches of 
the mul t i v a r i a b l e root locus terminate at the f i n i t e and 
i n f i n i t e zeros of the openloop transfer function matrix. 
Proof: L e t t i n g p i n (4,8) and (4.9) shows that the 
f i n i t e poles of G(s,<=°) are the f i n i t e zeros of N(s) w h i l s t 
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the i n f i n i t e p o l e s of G ( s , " ) are the zeros at w=0 of the 
polynomial matrix A(w)N(^). However, N(s) i s a numerator 
from a minimal f a c t o r i s a t i o n of G ( s ) and A(w) i s the 
corresponding diagonal matrix f o r t h i s f a c t o r i s a t i o n . 
Thus, by theorem ( 3 . 4 . 1 ) , the r e s u l t follov/s immediately. 
From t h i s theorem i t can be seen that the i n f i n i t e 
zeros t h a t are u s u a l l y r e f e r r e d to i n m u l t i v a r i a b l e root 
l o c u s theory can be c l e a r l y d e f i n e d as the i n f i n i t e z e ros 
of the open loop t r a n s f e r f u n c t i o n matrix and without any 
r e f e r e n c e being made to the m u l t i v a r i a b l e root l o c u s . 
I t i s u s u a l i n m u l t i v a r i a b l e root l o c u s theory to 
con s i d e r only the case of s t r i c t l y proper G ( s ) . Hence, 
by theorem ( 2 , 1 7 ) , G(s,p) i s s t r i c t l y proper f or a l l p. 
i . e . G(s,p) has no i n f i n i t e p o l e s and thus no branches 
of the root locus move o f f to i n f i n i t y f o r f i n i t e v a l u e s 
of p. I f however G ( s ) i s allowed to be proper or non-
proper, theorem (2.18) and c o r o l l a r y (2.29) p r e d i c t f i n i t e 
v a l u e s of p f o r which t h i s s i t u a t i o n a r i s e s . 
(4.11):Theorem: I f G ( s ) i s non-proper and 
G(s) = Gg(s) + D ( s ) 
where G^(s) i s s t r i c t l y proper and D ( s ) i s polynomial then 
s 
the v a l u e s of the o v e r a l l g a i n p f o r which c e r t a i n branches 
of the root l o c u s become unbounded are given by those v a l u e s 
of p f o r which 
+ pD(s)| ) = 6 ( D ( s ) ) (4.12) 
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Proof: T h i s f o l l o w s immediately from theorem (2,18) 
s u b s t i t u t i n g F = p l ^ -
(4.13)-.Corollary: I f G ( s ) i s proper and 
c?(s) = Gg(s) + D 
where D i s a constant matrix then c e r t a i n branches of the 
root locus become unbounded when the o v e r a l l gain p 
s a t i s f i e s the equation 
+ PD| = 0 . 
Proof: T h i s i s immediate from c o r o l l a r y ( 2 . 2 9 ) . 
Thus the va l u e s of the gain parameter p th a t produce 
unbounded root locus branches are p r e c i s e l y v/here X 
i s an eigenvalue of D. S p e c i a l c o n s i d e r a t i o n i s r e q u i r e d 
of the zero e i g e n v a l u e s of D which correspond to the case 
p = «> and i s not attempted here. The f o l l o w i n g example 
which i s a c o n t i n u a t i o n of example (2.36) i l l u s t r a t e s 
c o r o l l a r y (4 .13) . 
(4.14):Example: I f 
G( s ) = 
1 
s-1 
then 
G3(s) = 
s-1 
s-1 
1 
s-1 
1 
s 
and D = 1 0 
0 0 
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Now D has one non-zero eigenvalue at 1 and hence p = -1 
i s a value of the gain parameter p at which the branches 
of the root locus become unbounded. 
S e c t i o n (5.5) : S t a t e Feedback and The Theory of Decoupling 
One f i e l d of c u r r e n t r e s e a r c h i n l i n e a r m u l t i v a r i a b l e 
c o n t r o l theory i s the theory of decoupling. (See f o r 
example Wolovich (197ir), V a r d u l a k i s and S t o y l e ( 1 9 7 9 ) , 
Vardalakis ( 1 9 8 0 ) ) . T h i s i s the study of the a p p l i c a t i o n of 
state-feedback to a system i n s t a t e - s p a c e form i n order to 
obtain a system with diagonal t r a n s f e r f u n c t i o n matrix i n 
which the d i f f e r e n t s t a t e s are s a i d to be "decoupled" from 
each other. W h i l s t i t i s not the i n t e n t i o n i n t h i s t h e s i s 
to d i s c u s s decoupling other than very b r i e f l y a number of 
i n t e r e s t i n g r e s u l t s r e l a t i n g to the e f f e c t of s t a t e feedback 
and the problem of decoupling which f o l l o w simply from the 
r e s u l t s d e r i v e d thus f a r w i l l be presented. 
Consider a l i n e a r m u l t i v a r i a b l e system with no f i n i t e 
decoupling zeros d e s c r i b e d by the equations 
X = Ax + Bu 
y = Cx 
where the constant m a t r i c e s A, B and C have dimensions nxn, 
nxm and mxn r e s p e c t i v e l y and B and C have f u l l rank m<n. 
T h i s system g i v e s r i s e to a square, s t r i c t l y proper t r a n s f e r 
f u n c t i o n matrix 
G ( s ) = C(sI-A)""^B ( 5 . 1 ) 
and an (n+m)x(n+m) system matrix i n s t a t e - s p a c e form 
P ( s ) s I - A B 
-C 0 
(5.2) 
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P p ( s ) = 
s t a t e - f e e d b a c k may be a p p l i e d according to the 
equation 
u =-Fx + Gv 
where F and G are r e s p e c t i v e l y raxn and mxm constant 
m a t r i c e s and |G| +0. The feedback system then has 
t r a n s f e r f u n c t i o n matrix 
Gp(s) = C(sI-A-BF)"-^G (5.3) 
and system matrix 
sI-A-BF BG (5.4) 
-C 0 . 
The f o l l o w i n g r e s u l t can be obtained immediately from 
c o r o l l a r y (4.1.29) s i n c e both P ( s ) and P p ( s ) are i n s t a t e -
space form. 
(5.5) :Theorem: Neither P ( s ) nor P p ( s ) has any i n f i n i t e 
decoupling zeros. 
The next r e s u l t which i s an a d d i t i o n a l c o r o l l a r y to 
theorem (4.1.28) d e s c r i b e s the simple r e l a t i o n s h i p between 
the i n f i n i t e system zeros as d e s c r i b e d by d e f i n i t i o n 
(4.1.20) and the i n f i n i t e t r a n s f e r f u n c t i o n matrix zeros 
of any system i n s t a t e - s p a c e form. 
(5.6) : C o r o l l a r y : The s e t of i n f i n i t e system zeros of a 
system i n s t a t e - s p a c e form i s equal to the s e t of i n f i n i t e 
zeros of the t r a n s f e r f u n c t i o n matrix. 
Proof: T h i s f o l l o w s immediately from equation ( 4 . 1 . 2 3 ( b ) ) 
s i n c e from c o r o l l a r y (4.1.29) any system i n s t a t e - s p a c e 
form has no i n f i n i t e decoupling z e r o s . 
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In chapter 4 a r a t h e r complicated d e f i n i t i o n , due to 
F e r r e i r a (1980), of i n f i n i t e system zeros was given. 
However, i n the case of systems with proper t r a n s f e r 
f u n c t i o n m a t r i c e s and system m a t r i c e s i n s t a t e - s p a c e form 
t h i s d e f i n i t i o n can be r e p l a c e d by the much s i m p l e r 
(5.7) : D e f i n i t i o n : The i n f i n i t e system zeros of a system with 
a system matri.x i n s t a t e - s p a c e form and a proper t r a n s f e r 
f u n c t i o n matrix are the i n f i n i t e zeros of the system matrix. 
(5.8) :Theorem: D e f i n i t i o n s (4.1.20) and (5.7) defi n e the 
same s e t of z e r o s . 
Proof: D e f i n i t i o n (5.7) r e f e r s to system m a t r i c e s of the 
type 
Now 
P ( s ) = s I - A n 
-C 
B 
D • 
(5.9) 
P ( - ) = 
w 
" i l -A w n 
. -C 
B 
D . 
wl 
n 
0 -1 I -Aw n Bw 
0 I 
m-
-C D • 
T h i s i s a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n of P ( - ) and 
thus the i n f i n i t e zeros of P ( s ) are the zeros at w=0 of 
(5.10) I^-Aw Bw 
D 
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The normalised system matrix i s given 
P^Cs) = • sI„-A B 0 0 
-C D -^ m • 0 
0 0 
0 0 m^ 0 
t h a t 
' l l .A w n B 0 : 0 
-C D - I 
m 
. 0 
0 h 0 • 'h 
0 0 m^ : 0 
wl 
2m+Jl 
I^-Aw Bw 0 • 0 
-C D -^ m 0 
0 h 0 - I 
0 0 ^m' 0 
= (w)N^w). 
T h i s i s a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n of Pj^(^) 
and hence N (w) i s a numerator of P.,( — ) . F o l l o w i n g 
3 IN W 
d e f i n i t i o n (4.1.20) the minors of N^^(w) which con t a i n 
the f i r s t n+m+£ rows and columns must be examined. These 
minors are e i t h e r zero or equal to the minors of 
I„-Aw Bw (5.11) 
-C D 
C l e a r l y the g r e a t e s t common d i v i s o r , of a l l the high order 
bordered minors of N2^(w),d(w), i s equal to the product of 
the terms i n the Smith form of (5.11) and hence the zeros 
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at w=0 of d(w) are the zeros a t w=0 of (5.10) which i s a 
numerator of P ( — ) and thus the r e s u l t f o l l o w s . 
w 
The system m a t r i c e s under c o n s i d e r a t i o n i n t h i s 
s e c t i o n d e s c r i b e d by (5,2) and (5.4) are s p e c i a l c a s e s of 
the system matrix (5.9) with D=0 and hence, when the zeros 
of the system are being i n v e s t i g a t e d , d e f i n i t i o n ( 5 . 7 ) w i l l 
be u t i l i s e d i n s t e a d o f the more complicated d e f i n i t i o n 
( 4 . 1 . 2 0 ) . I n view of t h i s r e s u l t and c o r o l l a r y ( 5 . 6 ) the 
f o l l o w i n g c o r o l l a r y can be s t a t e d . 
( 5 . 1 2 ) i C o r o l l a r y : The i n f i n i t e zeros of a s t r i c t l y proper 
t r a n s f e r f u n c t i o n matrix G ( s ) = C(sI^-A)"'^B 
are given by the i n f i n i t e zeros of the a s s o c i a t e d system 
matrix 
P ( s ) = s I ^ - A B 
-C 0 
The next theorem and i t s c o r o l l a r y formed P r o p o s i t i o n 
3 i n V a r d u l a k i s (1980) but they were not r i g o r o u s l y proved 
by him and the complete proofs depend on c o r o l l a r y (5.6) 
and theorem ( 5 . 8 ) . 
(5.13)rTheorem: I n f i n i t e system zeros are i n v a r i a n t under 
s t a t e feedback. 
Proof: F o l l o w i n g d e f i n i t i o n (5.7) the i n f i n i t e zeros of 
the o r i g i n a l system are the zeros at w=0 of 
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P ( ^ ) 
w^ 
i l -A 
w n 
m-
Bw 
0 
T h i s i s a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n and hence the 
i n f i n i t e zeros of the system are the zeros at w=0 of the 
numerator 
N(w) = I^-Aw Bw 
C 0 
S i m i l a r l y the i n f i n i t e zeros of the system with s t a t e 
feedback are the zeros a t w=0 of 
-A-BF 
w n 
w n 
0 m J 
BG 
0 
-1 I -Aw-BFw n 
-C 
BGw 
0 
T h i s i s a l s o a r e l a t i v e l y l e f t prime f a c t o r i s a t i o n and thus 
the i n f i n i t e zeros of P p ( s ) are the zeros at w=0 of 
Nj,(w) I -Aw-BFw n 
-C 
BGw 
0 
But 
Np(w) = N(w) 
and |G| +0 
Hence Np(w) and N(w) have the same zero s t r u c t u r e and i n 
p a r t i c u l a r they have the same zeros at w=0. Thus P ( s ) 
and P p ( s ) have the same i n f i n i t e zeros and consequently, 
by d e f i n i t i o n ( 5 . 7 ) , the i n f i n i t e system zeros of the 
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o r i g i n a l system and the system with statefeedback are 
I d e n t i c a l . 
(5.14) : C o r o l l a r y : The i n f i n i t e zeros of the t r a n s f e r 
f u n c t i o n matrix are i n v a r i a n t under s t a t e feedback. 
Proof: T h i s f o l l o w s immediately from c o r o l l a r y (5.6) and 
theorem ( 5 . 1 3 ) . 
V a r d u l a k i s (1980) d e f i n e s a s e t of i n t e g e r s known as 
the "decoupling i n v a r i a n t s " of a system. These i n t e g e r s , 
denoted (i=l,2,,,..,m) are c h a r a c t e r i s t i c s of the 
o r i g i n a l system without feedback and can be c a l c u l a t e d 
using v a r i o u s c o n s t r u c t i o n s which V a r d u l a k i s o u t l i n e s . 
The c o n d i t i o n s f or a system such as i s d e s c r i b e d by (5.2) 
to be decouplable w i l l not be d e t a i l e d here but the 
f o l l o w i n g r e s u l t s , given by V a r d u l a k i s are worth mentioning 
as they follow d i r e c t l y from the previous r e s u l t s i n t h i s 
s e c t i o n , 
(5.15) :Theorem: I f the system i s decouplable then the 
number of f i n i t e zeros q of the system and a l s o ( s i n c e the 
system i s assumed to have no f i n i t e decoupling z e r o s ) of 
G(s) i s given by 
m 
q = n - m - E 
i = l ^ 
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V a r d u l a k i s shows th a t a system with t r a n s f e r f u n c t i o n 
m-atr i x 
1 
0 
T^ ^ ( s ) 
F*G* 
?o + l 
(5.16) 
can be obtained by the a d d i t i o n of s t a t e feedback to any 
decouplable system. I t i s c l e a r t h a t T j ^ ^ ^ ( s ) has m 
i n f i n i t e z e r o s , each of degree ^ + 1, i = l,2,.,.m. Hence, 
by theorem (5.13) and c o r o l l a r y (5.14) i t f o l l o w s t h a t 
(5.17):Theorem: I f a system i s decouplable then G ( s ) (and 
a l s o Gp(s) f o r any s t a t e feedback m a t r i c e s F and G) has m 
i n f i n i t e z e ros, each i n f i n i t e zero having degree n^=f^+l, 
i=l,2,...,m. 
In the case of non-decouplable systems Vai^ulakis a l s o 
shows that G ( s ) has m i n f i n i t e zeros but i n t h i s case t h e i r 
degrees are determined by a r a t h e r long c o n s t r u c t i o n which 
w i l l not be d e t a i l e d here. 
Thus t h i s s e c t i o n has shown that the number of i n f i n i t e 
system zeros and i n f i n i t e t r a n s f e r f u n c t i o n zeros'of a l i n e a r 
m u l t i v a r i a b l e system with no f i n i t e decoupling zeros and 
square, non-singular, s t r i c t l y proper t r a n s f e r f u n c t i o n 
matrix i s i n v a r i a n t under s t a t e feedback. I t has a l s o been 
noted that the number of i n f i n i t e zeros of a decouplable 
system i s d i r e c t l y r e l a t e d to the decoupling i n v a r i a n t s of 
that system. 
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Appendix 1: L i n e a r i s a t i o n of L ( s ) c o n s i d e r i n g the m a t r i x 
as a whole. 
Consider any mxn polynomial matrix L ( s ) and l e t the 
h i g h e s t degree of any element of L ( s ) be i so t h a t L { s ) 
may be expanded as 
L ( s ) =A^^ + A^_^s^"-^ + +A^s + A^ 
where A^ ( i =0,1, , , ,, Z) are mxn constant m a t r i c e s . Define 
and 
Bo(s) = A^ 
B ^ ^ ^ { s ) = sBj^(s)+A^_^_^, r = 0 , l i-2 
Then L ( s ) may be l i n e a r i s e d a c c o r d i n g to the equation 
L { s ) F ^ ( s ) = E ^ ( s ) (sE*-A*) 
where 
E ^ ( s ) = ( B ^ _ j ^ ( s ) , Bj^_2{s) B , ( s ) , I J 
and 
(sE*-A*) = s l . n n 
s l n 
0 
- I . n 
O- • • -0 s i . n 
^2* * •'^ £-3 ^1-2 
O 
- I n 
A^_^+sAj^ 
A l 
Appendix 2 ; L i n e a r i s a t i o n of L ( s ) c o n s i d e r i n g the columns 
s e p a r a t e l y . 
Consider an mxn polynomial matrix L ( s ) c o n s i s t i n g of 
columns L ^ C s l , L 2 ( s ) , . . . , L^^Cs) and l e t the h i g h e s t degree 
of any element i n L^ ^ (s) be denoted 6^ ( i = l,2,...,n) so 
t h a t 
. J 6 i ^ 6 i ^ , 6 i . l ^ 6 i - l _^  L^ (s) = L^ s s 
where L^ , k = 0,1,...,6^ are constant m v e c t o r s . 
Now d e f i n e f o r i = 1,2,...,n 
and 
B1(S) = + sL.h 
B^+^Cs) = sB.'^(s) + k = 1,2, .•..,5.-2 
I f 6^>1 d e f i n e 
F . ( s ) = (1, 0^,g._^) 
P ^ C s ) = (L.°, L.^, T '5i-2 R 1) 
and l e t the (6^-1) x<5^  polynomial matrix 
"s -1 O O 
s -1 
whereas i f 6^ <1 d e f i n e 
F . ( s ) = U ) 
P . ( s i = L.° 
•o 
-1 
A2 
and 
where 6p i s the degree of the next column for which 
6,>1 . 
Then L ( s ) may be l i n e a r i s e d according to the equation 
L C S ) . F ( S ) = B(s) (sE* - A ' ) 
where 
F ( s ) = diag ( F ^ C s ) , F 2 ( s ) , F ^ C s ) ) 
B(s) = ( B ^ / - \ B , ' l - 2 1 : 62-1 B«2-2 B 
where i f 6j 1^ there are no columns Bj in B(s) 
and 
(sE - A ) = 
E2 O 
^p-1 
O • • • • 
P i P2 Pp-1 Pp 
0 
P 
where, i n order to i l l u s t r a t e the case when for some 
j , 6j <:l, 6p_j_ <1 and 6p >1. 
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ABSTRACT 
The f i n i t e and i n f i n i t e poles and zeros of a r a t i o n a l matrix 
are defined i n a manner e n t i r e l y consistent with the scalar case 
of r a t i o n a l functions. Following a discussion of the relevance 
of row and column properness i n i n f i n i t e frequency considera-
tions an important s t r u c t u r a l theorem i s indicated. Subsequently 
t h i s r e s u l t i s exploited i n a study of the e f f e c t of constant 
output feedback on the t o t a l i t y of open-loop poles and zeros. 
1. INTRODUCTION 
The f i n i t e poles and zeros of a transfer function matrix have 
been defined and discussed by many authors and summaries may be 
found i n Rosenbrock (1970), Wolovich (1974) and Ka i l a t h (1980). 
The d e f i n i t i o n s developed i n t h i s paper make precise Wolovich's 
(1974) ideas of numerators and denominators of r a t i o n a l matrices 
thus enabling poles and zeros to be defined i n an e n t i r e l y ana-
logous manner to that employed i n the scalar case of r a t i o n a l 
functions. The d e f i n i t i o n of i n f i n i t e poles and zeros then 
follows by u t i l i s i n g the standard b i l i n e a r transformation of 
complex variable theory i n the manner suggested by McMillan 
(1952) . 
I n section 3 a discussion i s presented on the relevance of 
row and column properness i n i n f i n i t e frequency considerations 
and i t i s found to imply a fundamental s t r u c t u r a l property of 
f a c t o r i s a t i o n s of r a t i o n a l matrices- An i n v e s t i g a t i o n i n t o the 
e f f e c t s of constant output feedback on the t o t a l i t y of zeros of 
a transfer function matrix provides a ready a p p l i c a t i o n of t h i s 
s t r u c t u r a l property. Subsequently a study i s made of the pole 
locations under output feedback. Some r e i n t e r p r e t a t i o n s are 
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off e r e d and some very recent r e s u l t s concerning the existence of 
i n f i n i t e poles for the feedback transfer function matrix are 
noted. 
2. POLES AND ZEROS OF A RATIONAL MATRIX 
I f g(s) i s a scalar transfer function and 
where n(s) and d(s) are r e l a t i v e l y prime polynomials then the 
f i n i t e zeros (respectively poles) of g(s) are defined as the 
zeros of any numerator n(s) (resp. denominator d ( s ) ) . Such 
q u a n t i t i e s are c l e a r l y well-defined since a l l numerators (resp. 
denominators) d i f f e r only by some constant scalar fa c t o r . We 
wish to define the f i n i t e poles and zeros of a r a t i o n a l matrix 
i n a manner t h a t bears the closest possible analogy to t h i s 
scalar case. 
To begin w i t h we define the f i n i t e zeros of a polynomial 
matrix. 
D e f i n i t i o n 1 s G (E i s a FINITE ZERO OF DEGREE k of the m x £ o ^ 
polynomial matrix D(s) i n case (s-s ) i s an elementary d i v i s o r 
o 
of D(s). The set of f i n i t e zeros of D(s) i s the set of a l l such 
numbers s^, any zero o f degree k being included k times. 
This i s e s s e n t i a l l y Rosenbrock's (1974) d e f i n i t i o n wherein 
the zeros of D(s) are defined as the zeros of the i n v a r i a n t 
polynomials o f D(s) taken a l l together. The only difference be-
tween these d e f i n i t i o n s l i e s i n the concept of degree, thus i n 
e i t h e r case a necessary and s u f f i c i e n t condition f o r s^ to be a 
f i n i t e zero i s , that the rank of D(s ) be less than the normal 
rank p(D(s)) of D(s). 
To i d e n t i f y the numerators and denominators i n the case of a 
matrix of r a t i o n a l functions G(s) w e - u t i l i s e the well-known de-
composition of such a matrix i n t o r e l a t i v e l y prime factors 
i . e . G(s) = N j ( s ) D jSs) = D2^(s) N^Cs) (2.2) 
where N^(s) and D^(s) are r e l a t i v e l y r i g h t prime and 02(5), 
N2(s) are r e l a t i v e l y l e f t prime. As suggested by Wolovich (1974) 
we say 
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D e f i n i t i o n 2 Any m x £ matrix such as N^(s) or N2(s) s a t i s f y i n g 
(2.2) i s c a l l e d a NUMERATOR of G ( s ) . Any I ^ I polynomial matrix 
such as (s) or m X m polynomial matrix such as D^{s) i s c a l l e d 
a DENOMINATOR of G ( s ) . 
The a p p l i c a b i l i t y of t h i s terminology to the problem of de-
f i n i n g the poles and zeros of G(s) i s not immediately c l e a r , for 
although a l l numerators of G(s) are known to be equivalent i n 
the sense of unimodular matrix transformations (Rosenbrock, 1970; 
Wolovich, 1974) the exact r e l a t i o n s h i p between the denominators 
i s not so r e a d i l y apparent s i n c e i n p a r t i c u l a r d i f f e r e n t denomi-
nators may have d i f f e r e n t dimensions. Thus to define the poles 
of G(s) as the zeros of any denominator i s unacceptable i n such 
circumstances. 
These d i f f i c u l t i e s however may be resolved due to the work of 
Fuhrmann (1977) who introduced the following transformation of 
polynomial matrices. 
D e f i n i t i o n 3 L e t P{m,t) be the c l a s s of (r+m)x(r+£) polynomial 
matrices where t,m are f i x e d i n t e g e r s and r ranges over a l l 
i n t e g e r s which are greater than max(~m,"£). The matrices P { s ) , 
P^(s) e P(m,-£) are s a i d to be EXTENDED UNIKODULAR EQUIVALENT i n 
case there e x i s t polynomial matrices M(s), N(s) such that 
M(s)P(s) = P^(s)N(s) (2.3) 
where P^(s) and M(s) are r e l a t i v e l y l e f t prime and P{s),N(s) are 
r e l a t i v e l y r i g h t prime. 
The terminology of t h i s d e f i n i t i o n i s not Fuhrmann's but t h a t 
of Pugh and Shelton (1978) and i s suggested by c e r t a i n p r o p e r t i e s 
of the proposed transformation. F i r s t l y the transformation 
(2.3) i s one of equivalence on the c l a s s P{m,t) as Pugh and 
Shelton ( i b i d . ) using d i r e c t matrix methods, and subsequently 
K a i l a t h (1980) have shown. Secondly anything t h a t can be 
accomplished by the transformation (2.3) can be achieved using 
the more usu a l transformation of unimodular equivalence together 
with the operation of t r i v i a l expansion (Rosenbrock, 1970), and 
v i c e v e r s a . T h i s i s embodied i n the following r e s u l t of Pugh 
and Shelton (1978). 
Lemma 1 The matrices P ( s ) , P^(s) € P{m,l) are extended u n i -
modular equ i v a l e n t i f and only i f the Smith form of one of these 
matrices i s a t r i v i a l expansion of the Smith form of the other. 
The value i n the present context of the transformation (2,3) 
i s that under i t matrices of d i f f e r i n g dimensions may be r e -
l a t e d . However i t follows from Lemma 1 t h a t should the 
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considered matrices be of the same dimensions then they are ex-
tended unimodular equivalent i f and only i f they are equivalent 
i n the unimodular sense. 
I t i s the above ideas t h a t enable the complete r e l a t i o n s h i p 
between the various numerators and denominators to be established 
(Pugh and R a t c l i f f e , 1979). 
Theorem 1 The numerators of the r a t i o n a l matrix G(s) are u n i -
modular equivalent while a l l denominators are extended uni-
modular equivalent. 
I t follows from t h i s r e s u l t and Lemma 1 that 
Corollary 1 I f s^ i s a zero of degree k of a numerator (respec-
t i v e l y denominator) of G(s) then i t i s a zero of degree k of 
every numerator (resp. denominator). 
I t i s t h i s r e s u l t that makes the following d e f i n i t i o n meaning-
f u l . 
D e f i n i t i o n 4 s^ 6 (C i s a FINITE ZERO (respectively, POLE) of 
degree k of the m x ^ r a t i o n a l matrix G(s) i n case I t i s a zero 
of degree k of any numerator (resp. denominator). 
I t i s clear that the sets of poles and zeros determined by 
t h i s d e f i n i t i o n coincide with those defined i n the more usual 
way (Rosenbrock, 1974) v i a the Smith - McMillan form of G(s). 
The d e f i n i t i o n of poles and zeros i n the manner described above 
proves useful from a t h e o r e t i c a l and technical p o i n t o f view 
more than any p r a c t i c a l one of determining poles and zeros. 
I n order to define the terms " i n f i n i t e pole" and " i n f i n i t e 
zero" we make use of the standard technique of complex variable 
theory and perform the b i l i n e a r transformation 
. <2.4) 
This transformation takes the p o i n t s = w to the p o i n t to = 0 and 
the p o i n t s = 0 t o the p o i n t OJ = «>. A l l other points i n the 
complex s-plane are c a r r i e d onto f i n i t e points i n the complex 
ti)-plane i n a one-one manner. We thus say 
D e f i n i t i o n 5 The m ^ t r a t i o n a l matrix G(s) possesses an 
INFINITE ZERO (respectively, POLE) of degree k i n case G(-) has 
a f i n i t e zero (resp. pole) of precisely that degree at to = 0. 
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As a f i r s t , and as i t turns out, only characterisation of 
minimal bases from the i n f i n i t e frequency point of view we have. 
Theorem 2 I f the m x £ polynomial matrix P(s) forms a minimal 
basis then i t possesses no f i n i t e and no i n f i n i t e zeros. 
Proof From (i) of Definition 6 i t follows that the Smith form 
of P(s) i s (I , 0 . ) and hence that P(s) has no f i n i t e zeros, m m,3c.-m 
Let , 
6 6 
A(s) = diag(s , . . . , s ° ) (3 .1) 
then 
P(-) = A ( - ) p(to) = A(a)) ^ P((U) (3.2) 
OJ CO 
i s a factorisation of P(j^) into polynomial matrices where by the 
properties of A((iJ) the matrix P(a>) i s such that 
P(0) = [P]^ (3 .3) 
Consider the matrix 
(A(ai), P(to)) (3 .4) 
then for lo = 0 we have on using (3 .3) 
(A(0) , P(0)) = (0 , [ P i ) (3 .5) m,m n 
Since P(s) i s a minimal basis i t follows from def init ion 6 ( i i ) 
that (3.5) has f u l l rank. Further for any f i n i t e U)(* 0) € <n the 
matrix (3.4) j^ertainly has rank m because of the form A (to) . 
Hence (A (to), P (to)) i s a re la t ive ly l e f t prime factorisation of 
p (:: ) . Now 
to 
RANK P(0) = RANK [ P l = m 
n 
1 
and so P(to) and consequently P(~ ) / has no zeros at tu = 0. Hence 
by def init ion P(s) has no i n f i n i t e zeros. 
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example 1 and the matrix 
f s 0 \\ 
.0 1 0> 
(3.8) 
do not possess the same i n f i n i t e zeros. However 
.1 1/ 
Pj(s) = 
so that Pj(s) and (3.8) are only a simple constant transforma-
t i o n away from each other. Thus the i n f i n i t e zeros as defined 
by Anderson and Bitmead (1978) are not i n v a r i a n t under the most 
elementary of transformations. This d i f f i c u l t y arises because 
the construction devised does not demand a r e l a t i v e l y prime 
f a c t o r i s a t i o n of the r a t i o n a l matrix i n hand. Thus " i n f i n i t e 
zeros", analogous to decoupling zeros, are introduced over and 
above those defined i n t h i s paper. I t i s these a d d i t i o n a l 
e n t i t i e s which give r i s e to the s i t u a t i o n j u s t described and as 
a consequence represent dynamically uninteresting properties. 
A necessary and s u f f i c i e n t condition f o r the absence of i n f i n i t e 
zeros, i n the sense defined here, has been provided by Pugh and 
R a t c l i f f e (1979) . 
I t i s seen from the cibove discussion t h a t from the p o i n t of 
view of the existence of i n f i n i t e zeros the concept of row 
properness does not assume great importance. Nevertheless the 
concept does possess a very i n t e r e s t i n g i m p l i c a t i o n f o r r e l a -
t i v e l y prime f a c t o r i s a t i o n s of r a t i o n a l matrices as follows. 
Theorem 3 Let G(s) be an m x -6 r a t i o n a l matrix and 
G(s) = D(s) -1 N(s) (3.9) 
a polynomial f a c t o r i s a t i o n of G(s) i n which 
(D(s), N(s)) 
th 
(3.10) 
forms a minimal basis. Let the i row degree of (3.10) be de 
noted by 6^ ( i = l,2,...,m) and define 
A(w) = diag (w'^ 1,.../w'^ m) (3.11) 
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Then 
(i ) the f i n i t e poles of G(s) are the f i n i t e zeros of D(s) and 
the i n f i n i t e poles -ire the zeros at w = 0 of the polynomial 
matrix 
A(a)) D(-) ( 3 . 1 2 ) 
Ui 
( i i ) the f i n i t e zeros of G(s) are the f i n i t e zeros of N(s) 
and the i n f i n i t e zeros are the zeros at u = 0 of the polynomial 
matrix 
A(CD) N(-) ( 3 . 1 3 ) 
Proof This follows i n a s i m i l a r way to Theorem 2 , the exact 
d e t a i l s may be found i n Pugh and R a t c l i f f e ( 1 9 8 0 ) . 
I t i s thus seen that not only do the f a c t o r i s a t i o n s described 
i n the theorem display the f i n i t e pole-zero st r u c t u r e of the 
given r a t i o n a l matrix (as indeed does any prime polynomial fac-
t o r i s a t i o n ) but they a d d i t i o n a l l y display the i n f i n i t e pole-zero 
structure i n a p a r t i c u l a r l y simple and r e a d i l y exploitable 
manner. We w i l l r e f e r to such f a c t o r i s a t i o n s as MINIMAL to 
d i s t i n g u i s h them from the usual r e l a t i v e l y prime f a c t o r i s a t i o n s . 
4. SOME EFFECTS OF OUTPUT FEEDBACK 
The e f f e c t of constant output feedback on the f i n i t e poles 
and zeros of a transfer function matrix G(s) has been widely 
considered, and i n p a r t i c u l a r i t i s known (Rosenbrock, 1970) 
that the f i n i t e zero structure of G(s) i s unchanged by such 
action. The f i n i t e pole structure of course possesses no such 
i n v a r i a n t property. I t i s c l e a r l y of i n t e r e s t t o know what 
changes are caused to the i n f i n i t e zero and i n f i n i t e pole struc-
ture of G(s) when output feedback i s applied. 
Accordingly suppose that constant output feedback as summar-
ised by the matrix F i s applied to the open loop system des-
cribed by G(s). I f Gp(s) denotes the feedback system transfer 
function matrix then 
Gp(s) = G(s) (I^+FG(s))"^ = (I^+G(s)F)'^G(s) ( 4 . 1 ) 
provided, as w i l l always be assumed, that 
| l ^ + F G ( s ) | = | I ^ - K ; ( S ) F | * 0 ( 4 . 2 ) 
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On the zeros and poles of a rational matrix 
A. C. P U G H t and P. A. R A T C L I F F E t 
Tliis paper considers the poles and zeros of a rational matrix, particularly those 
situated at infinity. Certain results ore established which are generalizations of the 
rational function cose, and several connections are mode w-ith previous work. 
1. Introduction 
The finite poles and zeros of a rational matrix have been defined by many 
authors and a summary may be found in Pugh (1977). Recently attention 
(Rosenbrock 1974 a), Verghese et at. 1978, 1979) has been focused on defining 
the infinite poles and zeros of a rational matrix. Rosenbrock (1970) and 
McMillan (1952) have also considered the case of infinite poles and zeros by 
utilizing a bilinear transformation that takes some point, at which there are no 
finite poles or zeros, to infinity. In this way the number of poles, finite and 
infinite, of a given rational matrix is seen to be equal to its McMillan degree. 
In this paper the main definitions are given in § 2 and the infinite poles and 
zeros are defined via a standard technique of complex variable theory. This 
procedure enables several results concerning rational functions to be generalized 
to rational matrices, and these results are presented in § 3. Of course, the 
particular bilinear transformation used here is not essentially different from that 
presented by Rosenbrock (1970) and McMillan (1952), and this link is formally 
established in § 4. Also presented in this section is an interpretation of a 
minimal basis as defined by Forney (1975). 
In the sequel we shall use C to denote the field of complex numbers. If 
a{s), p{s) arc any two polynomials in a, with coefficients in C, then we write 
a(5) |^(5) to denote that a{s) divides p{s). Also S{G{s)) will be used to denote 
the Smith-McMillan form of G{s) so that 
S{G[s)) = 
(Q{^),0^,_J m<l 
where. 
e( . ) = d iag( i l^ . lH^ . . . . . i 41 . 0 , . . . , o ) 
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p is the normal rank of G(s) and t = I, • p - I . Otherwise the 
reader is referred to Rosenbrock (1970) for the main results concerning poly-
nomial system matrices and Pugh and Shelton (1978) for the definitions of the 
equivalence transformations denoted subsequently by (u.e.) and (e.u.e.). 
2. Zeros and poles of a rational matrix 
Let D(s) be a polynomial matrix of dimension m x I, then 
Definition 1 
5oeC is a finite zero of degree A; of D(s) in case {s-s^)^ is an elementary divisor 
of D(s). The set of zeros of D{s) is the set of all such numbers s^, a zero of 
degree k being included k times. 
I t is noted that this is essentially Rosenbrock's (1974 b) definition wherein 
the zeros of D{8) are the zeros of the invariant polynomials of D{s) taken all 
together. The only new concept in Definition I is that of the degree of a zero. 
The following result yields a simple test to determine wliether SQ is a zero of 
D{s) although it gives no information concerning the degree (the simple proof 
is omitted). 
Proposition 1 
SgeC is a zero of D if and only if, 
Rank D[s^)<p(D) (2.1) 
where p{ . ) denotes the normal rank of the indicated matrix. 
Recall that \{ G{s) is an m x / rational matrix then it may be decomposed into 
relatively prime polynomial factors, 
G{8)=V^T^-^^T-^U, (2.2) 
where T^, are relatively left prime and T^, VQ are relatively right prime. 
Neither of the factorizations (2.2) is unique since for any unimodular 
matrix M{3), 
T\ = MT, V \ = MV, (2.3) 
and 
T\^T^M U'o=U^M (2.4) 
also form relatively prime factorizations of G{s). However, we set up the 
following terminology due to Wolovich (1974); 
Definition 2 
Any mxl polynomial matrix such as UQ or satisfjnng (2.2) will be called 
a numerator of G{8). 
Any m x 7n polynomial matrix such as TQ{S) or Ixl matrix such as T^.{3) 
satisfying (2.2) will be called a denominator of G{8). 
This definition is made more meaningful by the following result which 
establishes the complete connection between the different relatively prime 
factorizations of G(s). 
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Theorem 1 
All numerators of G{8) are unimodular equivalent while all denominators 
are extended unimodular equivalent. 
Proof 
If iV,{«) and N^is) are two numerators of G{s) and D^is) their 
denominators such that, 
G{s) = DrHs)N,{s) = D^-H3)N^{8) 
then the result follows from Rosenbrock (1970, p. 139). In fact D^{s) and 
D^{s) are actually unimodular equivalent. The theorem is true in the same 
way in case, 
G{8) = Nds)Dr'{s) = N^D^-'is) 
If the factorizations are of the type, 
G{s) = N,{3)DrHs) = D^-'{s)N,{s) (2.5) 
then, 
D^{s)Ni{s) = N^(s)D,{s) (2.6) 
However, from the coprimeness of the factorizations (2.5), (2.6) is simply the 
statement that Niis) and N^is) are extended unimodular equivalent, as indeed 
are Z),(s) and D^is). Since N^{s) and N^{s) are both 7nxl the relationship of 
extended unimodular equivalence may be replaced by one of unimodular 
equivalence (Pugh and Shelton 1978) which proves the theorem. 
I t is noted that the complete result concerning the numerators was originally 
proved by Wolovich (1974) although as indicated in the proof part of the 
result is due to Rosenbrock (1970). The complete result is of course inherent 
in the work of Fuhrmann (1977) but the simplicity of the above proof is a direct 
consequence of the results of Pugh and Shelton (1978). More particularly it 
follows from the same source that. 
Corollary 1 
All numerators (denominators) of a rational matrix G(s) have the same set of 
zeros. Specifically if SQ is a zero of degree h of a, numerator (denominator) 
of G{s) it is a zero of degree h of every numerator (denominator). 
This corollary makes the following definition meaningful. 
Definition 3 
SQGC is a zero (pole) of degree k of the rational matrix G{s) if it is a zero of 
degree k of any numerator (denominator). 
We now wish to define the ' infinite ' zeros and poles of G{s). To accomplish 
this we utilize definition (3) and the standard technique of complex variable 
theory as has also been suggested by Verghese et al. (1978). 
Definition 4 
G(s) is said to have an infinite zero (pole) of degree k in case = 0 is a finite 
zero (pole) of degree k for the rational matrix G{\liv). 
In the following section we explore the consequences of these definitions. 
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3. Results for rational matrices 
The definitions given above allow many of the results of complex variable 
theory concerning rational functions to be generalized. The following is one 
such result. 
Theorem 2 
SQEC is a pole of the rational matrix G{s) if and only if for some i and j , 
\\mg,i(s) = <x> (3.1) 
Proof 
I f 5o^C is a pole of the rational matrix G{s) then (fi —5o) 's a factor of some 
invariant polynomial in the denominator of 0{s). In particular if the Smith 
form of the denominator of 0{s) is, 
5{/)) = d i a g ( ^ „ ^ , _ „ . . . . ^ , ) (3.2) 
where r = l ov m depending upon the factorization of G{s), then [ S - S Q ) divides 
0 , (5 ) for some i. By the divisibility properties of the (/f,.(a) we then have that, 
(5-5o)|«AiW (3-3) 
But 0 , (5 ) is the least common denominator of elements of G{s) (Rosenbrock 
J970) and hence (5 —5o) occurs in the denominator of at least one element 
Oijis) of G{8). Thus by the corresponding theorem of complex variable theory, 
lim gfj{s) = co (3.4) 
Conversely since gtjis) is a rational function its only singularities are poles 
(finite or infinite). Thus if (3.4) holds for finite SQ then «(, is a finite pole of 
Oijis). Consequently (s-SQ)\tpi(s) and hence is a pole of G{s). 
The following theorem generalizes another well knowm result concerning 
rational functions. 
Theorem 3 
The rational matrix G(s) is polynomial if and only if it has no finite poles. 
Proof 
I f G{s) is polynomial then it has a coprime factorization, 
G(8) = I^-^ G{s). 
Hence is a denominator of G(s), and clearly G(s) has no finite poles. 
Conversely suppose that 
G(8) = D-\8)^'(s) 
is a coprime factorization of G(s). I f G(a) has no finite poles then all denomi-
nators of G{s) have no finite zeros. Thus the Smith form of D(s) is and so 
D(s) is unimodular. Consequently D~^{s) is a pol3'nomial matrix as is G{s). 
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Corollary 2 
A polynomial matrix has all its poles at infinity. 
Proof 
Obvious. 
Corollary 3 
If G{s) is 7nxm with p{G) = m then it is a unimodular polynomial matrix 
if and only if it has no finite poles and no finite zeros. 
Proof 
If G{s) has no finite poles then by the above theorem it is polymomial. 
Since the polynomial matrix G{8) has no finite zeros then its Smith form is 
i.e. G{s) is unimodular. 
Conversely if G{s) is polynomial then it has no finite poles. Also since 
G{s) is unimodular, 
6'(«) = [C(« ) - ' ] - ' 
is a prime factorization of G{3) from which it is obvious that G{s) has no finite 
zeros. 
Theorem 4 
A rational matrix G{s) is proper if and or\\y if it has no infinite poles. 
Proof 
Suppose G{s) is proper, then each (/(^ (a) is a proper rational function, i.e. 
lim g^^{s) 
exists for all i and j . Thus in each gi^[8), the degree of the numerator is at 
most equal to the degree of the denominator. Hence in ffijOlw), w is not a 
factor of the denominator. Consequently w is not a factor in the least common 
denominator of elements of G{\lio). But this least common denominator is 
tjfiiiv) the last invariant polynomial in the Smith form of the denominators of 
G(\lw). By the divisibility properties of the invariant polynomials, lo cannot 
be a factor of any invariant polynomial of the denominators of G{\lw). Thus 
G(s) has no infinite poles. 
Conversely suppose that G{s) has no infinite poles, then G{\lw) has no poles 
at tv = 0. Thus w is not a factor of any invariant polynomial of the denomina-
tors of G{\lw). Particularly w is not a factor in i^,(?(;), the last such invariant 
polynomial. But tji^{io) is the least common denominator of elements of 
G{\lic) and so w is not a factor in the denominator of any giji^jio). Thus for 
all r, j . 
/ I \ a,-^a,_^w + ...-haoio' 
where, 
for T = T( i , j ) and p = p{i, j ) . 
6 „ 9 ^ 0 a n d « o 7 ^ 0 (3.G) 
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In view of the way in which (3.5) has been constructed from gi^{s) it follows 
from (3.5) and (3.6) that in (/,-j{s) the degree of the numerator is at most equal 
to the degree of the denominator. Thus gi^(s) is a proper rational function for 
all t, j . i.e. G[s) is a proper rational matrix. 
Corollary 4 
A rational matrix G{s) has infinite poles if and only if it is non-proper. 
Proof 
Immediate. 
The next corollary extends Theorem 2 to the case of infinite poles. 
Corollary 5 
G{8) has a pole at infinity if and only if for some i , j , 
lim//<y(s) = oo. 
Proof 
Immediate. 
I t is well known that a rational function cannot simultaneously have poles 
and zeros at an}' s^sC, nor indeed at infinity. Thus a polynomial function has 
no infinite zeros, while a proper rational function has no infinite poles. In the 
case of rational matrices however it is perfectly possible that S^GC may be both 
a pole and zero (in fact there may be many poles and zeros of differing degrees 
at 8Q). Jn particular it is possible that a polynomial matrix may have infinite 
zeros. The next result provides for their absence. 
Theorem 5 
Let G{3) be an my.1 polynomial matrix of full rank. G{s) has no infinite 
zeros if and only if there exists a high-order minor {tn xvi or Ixl whichever is 
the less) of G(8) with degree B(G), where S{G) denotes the McMillan degree of 
G{s). 
Proof 
Assume that m^l, the other cases may be proved similarly. 
Since G{s) is polynomial it has no finite poles. Also G(s) has a minor of 
degree S(C) and {Rosenbrock 1970, p. 137) 
where v{ . ) denotes the least order of the indicated matrix. 
Let, 
G { ^ ^ = D-\W)1^{W) (3.8) 
be a prime factorization of G{\ju)) then by (3.7) 
h{\D{w)\) = h{G) (3.9) 
where | . | denotes the determinant of the indicated matrix. 
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Suppose G{s) has an wixm minor of degree h[G). Denote this minor 
by iJ thus indicating the columns from which it is formed. Now, 
Co I =\i>-\iv)\.R,i a ^ ) 
Hence 
Now 
with 
and so 
= t<;'«'>.G„, I (3.10) 
^0. /™)W=P*(o)^''*''*+••+^'l*+^>o (3.11) 
Vm)^<^ (3-12) 
^^^^^^  * ^  
Thus from (3.10) and (3.13) 
i^(, . , . . . .^„>(t/;)=p,<c)+. . .+pX'''*-'+W'''*^^^ (3.14) 
Since 35,(0)7^0 it follows that i « does not divide ^ so it does not 
divide the greatest common divisor of the m x ?« minors of ^(w). But this 
greatest common divisor is just the product of the invariant polynomials of 
^{w), and so ^{lo) has no elementary divisors of the form (?>0). i.e. 
I^{w) has no zeros at ?t; = 0 i.e. G{8) has no infinite zeros. 
Conversel}' suppose that G[8) has no infinite zeros, then if (3.8) is a prime 
factorization of 6'(l/w), 
Rank 1^(0) = m 
since m^l. Consequently there exists some my.m minor of iV(w;), say 
iVj^i j^){xo) which is not divisible by xo. 
i.e. 
^{i j^){io) = n^\u^ -y ... +7 i iW + no (3.15) 
for some T and, 
T i o ^ O . (3.16) 
Now since the factorization (3.8) is prime it follows that, 
S(|S(7i>)|) = S(G). 
and so, 
1 
(3.17) 
w 
Thus, 
G^j i J s ) = [n,{\lsy + .,.+n,{\l3)+n,y^^> 
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Now since G{s) is polynomial S(C), in fact from (3.16) it follows that, 
= S(t;), 
Thus a high-order minor of degree h{G) exists, as required. 
Example I 
Let . 
1 s 
0 1 
(3.18) 
then G{s) is unimodular and it follows from Corollary 3 that G{s) has no finite 
poles and no finite zeros. This can of course be verified directly from (3.18). 
From Corollary 5 it follows that G{s) has at least one pole at infinity while 
Theorem 5 indicates the existence of at least one infinite zero. To verify these 
observations notice that. 
1 Xjw 
0 1 
and. 
G[\lw) 
0" - I ~\0 r 
0 1 0 I 
(3.19) 
is a prime factorization of G(llw). 
Hence, 
I>{xo) = 
is a denominator of G{ilw) while 
w 0' 
0 I 
w \ 
0 1 
(3.20) 
(3.21) 
is a numerator. 
Now £>{w) has a zero at w = 0 of degree 1, as does ^{iv). Thus G{s) has one 
infinite pole and one infinite zero. 
Example 2 
The condition in Theorem 5 that G{s) be of full rank is important for 
consider, 
" I 5 
G{8)== 
3 S' 
(3.22) 
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Then by Theorem 3 G{s) has no finite poles and since 
1 0" 
221 
5(G) = 
0 0 
G{8) has no finite zeros. 
To consider the point at infinity we have 
. i 
]_ J _ 
and, 
0 w 
0 1 - to to' 
is a prime factorization of G(\jw). Hence 
1 0 
is a denominator of G{\jto) while. 
— xc^ 
0 xu 
0 1 
(3.23) 
(3.24) 
(3.25) 
is a numerator. 
I t is then clear from (3.24) that G(s) has an infinite pole of degree two and 
from (3.25) that G{s) has no infinite zeros. 
Thus although there is no high-order minor of degree S(C) = 2, still G{s) 
has no infinite zeros. 
4. The McMillan degree and a characterization of nu'nimal bases 
Rosenbrock (1970) has also defined the poles and zeros (both finite and 
infinite) of an my.1 rational matrix 6^(5). In the finite case these definitions 
coincide with Definition 3, in the infinite case however Rosenbrock gave the 
following. 
Definitions 
(i) If any element of G(s) tends to infinity as 5—>oo, then G{s) is said to 
have a pole at infinity. 
(ii) I f everj' minor of some given order A; tends to zero as s—*co then G(s) 
is said to have a zero at infinity. 
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As can be seen from Corollarj' 5 this definition of infinite poles corresponds 
to that given in Definition 4. However, while Definition 5(ii) may be a 
sufficient condition for an infinite zero to exist it is not necessary as we will 
show below. 
Rosenbrock (1070) has given an alternative characterization of infinite 
poles and zeros. 
Defmition 6 
Let 
(4.1) 
where a is a constant which is not a finite pole or zero of a minor of any order 
of G{s). Then G{s) has an infinite pole if and only if G[<xpl{p- 1)] has a pole 
at p = 1, and similarly G{s) has an infinite zero in case G[a.pj{p- 1)] has a zero 
a p = I . This defmition is independent of a subject only to the given condition. 
The various definitions are illustrated in the following example. 
Example 3 
I ^ t 
G{s) 
Now 
G{8) = 
s 0' 
0 i 
S 
(4.2) 
'1 0" ~* 's 0" 
0 s_ 0 J 
(4.3) 
is a coprime factorization and hence by Definition 3, G{s) has a finite pole and 
zero at 5 = 0, both of degree one. 
in the case of infinite poles and zeros, 
10 0" -1 "1 0" 
0 1 0 to 
(4.4) 
is a coprime factorization and hence from Definition 4 G{s) has one infinite pole 
and one infinite zero both of degree one. 
We note that G{s) does have one element which tends to infinity as 5—•oo 
and so Definition 5(i) predicts the existence of at least one pole at infinity. 
This is of course consistent with the findings of Definition 4. On the contrary 
however Definition 5(ii) does not predict the existence of the infinite zero for 
G{3) since the only 2 x 2 minor of G{s) is unity and not all 1 x I minors of G(8) 
tend to zero as s—*co. 
The zeros and poles of a rational matrix 223 
To illustrate the Definition G make the substitution (4.1) where a # 0 . 
Then. 
(4.5) 
0 
/ a V \ 
G -
\ P -
0 
_ 
The Smith-McMillan form of (4.5) is then, 
I 
p{p-\) 
0 p(?>-l) 
(4.6) 
from which it is clear that G[(xpl{p— 1)] has both a pole and zero atp=\. Thus 
by the Definition 6 G{s) has a pole and zero at infinity. 
I t is therefore seen that Definitions 4 and 6 lead to the same results, while 
it is clear that Definition 5(ii) is not a necessary condition. In fact the equivalence 
of Definitions 4 and 6 may be proved directly. 
Theorem 7 
The Definitions 4 and 6 are equivalent. 
Proof 
I t will be shown that the poles and zeros of G{\jw) at ?t; = 0 occur in an 
identical manner to those of G[apj{p- 1)] atp = \. 
Let a minor of G{s) of some order be, 
(4.7) 
where the numerator and denominator have no common factors and, a^, 
are not simultaneously zero. 
Let ipiiw) denote the identical minor to tt>{s) formed from Giljw) and 
tji^ip) denote that formed from G[ocpl{p~~ 1)]. Then, 
j - ^ ^ ^ (4.8) 
where the numerator and denominator have no common factors since s=\lw 
is one-to-one. 
Similarly 
a^(<xpY + qq-i(ap)''"MP - 1) + .. • + aiO^ViV - 1 )^"' + flo(p - 1 
bJapr + 6«_,(ap)^-H7> - 1) + . •. + b^apip - 1)«-» + b^{p - 1 
(4.9) 
where the numerator and denominator again have no common factors since 
s = (xpl{p- 1) is one-to-one. 
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From (4.8) and (4.9) it is clear that ipi{tu) has a zero of degree k (respectively 
pole of degree k) atio = 0 if and only if tl^zip) has a zero of degree k (respectively 
pole of degree ^) at j? = 1. 
Thus a determinantal divisor (Rosenbrock and Storey 1970) of Giljiv) will 
possess a factor of the form {h an integer) if and only if the corresponding 
determinantal divisor of G[apl{p— I)] possesses a factor of the form {p—\)^. 
I n view of this any invariant polynomial of G(\lw) possesses a factor of the form 
iv^ if and onl}-^  if the corresponding invariant pol>Tiomial of G[apl{p-\)] 
possess a factor of the form {p- l)^, which proves the theorem. 
Corollary 6 
If S{G) denotes the McMillan degree of G{s) then 8{G) is unchanged by the 
bilinear transformations of Definitions 4 and 6, and S{G) represents the total 
number of poles (finite and infinite) of G{s) counted according to their multi-
plicity and their degree. 
Proof 
This basic result is proved in Rosenbrock (1970) wliile the complete result 
is a consequence of Theorem 7. 
In a similar way the following result is true. 
Corollary 7 
If G{s) is square and non-singular over the field of rational functions then, 
B{G) = 8{G'^). (4.10) 
Thus Corollary 7 indicates that in the case of a square invertible G{s) the total 
number of poles of G{s) is equal to the total number of poles of G-^{s). In 
fact rather more than this can be said, and the following result in some ways is a 
generalization of Desoer and Schulman (1974, Theorem 4). 
Theorem 8 
If G{s) is square and invertible then the finite (respectively infinite) poles 
of G(s) are the finite (respectively infinite) zeros of G~^{s)j and the finite 
(respectively infinite) zeros of G{s) are the finite (respectively infinite) poles of 
G~Hs). 
Proof 
Let G{s) have Smith form, 
S(G) = 
•I'M 
• U £ ) 
•I'M] 
(4.11) 
where ipi+ilipi ( i = 1, 2 TO - 1). 
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Thus, 
G{s) = L{6)S{G)lt{8) 
where R{8) and L{s) are unimodular matrices and so 
G'^{s) = R~Hs)[S{G)]-'L-H8y 
Thus G-^{8) and [»S((7)]-i have the same Smith-McMillan form namely 
5(G-») = 
iMf) 
(4.12) 
This proves the finite case of the theorem. 
In the case of the poles and zeros at infinity we may carry out an analogous 
argument concerning the matrix C»(l/wj), then noting that, 
(4.13) 
yields the theorem. 
Corollary 8 
If G{s) is square and invertible then the total number of poles of G{s) is 
equal to the total number of zeros. 
Proof 
This follows directly from Theorem 8 and Corollary 7. 
The ideas of §§ 2 and 3 lend themselves to an interpretation of the work of 
Forney (1975). Forney \iewed a basis for a rational vector space over the 
field of rational functions as being a rational matrix whose columns or rows 
are linearly independent. From such a basis a polynomial basis (consisting 
solely of polynomial vectors) may alwa^'s be constructed. Forney then defined 
a minimal basis to be any poljuomial basis satisf^'ing additionally that 
(i) : G{8) has full rank for all finite ssC. 
(ii) : the high-order coefficient matrix of G{8) has full rank. 
In view of this we may say. 
(4.14) 
Theorem 9 
If the rational matrix G{8) forms a minimal basis then it has no finite poles 
and no finite or infinite zeros. 
Proof 
Since G{s) is a minimal basis it is polynomial and hence has no finite poles 
by Theorem 3. 
Also G{s) satisfies (4.14) (i) and so by Proposition 1 G{s) has no finite zeros. 
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Finally G{s) satisfies (4 .14) (ii) and so there exists a high-order minor whose 
degree is equal to the sum of the row or column (depending on the dimensions 
of G{s)) degrees. But 8(6') is the least upper bound on the degrees of all minors 
G{s), and hence G{s) satisfies the conditions of Theorem 5. Thus G{s) has 
no infinite zeros. 
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Infinite frequency interpretations of minimal bases 
A. C. P U G H t and P. A. R A T C L I F F E J 
The relevance of minimal bases in infinite frequency considerations is shown to lie 
more in the aspect of factorizations of rational matrices t)mn in their characterization 
of tlic absence of zeros {finite and infinite). Accordingly the paper distinguishes 
between relatively prime and minimal factorizations ond establishes an imjwrtant 
structural property of the latter. This property is demonstrated to be extremely useful 
in a study of the offoci of constant output feedback on the infinite polos and zeros of a 
transfer function matrix. 
1. Introduction 
I n this paper a definit ion of inf ini te poles and zeros is adopted which is 
consistent with that used for their f ini te covmterparts. The basic procedure 
originall^^ proposed by McMillan (1952), has since been discussed by other 
authors (Rosenbrock 1970, Verghese 197S, Pugh and Ratcliffe 1979, Vardulakis 
1979). W i t h this definit ion i t is shown that row (or column) properness 
(Wolovich 1974) does not possess the interpretation of relative primeness at 
in f in i ty or rather of a lack of zeros at in f in i ty which has been ascribed to i t 
elsewliere using an alternative definit ion (Anderson and Bitmead 1978). 
Nevertheless i t is established that row (or column) properness does have an 
important structural implication for factorizations of rational matrices. 
Specifically the paper distinguishes between the usual relatively prime 
factorizations and what are termed minimal factorizations of a given rational 
matrix 0{s). Relatively prime factorizations by definit ion display the f ini te 
pole-zero structure of G{s) and minimal factorizations are demonstrated to 
possess an important structural property in their abi l i ty to display the pole-zero 
structure of G{s) at all frequencies, both f ini te and inf ini te . This property is 
shown to be useful in the investigation of the effect of constant output feedback 
on the poles and zeros of a transfer function matrix. Of course the case of 
f ini te poles and zeros is well documented and in this note a pleasing extension 
of the result concerning the invariancc of the f ini te zeros (Rosenbrock 1970) is 
obtained. 
2. Preliminaries 
We define the infini te poles and zeros of a rational matrix in a manner that 
is a direct extension of the scalar case of a rational function and consistent wi th 
the definit ion of f ini te poles and zeros (W'olovich 1973). 
Recall therefore (Pugh and Katcliffe 1979) that SQGC (the set of complex 
numbers) is called a zero of degree h of the m x I polynomial matrix P{s) when 
( S - S Q ) ' ' is an elementary divi-sor of P{s) (Oantmacher 1959, Rosenbrock 1970). 
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Now any m x I rational matri.x G{s) may be decomposed into relatively prime 
polynomial factors, i.e. 
where D^{s) and N^{s) arc relatively left prime and NJ^s), D^{s) arc relatively 
r ight prime. .Any m x / polynomial matrix such as :V,(6-) or A'ol^) in (1) is called 
a numerator while any m x )n matri.\ D^{s) or t x I matrix D2{^) is called a 
denominator of G{s). Appealing to the scalar case of rational functions we 
then define the f ini te zeros of 0{^) to be the f ini te zeros of any numerator, and 
the f in i te j)olcs of G(s) to be the finite zeros of any tienominator. 
I t is not immediately clear that the above terminology is well-defined. 
However any difficulties ma\- be resolved .since i t can be shown (Pugh and 
Shclton 1978, Pugh and Ratoliffe 1979) that all numerators have the same 
Smith form, while any two denominators have Smith forms which differ only 
by a t r iv ia l exjiansion. Conse(|uently the above terms are completely defined 
and we refer to Pugh and Ratcliffe (1979) for a more complete discu.ssion of this 
point . 
I n order to define the terms ' infinite pole ' and * infini te zero ' we make use 
of the staiulard technique of complex variable theory and perform the bilinear 
transformation 
« = ! / « ; (2) 
This transformation takes the point ^ = oo to the point (6 = 0 and the point 5 = 0 
to the point » ; = o o . .All other points in the complex 5-pIane are carried onto 
f in i te points in tiie complex »;-pIane in a one-one manner. W'c thus say 
Definition 1 
The m xl rational matrix G{s) possesses an infinite zero (respectively pole) 
of degree A* when G{\lw) has a finite zero (resp. pole) of precisely that degree 
at w = 0. 
.As a consequence of this definition many of the results in complex variable 
theory concerning rational functions may be generalized to rational matrices. 
In this way polynomial matrices are characterized by the absence of finite poles 
and proper rational matrices by the fact they possess no infini te poles (Verghese 
1978, Pugh and Ratcliffe 1979). 
I n the main the paper follows the notation and terminology of Rosenbrock 
(1970). The .McMillan degree of a rational matrix G{s) is denoted by B{G) and 
i t is noted that should G{s) be a polynomial matrix then S(6') is the highest 
degree for minors of G{s) of all orders. If G{s) is a polynomial vector then 5(6') 
is simply the highest degree among all elements of G{s). 
3. Relatively prime and minimal ractorizations 
Let J^{s) be an m x I polynomial matrix where to be definite we assume 
7n < I. This assumption in no way restricts what is to be said, i t being adopted 
nierely for the i)uri)ose of the exposition. Suppose that the normal rank of 
P{,s), denoted p{P), is m and that the degree of row ( of P{s) is 5,- (i = 1, 2, . . . , m). 
The high-order coefficient matrix of P{s), denoted [P]]^. is that matrix whose 
(/, j ) t h element is the coefficient of s^i in the (;, j)lh element of P{s). Recall 
(Forney 1975) that 
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Definition 2 
The rows of P{s) are (or simply, P{s) is) said to form a minimal basis if 
(i) P{s) has fu l l rank for all f ini te seC, and 
(ii) [P\ has f u l l rank, i.e. P{s) is row-proper. 
The following result wa-s established in Pugh and Ratcliffe (1979) but here 
we give a direct proof which is relevant to one of the main results of this paper. 
Theorem 1 
If the m X / polynomial matrix P{s) forms a minimal basis then i t possesses 
no f ini te and no infini te zeros. 
Proof 
From (i) of Definition 2 i t follows that the Smith form of P{s) is (/„,, f_,„) 
and hence that P{s) has no f ini te zeros. 
Also from (ii) of Definit ion 2, [ / ' j , , has fu l l rank, l ^ t 
A ( 5 ) = diag (j-*', . . . , 5 ' " ' ) (3) 
Then 
P{\jw)^M\jw)P{^v) = A{w)-U^{w) (4) 
is a polynomial factorization of where 
Consider the matrix 
(A(w), P(w)) (0) 
For w — 0 
(A(0), P (0 ) )^ (0 , „ , „ , [ P ] , ) ( 7 ) 
which evidently has fu l l rank since |7-*]|, has rank m. For any f ini te »;(?^0)6C 
the matrix (6) certainly has rank m because of the form of A{w). Hence 
{A{ic), P{iv)) has f u l l rank for all f ini te iveC and consequent!}^ (4) is a relatively 
prime polynomial factorization of P{\lw). 
I t thus follows that A(i/;) is a denominator and P{w) a numerator of P{\lw). 
Jn particular tiierefore the zeros of P{\lw) at */; = 0 arc preciscl}^ the zeros at 
w = 0 of P{w). However 
rank P(0) = rank [P]t, = m 
and .so P{w) has no zeros at w = 0. Hence from Defini t ion 1, P{s) has no 
infini te zeros, as required. 
To see t l ia t the converse of this result does not hold consider the following 
example. 
Example I 
Let 
/ . 0 1 \ 
(8) 
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then p{I*^) = 2. Thus Pi{s) is a polynomial basis for a certain rational vector 
space. 
i n fact Pi{s) has f u l l rank for all f inite seC but Pi(s) is not minimal since 
/ I 0 0\ 
\ l 0 0 / 
which is clearly not of rank 2. 
However consider the infini te zeros of J\{s). Now 
/{jw 0 1\ 
\\lw I 1 / 
/ w 0 \ - » / l 0 w\ 
(10) 
\ - l l / \ 0 I o / 
Now (10) is a relatively prime factorization of f\{\li':) since the matrix 
/ w 0 1 0 iv\ 
\ - \ 1 0 1 0 / 
has f u l l rank for all f ini te (/;£C. Consequently 
/ I 0 w\ 
\0 1 0 / 
is a numerator of P^{\|^n), and this clearly has no zeros at io = 0. Therefore 
Piis) posses.scs no infini te zeros. 
The above example demonstrates that according to the definit ion adopted 
here, row propcrness is not an exact characterization of polynomial matrices 
possessing no inf ini te zeros. We note however that in a recent paper Anderson 
and Bitmcad (I97S) have given an essentially different definit ion of the term 
' in f in i te zeros ' under which row properness is an exact characterization of such 
matrices. At t ract ive as such a rlefinition may appear from this point of view 
i t is highly unsatisfactory from another. For under their definition the matrices 
Piis) of Fxample 1 and 
/s 0 1 \ 
( I I ) 
\ 0 I 0 / 
do not have the same inf ini te zeros. However 
I OW5 0 1\ 
\ 0 I 0 / 
.so that P^{s) and (1 1) are only a simple constant transformation away f rom each 
other. Thus the inf ini te zeros as defined by Anderson and Bitmead (1978) are 
not invariant under such transformations. This d i f f i cu l ty arises because the 
construction used bv Anderson and Bitmead introduces * infinite zeros ' over 
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and above those which are considered in this paper. I t is these additional 
quantities which give ri.se to the .situation just described and as a consequence 
represent dynamically uninteresting properties. 
I t is seen from Fxample 1 that row properncss is a sufficient condition for 
the exclusion of infini te zeros in the sense of Definit ion I , but not a necessary 
one. Thus from the point of view of the existence of infini te zeros the concept 
of row propcrncss does not a.ssume great importance. Despite this however the 
concept does pos.sess a very interesting implication for relatively prime factori-
zations of rational transfer function matrices as is indicated by the following 
result. 
Theorem 2 
J^t 0{s) be an m x / rational matrix and 
G{s) = D{s)~h\{s) (12) 
a polynomial factorization of G{s) in which the matrix 
{Dis), N{s)) (13) 
forms a minimal basis. Let the ilh row degree of (13) be denoted by 5,-
(i — \, tn) and define 
A(A-) = < l^iag (A-»', (14) 
I'hen 
(i) the f ini te jjoles of 0{s) are the f ini te zoros of D(s) and the infinite poles of 
G{s) are the zeros at (/; = 0 of the polynomial matrix 
A{w)D{\lw) (15) 
(ii) the finite zeros of G{s) arc the f ini te zeros of N{s) ami the infini te zeros 
of G{s) arc the zeros at i / ; = 0 of the polynomial matrix 
A(^^)A^(I/»;) (10) 
Proof 
Since {D{s), A'(5)) is a minimal basis the matrices D{s) and i\'{s) are relatively 
left prime by Definition 2 (i). Thus (12) is a relatively prime factorization of 
G{s) and so the statement concerning the f ini te (X)les and zeros is immediate 
f rom their definit ion. 
For the infini te case we have from Definition 2 (ii) that [D, A'], , the high 
order coefficient matrix of (13) has f u l l row rank. Hence, as in the proof of 
Theorem I , there exists a relatively prime factorization 
{D{\lw), N{\lu;)) = A{w)-'{D{n;l :V(^/;)) (17) 
in which the matrices D{ii;) and ^{u:) are themselves relatively left prime 
polynomial matrices and 
A(j/;) = diag (»;''.. »;*".) (18) 
Now from (17) 
rj{w) = A{w)D{\lw), f^{iv)^A{w)N{\lw) (19) 
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and so 
jXf'')~^i^{i'^)^0{\lw)-h\{w)-'A{w)N{\lw)=D{\lw)^K\'{\lw) 
Hence by (12) 
D{w)'^^{w)^G{\lw) (20) 
B u t D{n;) and ^{tv) are relatively left prime polynomial matrices and so by 
Def in i t ion 1, the infinite poles of G(s) are the zeros at w = 0 of D{iv) and the 
inf in i te zeros of G{s) arc the zeros at w^O of N{w). By virtue of (19) the 
theorem follows as required. 
I t is thus seen that not only do the factorizations described in the theorem 
display the finite pole-zero structure of the underlying rational matrix (as 
indeed does any relatively prime factorization) but they additionally display the 
inf in i te pole-zero structure in a particularly simple way. I 'his structural 
property is extremely useful in the feedback investigation of the following 
section. I t therefore seems appropriate to distinguish between such factoriza-
tions of a given G{s) and the usual relatively prime factorizations in the manner 
proposed by Forney (1975). Accordingly factorizations of the type described 
in Theorem 2 wi l l be termed minimal. 
We note f inal ly that analogous conclusions may be drawn if m >l if the 
terms ' rows ' and * columns ' arc interchanged, while if m = l cither of these 
terms may be used. 
4. Output feedback considerations 
The effect of constant output feedback on the f ini te poles and zeros of a 
transfer matrix has been considered by various authors and the results are well-
documented. In particular i t is known (Kosenbrock 1970) that the f ini te zero 
structure of the given rational matrix is completely unchanged by such action, 
although the f ini te pole structure possesses no such invariant property. Ft is 
of interest to know if this state of affairs persists when one considers the inf ini te 
poles and zeros. 
G(s) 
Keodback .sv.stem. 
Accordingly let G{s) be an m xl transfer function matrix and suppose that 
constant out])ut feedback as summarized by the matrix F is applied in the 
manner described in the Figure. If Gir{s) denotes the transfer function 
matr ix of the feedback system so constructed then 
d s ) = G{s){l + FG{s))-' = (/ G(s) F)-^G{s) (21) 
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provided, as we will always assume, that 
\I,+ FG{s)\^\l^^G{s)F\^0 (22) 
The following result indicates that minimal factorizations of the open loop 
transfer function matrix G{s) are closely related to minimal factorizations of the 
feedback transfer function matrix Gy{s). 
Theorem 3 
If 
G{s) = D{s)'K\{s) (23) 
is a minimal factorization of G{s) then 
Gy{s)^(D{s) + N{s)F)-K\'(s) (24) 
is a minimal factorization of 6'p(5). 
Proof 
Substituting (23) into (21) gives 
= (/„ + D{s)-h\{s) /')-> D{s)'h\{s) 
= {0{s)-^N{s)F)-h\{s) (25) 
Hence (24) is certainly a polynomial factorization of Gy{s). We must thus 
establish tluit this factorization is minimal. 
Now 
(D(s) + N(s) F, ..V(«)) = ( D ( s ) , N{s)) (20) 
' J 
Since {D{s), N{s)) forms a minimal basis, it has in particular full row rank for ail 
finite seC Consequently from (26) it follows that {D{s) + N(s)F, i\'{s)) also has 
full row rank for all finite 5 6 C . which of course implies that the factorization 
(25) is relativel}^ prime. 
Let 
{dM,n,{s)) (27) 
denote the ith row of {D{s), N{s)) then the ith row of {D{s) + N{s)F, i\{s)) is 
{di{s)-\-n,{s)F,7i,{s)) (28) 
If S(?i,) < S((/,) then the degree of (28) is clearly S(r/,) since F is a constant 
matrix. But in this case 5(f/ ,) is the degree of (27). Hence (27) and (28) have 
the same degree. 
If on the other hand 5(?^,) ^ 5 ( f / J then since F is constant 
8{di-^niF)^S{ni) (29) 
However the last / columns of (28) are still ? ( , ( 5 ) and so the degree of (28) 
is precisely S(?i,). But Bin^) in this case is the degree of (27) and so again (27) 
and (28) have the same degree. 
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I t thus follows that {D{s), N{s)) and {0{s) + .\'{s)F, N{s)) have the same row 
degrees. Consequcntiv f rom {2i^) we have 
[ D + N f , N l , = [D,N]^ (30) 
Now {D{s), .\'(s)) is a minimal basis and so from Definition 2 (ii) its high order 
coefficient matrix [/>, .'V ),j has f u l l rank. Hence f r o m (30) the high order 
coefficient matrix o f {D{s) + N{s)F, i\{s)) has fu l l rank and .so 
{D{s) + i\{s)f\i\{s)) (31) 
forms a minimal basis, as required. 
This result in view of Theorem 2 gives immediately 
Theorem 4 
Le t S(. ( i = 1, . . . . m) denote the row degrees o f 
(D(s), .V(«)) 
"•'''^••'^ f / ( . ) = / ) ( . ) - . V { . ) 
is a minimal factorization, and let 
rpi^^j^ A(i/;) = diag (*^;*i, (o-*™) 
(i) the f ini te poles of GY{S) are the finite zeros o f D{s) + ^'{s)F and the 
inf ini te poles of 6'(..(*) are the zeros at w^Qoi i\{iv){D{\lw) +N{\jii))F) ; 
(ii) the f ini te zeros of Gy{s) are the f ini te zeros o f A'(*') and the inf ini te zeros 
o f Oy{s) are the zeros at »; = 0 o f .A{*(;)A'(1/;/;). 
On noting f rom Theorems 3 and 4 that N{s) is a numerator from minimal 
factorizations of both G{s) and Gy{s) we thus obtain 
Theorem 5 
The f ini te antl inf ini te zeros of a transfer function matrix are invariant 
under constant output feedback. 
The result f o r the f ini te zeros was originally proved by Rosenbrock (1970) 
and the above theorem represents a pleasing generalization o f this result to 
include the inf ini te zeros of Ois). 
K E F E K E N C E S 
ANIJEUSON, B . D . 0.. and BIT.MKAI), R . K . , 1978, I.E.E.E. Tram, autom. Control, 
23, 1101. 
F o M N E V , G . D., 1075, SI AM J. Control, 13, 3. 
GANT.MACHEK, V. R., 1959, The. Theory of Matrices, Vols 1 and 2 (New York : Cholsea). 
.MCMILLAN. B . , 195:;, Bell Sy-^teni Tech. J., 31, 541. 
Puou, A. C, and R A T C L I F E E . P. A., 1979, //;/. J. Control, 30, 213. 
P u c H , A. C and S I I E L T O N , A. K., 1978, Int. J. Control. 27, 5. 
R o s E s n i t o C K . H. H., 1970. State-Space and Multivariable Theory (London : Nelson). 
V ' A i i n u ' L A K i s , A. 1. G . , 1979, On Infinite Zero-s (Report CUh:D/F-CAMS/TRI96, 
Kngincerinfr Dept.. Cambritlge University). 
V ' E R C i t E S E . G . , 1978. I ' l iD Thesis (Dept. Elec. Kng., Stanford University). 
W o L O V i c M . W. .A.. 1973, I.E.E.F. Trans, autom. Control, 18, 544; 1974, Linear 
MultivarialAe Systems (New York : Springer-Verlag). 
Feedback and The Poles and Zeros of the Transfer Function M a t r i x 
by 
A.C. Fugh P-A. R a t c l i f f e 
School of Mathematical Sciences, 
Plymouth Polytechnic, 
Drake Circus, 
Plymouth, 
Devon. 
REPORT C.T.6. 
November 1979 
ABSTRACT 
This report considers the effect of constant output feedback on the 
f i n i t e and i n f i n i t e poles and zeros of the transfer function matrix 
and on the system decoupling zeros. The conditions under which the 
resulting feedback transfer function matrix i s proper are also 
established. 
I . INTRODUCTION 
The effect of constant output feedback on the f i n i t e poles and 
zeros of a transfer function matrix and on the f i n i t e decoupling 
zeros has been considered by various authors and the results are 
well documented. (See for example [ 5 , 7 ] ) . Recently attention 
has been focussed on defining the i n f i n i t e poles and zeros of a 
ration a l matrix [ l , 1 0 , l l ] . These d e f i n i t i o n s can be applied to 
system matrices and i n this report various results concerning the 
effect of output feedback on both the f i n i t e and i n f i n i t e poles and 
zeros of a transfer function matrix and on the f i n i t e and i n f i n i t e 
decoupling zero are established. 
In this report the main d e f i n i t i o n s are recalled i n Section I I . 
In Section I I I i t i s shown that the transfer function zeros are 
invariant whereas i n Section IV i t is found that the i n f i n i t e 
decoupling zeros are not i n general invariant although the f i n i t e 
decoupling zeros are invariant under the introduction of constant 
output feedback. In Section V a wellknown result due to Rosenbrock 
and Hayton [ 7] concerning the McMillan degree of the transfer function 
matrix is interpreted i n terms of the f i n i t e and i n f i n i t e poles of 
that matrix, and the conditions under which a proper transfer function 
matrix results after the introduction of constant output feedback are 
established. 
I I . PRELIMINARIES 
We define the poles and zeros of a rational matrix i n a manner which is 
a direct extension of the case for rati o n a l functions. Recall that 
any £ (C is called a zero of degree k of the m x Jl polynomial matrix 
P(s) in case (s-s^) is an elementary divisor of P(s). [ 1 , 2 , 3 ] 
Now any m x Jl r a t i o n a l matrix G(s) may be decomposed into r e l a t i v e l y 
prime polynomial factors 
G(s) = D^ ^ (s) N^Cs) = N^(s) D[^(S) (1) 
where Nj^(s) and (s) are r e l a t i v e l y r i g h t prime and D2 ( s ) , N^Cs) 
r e l a t i v e l y l e f t prime. Any m x A matrix such as N2(s) or N^(s) i n (1) 
is called a numerator of G(s) while any m x m matrix D2(s) or X. x J, matrix 
D^(s) is called a denominator of G(s). Appealing to the scalar case 
of r a t i o n a l functions we then define the f i n i t e zeros of G(s) to be 
the f i n i t e zeros of any numerator and the f i n i t e poles of G(s) to be 
the f i n i t e zeros of any denominator. For the i n f i n i t e frequences we 
make use of a standard technique of complex variable theory and make 
the transformation s = l/uj. This transformation takes the point 
s = 00 to the point (JL)= 0, and the point s = 0 to to = We thus define 
the i n f i n i t e zeros of G(s) as the zeros atu)= 0 of G(l/oj) and the 
i n f i n i t e poles of G(s) as the poles at to = 0 of G(l/to). 
Whilst any fac t o r i s a t i o n of the form (1) w i l l display the f i n i t e poles 
and zeros of G(s) the fa c t o r i s a t i o n 
G(s) = D"^S) N(S) (2) 
where (D(s), N(s)) forms a minimal basis displays both the f i n i t e and 
i n f i n i t e poles and zeros of G(s) i n a p a r t i c u l a r l y simple way, A 
facto r i s a t i o n of this form is termed a minimal f a c t o r i s a t i o n of G(s). 
The following theorem shows the importance of minimal factorisations: 
3. 
Theorem 1 
U t G(s) = D"^(S) N(S) 
with (D(s), N(s)) a minimal basis whose i t h row degree i s denoted by 
6^ . Let A (03) = diag (to*^\ oj*^^, .... IM^^) 
then i ) the f i n i t e poles of G(s) are the f i n i t e zeros of D(s) and 
the i n f i n i t e poles of G(s) are the zeros of A (w) D(l/a)) at 
(u = 0. 
i i ) the f i n i t e zeros of G(s) are the f i n i t e zeros of N(s) and the 
i n f i n i t e zeros of G(s) are the zeros of A (ui) N(l/a)) at ui = 0. 
Proof: This forms theorem 3 of reference [ 4 ] . 
Analogous conclusions can also be drawn for column proper factorisations 
of G(s). 
I I I . THE EFFECT OF OUTPUT FEEDBACK ON THE TRANSFER FUNCTION ZEROS 
Consider a system described by the rat i o n a l transfer function matrix 
G(s). A minimal fa c t o r i s a t i o n of G(s) may be wr i t t e n 
G(s) = D'^(S) N(S) (3) 
where (D(s), N(s)) (4) 
is a minimal basis. Now apply constant output feedback F so that the 
transfer function matrix becomes 
Gp(s) = G(s)(I + F G(s))"^ (5) 
= ( I + G(s) F)"^ G(s) (6) 
provided | l + F G(s)| ^  0. In the following i t i s assumed that this 
condition i s s a t i s f i e d . Substituting for G(s) from (3) i n (5) gives 
Gp(s) = [ I + D"^(S) N(S)F]"^ D"^S) N(S) 
= [DCs) + N(s) F]'^ N(s) (7) 
Now [D(s) + N(s) F, N(s)] = [D(s), N(s)] I 0 m 
F I 
e 
(8) 
Hence, since [D(s), N(s)] has f u l l row rank for a l l f i n i t e s 
[D(s) + N(s)F, N(s)] also has f u l l row rank and the f a c t o r i s a t i o n (7) 
is a r e l a t i v e l y prime f a c t o r i s a t i o n of G^Cs). 
Now the row degrees of [D(s) + N(s) F, N(s)] are exactly those of 
[D(s), N(s)] since i f [ d . (s)^ n. (s) ] (9) 
is the i t h row of (A) then 
[ d . (s) + n j ( s ) F, n.(s)] (10) 
is the i t h row of (8). Consequently 
(a) i f 6(n^) < 6(d^) the row degree of the i t h row of (8) is equal to 
6(d^) which i s the degree of the i t h row of (4). 
(b) i f 6(n^) > 6(d^) since the n^ term i n (10) remains unchanged, the 
degree of (10) is equal to 6(n^) which i s the degree of (9), i . e . the 
i t h row degree of (8) i s equal to the i t h row degree of (4) for a l l i 
5. 
Further 
High order coefficienct 
matrix of (D(s) + N(s)F,N(s)) 
High order coefficient 
matrix of (D(s). N(s)) 
X I 0 
m 
F i 
e _ 
(11) 
Since (D,N) i s a minimal basis the high order c o e f f i c i e n t matrix of (4) 
has f u l l rank. Hence (11) has f u l l rank and consequently (7) is a minimal 
f a c t o r i s a t i o n of G^(s), 
These observations, i n view of theorem 1, allow us to state the 
following theorem: 
Theorem 2 
i ) the f i n i t e zeros of G^  are the f i n i t e zeros of N(s). 
i i ) the i n f i n i t e zeros of G^  are the zeros of A(ti)) N(l/a)) at w = 0 
where A (to) i s defined as i n theorem 1. 
Corollary 1 
The f i n i t e and i n f i n i t e zeros of the transfer function matrix are 
invariant under constant output feedback. . 
The result for the f i n i t e zeros was o r i g i n a l l y proved by Rosenbrock [ 5 ] , 
and the above theorem gives a generalisation of this result to include 
the i n f i n i t e zeros of G(s). 
IV. THE EFFECT OF OUTPUT FEEDBACK ON THE DECOUPLING ZEROS 
Consider the system described by the polynomial system matrix 
T(s) U ( s ) l (12) 
•V(s) W(s) 
where T(s), U(s), V(s), W(s) are respectively r x r , r x j t , m x m and 
m X . Now apply constant output feedback so that the system matrix 
becomes 
'T(S) U(s) 0 0 
V(s) W(s) - I 0 
0 I F - I 
0 0 I 0 
(13) 
The relationship between the f i n i t e decoupling zeros of (12) and (13) 
is widely known and i s stated i n the following theorem: 
Theorem 3 
Let the system S have f i n i t e input decoupling zeros { ^ ^ } , output 
decoupling zeros {a^} and input-output decoupling zeros {d}. Then the 
system S^  has 
i ) i . d . zeros {3^} and no others 
i i ) o.d. zeros {Q^} and no others 
i i i ) i.o.d. zeros {^^} and no others. 
Proof: This result is proved i n [ 5 ] page 157. 
The i n f i n i t e input decoupling zeros of S are defined as the zeros at 
= 0 of (T (1/0)) U(l/a)))and the other i n f i n i t e decoupling zeros are 
defined in a similar manner. The i n f i n i t e decoupling zeros of S^  are 
not i d e n t i c a l to those of S as can be seen from the following example 
Example 1 
Let s 1 1 
1 0 0 0 
5 
s 0 1 0 
0 1 , 0 1 
(U) 
The input decoupling zeros of S are the zeros atto = 0 of 
-1 
1 0 0 0 
b? 0 2 3 3 1 (jj (jj w 
1 0 
Hence S has 2 i n f i n i t e input decoupling zeros. 
Now apply output feedback ^ = 1 f ] ^ ^ ^ f^2 
^21 ^22 
The i n f i n i t e input decoupling zeros of S^  are the zeros at oj 0 of 
l/o)-" 
1 
1/to 
0 
1 
0 
1 
0 
0 
l/oj^ 0 1 0 -1 0 
0 1 0 1 0 -1 
0 
1 0 f l l f l 2 
0 1 ^21 f 22 
•1 0 
0 -1 
2 0) 1 1 
5 0 0 to 
1 0 1 
0 0) 0 
-1 
0 
0 
1 0 
^21^22.' ° 1 
0)5 0 0 
0 iL) 0 
0 0 
This i s a prime f a c t o r i s a t i o n and the numerator has Smith form 
( I5 0 0 ) 
^ 5 > ( 0 0 ) ^ 0 ) 
Hence the system with output feedback has 5 i n f i n i t e input decoupling 
zeros, i . e . the introduction of constant output feedback has increased 
the number of i n f i n i t e input decoupling zeros. 
Although the i n f i n i t e decoupling zeros are not i n general invariant under 
constant output feedback there are certain special cases when the 
i n f i n i t e decoupling zero structure i s not altered. 
Theorem A 
Let P(s) D(s) N(s) ( 1 5 ) 
I 
- I 0 
be a re a l i s a t i o n of the transfer function matrix 
G(s) = D"^  (S) N(S) ( 1 6 ) 
When output feedback is applied the system matrix becomes 
Pp(s) D(s) N(s) 0 
- I 0 I 
F f I ( 1 7 ) 0 - I 
0 0 - I I 0 
Then P(s) and Pp(s) have the same decoupling zeros, both f i n i t e and 
i n f i n i t e . 
Proof: The result for the f i n i t e input, output and input/output 
decoupling zeros i s a special case of theorem 3 i ) . 
Let 
(Dd/w), Nd/oj)) = D"^(D,N) (k(D), ?J(N)) 
be a r e l a t i v e l y prime f a c t o r i s a t i o n of (D(l/tu) , N(l/oj)). Hence the 
i n f i n i t e input decoupling zeros of P(8) are the zeros at oj = 0 of 
(k(D), S f(N)). 
Now 
Dd/oj) N(l/cu) 0 0 
- I 0 1 0 
0 - I F I 
D~^(D,N) 0 0 
I 0 
0 I 
- 1 
Sf(D) ?}(N) 0 0 
- I 0 1 0 
0 - I F I 
This i s a r e l a t i v e l y prime f a c t o r i s a t i o n . Consequently the i n f i n i t e input 
decoupling zeros of Pp(s) are the zeros at w = 0 of 
'^(D) S'(N) 0 0 
- I 0 1 0 
0 - I F I 
which can be reduced by constant transformations to.-the form 
1^(0) {VCN) 0 0 
I 0 
0 I 
Hence the i n f i n i t e input decoupling zeros of P^Cs) are the zeros 
at to= 0 of 
(S'(D). IVCN)) 
Clearly P(s) has no i n f i n i t e output decoupling zeros. The i n f i n i t e 
output decoupling zeros of Pp(s) are the zeros at (0 = 0 of 
"D(1/(O) N(l/io) 0~ "2^ (D,N) 0 0 o" -1 S'(N) o" 
- I 0 I • 0 I 0 0 - I 0 I 
0 - I F 0 0 I 0 0 - I F 
0 0 - I 0 0 0 I 0 0 - I 
This is a r e l a t i v e l y prime f a c t o r i s a t i o n and the numerator has f u l l rank 
for a l l to . Hence PpCs) has no i n f i n i t e output decoupling zeros. 
Neither P(s) nor Pp(s) has any i n f i n i t e input/output decoupling zeros 
since neither has any output decoupling zeros. 
CoroUory 2 
I f P(s) as i n (15) has (D(s) N(s)) a minimal basis then Pp(s) has no 
f i n i t e nor i n f i n i t e decoupling zeros. 
Of course analogous statements hold concerning the decoupling zero structure 
of system matrices i n the form 
•3(s) I P^(s) 
-N(s) 0 
10 
Any polynomial system matrix such as (12) can be realised i n the state 
space form 
"sI-A B S3(s) 
(18) 
-C D(s) 
where A, B, C are constant matrices respectively n x n, n x fi, and m x r 
and D(s) i n polynomial. ^gC^) ^° i n f i n i t e decoupling zeros. The 
next result shows the eff e c t of constant output feedback on the 
decoupling zeros of a system matrix w r i t t e n i n this form. 
Theorem 5: 
I f a system matrix S (s ) i n state space form has no i n f i n i t e decoupling 
zeros, then i n f i n i t e decoupling zeros cannot be introduced merely by 
the addition of constant output feedback. 
Proof: With constant output feedback (18) becomes -
(19) 
s i -A n B 0 0 
-C D(s) - I 0 
0 I F 
1 
- I 
0 0 I ' 0 
The i n f i n i t e input decoupling zeros are the zeros at O) ' = 0 of 
I/OJI -A n 
-C 
0 
B 
D(1/(D) 
I 
0 
- I m 
(20) 
0)1 
1 
0 
0 
0 0 
^(oj) 0 
1 I -Acu n 
-^(a))C 
0 
Boj 
\^(0)) - ^ ( 0 ) ) 
I 0 
1 I 
(21) 
D^ ^ (oj) N^(a)) 
where D(l/aj) = IT^ (W) \^(OJ) i s a prime f a c t o r i s a t i o n . 
11 
Hence N^(u)) has f u l l row rank for a l l o), (21) is a r e l a t i v e l y prime 
fact o r i s a t i o n and N^  (w) has no zeros at ID = 0, i.e. the system with 
constant output feedback has no i n f i n i t e input decoupling zeros. 
The analogous result for the i n f i n i t e output decoupling zeros can 
be proved i n a similar manner. Note that this result is independent 
of the value of F. 
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THE EFFECT OF OUTPUT FEEDBACK ON THE TRANSFER FUNCTION POLES 
Any ra t i o n a l function g(s) can be decomposed as 
g(s) = g^(s) + d(s) (22) 
where gg(s) i s s t r i c t l y proper and d(s) is polynomial. Then the 
f i n i t e poles of g(s) are the f i n i t e poles of gg(s) and the i n f i n i t e 
poles of g(s) are the i n f i n i t e poles of d(s). An analogous result 
can be derived for rati o n a l matrices, but f i r s t the following lemma 
is required. 
Lemma 1 
Let G(s) = N(s) + D(s) (23) 
where G(s) is a ratio n a l matrix and D(s) is a polynomial matrix. 
Then N(s) + D(s) has the same f i n i t e poles as N(s). 
Proof: Rosenbrock ([ S] p. 113, exercise 4.1) states that N(s) has the same 
denominator polynomials ij)^ i n i t s McMillan form as G(s). The f i n i t e 
poles are the zeros of the i/;^ and hence the lemma follows. 
Theorem 5 
Let G(s) be a ratio n a l matrix. Then G(s) can be wr i t t e n 
G(s) = Gg(s) + D(s) (24) 
where G^u) i s s t r i c t l y proper and D(s) i s polynomial. Then 
i ) the f i n i t e poles of G(s) are the f i n i t e poles of Gg(s) 
i i ) the i n f i n i t e poles of G(s) are the i n f i n i t e poles of D(s) 
Proof: 
i ) obvious since ^^(s) i s a special case of N(s) i n Lemma 1. 
i i ) l e t s = l/o) so that 
Gd/oj) = Ggd/o)) + Dd/w) 
Since Gg( ) i s s t r i c t l y proper i t has no i n f i n i t e poles and hence 
Ggd/oj) has no poles at w = 0. Since D(s) i s polynomial i t has no 
f i n i t e poles and hence D(l/aj) has a l l i t s poles at co = 0. 
Now l e t Ggd / i i ) ) = 1 M(aj) and hence G(s) = 1 [ M(a)) + D(l/a)) d(a))] 
d(ui) d(u)) 
13. 
where d((j) i s the lowest common denominator of a l l the elements of 
Gg(s) and M(a)) is polynomial. Note that d(0) ^ 0 and [M(a)) + D(l/to)d((D)] 
has no poles except at o) = 0. 
Now the i n f i n i t e poles of G(s) are the poles at o) = 0 of [ M(aj) + D(l/a))d(to) ] 
and, by Lemma 1, these are the poles of D(l/a))d(D)i.e, the i n f i n i t e poles 
of D(S) are the i n f i n i t e poles of G(s). 
Kalman [ 6 ] defines the McMillan degree of a ra t i o n a l matrix G( ) 
according to the equation 
6(G) = v(Gg(s)) + V(D(S"S 
where Gg(s) and D(s) are defined as i n equation(24). From theorem 
5 i t can be seen that v(Gg(s)) represents the t o t a l number of f i n i t e 
poles of G(s) and v(D(s ^ ) ) represents the t o t a l number of i n f i n i t e 
poles of G(s) . 
The following result follows d i r e c t l y from a widely known result 
concerning the effect of output feedback on the McMillan degree of the 
transfer function matrix. 
Theorem 7 
The t o t a l number of poles (both f i n i t e and i n f i n i t e ) of the transfer 
function matrix is invariant under output feedback although the number 
of f i n i t e poles may change. 
Proof: Rosenbrock and Hayton [ 7 ] have shown that 6(G) = 6(0^) where 
6(0 denotes the McMillan degree of the indicated matrix. Since the 
t o t a l number of poles of a ratio n a l matrix i s equal to i t s McMillan 
degree the t o t a l number of poles of G is equal to the t o t a l number of 
poles of Gp. However, the least order of G is not in general equal to 
that of Gp and hence the number of f i n i t e poles may change when constant 
output feedback is applied. 
The following example i l l u s t r a t e s this theorem: 
14. 
Example 2 
Let P(s) s + 1 1 
s 
Hence G(s) = s + s + 1 and GdJii) = l+u)+(o 
s + 1 to (1 +U) ) 
i.e. G(s) has one f i n i t e pole at s = -1 and 1 i n f i n i t e pole 
Now apply output feedback so that P(s) becomes 
s + 1 1 0 I 0 
-1 I c 
I 
1 j 0 
with G (s) = s + s + 1 and G (u) = 1 + to + to 
2 2 S + 2 S + 2 l + 2 t o + 2 t o 
i.e. Gp(s) has 2 f i n i t e poles at s = 1 ± i and no i n f i n i t e poles. 
Hence the t o t a l number of poles has not been changed by the addition 
of constant output feedback although the number of f i n i t e poles has been 
changed. 
This result shows that output feedback changes the position of the 
transfer function poles. I t can transform f i n i t e poles to i n f i n i t e 
poles and vice versa. Anderson and Scott [ 8 ] have shown that Gp(s) i s 
almost always proper, i . e . Gp(s) almost always has only f i n i t e poles. 
The problem of determining proper transfer function matrices which are output 
feedback equivalent to a given r a t i o n a l matrix w i l l now be investigated. 
Such matrices w i l l be at most proper since. 
Theorem 8 
Gp(s) i s s t r i c t l y proper i f and only i f G(s) is s t r i c t l y proper. 
Proof: This is theorem 2.7, Chapter 2 i n [ 9 ] . 
15 
In case G(s) i s not s t r i c t l y proper r e c a l l that any transfer function 
matrix G(s) can be expanded as 
(25) 
as in equation (2A). A least order re a l i s a t i o n of G(s) is 
G(s) = Gg(s) + D(s) 
P(s) = Tsl^ - A B • 
-C D(s) 
Note that P(s) has no decoupling zeros and G(s) has McMillan degree 
6(s) = V + 6(D(s)) (26) 
where v is the least order of G(s). 
With the introduction of constant output feedback F the transfer 
function matrix becomes 
G (s) = G(s) ( I + FG-(-0) (27) 
which can be realised as 
Pp(s) s l ^ - A 0 ! 
D(s) I I I I 
F ! 
- f — 
I ! 0 
(28) 
Pp(s) can be reduced by constant transformations to the form 
Pp (s) BF 
•C I+D(s)F I D(s) 
0 - I i 0 
(29) 
Since P(S) had no f i n i t e decoupling zeros, by theorem 3, Pp(s) w i l l also 
have no f i n i t e decoupling zeros, i . e . Pp(s) is a least order r e a l i s a t i o n 
of Gp(s). 
Hence v (G^) = rip 
s i - A 
V 
BF 
I+D(s)F 
(30) 
The conditions under which a l l the i n f i n i t e poles of G(s) become f i n i t e 
poles in Gp(s) can now be stated. 
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Theorem 9 
For a given rational transfer function matrix G(s) expanded as i n (24), 
a proper transfer function matrix Gp(s) w i l l result when constant 
output feedback F is applied i f and only i f 
5( | I + D(S)F| ) = 6(D(s)) ( 3 1 ) 
Proof: The determinant 
S I - A BF 
V (32) 
-C I+D(s)F 
can be expanded by the f i r s t v rows using the Laplace expansion. 
Clearly the highest degree for determinants generated from the f i r s t 
V rows of (32) is v. Further the highest degree among minors of a l l 
orders of 
(-C I+D(s)F) (33) 
is i t s McMillan degree, and 
6((-C I+D(s)F)) = 6(I+D(s)F) (34) 
Hence 6(D(s)) is an upper bound for the degree of minors of a l l orders 
of (33). 
Now i f 
6( |l+D(s)F| ) = 6(D(s)) 
then the above Laplace expansion of (32) w i l l contain a term of 
degree v + 6(D(s)). From the form of (32) i t follows that t h i s i s 
the only term which can possess t h i s degree, i n fact a l l other terms 
in the Laplace expansion have degree s t r i c t l y less than v + 6(D(s)). 
Hence (32) has degree v + 6(D(s)) i f and only i f (31) holds. Now 
i f (32) has degree v + 6(D(s)) then since Pp has least order 
Hp = Vp = V + 6(D(s)) 
= 6(G) 
from equation (26), However, by theorem 7, 6(G) = 6(G^) and so 
= 6(Gp) 
i.e. Gp is proper 
17 
On the other hand i f i s proper then the above argument may be 
reversed to show that 
Hp (=Vp) = V + 6(D(B)) 
Since = v + 6(D(s)) i f and only i f (31) holds i t therefore 
follows that Gp is proper i f and only i f 
6( | I + D(S)F| ) = 6(D(s)) . 
Corollory 3 
The feedback system has no i n f i n i t e poles i f and only i f 
6( I I + DF| ) = 6 ( D ( e ) ) 
As a consequence of this we see that the feedback system w i l l possess 
i n f i n i t e poles whenever 
6( I I + DF| ) < 6(D(s)) 
Corollory 4 
Given a proper transfer function matrix 
G(s) = Gg(s) -f D 
where D is constant and Gg(s) i s s t r i c t l y proper, a non-proper 
transfer function matrix w i l l result when constant output feedback F 
is applied i f and only i f 
I + DF = 0 (35) 
Proof: I f D i s constant then 6(G) = v. (36) 
Also Hp = Vp 
s i - A BF 
V 
C I + DF| 
This determinant has degree v i f and only i f | I + DF ^ 0. 
But, from theorem 7, 6(G) = 6(G^). Therefore, i f (35) does not hold 
6(G) 
6(Gp) 
18 
i.e. Gp i s proper. 
I f | l + DF| = 0 then < v and i s non-proper, having f i n i t e 
poles and v-v^ i n f i n i t e poles. 
19 
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