We consider the incompressible flow of two immiscible fluids in the presence of a solid phase that undergoes changes in time due to precipitation and dissolution effects. Based on a seminal sharp interface model a phase field approach is suggested that couples the Navier-Stokes equations and the solid's ion concentration transport equation with the Cahn-Hilliard evolution for the phase fields. The model is shown to preserve the fundamental conservation constraints and to obey the second law of thermodynamics for a novel free energy formulation. An extended analysis for vanishing interfacial width reveals that in this limit the sharp interface model is recovered, including all relevant transmission conditions. Notably, the new phase field model is able to realize Navier-slip conditions for solid-fluid interfaces in the limit.
Introduction
Multi-phase flow and reactive transport processes are commonly encountered in engineering applications, getting particularly important in the context of porous media flow. Examples comprise processes like concrete carbonation, geological CO 2 -sequestration involving calcite precipitation, ion exchange in fuel cells or the spreading of biofilms in the soil's vadose zone. While the modeling of multi-phase flow is challenging in itself, these applications are even more complex as the involved solid phase can alter the porous medium skeleton in time which in turn changes the overall flow dynamics.
In this contribution we will propose and analyze a mathematical model that governs the incompressible flow of two immiscible fluids that interact with each other and a third solid phase composed of a pure mineral material. This mineral is supposed to be solvable in exactly one of the fluid phases. We will account for the process of precipitation enlarging the domain occupied by the solid phase, as well as dissolution transferring solid material to the fluid phase. For a pertinent example one might think of a mixture of water, oil and natrium chloride, the latter being present as solid, and resolved in water only.
There are multiple approaches to model evolving interfaces of types fluid-fluid, reactive fluid-solid and nonreactive fluid-solid as encountered in our multi-phase flow scenario. Physically mostly well-grounded is the sharp interface formulation. The interfaces are represented as codimension-1 manifolds, moving according to their normal velocity. The normal velocity is determined from transmission conditions that connect to bulk models valid in the respective phases. An alternative approach is based on phase field modelling. Then, the interface is modeled as a diffuse transition zone of small width. Additional order parameters are introduced, approximating the indicator function of each phase in a smooth way. The evolution equations for the phase field are combined with the governing systems for the physical quantities like fluid velocity. A typical requirement on phase field models is thermodynamical consistency which can be achieved if the entire set of evolution equations can be understood as the gradient flow of a free energy functional. The free energy functional is composed of a bulk free energy, with a minimum for each of the pure phases, and an interfacial energy penalizing large gradients in the phase fields. The width of the transition zone is controlled by the phase field parameter. If it tends to zero the phase field model should recover the underlying sharp interface approach. The complexity of such phase field models excludes rigorous treatment but the formal technique of matched asymptotic expansions can be utilized to justify the phase field approach as an approximation to a sharp interface formulation, see Ref. [12] .
The major contribution of this paper is a new phase field model that describes the motion of two fluidic and a solid phase as described above. Up to our knowledge no such phase field model has been proposed before. First, we explain the underlying sharp interface ansatz in Section 2 that fixes the transmission condition between the bulk phases via conservation constraints, reactive mass exchange and the interfaces' curvature influence. Notably, the model incorporates a Navier-slip condition at the fluid-solid interfaces. Without the slip condition, classical results [24] show that the sharp interface model would not be well posed.
The phase field model itself, named δ-2f 1s-model, will be derived in Section 3, see equations (3.26)-(3.31). By construction, solutions of the δ-2f 1s-model will obey the physical constraints of total mass, volume fraction and ion concentration conservation. Introducing a new free energy function it is proven that classical solutions of the phase field model obey the second law of thermodynamics (see Theorem 3.6) . This is in contrast to previously suggested phase field models in the area of reactive transport (see Ref. [10, 25] ) that lack such thermodynamical consistency. The result of Theorem 3.6 relies on the construction of a free energy that explicitly accounts for the ion concentration and in turn fixes the kinetic reactions at the solid-fluid interfaces. We illustrate the capabilities of the δ-2f 1s-model by a numerical experiment on a channel flow problem and relate it for simplified scenarios to previously suggested phase field models in Sections 3.5, 3.8, respectively.
To validate our model we investigate the sharp interface limit in Section 4 using matched asymptotic expansions. The analysis identifies all binary transmission conditions (and bulk equations) as proposed for the sharp interface ansatz in Section 2. Notably, this includes the Navier-slip condition as presented in Section 2.4. This result appears to new, not only for ternary mixtures but also in the fundamental context of binary fluid-solid interfaces.
We conclude this introduction relating the δ-2f 1s-model to existing phase field models for incompressible flow problems. The most commonly used approach for twophase flow is to couple the incompressible Navier-Stokes equation with the Cahn-Hilliard phase field equation. The basic model, called "Model H", was presented by Hohenberg&Halperin [17] . From there on a variety of refined models has been proposed. An important aspect for us is the handling of fluids with different densities. Because the mass averaged generalizations proposed by Lowengrub&Truskinovsky [22] lead to a non divergence-free vector field, we base our work on the volume-averaged model of Abels et al. [1] . For a generalization to three fluid phases, Boyer et al. [7, 8] introduced consistency principles that lead to particular choices of the bulk free energy. Based thereon models for more than three fluid phases have been proposed in e.g. Ref. [9, 13] . When considering more than two phases, three interfaces can meet at a triple junction. Analysis of this triple junction [11, 15, 13] shows that the free energy functional implies a contact angle condition between the three interfaces.
For the description of a fluid-solid interface with a phase field model two main ideas can be pursued. Using a model for two fluid phases, one can introduce a solid phase as a fluid with very high viscosity like in Ref. [3] . In contrast we follow the work of Beckermann [5] (but see also Ref. [26, 18] ), who assigns to the solid a zerovelocity and solves the flow equations only in the volume fraction occupied by fluid. Van Noorden&Eck [27] incorporated a kinetic reaction at the phase boundary. Based on the more general Diffuse Domain Approach [21] , Redeker et al. [25] proposed a model for precipitation and dissolution in our context, that is one solid and two fluid phases. Both works only consider diffusion in the fluid phase, and completely ignore the fluid flow. More recently an Allen-Cahn Navier-Stokes model for reactive one-phase flow with precipitation and dissolution was proposed in Ref. [10] .
The Sharp Interface Formulation
In this section we present the free boundary problem which is the basis for the phase field approach that will be introduced in Section 3. While most of the governing equations and coupling conditions resemble standard choices, we introduce a novel ansatz for the momentum in the solid phase and for its coupling to the fluid phases. In Section 2.4 we show that this approach realizes a Navier-slip boundary condition for the fluid-solid interface.
We introduce a domain Ω ⊂ R N , N ∈ {2, 3}, and assume that it is the disjoint union of domains Ω 1 (t), Ω 2 (t) and Ω 3 (t) for all times t ∈ [0, T ]. We interpret Ω 1 (t), Ω 2 (t), Ω 3 (t) as bulk domains which are occupied by fluid phase 1 (e.g. water), fluid phase 2 (e.g. oil) and a solid phase, respectively. All bulk domains are time-dependent, as the fluid bulk domains can change by convection and the solid bulk domain by precipitation and dissolution processes. As displayed in Figure 1 we denote the interface between Ω i and Ω j by Γ ij (i < j). The normal unit vector n ∈ S N −1 of the interface Γ ij is supposed to point into Ω j . We call Γ 12 the fluid-fluid interface, and Γ 13 and Γ 23 fluidsolid interfaces. By ν ∈ R we denote the normal velocity of the interface Γ ij .
The Bulk Equations
We consider the incompressible flow of the viscous fluid phase i in Ω i (t), i ∈ {1, 2}. Then, for a velocity field v = v(t, x) ∈ R N and pressure p = p(t, x) ∈ R the dynamics is governed by the incompressible Navier-Stokes equations, that is
Here, the fluid density ρ i > 0 and the viscosity γ i > 0 are assumed to be constant but are allowed to be different for each fluid phase. The symmetric Jacobian ∇ s v is given by ∇ s v = 1 2 ∇v + (∇v) t . Furthermore, we assume the presence of ions that can dissolve in fluid phase 1 but not in fluid phase 2. Thus we account for the ion-concentration c = c(t, x) ≥ 0 in Ω 1 (t) which is supposed to satisfy a standard transport-diffusion equation
in Ω 1 , t ∈ (0, T ), using a constant diffusion rate D > 0. In the solid phase we assume to have a constant ion-concentration c * > 0. Albeit the solid phase should be immobile we impose an artificial velocity field v = v(t, x) for it that is assumed to satisfy the elliptic law
in Ω 3 , t ∈ (0, T ), with constants γ 3 , d 0 > 0 and density of the solid phase ρ 3 > 0. Notably equation (2.4) has no physical meaning, but will be essential to establish a slip condition for the tangential fluid velocity at the fluid-solid interfaces Γ 13 (t) and Γ 23 (t).
The Interface Conditions
We proceed describing the interfacial dynamics between the bulk domains. The velocity field v : Ω 1 (t) ∪ Ω 2 (t) ∪ Ω 3 (t) → R N is assumed to be continuous across all domains, i.e. v = 0 on Γ 12 , Γ 13 and Γ 23 .
Here a is the jump of a quantity a(x) across an interface Γ ij , that is
for v The interface conditions between two fluids are determined by the balance laws for mass and momentum. They are given for the Navier-Stokes system by
involving the normal velocity ν of the interface, the mean curvature κ and the (constant) surface tension coefficient σ 12 > 0 between the two fluids. For the fluid-solid interfaces Γ 13 and Γ 23 we impose the conditions v · n = 0 on Γ 13 and Γ 23 ,
for all τ ∈ R N , τ ⊥ n on Γ 13 and Γ 23 .
(2.9)
Condition (2.8) is the usual no-penetration condition for fluid flow. Condition (2.9) will give, together with (2.4), a slip condition for the tangential flow, see Section 2.4 for details.
Remark 2.1. Instead of (2.8) one can impose the more general mass conservation −vρ 1 · n = ν ρ on Γ 13 . This allows for a volume change related to the reaction process. Under the assumption that the solid phase has the same density as fluid phase 1, that is ρ 3 = ρ 1 , there is no volume change and we recover (2.8) . For the sake of simplicity we will present the technically less involved computations resulting from (2.8) .
It remains to fix the normal velocity of the fluid-solid interfaces Γ 13 and Γ 23 , which is given by the rates of precipitation and dissolution. We assume that reactions can only take place between fluid phase 1 and the solid phase, excluding reactions across Γ 23 . Precisely, we choose ν = −r(c) + ασ 13 κ on Γ 13 , (2.10)
The reaction rate function r = r(c) depends only on the ion concentration c in fluid 1 and models both, dissolution and precipitation. We follow Knabner et al. [20] without introducing additional effects such as surface charge, and assume r(c) to be monotonically increasing in c.
Remark 2.2. A simple choice for a reaction rate r(c) is given by modelling the rate of precipitation using a quadratic mass action law and the rate of dissolution using a constant rate. With reaction rates k 1 , k 2 > 0 this means
The term ασ 13 κ in (2.10) models curvature effects acting on the precipitation and dissolution process. While in previous works [10, 25] the sharp interface limit of the phase field models required a positive α, we also allow for α = 0 in our analysis. We will need to distinguish between the cases with and without curvature effects, that is α > 0 and α = 0, for the free energy functional in Section 3.7 and for the asymptotic analysis in Section 4.4.
Finally, we need a transmission condition that ensures the conservation of ions. Recall that we assume a constant ion concentration c * in the solid bulk domain Ω 3 . For Γ 13 and Γ 12 we thus impose the Rankine-Hugoniot like conditions
12)
∇c · n = 0 on Γ 12 .
(2.13)
The Contact Angle Condition
The set of points where the three bulk domains Ω 1 (t), Ω 2 (t), Ω 3 (t) meet consists of manifolds Γ 123 with codimension 2. In the two-dimensional case the domains meet at distinct points, while in the three-dimensional case they meet at lines. Let us consider the two-dimensional case first. Given the surface tension coefficients σ 12 , σ 13 , σ 23 > 0 we impose the contact angle condition
at Γ 123 , where β i is the contact angle of Ω i at the contact point. Note that the β i are uniquely determined through (2.14) and β 1 + β 2 + β 3 = 2π.
In the three-dimensional case, we impose condition (2.14) on the plane perpendicular to Γ 123 .
With this, the description of the sharp interface formulation is complete. It consists of the bulk equations (2.1)-(2.4), the interface conditions (2.5)-(2.13) and the contact angle condition (2.14) . It is necessary for the well-posedness of the sharp interface formulation that β 3 = π and that we have the interface condition (2.9) instead of a noslip condition. Classical results [24] show that prescribing both, a non-moving contact point and a contact angle, leads to an ill-posed model.
Additional boundary conditions have to be imposed on ∂Ω, for example a Navier-slip condition for v and a homogeneous Neumann boundary condition for c. For the sake of brevity we will not consider expansions close to the boundary ∂Ω in the sharp interface limit in Section 4.
The Navier-Slip Condition
Before we conclude this section on the sharp interface model, we investigate the effect of the bulk equation (2.4) for v in the solid domain Ω 3 together with the boundary conditions (2.9) at the boundary of Ω 3 . Given a slip length L > 0, the Navier-slip condition reads
at the interfaces Γ 13 and Γ 23 , where all variables are evaluated from the side of the fluid bulk phase. We will show that classical solutions to the sharp interface formulation (2.1)-(2.14) approximately satisfy (2.15) with
For the sake of simplicity we consider a simple planar geometry, i.e.
, Ω 2 = ∅ and let all unknowns only depend on x 1 . Then (2.4) reads as
Assuming a bounded velocity profile for
with some vector constant C ∈ R N . In the solid bulk domain Ω 3 we find up to the boundary
Assume that there is no reaction, so that (2.9) reduces to
Recall that by (2.5) v is continuous across the interface Γ 13 . Therefore, with (2.17) and (2.18) we find at the boundary of Ω 1 , that is for x 1 → 0 + , the Navier-slip condition (2.15), (2.16) .
In a more general geometry we also expect this behavior, as long as the exponential decay of v in the interior of Ω 3 is sufficiently fast. For this, the quotient d 0 /γ 3 should be large. As both, d 0 > 0 and γ 3 > 0, are non-physical parameters, the slip length L can be chosen while keeping a large quotient d 0 /γ 3 .
On the left hand side of (2.9) we have the term 1 2 νρv · τ . This term appears in the sharp interface limit in Section 4.5. In general, we expect the normal velocity ν of a fluid-solid interface to be small, so this term has minor influence on the slip length. A different approach considered in Ref. [10] is to choose γ 3 = 0. Our analysis in this section does not hold in that case. Instead, (2.4) directly results in v = 0 in the solid domain Ω 3 and the continuity of v in (2.5) implies a no-slip condition for the fluid. When considering the sharp interface limit for this approach, we do not get the tangential stress balance (2.9), as it would over-determine the system.
The Phase Field Model

Preliminaries
To establish a phase field model in our case we introduce the fields
that approximate the indicator function of the respective phase in the sharp interface model. We summarize the fields in the vector-valued function Φ = (φ 1 , φ 2 , φ 3 ) t and call Φ = e i a pure phase, with e i ∈ R 3 being the i-th unit vector. In contrast to the sharp interface formulation, φ i runs smoothly between 0 and 1 in a small layer around the interface. The width of this diffuse transition zone is controlled by a new parameter ε > 0. In the limit ε → 0 the layer collapses to the interface and we expect to regain the sharp interface formulation (2.1)- (2.14) . For this we will consider the sharp interface limit by asymptotic expansions in ε in Section 4.
Understanding the smooth phase field parameter φ i as a volume fraction of the i-th phase we want to ensure that Φ satisfies for all t ∈ [0, T ] and x ∈ Ω the conservation constraint
and additionally the range restriction φ i (t, x) ∈ [0, 1]. However, the phase field dynamics will rely on the fourth-order Cahn-Hilliard evolution, which does not satisfy a priori such a maximum principle. We will enforce the relaxed constraint φ i (t, x) ∈ (−δ, 1 + δ) for some small δ > 0 by using an unbounded potential function. To do so, we define first a double-well potential W dw (φ) by
x ∈ (−1, 0), 0
x ≥ 0, (3.2) see also Figure 3 . To define now the potential function W (Φ) : R 3 → R we note that its choice based on the double-well function W dw induces different surface energies for each of the interfaces by different scalings (see also Remark 3.2). Based on the work of Boyer et al. [7, 8] we consider
with scaling coefficients Σ i > 0 (i = 1, 2, 3), see also Figure 3 . Because W 0 (Φ) is only a reasonable choice for states Φ from the plane i φ i = 1 we introduce a projection P of R 3 onto this plane by
With the projection we finally define the potential W (Φ) := W 0 (P Φ). Note that W (Φ) : R 3 → R is a function with a minimum in each of the pure phases Φ = e i . Moreover, the choice will ensure in particular that Φ satisfies the constraint (3.1). An equivalent formulation by introducing a Lagrange multiplier for the constraint is given in Ref. [7] .
In this case there are only transition zones between the pure phases Φ = e i and Φ = e j . Then W reduces to the scaled double-well potential:
In the asymptotic analysis in Section 4.4 the scaling factor Σ i + Σ j will be identified as the surface energy σ ij of the sharp interface formulation (2.1)-(2.14). We therefore have
In the literature, see e.g. Ref. [16] , −Σ i is known as wetting or spreading coefficient. A negative value of Σ i implies σ jk > σ ij + σ ik , that is an interface of phases j and k is energetically less favorable than a thin film of phase i in between these phases, phase i is "spreading". While σ 23 will have less impact on our model due to scaling, the surface energy σ 12 induces surface tension effects between the two fluids and σ 13 impacts the precipitation and dissolution process. 
The 2f 1s-Model
We proceed to present the complete phase field model coupling the Cahn-Hilliard equations with the Navier-Stokes system, describing two fluid phases plus one solid phase (2f 1s). The total fluid fraction φ f and the ion-dissolving fluid fraction φ c are given by
Furthermore, we define the total density and the fluid density by
To govern the three-phase dynamics we introduce for ε > 0 the 2f 1s-model
The flux terms are given by
The reaction terms R 1 , R 2 , R 3 , R c , R f modelling precipitation and dissolution of ions satisfy
It remains to fix R 1 which will be derived in Section 3.7 as a constitutive relation from thermodynamical considerations. The term S models the effective surface tension between the two fluids. There are a multitude of choices even for the two-phase case, see Ref. [19] for an overview. As generalization to the three-phase case which assures thermodynamical consistency (see Theorem 3.6) we use
The 2f 1s-model (3.7)-(3.12) is complemented by initial conditions and is subject to the boundary conditions v = 0, (3.16)
Here n Ω ∈ S N −1 denotes the outer normal unit vector on ∂Ω.
Discussion of the 2f 1s-Model
Discussion of Equation (3.7): Requiring φ f v to be divergence free replaces the usual incompressibility constraint on v alone. We follow here the idea of volume averaging presented by Abels et al. [1] , instead of the classical approach by Lowengrub&Truskinovsky [22] . The latter would not lead to a divergence-free formulation which we favor for numerical reasons. Note that v in (3.7) has then to be understood as the velocity of the fluid fraction instead of some average velocity of the full mixture. In particular, the ansatz prevents advection of the phase parameter φ 3 of the solid phase in the governing equation (3.11).
Remark 3.3. We assume like in Section 2 that the densities ρ 1 and ρ 3 equal. Otherwise, the reaction process would lead to a change in volume, see also Remark 2.1 and we would loose the incompressibility constraint (3.7). Note that the relation
is a special case of the more general mass conservation relation R 1 ρ 1 + R 3 ρ 3 = 0 accounting for change in volume. Equation (3.7) would read in this case as
Discussion of Equations (3.8):
The momentum equations are formulated for the combined momentum ρ f (Φ)v of the two fluid phases and involve the pressure-like term φ f ∇p. Note that this term is not in divergence form anymore, due to the fact that the solid phase is assumed to be immobile and can thus act as a sink or source for momentum. This becomes clear by rewriting
The first term on the right hand side is now in divergence form. The second term contributes in the interfacial region between the solid and the fluid phases, with ∇φ f being orthogonal to the interface here. It is therefore a normal force acting between the solid phase and the fluid phases. The viscosity γ in (3.8) depends on the phase field parameter Φ. We choose harmonic averaging of the bulk viscosities from Section 2, i.e.
Whereas γ 1 and γ 2 are physical quantities, note that γ 3 does not represent a physical viscosity and is used for the Navier-slip condition instead. In Ref. [1] a thermodynamically consistent Cahn-Hilliard model for two-phase flow is constructed by adding a flux term in the momentum equations. We generalize this approach to an additional solid phase by the term ∇ · (J f ⊗ v) and obtain a thermodynamically consistent model, see Theorem 3.6 below. The phase field parameter gets transported by both, the fluid fraction velocity v and the Cahn-Hilliard fluxes J i . This leads to an additional transport of the momentum of each fluid phase with its respective flux J i .
Next, we discuss the term d(φ f , ε)v. Here d(·, ε) can be any smooth, decreasing function with d(1, ε) = 0, d(0, ε) = d 0 > 0 for a constant d 0 independent of ε. This term ensures that v is small in the solid phase. Similar ideas have been used in Ref. [5, 10, 14] . While these works get v = 0 in the solid phase, we use the variable to allow for slip at the fluid-solid interface instead, see Section 2.4. 
Discussion of Equation
f (Φ, ∇Φ) = W (Φ) ε + 3 i=1 εΣ i 2 |∇φ i | 2 .(3.
21)
Pure phases Φ = e i are minima of the potential W (Φ). Phase transitions, that are characterized by large gradients, are penalized in (3.21) through the term |∇φ i | 2 . These two energy contributions get weighted by the parameter ε, resulting in phase transitions with a width of order ε. Following Boyer et al. [7, 8] the coefficients Σ i have no influence on the width of the diffuse transition zone. The Cahn-Hilliard equations (3.10), (3.11), (3.12 ) are coupled to the Navier-Stokes equations (3.7), (3.8) through the advection of φ 1 and φ 2 . The solid phase φ 3 is not advected, leading to an effective total flow velocity of φ f v, as described above.
As we will see in Section 3.6, solutions to our model satisfy
As a consequence one of the equations for the three phase field parameters can be eliminated.
The δ-2f 1s-Model
For the 2f 1s-model we are not able to achieve thermodynamical consistency without the following modification. We need to avoid that quantities like φ f and ρ f from (3.5) and (3.6) can attain negative values, leading to a degeneration of the model. Therefore, we redefine these quantities using the small parameter δ which has been used to define the double-well potential in (3.2) .
It is straightforward to see that these quantities are positive if φ i > −δ and (3.1) hold. Note that the double-well function W dw (φ i ) from (3.2) diverges at φ i = −δ and φ i = 1 + δ. This will imply φ i ∈ (−δ, 1 + δ) by establishing an energy estimate in Section 3.7.
We proceed to formulate the δ-2f 1s-model by
in (0, T ) × Ω. The modification also affects the surface tension term S, such that we are led to replace S in (3.8) byS with
Remark 3.4. Note that for δ → 0 the double-well function W dw (φ i ) converges point-wise to a potential of double-obstacle type, i.e.
and we need to interpret W dw,0 as a set-valued subderivative. The Cahn-Hilliard equation with double obstacle-potential has been thoroughly studied, see for example Ref. [6] . While this ansatz does not require any modification to φ f , ρ f , φ c and γ, the resulting model will include variational inequalities, which we aim to avoid.
From here on we will consider only the δ-2f 1s-model (3.26)-(3.31).
Numerical Example
Before we analyze the δ-2f 1s-model, let us illustrate the capability of the model by a numerical example. The equations were discretized using the Galerkin-FEM method.
Taylor-Hood elements were used for v and p, and P 2 -Lagrange elements for φ 1 , φ 2 , µ 1 , µ 2 , c. The implementation was done in PDELab [4] using DUNE-ALUGrid [2] . We consider initially a solid nucleus (φ 3 , red) in a channel flow (φ 1 , dark blue). Attached is a part of the second fluid phase (φ 2 , light blue). The initial datum is displayed in Figure 4 , top left. The upper and lower boundaries are impermeable while the left(right) boundary acts as inflow(outflow) boundary. Due to a flow from the left, the second fluid phase gets pushed behind the nucleus (see Figure 4 , top right/bottom left. Because the ion concentration at the inflow boundary is oversaturated, the nucleus begins to grow as can clearly be seen from the last graph in Figure 4 . 
Conservation of Total Mass, Ions and Volume Fraction
Consider the δ-2f 1s-model with boundary conditions (3.16)- (3.19) . The phase field equations are written in divergence form, so it is easy to see that for classical solutions we have
i.e. the phase field variables are balanced by the reaction terms only. Using (3.14) this implies that the total mass ρ(Φ) from (3.6) is conserved, that is
Moreover, the total amount of ions, given byφ
Finally, classical solutions of the δ-2f 1s-model obey also (3.1) provided (3.1) is satisfied initially. This is due to our construction of the triple-well function W (Φ) = W 0 (P Φ) with the projection P from in (3.4) 
and thus we get the desired conservation of volume fractions as
Thermodynamical Consistency
Interpreting the Cahn-Hilliard equation as a gradient flow of the Ginzburg-Landau energy (3.21) and following the ideas in Ref. [1] the δ-2f 1s-model can be shown to be thermodynamically consistent. That is, we find a free energy functional satisfying a dissipation inequality along the evolution of the δ-2f 1s-model. In our case it is
This free energy functional consists of three parts: The kinetic energy of the fluid phases, the Ginzburg-Landau energy (3.21), and a third termα −1 g(c)φ c . The last term represents the free energy associated with the fluid-ions mixture, depending only on the ion concentration. Note that precipitation and dissolution can increase the surface area between the fluid and the solid phase (and thus the Ginzburg-Landau energy f ), so they have to decrease the free mixture energy g(c) at the same time.
With this in mind, we choose the specific form of the up to now free function R 1 as Under these conditions r is given by the derivative of the free energy with respect toφ c , that is
As stated in Section 2.2 we consider reaction terms r(c) that are increasing in c. A short calculation shows that there is in fact a bijection between convex g(c) and increasing r(c). We will therefore assume g(c) to be convex in the following. The reaction term R 1 does not only depend on r but also on the phase field potentials µ 1 and µ 3 . These represent the influence of curvature effects on the reaction. As described in (2.10) this effect should scale with a chosen constant α ∈ [0, ∞). The case α = 0 requires extra care. We therefore introduce a modified α as α = α for α > 0, ε for α = 0. (3.36) Furthermore, we localize the reaction to the fluid-solid interface by choosing the function q(Φ) as
Remark 3.5. This is a similar choice as in Ref. [25] , where fluid motion is ignored. The situation is more intricate here. In general, we require q = 0 when φ 1 = 0 or φ 3 = 0. Furthermore, across an interface between phase Φ = e 1 and phase Φ = e 3 we require q(Φ) = 2W dw (φ 1 ).
To derive a thermodynamically consistent model we had to introduce the flux terms in (3.13) and the specific choice of the reaction R 1 in (3.35), and can now prove the following theorem. 
Proof. We treat the time derivative of each of the terms in (3.34) separately. Let us start with ∂ t (φ c g(c)). Using integration by parts and the homogeneous boundary conditions we have
(3.37)
Using (3.28), (3.29) and (3.37) we calculate
We require some results from vector calculus: For vector fields A, B we have
Using this and partial integration we get
(3.39) Also, note that
With (3.39) and (3.40) we can calculate the time derivative of the kinetic energy as
(3.41)
Next we consider the surface tension terms. Note that by (3.26)
and using this, partial integration and (3.32) we find 
(3.43)
Finally we calculate with (3.38), (3.41) and (3.43) for the complete expression
A straightforward calculation shows ∇v : ∇ s v ≥ 0. The assertion of the theorem follows by inserting the definitions of J i (3.13) and R 1 (3.35).
Algebraic Consistency
If one of the three phases is not present, we obtain simplified scenarios which reduce to phase field models that are partly known from literature. We will study the cases with one phase already absent initially. As in Ref. [7] we will first show that this phase will not appear at a later point in time. Afterwards we investigate the reduced two-phase models that arise from this simplification. Let in the following i, j, k ∈ {1, 2, 3}, i = j = k = i. We consider the case φ i = 0 and φ k + φ j = 1. Using (3.3) and (3.4) we calculate
For the last step recall the definition of W dw , (3.2), to see that ∂ φ i W dw (φ i ) = 0. Furthermore with φ k + φ j = 1 and the symmetry of W dw (φ i ) with respect to φ i = 1/2 we have
Now let us assume initially φ i (0, ·) ≡ 0. We then have
and therefore J i = −εΣ −1 i ∇µ i = 0. It follows that
as for i = 1 or i = 3 we have q(Φ) = 0 and therefore R i = 0 in all cases. This means that φ i = 0 will not appear spontaneously, but only if enforced e.g. through boundary conditions. For the homogeneous boundary conditions of Theorem 3.6 we have φ i ≡ 0 for all times.
Before we consider special choices we point out another simplification for two-phase flow. With the two conditions φ i = 0 and φ j + φ k = 1 we can reduce the model to a model for a single phase-field variable, say φ j . Using (3.3) and (3.4) we calculate
Solid Phase plus one Fluid Phase (δ-1f 1s)
We consider first the two cases i = 1 and i = 2. That is, one of the two fluid phases is not present in the model. As a phase field variable we choose the indicator of the remaining fluid phase. That is for i = 1 we choose j = 2 and for i = 2 we choose j = 1. Note that as calculated above µ i = 0 and J i = 0. The model δ-2f 1s-model reduces to
in (0, T ) × Ω. This is a 1f 1s-model for a fluid fractionφ f = 2δ + (1 − 2δ)φ j . Previously suggested phase field models for single phase flow with precipitation [10, 27] are based on the Allen-Cahn equation and were only able to ensure a global bound on but no dissipation of the free energy. By Theorem (3.6) the δ-1f 1s-model (3.44)-(3.49) for twophase flow with precipitation/dissolution is also the first phase field model that ensures energy dissipation. The effective surface tension term reduces tõ
i.e. is only there to keep consistency with the modifiedφ f . In the case i = 2 this model is fully coupled. But for i = 1 there is no fluid present that dissolves the ions (φ c = φ 1 = 0). Then R f = R c = R j = 0 and the ion conservation law (3.47) is decoupled from the other equations and equals the diffusion equation δ∂ t c = δD∆c.
Two Fluid Phases (δ-2f 0s)
We consider the case of two fluid phases. That is we have φ 3 = 0 and reduce the model to the phase field variable φ 1 . Note that φ f =φ f = φ 1 + φ 2 = 1 and Σ −1 1 µ 1 + Σ −1 2 µ 2 = 0. With this the δ-2f 1s-model reduces to
Note that equation (3.52) does not couple back to the other equations, it is just an advection-diffusion equation for the ion concentration c.
Let us calculate
We can absorb the first two terms by defining a modified pressurep. Overall, the momentum equation can now be expressed as
The system is, except for the δ-modification ofρ f andγ, the diffuse-interface model proposed by Abels, Garcke and Grün [1] for two-phase flow.
The Sharp Interface Limit
We use matched asymptotic expansions to show that the formal asymptotic limit of the δ-2f 1s-model for ε → 0 is given by the sharp interface formulation (2.1)-(2.14) presented in Section 2. This technique for the sharp interface limit has been pioneered in Ref. [12] validating the overall phase field modelling approach. We will first introduce the setup and assumptions of our asymptotic analysis. Then we investigate the bulk phases of the system by introducing outer expansions. For the interfaces between two phases we introduce inner expansions and matching conditions. In particular we will recover all transmission conditions between the phases as introduced in Section 2. Finally we consider the triple point by a special expansion.
Assumptions and Outer Expansions
An important choice of scaling is δ = ε, so the δ-modifications vanish in the sharp interface limit ε → 0. With this choice the structure of the triple-well function W (Φ) depends on ε.
We are interested in a regime of solutions where bulk phases, characterized through small gradients in the phase field parameter Φ, are separated by interfaces. In this regime we assume that µ i is only of order O(1), not of order O(ε −1 ). This can be expected on a O(1)-timescale, for a detailed discussion, see Ref. [23] . In this regime we also assume that the three bulk phases meet in the two-dimensional case at distinct points, called triple points. In the three-dimensional case they meet at distinct lines, called triple lines.
We assume that we have classical solutions of the δ-2f 1s-model with finite free energy (3.34). This implies in particular φ i ∈ (−δ, 1 + δ).
The minimizers of the Ginzburg-Landau free energy (3.21) that connect Φ = e i with Φ = e j only attain values along the edge between e i and e j because we followed the construction of Boyer in Ref. [7] . As in Ref. [13] we therefore assume that there are no third-phase contributions in the interfacial layers. See (4.13) below for the exact formulation of this assumption.
We assume now, that away from the interface we can write solutions to the δ-2f 1smodel in terms of outer expansions of the unknowns Φ, v, p, c, µ 1 , µ 2 , µ 3 . That is, we can write them (exemplarily for Φ) in the form
where Φ o k , k ∈ N 0 do not depend on ε. In particular, we use this notation also for non-primary variables, e.g.
To group terms by powers of ε, we use Taylor expansions of the nonlinearities. If the respective derivatives exist, we have for a generic function h and variable u = u 0 +εu 1 +. . . 
Solution of Outer Expansions
Expansion of (3.31), O(ε −1 ): We first note that φ o i (0, ·) ∈ [0, 1], as otherwise a small ε would result in W (Φ o ) = ∞. To determine the leading order terms, we have to consider three different cases.
Let us first look at points with φ o i,0 ∈ (0, 1) for all i ∈ {1, 2, 3}. In this case only the polynomial part of W dw does contribute to the equations. The leading order terms are
After some tedious but straightforward calculations, we can find a Φ o 0 satisfying (4.1). It is unstable in the sense that it is not a local minimum of W .
Next, consider the case of φ o i,0 = 0 for exactly one i ∈ {1, 2, 3}. We therefore have the expansion φ o i = εφ o i,1 + O(ε 2 ) and Using (4.2) and the identity
the leading order terms of (3.31) for phase i are given by
The leading order terms of (3.31) for the phases j and k result in an unstable solution Φ o 0 at φ i = φ j = 1/2. The last case is φ o i,0 = φ o j,0 = 0, φ o k,0 = 1. With calculations analogous to the previous case, the leading order terms of (3.31) for φ k are given by
The equations resulting from leading order terms of the other two phases are then trivially fulfilled as well. We have Φ o 0 = e k , and this is a stable solution, as it is a local minimum of W .
Overall, the only stable solutions to the leading order terms are the pure phases
The set of points where Φ o 0 = e k corresponds to the bulk domain Ω k of the sharp interface formulation described in Section 2. 
On the other hand, for Φ o 0 = e 3 the highest order terms result in
which is equation (2.4) of the sharp interface formulation.
Inner Expansions and Matching Conditions
As seen in Section 4.2, there are three stable phases, namely Φ o 0 = e 1 , e 2 , e 3 . We therefore need to focus on the interfaces between these phases. To do so, we introduce
By our assumption, Γ ij is a smooth (d − 1)-dimensional manifold embedded in Ω and depending on time. Let s be a local parametrization of Γ ij , so that x(t, s) ∈ Γ ij . By n we denote the normal unit vector of Γ ij , pointing from phase i into phase j for i < j. We can use this to define local curvilinear coordinates (ζ, s) near the interface Γ ij through
x(t, s, ζ) = x(t, s) + ζn(t, s), see Figure 5 for an illustration. We expect the diffuse interface width being proportional to ε. Therefore let z = ζ/ε be a rescaled signed distance to the interface. We denote by ν = ∂ t x(t, s) · n the normal velocity of the interface. For generic scalar and vectorial variables u and U we obtain the transformation rules (see Ref. [12] and the Appendix of Ref. [1] )
where κ is the mean curvature of Γ ij and ∇ Γ denotes the surface gradient on Γ ij . We assume that close to the interface we can write solutions to the δ-2f 1s-model in terms of inner expansions of the form
and similarly for all other unknowns. For outer expansions and fixed t denote the limit x(t, s, ζ) → x(t, s, 0) from positive ζ by s + and from negative ζ by s − . We match the limit values of outer expansions at s + and s − with the values of the inner expansions for z → ±∞. That is, following Ref. [12] we impose for Φ (and analogously for all other unknowns) the matching conditions
9)
∂ z Φ in 0 (t, s, ±∞) = 0, (4.10)
In particular, combining (4.9) and (4.11) we have for the velocity
Solution of Inner Expansions, Leading Order
Expansion of (3.31), O(ε −1 ): As discussed in Section 4.1 we assume no third-phase contributions in the interfacial layer. In detail, this means that at the interface Γ ij we assume φ in k,0 = 0, where k = i, k = j is the index of the third phase. We get
The leading order expansion of (3.31) for the third phase k reads
As φ in i,0 + φ in j,0 = 1 we conclude (φ in k,1 ) = 0 and with this φ in k,1 ≥ 0. The asymptotic expansion of (3.31) for phase j results in
(4.14)
The matching condition (4.9) implies φ in j,0 (−∞) = 0 and φ in j,0 (∞) = 1. Following from the definition of Γ ij in (4.3) we also get φ in j,0 (0) = 1 2 . With this the solution to (4.14) is given by
Note that if we multiply (4.14) by ∂ z φ j 0 , integrate and use the matching conditions (4.9), (4.10) we find the equipartition of energy
The leading order expansion of the Ginzburg-Landau free energy (3.21) reads
We can define the surface energy σ ij as the integral over the Ginzburg-Landau free energy, that is
where we have used (4.16) and an explicit calculation after inserting (4.15).
Expansion of (3.26), O(ε −1 ): Using the transformation rules, the leading order is
Note that with the considerations above, we have φ in f,0 = φ in 1,0 + φ in 2,0 > 0 across all interfaces. For Γ 12 we find by integrating and using matching condition (4.9)
while for Γ 13 and Γ 23 we find with φ in f,
This is equation (2.8) of the sharp interface formulation.
Expansion of (3.28), O(ε −2 ): We only consider the cases of Γ 12 and Γ 13 . Theñ φ in c = φ in 1,0 + O(ε) and φ in 1,0 > 0. We note that R c is of order ε −1 . Therefore we have in leading order
Then the matching conditions (4.9), (4.10) at z = −∞ imply
Expansion of (3.27), O(ε −2 ): Again, note that R f andS are of order ε −1 , so
To get to the second line we have used that (4.18), (4.19) imply ∂ z v in 0 ·n = 0. Integrating and using the matching condition (4.10) gives
As γ(Φ in 0 ) is positive, we find
With matching condition (4.9) we conclude
This equation is the continuity of v, given by (2.5), in the sharp interface formulation.
Expansion of (3.29), (3.30), O(ε −1 ): We consider the interface Γ 13 . We obtain for the phase field equations (3.30) for phase 3 and (3.29) for phase 1 in leading order
Note that by (3.36) we haveα = α + O(ε). With the notation µ 3−1 := µ in
As there are no third-phase contributions in leading order we have ∂ z φ in 1,0 + ∂ z φ in 3,0 = 0. By construction of q (see Remark 3.5) and the equipartition of energy (4.16) it holds
We interpret (4.23) as an ordinary differential equation for µ 3−1 . From the matching condition (4.10) we get the asymptotic boundary conditions ∂ z µ 3−1 (−∞) = ∂ z µ 3−1 (∞) = 0. Now we need to distinguish between the cases α = 0 and α > 0. For α = 0, integrating over equation (4.23) results in
This is a compatibility condition for the existence of solutions to (4.23) (note that r(c in 0 ) is constant because of (4.20)). When fulfilled, any constant function is a solution to (4.23).
For α > 0 consider first the homogeneous part of (4.23), that is
This allows only for the solution µ = 0. Therefore the unique solution to (4.23) is given by
Rearranging this, we can express the velocity of the interface as
Note that this expression also holds true for the case α = 0, following from (4.24).
Expansion of (3.29), O(ε −1 ): Consider Γ 23 . Arguing similar as above we find that the leading order expansion
allows for each constant function µ in 2,0 as a solution, as long as the compatibility condition ν = 0 (4.26)
is fulfilled. With the same argument applied to the equation for φ 1 we conclude µ in 1,0 to be constant.
The compatibility condition (4.26) corresponds to (2.11) in the sharp interface formulation.
Expansion of (3.29), O(ε −1 ): Consider Γ 12 . Analogous to the result above we get the compatibility condition
and all constant functions µ in 1,0 , µ in 2,0 are solutions. The compatibility condition (4.27) corresponds to (2.6) in the sharp interface formulation.
Solution of Inner Expansions, First Order
Expansion of (3.28), O(ε −1 ): We only consider the interfaces Γ 12 and Γ 13 . Substituting (3.14), (3.35 ) and the inner expansions we obtain with (4.20)
(4.28)
In the case of the fluid-solid interface Γ 13 we have v in 0 · n = 0 and q(Φ in 0 ) = 2W dw (φ 1 ) = ∂ z φ in 3,0 , so by integrating we conclude
. With (4.25) and matching condition (4.11) we get
which describes (2.12) of the sharp interface formulation. If we consider the fluid-fluid interface Γ 12 instead, we have q(Φ in 0 ) = 0 and conclude from (4.28)
With (4.27) and by integrating and matching conditions (4.10), (4.11) 0 = ∇c o 0 (t, s − ) · n, which corresponds to (2.13) of the sharp interface formulation.
Expansion of (3.31), O(1): At an interface Γ ij , consider the difference µ i − µ j . With (3.31) we can write
As 0 < φ in i,0 < 1 and φ in i,0 + φ in j,0 = 1 the O(1) terms of this expansion are given by
We interpret this as a differential equation with Σ i φ in i,1 − Σ j φ in i,1 as the function to solve for. By the Fredholm alternative, this differential equation has a solution if and only if
Using the definition of σ ij in (4.17) and the fact that µ in i,0 − µ in j,0 does not depend on z we find µ in j,0 − µ in i,0 = (Σ i + Σ j )κ = σ ij κ. 
With (4.27) the first two terms cancel out. Using the fact that µ in 1,0 and µ in 2,0 are constant, integrating over z and applying matching condition (4.12) yields p n + µ in 1,0 n − µ in 2,0 n = γ(Φ o 0 )(∇v o 0 + (∇v o 0 ) t ) n. We use (4.30) to conclude the interface condition pI − 2γ∇ s v o 0 n = σ 12 κn, corresponding to (2.7) of the sharp interface formulation.
Expansion of (3.27)·τ , O(ε −1 ): Finally, for the fluid-solid interface Γ 13 and Γ 23 , we again use conditions (4.21) and (4.32). Note that (∇ Γ v in 0 )n = 0, as the surface gradient is perpendicular to the surface normal, and (∇ Γ v in 0 ) t n = ∇ Γ (v in 0 · n) = 0. With this, equation (3.27) at order O(ε −1 ) reads as
where we used (4.25), (4.26) for the reaction term. We only consider the tangential component of this equation. That is, we multiply with an arbitrary vector τ ⊥ n and get
Integrating and using (4.9) and (4.11) we get the interface condition
which is condition (2.9) of the sharp interface formulation for Γ 13 and Γ 23 . We remark that the left hand side term in (4.33) exists due to the fact that the δ-2f 1s-model preserves kinetic energy instead of momentum during precipitation and dissolution. 
As we do not expect the right hand side to vanish, φ in f,0 ∂ z p in 0 has to balance this term. That means that in the region where φ in f,0 gets small, the assumption of ∂ z p in 0 = O(1) is no longer valid. Indeed, numerical simulations show that p can oscillate in the solid part of a fluid-solid interface. 
Triple Point Expansions
As we have three bulk phases Φ o 0 = e 1 , e 2 , e 3 there are regions where these three phases meet. In the two-dimensional case we assume that the three phases meet at distinct points, called triple points. In the three-dimensional case we assume they meet at distinct lines, called triple lines.
In two dimensions the analysis of the triple points Γ 123 (t) = x ∈ Ω : Φ(t, x) = (1/3, 1/3, 1/3) t can be done exactly as in Ref. [11, 15] . For this one introduces local coordinates around ax ∈ Γ 123 and assumes that solutions to the δ-2f 1s-model can be written in terms of triple point expansions in these local coordinates. After matching the triple point expansions with the inner expansions of the three interfaces Γ 12 , Γ 13 , Γ 23 one obtains in leading order the condition 0 = ij∈{12,13,23} σ ij τ ij , (4.34)
where τ ij is the tangential unit vector of Γ ij atx, as shown in Figure 6 . Condition (4.34) is equivalent to the contact angle condition (2.14) in the sharp interface formulation.
For the three-dimensional case, the analysis of the triple lines can be done exactly as in Ref. [13] . We recover (2.14) on the plane perpendicular to the triple line.
