Introduction
The incomplete gamma function r(a, z) occupies a central position in the mathematical literature as one of the most fundamental and important special functions of analysis. This position recently has been reinforced in the development of the new theory of exponentially-improved asymptotic expansions and the associated new interpretation of the Stokes phenomenon where r(a, z) is used as an approximant [9] . The incomplete gamma function also has been shown to have an intimate connection with the Riemann zeta function C(s) and to play an important role in new asymptotic methods for its accurate computation on the critical line [10; 11] . The motivation for the present study arose from this last application in the examination of the growth of the high-order coefficients in an asymptotic formula for £(| H-it) as t -> 00 [11] .
The asymptotic expansion of the normalized incomplete gamma function <2(a, z) = r(a, z)/T(a) as a -> 00 is given by Temme [13;  
An integral representation for Ck(rj)
We shall employ the representation (1.5) for ^(77). To overcome the difficulty of there being no simple representation for Qkiv), we proceed as follows. First, we write (for convenience)
where
&(/*) = ^)^(M)-(2-2)
The right-hand side of (2.1) does not have a singularity at /x = 0 (77 = 0) since Ck(rj) is analytic at this point. Therefore, by Cauchy's integral formula, we can express the coefficients Cfc(ry) in the form , N (-2) fe r(^) / 1 (Qk(w) 11, where f7={2(ti;~ln(l + ti;))} i , (2.4) and the path of integration C is (initially) a simple closed curve lying in the slit plane I arg(w +1)| < TT, which encloses w = jji] we temporarily assume that | arg(/i +1)| < TT. For our purposes, we further require that C enclose w = 0 (which is not a singularity of the integrand). We then expand the integrand to split the integral in (2.3) into two integrals: for the first of these (involving the polynomial Q/c(/^)), the integrand has two singularities, at w = 0 and w = /i, and since both lie inside C, we are permitted to expand the integration path to infinity, noting that the integrand is 0(w~2) as w -► 00. We conclude that the first integral is identically zero, and we are therefore left with the representation "■'--^fwi^^w (2 -
5)
Note that the integrand in this formula now has an additional singularity at 7) = 0 (u? = 0).
The next step is to make an appropriate deformation of C. To do so, we make the simple change of variable w -> t -1 to yield c fe (7?) = i^p/ fe (A) (2.6) where In (2.7), C is a loop in the t plane enclosing the poles t = 1 and t = A (where we continue to assume that |arg(A)| < TT). Recall that the term (t -1 -In^)) -* is real and positive for arg(t) = 0 and t > 1 and is defined by continuity elsewhere for w © FIGURE 1. The contour of integration in the t plane: (a) -TT < arg(t) < TT and (b) -27r < arg(t) < -TT and TT < arg(t) < 27r.
-27r < arg(t) < 27r (except, of course, at t = 1). Note that the integrand is 0(t _fc ""2) as t -► oo and, apart from the branch point at t = 0 and poles at t = 1 and £ = A, has no other singularities 1 in the sheet -27r < arg(t) < 27r.
We now first deform C into a loop 7* surrounding the branch point t -0 along the rays arg(t) = ±7r (see Figure la) . Then we allow the component along arg(t) = TT to pass into the half-plane TT < arg(t) < 27r and, likewise, the component along arg(t) = -TT to pass into the half-plane -27r < arg(t) < -TT. AS a result, we have deformed the path into one which envelops the branch point at t = 0, with one component of V (which we call V~) extending from t = oo to t -0 with TT < arg(£) < 27r and the other, P 4 ", from t = 0 to t = oo with -27r < arg(£) < -TT (see Figure lb) . Since the branch point at t = 0 is integrable, the loop around the origin yields no contribution. The integral (2.7) then can be expressed in the form 7 fc (A) = J fc + (A) + / fe -(A) (2.8) 1 The integrand in (2.7), however, does have singularities outside this sheet, for example, at t = /oe 27ri and t = pe~2 7ri where p is the complex number in the first quadrant satisfying p -1 -In p = 2Tri (to one significant figure, p = 3.1 + 7.52). Since we shall not deform the contour outside the range -27r < arg(t) < 27r, we shall not be concerned about these other singularities.
where /^(A) is given by the right-hand side of (2.7) but with the path of integration being the path from t = 0 to t = oo with -27r < arg(t) < -TT, and Ij^ (A) is similarly defined with the integration path running from t = oo to t = 0 with TT < arg(t) < 27r.
Consider the integral /^"(A). If we make the change of variable t = re }"" ^x (2 9) where "P", the r map of V~, extends from r = oo to r = 0 in the right half of the principal r plane, with the pole at r = A lying above V~. Our task is now to investigate the asymptotic behavior of /^(A) as k -> oo; the treatment of /^"(A) is similar. Accordingly, we recast (2.9) into the standard form for obtaining a steepest descents approximation by making the further change of variable
where u is analytic at r = 1, and the branch is chosen so that u ~ e*™^ -l)/(2 v /7r) as r -> 1. As a result, we obtain
where we define the quantities u^ by 
<-)
The u path C~ corresponds to the r path V with the direction reversed, so that -oo < Reu < oo as u runs along £~. Since p~(w, A) is an analytic function of u at i^, the integral (2.10) is characterized by having a pole at u = % and, for large k, a saddle point at u = 0. It is readily verified that <7 -(?/, A) -> 1 as ^ -► ^, and as such we write 
Prom this last result it therefore follows that f^iv) = fk C 7 ?)-Since the integrand of (2.17) is free of singularity at u = ^, we can deform the integration path C~ to the one corresponding to arg(r) = 0 with 0 < r < oo. By analytic continuation, our restriction | arg(A) | < TT now can be relaxed to | arg(A) | < 27r -8 where 5 is an arbitrary small positive constant. This is because G~(u, A), as defined by (2.14) , is an analytic function of A in | arg(A)| < 27r -S for each fixed r (and corresponding u) with arg(r) = 0. However, if | arg(A)| = 27r, G~(u, A) is singular at the point u = u7 x > on the integration path (which corresponds to r = |A|). To see this, we observe that u7 x > ^ u x (see (2.11)), and hence the first term on the right-hand side of (2.14) is no longer a pole 2 at u = itj^., whereas the second term remains a pole at r = |A| since the factor (r -A) -1 is clearly single-valued. Extension beyond the range | arg(A)| < 27r -5 may be possible for certain values of |A| via a suitable further deformation of integration path, but we do not investigate such an extension since the stated region of validity is larger than that of the original asymptotic expansion (1.1).
So far our analysis has been exact. We now focus on the asymptotics of J^"(A) as k -► oo. Prom the definition of u, it is straightforward to show that Re u 2 > 0 on the new path described above, except at the saddle u = 0 (which lies on the path), and hence the method of steepest descents can be applied. By taking the leading term in the standard saddle point asymptotics of the integrals J^T (A) (see, for example, [8, Chap. 4 , §7]), and referring to (2.21), we arrive at
as k -> oo where (for fi^O)
The expressions in (2.22) hold in the limit as /i -> 0 (77 -^ 0), and one finds in this case that 4(0) = ^VK (2.24)
Asymptotic expansion
We now obtain an asymptotic expansion for the coefficients Ck(rj) as k -> 00, which entails deriving higher terms in the saddle point expansions for J^A). Erom the relation (2.21), it suffices to consider only one of these integrals, namely J^(A), which is given by
u^ is given by (2.11), and the path of integration £ + corresponds to r lying on the positive real axis (with arg(r) = 0). Prom an application of the general saddle point method, with higher order terms, we immediately find an expansion of the form
where the coefficients a^/j,) are formally generated from the coefficients appearing in the Maclaurin expansion (as a function of u) of G + (u, A). Unfortunately, the technique for generating these coefficients directly from the saddle point theory is rather complicated and yields no insight into their general form. The purpose of this section is to address this shortcoming.
First, it is straightforward to verify by induction that each coefficient a^(/z), m = 0,1,2,... has the following general structure aM = {utr-1 -{^ + ^ + -+ ^r} (3) (4) where Ay ' are (complex) coefficients which are independent of //. We do not attempt to calculate these numbers directly, but rather re-expand the (2m + l)-degree polynomial in /z -1 on the right-hand side of (3.4) (in curly brackets) in terms of the polynomials Qk(lJ) (which are defined by (2.2)). The technique is to observe that since a+ (/x) is analytic at /i = 0, the singularities at this point of (^J)~2 m-1 and the polynomial in /x -1 on the right-hand side of (3.4) must cancel.
With the above observations in mind, we expand (^J) 
where h = e~^7 ri /(2^/7r). Next, since ^(77) is analytic at rj = 0 (/i = 0) for k = 0,1,2,..., we deduce from (2.1) that
as fi -> 0 (ry -> 0). On substituting (3.7) into the series for (u^)~2 m '' 1 given by (3.6), we then find that
Analogously, from (3.4), we can assert that as fj, -► 0
since a+(//) is also analytic at fi = 0. On comparing (3.8) with (3.9), it then must follow that
However, the 0(1) term on the right-hand side of this equation must actually be identically zero, since the left-hand side is a polynomial in /x -1 which does not contain a constant term; recall that QjifJ*) is a polynomial in /J, of order 2j. We therefore have proved that 3 The coefficients 6< m) can be expressed alternatively in the form 6^m
where B^^ (a;) is the generalized Bernoulli polynomial and Sj is the Stirling number of the first kind.
The final step is to substitute (3.10) into (3.4), and then in this expression for a+ (/z) to use (2.1) to write As a result, we arrive at our desired representation where
We note that the quantities A^rj) correspond to the removal of the first m 4-1 terms from the series expansion (valid in \r)\ < 2^) of (w^)"" 2771-1 in (3.6), and consequently that .4^(0) = 0.
We now have our main result: T/ie quantities uf and A^rj) are given in (2.11) and (3.12), respectively, and the coefficients bj are defined by the recursion (3.5). The expansion (3.14) is valid for all rj values corresponding to \ arg(A)| < 27r -5 where 8 is an arbitrary small positive constant.
Discussion of the asymptotic behavior
We examine the behavior of Ck(r]) fr om the relation (3.13) and the asymptotic result (3.14). We shall show the existence of two lobes, in the second and third quadrants of the 77 plane, in which Ck(r)) is exponentially large, as k -> oo, relative to its values elsewhere in the complex rj plane.
First, it is well known that (in the Poincare sense) as z -> oo,
where 5 > 0. Suppose first that | arg (±iuf) | < |TT -6. Then, from (2.23) and (3.15) the coefficients a^/x) and af (/J,) are given by so that, from (4.1), (3.14), and the definition (2.11), it follows that
for fixed ii ^ 0. We then obtain from (3.13) c^ = R §^{ -^l We note that the presence of singularities in (4.5) and (4.6) (in the second and third quadrants) at 77 = 2 x /7re ± 4 7 ™ (corresponding to A = e ±27ri ) is explained by the non-analyticity of Ck(rj) at those points.
Maclaurin series expansion
In this section, we show how the large k behavior of the coefficients Ck(ri) can be obtained alternatively from their Maclaurin series expansion. The series expansion of the coefficients ^(77) defined in (1. It is possible to relate the rth partial sum, cj^ (77), to the coefficients ^(77) (j = 0,1,...,fc -r) and thereby invert the finite sum in (5.4). This is carried out in Appendix A, where it is shown in particular that the partial sum c^. and similarly for cjj. ^(77) in terms of the scaled multiplier /£ ^(77). Then (5.5) takes the form
where K is defined in (1.5). The identity (5.7) will form the basis for the determination of the asymptotic behavior of /fc(77) as k -► 00.
We first consider the function /£ ^(77), which by (5.4), (5.2), and (5.6), is given by 
The large k behavior of /^ (TJ) is derived in Appendix B, where it is shown that (see (B.2)-(B.4)) fi 0) (0) = (-) k {sm(^K)-^cos(^K) + O(k-
the terms in this sum for large k at first decrease rapidly in absolute value and then subsequently increase. As a consequence, it is found that for the algebraic component, the terms corresponding to j = k (when k is odd) and to j = 1, k -1, and k (when k is even) contribute 4 to the leading behavior of /^(r;), while for the exponentially large component, the sum (5.7) does not contribute to leading order. Thus, we find as k -► 00 f (27r)
fc+1 7*00(7?) (k odd) 
Numerical results and discussion
In the following discussion of the coefficients in the expansion of <2(a, z) = r(a, z)/r(a), we take | arg(a)| < TT The coefficients Ck(rj) for a given value of rj were computed numerically from (1.4) and (1.5) with fj, (= A -1) determined from (1.2) (see [13] ); the factor fk{v) ' 1S then obtained from (5.6). For small values of 77, it is found more convenient to determine Ck(r]) from the power series (5.1). In Figure 5 .3) ) cannot be distinguished from the numerically computed values on this scale. It is seen that fk(v) decreases smoothly for 77 > 0, while for 77 < 0, there is an oscillatory zone in which /fc(77) "feels" the presence of the nearby lobes L^ before settling down to a constant limiting value as 77 -> -00. Noting that p, ~ ^rj 2 as 77 -» +00 and p ~ -1 as 77 -► -00, we obtain for large k from (5.13) and (5.14), or from (3.13) and (4.2), the limits as 77 -► ±00
This leading behavior corresponds to the result 0^(77) ~ 7A;/M as 77 -> ±00 given in [13, p. 762] . The oscillatory zone in Figure 5 can be accounted for by writing the leading asymptotic terms of /fc(77) in (5.13) and (5.14) (or (3.13) and (4.2)) in the form
for k -► 00 in 77 < 0 where M(rj) = {l + [77 2 /(47r)] 2 }2 and 0 = arg{l + z77 2 /(47r)}.
Since, for 77 < 0, M(77) > 1 and 0 < (/> < §7r, it follows that as k increases, the oscillatory zone and the wavelength of the oscillations will decrease. This tendency is clearly visible in Figure 5 .
In Table 1 , we give the computed values of \fk(v)\ compared with the leading asymptotic behavior for different \rj\ and varying 8 = arg(r7) for 0 < 6 < TT. It is seen that as one enters the upper lobe L* (the behavior in the lower lobe L~ is given by the conjugate value), {fki^l increases dramatically; this behavior is illustrated in Figure 6 .
One consequence of this rapid growth of Ifki^l i n the lobes (or in the corresponding domains in the A plane) is that the behavior of the high-order terms in the expansion (1.1) will no longer be controlled by the simple "factorial divided by a power" dependence when a and z are such that rj lies in either L^. This change in the growth of the coefficients C^T?) clearly has implications for optimal truncation, and hence the accuracy directly attainable from (1.1) as the phases of a and z vary at, for example, fixed |a| and \z\. We also remark that essentially the same coefficients appear in an asymptotic expansion for the generalized exponential integral (or, equivalently, the incomplete gamma function with negative values of the parameter). Hence, the behavior of the coefficients, demonstrated in the present study, also has implications in explicit error bounds in an expansion, up to n terms, recently obtained by Dunster [7] : these error bounds explicitly involve the nth coefficient of the expansion (see [7, Eq. (3.67) and Theorems 6.1 and 6.2]). Finally, we wish to remark that the expansion of the high-order coefficients Ck(r)) (k > 1) in (3.13)-(3.15) involves terms which depend on the low-order coefficients 00(77), 01(77),... . This is an example of the resurgence-like property exhibited by coefficients in an asymptotic expansion. 2 ) + («x)*(l + 2« X ).
We note that Ci ^ 2(«x) 2 for large k when |x| 7^ 0, so that the order of the second term in braces in (C.6) changes smoothly from 0(/c~1) when x = 0 to 0(ft~2) when |x| is bounded away from zero. 8 It is routine to verify, by consideration of the mapping x = z 2 /0--2 2 ), that | arg(x ly ' 2 )| < 7r/2 when I arg(z)| < 7r/2. We omit these details.
