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Abstract
In this paper, by using a Taylor type development, we show how it is possible to associate differential
operators with stochastic differential equations driven by fractional Brownian motions. As an application,
we deduce that invariant measures for such SDE’s must satisfy an infinite dimensional system of partial
differential equations.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Let (X xt )t≥0 be the solution of the Stratonovich stochastic differential equation
dX xt =
n∑
i=1
Vi (X t ) ◦ dBit , X0 = x, (1.1)
where (Bt )t≥0 is a d-dimensional Brownian motion and Vi , i = 1, . . . , d, is a C∞ bounded
vector field in Rn .
It is well known (see for instance [16]) that (X xt )t≥0 is a diffusion process with infinitesimal
generator
∑d
i=1 V 2i . That is, if we define
(Pt f )(x) = E( f (X xt )), f ∈ C∞b (Rn,R), t ≥ 0, N ≥ 0,
∗ Corresponding address: Paul Sabatier University, LSP, 118 route de Narbonne, 31062 Toulouse, France. Tel.: +33
561556371; fax: +33 561556089.
E-mail addresses: fbaudoin@cict.fr (F. Baudoin), Laure.Coutin@math-info.univ-paris5.fr (L. Coutin).
0304-4149/$ - see front matter c© 2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.spa.2006.09.004
F. Baudoin, L. Coutin / Stochastic Processes and their Applications 117 (2007) 550–574 551
then (Pt )t≥0 is a semi-group of operators and when t → 0,
Pt =
N∑
k=0
tk
k!
(
d∑
i=1
V 2i
)k
+ O
(
tN+1
)
.
Thus, the geometry of the stochastic differential equation (1.1) is closely related to the geometry
of the second-order differential operator
∑d
i=1 V 2i .
The goal of this article is to study for small times the family of operators
(Pt f )(x) = E( f (X xt )), f ∈ C∞b (Rn,R)
in the case where the driving process of (1.1) is a fractional Brownian motion with Hurst
parameter H > 13 . If H >
1
2 , a (pathwise) notion of solution for (1.1) has been defined by Nualart
and Ra˘sc¸anu [15] (see also the references contained in this article). If the Hurst parameter H is
bigger than 14 , by using the rough paths theory, Coutin and Qian have extended in [7] the notion
of solution of Nualart and Ra˘sc¸anu.
The idea behind the study of this family of operators is to associate with stochastic differential
equations driven by fractional Brownian motions, an infinite family of differential operators that
control and characterize the geometry of such an equation for small times. As a direct application
of our work, we will for instance deduce that invariant measures for such SDE’s driven by
fractional Brownian motion must satisfy an infinite dimensional system of partial differential
equations.
The paper is organized as follows. In the first section after this, we fix the notation that is
used throughout the paper, present our main result, and prove some new results on polynomial
controls for rough differential equations that we will later need. In the second section after this,
we study stochastic differential equations driven by fractional Brownian motions in the case
where the vector fields commute. We use here Doss–Su¨ssman (see [8,18]) type methods to
study the solution. The third section after this is the heart of our study: By using rough paths
theory, we provide a Taylor type development of the solution (such a development is made in [2]
for the Brownian motion case) (see also [17] in the deterministic case). We deduce from that
the asymptotic development of Pt for small times. This asymptotic development makes appear
differential operators that are studied in the fourth section after this. Finally, the last section is
devoted to the problem of invariant measures.
2. Preliminaries
2.1. Notation and main result
A d-dimensional fractional Brownian motion with Hurst parameter H ∈ (0, 1) is a Gaussian
process
Bt = (B1t , . . . , Bdt ), t ≥ 0,
where B1, . . . , Bd are d independent centered Gaussian processes with covariance function
R (t, s) = 1
2
(
s2H + t2H − |t − s|2H
)
.
It can be shown that such a process admits a continuous version whose paths have p finite
variation for 1/p < H . Let us observe that for H = 12 , B is a standard Brownian motion.
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In this paper, we are interested in the study for small times of stochastic differential equations
on Rn
X x0t = x0 +
d∑
i=1
∫ t
0
Vi (X x0s )dB
i
s (2.1)
where the Vi ’s areC∞ bounded vector fields onRn and B is a d-dimensional fractional Brownian
motion with Hurst parameter H > 13 .
Let us recall that a smooth vector field V on Rn is simply a smooth map
V : Rn → Rn
x 7→ (v1(x), . . . , vn(x)).
It defines a differential operator acting on the smooth functions f : Rn → R as follows:
(V f )(x) =
n∑
i=1
vi (x)
∂ f
∂xi
.
With this notation, we observe that V is a derivation, that is a map on C∞(Rn,R), linear over R,
satisfying for f, g ∈ C∞(Rn,R),
V ( f g) = (V f )g + f (Vg).
If H > 12 , the integrals∫ t
0
Vi (X x0s )dB
i
s
are understood in the sense of Young’s integration; see [15,19,20]. But if H > 13 the integrals
that appear in (2.1) are understood in the rough paths sense of Lyons (see [7] and the subsection
below). By using [7] and Theorem 6.3.1. pp. 179 of [11], it is possible to show the existence
and the uniqueness of a process (X x0t )t≥0 solving (2.1). Observe that from the change of variable
formula the process (X x0t )t≥0 is such that for every smooth function f : Rn → R,
f (X x0t ) = f (x0)+
d∑
i=1
∫ t
0
(Vi f )(X x0s )dB
i
s .
We denote by C∞b (Rn,R) the set of compactly supported smooth functions Rn → R. If
f ∈ C∞b (Rn,R), let us denote
Pt f (x0) = E
(
f (X x0t )
)
, t ≥ 0,
where X x0t is the solution of (2.1) at time t .
Our main result is the following:
Theorem 1. Assume H > 13 . There exists a family (Γ
H
k )k≥0 of differential operators such that:
(1) if f ∈ C∞b (Rn,R) and x ∈ Rn , then for every N ≥ 0, when t → 0
Pt f (x) =
N∑
k=0
t2kH (Γ Hk f )(x)+ o(t (2N+1)H );
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(2)
Γ H1 =
1
2
d∑
i=1
V 2i ;
(3)
Γ H2 =
H
4
β(2H, 2H)
d∑
i, j=1
V 2i V
2
j +
2H − 1
8(4H − 1)
d∑
i, j=1
ViV 2j Vi
+
(
H
4(4H − 1) −
H
4
β(2H, 2H)
) d∑
i, j=1
(ViV j )2,
where β(a, b) = ∫ 10 xa−1(1− x)b−1dx;
(4) more generally, Γ Hk is a homogeneous polynomial in the V
′
i s of degree 2k;
(5) if H = 12 or ViV j = V jVi for every 1 ≤ i, j ≤ d, then
Γ Hk =
1
k!2k
(
d∑
i=1
V 2i
)k
.
Remark 2. The proof of this theorem relies on the explicit bound of modulus of continuity of
the Itoˆ map (see subsection below). In the seminal paper [11] and the book [12], this is done
only for sample paths with p finite variation, with 2 ≤ p < 3. This is the only reason why this
theorem is stated for H > 13 , but it certainly also holds true for H ∈
(
1
4 ,
1
3
]
.
Remark 3. In the case of Brownian motion, some more precise results are available in [1,2] and
[4].
Remark 4. We conjecture that Γ Hk , k ≥ 2, has coefficients that are meromorphic functions of H
with poles in the set { 12 j , 2 ≤ j ≤ k}.
Remark 5. It is an open question to decide what is the smallest algebra of vector fields that
contains the family (Γ Hk )k≥1. In the case of Brownian motion, this algebra is the algebra
generated by the operator
∑d
i=1 V 2i .
2.2. Rough path theory and explicit bounds for solutions of differential equations
The goal of this subsection is to recall and make precise some results on rough path theory
(see [11] and [12]). Indeed, in the proof of Theorem 1 we will need to know how in the continuity
theorem of the Itoˆ map, the constants depend on the vector fields and on the control of the paths.
This section can be skipped in a first reading by readers familiar with rough paths theory, once
Theorem 23 is admitted.
2.2.1. Basic definitions and properties
We work on V = Rd endowed with the Euclidean norm. The tensor product is V⊗k =
V ⊗ · · · ⊗ V (of k copies of V ) endowed with a norm | · |k compatible with the tensor product
that is
|ξ ⊗ η|k+l ≤ |ξ |k |η|l , ∀ξ ∈ V⊗k, ∀η ∈ V⊗l .
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For each n ∈ N, the truncated tensor algebra T (n)(V ) is
T (n)(V ) =
n∑
k=0
V⊗k, V⊗0 = R.
Its multiplication is
(ξ ⊗ η)k =
k∑
j=0
ξ j ⊗ ηk− j , k = 0, . . . , n, ∀ξ, η ∈ T (n)(V ).
The norm | · | on T (n)(V ) is defined by
|ξ | =
n∑
i=0
|ξ i |i , if ξ = (ξ0, . . . , ξn).
The pair (T (n)(V ), | · |) is a tensor algebra with identity element (1, 0, . . . , 0) and for ξ, η ∈
T (n)(V ), |ξ ⊗ η| ≤ |ξ ||η|.
The tensor algebra T (∞)(V ) is
T (∞)(V ) =
∞∑
k=0
V⊗k, V⊗0 = R.
We use ∆2[0,T ] to denote the simplex {(s, t), 0 ≤ s ≤ t ≤ T }. Recall that a control ω is a
continuous, super additive function on ∆2[0,T ] with values in [0,+∞[ such that ω(t, t) = 0.
Therefore
ω(s, t)+ ω(t, u) ≤ ω(s, u) ∀(s, t), (t, u) ∈ ∆2[0,T ].
Definition 6. A continuous map X from the simplex ∆2[0,T ] into a truncated tensor algebra
T (n)(V ), and written as Xs,t = (X0s,t , . . . , Xns,t ) with X ks,t ∈ V⊗k for any (s, t) ∈ ∆2[0,T ],
k = 1, . . . , n, is called a multiplicative functional of degree n (n ∈ N∗) if
X0s,t = 1
Xs,t ⊗ X t,u = Xs,u, ∀(s, t), (t, u) ∈ ∆2[0,T ], (2.2)
where the tensor product ⊗ is taken in T (n)(V ).
Equality (2.2) is called the Chen identity, although it appears long before Chen’s fundamental
works in which a connection is made from iterated path integrals along smooth paths to a class
of differential forms on a space of loops on manifold.
Example 7. Let x : [0, T ] → V be a continuous path. If x is a Lipschitz path, then we may
build a sequence of iterated integrals X ks,t =
∫
s<t1<···<tk<t dxt1 ⊗ · · · ⊗ dxtk . In this case identity
(2.2) is equivalent to the additive property of iterated path integrals over different domains.
Definition 8. Let p ≥ 1 be a constant. We say that a map X : [0, T ] → T (n)(V ) possesses finite
p variation of
|X is,t | ≤ ωi/p(s, t), ∀i = 1, . . . , n,∀(s, t) ∈ ∆2[0,T ]
for some control ω.
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Definition 9. A multiplicative functional with finite p variation on T ([p])(V ) is called a rough
path (of roughness p). We say that a rough path (of roughness p) X in T ([p])(V ) is controlled by
ω if
|X is,t | ≤ ω(s, t)i/p, ∀i = 1, . . . , [p], and ∀(s, t) ∈ ∆2[0,T ].
The set of all rough paths with roughness p in T ([p])(V ) will be denoted by Ωp(V ).
Definition 10. A smooth rough path X is an element of Ωp(V ) such that there exists a Lipschitz
x : [0, T ] → V such that
X ks,t =
∫
s<t1<···<tk<t
dxt1 ⊗ · · · ⊗ dxtk , k = 1, . . . , [p],∀(s, t) ∈ ∆2[0,T ].
2.2.2. Extension of the rough path
The following theorem shows that the higher (than [p]) order terms X k (k > [p]) are
determined uniquely by X i (i ≤ [p]) among all possible extensions to a multiplicative functional
which possesses finite p variation.
Theorem 11. Let p ≥ 1, and let X : ∆2[0,T ] → T (n)(V ) be a multiplicative functional with finite
p variation so that
|X is,t | ≤ ω(s, t)i/p, ∀i = 1, . . . , n and ∀(s, t) ∈ ∆2[0,T ],
for some control ω. If n ≥ [p], then we may uniquely extend X to be a multiplicative functional
in T (∞)(V ) with finite p variation. Moreover, if ω is a control such that
|X is,t | ≤
ω(s, t)i/p
β
(
i
p
)
!
, ∀i = 1, . . . , [p], and ∀(s, t) ∈ ∆2[0,T ], (2.3)
where β is a constant such that
β ≥ 2p2
1+ ∞∑
r=3
(
2
r − 2
) [p]+1
p
 ,
then (2.3) remains true for all i > [p].
The extension of a rough path X to a higher order multiplicative functional is continuous in p
variation distance.
Theorem 12 (Theorem 3.1.3, p. 39 of [11]). Let X and Y be two rough paths of roughness p
and let β be a constant such that β ≥ 2p2
[
1+∑∞r=3 ( 2r−2) [p]+1p
]
.
If ω is a control such that
|X is,t |, |Y is,t | ≤
ω(s, t)i/p
β( ip )!
, ∀i = 1, . . . , [p], and ∀(s, t) ∈ ∆2[0,T ], (2.4)
|X is,t − Y is,t | ≤ ε
ω(s, t)i/p
β
(
i
p
)
!
, ∀i = 1, . . . , [p], and ∀(s, t) ∈ ∆2[0,T ], (2.5)
then (2.4) and (2.5) hold for all i .
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2.2.3. Almost rough path
In this section we give a method of constructing rough paths.
Definition 13. Let p ≥ 1 be a constant. A function X : ∆2 → T ([p])(V ) is called an almost
rough path (of roughness p) if it is of finite p variation, X0s,t = 1 and for some control ω and
some constant θ > 1,
|(Xs,t ⊗ X t,u)i − X is,u | ≤ ω(s, u)θ
for all (s, t), (t, u) ∈ ∆2[0,T ] and i = 1, . . . , [p].
The following theorem justifies the name of almost rough path.
Theorem 14. If X : ∆2 → T ([p])(V ) is an almost rough path of roughness p, controlled by ω
and θ , then there exists a unique rough path Xˆ (with roughness p) in T ([p])(V ) such that
|Xˆ i s,t − X is,t | ≤ Kiω(s, t)θ , ∀1 ≤ i ≤ [p],∀(s, t) ∈ ∆2[0,T ],
for Ki defined by induction
K0 = maxω ∨ 1,
K1 = 1+
∞∑
r=3
(
2
r − 2
)θ
,
Ki+1 = K1
[
1+
i∑
l=1
(
2K i/p0 Kk+1−l + KlKk+1−lK θ0
)]
.
The following theorem shows that in fact the map X → Xˆ is continuous.
Theorem 15. Let X and Y be two almost rough paths of roughness p in T ([p])(V ), both of which
are controlled by a control ω, that is
|X is,t |, |Y is,t | ≤ ω(s, t)i/p, ∀i = 1, . . . , [p],∀(s, t) ∈ ∆2[0,T ].
and for some θ > 1 |(Xs,t ⊗ X t,u)i/p − X i/ps,u | ≤ ω(s, u)θ for all (s, t), (t, u) ∈ ∆2[0,T ],
i = 1, . . . , [p], with the same inequality also holding for Y . Suppose that
|X is,t − Y is,t | ≤ εω(s, t)i/p, ∀i = 1, . . . , [p],∀(s, t) ∈ ∆2[0,T ];
then
|Xˆ is,t − Yˆ is,t | ≤ Bi (ε)ω(s, t)i/p, ∀i = 1, . . . , [p],∀(s, t) ∈ ∆2[0,T ],
where the Bi are defined inductively by
B1(ε) = ε + 3
{ ∞∑
r=3
[
ε
(
2
r − 2
)1/p]
∧
[(
2
r − 2
)θ
K θ0
]
+ ε ∧ K θ0
}
,
Bk+1(ε) = ε + 3
∞∑
r=2
Ak(r, ε)
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and
Ak(r, ε) = min
{
K θ0
(
2
r − 2
)θ (
1+ 2
k∑
i=1
Kk+1−iK i/p0 + KiKk+1−iK θ0
)
,(
2
r − 2
)(k+1)/p [ k∑
i=1
[Bi (ε)(1+ Kk+1−i )+ K ε] + ε
]}
,
K = max
i=1,...,[p]
Ki .
2.2.4. Spaces of rough path
Let C(∆2[0,T ], T (n)(V )) denote the set of all continuous functions from the simplex ∆2[0,T ]
into the truncated tensor algebra (T (n)(V ), | · |). If X ∈ C(∆2[0,T ], T (n)(V )), then we may write
Xs,t = (X0s,t , . . . , Xns,t ), ∀(s, t) ∈ ∆2[0,T ],
where X is,t ∈ V⊗i is the i th component of X (also called the i th-level path of X ). The subset of
the functions of C(∆2[0,T ], T (n)(V )) such that X0s,t = 1 is denoted as C0(∆2[0,T ], T (n)(V )).
Definition 16. A function X ∈ C0(∆2[0,T ], T (n)(V )) is said to have finite total p variation if
sup
D
∑
l
|X itl−1,tl |p/ i < ∞, i = 1, . . . , n,
where supD runs over all finite subdivisions of [0, T ].
Proposition 17. Let p ≥ 1 be a constant, and let X ∈ C0(∆2[0,T ], T (n)(V )) satisfy Chen’s
identity (2.2) (i.e. X is a multiplicative functional in T (n)(V ) of order n). If X has a finite p
variation, then
ω(s, t) =
n∑
i=1
sup
D[s,t]
∑
l
|X tl−1,tl |p/ i , ∀(s, t) ∈ ∆2[0,T ]
is a control function, and
|X is,t | ≤ ω(s, t)i/p, ∀i = 1, . . . , n,∀(s, t) ∈ ∆2[0,T ].
Let C0,p(∆2[0,T ], T (n)(V )) denote the subspace of all X ∈ C0(∆2[0,T ], T (n)(V )) with finite p
variation. It is clear that C0,p(∆2[0,T ], T (n)(V )) is a metric space. The p variation metric dp on
C0,p(∆2[0,T ], T ([p])(V )) is defined by
dp(X, Y ) = max
i=1,...,[p]
sup
D
(∑
l
|X itl−1,tl − Y itl−1,tl |p/ i
)i/p
. (2.6)
The space (Ωp(V ), dp) is a complete metric space.
Definition 18. Geometric rough paths with roughness p are the rough paths in the closure of the
smooth rough path under the p variation distance.
The space of all geometric rough paths with roughness p is denoted by GΩp(V ).
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2.2.5. Integration theory of degree 2
Let p ∈ [2, 3[. Let W be Rn , n ≥ 1. Let α : V → L(V,W ) be a function which sends
elements of V linearly to W -valued 1-forms on V . Suppose that α possesses all kth continuous
derivatives dkα up to the degree 3 and define αi = diα, i = 1, 2, 3.
Let X ∈ Ωp(V ) and let Xs,t = (1, X1s,t , X2s,t ). The almost rough path which defines the path
integral
∫
α(X)dX is Y ∈ C0(∆2[0,T ], T (2)(W )) where Ys,t = (1, Y 1s,t , Y 2s,t ) and
Y 1s,t = α1(X10,s).X1s,t + α2(X10,s).X2s,t ,
Y 2s,t = α1(X10,s)⊗ α1(X10,s).X2s,t .
Theorem 19 (Theorem 5.2.1 and Remark 5.3.1 of [11]). Let α : V → L(V,W ). Suppose that
α possesses all kth continuous derivatives dkα up to the degree 3 and
|diα(ξ)|L(V×···×V,W ) ≤ M(1+ |ξ |), i = 1, . . . , 3,∀ξ ∈ V .
Assume that X ∈ Ωp(V ) is controlled by ω, namely
|X is,t | ≤ ω(s, t)i/p, i = 1, 2,∀(s, t) ∈ ∆2[0,T ].
Then Y is an almost rough path with roughness p in T (2)(W ) with control ω and θ = 3/p,
i.e. there exists a universal constant C such that
|(Ys,t ⊗ Yt,u)i − Y is,u | ≤ CMω(s, u)3/p.
Definition 20. Let X ∈ Ωp(V ). Then the integral of the 1-form α against the rough path X ,
denoted by
∫
α(X)dX , is the unique rough path with roughness p in T (2)(W ) associated with
the almost rough path Y ∈ C0(∆2[0,T ], T (2)(W )) where Ys,t = (1, Y 1s,t , Y 2s,t ) and
Y 1s,t = α1(X10,s).X1s,t + α2(X10,s).X2s,t ,
Y 2s,t = α1(X10,s)⊗ α1(X10,s).X2s,t .
Theorem 21. Let α : V → L(V,W ). Suppose that α possesses all kth continuous derivatives
dkα up to the degree 3 and
|diα(ξ)|L(V×···×V,W ) ≤ M(1+ |ξ |), i = 1, . . . , 3,∀ξ ∈ V .
Assume that X, Xˆ ∈ Ωp(V ) is controlled by ω, namely
|X is,t |, |Xˆ is,t | ≤ ω(s, t)i/p, i = 1, 2,∀(s, t) ∈ ∆2[0,T ],
and
|X is,t − Xˆ is,t | ≤ εω(s, t)i/p, i = 1, 2,∀(s, t) ∈ ∆2[0,T ].
Then∣∣∣∣∣
(∫ t
s
α(X0,u)dXu
)i
−
(∫ t
s
α(Xˆ0,u)dXˆu
)i ∣∣∣∣∣ ≤ K εMω(s, u)i/p,
for all (s, t) ∈ ∆2[0,T ] and i = 1, 2, where K is a constant which is polynomial in M, maxω.
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2.2.6. Itoˆ maps: Rough path with 2 ≤ p < 3
Let V = Rd and W = Rn . Let f : V → L(V,W ) be a function, which can be viewed as
a map sending a vector of V linearly to a vector field on W . Consider the following differential
equation (initial value problem)
dYt = f (Yt )dX t ,
Y0 = y0. (2.7)
Since the integral
∫
f (Y )dX for rough paths X, Y makes no sense generally we are not able
to iterate differential equation (2.7) to obtain the unique solution directly. To overcome this
difficulty, the idea is to combine X and Y together as a new path. We view Eq. (2.7) as
dX t = dX t ,
dYt = f (Yt )dX t , Y0 = y0. (2.8)
The initial condition of X is irrelevant, and therefore we simply take X0 = 0. Define fˆ :
V ⊕W → L(V ⊕W ; V ⊕W ) (V ⊕W is the direct sum of V and W ) by
fˆ (x, y)(v,w) = (v, f (y + y0).v), ∀(x, y) ∈ V ⊕W,∀(v,w) ∈ V ⊕W.
Then Eq. (2.8) can be written in the following more appreciating form
dZ t = fˆ (Z t )dZ t . (2.9)
Given a rough path X in V , we said that a geometric rough path Z in V ⊕W is a solution to (2.8)
if
ΠV (Z) = X,
Z =
∫
fˆ (Z)dZ ,
where ΠV is the projector on T ([p])(V ).
We can now summarize the results proved in pages 149–162 of [11], when the control is
ω(t, s) = C |t − s| and the vector field, f , and its derivatives are bounded in the following way.
Theorem 22. Let f ∈ C3(W,L(V,W )) be a vector field and let M be a constant such that
|di f (ξ)| ≤ M, ∀ξ ∈ W, i = 0, 1, 2, 3;
|di f (ξ)− di f (η)| ≤ M |ξ − η|, ∀ξ, η ∈ W, i = 0, 1, 2, 3.
Let X be a rough path in T (2)(V ) with roughness 2 ≤ p < 3 controlled by ω, where for a
constant C p, ω(t, s) = C p|t − s|, (s, t) ∈ ∆2[0,1].
Then, there exist some constants κ , and θ˜ depending only on M, p such that if
T1 = κ 1
1+ C θ˜p
< 1 (2.10)
there exists a unique Z ∈ Ωp(V ⊕ W ) such that ΠV (Z) = X and Z satisfies the following
integral equation:
Z is,t =
∫ t
s
fˆ (Z)dZ i , i = 1, 2,∀(s, t) ∈ ∆2[0,T1].
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Moreover, the following estimation holds
|Z is,t | ≤
(
1
2
|t − s|
)i/p
, i = 1, 2,∀(s, t) ∈ ∆2[0,T1]. (2.11)
Finally, we may extend the solution to the whole interval [0, 1] and obtain the required result that
will later be needed:
Theorem 23. Let f ∈ C3(W,L(V,W )) be a vector field and let M be a constant such that
|di f (ξ)| ≤ M, ∀ξ ∈ W, i = 0, 1, 2, 3;
|di f (ξ)− di f (η)| ≤ M |ξ − η|, ∀ξ, η ∈ W, i = 0, 1, 2, 3.
Let X be a rough path in T (2)(V ) with roughness 2 ≤ p < 3 controlled by ω, where for a
constant C p, ω(t, s) = C p|t − s|, (s, t) ∈ ∆2[0,1].
Then, there exists a unique Z ∈ Ωp(V ⊕ W ) such that ΠV (Z) = X and Z satisfies the
following integral equation:
Z is,t =
(∫ t
s
fˆ (Z)dZ
)i
, i = 1, 2,∀(s, t) ∈ ∆2[0,1].
Moreover, there exist some constants κ and θ˜ depending only on M, p such that the following
estimation holds
|Z is,t | ≤ κ(1+ C θ˜p)(|t − s|)i/p, i = 1, 2,∀(s, t) ∈ ∆2[0,1]. (2.12)
Proof. We can solve the integral equation beyond T1 by replacing the initial condition y0 by
YT1 = ΠW (Z)0,T1 . Then, the solution is defined up to the time
S2 = 2T1.
Moreover, we have
|YS2 | ≤ 2
(
T1
2
)1/p
+ |y0|.
By an iteration procedure, the solution is defined up to the time 1. Let N be an integer such that
Nκ 1
1+C θ˜p
> 1. Then N is bounded by a polynomial in C p. Then using the Chen rules, identity
(2.2) and several times estimation (2.11) we obtain
|Z is,t | ≤ κ(1+ C θ˜p)P(N )(|t − s|)i/p, i = 1, 2,∀(s, t) ∈ ∆2[0,1],
where P(N ) is polynomial in N and then in C p. 
3. Commutative case
In this section, we investigate the simplest stochastic differential equations which are the
commutative ones.
Let us consider the stochastic differential equation on Rn
X x0t = x0 +
d∑
i=1
∫ t
0
Vi (X x0s )dB
i
s (3.1)
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where the Vi ’s areC∞ bounded vector fields onRn and B is a d-dimensional fractional Brownian
motion with Hurst parameter H > 14 . We assume here throughout the section that the Lie brackets[Vi , V j ] = ViV j −V jVi , 1 ≤ i, j ≤ d , all vanish. Let us observe that one-dimensional equations
enter in this framework.
For i = 1, . . . , d, let us denote by (etVi )t∈R the (deterministic) flow associated with the
ordinary differential equation
dxt
dt
= Vi (xt ).
Proposition 24. The flow Φt associated with Eq. (2.1) is given by the formula
Φt = eV1B1t ◦ · · · ◦ eVd Bdt .
Proof. Observe first that since the vector fields Vi are commuting, the flows (etVi )t∈R are also
commuting. We set now for (x, y) ∈ Rn × Rd ,
F(x, y) =
(
ey1V1 ◦ · · · ◦ eydVd
)
(x).
By applying the change of variable formula, we easily see that the process
(
eB
d
t Vd x0
)
t≥0 is a
solution of the equation
d
(
eB
d
t Vd (x0)
)
= Vd
(
eB
d
t Vd (x0)
)
dBdt .
A new application of Itoˆ’s formula shows now that, since Vd and Vd−1 are commuting,
d
(
eB
d−1
t Vd−1(eB
d
t Vd x0)
)
= Vd−1
(
eB
d−1
t Vd−1(eB
d
t Vd x0)
)
dBd−1t
+ Vd
(
eB
d−1
t Vd−1(eB
d
t Vd x0)
)
dBdt .
We deduce hence, by an iterative application of the change of variable formula, that the process
(F(x0, Bt ))t≥0 satisfies
dF(x0, Bt ) =
d∑
i=1
Vi (F(x0, Bt ))dBit .
Thus, by pathwise uniqueness for Eq. (2.1), we conclude that
X x0t = F(x0, Bt ), t ≥ 0. 
Remark 25. Observe that the expression
eV1B
1
t ◦ · · · ◦ eVd Bdt (3.2)
is actually defined for every H ∈ (0, 1).
Corollary 26. For any smooth f : Rn → R,
E
(
f (X x0t )
) = (exp(1
2
t2H
d∑
i=1
V 2i
)
f
)
(x0).
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That is, the function
ϕ(t, x) = E ( f (X xt )) ,
satisfies the partial differential equation
∂ϕ
∂t
= Ht2H−1
d∑
i=1
(V 2i ϕ),
associated with the initial condition
ϕ(0, x) = f (x).
Proof. Observe first that from Itoˆ’s formula for the fractional Brownian motion (see for
instance [5]),
E
(
eVi B
i
t f (x0)
)
= f (x0)+ H
∫ t
0
s2H−1E
(
eVi B
i
sV 2i f (x0)
)
ds.
We deduce from this last formula that u(x0) = E
(
eVi B
i
t f (x0)
)
is a solution to
∂u
∂t
= Ht2H−1V 2i u,
that is
E
(
eVi B
i
t f (x0)
)
=
(
exp
(
1
2
t2HV 2i
)
f
)
(x0).
Now, it has been seen in Proposition 24 that
Φt = eV1B1t ◦ · · · ◦ eVd Bdt
and, thus,
E
(
f (X x0t )
) = (exp(1
2
t2H
d∑
i=1
V 2i
)
f
)
(x0). 
Remark 27. So, in the commutative case, there is a Feynman–Kac type formula for solutions of
equations driven by fractional Brownian motions. It will be seen later that this type of formula
only holds in the commutative case.
Example 28. Let us consider a one-dimensional stochastic differential equation of the type
X x0t = x0 +
∫ t
0
σ(X x0s )dBs (3.3)
where σ : R→ R is a C∞ bounded function and B is a fractional Brownian motion with Hurst
parameter H ∈ (1/4, 1). Then, the function
ϕ(t, x) = E ( f (X xt )) ,
satisfies the partial differential equation
∂ϕ
∂t
= Ht2H−1
(
σ(x)
∂σ
∂x
∂ϕ
∂x
+ σ 2(x)∂
2ϕ
∂x2
)
,
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associated with the initial condition
ϕ(0, x) = f (x).
For further details on one-dimensional equations, and particularly the case H ≤ 1/4 we refer the
reader to [13] and [14], where the stochastic integral is considered in the Newton–Coˆtes sense.
4. Asymptotic development for small times of Pt
We now study the generic case of non-commuting vector fields. Let us again consider the
stochastic differential equation
X x0t = x0 +
d∑
i=1
∫ t
0
Vi (X x0s )dB
i
s ,
where the Vi ’s are C∞ bounded vector fields.
Throughout this section we assume H > 13 and introduce the following notation:
(1)
∆k[0, t] = {(t1, . . . , tk) ∈ [0, t]k, t1 < · · · < tk ≤ t};
(2) if I = (i1, . . . , ik) ∈ {1, . . . , d}k is a word with length k,∫
∆k [0,t]
dB I =
∫
0<t1<···<tk≤t
dBi1t1 · · · dBiktk .
Theorem 29. For f ∈ C∞b (Rn,R), x ∈ Rn , and N ≥ 0, when t → 0,
f (X xt ) = f (x)+
2N∑
k=1
∑
I=(i1,...,ik )
(Vi1 · · · Vik f )(x)
∫
∆k [0,t]
dB I + o(t (2N+1)H ),
and
Pt f (x) = f (x)+
N∑
k=1
t2kH
∑
I=(i1,...,i2k )
(Vi1 · · · Vi2k f )(x)E
(∫
∆2k [0,1]
dB I
)
+ o(t (2N+1)H ).
Proof. Let us denote by Bm the sequel of linear interpolations of B along the dyadic subdivision
of mesh m, that is if tmi = i2−m for i = 0, . . . , 2m then for t ∈ [tmi , tmi+1],
Bmt = Bmti + 2m(t − tmi )
(
Bmti+1 − Bmti
)
.
Throughout the paper, the superscript m will be reserved for this dyadic approximation of B,
whereas superscript i is reserved for denoting the component i of B. Consider now the equation
Xm,xt = x +
d∑
i=1
∫ t
0
Vi (Xm,xs )dB
i,m
s . (4.1)
The process Xm,x , defined in (4.1), has Lipschitz continuous sample paths. Let p > 1H .
According to Theorem 5 of [7], (Xm,xt , t ∈ [0, 1]) converges to (X xt , t ∈ [0, 1]) in the distance
of p variation.
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Let f be in C∞b (Rn,R). Using 2N + 1 times the change of variable formula
f (Xm,xt ) = f (x)+
d∑
i=1
∫ t
0
(Vi f )(Xm,xs )dB
i,m
s
we obtain
f (Xm,xt ) = f (x)+
2N+1∑
k=1
∑
I=(i1,...,ik )
(Vi1 · · · Vik f )(x)
∫
∆k [0,t]
dB I,m
+
∑
I=(i1,...,i2N+2)
∫
0<u1<···<u2N+2<t
(Vi1 · · · Vi2N+2 f )(Xm,xu1 )dBi1u1 · · · dB
i2N+2
u2N+2 .
(4.2)
By taking the expectation we obtain therefore:
E
(
f (Xm,xt )
) = f (x)+ 2N+1∑
k=1
∑
I=(i1,...,ik )
(Vi1 · · · Vik f )(x)E
(∫
∆k [0,t]
dB I,m
)
+
∑
I=(i1,...,i2N+2)
E
(∫
0<u1<···<u2N+2<t
(Vi1 · · · Vi2N+2 f )(Xm,xu1 )dBi1u1 · · · dB
i2N+2
u2N+2
)
. (4.3)
Since f is continuous and bounded the left member of (4.3) converges to Pt f (x) when m goes
to infinity:
lim
m→∞E( f (X
m,x
t )) = Pt f (x). (4.4)
Let now Bm = (1,Bm,1, . . . ,Bm,2N+1) be the smooth functional over Bm in the sense of
Definition 3.1.1, page 30 of [11] (see also Example 7). For k ≤ 2N + 1, I = (i1, . . . , ik) we
have therefore∫
∆k [0,t]
dBm,I = Bm,I0,t .
According to Theorem 4 of [7], Bm,2 converges, in the distance of p variation p > 1H , almost
surely and in L2 to the geometric functional denoted by B2. For k ≤ 2, we thus have∫
∆k [0,t]
dB I = B2,I0,t .
According to Theorem 3.1.3 of [11] or Theorem 12, the geometric functional B2 has a unique
extension in C0,p(T (2N+1)(Rn)) denoted by B2N+1, and for k ≤ 2N+1, I = (i1, . . . , ik) almost
surely∫
∆k [0,t]
dB I = B2N+1,I = lim
m→∞
∫
∆k [0,t]
dBm,I .
Since
∫
∆k [0,t] dB
m,I belongs to the kth Wiener chaos of B, the limit also holds in L1 according
to [3]. That is, for k ≤ 2N + 1, I = (i1, . . . , ik)
E
(∫
∆k [0,t]
dB I
)
= E
(
B2N+1,I
)
= E
(
lim
m→∞
∫
∆k [0,t]
dBm,I
)
.
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Let us now observe that by symmetry of the law of Brownian motion, for k an odd integer
E
(∫
∆k [0,t]
dBm,I
)
= 0.
Using the scaling property of fractional Brownian motion, we have for k an even integer
E
(∫
∆k [0,t]
dB I
)
= tHkE
(∫
∆k [0,1]
dB I
)
.
Let us define for k = 1, . . . , N
Γ Hk =
∑
I=(i1,...,i2k )
E
(∫
∆2k [0,1]
dB I
)
Vi1 · · · Vi2k ,
= lim
m→∞
∑
I=(i1,...,i2k )
E
(∫
∆2k [0,1]
dBm,I
)
Vi1 · · · Vi2k . (4.5)
Then, the first sum in the right member of (4.3) converges to
∑N
k=1 t2kH (Γ Hk f )(x), that is:
lim
m→∞
2N+1∑
k=1
∑
I=(i1,...,ik )
(Vi1 · · · Vik f )(x)E
(∫
∆k [0,t]
dB I,m
)
=
N∑
k=1
t2kH (Γ Hk f )(x). (4.6)
According to Theorem 17 of [6], for any q ≥ 1 and p > 1H there exists a random variable C p
belonging to Lq such that for any m, k = 1, 2, I = (i1, ik) and (s, t) ∈ ∆2[0,1],
|Bm,Is,t | ≤ C p|t − s|k/p.
In what follows θ and κ may vary from line to line. According to Theorem 23, there exist θ ≥ 1,
κ ≥ 1 (depending on x , Vi , i = 1, . . . , d , and p), such that the geometric functional Zm,2 over
(Bm, Xm,x ) is controlled by ω(t, s) = κ(1 + Cθp)|t − s| for any m ∈ N. Then, according to
Theorem 21 applied to
α(b, x)(v,w) = (v, f (x)v) ∀(b, x) ∈ Rd+n,∀(v,w) ∈ Rd+n
there exist θ ≥ 1, κ ≥ 1 (depending on x , f , Vi , i = 1, . . . , d, and p), such that the geometric
functional Gm,2 over (Bm, f (Xm,x )) is controlled by ω(t, s) = κ(1 + Cθp)|t − s|, for any
m ∈ N. Therefore, according to Theorem 14 there exist θ ≥ 1, κ ≥ 1 (depending on x , f ,
Vi , i = 1, . . . , d , N and p), such that for any I = (i1, . . . , i2N+2), m ∈ N, and t∣∣∣∣∫
0<u1<···<u2N+2<t
f (Xm,xu1 )dB
m,i1
u1 · · · dB
m,i2N+2
u2N+2
∣∣∣∣ ≤ κ(1+ Cθp)t (2N+2)/p. (4.7)
By taking the expectation of each member of (4.7) and using the fact that Cθp belongs to L
1, we
deduce that there exists a constant κ depending only on x , f , Vi , i = 1, . . . , d, N and p, such
that for I = (i1, . . . , i2N+2), m ∈ N, and t
E
(∣∣∣∣∫
0<u1<···<u2N+2
f (Xm,xu1 )dB
m,i1
u1 · · · dB
m,i2N+2
u2N+2<t
∣∣∣∣) ≤ κ|t |(2N+2)/p. (4.8)
Finally, by taking the limit of each term of (4.3) and by using (4.4), (4.6) and (4.8) we get
Theorem 29. 
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5. Expectation of iterated integrals of the fractional Brownian motion
In this section we analyze the coefficients appearing in the differential operators
Γ Hk =
∑
I=(i1,...,i2k )
E
(∫
∆2k [0,1]
dB I
)
Vi1 · · · Vi2k , H >
1
4
.
We shall need the following, easily proved, lemma
Lemma 30. Let G = (G1, . . . ,G2k) be a centered Gaussian vector. We have
E (G1 · · ·G2k) = 1k!2k
∑
σ∈S2k
k∏
l=1
E
(
Gσ(2l)Gσ(2l−1)
)
,
where S2k is the group of the permutations of the set {1, . . . , 2k}.
Theorem 31. Assume H > 12 . Letting I = (i1, . . . , i2k) be a word, then
E
(∫
∆2k [0,1]
dB I
)
= H
k
k!2k (2H − 1)
k
∑
σ∈S2k
∫
∆2k [0,1]
k∏
l=1
δiσ(2l−1),iσ(2l)
× |sσ(2l) − sσ(2l−1)|2H−2ds1 · · · ds2k
where δi, j is the Kronecker’s symbol.
Proof. Let us first hint at how this formula works with a heuristic argument. We have
E
(∫
∆2k [0,1]
dB I
)
=
∫
∆2k [0,1]
E
(
dB I
)
.
But, from Lemma 30
E
(
dB I
)
= 1
k!2k
∑
σ∈S2k
k∏
l=1
E
(
dB
iσ(2l)
tσ(2l) dB
iσ(2l−1)
tσ(2l−1)
)
.
By using the covariance function of the fractional Brownian motion, we get therefore
E
(
dB
iσ(2l)
tσ(2l) dB
iσ(2l−1)
tσ(2l−1)
)
= δiσ(2l−1),iσ(2l)H(2H − 1)|tσ(2l) − tσ(2l−1)|2H−2dtσ(2l)dtσ(2l−1),
which leads to the expected result.
We now turn to the rigorous proof. Let us again denote by Bm the sequel of linear interpolation
of B along the dyadic subdivision of mesh m and recall that
E
(∫
∆2k [0,t]
dB I
)
= lim
m→∞E
(∫
∆2k [0,t]
dBm,I
)
.
From Lemma 30, we have
E
(∫
∆2k [0,t]
dBm,I
)
= 1
k!2k
∑
σ∈S2k
∫
∆2k [0,t]
k∏
l=1
E
(
dBm,iσ(2l)
dtσ(2l)
dBm,iσ(2l−1)
dtσ(2l−1)
)
dt1 · · · dt2k .
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If tσ(2l) ∈ [tmi , tmi+1[, and tσ(2l−1) ∈ [tmj , tmj+1[, using the expression for Bm , we get
E
(
dBm,iσ(2l)
dtσ(2l)
dBm,iσ(2l−1)
dtσ(2l−1)
)
= δiσ(2l−1),iσ(2l)22m−2Hm, for i = j;
= δiσ(2l−1),iσ(2l)2mE(∆mi B∆mi−1B), for j = i − 1;
= δiσ(2l−1),iσ(2l)H(2H − 1)22m
×
∫ ∫
[tmi ,tmi+1]×[tmj ,tmj+1]
|x − y|2H−2dxdy for j < i − 1.
Here, ∆mi B is the increment of B between t
m
i and t
m
i+1, that is, ∆
m
i B = B(tmi+1) − B(tmi ). By
using the Cauchy–Schwartz inequality, we have
|E(∆mi B∆i−1Bm)| ≤ 2−2mH
and therefore
E
(∫
∆2k [0,t]
dBm,I
)
= H
k(2H − 1)k22mk
k!2k
∑
σ∈S2k
∫
∆2k [0,t]
k∏
l=1
δiσ(2l−1),iσ(2l)
×
2m∑
i, j=1
1[tmi ,tmi+1]×[tmj ,tmj+1](tσ(2l), tσ(2l−1))
×
∫ ∫
[tmi ,tmi+1]×[tmj ,tmj+1]
|x − y|2H−2dxdydt1 · · · dt2k + O(2−2mH ),
and the result follows from the Lebesgue dominated convergence theorem. 
We have then the following lemma that stems from tedious but straightforward computations.
Lemma 32. Let H > 12 .∫
∆2[0,1]
(t2 − t1)2H−2dt1dt2 = 12H(2H − 1)∫
∆4[0,1]
(t4 − t3)2H−2(t2 − t1)2H−2dt1dt2dt3dt4 = β(2H, 2H)4H(2H − 1)2∫
∆4[0,1]
(t4 − t1)2H−2(t3 − t2)2H−2dt1dt2dt3dt4 = 18H2(2H − 1)(4H − 1)∫
∆4[0,1]
(t4 − t2)2H−2(t3 − t1)2H−2dt1dt2dt3dt4 = 14H(4H − 1)(2H − 1)2
− β(2H, 2H)
4H(2H − 1)2 .
As an immediate corollary, we deduce:
Corollary 33. Assume H > 12 .
Γ H1 =
1
2
d∑
i=1
V 2i
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Γ H2 =
H
4
β(2H, 2H)
d∑
i, j=1
V 2i V
2
j +
2H − 1
8(4H − 1)
d∑
i, j=1
ViV 2j Vi
+
(
H
4(4H − 1) −
H
4
β(2H, 2H)
) d∑
i, j=1
(ViV j )2.
It is interesting to observe that the previous corollary makes sense and actually also holds true
for H > 14 .
Theorem 34. Assume H > 14 ; then the conclusions of Corollary 33 are still true.
We devote now the end of this section to the proof of this theorem. The trick is to perform
transformations on
E
(∫
∆2k [0,t]
dBm,I
)
before passing to the limit. In the sequel, we shall use equivalently the terms Bt and B(t).
Showing that for H > 14 ,
Γ H1 =
1
2
d∑
i=1
V 2i
is easy. Indeed, let (i1, i2) ∈ {1, . . . , d}2 be such that i1 6= i2. It is easily seen that Bm,i1 and
Bm,i2 are independent, and thus
E
(∫
∆2[0,1]
dBm,I
)
= 0.
Now, if i ∈ {1, . . . , d} and I = (i, i) then
E
(∫
∆2[0,1]
dBm,I
)
= 1
2
E
(
(Bm,i (1))2
)
= 1
2
.
Since Γ H1 =
∑
I=(i, j) limm→∞ E
(∫
∆2[0,1] dB
m,I
)
V jVi , we get the expected result.
Let now I = (i, j, k, l) ∈ {1, . . . , d}4. Recall that Bm is absolutely continuous with respect
to the Lebesgue measure, and the fourth iterated integral is∫
∆4[0,1]
dB I,m =
∫
0<u1<u2<u3<u4<1
dBm,i
du
(u1)
dBm, j
du
(u2)
dBm,k
du
(u3)
× dB
m,l
du
(u4)du1du2du3du4.
Applying Lemma 30 yields
E
(∫
∆4[0,1]
dB I,m
)
= δi, jδl,k Am,1 + δi,kδl, j Am,2 + δi,lδ j,k Am,3,
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where
Am,1 =
∫ 1
0
du4
∫ u4
0
du3E
(
dBm
du
(u3)
dBm
du
(u4)
)
×
∫ u3
0
du2
∫ u2
0
du1E
(
dBm
du
(u2)
dBm
du
(u1)
)
;
Am,2 =
∫ 1
0
du4
∫ u4
0
du2E
(
dBm
du
(u2)
dBm
du
(u4)
)
×
∫ u4
u2
du3
∫ u2
0
du1E
(
dBm
du
(u3)
dBm
du
(u1)
)
;
Am,3 =
∫ 1
0
du4
∫ u4
0
du1E
(
dBm
du
(u4)
dBm
du
(u1)
)
×
∫ u4
u1
du3
∫ u3
u1
du2E
(
dBm
du
(u3)
dBm
du
(u2)
)
.
Therefore, we have to prove that
lim
m→∞ A
m,1 = H
4
β(2H, 2H); (5.1)
lim
m→∞ A
m,2 = H
4(4H − 1) −
H
4
β(2H, 2H); (5.2)
and
lim
m→∞ A
m,3 = 2H − 1
8(4H − 1) . (5.3)
The proof relies on several lemmas.
Lemma 35. For any α < H, the random variable
sup
m
‖Bm − B‖α = sup
m∈N
sup
(s,t)∈[0,1]2,s<t
|[B(t)− Bm(t)] − [B(s)− Bm(s)]|
|t − s|α
has a finite exponential moment.
Proof. According to the Kolmogorov lemma, the random variable sup(s,t)∈[0,1]2,s<t
|B(t)−B(s)|
|t−s|α
is finite. Since B is a Gaussian process, according to Theorem 1.2.3 of [9], it has a finite
exponential moment. Then the Lemma is a consequence of results on linear interpolation of
Ho¨lder functions. 
Lemma 36. For H > 14 ,
lim
m→∞ A
m,1 = H
4
β(2H, 2H).
Proof. Integrating with respect to u1 and u2 in the expression for Am,1 leads to
Am,1 = 1
2
∫ 1
0
du4
∫ u3
0
du3
(
d2
du3du4
E(Bm(u3)Bm(u4))E
)
(Bm(u3)2).
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Using Fubini’s theorem, we integrate first with respect to u4:
Am,1 = 1
2
∫ 1
0
du3E
(
[Bm(1)− Bm(u3)] ddu3 B
m(u3)
)
E(Bm(u3)2);
= 1
2
[∫ 1
0
du3
d
du3
E(Bm(u3)Bm(1))E(Bm(u3)2)− 14E(B
m(1)2)2
]
.
Now, using the expression for Bm we obtain that for u ∈ [tmi , tmi+1[,
d
du
E(Bm(u)Bm(1)) = 2mE(∆mi BB(1))
= 2
m
2
[|tmi+1|2H − |1− tmi+1|2H − (|tmi |2H − |1− tmi |2H )]
= H2m
∫ tmi+1
tmi
[r2H−1 + |1− r |2H−1]dr.
Then, using Fubini’s theorem, we get∫ 1
0
duE
(
Bm(1)
d
du
Bm(u)
)
E(Bm(u)2) = H
∫ 1
0
[r2H−1 + |1− r |2H−1]am(r)dr
where
am(r) =
2m−1∑
i=0
2m
∫ tmi+1
tmi
E(Bm(u)2)du1[tmi ,tmi+1[(r).
For all r ∈ [0, 1], am(r) converges to E(B(r)2) = r2H . Following Lemma 35, it is bounded
uniformly on m and r . Therefore, by using the Lebesgue dominated convergence theorem we get
lim
m→+∞
∫ 1
0
duE
(
Bm(1)
d
du
Bm(u)
)
E(Bm(u)2) = H
∫ 1
0
[r2H−1 + |1− r |2H−1]r2Hdr
= 1
4
+ H
2
β(2H, 2H)
because β(2H, 2H + 1) = 12β(2H, 2H). We conclude that
lim
m→∞ A
m,1 = H
4
β(2H, 2H). 
Lemma 37. For H > 14 ,
lim
m→∞ A
m,3 = 2H − 1
8(4H − 1) .
Proof. Recall that
Am,3 =
∫ 1
0
du4
∫ u4
0
du1E
(
dBm
du
(u4)
dBm
du
(u1)
)
×
∫ u4
u1
du3
∫ u3
u1
du2E
(
dBm
du
(u3)
dBm
du
(u2)
)
.
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Integrating with respect to u2 and u3 we obtain
Am,3 = 1
2
∫ 1
0
du4
∫ u4
0
du1E
(
dBm
du
(u4)
dBm
du
(u1)
)
E([Bm(u4)− Bm(u1)]2).
We introduce the indices i, j such that u4 ∈ [tmi , tmi+1[, and u1 ∈ [tmj , tmj+1[. Recall that
E
(
dBm
du
(u1)
dBm
du
(u4)
)
= 22m−2H , for i = j;
= 22mE(∆mi B∆mi−1B) for j = i − 1;
= H(2H − 1)22m
∫ ∫
[tmi ,tmi+1]×[tmj ,tmj+1]
|x − y|2H−2dxdy
for j < i − 1.
Then, we split Am,3 into three parts
Am,3 = 1
2
(
A3,1,m + A3,2,m + A3,3,m
)
where
A3,1,m =
2m−1∑
i=0
24m−2Hm
∫ tmi+1
tmi
du
∫ u
tmi
dv(u − v)2E(∆mi B2);
A3,2,m =
2m−1∑
i=0
22mE(∆mi B∆
m
i−1B)
∫ tmi+1
tmi
du
∫ tmi
tmi−1
dvE([Bm(u)− Bm(v)]2);
and
A3,3,m = H(2H − 1)
2m−1∑
i=2
i−2∑
j=0
22m
∫ tmi+1
tmi
dx
∫ tmj+1
tmj
dy(x − y)2H−2
×
∫ tmi+1
tmi
∫ tmj+1
tmj
dudvE([Bm(u)− Bm(v)]2).
We have to prove that for k = 1, 2
lim
m→∞ A
3,k,m = 0 (5.4)
and
lim
m→∞ A
3,3,m = 2H − 1
4(4H − 1) . (5.5)
First we prove (5.4). Integrating with respect to u and v yields
A3,1,m = 1
12
2m−1∑
i=0
2−4Hm .
Since H > 14 , we deduce that limm→∞ A
3,1,m = 0.
According to Lemma 35, we have for α < H
|A3,2,m | ≤ 2
(2α + 1)(2α + 2)2
(1−2H−2α)mE
(
sup
m
sup
(s,t)∈[0,1]2,s<t
|Bm(s)− Bs(t)|2
|t − s|2α
)
.
Since H > 14 , we deduce that limm→∞ A
3,2,m = 0.
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Now, we prove (5.5). Indeed using Fubini’s theorem, we have
A3,3,m = H(2H − 1)
∫ 1
0
dx
∫ x
0
(x − y)2H−2a3,3,m(x, y)dy,
where for 0 ≤ j < i − 1, and (x, y) ∈ [tmi , tmi+1[×[tmj , tmj+1[
a3,3,m(x, y) = 22m
∫ tmi+1
tmi
du
∫ tmj+1
tmj
dvE((Bm(v)− Bm(u))2)
and a3,3,m(x, y) = 0 elsewhere. For all x, y, a2,3,m(x, y) converges almost surely to E([B(x)−
B(y)]2). Moreover, since |tmi+1 − tmj | ≤ 2|x − y|, a3,3,m is bounded by
|a3,3,m(x, y)| ≤ 2E
((
sup
m
sup
s<t
|B(s)− B(t)|
|t − s|α
)2)
|2(x − y)|2α.
Using Lemma 35 and the Lebesgue dominated convergence theorem, we take the limit when m
goes to infinity for H > 14 :
lim
m→∞ A
3,3,m = H(2H − 1)
∫ 1
0
dx
∫ x
0
(x − y)2H−2E([B(x)− B(y)]2)dy
= 2H − 1
4(4H − 1) . 
Finally,
Lemma 38. For H > 14 ,
lim
m→∞ A
m,2 = H
4(4H − 1) −
H
4
β(2H, 2H)
Proof. We could perform the same type of analysis as before, but for this last limit, there is here
a nice trick.
We have
Γ H2 = limm→+∞ A
m,1
d∑
i, j=1
V 2i V
2
j + limm→+∞ A
m,3
d∑
i, j=1
ViV 2j Vi + limm→+∞ A
m,1
d∑
i, j=1
(ViV j )2.
Moreover, from the previous section, if the vector fields commute then
Γ H2 =
1
8
(
d∑
i=1
V 2i
)2
.
Therefore, we must have
lim
m→+∞ A
m,1 + Am,2 + Am,3 = 1
8
.
And we finally conclude with the previous lemmas. 
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6. Application to the study of invariant measures
Consider the stochastic differential equation on Rn
dX t =
d∑
i=1
Vi (X
x0
t )dB
i
t (6.1)
where the Vi ’s areC∞ bounded vector fields onRn and B is a d-dimensional fractional Brownian
motion with Hurst parameter H > 13 .
Proposition 39. Assume that µ is a probability measure on Rn that is invariant by (6.1). In the
sense of distributions, we have for every k ≥ 1,
(Γ Hk )
∗µ = 0,
where (Γ Hk )
∗ is the formal adjoint of Γ Hk .
Proof. Let f ∈ C∞b (Rn,R). We have for every N ≥ 0, when t → 0
E
(∫
Rn
f (X xt )µ(dx)
)
=
N∑
k=0
t2kH
∫
Rn
(Γ Hk f )(x)µ(dx)+ o(t (2N+1)H ).
But since µ is invariant,
E
(∫
Rn
f (X xt )µ(dx)
)
=
∫
Rn
f (x)µ(dx).
The result follows therefore. 
Remark 40. Here again, several questions remain open. In the previous setting, when does an
invariant measure exist? Is the previous condition also sufficient?
Remark 41. In the additive case Hairer [10] defined another notion of invariant measure for
SDE’s driven by fractional Brownian motion. His definition is not equivalent to ours; indeed the
interested reader can study the case of the fractional Ornstein–Uhlenbeck process that admits an
invariant measure in the sense of Hairer but not in ours.
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