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Resumo
Neste trabalho, são estudadas algumas questões relativas à regularidade da solução de
problemas de cálculo das variações e de Lagrange. Como resultado desse estudo, apresentamos
algumas estimativas explicitas para o controlo ótimo de alguns problemas espećıficos. Estas
estimativas são ainda utilizadas para derivar um limite para a complexidade de um método de
ponto interior aplicado a um problema de Lagrange convexo.
Além disso, é ainda estudado o problema de rastreio regido pela equação do calor. Obti-
vemos uma aproximação por um problema de otimização de dimensão finita e, baseando-nos
nessa aproximação, encontramos um limite para a complexidade do método de ponto interior




In this work, some questions regarding the regularity of solution for calculus of variations
and Lagrange problems are studied. As a result of this study, we present some explicit estimates
for the optimal control of some specific problems. These estimates are used to obtain bound
to the complexity of an interior point method applied to a convex Lagrange problem.
In addition, we study a tracking problem governed by the heat equation. We obtained an
approximation by a finite-dimensional optimization problem and, based on this approximation,
we find a bound for the complexity of the interior point method applied to the tracking problem
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Os primeiros trabalhos relativos à regularidade Lipschitziana de soluções de problemas de
cálculo das variações datam de há mais de um século [2, 31]. Nos últimos anos, os estudos
relativos à regularidade de problemas de cálculo das variações e de controlo ótimo têm-se
intensificado (ver [9, 10, 11, 5, 6, 4, 36]). Ainda assim, não temos conhecimento de nenhum
resultado que nos forneça uma estimativa explicita para o controlo ótimo em problemas de
Lagrange. Sob fortes condições, conseguimos obter essas estimativas. O método utilizado para
obter essas estimativas é muito semelhante ao que pode ser encontrado em [27, 32] e baseia-se
na equivalência entre um problema de Lagrange e um problema de tempo ótimo, sugerida por
Gamkrelidze [12]. A aplicação de condições necessárias de otimalidade promove a obtenção das
estimativas expĺıcitas para o problema de Lagrange original.
No caso do problema de cálculo das variações, a regularidade Lipschitziana já tinha sido
provada por Clarke e Vinter em [9]. No entanto, a prova apresentada não é construtiva, pelo
que não foi obtida nenhuma estimativa expĺıcita para a constante de Lipschitz.
Baseando-nos nas estimativas encontradas, derivamos um limite para a complexidade de
um método de ponto interior aplicado a um problema convexo de controlo ótimo. Como é
reconhecido da teoria da aproximação, a forma de como funções podem ser bem aproximadas
por funções simples está inteiramente relacionado com a sua regularidade [15]. Usamos as
propriedades de regularidade para aproximar um problema convexo de controlo ótimo por um
problema de programação convexa e obter a respetiva complexidade do método de ponto interior
[20].
Numa segunda fase do trabalho, debruçámo-nos sobre o problema de rastreio regido pela
equação do calor. Vários aspetos acerca deste problema são discutidos em [1, 3, 13, 14, 18,
19, 24, 25, 26, 30, 34]. Este problema pode ser considerado, no ramo da information-based
complexity, como um ramo da Matemática que estuda algoritmos de otimização e complexidade
computacional de problemas cont́ınuos com aplicações ao mundo real. Esta teoria lida com a
dificuldade intŕınseca de aproximar soluções de problemas cuja informação é parcial, contami-
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nada ou precificada [33]. No entanto, a nossa atenção virou-se apenas para o ponto de vista
da teoria da aproximação.
Em [23], podemos encontrar um estudo do problema de rastreio regido pela equação do
calor e, em [22], um estudo do problema de rastreio regido por equações parabólicas, assumindo
que o controlo é definido na fronteira e que tem a forma de uma combinação linear de funções
de forma.
Neste trabalho, estudamos o problema de rastreio regido pela equação do calor, assumindo
que o controlo está definido no interior do doḿınio. Usamos a definição de solução introduzida
e estudada por Ladyzenskaja e sua escola [17]. Isso permite-nos garantir a existência de solução
para o problema de rastreio e usar o prinćıpio do máximo, a fim de obter uma aproximação por
um problema de otimização de dimensão finita.
Baseados no nosso teorema de aproximação, obtivemos ainda um estimativa para a com-
plexidade do método de ponto interior aplicado ao problema de rastreio regido pela equação do




Comecemos por introduzir alguma notação utilizada nos pontos seguintes. Representamos
por AC([a, b],Rn) o conjunto das funções x : [a, b]→ Rn absolutamente cont́ınuas. Dado um
vetor x ∈ Rn, representamos por |x| a sua norma Euclidiana. O produto interno de dois vetores
x1, x2 ∈ Rn é representado por 〈x1, x2〉. A distância entre x ∈ Rn e C ⊆ Rn é denotada por
d(x,C). O fecho convexo de C é denotado por coC. Representamos o cone tangente a C em
x por T (C, x) = {v ∈ Rn| limλ↓0 λ−1d(x + λv, C) = 0}. O cone conjugado de um cone K é
representado por K∗ = {x∗ ∈ Rn|〈x∗, x〉 ≥ 0, x ∈ K}. O gráfico de uma função mult́ıvoca F
é representado por grF .





L(t, x(t), ẋ(t))dt (1)
onde x ∈ AC([a, b],Rn) e L : [a, b] × Rn × Rn → R é uma função tal que L(·, x(·), ẋ(·)) é
integrável. À variável t chamamos tempo e à variável x chamamos estado. Dado B ⊆ R2n,
podemos ainda definir a condição de fronteira
(x(a), x(b)) ∈ B (2)
Chamamos problema de cálculo das variações ao problema
minimizar: J(x),
sujeito a: (x(a), x(b)) ∈ B.
Consideramos que B é um conjunto fechado. Dizemos que x é uma trajetória admisśıvel
se x ∈ AC([a, b],Rn) e L(·, x(·), ẋ(·)) é integrável.
Dado o problema (2.1), representamos por H(t, x, ẋ, λ) a função de Hamilton definida por
H(t, x, ẋ, λ) = L(t, x, ẋ) + 〈λ, ẋ〉. (3)
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Teorema 2.1 ([7]). Seja x uma trajetória admisśıvel tal que ẋ é essencialmente limitada.
Assumimos que x é um ḿınimo (local) de J (isto é, J(x) ≤ J(y), para todo y trajetória
admisśıvel tal que |x(t)− y(t)| ≤ ε, a ≤ t ≤ b, para algum ε > 0). Então,
1. A função λ(t) = −Lẋ(t, x(t), ẋ(t)) é absolutamente cont́ınua e a igualdade
d
dt
Lẋ(t, x(t), ẋ(t)) = Lx(t, x(t), ẋ(t))
verifica-se para quase todo a ≤ t ≤ b.
2. A condição de transversalidade
〈Lẋ(b, x(b), ẋ(b)), zb〉 − 〈Lẋ(a, x(a), ẋ(a)), za〉 ≥ 0
verifica-se para todo (za, zb) pertencente ao cone tangente a B no ponto (x(a), x(b)).
2.2 Problema de Lagrange
Chamamos problema de Lagrange a um problema do tipo




sujeito a: ẋ(t) = g(t, x(t), u(t))
u(t) ∈ U ⊆ Rm,
(x(a), x(b)) ∈ B ⊆ R2n,
(4)
onde g é uma função cont́ınua no conjunto A × U Chamamos à variável u controlo e ao par
(x, u) processo.
Dado o problema (4), representamos por H(t, x, ẋ, λ) a função de Hamilton definida por
H(t, x, u, λ0, λ) = λ0L(t, x, ẋ) + 〈λ, g(t, x(t), u(t))〉. (5)
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Teorema 2.2 ([7]). Seja (x, u) um processo admisśıvel tal que u é essencialmente limitado.
Assumimos que (x, u) é um ḿınimo (local) de J . Então,
1. Existe uma função absolutamente cont́ınua λ(t), e uma constante λ0 ≥ 0 tais que (λ0, λ)





(t, x(t), u(t), λ0, λ(t))
para quase todo a ≤ t ≤ b.
2. A condição de transversalidade
〈λ(b), zb〉 − 〈λ(a), za〉 = 0
verifica-se para todo (za, zb) pertencente ao cone tangente a B no ponto (x(a), x(b)).
2.3 Problema de Tempo Ḿınimo
Seja F : Rn → Rn uma função mult́ıvoca com valores compactos e Lipschitziana, isto é,
existe L uma constante positiva tal que
F (x1) ⊆ F (x2) + L|x1 − x2|Bn,
onde Bn representa a bola aberta unitária de dimensão n. Consideremos o problema de tempo
ḿınimo
minimizar: T,
sujeito a: ẋ ∈ F (x),
x(0) = x0, x(T ) ∈ S,
(6)
onde S é um conjunto fechado e convexo. Seja x̂ ∈ AC([0, T ],Rn) uma solução do problema.
Para cada t ∈ [0, T ], consideremos um cone convexo K(t) ⊆ T (gr coF, (x̂(t), ˙̂x(t))) men-
surável. Existem várias condições necessárias de otimalidade para problemas de tempo ótimo
com inclusões diferenciais (ver [8, 35]). Para o nosso trabalho, a mais relevante é a proposição
seguinte, que é uma consequência de [28, Teorema 5].
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Proposição 2.3. Existe uma função p ∈ AC([0, T ], Rn) tal que
1. (ṗ(t), p(t)) ∈ −K∗(t), 〈p(t), ˙̂x(t)〉 ≡ h ≥ 0;
2. p(T ) ∈ (T (S, x̂(T )))∗;
3. |p(T )| > 0.
No caso dos sistemas de controlo ótimo suaves, a aproximação seguinte ser escolhida como
o cone K(t). Seja U ⊂ Rk e f : Rn × U → Rn uma função diferenciável em x e tal que o
conjunto f(x, U) é convexo, para todo x ∈ Rn. Para (x̂, û) ∈ Rn × U denotemos v̂ = f(x̂, û)
e C = ∇xf(x̂, û), K = T (f(x̂, U), v̂). Recordemos a seguinte proposição [29, p. 38].
Proposição 2.4. A inclusão
{(x, v) ∈ Rn ×Rn | v ∈ Cx+K} ⊂ T (grf(·, U), (x̂, û))
verifica-se.
Recordemos também a seguinte fórmula [29, p. 50].
Proposição 2.5. Seja C : Rn → Rn um operador linear e K ⊂ Rn um cone convexo. Então,
verifica-se a igualdade
{(x, v) ∈ Rn ×Rn | v ∈ Cx+K}∗ = {(x∗, v∗) ∈ Rn ×Rn | x∗ = −C∗v∗, v∗ ∈ K∗}.
2.4 Equações Parabólicas
Dado um conjunto aberto X ⊆ Rn, denotamos por Lp(X,R), 1 ≤ p < ∞, o espaço das
funções mensuráveis em X que satisfazem
∫
X
|f |pdx <∞, por L∞(X,R) o espaço das funções
essencialmente limitadas e por ‖ · ‖Lp(X,R), 1 ≤ p ≤ ∞, a norma usual em Lp(X,R). Seja Ω
um subconjunto aberto, conexo e limitado de Rn e T ∈ R+. Usamos a notação QT para o
conjunto (0, T )×Ω. Dada uma função F , o seu gradiente e a matriz Hessiana são denotados,
respetivamente, por ∇(F ) e ∇2(F ). Definimos ainda os seguintes espaços de Hilbert:
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• W 22 (Ω) é o espaço que consiste em todas as funções u ∈ L2(Ω,R) com derivadas gene-
ralizadas ux e uxx, munido da norma
‖u‖W 22 (Ω) = ‖u‖L2(Ω,R) + ‖ux‖L2(Ω,R) + ‖uxx‖L2(Ω,R);
• W 1,12 (QT ) é o espaço que consiste em todas as funções u ∈ L2(QT ,R) com derivadas
generalizadas ux e ut, munido do produto interno




(uv + uxvx + utvt)dxdt;
• W 1,02 (QT ) é o espaço que consiste em todas as funções u de L2(QT ,R) com derivadas
generalizadas ux, munido do produto interno





Ainda definimos os seguintes espaços de Banach:
• V2(QT ) é o espaço que consiste em todas as funções u ∈ W 1,02 (QT ) com norma
|u|QT = ess sup
0≤t≤T
‖u(t, ·)‖L2(Ω,R) + ‖ux‖L2(QT ,R)
finita;
• V 1,02 (QT ) é o espaço que consiste em todas as funções u ∈ V2(QT ) tais que
‖u(t+ ∆t, ·)− u(t, ·)‖L2(Ω,R) → 0 quando ∆t→ 0.
Recordemos os seguintes resultados sobre EDP’s. Seja C uma constante positiva. Consi-
deremos o problema
ut = Cuxx − f,
u(t, x) = 0, (t, x) ∈ [0, T ]× ∂Ω,

































se verifica para todo t1 ∈ [0, T ], φ ∈ W 1,12 (QT ) com φ(t, x) = 0, x 6∈ Ω.
Recordemos os seguintes resultados (ver, [17, ch. 3]).
Teorema 2.6 ([17]). O problema (7) tem uma única solução u ∈ V 1,02 (QT ).











Assumimos que a condição
‖f‖q,r ≤ µ1, (9)
















, r ∈ [1, 2] , para n ≥ 3,
q ∈ (1, 2] , r ∈ [1, 2) , para n = 2,






, para n = 1.

(10)
Teorema 2.7 ([17]). Assuma-se que, para os problemas
ut = Cuxx − fm,
u(t, x) = 0, (t, x) ∈ [0, T ]× ∂Ω,
u(0, x) = ψm(x),
 (11)
as condições (9)-(10) são satisfeitas com as mesmas constantes. Assuma-se também que as
funções fm e ψm convergem para f e ψ, respetivamente, nas normas dos espaços a que
pertencem, de acordo com as condições (9)-(10). Então, as soluções um dos problemas (11)
convergem fortemente em V 1,02 (QT ) para a solução u do problema (7).
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Seja U = ([0, T ]× ∂Ω) ∪ ({0} × Ω).
Teorema 2.8 ([17]). Seja u ∈ V 1,02 (QT ) a solução do problema (7). Se f = 0, então,
min{0, ess inf
U
u(t, x)} ≤ u(t, x) ≤ max{0, ess sup
U
u(t, x)}
para quase todo (t, x) em QT .









Para todo t > 0, a igualdade ∫
Rn
Γ(t, x)dx = 1
verifica-se.
2.5 Método de Minimização de Ponto Interior
Dado um vetor v ∈ Rn e uma função F : Rn → R duas vezes diferenciável, usamos a
notação ‖v‖Fx = 〈[∇2(F )(x)]−1v, v〉1/2.
Seja P : Rn → R uma função convexa. Consideremos o problema
P (x)→ min,
x = (x1, x2, . . . , xn) ∈ Rn,
x2i ≤ Ki, i = 1, n.
 (12)
Seja F a função definida por
F (x, σ) = − ln(σ − P (x))− ln(σ − σ)−
n∑
i=1
ln(Ki − x2i ),
onde σ = max{x|x2i≤Ki,i=1,n} P (x) e seja b = (0, 1) ∈ R
n × R.
Consideremos β ∈ (0, (3−
√






− β. O Método de Ponto
Interior é apresentado na Tabela 1 (ver [21]).
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Inicialização: Tome α0 = 0. Escolha uma precisão ε > 0, x0 ∈ Rn e σ0 ∈ R tal
que
‖∇(F )(x0, σ0)‖F(x0,σ0) ≤ β.
Passo k: Faça




(xk+1, σk+1) = (xk, σk)− [∇2(F )(xk, σk)]−1(αk+1b+∇(F )(xk, σk)).







Tabela 1: Método de ponto interior
Para encontrar um ponto inicial que satisfaça ‖∇(F )(x0, σ0)‖F(x0,σ0) ≤ β podemos usar um
método auxiliar apresentado em [21].


















onde (x̃, σ̃) = argmin (F ).
Teorema 2.10 ([21]). O Método de Ponto Interior termina em não mais do que N passos.
No momento final, obtemos |P (xN )− P (x̂)| < ε, onde x̂ é a solução do problema (12).
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3 Estimativas expĺıcitas para a Constante de Lipschitz
O estudo da regularidade da solução de problemas de otimização é de fundamental im-
portância. Em particular, a regularidade Lipschitziana permite-nos determinar uma classe de
problemas onde o fenómeno de Lavrientiev não ocorre, permitindo-nos garantir que a solução
do problema pode ser bem aproximada usando problemas de dimensão finita.
Nesta secção, estabelecemos estimativas expĺıcitas para a constante de Lipschitz de um
problema de cálculo das variações (Teorema 3.8.) e para um problema de Lagrange com ponto
final livre (Teorema 3.13.) usando apenas os dados do problema. Com base nessas estimativas,
derivamos um limite para a complexidade do método de ponto interior aplicado a um problema
de otimização convexo.
3.1 Problema de Lagrange
Estudaremos um problema de Lagrange da forma




sujeito a: ẋ(t) = g(t, x(t))u(t),
x(0) = 0, x(1) ∈ S,
(13)
onde L : R × Rn × Rm → R, g é uma matriz de dimensão n × m, S é o conjunto
{x ∈ Rn|Ax ≤ b}, onde A é uma matriz de dimensão k × n e b ∈ (R ∪ {∞})k. A condição
x(1) ∈ S pode ainda ser substitúıda por x(1) = b, fazendo as devidas alterações. Obtemos
estimativas expĺıcitas para a constante de Lipschitz em casos especiais deste problema:
1. Problema básico de cálculo das variações: g(t, x) = 1;
2. Problema de Lagrange com ponto final livre: S = Rn.
Assumimos que as seguintes condições se verificam:
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(C1) A função L(·, ·, ·) é continuamente diferenciável e satisfaz a condição de super linearidade
L(t, x, u) ≥ θ(|u|) > 0, para todo t, x, u,
onde limr→∞ r/θ(r) = 0.
(C2) A função L(t, x, ·) é estritamente convexa, isto é, existe uma constante µ > 0 tal que
L(t, x, u) + 〈∇uL(t, x, u), v − u〉+
µ
2
|v − u|2 ≤ L(t, x, v), para todo t, x, u, v.
(C3) Existem constantes ξ > 0 e δ > 0 tais que
|∇(t,x)L(t, x, u)| ≤ ξL(t, x, u) + δ, para todo t, x, u.
(C4) Existem constantes cg > 0 e c∇g > 0 tais que
|g(t, x)| ≤ cg, |∇(t,x)g(t, x)| ≤ c∇g, para todo t, x.
Assumimos ainda que se verifica a condição:
(C5) Existem constantes ξ > 0 e δ > 0 tais que
|∇(t,x)L(t, x, u)||u| ≤ ξL2(t, x, u) + δ, para todo t, x, u.
De facto, a condição (C5) é uma consequência das condições (C1) e (C3). Vejamos que, existe
r0 > 1 tal que |u| ≤ θ(|u|) sempre que |u| > r0. Sejam ξ1 e δ1 as constantes relativas à
condição (C3). Sem perda de generalidade, assumimos que ξ1 > 1 e δ1 > 1. Para |u| ≥ r0,
temos
|∇(t,x)L(t, x, u)||u| ≤ (ξ1L(t, x, u) + δ1)θ(|u|)
≤ (ξ1L(t, x, u) + δ1)L(t, x, u)
≤ (ξ1L(t, x, u) + δ1)2
≤ 2ξ21L2(t, x, u) + 2δ21.
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Se |u| < r0 e L(t, x, u) ≥ 1, temos
|∇(t,x)L(t, x, u)||u| ≤ (ξ1L(t, x, u) + δ1)r0
≤ (ξ1L2(t, x, u) + δ1)r0.
Finalmente, se |u| < r0 e L(t, x, u) < 1, temos
|∇(t,x)L(t, x, u)||u| ≤ (ξ1L(t, x, u) + δ1)r0
≤ (ξ1 + δ1)r0
≤ (L2(t, x, u) + 1)(ξ1 + δ1)r0.
Assim, basta tomarmos ξ = max{1, 2ξ21 , (ξ1 + δ1)r0} e δ = max{1, 2δ21, (ξ1 + δ1)r0}.
Pelas condições (C1) e (C2), podemos concluir que o problema (13) tem uma solução
x̂ ∈ AC([0, 1],Rn). Dado (x̆, ŭ) ∈ AC([0, 1],Rn)× L∞([0, 1],Rn) um processo admisśıvel do
problema (13) e r0 > 0 tal que r/θ(r) ≤ 1, sempre que r > r0, consideramos
c = r0 +
∫ 1
0
L(t, x̆(t), ŭ(t))dt. Então, dado M = {t ∈ [0, 1]||û(t)| ≤ θ(|û(t)|)}, temos
c ≥ r0 +
∫ 1
0


















uma vez que, para t ∈ [0, 1] \M , temos r0 > |û(t)|. Assim, podemos concluir que
|x̂(t)| < cgc, t ∈ [0, 1].
Consideremos Ω = [0, 1]× cgcBn, onde Bn representa a bola aberta unitária de dimensão n.
3.2 Equivalência com o problema de tempo ótimo
O estudo deste problema será feito usando, tal como sugere Gamkrelidze (ver [12, Sec. 8]),
a equivalência entre (13) e um problema de tempo ótimo, obtido através da introdução de uma






Notemos que τ é absolutamente cont́ınua e monótona, uma vez que, de acordo com a condição







Usando as variáveis y(τ) = x(κ(τ)) e w(τ) = u(κ(τ)), obtemos o problema
minimizar: T,






(κ, y)(0) = (0, 0) (κ, y)(T ) ∈ (1, S).
(15)
A equivalência entre os problemas (13) e (15) é garantida pelo teorema seguinte.
Proposição 3.1. As afirmações seguintes são válidas:
1. Para cada processo admisśıvel (x, u) do problema (13), existe um processo admisśıvel





2. Para cada processo admisśıvel (κ, y, w) do problema (15), existe um processo admisśıvel













L(s, x(s), u(s))ds, κ ∈ [0, 1].
A função κ é crescente e verifica κ(0) = 0 e κ(T ) = 1. Consideremos ainda y e w as funções
definidas por y(τ) = x(κ(τ)) e w(τ) = u(κ(τ)). Temos y(0) = x(0) = 0 e y(T ) = x(1) ∈ S.























Logo, (κ, y, w) é um processo admisśıvel do problema (15).
Consideremos agora (κ, y, w), um processo admisśıvel do problema (15). Consideremos a
função (x, u) definida por (x, u)(κ(τ)) = (y, w)(τ). A função (x, u) está bem definida, uma
vez que κ é monótona e absolutamente cont́ınua. Temos x(0) = x(κ(0)) = y(0) = 0 e






temos ẋ(t) = g(t, x(t))u(t). Logo, (x, u) é um processo admisśıvel do problema (13). Além
disso, temos∫ 1
0










Seja β uma constante que verifica a condição β > δ/ξ, onde δ e ξ são as constantes da
condição (C3). Consideremos a função mult́ıvoca G definida por
G(κ, y) =
{
(υ, η) ∈ R× Rn|υ = ρ
L(κ, y, w) + β
, η =
ρg(κ, y)w
L(κ, y, w) + β
, w ∈ Rn, ρ ∈ [0, 1]
}
.
Proposição 3.2. A função G assume valores convexos e compactos.




L(κ, y, wi) + β
, ηi =
ρig(κ, y)wi
L(κ, y, wi) + β
, i = 1, 2.
Vamos mostrar que, dados α1, α2 não negativos tais que α1 + α2 = 1, se tem
α1(υ1, η1) + α2(υ2, η2) ∈ G(κ, y). Sejam
α′1 =
α1ρ1
L(κ, y, w1) + β
(
α1ρ1
L(κ, y, w1) + β
+
α2ρ2





L(κ, y, w2) + β
(
α1ρ1
L(κ, y, w1) + β
+
α2ρ2








L(κ, y, w1) + β
+
α2ρ2
L(κ, y, w2) + β
)
(L(κ, y, w) + β),
obtemos
α1υ1 + α2υ2 =
α1ρ1
L(κ, y, w1) + β
+
α2ρ2
L(κ, y, w2) + β
=
ρ
L(κ, y, w) + β
e
α1η1 + α2η2 =
α1ρ1g(κ, y)w1
L(κ, y, w1) + β
+
α2ρ2g(κ, y)w2




L(κ, y, w1) + β
+
α2ρ2
L(κ, y, w2) + β
)






L(κ, y, w1) + β
+
α2ρ2





L(κ, y, w) + β
.
Assim, para mostrar que G(κ, y) é convexo, basta mostrar que ρ ∈ [0, 1]. Ora, uma vez que L




L(κ, y, w1) + β
+
α2ρ2
L(κ, y, w2) + β
)




L(κ, y, w1) + β
+
α2ρ2
L(κ, y, w2) + β
)
(α′1L(κ, y, w1) + α
′
2L(κ, y, w2) + β)
= α1ρ1 + α2ρ2
≤ α1 + α2
= 1.
Portanto G(κ, y) é convexo.
Vamos agora mostrar que G(κ, y) é compacto. Da condição (C1) temos
|υ| ≤ 1
θ(|w|) + β
, |η| ≤ cg|w|
θ(|w|) + β





L(κ, y, wk) + β
,
ρkg(κ, y)wk




onde wk ∈ Rn e ρk ∈ [0, 1], uma sucessão em G(κ, y) convergente para um ponto (υ0, η0).
Se a sucessão wk é limitada, então a sucessão (wk, ρk) tem uma subsucessão convergente.
Passando ao limite, temos (υ0, η0) ∈ G(κ, y). Por outro lado, se wk não é limitada, então tem
uma subsucessão que converge para infinito. Das desigualdades (16), conclúımos que (υk, ηk)
converge para (0, 0). Logo, (υ0, η0) = (0, 0) ∈ G(κ, y). Portanto G(κ, y) é um conjunto
fechado. Também de (16) conclúımos que G(κ, y) é limitado.
Suponhamos que se verificam (C3) ou (C5).
Proposição 3.3. A função G é Lipschitziana no conjunto Ω.
Demonstração. Sejam (κ1, y1) e (κ2, y2) dois pontos em Ω. Dado o ponto
(υ1, η1) =
(ρ, ρg(κ1, y1)w)





L(κ2, y2, w) + β
∈ G(κ2, y2).
Uma vez que β > δ/ξ, da condição (C3) ou (C5) temos
|υ1 − υ2| ≤ max
λ∈[0,1]
∣∣∣∣∇(t,x) 1L(λκ1 + (1− λ)κ2, λy1 + (1− λ)y2, w) + β
∣∣∣∣ (|κ1 − κ2|+ |y1 − y2|)
= max
λ∈[0,1]
|∇(t,x)L(λκ1 + (1− λ)κ2, λy1 + (1− λ)y2, w)|
(L(λκ1 + (1− λ)κ2, λy1 + (1− λ)y2, w) + β)2
(|κ1 − κ2|+ |y1 − y2|)
≤ ξ
β
(|κ1 − κ2|+ |y1 − y2|)
e
|η1 − η2| ≤ max
λ∈[0,1]
∣∣∣∣∇(t,x) g(λκ1 + (1− λ)κ2, λy1 + (1− λ)y2)wL(λκ1 + (1− λ)κ2, λy1 + (1− λ)y2, w) + β


















portanto, G é Lipschitziana no conjunto Ω.
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Seja (x̂, û) uma solução do problema (13). Pela primeira parte da Proposição 3.1., existe






















(〈∇uL(t, x, u), u〉 − L(t, x, u)).
A proposição que se segue é uma consequência imediata da condição (C2).




|u|2 ≤ L(t, x, u), (t, x) ∈ Ω, (17)
verifica-se. A função σ(r) tende a infinito quando r →∞.
Demonstração. A desigualdade (17) é uma consequência de
L(t, x, 0) + 〈∇uL(t, x, 0), u〉+
µ
2
|u|2 ≤ L(t, x, u).
Além disso, pela condição (C2) temos
L(t, x, u)− 〈∇uL(t, x, u), u〉+
µ
2




r2 − Λ0 ≤ σ(r).
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Seja α > 0. Pela segunda parte da Proposição 3.4. existe 0 < T0 ≤ 1 tal que




















sempre que r > %.
No que se segue, usaremos a notação L̂(τ) para representar L(κ̂(τ), ŷ(τ), ŵ(τ)) e ĝ(τ) para
representar g(κ̂(τ), ŷ(τ)).
3.3 Problema de cálculo das variações: g(t,x) = 1
Nesta subsecção, estudaremos o problema de cálculo das variações




sujeito a: x(0) = 0, x(1) ∈ S,
(20)




L(s, x̂(s), ˙̂x(s))ds e ŷ e ŵ as funções definidas por ŷ(τ) = x̂(κ̂(τ)) e
ŵ(τ) = ˙̂x(κ̂(τ)), respetivamente.
Suponhamos que as condições (C1)-(C4) se verificam.
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− (q(τ) + 〈ŵ(τ), p(τ)〉)∇uL̂(τ)
(L̂(τ) + β)2
= 0, (23)
q(τ) + 〈ŵ(τ), p(τ)〉
L̂(τ) + β
≡ h > 0. (24)
Demonstração. Da segunda parte da Proposição 3.1., podemos concluir que (κ̂, ŷ, ŵ) é uma
solução do problema
minimizar: T,




L(κ(τ), y(τ), w(τ)) + β
,
(κ, y)(0) = (0, 0) (κ, y)(T ) ∈ (1, S).
(25)
O problema de tempo ótimo
minimizar: T,
sujeito a: d(κ, y)
dτ
(τ) ∈ G(κ, y),
(κ, y)(0) = (0, 0) (κ, y)(T ) ∈ (1, S).
(26)
também tem uma solução (κ̃, ỹ). O Lema de Filippov garante-nos que existe uma função





L(κ̃(τ), ỹ(τ), w̃(τ)) + β
.
Aplicando as Proposições 2.3.-2.5., podemos ver que existem (q, p) ∈ AC([0, T̃ ], R×Rn), uma
20




ρ̃(τ)(q(τ) + 〈w̃(τ), p(τ)〉)Lt(κ̃(τ), ỹ(τ), w̃(τ))





ρ̃(τ)(q(τ) + 〈w̃(τ), p(τ)〉)∇xL(κ̃(τ), ỹ(τ), w̃(τ))
(L(κ̃(τ), ỹ(τ), w̃(τ)) + β)2
, (28)
h ≡ ρ̃(τ)(q(τ) + 〈w̃(τ), p(τ)〉)
L(κ̃(τ), ỹ(τ), w̃(τ)) + β
≥ ρ(q(τ) + 〈w, p(τ)〉)
L(κ̃(τ), ỹ(τ), w) + β
ρ ∈ [0, 1], w ∈ Rn. (29)
Da condição de máximo (29), temos
ρ̃(τ)p(τ)
L(κ̃(τ), ỹ(τ), w̃(τ)) + β
− ρ̃(τ)(q(τ) + 〈w̃(τ), p(τ)〉)∇uL(κ̃(τ), ỹ(τ), w̃(τ))
(L(κ̃(τ), ỹ(τ), w̃(τ)) + β)2
= 0. (30)
Se d(κ̃, ỹ)/dτ = (0, 0) num conjunto de medida não nula, então h = 0. Nos pontos onde
ρ̃(τ) > 0, como q(τ) + 〈w̃(τ), p(τ)〉 = 0, da condição (30), obtemos p(τ) = 0 e, por con-
seguinte, q(τ) = 0, o que é uma contradição. Logo, ρ̃ = 0 em quase toda a parte, o que é
imposśıvel. Assim, d(κ̃, ỹ)/dτ 6= (0, 0), em quase todos os pontos τ ∈ [0, T̃ ]. Portanto, as
condições (27)-(29) são satisfeitas e ρ̃(τ) > 0 em quase todos os pontos τ ∈ [0, T̃ ]. Logo,
h > 0, uma vez que a igualdade h = 0 implica, como acima, (q, p) ≡ 0. De (29) obtemos
ρ̃ ≡ 1. Assim, podemos identificar as trajetórias (κ̂, ŷ)(·) e (κ̃, ỹ)(·). Ambas são solução
do problema de tempo ótimo (26) e satisfazem as condições de otimalidade (27)-(30) com
ρ̃ = 1.
Proposição 3.6. Se q(τ) ≤ 0, então |ŵ(τ)| ≥ (c+ α)/T0.
Demonstração. Multiplicando (23) por ŵ(τ), obtemos
(L̂(τ) + β)〈ŵ(τ), p(τ)〉 = (q(τ) + 〈ŵ(τ), p(τ)〉)〈∇uL̂(τ), ŵ(τ)〉. (31)
Uma vez que q(τ) ≤ 0, por (24), temos 〈ŵ(τ), p(τ)〉 > 0. De (31), temos
〈∇uL̂(τ), ŵ(τ)〉 =
〈ŵ(τ), p(τ)〉
q(τ) + 〈ŵ(τ), p(τ)〉
(L̂(τ) + β) ≥ L̂(τ) + β
e, portanto,
β ≤ 〈∇uL̂(τ), ŵ(τ)〉 − L̂(τ) ≤ σ(|ŵ(τ)|).
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Assim, obtemos











Proposição 3.7. Se q(τ1) = 0 e q(τ) < 0, τ ∈]τ1, τ2], então |q(τ)|/|p(τ)| ≤ γ̄, τ ∈ [τ1, τ2].
Demonstração. Uma vez que q(τ) < 0, τ ∈]τ1, τ2], temos





Da desigualdade anterior, de (21) e da condição (C3), temos∣∣∣∣dq(τ)dτ
∣∣∣∣ ≤ (q(τ) + 〈ŵ(τ), p(τ)〉)|L̂t(τ)|(L̂(τ) + β)2 ≤ η|p(τ)| |L̂t(τ)|L̂(τ) + β ≤ ηξ|p(τ)|,
















Uma vez que q(τ1) = 0, aplicando o Lema de Gronwall, temos
|q(τ)|
|p(τ)|
≤ eξη(τ2−τ1) − 1. (32)
Note-se que
τ2 − τ1 =
∫ κ̂(τ2)
κ̂(τ1)
(L(t, x̂(t), û(t)) + β)dt ≤ c+ (κ̂(τ2)− κ̂(τ1))β,
e κ̂(τ2)− κ̂(τ1) ≤ T0. De facto, uma vez que q(τ) ≤ 0 no intervalo [τ1, τ2] e t ∈ [κ̂(τ1), κ̂(τ2)],
pela Proposição 3.6. temos
|û(t)| = |ŵ(τ̂(t))| ≥ c+ α
T0
≥ c+ α.
Assim, a desigualdade κ̂(τ2)−κ̂(τ1) > T0 contradiz (14). Logo, τ2−τ1 ≤ c+T0β. Combinando
isto com as condições (32) e (18), obtemos o resultado.
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Teorema 3.8. A desigualdade












verifica-se para quase todo t ∈ [0, 1].





Daqui e da igualdade (31), obtemos
µ
2
|ŵ(τ)|2 ≤ Λ0 − L̂(τ) + 〈∇uL̂(τ), ŵ(τ)〉 = Λ0 − L̂(τ) +
〈ŵ(τ), p(τ)〉
q(τ) + 〈ŵ(τ), p(τ)〉
(L̂(τ) + β).
Se 〈ŵ(τ), p(τ)〉 > 0, então conclúımos
µ
2






(Λ0 + β). (33)
Se 〈ŵ(τ), p(τ)〉 ≤ 0, então, pela Proposição 3.4., temos
µ
2










Consideremos agora τ ∈ [0, T̂ ] tal que q(τ) < 0. Note-se que a condição q(τ) < 0, para
todo τ ∈ [0, 1] é imposśıvel, uma vez que, neste caso, pela Proposição 3.6., teŕıamos
|û(t)| = |ŵ(τ̂(t))| ≥ c+ α
T0
≥ c+ α,
o que contradiz a desigualdade (14). Uma vez que q(τ) < 0, pela Proposição 3.7.,
q(τ) > −γ̄|p(τ)|. Pelo prinćıpio de máximo (23), temos
q(τ) + 〈ŵ(τ), p(τ)〉
L̂(τ) + β
≥ q(τ) + (γ̄ + α)〈p(τ)/|p(τ)|, p(τ)〉
L(κ̂(τ), ŷ(τ), (γ̄ + α)p(τ)/|p(τ)|) + β
≥ α|p(τ)|






Uma vez que % > 0 é um número tal que, para todo r > % a condição (19) se verifica, se
tivermos |w| > %, então, pela condição (C1) e pela Proposição 3.4., obtemos
q(τ) + 〈w, p(τ)〉









Ora, pela desigualdade (35), podemos ver que w 6= ŵ(τ). Portanto, |ŵ(τ)| ≤ %. Combinando
isto com as desigualdades (33) e (34), obtemos o resultado.
Corolário 3.9. Se L não depende da variável t, então










para quase todo t ∈ [0, 1].
Demonstração. Uma vez que L não depende da variável t, da condição (21), temos dq/dτ = 0.
Logo, q é constante. Como vimos anteriormente, não é posśıvel ter q < 0. Logo, q ≥ 0. Assim,
a prova deste Corolário coincide com a prova do Teorema 3.8., para q ≥ 0.










sujeito a: x(0) = 0, x(1) = ω,
(36)
cuja trajetória ótima é x̂(t) = ωt. Tomando θ(r) = r2 + 1/4, temos r0 = 0, uma vez que
θ(r) ≥ r, para todo r > 0. A condição (C2) é satisfeita com µ = 2 e as condições (C3) e
(C5) são satisfeitas para quaisquer valores de ξ e δ positivos. Usando x̂ como uma trajetória
admisśıvel, obtemos c = ω2 + 1/4. Temos ainda Λ0 = 1/4, Λ1 = 0 e σ(r) = r2 − 1/4. Pondo
T0 = 1, temos β = (ω2 + 1/4 + α)2 − 1/4. Desta forma, a estimativa obtida pelo Corolário
3.9. é ω2 + 1/4 + α. Para valores de α suficientemente pequenos, o erro cometido por esta
estimativa é aproximadamente ω + 1/(4ω)− 1, sendo aproximadamente 0, quando ω = 1/2.
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3.4 Problema de Lagrange com x(1) livre
Consideramos agora o problema




sujeito a: ẋ(t) = g(t, x(t))u(t),
x(0) = 0.
(37)




L(s, x̂(s), û(s))ds e ŷ e ŵ as funções definidas por ŷ(τ) = x̂(κ̂(τ)) e
ŵ(τ) = û(κ̂(τ)), respetivamente.
Proposição 3.10. Existe uma função não nula (q, p) ∈ AC([0, T̂ ],R× Rn) tal que
dq
dτ
(τ) = −〈ĝt(τ)ŵ(τ), p(τ)〉
L̂(τ) + β
+





(τ) = −〈∇xĝ(τ)ŵ(τ), p(τ)〉
L̂(τ) + β
+
(q(τ) + 〈ĝ(τ)ŵ(τ), p(τ)〉)∇xL̂(τ)
(L̂(τ) + β)2
, (39)
p(T̂ ) = 0, (40)
ĝ∗(τ)p(τ)
L̂(τ) + β
− (q(τ) + 〈ĝ(τ)ŵ(τ), p(τ)〉)∇uL̂(τ)
(L̂(τ) + β)2
= 0, (41)
q(τ) + 〈ĝ(τ)ŵ(τ), p(τ)〉
L̂(τ) + β
≡ h > 0. (42)
Demonstração. Da segunda parte da Proposição 3.1., podemos concluir que (κ̂, ŷ, ŵ) é uma
solução do problema
minimizar: T,




L(κ(τ), y(τ), w(τ)) + β
,
(κ, y)(0) = (0, 0) κ(T ) = 1.
(43)
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O problema de tempo ótimo
minimizar: T,
sujeito a: d(κ, y)
dτ
(τ) ∈ G(κ, y),
(κ, y)(0) = (0, 0) κ(T ) = 1.
(44)
também tem uma solução (κ̃, ỹ). O Lemma de Filippov garante-nos que existe uma função





L(κ̃(τ), ỹ(τ), w̃(τ)) + β
.
Aplicando as Proposições 2.3.-2.5., podemos ver que existem (q, p) ∈ AC([0, T̃ ], R×Rn), uma
função não nula, e uma constante h ≥ 0 tais que
dq
dτ
(τ) = − ρ̃(τ)〈gt(κ̃(τ), ỹ(τ))w̃(τ), p(τ)〉
L(κ̃(τ), ỹ(τ), w̃(τ)) + β
+
ρ̃(τ)(q(τ) + 〈g(κ̃(τ), ỹ(τ))w̃(τ), p(τ)〉)Lt(κ̃(τ), ỹ(τ), w̃(τ))





(τ) = − ρ̃(τ)〈∇xg(κ̃(τ), ỹ(τ))w̃(τ), p(τ)〉
L(κ̃(τ), ỹ(τ), w̃(τ)) + β
+
ρ̃(τ)(q(τ) + 〈g(κ̃(τ), ỹ(τ))w̃(τ), p(τ)〉)∇xL(κ̃(τ), ỹ(τ), w̃(τ))
(L(κ̃(τ), ỹ(τ), w̃(τ)) + β)2
,
(46)
p(T̃ ) = 0, (47)
h ≡ ρ̃(τ)(q(τ) + 〈g(κ̃(τ), ỹ(τ))w̃(τ), p(τ)〉)
L(κ̃(τ), ỹ(τ), w̃(τ)) + β
≥ ρ(q(τ) + 〈g(κ̃(τ), ỹ(τ))w, p(τ)〉)
L(κ̃(τ), ỹ(τ), w) + β
ρ ∈ [0, 1], w ∈ Rm.
(48)
Da condição de máximo (48), temos
ρ̃(τ)g∗(κ̃(τ), ỹ(τ))p(τ)
L(κ̃(τ), ỹ(τ), w̃(τ)) + β
− ρ̃(τ)(q(τ) + 〈g(κ̃(τ), ỹ(τ))w̃(τ), p(τ)〉)∇uL(κ̃(τ), ỹ(τ), w̃(τ))
(L(κ̃(τ), ỹ(τ), w̃(τ)) + β)2
= 0.
(49)
Se d(κ̃, ỹ)/dτ = (0, 0) num conjunto de medida não nula, então h = 0. Nos pontos onde
ρ̃(τ) > 0, como q(τ) + 〈g(κ̃(τ), ỹ(τ))w̃(τ), p(τ)〉 = 0, das condições (46) e (47), obtemos
26
p(τ) = 0 e, por conseguinte, q(τ) = 0, o que é uma contradição. Logo, ρ̃ = 0 em quase toda
a parte, o que é imposśıvel. Assim, d(κ̃, ỹ)/dτ 6= (0, 0) em quase todos os pontos τ ∈ [0, T̃ ].
Portanto, as condições (45)-(48) são satisfeitas e ρ̃(τ) > 0 em quase todos os pontos τ ∈ [0, T̃ ].
Logo, h > 0, uma vez que a igualdade h = 0 implica, como acima, (q, p) ≡ 0. De (48) obtemos
ρ̃(τ) = 1. Assim, podemos identificar as trajetórias (κ̂, ŷ)(·) e (κ̃, ỹ)(·). Ambas são solução
do problema de tempo ótimo (44) e satisfazem as condições de otimalidade (45)-(49) com
ρ̃ = 1.
Proposição 3.11. Se q(τ) ≤ 0, então |ŵ(τ)| ≥ (c+ α)/T0.
Demonstração. Multiplicando (23) por ŵ(τ), obtemos
(L̂(τ) + β)〈ĝ(τ)ŵ(τ), p(τ)〉 = (q(τ) + 〈ĝ(τ)ŵ(τ), p(τ)〉)〈∇uL̂(τ), ŵ(τ)〉. (50)
Uma vez que q(τ) ≤ 0, por (24), temos 〈ŵ(τ), p(τ)〉 > 0. De (31), temos
〈∇uL̂(τ), ŵ(τ)〉 =
〈ĝ(τ)ŵ(τ), p(τ)〉
q(τ) + 〈ĝ(τ)ŵ(τ), p(τ)〉
(L̂(τ) + β) ≥ L̂(τ) + β
e, portanto,
β ≤ 〈∇uL̂(τ), ŵ(τ)〉 − L̂(τ) ≤ σ(|ŵ(τ)|).
Assim, obtemos












Proposição 3.12. Se q(τ1) = 0 e q(τ) < 0, τ ∈]τ1, τ2], então |q(τ)|/|p(τ)| ≤ γ̄, τ ∈ [τ1, τ2].
Demonstração. Uma vez que q(τ) < 0, τ ∈]τ1, τ2], temos











Das desigualdades anteriores, de (38) e da condição (C3), temos∣∣∣∣dq(τ)dτ




≤ (c∇g + cgξ)η|p(τ)|,
sempre que τ ∈ [τ1, τ2]. De modo análogo, temos∣∣∣∣dp(τ)dτ






≤ |dq(τ)/dτ ||p(τ)|+ |q(τ)||dp(τ)/dτ |
|p(τ)|2







Uma vez que q(τ1) = 0, aplicando o Lema de Gronwall, temos
|q(τ)|
|p(τ)|
≤ e(c∇g+cgξ)η(τ2−τ1) − 1. (51)
Note-se que
τ2 − τ1 =
∫ κ̂(τ2)
κ̂(τ1)
(L(t, x̂(t), û(t)) + β)dt ≤ c+ (κ̂(τ2)− κ̂(τ1))β,
e κ̂(τ2)− κ̂(τ1) ≤ T0. De facto, uma vez que q(τ) ≤ 0 no intervalo [τ1, τ2] e t ∈ [κ̂(τ1), κ̂(τ2)],
pela Proposição 3.11. temos
|û(t)| = |ŵ(τ̂(t))| ≥ c+ α
T0
≥ c+ α.
Assim, a desigualdade κ̂(τ2)−κ̂(τ1) > T0 contradiz (14). Logo, τ2−τ1 ≤ c+T0β. Combinando
isto com as condições (51) e (18), obtemos o resultado.
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Teorema 3.13. Se g não depende da variável x, então a desigualdade










verifica-se para quase todo t ∈ [0, 1].












Consideremos agora τ ∈ [0, T̂ ] tal que q(τ) < 0. Multiplicando (41) por ŵ(τ), obtemos
〈ĝ(τ)ŵ(τ), p(τ)〉(L̂(τ) + β) = (q(τ) + 〈ĝ(τ)ŵ(τ), p(τ)〉)〈∇uL̂(τ), ŵ(τ)〉.
Usando a condição (42), podemos reescrever esta igualdade como
〈ĝ(τ)ŵ(τ), p(τ)〉 = h〈∇uL̂(τ), ŵ(τ)〉.
Combinando com (42), temos
h =
q(τ) + h〈∇uL̂(τ), ŵ(τ)〉
L̂(τ) + β
.
Da condição (C2), obtemos
q(τ)
h




e, portanto, uma vez que, pela Proposição 3.7., −q(τ) ≤ γ̄|p(τ)|, temos
µ
2
|ŵ(τ)|2 ≤ Λ0 + β −
q(τ)
h


























e ȳ ≡ 0. O par (κ̄, ȳ) é uma solução do problema (44) num intervalo [0, T̄ ], onde T̄ é tal que




(L(κ̄(τ), 0, 0) + β)dτ ≤
∫ 1
0
(Λ0 + β)dτ = Λ0 + β,
temos
T̂ ≤ T̄ ≤ Λ0 + β,
o que completa a prova.
Teorema 3.14. Se L e g não dependem da variável t, então a desigualdade










verifica-se para quase todo t ∈ [0, 1].
Demonstração. Uma vez que, neste caso, o problema é autónomo, a condição (38) é equivalente
a dq/dτ = 0. Assim, da Proposição 3.11. e da desigualdade (14), podemos concluir que q é
uma constante positiva. Assim, a demonstração deste teorema é análoga à demonstração do
Teorema 3.8., com q ≥ 0.
3.5 Limites para a Complexidade
Consideremos agora que g = g(t), isto é,




sujeito a: ẋ(t) = g(t)u(t),
x(0) = 0, x(1) ∈ S,
(54)
Assumimos que |û(t)| ≤ `, t ∈ [0, 1]. Assumimos também que a função L é estritamente
convexa nas variáveis (x, u), isto é,











Para estudarmos a complexidade do Método de Ponto Interior aplicado ao problema (54), vamos
considerar o problema discreto




sujeito a: ẋ(t) = g(t)u(t), u ∈ UN ,
x(0) = 0, x(1) ∈ S,
(56)
onde UN ⊂ L∞([0, 1], Rm) denota o conjunto de todas as funções constantes por partes u(·)
que tomam valores u(t) = u(τk), t ∈]τk, τ(k + 1)], k = 0, N − 1, τ = 1/N e satisfazem
|u(t)| ≤ `. Obviamente, este problema tem também uma solução (x̃, ũ).
Seja F : UN ×R→ R a função definida por














































Sejam β ∈ (0, (3−
√







Teorema 3.15. Seja ε > 0,
N >








(1 + β)(k +mN + 1) + (β +
√











k +mN + 1
) + 1, v = (0, 1).
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em, no máximo, N iterações.
Demonstração. Seja x̄(·) ∈ AC([0, 1], Rn) a função definida por
x̄(0) = 0,









t ∈ [kτ, (k + 1)τ), k ∈ 0, N − 1, τ = 1/N.
Por indução, temos




































≤ |x̄(kτ)− x̂(kτ)|+ `τ 2c∇g,
e, portanto, |x̄(kτ) − x̂(kτ)| ≤ `τc∇g, k ∈ 0, N − 1. Notemos também que, se
t ∈ [kτ, (k + 1)τ), então



















Assim, se t ∈ [kτ, (k + 1
2
)τ), temos
































= `τc∇g + `τcg
e, se t ∈ [(k + 1
2
)τ, (k + 1)τ), temos
|x̄(t)− x̂(t)|





















= `τc∇g + `τcg.
Logo, |x̄(t) − x̂(t)| ≤ `τ(c∇g + cg), t ∈ [0, 1]. Uma vez que a função L(t, x, ·) é convexa e
cont́ınua, e que a função L(·, ·, u) é Lipschitziana com constante KL no conjunto {(t, x, u) |






























































L(t, x̂(t), û(t))dt+ τKL(`(c∇g + 2cg) + 2).
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Uma vez que (x̃, ũ) é uma solução do problema (56), temos∫ 1
0
L(t, x̂(t), û(t))dt ≤
∫ 1
0










∣∣∣∣ ≤ τKL(`(c∇g + 2cg) + 2).
Pela desigualdade
N >









∣∣∣∣ ≤ ε2 .










L (t, x̆(s), ŭ(t)) dt
∣∣∣∣ ≤ ε2 .
Portanto, temos ∣∣∣∣∫ 1
0





Uma vez que |û| ≤ ` podemos usar as condições de otimalidade (Teorema 2.1.)
d
dt
∇uL(t, x̂(t), û(t)) = ∇xL(t, x̂(t), û(t)),
〈∇uL(1, x̂(1), û(1)), z − x̂(1)〉 ≥ 0, z ∈ S.
(59)

















Ora, integrando por partes o terceiro termo do lado esquerdo da desigualdade e usando as
condições (59), obtemos∫ 1
0









O número de iterações necessárias é obtido pelo Teorema 2.10.












sujeito a: x(0) = 0, x(1) = 1√
2
.
Neste caso, temos KL = 2`. Usando a estimativa do Corolário 3.9, temos ` = 3/4.
Seja
























onde u = (u0, · · · , uN−1) e σ̄ = 4.
Sejam β = 1/9, γ = 5/36 e ε = 10−14. Usando N = 15, obtemos a solução
ũ = {0.7071}15, ao fim de 364 iterações. A estimativa para o número máximo de iterações,
neste caso, é 1189.
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4 Problema de Rastreio
Nesta secção, estudaremos a complexidade do método de ponto interior para o problema
de rastreio regido pela equação do calor.
4.1 Enunciado do problema
Sejam θ̌ ∈ V 1,02 (QT )∩L∞(QT ,R) e ϕ(θ) = |θ̌(t, x)−θ(t, x)|2. Consideremos Qj ∈ W 22 (Ω),
j = 1,m, Kj > 0, j = 1,m e θ0 ∈ L2(Ω,R). Assumimos que Qj pode ser prolongado
continuamente a Rn fazendo Qj(x) = 0, x /∈ Ω e que θ0 satisfaz a condição de compatibilidade









θ(t, x) = 0, (t, x) ∈ [0, T ]× ∂Ω,
θ(0, x) = θ0(x),
qj(0) = 0, ‖q̇j‖L∞((0,T ),R) ≤ Kj, j = 1,m,

(61)
onde (θ, q1, · · · , qm) pertence ao espaço V 1,02 (QT )× (AC([0, T ],R))m.
Seja Λ a função definida por




















. Ao longo da resolução deste problema, iremos con-
siderar também o problema auxiliar
θ•t (t, x) = Cθ
•
xx(t, x),
θ•(t, x) = −Λ(t, x, q1, · · · , qj), (x, t) ∈ [0, T ]× ∂Ω,
θ•(0, x) = θ0(x),





Vamos necessitar dos seguintes resultados no que se segue.
Lema 4.1. Sejam (θ, q1, · · · , qm) ∈ V 1,02 (QT )×(AC([0, T ],R))m funções que satisfazem (63).
Então, a desigualdade
‖θ‖L∞(QT ,R) ≤ max









Demonstração. Usando o Teorema 2.9 e a desigualdade de Holder, temos










































Pelo Teorema 2.8, obtemos
‖θ‖L∞(QT ,R) ≤ max{‖θ0‖L∞(Ω,R) , ‖Λ(·, ·, q1, · · · , qj)‖L∞(QT ,R)},
o que completa a prova.
Uma vez que, pelo Teorema anterior, as trajetórias admisśıveis θ do problema (60), (61)
pertencem a um conjunto limitado, Θ, definimos
Kϕ = inf{`| |ϕ(θ1)− ϕ(θ2)| ≤ `|θ1 − θ2|, θ1, θ2 ∈ Θ}.
Lema 4.2. Sejam (θ(l), q(l)1 , · · · , q
(l)
m ) ∈ V 1,02 (QT ) × (AC([0, T ],R))m, l ∈ {1, 2}, funções
satisfazendo o problema (63). Então, a desigualdade




























∣∣θ(1)(t, x)− θ(2)(t, x)∣∣ dxdt
≤ TVΩKϕ‖θ(1) − θ(2)‖L∞(QT ,R).
Pelo Lema 4.1, obtemos





























Teorema 4.3. O problema (60)-(61) tem uma solução.
Demonstração. Seja ` o ı́nfimo do problema (60)-(61) e (θl, ql1, · · · , qlm) funções que satisfazem
(61) e tais que J(θl)→ `. Usando a notação Λl(·, ·) = Λ(·, ·, ql1, · · · , qlm) temos








Λl(0, x) = 0.
 (64)
Logo, as funções (θl − Λl, ql1, · · · , qlm) satisfazem (63).
Seja ηl = (q̇l1, · · · , q̇lm). Uma vez que {ηl} é limitada em L2((0, T ),Rm), existe uma subsu-
cessão {ηlk} fracamente convergente em L2((0, T ),Rm). Seja η0 o limite fraco de {ηlk}. Pelo








li−Λli)→ θ0 em V 1,02 (QT ) ⊆ L2(QT ,R) e
∑I(p)
i=p λiq
li → q0 em L2((0, T ),Rm).
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Uma vez que (θ0, q0) verificam (63), também (θ0 + Λ0, q0), onde Λ0(·, ·) = Λ(·, ·, q01, · · · , q0m),
satisfazem (61). Portanto, uma vez que J é convexo, pelo Lema 4.2, obtemos











































Logo, (θ0 + Λ0, q0) é a solução de (60)-(61).
No que se segue, denotamos por (θ̂, q̂1, · · · , q̂m) um processo ótimo do problema (60)-(61)
no espaço V 1,02 (QT )× (AC([0, T ],R))m.
Consideremos HN , o espaço das funções lineares por partes η ∈ L2((0, T ),R) cujas respe-
tivas derivadas tomam valores η̇(t) = η̇(τk), t ∈ (τk, τ(k + 1)], k = 0, N − 1, τ = T/N . O
problema (60)-(61) também tem uma solução ótima no espaço V 1,02 (QT )× (HN)m. Isto segue
da compacidade do conjunto de controlos e do Teorema 2.7.
De seguida, vamos mostrar que a diferença entre J(θ̂) e J(θ̂), onde (θ̂, q̂1, · · · , q̂m) é um
processo ótimo do problema (60)-(61) no espaço V 1,02 (QT )× (HN)m, pode ser feita arbitraria-











j = 1,m, t ∈ (kτ, (k − 1)τ ], τ = T
N
, k = 0, N − 1.
Obviamente, estas funções são lineares por partes, continuas e satisfazem a condição
| ˙̃qj(t)| ≤ Kj, t ∈ [0, T ], j = 1,m. A função
∑m



















Demonstração. Por indução, temos
m∑
j=1






























Qj(x)q̂j(kτ), k = 0, N. (66)


















Qj(x)q̃j((k + 1)τ) +









Se t ∈ (kτ, (k + 1
2

































































e, se t ∈ ((k + 1
2





















































Usando o prinćıpio de máximo (Teorema 2.8.) vamos encontrar uma estimativa para a
diferença entre a solução ótima do problema (60)-(61) nos espaços V 1,02 (QT )×(AC([0, T ],R))m
e V 1,02 (QT )× (HN)m.
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Recordemos que, se (θ, q1, · · · , qm) satisfaz (61), então (θ − Λ, q1, · · · , qm) satisfaz (63),
onde Λ(·, ·) = Λ(·, ·, q1, · · · , qm). Usaremos a notação
Λ̃(·, ·) = Λ(·, ·, q̃1, · · · , q̃m) e Λ̂(·, ·) = Λ(·, ·, q̂1, · · · , q̂m).
Lema 4.5. Sejam q̃j as funções definidas acima e θ̃ uma função tal que (θ̃, q̃1, · · · , q̃m) satisfaz
(63). Então, a desigualdade










Demonstração. Seja δθ = θ̃ − θ̂ + Λ̂. A função δθ verifica as condições
(δθ)t = C(δθ)xx,
δθ(t, x) = Λ̂(t, x)− Λ̃(t, x), (t, x) ∈ [0, T ]× ∂Ω,
δθ(0, x) = 0.
 (67)

















Portanto, obtemos∥∥∥θ̃ + Λ̃− θ̂∥∥∥
L∞(QT ,R)
≤












Teorema 4.6. Seja (θ̂, q̂1, · · · , q̂m) um processo ótimo do problema (60)-(61) no espaço
V 1,02 (QT ) × (AC([0, T ],R))m e (θ̂, q̂1, · · · , q̂m) um processo ótimo no espaço










Demonstração. Sejam q̃j as funções definidas acima e θ̃ uma função tal que (θ̃, q̃1, · · · , q̃m)
satisfaz (63). Assim como na prova do Lema 4.2., obtemos∣∣∣J(θ̃ + Λ̃)− J(θ̂)∣∣∣ = ∣∣∣∣∫∫
QT
(




≤ TVΩKϕ‖θ̃ + Λ̃− θ̂‖L∞(QT ,R).











Assim, uma vez que
J(θ̂) ≤ J(θ̂) ≤ J(θ̃ + Λ̃),















ln(Ki − (q̇i(τk))2), (68)
onde
σ = max{J(θ)|(θ, q1, · · · , qm) ∈ V 1,02 (QT )× (HN)m satisfaz (61)}.
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) + 1, (70)
onde b = (0, 1).
Teorema 4.7. O Método de Ponto Interior encontra (q1, · · · , qm) ∈ (HN)m tal que
|J(θ − Λ) − J(θ̂)| ≤ ε, onde (θ, q1, · · · , qm) satisfaz (63) e Λ(·, ·) = Λ(·, ·, q1, · · · , qm),












Pelo Teorema 4.6, temos |J(θ̂)−J(θ̂)| < ε/2. Usando o Método de Ponto Interior, encontramos
(q1, · · · , qm) tal que |J(θ − Λ) − J(θ̂)| ≤ ε/2, onde (θ, q1, · · · , qm) satisfaz (63). O número
de iterações necessárias é dado pelo Teorema 2.10. Assim, temos







5 Conclusões e Trabalho Futuro
O método utilizado no caṕıtulo 3 deste trabalho levou-nos à obtenção de estimativas
expĺıcitas para a constante de Lipschitz da solução de dois problemas de Lagrange particu-
lares. Através de um exemplo, pudemos verificar que estas estimativas são de ótima qualidade,
atingindo mesmo o valor real em alguns casos espećıficos.
Constatamos ainda que, o método numérico aplicado garante-nos uma excelente aproximação
(finita) da solução real, após um número de iterações que pode ser estimado a priori, utilizando
apenas os dados do problema.
No caṕıtulo 4, obtivemos um majorante para a complexidade do Método de Ponto Interior
aplicado ao problema de rastreio regido pela equação do calor. Para isso, constrúımos uma
aproximação adequada da solução real, através do uso do prinćıpio de máximo (Teorema 2.8.)
e da função Γ. Este problema admite uma resolução eficaz com recurso a este método.
Futuramente, seria interessante procurar classes de problemas onde as estimativas encon-
tradas possam ser melhoradas. Num outro sentido, talvez até mais interessante, está a busca
por alargar estas estimativas a classes de problemas mais gerais.
O conhecimento de uma estimativa para a constante de Lipschitz da solução de um problema
de otimização pode também levar-nos à obtenção de um método de otimização para problemas
de dimensão infinita, através da aproximação da solução ótima por funções de classe C1.
No que toca ao problema de rastreio, um caminho futuro será a generalização dos resultados
encontrados para um problema regido por uma equação parabólica mais geral.
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[31] Tonelli L., Sur une méthode directe du calcul des variations, Rend. Circ. Mat., Palermo,
Vol. 39, 1915, pp. 233-264.
48
[32] Torres D.M., Lipschitzian regularity of the minimizing trajectories for nonlinear optimal
control problems, Math. Control Signals Systems, Vol. 16, 2003, pp. 158-174.
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