Abstract-Objective screening mechanism using paralinguistic cues to enhance current diagnostic on detecting depression is desirable, which resulted in the rise of research on this area. However, to date, there has been no research done using dataset of Malay speakers. This paper presented an acoustic depression detection classification using Linear and Quadratic Discriminant analysis with transition parameters and power spectral density as the acoustic features. Among the two features, power spectral density performed better, especially with the combination of band 1, 2 and 3 for both male and female data. As for the Transition parameters, we found that unvoiced feature performed best overall for both male and female.
I. INTRODUCTION
Depression is a global growing cause for concern and is a major contributor in terms of total years lost due to disability. World Health Organization (WHO) estimated up to 350 million people of all ages worldwide suffer from depression [1] . Meanwhile in Malaysia, according to a poll by the National Health and Morbidity in 2011, 12% of Malaysians aged between 18 and 60 have mental health issues [2] . Prolongation of symptoms of depression may lead to clinical depression, or also known as major depressive disorder (MDD). In this severe depression, suicidal thoughts are acted upon and may result in suicide.
Unfortunately, the current psychiatric assessment method requires extensive effort by clinicians in gathering comprehensive information about the patients. Besides, it relies heavily on patients' effort to cooperate in communicating their symptoms and problems, while they are emotionally and psychologically impaired. An objective screening mechanism based on biological, physiological and behavioral signal is therefore needed to enhance current diagnostic method of identifying MDD. Previous studies have suggested that depression is associated with distinctive speech pattern, such as decreased in verbal activity productivity, diminished prosody and monotonous [3] . On top of that, using speech as the parameter in the automated system enables the system to be cheap, remote, non-invasive and non-intrusive.
In recent years, research on diagnosis of mental illness based on speech has gained popularity. Generally, the methodology involves data collection, pre-processing of data, feature extraction and feature classification. Prosodic, source, formant and spectral analysis, to name a few, are among the four big features that are widely used by researchers [4] .
Feature classification can be divided into three groups of problems; presence, severity and score rating prediction. In this paper, we only focused on presence classification. Gaussian Mixture Model (GMM) and Support Vector Machines are among the most widely used classifiers in former research, such as in [5] - [13] and [14] - [18] respectively. These two classifiers are popular since they able to handle small datasets, have simple computation and have established software readily available and assessable [4] . Other classifiers include Hidden Markov Model used in [5] , [14] and Maximum Likelihood and Least mean Square were used in [19] . [20] utilized Linear Discriminant Analysis (LDA) and Quadratic Discriminant Analysis (QDA), classic classifiers which output a linear and a quadratic decision surface respectively. These classifiers are easily computed and do not need initialization for the model parameters.
Speech signal is dependent on many factors including speakers and languages [21] . Thus, the motivation of this paper is to identify possible voice parameters that can be used as an indicator for depression using Malay speech II. DATABASE FORMULATION 
A. Data collection
Our sample consisted of clinically validated data which were obtained via interview and recording sessions of depressed subjects conducted at Hospital Kajang, Hospital Kuala Lumpur, and healthy subjects at Biomechatronics lab, IIUM. The volunteers were required to sign an informed consent and made aware of the objectives of the study. Male and female samples were divided into two diagnostic groups namely depressed (DEP) and healthy (HLT), whose filenames were initialized with letter "D" and "H" respectively. Group assignment was made based on assessment made by experienced clinicians by using Beck Depression Inventory (BDI-MALAY) [22] and Beck Hopelessness Scale (BHS). Table I Audio acquisitions were made on mono channel using a portable high-quality field recorder, TASCAM DR-05, with frequency response of 40Hz to 20 kHz.
B. Pre-processing
The audio was digitized with a sampling rate of 44.1 kHz and edited using Audacity 2.1.2 for the de-identification of personal information as well as removal of interviewer's voice and undesirable sound.
III. METHODOLOGY

A. Voiced, Unvoiced and Silence Extraction
Speech signals are made up of voiced, unvoiced and silence intervals, which can be estimated by segmenting the sampled signals based on their energy values. Voiced speech samples have low frequency features and show quasi-stationary behavior, while unvoiced speech samples composed of higher frequency features and exhibit noise-like behavior. The voiced/unvoiced/silence classification was made using the method in [23] .
B. Feature Extraction 1) Power Spectral Density
A Power Spectral Density (PSD) method was used to get the power distribution of speech in the frequency band over the range of 0 Hz to 2000 Hz (Figure 1 ). Only the voiced speech was collected, which was then divided into 20-seconds segments. Each 20-seconds signal was analyzed using a 40ms nonoverlapping windows to produce n number of frames. For each frame, Fast Fourier Transform-based PSD to extract four equal bands of 500 Hz as well as PSD for the full frequency range of 0-2000 Hz (PSDtotal). PSD4 was removed due to linear dependency on the other three spectral energy bands and possessing only small energy. Normalization was done by dividing the sum of all estimated PSD band (PSD1, PSD2, PSD3) including PSDtotal over the total sum of energy in 0-2000 Hz. The 3 features comprised of 2 spectral energy ratios were joined together into a single row representing each 20-seconds segments.
2) Transition Parameters
The voiced, unvoiced and silence were labelled as three different states of t = 1, 2 and 3 respectively (Figure 2 ). This method takes the variations in transition probabilities which were estimated by discrete-time Markov process [24] using Matlab's statistical toolbox. A three-by-three matrix tij{i=1,2,3 and j=1,2,3} was formed, where each row is a conditional probability function with current state as i and possible next state as j. The nine features were joined together into a single row vector representing each respondent as {t 11 , t 12 , t 13 , t 21 , t 22 , t 23 , t 31 , t 32 , t 33 }.
C. Feature Classification
Linear Discriminant Analysis (LDA) and Quadratic Discriminant Analysis (QDA) were used to obtain the decision boundaries for the classification between "Healthy" and "Depressed. Number of features used in classification were limited to three to avoid over-modelling. Resampling methods of discriminant analysis were applied in both cases of discriminant analysis to compensate for the small sample sizes.
1) Equal-Test-Train
Classifications were performed using LDA and QDA with Equal-Test-Train where the testing data were duplicates of the training data. This is to validate that the data are separable between the classes. 
2) Jackknife (Leave-One-Out)
The jackknife method leaves one sample from the data set for testing and constructs the classification function with the remaining N-1 samples as the training data.
3) Cross Validation
Using this method, the samples were separated into desired proportions of training and testing data (70% training and 30% testing). These proportions of data are randomly sampled each time the classifications were performed. The average result was obtained from 500 iterations of classifications done.
IV. RESULT AND DISCUSSIONS
We evaluated the performance of the classification with gender separation due to difference in speech signal of male and female speakers. The performance is based on sensitivity and specificity, which are the ability of the system to correctly classify an individual as diseased (depressed) and diseased-free (healthy) respectively.
A. Power Spectral Density
Using power spectral density, it was found that combination of band 1:3 gave highest classification accuracy for both male and female data using linear and quadratic discriminant classification methods. As the classification result was good enough, we did not need to increase to a higher number of bands and thus able to avoid the classifier from being over-modelled. Figure 3 shows a 2D plot of the distribution of depressed and healthy speakers using the combined feature set of band 1 and band 3. Focusing on cross-validation resampling method in classification of male data (Table II) , it is found that the classification for depressed was best done using LDA, healthy using QDA, and the overall percentage classification which achieved 88% using LDA. Meanwhile using female data, the best clasification of depressed data achieved 95% using LDA, both LDA and QDA exhibited 84% correct classification of healthy and the best overall classification was done using LDA.
RESULTS OF AUTOMATIC AFFECTIVE CLASSIFICATION USING POWER SPECTRAL DENSITY
B. Markov Transition Matrix
Classification using single feature of Transition Matrix (Figure 4 ) with resampling method of equal-test-train show feature voiced-to-voiced (t 11 ) and silence-to-silence (t 33 ) produce best classification of 81% for male data while feature unvoicedto-unvoiced exhibit 71% right classification of female data. To improve the result, good features were combined and tested using jack-knife and cross validation methods. Out of 592 combinations of 9 features done, only 3 features combination are considered valid classification result in order to avoid overmodelling. Figure 5 displays 2D plots of depressed and healthy distribution of female speakers using the combined feature set of Unvoiced-to-Silence (t 23 ) and Silence-to-Silence (t 33 ). Table III show the results obtained when classifying speakers as "depressed" or "healthy" using Markov Transition Matrix for male and female speakers. It is shown that unvoiced features produce good classification between depressed and healthy for male data using equal-test-train and jackknife resampling methods. However, classifications using cross validation method for male samples resulted in poor classification. As for female data, feature Unvoiced-toUnvoiced (t 22 In general, classification using transition matrix exhibit fairly good sensitivity and specificity. Unvoiced feature consistently gives good classification for both male and female data. It can be hypothesized that this is due to the fact that depressed individuals exhibit psychomotor retardation which may result in their speech to become slur. Thus, unvoiced signal between healthy and depressed individuals are distinguishable and are a good parameter for classification.
V. CONCLUSION
The work in this paper shows that transition parameters and power spectral density are voice parameters that can be used as an indicator for depression in Malay speakers. This result agrees with the work presented in [25] , which used English native speakers' database.
Among the two features, power spectral density shows a better classification result, especially with the combination of band 1:3 for both male and female data. Meanwhile for transition parameters, unvoiced features exhibit best classification performance for both male and female, which matches the slur characteristic of clinically depressed speech.
Further direction of this ongoing study will be focusing on engineering other effective acoustical features such as MFCC and classifiers that will improve the results, especially when tested using more complex and big data.
