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The amount of data generated in the world is explosively increasing due to the “digital 
transformation.” The enterprise companies are trying to acquire valuable knowledge through the 
data analysis, or to automate business operations using models learned from enormous amounts 
of data. With the progress of these technologies, the data itself is recognized as a valuable asset 
today. 
Enterprise companies are working on data-protection by various means in order to avoid 
missing business opportunities due to problem of data access. Disaster recovery is a measure to 
replicate data to a geographically separated datacenter in order to continue business operations 
with replicated data even in a case of large-scale disaster. Since the large-scale earthquake occured 
in Japan, the interest to data-protection is further increasing in enterprise companies. 
One of the performance indices of data-protection system is RPO (Recovery Point Objective). 
RPO is the objective of “recovery point” which is the difference between the time at which the 
problem occurred to data and the time at which recoverable data is generated. The shorter PRO is 
the higher performance. For example, if RPO is 60 minutes, the system is required to be able to 
recover data that is generated within 60 minutes before the time of incident. In other words, this 
means that data loss within 60 minutes is accepted by the organization policy. In order to control 
the risk of data loss, enterprise companies must keep running data-protection to achieve RPO. 
Therefore, in the management of data-protection system, it is necessary to have a function to 
monitor a recovery point constantly in order to judge whether it has achieved RPO or not. In order 
  
to monitor recovery point, it is required to measure the transfer delay time from the site where 
data is created to the site where data is replicated. This research proposes a method to monitor a 
recovery point. A proposed method defines an abstract model of data-protection system. 
According to the model, it is possible to calculate recovery point from the input of the amount of 
write data and the amount of untransferred data that is temporarily stored in upload buffer.  
This method makes it possible to judge whether the system achieves RPO or not. If RPO has 
not been achieved, it is required to enhance system performance with additional system resources. 
On the other hand, if it is found that the performance is too high, there is a possibility that the 
system cost can be saved by reducing the amount of resources. So, it is a challenge of this research 
to discover a best system configuration that achieves RPO and minimize cost as much as possible.  
This research proposes a performance simulation process that is used to estimate an appropriate 
system size. In this method, a calculation formula to estimate the amount of untransferred data 
stored in the upload buffer is defined. With this estimation, it becomes possible to calculate a 
recovery point and to find an appropriate system configuration. 
These proposed methods are verified through experiments. As for performance evaluation, it is 
possible to calculate a recovery point from the input of untransferred data amount. Also, in the 
verification of the simulation of untransferred data amount, we can reduce the gap of simulation 
value and measured value up to 1.9%. This error does not make gaps after the conversion to the 
time of recovery point. So I have concluded that it is sufficiently accurate as a simulation. By 
applying this simulation to system sizing, there is a possibility to reduce 89% of system cost in 
comparison to the configuration that is designed to fit a peak workload. Through these 





















データ保護システムの性能指標のひとつが RPO（Recovery Point Objective）である。
RPOは，データに問題が発生した時刻と，同時刻から遡って復旧可能である時刻との差
である「リカバリポイント」の目標値であり，短時間であるほど高い性能が要求される。
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日々大量のデータを生成し，その蓄積量は増加の一途をたどっている [1] [2] [3]。さら
に企業が保有する膨大なデータから新たな知識や情報を発見しようとする試みが多く
なされているように，データそのものが価値ある資産と認識されるようになっている 
[4] [5] [6] [7] [8]。また企業ではひとたびデータ消失が起これば事業機会を逸するだけで
なく，顧客からの信頼や社会的信用を失うといった重大なリスクが認知されている [9]。
このようにデータ保護は企業経営にとって重要課題のひとつであり，様々な対策が講じ




































































２章 関連研究 ３章 情報システムの変遷
 





























































表 2.1 関連研究カテゴリ 
# 研究カテゴリ テーマ・内容 節 
1 実行に関する研究 通常稼働時のデータコピー技術 － 
2  障害発生時のリカバリ技術 － 
3 計画と運用に関する研究 システムコスト 2.2 
4  システム性能設計 2.3 







＝ １時間あたりの従業員コスト × システム停止の影響を受ける従業員数 




表 2.2 システムダウンタイム１時間あたりのロスコスト 
# 業種 コスト 
1 証券取引 $6,450,000 
2 クレジットカード認証 $2,600,000 
3 Ebay $225,000 
4 Amazon.com $180,000 
5 宅配サービス $150,000 
6 通信販売 $113,000 
7 航空券予約 $89,000 
























表 2.3 バックアップサイトの運用 




CostInitial CostOngoing Costdisaster 
1 オンサイト 高 低 高 Depends 高 
2 コロケーション 中 高 中 Depends 高 













































図 2.3 性能指標（RPOと RTO） 
 




Recovery Time Objective（RTO）： 
停止から操作の復旧までの時間の長さ 
 
表 2.4 ディザスタリカバリのレベル 
Tier # 項目 RTO RPO 
1 Point in Timeテープバックアップ 2-7日 2-24時間 
2 リモートサイトへのテープバックアップ 1-3日 2-24時間 
3 Point in Timeディスクコピー 2-24時間 2-24時間 
4 リモートロギング（データベース） 12-24時間 5-30分 
5 リアルタイムリモートロギング（RRDF） 1-12時間 5-10分 
6 リモートコピー（ストレージコントローラ） 1-4時間 0-5分 
































































図 2.5 ディザスタリカバリ設計ツールの構造 
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表 3.1 System of Recordと System of Engagement 
# 項目 SoR (System of Record) SoE (System of Engagement) 
1 目的 データを確実に記録 人やモノをつなげて 
新たな価値を創出 
2 アプリ 勘定系，ERP他 SNS，WEBサービス他 




4 データ構造 構造化データ，RDB 非構造データ 
5 システム開発 ウォーターフォール型 アジャイル開発 































































































とおり，サーバにストレージを直接接続する DAS（Direct Attached Storage），ストレー
ジ専用のネットワークで接続する SAN（Storage Area Network），LAN経由でサーバにフ
ァイルストレージを接続する NAS（Network Attached Storage）の中から，システムの目
的やデータ量に応じて適切な実装を選択できるようになった [40]。 
 
表 3.2 ストレージシステムの実装 
# 種別 実装形態 メリット デメリット 



























管理に FC の専任技術者を設ける必要があるといった課題を解決するため，FC ではな
く Ethernet上にストレージネットワークを構築する技術が開発された。iSCSI （Internet 
Small Computer System Interface）と FCoE（Fibre Channel over Ethernet）である。iSCSIは
TCP/IP上で SCSIによる I/Oプロセスを実行するプロトコルスタックである。これに対
して FCoEは，DCB（Data Center Bridging）により Ethernet上のロスレス通信やマルチ










用できることが LPAR方式の特徴である [42]。これに対して②仮想 OS方式はサーバに
















LPAR1 LPAR2 VM1 VM2 VM1 VM2
OS OS OS OS OS OS
ホストOS

















































図 3.3 オンプレミスとオフプレミス 
 
さらにクラウドサービスは，その提供内容により３段階に分類できる。 IaaS
（Infrastructure as a Service）は，仮想サーバのインスタンスやストレージをはじめとす
る計算機資源を提供するサービスである。サーバの性能やストレージ容量などのスペッ
クをユーザが指定し，オンデマンドサービスとして利用できる点が特徴である。これに































































































































































































表 3.3 ソフトウェア開発技法の比較 
# ウォーターフォール アジャイル 































































































にまとめた ITIL（Information Technology Infrastructure Library）が発刊された。その後，
特に ITIL の考え方のコアとなる「サービスサポート」と「サービスデリバリ」を中心
に改訂された ITIL v2が 2001年に発刊された [46] [47]。 
サービスサポートは「インシデント管理」「問題管理」「構成管理」「変更管理」「リリ
ース管理」の 5 つのプロセスと「サービスデスク」の 1 つの機能による構成であり，
日々の IT運用手法とその着眼点がまとめられている。サービスデリバリでは，「サービ
スレベル管理」「IT サービス財務管理」「可用性管理」「IT サービス継続性管理」「キャ

































ける必要がなくなる。一例として Amazon Web Services（AWS）では，利用中のサーバ
























































表 3.4 Cloudwatchのデータ保存期間 
# サンプリング間隔 保存期間 
1 １秒，５秒，10秒，30秒 ３時間 
2 １分～４分 15日間 
3 ５分～５９分 63日間 
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ZB = Zetta Byte = 10247Byte  
 































“Data in motion”に分けてその違いを整理する。 
 



































ズムが DNN（Deep Neural Network）である。さらにその実装のひとつが DNNを 2次元
データに対応させた CNN（Convolutional Neural Network：畳み込みニューラルネットワ
ーク）であり，画像認識に適している。さらに音声や動画など可変長のデータを扱える



















































































































































































































表 4.1 データ保護方式（ローカルサイト内） 













































表 4.2 データ保護方式（ローカルサイト→リモートサイト） 








































時間軸方向のデータ保護性能を表す指標には，RPO（Recovery Point Objective）と RTO


































































表 4.3 データ保護システムの実装形態 





























































































SoRでは Oracleデータベースが提供する Data Guard [71]が普及している他，Mongo DB
































































































































































































高めており，データの保管先としても適切であるといえる [74] [75] [76]。 





















































































































































Phase 実施 運用管理タスク 本研究の目的
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イント RPTは Tと T-4の差に一致する。これらの手続きは以下の数式で表現できる。 
 
𝑅𝑃𝑇 = {
 0, 𝐶𝑇 = 0























































































































































図 6.3 未転送データ量計算方式 
 
図 6.3は，書き込みデータ量 In，転送データ量 Outおよび未転送データ量 Cの時系列
推移の例を表現している。これらの関係は以下の式で表すことができる。 
 






















































 min{𝐼𝑛𝑇 + 𝐶𝑇−1, 𝑃𝐵𝑢𝑓𝑓𝑒𝑟_𝐼𝑂 , 𝑃𝑁𝑒𝑡𝑤𝑜𝑟𝑘} , 𝐷 = 0























} , 𝐷 = 0
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⚫ リカバリポイントが RPOを達成する構成 










































































































































979MB，③319MBと算出された。さらに，図 7.3，図 7.4，図 7.5に示すとおり，各ケー
スにおけるリカバリポイントはそれぞれ①285sec，②135sec，③45secと算出された。な





























































































































































































































































書き込みデータ量 未転送データ量 リカバリポイント[MB] [Sec]
 






























































































































書き込みデータ量 未転送データ量 リカバリポイント[MB] [Sec]
 



























































































































書き込みデータ量 未転送データ量 リカバリポイント[MB] [Sec]
 
図 7.5 未転送データ量とリカバリポイント（回線帯域 10MB/sec） 
 






















































































































図 7.7 非同期リモートコピーシステムのコスト試算結果 
 












































































OSには Cent OSを採用した。 
Cloud Gatewayは VMwareの仮想インスタンスで実装した。アップロードバッファに
はハードディスクを採用し，また AWS へ接続するネットワークの性能は 10Mbpsにパ
ラメータ設定した。 
 
表 7.1 実験用クラウドゲートウェイの構成 
vSphere Version 7 
OS Cent OS 
CPU 4仮想 CPU （323MHz） 
メモリ 8GB 
ローカルストレージ 80GB （SSD） 






















































































































17:00 17:20 17:40 18:00 18:20 18:40 19:00 19:20 19:40
書き込みデータ量 [MB/min][MB]
 







17時 00分から 19時 45分までの区間を評価対象とした。また，図 7.10の負荷を発生さ








17:00 17:20 17:40 18:00 18:20 18:40 19:00 19:20 19:40
WriteBytes (SUM) [MB/5min][MB]
 





表 7.2 Cloudwatchメトリックとの対応関係 
# 監視メトリックの意味 本研究の変数名 AWS Cloudwatchのメトリック名 
1 書き込みデータ量 In WriteBytes 
2 転送データ量 Out CloudBytesUploaded 



















図 7.12 実験結果（書き込みデータ量／転送データ量測定結果） 
 
本実験では，データ転送ネットワークの帯域を 10Mbps と設定した。10Mbps を単位
換算すると，これは 375MB/5minと同値である。この条件において，転送データ量 Out
に該当する CloudBytesUploadedは，５分あたり 352MBを上限として推移した。これは，
同データ保護システムのデータ転送性能が 352MB/5min，すなわち 10Mbpsの 94%であ
































図 7.13 実験結果（書き込みデータ量／転送データ量／未転送データ量） 
 
7.2.2. 性能評価方式の検証 




リポイントを図 7.14に示す。評価対象区間における最大のリカバリポイントは 19時 20
分時点で「35 分」となった。これは 18 時 50 分に発生した書き込みデータがアップロ
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QueuedWrites C(T) with 94% Efficiency
C(T) with 85% Efficiency
[MB]
 



























80 82 84 86 88 90 92 94 96 98 100















80 82 84 86 88 90 92 94 96 98 100
























17:00 17:20 17:40 18:00 18:20 18:40 19:00 19:20 19:40
QueuedWrites Recovery Point
RP(T) with 85% Efficiency[MB] [Min]
 
図 7.18 リカバリポイント計算結果 
 
図 7.18 に示すとおり，リカバリポイントのシミュレーションについては，アップロ












































































































































































































































































































































































































図 7.24 性能評価およびシステムサイジング試行結果（負荷パターン４） 
 
































1 858 335 111.7 2145 30 12 230 89 
2 631 112 82.3 1580 30 8 154 90 
3 140 46 18.3 351 30 8 154 56 
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