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Abstract We study lower large deviations for the current of totally asymmetric zero-range
processes on a ring with concave current-density relation. We use an approach by Jensen
and Varadhan which has previously been applied to exclusion processes, to realize current
fluctuations by travelling wave density profiles corresponding to non-entropic weak solutions
of the hyperbolic scaling limit of the process.We further establish a dynamic transition, where
large deviations of the current below a certain value are no longer typically attained by non-
entropic weak solutions, but by condensed profiles, where a non-zero fraction of all the
particles accumulates on a single fixed lattice site. This leads to a general characterization of
the rate function, which is illustrated by providing detailed results for four generic examples
of jump rates, including constant rates, decreasing rates, unbounded sublinear rates and
asymptotically linear rates. Our results on the dynamic transition are supported by numerical
simulations using a cloning algorithm.
Keywords Zero-range process · Large deviations · Current fluctuations · Condensation
1 Introduction
The large deviation behaviour of dynamic observables has been a topic of major recent
research interest in driven diffusive systems. Most studies, as summarized in a recent review
[1], focus on the particle current as one of themost important characteristics of nonequilibrium
systems in one dimension. In general, current fluctuations are studied from a microscopic or
macroscopic point of view. For the first perspective, algebraic techniques are implemented
to calculate eigenvalues and eigenvectors of an exponential tilted version of the generator of
a stochastic lattice gas. In this way, the rate function of the large deviations of the current
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is calculated as a Legendre–Fenchel transform of the greatest eigenvalue of the tilted gener-
ator. These methods were successfully applied to the asymmetric simple exclusion process
(ASEP) [2,3], also in combination with the matrix product ansatz [4], and to zero-range
processes (ZRP) [5–7]. The statistics of the current and symmetry properties of the rate
function can also be understood in the framework of the fluctuation theorem [8]. However,
the symmetry relation stemming from the fluctuation theorem, also called Gallavotti–Cohen
symmetry, breaks down in high current regimes for some condensing systems [9,10]. Almost
all previous studies focus on open boundary conditions, with only few available for periodic
boundary conditions [11,12], wheremicroscopic results are difficult to obtain due to temporal
correlations [13].
From the macroscopic point of view, one of the most powerful frameworks introduced in
recent years is the macroscopic fluctuation theory (MFT) (see [14] and references therein),
whose more general rigorous description is based on empirical flows [15,16]. This is able to
provide, as a result of a variational principle, the time evolution of the most likely density
profile which typically gives rise to a given fluctuation. It turns out that it can be hard to solve
the variational problem and an expression for the density profiles has only been obtained for
some specific models [1,14].
In general, macroscopic approaches rely on a hydrodynamic description of the process in
terms of a mass conservation law. Lower current deviations, that is fluctuations of the current
below its typical value, are usually realized by phase separated states for systemswith concave
flux function such as the exclusion process. These states can be described as weak solutions
of the conservation law on a hydrodynamic level, while upper large deviations of the current
are associated to hyperuniform states with long-range correlations [17,18]. The connection
between hydrodynamics and large deviations is provided by the well-known concept of
entropy production in weak solutions that exhibit shocks [19]. Using all possible entropy
functionals, this can be used to identify a unique entropic solution to the hydrodynamic
equation describing the typical behaviour. For non-entropic solutions the entropy production
can provide the large deviation rate function for observing such a non-typical profile, if the
correct thermodynamic entropy is used [20]. This connection has been proved rigorously for
the ASEP [21,22], giving rise to the so-called Jensen–Varadhan theory. In [23], this has been
applied heuristically to obtain a macroscopic derivation of the rate function for lower current
deviations, which coincide with results based on exact microscopic computations and are in
agreement with MFT predictions.
In this paper, we extend the Jensen–Varadhan approach to study lower current deviations
for ZRPs which have a concave current-density relation. We focus on totally asymmetric
dynamics with periodic boundary conditions, for which only few results exist so far. The
ZRP was originally introduced in [24] and it has simple stationary distributions of factorized
form [25] which allow for a detailed stationary analysis. At the same time ZRPs can exhibit a
condensation transition in homogeneous systems due to particle interactionswhen the density
exceeds a critical value [26,27]. This has been studied in detail in recent years (see e.g. [28–
30] and references therein), and has seen many applications [31–33], as well as rigorous
mathematical work (see e.g. [34] and references therein). Here we focus on densities below
the critical value, but we establish a dynamic transition for certain ZRPswhere for sufficiently
small currents the large deviations are dominated by condensed profiles rather than profiles
arising from the Jensen–Varadhan approach. Our main result is a complete characterization
of the rate function for lower current deviations for general totally asymmetric ZRPs with
concave flux function.
The remainder of the paper is structured as follows. In Sect. 2, we define stochastic lattice
gases in terms of generators and we define current conditioning in the context of large
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deviation theory. We introduce four generic classes of ZRPs with concave flux function,
which we will analyze throughout the paper using specific examples of jump rates. In Sect. 3
we present a general formulation of the Jensen–Varadhan approach for ZRPs, and compare
corresponding cost functions for large deviation events to those of condensed states. Section4
contains a detailed study of generic examples of ZRPs introduced in Sect. 2 which cover
several cases of possible behaviour, two of which exhibit the dynamic transition.
2 Definitions and Setting
2.1 TAZRP on a Ring
Consider a one-dimensional lattice  with || = L ∈ N sites and periodic boundary
conditions, so that sites L + 1 and 1 coincide. Each site x ∈  can accommodate an
integer number of particles ηx ∈ N, and a configuration of the system is denoted by
η = (η1, η2, . . . , ηL) ∈ XL , where XL = N is the configuration space. We focus on
totally asymmetric zero-range processes (TAZRP), where particles only jump one site to
the right with a rate u : N → [0,∞) that depends only on the occupation number of the
departure site. The dynamics of the process can be described by the generator
L f (η) =
∑
x∈
u (ηx )
[
f
(
ηx,x+1
) − f (η)] , (1)
for all test functions f : XL → R. Since we consider only finite lattices there are no
restrictions on the observable f , see [25] for details on infinite lattices. As usual, we denote
by ηx,x+1 the configuration obtained from η after a particle jumps from site x to x + 1, i.e.
η
x,x+1
y = ηy − δy,x + δy,x+1. To avoid degeneracies and for later convenience we assume
that the rates are in fact defined by a smooth function u : R → [0,∞) with
u (n) = 0 if and only if n = 0 and u (n) > 0 for all n > 0. (2)
The process is irreducible on the state space XL ,N :=
{
η ∈ XL : ∑x∈ ηx = N
}
for each
fixed N ≥ 0, and the total number of particles is a conserved quantity under the dynamics.
We denote the process by (η(t) : t ≥ 0), with path space distributionP and the corresponding
expectation by E. Most of our results will hold for general initial conditions and so it is not
typically included in the notation. If we want to specify a certain initial configuration η we
will write Pη and Eη.
Under condition (2) it is known that the process admits stationary product measures, the
so-called grand-canonical measures,
νφ [dη] :=
∏
x∈
νφ (ηx ) dη (3)
with a parameter φ ≥ 0, called the fugacity [24,25]. The mass function of the single site
marginal with respect to the counting measure dη on XL , is given by
νφ (ηx ) = 1
z (φ)
w (ηx ) φ
ηx , (4)
with stationary weights
w (ηx ) =
ηx∏
k=1
1
u (k)
where w (0) = 1, (5)
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and normalization
z (φ) =
∞∑
n=0
w (n) φn . (6)
z(φ) is also called the grand-canonical partition function, and the measures νφ exist for all
φ ≥ 0 such that z(φ) < ∞. We denote by φc ∈ (0,∞] the radius of convergence of z(φ),
which we assume to be strictly positive. A convenient sufficient condition to ensure this, is
that the jump rates are asymptotically bounded away from 0, i.e. lim infk→∞ u(k) > 0 (see
e.g. [34]).
Under the grand-canonical measures the total particle number is random, and the fugacity
parameter controls the average density
R (φ) := 〈ηx 〉φ :=
∑
n∈N
νφ(n)n = φ ∂φ ln z (φ) , (7)
where we use the notation 〈·〉φ for expectations w.r.t. the distribution νφ . In general, ln z (φ)
is known to be a convex function, and R (φ) is strictly increasing in φ and continuous with
R (0) = 0 and largest value
ρc := lim
φ↗φc
R(φ) ∈ (0,∞]. (8)
This is also called the critical density, and if finite, the system only has homogeneous station-
ary product measures with a bounded range of densities with νφc being the maximal invariant
measure. We denote the inverse of R(φ) by 	(ρ).
Restricted to XL ,N the unique stationary distribution is given by conditioning the grand-
canonical distribution to a fixed number of particles. These are called the canonical stationary
measures, they are independent of φ and are given by
πL ,N (η) := νLφ
(
η
∣∣XL ,N
) = 1XL ,N (η)
ZL ,N
∏
x∈L
w (ηx ) , (9)
where ZL ,N := ∑η∈XL ,N
∏
x w (ηx ) is the canonical partition function. We denote the
average with respect to πL ,N by 〈 · 〉L ,N .
2.2 Current Large Deviations
For the TAZRP, the average stationary current w.r.t. to the canonical measure is defined as
JL ,N := 〈u〉L ,N , (10)
while under the grand-canonical measures we have
J (ρ) := 〈u〉	(ρ) = 	(ρ) , (11)
which is in fact given by the inverse of (7), as a direct consequence of the formof the stationary
weights (5). Due to the equivalence of ensembles (see e.g. [34] and references therein), these
two quantities are equivalent in the thermodynamic limit, i.e. for all ρ < ρc
JL ,N → J (ρ) as L , N → ∞ with N/L → ρ. (12)
The (random) empirical current averaged over sites up to time t > 0 is given by
J L (t) := 1
L
∑
x
J Lx,x+1 (t) (13)
123
68 P. Chleboun et al.
where
J Lx,x+1 (t) :=
1
t
∫ t
0
δ
(
1 − ηx
(
s−
) + ηx (s)
)
ds (14)
is the current across the bond x, x + 1 per unit time. For fixed L and N the ZRP is a finite-
state, irreducible Markov chain on XL ,N , and a general approach in [15,16] implies a large
deviation principle (LDP) for the empirical current (13) in the limit t → ∞. The authors
establish an LDP for general empirical densities and flows on path space, and the particle
current is a continuous and in fact linear function of the empirical flow. Then using the
contraction principle (see e.g. [35,36]) and linearity they were able to show that the current
J L(t) satisfies an LDP with a convex rate function. We denote the associated rate function
by I L , and following the usual compact formulation for LDPs (see e.g. [36]) on the level of
logarithmic equivalence we have for all lower deviations j ≤ J (ρ)
P
[
J L (t) ≤ j
]

 e−t I L ( j) as t → ∞. (15)
Based on results in [3,37] for the ASEP on a one-dimensional ring, our main result is a
derivation of the rate function for diverging system size
I ( j) = lim
L→∞ I
L( j), (16)
for lower deviations j ≤ J (ρ). We focus on TAZRPs where
J (ρ) is a non-linear, concave, increasing function, (17)
equivalently R(φ) is a non-linear convex increasing function of φ. Linear functions would
correspond to independent particles, which are not covered by our general approach, but
are of course simple to treat and will be discussed later in Sect. 4.3. Note that for all ZRPs,
J (ρ) and R (φ) are increasing, and so the only restriction is on the convexity. In addition
to macroscopic arguments based on the Jensen–Varadhan approach for exclusion processes
[21], we also present simulation results based on the grand-canonical or tilted path ensemble
[6,38,39]. This provides access to the scaled cumulant generating function defined as
λL (k) := lim
t→∞
1
t
lnE
[
etkJ
L (t)
]
. (18)
Since the rate function is convex, it is then given by the Legendre–Fenchel transform
I L ( j) = sup
k∈R
{
k j − λL (k)
}
. (19)
Since the current is a time-additive functional, we expect large deviations to be realized
homogeneously in time, i.e. modulo a transient depending on the initial conditions, the
function s → J L (s) conditioned on J L (t) ≤ j is roughly constant and equal to j for
s ≤ t . For a discussion of examples where conditioning does not lead to time-homogeneous
behaviour see e.g. [40].
In analogy to results for exclusion processes [3], we will see that if the system does not
exhibit condensation (ρc = ∞) then typical realizations of lower current deviations for
large L are dominated by phase separated states which are non-entropic weak solutions of
the hydrodynamic limit of the ZRP (see Sect. 2.4) with two spatially separated regions at
different densities. Since the phase boundaries move at non-zero speed we will refer to these
as travelling wave profiles, which may exist only in a limited range of conditional currents.
Outside this range, or for systems with finite critical density (ρc < ∞), condensed states
may dominate the current large deviation, where a finite fraction of particles concentrates on
a single, fixed lattice site.
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2.3 Generic Examples
In the following, we will discuss some examples of TAZRPs which obey (17) and will be
used throughout to illustrate our results. This includes models with bounded and unbounded
jump rates.
The simplest example is given by constant jump rates
u (n) = 1 for all n ≥ 1 and u(0) = 0. (20)
In this case, the stationary measure νφ(ηx ) = (1 − φ) φηx is simply a geometric distribution,
and the main quantities involved in the description of the process can be computed explicitly
as
z (φ) = 1
1 − φ , R (φ) =
φ
1 − φ and J (ρ) =
ρ
1 + ρ . (21)
Note that all densities R(φ) ≥ 0 are admissible, i.e. there exists a φ ≥ 0 such that R(φ) = ρ,
while the current J (ρ) ∈ [0, 1) due to the bounded jump rates. This process is equivalent
to the TASEP (see e.g. [41] or Appendix 1) and its current fluctuations have been studied
before [3], we simply include it for completeness.
The second example with bounded jump rates we will consider is given by
u(0) = 0, u (n) = 1 + b
n
for all n ≥ 1, with b > 0. (22)
This class of processes has been introduced in [26,27] and is known to exhibit a condensation
phenomenon for b > 2. It is easy to see that the stationary weights asymptotically decay as
w(n) ∼ n−b, so that the stationary measures (3) exist for all φ ≤ φc = 1. This leads to a
bounded range of admissible densities R(φ) ∈ [0, ρc], with a finite critical density given by
[29,42]
ρc = R(1) = 1
b − 2 . (23)
If conditioned on particle numbers N  ρcL for large L , the system phase separates into a
fluid phase, which is homogeneously distributed as νφc , and a condensed phase or condensate,
where a finite fraction of (ρ − ρc)L particles concentrates on a single lattice site (see e.g.
[28,42,43]). The interesting feature for this paper is that in addition to the density, also the
range of admissible currents j ≤ J (ρ) by travelling wave profiles is bounded as explained
in Sect. 4.4. The partition function z(φ) = 2F1(1, 1; 1 + b;φ) := ∑∞n=0 (1)n(1)n(1+b)n
φn
n! can
be written in terms of hypergeometric functions 2F1 [42] using the Pochhammer symbol
(a)n = ∏n−1k=0(a + k), which leads to similar expressions for for the convex function R(φ)
and will be useful for numerical computations later.
We will also consider ZRPs with unbounded jump rates, for which it can be shown (see
e.g. [34]) that product measures exist for all φ ≥ 0, and all densities ρ ≥ 0 are admissible.
The first example we consider is
u(0) = 0, u (n) = n + d for all n ≥ 1 , with d > 0. (24)
Note that a rate u(n) = n would correspond to independent particles jumping with rate 1,
leading to a linear current J (ρ) = ρ and this degenerate case is not covered by our theory.
Independent particles are easy to study with other tools, but they also arise as the limit d → 0
of the above family of rates aswewill discuss in Sect. 4.3. The current behaves asymptotically
as J (ρ)  u(ρ) = d +ρ for ρ → ∞. Again, the main quantities can be computed explicitly
in terms of known special functions as
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z(φ) = deφφ−d([d] − [d, φ]). (25)
where[d] and[d, φ] are the complete and incomplete Euler gamma function, respectively.
In particular, this implies that R(φ) = φ∂φ ln z(φ) is a convex function.
The second example with unbounded rates is given by sub-linearly diverging jump rates
of the form
u (n) =
[
(n + 1)γ − 1]
γ
, with γ ∈ (0, 1). (26)
Rather than nγ we use this regularized functional form for the rates, since u′(0) = 1 and
it converges uniformly to u(n) = ln(n + 1) as γ → 0 which can be studied as a limiting
case. Again, all densities are admissible with ρc = ∞. We are not aware of known special
functions that lead to exact expressions for the partition function z to simplify the numerics
in this case. J (ρ) turns out to be concave for all ρ ≥ 0 and behaves asymptotically as
J (ρ)  u(ρ)  (1 + ρ)γ /γ as ρ → ∞.
2.4 Hydrodynamics and the Jensen–Varadhan Functional
It is well known that the large-scale dynamics of the asymmetric ZRP in hyperbolic scaling
y = x/L , τ = t/L is described in a hydrodynamic limit by the conservation law for the
density field ρ (y, τ ) = E [ηyL (τ L)
]
,
∂
∂τ
ρ (y, τ ) + ∂
∂y
J (ρ (y, τ )) = 0 y ∈ T, τ ≥ 0. (27)
Here T denotes the unit torus, which arises due to periodic boundary conditions. This has
been proved rigorously for non-decreasing jump rates using coupling techniques (see e.g.
[44] and references therein). For ZRPs with decreasing rates as in (22), there are recent
results for symmetric systems [45] for sub-critical densities, but the description by (27) is
believed to hold also for asymmetric systems [46]. For a given initial condition ρ(y, 0) the
above equation can be solved using the method of characteristics [47], which are curves
(y(τ ), τ ) along which the solution is constant, i.e. ρ(y(τ ), τ ) = ρ(y(0), 0). It is easy to
see that for conservation laws of the form (27) characteristics are in fact straight lines with
characteristic speed J ′(ρ(y(0), 0)). Depending on the initial conditions characteristics can
intersect, leading to the occurrence of shocks and non-differentiable solutions even from
smooth initial data, which are described by the concept of weak solutions which satisfy an
integrated version of (27) (see e.g. [19, Sect. 15]).Without further restrictions, weak solutions
are not unique and selection criteria have to be imposed to single out the physically relevant
ones. Due to convergence of standard discretization schemes (see [19] for details), it turns
out that it is sufficient to understand the solution of (27) for the so-called Riemann problem
with
ρ(y, 0) =
{
ρl , y < 0
ρr , y ≥ 0 formulated for y ∈ R. (28)
If characteristics collide, a stable shock emerges with speed given by
vs(ρl , ρr ) = J (ρr ) − J (ρl)
ρr − ρl , (29)
which can be derived from the conservation of mass. The characteristic speeds for stable
shocks fulfill
J ′(ρl) > vs(ρl , ρr ) > J ′(ρr ). (30)
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If characteristics drift apart, the solution is given by a rarefaction fan, which is a travelling
wave solution that interpolates between the two densities ρl and ρr . For the concave flux
functions we consider, this implies that up shocks with ρl < ρr are stable, while down
shocks desolve in a rarefaction fan.
An equivalent criterion to determine the uniqueness of weak solutions under general
assumptionswas developed byKruzkov (see e.g. [19,47]). Consider a regular convex function
h (ρ), called entropy, with corresponding entropy flux g (ρ) such that
g′ (ρ) = J ′ (ρ) h′ (ρ) . (31)
To select the physically relevant weak solution ρ of (27) one requires that for all entropy-
entropy flux pairs, again in a weak sense,
∂
∂τ
h(ρ (y, τ )) + ∂
∂y
g (ρ (y, τ )) ≥ 0, (32)
and with this additional constraint such entropy solutions are uniquely determined. Note that
for smooth solutions equality holds in (32) and entropy is a conserved quantity. Entropy
is not conserved for shock solutions, and the inequality constraint ensures that entropy is
produced across a shock, corresponding to the concept of information being irreversibly lost
when characteristics collide. For a single shock with ρl < ρr , travelling with speed vs (29),
integrating (32) over space yields that the entropy production rate across the shock is given
by
F (ρl , ρr ) := g (ρl) − g (ρr ) − J (ρr ) − J (ρl)
ρr − ρl (h (ρl) − h (ρr )) . (33)
For stochastic particle systems with stationary product measures of the form (3), the ther-
modynamic entropy plays a special role, which is given by the Legendre transform of the
pressure ln z(φ) via
h (ρ) = ρ ln	(ρ) − ln z (	 (ρ)) . (34)
This is also equal to the relative entropy density 1L H(ν
L
φ ,w
L) of the grand-canonical mea-
sures w.r.t. the stationary weights wL (5), see [20,42,48,49] for a general discussion. Using
this entropy for the asymmetric exclusion process, it was shown in [21,22] that the large devi-
ation rate function to observe a non-entropic weak solution over a fixed macroscopic time
interval [0, τ ] in the limit L → ∞ is given by the accumulated negative part of the entropy
production. So the reduction in entropy for non-entropic solutions provides a purely macro-
scopic quantification of how unlikely they are to be observed in the underlying stochastic
model under hyperbolic scaling.
This result has been applied in [3] heuristically in a different scaling. For fixed, large
system size L , lower current deviations for the asymmetric exclusion process on a ring are
realized by phase separated travelling wave step profiles with two densities ρ1 < ρ2, which
are uniquely determined by the total mass and conditional current. The probabilistic cost to
realize such a profile does not depend on system size since only the non-entropic down shock
has to be stabilized. This cost is equal to the entropy production across the reversed stable
shock given by F(ρ1, ρ2), which is also equal to −F(ρ2, ρ1) by obvious symmetry in (33).
3 General Results
Even though they are only proved for the asymmetric exclusion process, the results in [20–
22] depend only on the hyperbolic scaling limit and are of a general nature that can, at least
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heuristically, be applied directly to other particle systems. Therefore we assume that the same
formalism used for the exclusion process in [3] applies to the ZRPs we consider here, since
we assume that they also have concave flux functions J (ρ).
Below we described two efficient strategies for the process to realise a large deviation of
the current J L(t) ≤ j < J (ρ). The first is by travelling wave profiles, for which we can
estimate the large deviation cost of realising a current j using a Jensen–Varadhan approach,
similar to that used in [3] for the exclusion process. We denote this cost by Etw( j) (see
(43)). Secondly, if the process can exhibit condensation under the stationary measures (i.e.
ρc < ∞) we will see that such a large deviation in the current are sometimes more efficiently
realised by condensed states. We denote the large deviation cost associated with realising a
current j < J (ρ) by a condensed state by Ec( j) (see (50)). Our main result is that for any
TAZRP with concave flux function the large deviation rate function (16) in the limit L → ∞
is given by
I ( j) = Etw( j) for all j < J (ρ) , if ρc = ∞ , (35)
and is given by the lower convex hull
I ( j) = conv{Etw, Ec
}
( j) for all j < J (ρ) , if ρc < ∞ . (36)
This constitutes a dynamical phase transition, where the realization of current large deviations
switches from travelling wave to condensed profiles for low enough values of j . Details on
applying this to different examples and finite-size corrections for large L will be discussed
in Sect. 4, in the following we provide definitions and general results for travelling wave and
condensed profiles.
3.1 Travelling Wave Profiles
Travelling wave profiles are characterized by pairs of fugacities (or currents) φ1 ≤ j <
J (ρ) ≤ φ2 under the constraints of fixed total density ρ and total current j < J (ρ). These
constraints are characterized by
j = (1 − x) φ1 + xφ2 (37)
ρ = (1 − x) R (φ1) + x R (φ2) , (38)
where x ∈ [0, 1] parametrizes the volume fraction of the high density φ2 phase. Since
φ1 < φ2, by eliminating the variable
x = j − φ1
φ2 − φ1 , (39)
the constraints (37) and (38) can be re-written as
G (φ1, φ2) := ρ (φ2 − φ1) − φ2R (φ1) + φ1R (φ2)
R (φ2) − R (φ1) = j, (40)
which implicitly defines a one-dimensional subset of admissible fugacity pairs (φ1, φ2)
explained in detail in Sect. 4. In Fig. 1 (left) all relevant quantities are illustrated for the
constant rate ZRP, and Fig. 2 (left) shows an illustration of a travelling wave profile.
The large deviation cost associated with such as traveling wave profile can be determined
in terms of the thermodynamic entropy (34). Since the stationary current for the TAZRP is
simply given by J (ρ) = 	(ρ), it is easy to see that the corresponding entropy flux that
fulfills (31) is
g(ρ) = 	(ρ)( ln	(ρ) − 1). (41)
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Fig. 1 The two plots feature the constant rate TAZRP (20). Left The blue line depicts the current-density
relation for the constant rate ZRP (20), while the intersecting black line is obtained from the consistency
relations (37) and (38), varying the volume fraction x between 0 and 1. For a fixed density ρ each admissible
pair (φ1, φ2) corresponds to a current j < J (ρ). Right Contour plot of the Jensen–Varadhan functional (42)
is shown together with the constraint curves (40) (red dashed lines), which are plotted for several values of
j < J (ρ). The blue dashed line is the limiting constraint line for j → J (ρ). The full red dots correspond
to the minimizers of (44). The union of all the optimal points is represented as a full red line (Color figure
online)
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Fig. 2 Illustrations of phase separated profiles on the lattice  with periodic boundary conditions. Left A
traveling wave profile with high density region at density R(φ1) and low density region at R(φ2) satisfying
(37) and (38). The profile moves to the right with shock speed vs given by (48). Right Condensed state profile
with density of the fluid phase given by R ( j) and a fixed condensate of typical size L (ρ − R ( j))
With the shock speed vs = 	(ρ2)−	(ρ1)ρ2−ρ1 the Jensen–Varadhan functional for a single shock
(33), which gives the large deviation cost, can be written conveniently as a function of
fugacities φi = 	(ρi ) for a general ZRP,
F (φ1, φ2) := F (R (φ1) , R (φ2)) = −F (R (φ2) , R (φ1))
= g(R(φ1)
) − g(R(φ2)
) − vs
[
h
(
R(φ1)
) − h(R(φ2)
)]
=
[
(φ1 ln φ1 − φ1) − (φ2 ln φ2 − φ2)
]
−
[ φ2 − φ1
R (φ2) − R (φ1)
]
×
×
[
(R (φ1) ln φ1 − ln z (φ1)) − (R (φ2) ln φ2 − ln z (φ2))
]
. (42)
The partition function z(φ) and density R(φ) = φ∂φ ln z(φ) can be computed (often explic-
itly) without the need of inverse functions, and current or fugacity are therefore more suitable
variables than densities for ZRP.
Important general properties of (42) are the following. F(φ1, φ2) is decreasing in φ1
and increasing in φ2, and it is anti-symmetric, i.e. F(φ1, φ2) = −F(φ2, φ1). Therefore
F(φ, φ) = 0, which corresponds to 0 cost for vanishing step size, and it is positive for
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φ2 > φ1. In all examples we have studied F is also convex and has concave level lines, but
we are not able to show this in general. In our examples, F is also a smooth function on its
domain of definition which is either [0, φc)2 or [0, φc]2 in case of a condensing system with
φc < ∞. This is always the case as long as ln z is smooth.
Due to concavity of the flux function J (ρ), the above profiles actually realize lower current
deviations as is illustrated in Fig. 1 (left). We fix a density ρ > 0 with an associated typical
stationary current J (ρ), and condition on a current j < J (ρ). If the system has a finite
critical density ρc < ∞, we also require ρ < ρc. The rate function of the exponential cost
to realize a travelling wave profile is then given by minimizing (42) subject to the constraint
(40), that is
Etw( j) := inf
{
F(φ1, φ2) : G (φ1, φ2) = j
} ∈ [0,∞]. (43)
Depending on the regularity of F and G in a given example, the minimizer in (43) is often a
local minimizer in the interior of the domain and can be found as a solution to the following
system of equations
{
∂1F (φ1, φ2) ∂2G (φ1, φ2) − ∂2F (φ1, φ2) ∂1G (φ1, φ2) = 0
G (φ1, φ2) = j . (44)
In general, it is not clear if there exists a unique minimizer in (43) or whether it is a local or
a boundary minimum, and it is not possible to get explicit expressions. We will see later in
Sect. 4 that the infimum is usually unique, but that in some cases the constraint (40) cannot
be fulfilled and there are no travelling wave profiles, resulting in the cost in (43) being equal
to inf ∅ = ∞. Travelling wave profiles with more than one up and one down step are more
costly than the simple one shown in Fig. 2 (left) and do not contribute to typical large devia-
tion events.
Properties of the travelling wave profile For the constant rate example illustrated in
Fig. 1, picking φ1 = 0, it is clear that all currents 0 ≤ j ≤ J (ρ) are admissible for the
constraint (40) G (0, φ2) = ρ φ2R(φ2) = 0, since φ2/R(φ2) = 1 − φ2 → 0 as φ2 → 1. As is
illustrated in Fig. 3, the smallest current j admissible by travelling wave profiles is in general
given by
jmin = ρ lim
φ2↗φc
φ2
R(φ2)
, (45)
where φc could be finite or infinite. A bounded range of admissible currents j is possible
due to a bounded range of densities in condensing systems (e.g. with rates (22)), where
jmin = φc ρρc , or if R(φ) is asymptotically linear, as is the case for the system with rates (24),
where jmin = ρ.
It is clear from the illustration in Fig. 1 (left), and the fact that φ/R(φ) is decreasing as
a consequence of (17), that for given ρ and admissible j , φ2 is uniquely determined by φ1.
Therefore, for any admissible j with φ1 ≤ j ≤ J (ρ) the solution of the constraint (40)
implicitly defines a function
φ¯2(φ1) such that G(φ1, φ¯2(φ1)) = j , (46)
shown by dashed red lines in Fig. 1 (right). φ¯2(φ1) is strictly increasing in φ1 and since R(φ)
and its inverse are also continuous, φ¯2(φ1) is in fact a continuous increasing function for all
φ1 ∈ [0, j). Actually, this domain is bounded above by a value strictly smaller than j for
systems with jmin > 0, and for non-accessible currents j < jmin the function (46) is not
defined. This applies to the examples in Sects. 4.3 and 4.4 and is discussed there in detail. At
the left boundary for φ1 = 0 the value of φ¯2(0) > 0 is the positive solution to
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Fig. 3 Restricted range of currents j ≤ J (ρ)which are admissible by travellingwave profiles for a condensing
process with rates (22) (left), and for asymptotically linear rates (24) (right). The grey lines indicate examples
of admissible pairs (φ1, φ2) as in Fig. 1 (left)
ρφ2 = j R(φ2) , (47)
which exists for all admissible j < J (ρ) and is easily constructed graphically (see Fig. 1,
left). We further note that the high density volume fraction x (39) as well as the speed of
profile
vs = (φ2 − φ1)/(R(φ2) − R(φ1)) (48)
are decreasing with increasing φ1, and in systems with jmin = 0 both vanish as φ1 → j .
For all the exampleswe studied it further turns out that φ¯2(φ1) is convex, andwith convexity
of F(φ1, φ2) and resulting concave level lines, this leads to a unique minimum of the cost
F along the curve (φ1, φ¯2(φ1)) as is illustrated in Fig. 1 (right) for the constant rate process.
This minimum could be located inside the domain of definition, or located at the boundary
φ1 = 0 or φ2 = φc in the case φc < ∞. The location of minima for different j < J (ρ) is
shown by a full red line in Fig. 1 (right). For the typical current j = J (ρ) no condition on
the system is imposed and the optimal pair is given by φ1 = φ2 = J (ρ).
Since we assume non-linearity and concavity of the function J (ρ), it is clear from Fig. 3
that jmin < J (ρ) and there are currents at least close to the typical one which are admissible
by travelling wave profiles. Furthermore, due to smoothness of the constraint curve (40) and
the Jensen–Varadhan functional (42), and due to anti-symmetry of the latter, the travelling
wave cost function (43) is continuous and Etw(J (ρ)) = 0 at the typical value for the current.
Therefore Etw( j) itself is a proper rate function for the current, and in many cases I ( j) =
Etw( j).
3.2 Condensed States
A given current j < J (ρ) can also be realized by the bulk of the system taking density
R( j) and all the excess mass (ρ − R( j))L being located on one single (fixed) lattice site. In
general, when conditioning on a low current j , a stable condensed state is obtained when the
current out of the condensate matches the current j < J (ρ) in the bulk phase of the system.
The condensate acts as a boundary reservoir, the exit rate of which has to be slowed down
from a value of order u
(
(ρ − R( j))L) to j , to assure the right incoming current into the
bulk. Then the cost to maintain a stable condensate corresponds to the cost of slowing down
a Poisson process across one bond (see e.g. [5])
ELc ( j) = u
(
(ρ − R( j))L) − j + j ln j
u
(
(ρ − R( j))L) . (49)
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This is not exact, since we simply replaced the argument of the rates u(n) by an average
value, but with our regularity assumptions (2) on u this is correct to leading order in L .
Condensed phase separated profiles are illustrated in Fig. 2. Note that opposed to travelling
wave profiles, the range of admissible currents for condensed states is always given by the
full interval [0, J (ρ)).
For unbounded rates u, ELc ( j) diverges as L → ∞ of order u
(
(ρ − R( j))L). However,
travelling wave profiles always yield costs Etw( j) which are independent of the system size
L (see (43)) for jmin < j < J (ρ). For such systems the current rate function (36) is therefore
given by I ( j) = Etw( j) for all j > jmin , and condensed profiles may only contribute in
systems with bounded jump rates or if jmin > 0 in which case not all currents are admissible
by travelling wave profiles. An example of the latter is given by asymptotically linear jump
rates (24), which is discussed in detail in Sect. 4.3.
If u is bounded and has a limit, we have φc = limk→∞ u(k) < ∞ and for diverging
system size the condensed cost converges to a finite value
ELc ( j) → Ec( j) = φc − j + j ln
j
φc
as L → ∞ if φc < ∞. (50)
Examples of bounded jump rates, in particular the cases of constant rate and condensing
ZRP are discussed below in Sects. 4.1 and 4.4. Note that the expressions (49) and (50) only
apply for j < J (ρ), and that lim j→J (ρ) Ec( j) > 0 does not vanish when approaching the
typical current. In fact ELc (J (ρ)) and Ec(J (ρ)) are not well defined and depend on details
of the limiting sequences involved in (50), so the condensed cost itself is not a valid large
deviation rate function. However, we have seen above that travelling wave profiles are always
admissible for currents j just below J (ρ) and Etw(J (ρ)) = 0. Therefore the rate function is
always dominated by travelling wave profiles for j sufficiently close to J (ρ), and condensed
profiles can only be relevant for lower values of j where the description in (49) and (50) is
valid.
If the jump rates are bounded but ρc = ∞, that is the system does not exhibit condensation
under the stationary measures for any density, we will now show that condensed profiles are
always less likely than travelling wave profiles. With bounded jump rates we have φc < ∞
and R(φ)
φ
→ ∞ as φ → φc. This implies that jmin = 0 from (45), and includes for example
the constant rate case. In order to compare condensed and travelling wave profiles, we fix
the size of the high density phase to be x = 1L . Together with j and ρ this fixes a particular
pair
(
φc1, φ
c
2
)
on the constraint curve (46) which does not necessarily minimize (42). From
the phase separation conditions (37) and (38), we have
x = 1
L
= j − φ
c
1
φc2 − φc1
and R
(
φc2
) = Lρ − (L − 1) R (φc1
)
. (51)
In the limit L → ∞ this implies
φc1  j with R
(
φc2
)  L (ρ − R ( j)) (52)
and from (11)
φc2  J (L (ρ − R ( j))) → φc. (53)
The cost of such a travelling wave profile then satisfies
F(φc1, φ
c
2) → φc − j + j ln
j
φc
= Ec( j) as L → ∞, (54)
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where we have used that ln z(φ2)/R(φ2) → 0 as φ → φc (see Lemma in Appendix 1).
Then, (52) is consistent with a single large condensate realizing the current deviation and
(53) determines the convergence of φ2 towards φc with increasing L . Note also that the speed
(48) of such profiles vanishes
vs = φ
c
2 − φc1
R
(
φc2
) − R (φc1
) → 0 as L → ∞, (55)
since R
(
φc2
)
/φc2 → ∞, which is consistent with a condensed state. In this case, for bounded
jump rateswith diverging density R(φ), the condensed profile can be realised as a formal limit
of travelling wave profiles with φ2 → φc. This provides a connection between suboptimal
travelling waves and condensed profiles, and in-particular implies that
Etw( j) ≤ Ec( j) for all jmin ≤ j ≤ J (ρ) (56)
and the result (35) applies. This is illustrated for the constant rate ZRP in Fig. 4 in Sect. 4.1,
where the optimal travelling wave profile leads actually to a strictly lower cost unless we
condition on a current j = jmin = 0.
In case ρc < ∞ we will see in Sect. 4.4 that the rate function IL ( j) can be given by the
lower convex hull of the condensed and travelling wave costs as in (36).
4 Large Deviation Results for Different Models
In this section, we determine the optimal travelling wave profiles for different types of jump
rates introduced in Sect. 2.3, finding explicit or numerical solutions to the minimization
(44) for travelling wave profiles, which turn out to be unique in all cases as long as the
conditioned current j is admissible. This unique solution depends on the parameters j and ρ,
and is denoted
(
φo1 , φ
o
2
)
in the following and also referred to as the optimal pair or fugacities.
In light of (36), we compare the resulting cost (43) with the condensed cost (49) to derive
the large deviation rate function for the current I ( j), and also include remarks on finite size
versions I L ( j) where appropriate.
4.1 Constant Rate TAZRP
For constant rate ZRPs, with rates (20), we have z(φ) = (1−φ)−1 and R(φ) = φ/(1−φ)
(see (21)), so the Jensen–Varadhan functional (42) takes the simple form
F (φ1, φ2) = (φ2 − φ1) + φ1φ2 ln φ1
φ2
− (1 − φ1) (1 − φ2) ln 1 − φ1
1 − φ2 , (57)
and the constraint (40) reduces to
G (φ1, φ2) = φ1φ2 + ρ (φ2 − 1) (φ1 − 1) = j. (58)
Explicit computations of the second derivative and the determinant of the Hessian show that
φ¯2 (φ1) from (58) is convex and F has concave level lines, which leads to unique optimal
pairs
(
φo1 , φ
o
2
)
. Using the above explicit expressions, the first equation in the system (44) can
be simplified to the implicit relation
(
φo2
)ρ (1 − φo2
) = (φo1
)ρ (1 − φo1
)
. (59)
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Fig. 4 Both plots feature the constant rate TAZRP with u (n) = 1 and ρ = 2. Left The traveling wave cost
Etw (43) shown in full red and the condensed cost Ec (63) in dashed blue. The condensed cost is always
larger than the traveling wave cost for bounded rates. The red curve was generated implicitly from (61) and
(58). Right The spatial fraction of the high density phase (red dashed) and the shock speed (full orange) are
increasing functions of j . At the typical current j = J (ρ) we have φo1 = φo2 , the high and low density phases
are indistinguishable and they occupy half of the system each, that is x = 12 . The limiting speed is given by
vs = J ′(ρ) = 1/(1 + ρ)2 (Color figure online)
By regularity of the function f (s) := sρ (1 − s), it is easy to show that (59) has exactly one
solution φo2 > φ
o
1 ∈ (0, 1). In [23, Sect. VII], a particular parametrization is given as
φo1 =
eλ − eλ(1−ρˆ)
eλ − 1 , φ
o
2 =
eλρˆ − 1
eλ − 1 . (60)
Here λ is the usual Lagrange multiplier of the maximization problem of the Jensen–Varadhan
functional constrained to (38) and ρˆ is the density of the TASEP which is equivalent to the
TAZRP with ρˆ = ρ1+ρ (see Appendix 1 for a description of the mapping between the two
processes). A few examples of explicit solutions to (59) are
φo2 =
1
2
(
2 − φo1 −
√(
4 − 3φo1
)
φo1
)
ρ = 1
2
φo2 = 1 − φo1 ρ = 1
φo2 =
1
2
(
1 − φo1 +
√
1 + 2φo1 − 3
(
φo1
)2
)
ρ = 2, (61)
where we notice that for ρ > 1, the (φo1 , φ
o
2) form a concave curve while for ρ < 1 it is
convex. The resulting cost function is illustrated in Fig. 4 where we plot Etw = F
(
φo1 , φ
o
2
)
against the current j = G(φo1 , φo2). From (61) we see that φo2 → 1 as φo1 → 0, and in
this limit j = G (φo1 , φo2
) → 0, which is consistent with jmin = 0. For j → 0 the spatial
proportion of the two phases and the shock speed are then given by
x = j − φ
o
1
φo2 − φo1
→ 0 and vs
(
φo1 , φ
o
2
) = (1 − φo2
) (
1 − φo1
) → 0, (62)
as illustrated in Fig. 4. This corresponds to a static, condensed profile, which is consistent
with the weaker but more general result (54), where we observe that in this case the limiting
condensed profile is symptomatically optimal. Using (50) with φc = 1 the limiting cost for
condensed configurations is given by
Ec( j) = 1 − j + j ln j > Etw( j) for all j > 0, (63)
and only for j = 0 we have Ec(0) = Etw(0) = 1. Therefore, the large deviation rate function
is given by I ( j) = Etw( j) as shown in Fig. 4.
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Fig. 5 Both plots feature the ZRP with rates u (n) = (n+1)γ −1γ , using ρ = 0.25 and γ = 0.6. Left Contour
plot of the Jensen–Varadhan functional (42), constraint curves (40) in red dashed for three values of j < J (ρ).
Note that all values of j are close to J (ρ), and the asymptote is shown for the rightmost constraint curve with
j = 0.232 (dotted red). Optimal pairs (full red) are shown analogously to Fig. 1. Right The cost Etw( j) (43)
(full red), diverges as j → jmin = 0, shown alongside ELc ( j) (67) (dashed blue) for several small values of
L . Resulting finite size rate functions I L ( j) (16) are approximated by dashed black lines, while the limiting
rate function is equal to I ( j) = Etw( j) in accordance with (35) (Color figure online)
4.2 Unbounded Sublinear Rates
In this section we focus on the TAZRP with rates given by u (n) = (n+1)γ −1
γ
with γ ∈ (0, 1)
introduced in (26), for which we have J (ρ)  (1 − ρ)γ /γ . This implies
J (ρ)/ρ → 0 and ρ∂ρ J (ρ)
J (ρ)
→ γ < 1 for ρ → ∞, (64)
and all the results of this section will hold under these more general conditions. For the above
rates, the Jensen–Varadhan functional can in general not be written as an explicit function
of φ1 and φ2 and we rely on numerical solutions to calculate the optimal pairs
(
φo1 , φ
o
2
)
and
the cost Etw( j). Illustrations are shown in Fig. 5 for γ = 0.6. As j → jmin = 0 we have
φo1 → 0 and φo2 → φc = ∞. Together with (39), this again implies that the volume fraction
x of the high density phase vanishes in the limit j → 0 as well as the speed vs of the profile.
Continuity of the Jensen–Varadhan functional F allows us to commute limits, and formally
we get
lim
j→0 F
(
φo1 , φ
o
2
) = lim
φo2→∞
F(0, φo2) = lim
φo2→∞
φo2
(
1 − ln z
(
φo2
)
R
(
φo2
)
)
= ∞ . (65)
Here we have used l’Hôpital’s rule and a change of variables to get
lim
φ→∞
ln z (φ)
R (φ)
= lim
ρ→∞
ρ∂ρ J (ρ)
J (ρ)
< 1 (66)
where we used R(φ) = φ∂φ ln z(φ) and the fact that R(φ) is the inverse of J (ρ). The final
inequality is from (64).
As in the previous section, for large finite systems the relevant travelling wave profiles as
j → 0 correspond to a high density volume fraction x = 1/L in (39). This implies R(φo2) ∼
ρL and a single site contains a non zero fraction of the total mass, so that φo2 ∼ Lγ ργ /γ .
Together with (65) this leads to a scaling of F(0, φo2)  (1 − γ )φo2 ∼ Lγ .
The cost for condensed profiles for large L is approximately given by (49), which implies
ELc ( j) ≈
1
γ
((ρ − R ( j)) L)γ = L
γ
γ
(ρ − R ( j))γ (67)
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for all j < J (ρ). This is also proportional to Lγ , and again travelling wave profiles are
asymptotically similar to condensed profiles with a cost on the same scale as j → 0.
As can be seen from Fig. 5, the cost for condensed profiles for all fixed j > 0 is again
higher than the one for travelling wave profiles for large enough system size. Therefore the
limiting rate function is simply I ( j) = Etw( j) and (35) holds. For finite systems with fixed
large L , however, the condensed cost ELc ( j) is eventually lower than Etw( j) for small enough
j , and is a concave function of j . This leads to a linear part of the rate function I L ( j) for
small j indicating a mixture between travelling wave and completely condensed profiles
where all particles are trapped on a single site. This feature is a rather persistent finite size
effect illustrated by dashed lines in Fig. 5 (right). Note that the very small systems shown in
the plot only contain of the order of 1 or 2 particles and are just intended for illustration. Low
enough deviations in larger systems are not accessible numerically, so the crossover is hard
to observe in simulations.
4.3 Asymptotically Linear Rates
Consider u (n) = n + d as introduced in (24), where R(φ)/φ → 1 as φ → φc = ∞ and
with (45) we have jmin = ρ. As an example in Fig. 6 we consider d = 1, and using (25) in
this case we have the following explicit expressions
ln z (φ) = ln eφ−1
φ
R (φ) = φ − 1 + φ
eφ−1 for d = 1. (68)
As in (65), the travelling wave cost diverges in the limit of φo2 → φc = ∞. Furthermore,
we have that x → 0 and vs → 1 as j → jmin = ρ, so in this case the travelling wave
profiles in the limit j → jmin do not correspond to a condensed profile with a spatially
fixed condensate. We do not show a contour plot of the Jensen–Varadhan functional (42),
since it looks qualitatively the same as the one in Fig. 5 for general unbounded rates, with the
exception that constraint curves (40) are defined only for φ1 < j −ρ and exist up to currents
j ≥ jmin = ρ.
Using (49) the condensed cost ELc ( j) increases linearly in the system size for large L as
ELc ( j) = u
(
(ρ − R( j))L) ≈ (ρ − R( j))L . (69)
So as long as j > ρ phase separated states with an L-independent cost dominate the rate
function and we have
I ( j) =
{
Etw( j), j ∈ (ρ, J (ρ)]
∞, j ∈ [0, ρ] , (70)
in accordance with (35). As in the previous section, on finite systems we expect condensed
profiles to also be relevant for small currents. For this system in fact amodified large deviation
principle with speed Lt instead of t holds in the limit L → ∞, which is illustrated in Fig. 6
together with (70).
Since the condensed cost is of order L we also have to compare to the option of slowing
down the jump rate at all lattice sites which is always of order L and therefore irrelevant in
other examples. This cost is approximately given by
ELi ( j) = L
(
J (ρ) − j + j ln j
J (ρ)
)
, (71)
wherewe simply approximate the integrated current out of each site by a Poisson processwith
rate J (ρ). This is equivalent to slowing down the clock of the entire process. Comparing with
the cost for condensed profiles, it turns out that ELi ( j) < E
L
c ( j) for a range of j large enough
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Fig. 6 All plots feature the ZRP with rates u (n) = n + d and ρ = 0.25. Top left The cost is plotted against
the current for d = 1, and in accordance with (35) the rate function is given by I ( j) = Etw( j) (full red). The
costs ELc ( j) (69) and E
L
i ( j) (71) are shown for small L in dashed blue and green lines, respectively. The other
plots illustrate the modified LDP (73) with speed Lt for different values of d ≥ 0, showing the rescaled costs
ec( j) (blue) and ei ( j) (green), and the resulting limiting rate function ι( j) as a full black line for d > 0. For
independent particles with d = 0 (bottom right), the rate function is dominated completely by ei ( j) (green)
(Color figure online)
(depending on the parameter d), and as j → 0 we have ELc (0) = Lρ < L J (ρ) = ELi (0).
This is illustrated in Fig. 6 (bottom row) for two parameter values d > 0. This crossover enters
the rate function of the modified LDP with speed t L . In this scaling, the cost of travelling
wave profiles is
Etw( j)/L → etw( j) :=
{
0, j ∈ (ρ, J (ρ)]
∞, j ∈ [0, ρ] as L → ∞, (72)
which again dominates the rate function for currents j > ρ. Therefore the rate function is
given by the lower convex hull of
I L ( j)/L → ι( j) := conv{etw( j), ec( j), ei ( j)} as L → ∞, (73)
which is illustrated by full black lines in Fig. 6 (bottom row). Here
ec( j) := ELc ( j)/L and ei ( j) := ELi ( j)/L (74)
are L-independent expressions given in (69) and (71). For d large enough the rate function is
simply linear between j = 0 and j = ρ and independent of ei ( j), whereas ei ( j) dominates
an increasing part of the convex hull for decreasing d . For the degenerate limiting case of
independent particles with d = 0 we have J (ρ) = ρ and therefore etw( j) = ∞ for all
j < J (ρ) and it does not contribute to the rate function. Then (73) is given by the cost
ei ( j) of slowing down the clock of the process on all sites, or equivalently slowing down all
independent particles as is expected in this case (see Fig. 6, top right).
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Fig. 7 Both plots feature the ZRP with rates u(n) = 1 + b/n (22) and parameters b = 3.5 and ρ = 0.25.
Left The contour plot of the Jensen–Varadhan functional (42) is shown together with the constraint curves
(40) for several values of j < J (ρ) (dashed red) and optimal pairs (full red) analogous to Fig. 1. For j < j B
optimal pairs correspond to boundary minimizers with φo2 = 1 as explained in the text, with corresponding
value φB1 < jB . Right The red dashed line is the optimal high density fraction x (39) as a function of the
conditioned current j , while the full orange line is the profile speed vs . Note that both quantities are plotted
on different scales with two ordinate axes. They are not monotone and have a minimum at j B , as opposed to
the constant rate case shown in Fig. 4, right (Color figure online)
It is currently out of reach to numerically confirm the extensive behaviour of the rate
function for j ≤ jmin for d > 0 in reasonably large systems, but our heuristics is consistent
with the case of independent particles with d = 0, for which the rate function is exact. The
cases in Fig. 6 (top left) for very small system sizes are numerically accessible but contain
only between 1 and 3 particles, and are only shown for illustration. We do not expect the rate
function measured in such systems to coincide with the lower convex hull of the costs since
our theoretical arguments only apply for large enough L .
4.4 Condensing TAZRP
In this section we discuss rates u(n) = 1 + b/n with b > 2 as given in (22), which exhibit
condensation and have a bounded range of currents φ ∈ [0, 1] as well as densities with
R(1) = ρc = 1/(b − 2). We focus on total densities ρ < ρc. The contour plot shown in
Fig. 7 (left) for b = 3.5 and ρ = 0.25 now includes the upper boundary φ2 = 1 for the
possible values of optimal pairs, as opposed to Fig. 1 for the constant rate case. The red line
indicates the optimal pairs (φo1 , φ
o
2) conditioned on jmin < j < J (ρ), where with (45) and
(23) jmin = ρρc = ρ(b − 2) < 1. For the parameters in Fig. 7 there exists a current value
j B ∈ ( jmin, J (ρ)) where the optimum of the Jensen–Varadhan functional switches between
a bulk local and a boundary minimizer with φo2 = 1. This leads to a non-monotone behaviour
of the high density fraction x and the speed vs of the profile, as shown in Fig. 7 (right). It also
leads to a kink in the cost curve Etw( j) at j = j B . This kink is hard to observe numerically
for interesting parameter values and not of particular interest as Etw( j) remains a convex
function.
In general, since φo1 → 0 as j → jmin , the profile speed (48) satisfies
vs = 1 − φ
o
1 ( j)
ρc − R
(
φo1 ( j)
) → 1
ρc
as j → jmin, (75)
and
x = j − φ
o
1 ( j)
1 − φo1 ( j)
→ jmin = ρ
ρc
as j → jmin . (76)
We can also again commute limits due to continuity of F and get from (42)
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Fig. 8 Cost functions Etw( j) (43) for travelling waves (red dashed) and Ec( j) (63) for condensed profiles
(blue dashed) for rates u (n) = 1 + bn with b = 3.5. The rate function I ( j) is given by the lower convex
hull (full black) in accordance with (36). Note that different ranges on the axes are used. For ρ = 0.25 (left)
travelling wave and condensed cost curves intersect. For ρ = 0.12634 (right) obtained from condition (78)
Etw( j) and Ec( j) just touch, and for smaller density values they do not intersect (Color figure online)
lim
j→ jmin
F
(
φo1 ( j) , φ
o
2 ( j)
) = F(0, 1) = 1 − ln z (1)
ρc
= 1 − (b − 2) ln b
b − 1 , (77)
which is finite and depends only on the parameter b. This is the maximum of the cost curve
Etw( j) attained at j = jmin = ρ(b − 2) shown in Fig. 8 for two different values of ρ. As
in the constant rate case (63), the limiting condensed cost is given by the simple expression
Ec( j) = 1 − j + j ln j < ∞ independently of all system parameters and valid for all
j ∈ [0, J (ρ)]. Depending on the parameters b > 2 and ρ < ρc, the costs Etw( j) and Ec( j)
may or may not intersect, as is illustrated in Fig. 8. In fact, for any fixed b > 2, there exists
ρ small enough such that Etw ( j)  Ec ( j) for all j ∈ [ jmin, J (ρ)]. To obtain the largest
such ρ, we can compare (77) with the condensed cost at j = jmin to obtain the condition
ρ − ln z (1)  ρ ln
(
ρ
ρc
)
, (78)
which can be solved numerically and is used in Fig. 8 (right).
Since jmin > 0 and the traveling wave and condensed cost both occur on the same scale,
in this case the rate function is given by the non-trivial convex combination of both costs
as in (36), illustrated by full black lines in Fig. 8. In the example plotted the right endpoint
of the convex hull coincides with j = j B , where Etw( j) exhibits a (hardly visible) kink.
While the kink facilitates this behaviour, it does not hold in general and there are parameter
values where the convex hull starts above or below j B . The crossover from travelling wave
profiles to condensed states in the realization of current large deviations corresponds to a
dynamical phase transition. For currents j in the affine region of the rate function J (ρ),
the large deviation is realized by a temporal mixture between travelling wave and condensed
profiles in analogy to classical phase separation phenomena (see e.g. [36,50]). The dynamical
phase transition is confirmed by numerical results presented in the next subsection, which
require a detailed consideration of finite size corrections to the above arguments.
4.5 Numerical Results for the Condensing TAZRP
We numerically approximate the scaled cumulant generating function λ(k) given in (18)
using a cloning algorithm approach (see e.g. [38]), which is explained in Appendix 1. The
finite-size rate function I L is then approximated by numerically performing the Legendre–
Fenchel transform (19) of the generated data. The results for the ZRP with rates (22) with
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Fig. 9 Both plots feature the ZRP with rates u (n) = 1 + bn defined in (22) with parameters ρ = 0.25 and
b = 3.5. Left Numerical data (black diamonds) obtained from the cloning algorithm (up to time L2 with
215 clones) are compared to finite-size cost functions ELtw (red dashed) and E
L
c (blue dashed) for L = 128,
and coincide very well with the predicted rate function I L given by the lower convex hull (full black). Right
Finite-size corrections for cost functions ELtw and E
L
c (dashed) and the corresponding rate function I
L (full)
for L = 128 (red) and L = 64 (green) are compared with the limiting prediction (black) (Color figure online)
b = 3.5 and density ρ = 0.25, are shown in Fig. 9 (left), and agree well with our theoretical
prediction after finite size corrections. The finite-size cost functions ELc ( j) and E
L
tw( j) are
defined using the canonical current density relation JL ,N = 〈u〉L ,N with N = [ρL] as given
in (10), in place of the limiting current J (ρ). It is well known that JL ,N = ZL ,N−1/ZL ,N ,
and it can be computed exactly using the recursion ZL ,N = ∑Nk=0 w(k) ZL ,N−k for the
partition function (see e.g. [51] and references therein). For finite L , the maximum current
is larger than the limiting value, φLc > φc = 1, and the current is known to significantly
differ from its limiting behaviour above the critical density [51]. Inversion of this function
defines the density RL(φ) as a function of the current. This leads to a finite-size version of
the Jensen–Varadhan functional (42) FL(φ1, φ2) and of the constraint function GL(φ1, φ2),
which are used as in (43) to define a finite-size version of ELtw( j). The density R
L( j) is
also used in (49) to define a finite-size corrected version of ELc . The resulting finite size
corrections to the predicted rate function are significant, as shown in Fig. 9 (right).
The simulations used to calculate the moment generating function λ(k), are performed
in an ensemble where the average integrated current is fixed by the conjugate parameter k,
rather than conditioning the path distribution on a current j . Both parameters a conjugate,
and the average current j (k) for a given value of k is given by ∂kλ(k). Affine regions of the
rate function I correspond to discontinuous derivatives of λ(k), and cannot be explored by
the cloning algorithm. On finite systems these effects are smoothed out somewhat, which
leads to data points from the simulations also in the affine regions of the rate function. From
simulations with a cloning ensemble it is not possible to directly observe temporal mixtures,
which realize such large deviation events for the original ZRP conditioned on a current j in
the affine region of the rate function. The slight systematic error visible in Fig. 9 is due to a
generic sampling bias, which is caused by finite observation times leading to under-estimation
of the probability for small values of j , and an over-estimation for values of j close to J (ρ).
5 Conclusion and Outlook
We study lower current large deviations for general TAZRPwith concave flux functions J (ρ),
which can be realized by phase separated density profiles. Travelling wave profiles related
to non-entropic hydrodynamic shocks are identified as the universal typical realization at
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least for small deviations from the typical current. These shocks can be stabelized by local
changes in the dynamics and lead to rate functions which are independent of the system
size, which have been studied before for the exclusion process. The range of accessible
currents for these profiles may be limited, and we established a dynamical phase transition
where large deviations for low currents are realized by condensed profiles. In this case
the rate function is determined by slowing down the exit process out of the condensate
which is again independent of the system size in the case of bounded rates. The transition
is caused by two basic mechanisms (summarized in Fig. 3); firstly, the range of densities in
travelling wave profiles is bounded by the critical density in condensing ZRPs, this leads
to a minimal accessible current of jmin = ρ/ρc. Secondly, the ratio of limiting current and
density appearing in (45) may be bounded due to an asymptotically linear current density
relation. In this case the rate function for condensed states is extensive in the system size.
We have studied these cases in detail for typical examples of jump rates, together with other
generic models with bounded and unbounded rates which do not exhibit a dynamic transition.
In this way we cover all qualitative cases of concave flux functions which gives a complete
picture of the large deviations for lower current deviations formulated in (35) and (36) in the
limit of diverging system size. For condensing systems large deviations of the current may be
realized by a temporal mixture leading to a convex rate function, which we have confirmed
by numerical simulations using a cloning algorithm in Sect. 4.4. For finite systems, other
strategies beyond travelling waves or condensed profiles may play a role as is illustrated for
asymptotically linear rates in Sect. 4.3.
For future works it would be desirable to complement our analysis with exact results
derived from a microscopic approach, analogously to results for open boundary systems [7],
and to investigate how the dynamic transition can be understood in the framework of macro-
scopic fluctuation theory.While directly analogous results can be derived for upper large devi-
ations when the flux function is convex, it would be interesting to see if general flux functions
can at least partially be covered by our approach, or how it extends to partially asymmetric
dynamics. As summarized e.g. in [34], more general Misanthrope processes also provide
interesting candidates to study dynamic transitions for current large deviations. Condensed
states may require a possibly modified structure, while travelling wave profiles depend only
on the hydrodynamic behaviour of the process and are expected to apply in great generality.
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Appendix
Remarks on the Cloning Algorithm
The cloning dynamics are motivated, and specified, as follows. We may rewrite the moment
generating function (18) in terms of an expectation of the constant function with respect
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to a non probability-conserving process (see for example [8,39]). Precisely, for an initial
configuration η we have
Eη
[
etkJ
L
]
= (etLk1) (η) ,
where 1 is the constant function equal to one at every point of the state space. Lk (typically
called the tilted generator of the process) is given by
Lk f (η) =
∑
x∈
u(ηx )
[
ek f (ηx,x+1) − f (η)
]
.
Since the state space is finite for fixed L and N , it follows from the Perron–Frobenius theorem
that the operator Lk , restricted to real functions on XL ,N , has a unique real eigenvalue with
maximal real part, which is equal to the scaled cumulant generating function
λ(k) = lim
t→∞
1
t
ln
[
etLk1(η)
]
.
Since we focus on downward large deviations of the current, we may restrict to k < 0 and
can rewrite the tittled generator as
Lk f (η) =
∑
x∈
u(ηx )
(
ek
[
f (ηx,x+1) − f (η)] + (1 − ek) [0 − f (η)]
)
,
which can be interpreted as a killed process: Particles attempt to jump off a site x and move
to the right neighbor at rate u(ηx ). With probability ek the move is successful, and with
probability (1 − ek) the process is killed. Then etLk1(η) is given by the probability that the
process started from η has not been killed by time t .
This probability can in principle be estimated by a strong law of large numbers, starting
from M0 independent copies of these auxiliary Markovian dynamics, etLk1(η) ≈ Mt/M0,
where Mt is the number of chains which have not been killed by time t . However, Mt decays
exponentially quickly in t , so such a simulation would have to be started from an unfeasibly
large M0 in order to get reasonable statistics since λ(k) is determined by the large t behaviour.
The cloning algorithm keeps a constant ensemble size M0, where each time one of the chains
is killed another chain is picked uniformly at random from the surviving chains, and its
entire history up to the current time is copied. Each cloning event corresponds to effectively
rescaling the population by a factor M0M0−1 , and hence e
tLk1(η) ≈
(
M0−1
M0
)Ct
, where Ct is
the number of cloning events up to time t . It follows that
λ(k) ≈ Ct
t
ln
(
M0 − 1
M0
)
, for t and M0 sufficiently large.
We sample a single value of Ct , for large t , by running an (exact) Gillespie algorithm for
the cloning dynamics. The results in Fig. 9 were obtained by running the dynamics up to a
final time t = L2 with M0 = 215 clones.
An Auxiliary Result
Lemma 1 Consider a ZRP with critical fugacity φc ∈ (0,∞]. If R(φ)/φ → ∞ as φ → φc,
then
lim
φ→φc
ln z (φ)
R (φ)
= 0. (79)
Note that for φc < ∞ the assumption is equivalent to R (φ) → ∞ as φ → φc.
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Proof Suppose for contradiction that there exists A > 0 for which
R (φ)  A ln z (φ) for all φ ∈ [0, φc) . (80)
Then, we can pick φ˜ < φc, and A′ > 0 such that
∂φ ln z (φ)  A
ln z (φ)
φ
 A′ ln z (φ) for all φ ∈ [φ˜, φc). (81)
By Gronwall’s inequality this implies
ln z (φ)  ln z(φ˜) eA
′
(
φ−φ˜
)
for all φ ∈ [φ˜, φc), (82)
and therefore
∂φ ln z (φ)  A′ ln z(φ˜) e
A′
(
φ−φ˜
)
. (83)
This is a contradiction, since by assumption ∂φ ln z (φ) → ∞ as φ → φc. unionsq
Relation with Exclusion Processes
Any ZRP can be mapped to an exclusion process (EP) in the following way. The number of
particles Nˆ of the EP is the same as for the ZRP, that is Nˆ = N , while the number of sites Lˆ
of the EP is given by Lˆ = N + L . Then, a site of the ZRP containing m particles becomes
a block of m occupied sites in the EP. This is a standard mapping [52], which leads on the
level of configurations to
ρˆ = 1
1 + ρ , (84)
where ρˆ is the density of particles in the EP as a function of the ZRP density ρ.
In this way, for any choice of the transition rates u (n), the ZRP can be mapped to an EP
with jump rates depending on block sizes. The current per site jˆ of the EP is simply given
by a renormalization of the ZRP current per site j as
jˆ = L
L + N j =
ρ
1 + ρ j. (85)
The same applies to the stationary current
Jˆ
(
ρˆ
) = ρ
1 + ρ J (ρ) =
(
1 − ρˆ) J
(
ρˆ
1 − ρˆ
)
. (86)
The EP is simply another representation of the same process. In this way, the large deviation
principle (36) implies the rate function
Iˆ
(
jˆ
)
= I ( j) = I ( jˆ/(1 − ρˆ)) (87)
for the exclusion model. As expected Iˆ
(
Jˆ
(
ρˆ
)) = I (J (ρ)) = 0, so the rate function
vanishes at the stationary current.
Note that, from (86), Jˆ
(
ρˆ
)
is concave, since we assumed that J (ρ) is concave as
well (17). Also, for all sublinear currents J (ρ), Jˆ
(
ρˆ
)
is non-monotone since Jˆ
(
ρˆ
) =
(
1 − ρˆ) J
(
ρˆ
1−ρˆ
)
→ 0 as ρˆ → 1. For asymptotically linear currents, like J (ρ)  d+ρ (see
Sect. 2.3), we have Jˆ
(
ρˆ
) → 1 as ρˆ → 1. Furthermore, travelling wave profiles in the ZRP
map to travelling waves in the EP with shock speed vˆs = Jˆ(ρˆ2)− Jˆ(ρˆ1)ρˆ2−ρˆ1 . Condensed states
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in the ZRP also map to travelling wave profiles in the EP (which does not have condensed
profiles), with the condensate corresponding to a block of fully occupied sites.
The concavity of Jˆ
(
ρˆ
)
leads to lower current deviations being realized in the EP by phase
separated profiles analogously to ZRP. (87) is then consistent with the Jensen–Varadhan
approach applied directly to the exclusion representation of the system (as is done in [23] for
the standard TASEP, which can be mapped to the constant rate ZRP).
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