Abstract. The simulation of injection and accumulation of intense proton beams in synchrotrons and accumulator rings requires a flexible and robust treatment of spacecharge effects. In particular, the simulation must be able to correctly incorporate the large-amplitude beam halo which is known to arise from a variety of mechanisms.
INTRODUCTION
For the design and operation of the next generation of intense proton rings for spallation sources and other applications, there is a need for comprehensive largescale simulation programs to study the injection, capture, accumulation, collimation, and loss management processes in these rings. The 3D multiparticle tracking and simulation code Accsim [1] was developed to bring together various simulation models for these processes into a single ready-to-run package. It provides a relatively easy and efficient way to explore and optimize different options and parameters for injection schemes [3] , collimation systems, and other aspects of the machine design.
Because of stringent loss requirements and other constraints of high-intensity operation, there is a need to improve the accuracy of Accsim and in particular to upgrade the treatment of space-charge effects. Especially important is the correct treatment of beam halo: the evolution of halo particles, their interactions with the beam core, and their large-amplitude motion. To cite just one of several sources of beam halo, in typical H − injection schemes a small fraction of the beam will be scattered to large angles in the stripping foil and will occupy a halo that spans the entire aperture of the machine. For Accsim, which has traditionally provided relatively fast algorithms and short turnaround times on typical desktop machines, the incorporation of a self-consistent space charge model presents a problem: to find a sufficiently fast simulation with acceptable accuracy. Such simulations are notorious consumers of cpu and memory resources and are often run on supercomputers. In the literature, one sometimes sees encouraging statements like "we have developed a fast method of solving . . . " but they are usually followed later by "we implemented and tested the method on a Cray . . . ".
The following sections describe some methods that are available for calculating space-charge fields and some initial experience with one such, the Fast Multipole Method, which is able to easily and accurately accommodate large-amplitude halo particles. As will be shown, for beams the FMM method can be dramatically speeded up by hybridizing with a PIC-style grid covering the dense core of the beam, to the point where it outperforms a conventional PIC/FFT calculation of the same spatial resolution when a large halo (e.g. 6σ) is present.
REQUIREMENTS FOR SPACE-CHARGE MODEL
Accsim, which is typically run with ensembles of 10 4 -10 5 particles, performs kick/matrix tracking (through an extended TRANSPORT formalism) in 6-dimensional phase space. Matrices represent the basic magnet lattice and kicks represent longitudinal space-charge effects, rf cavities, and thin multipoles. The program provides a variety of injected beam distributions and allows many quantities to be user-programmed as time-varying functions to facilitate multiturn injection, phase-space painting, orbit bumps, rf capture and acceleration. There are also more exotic features such as multiple rf systems, barrier rf, and mini-wire septum skimmers for collimation. Simulation of particle interactions with matter (injection foil, collimators, vacuum chamber walls, etc.) includes plural or multiple Coulomb scattering, energy loss, and an elementary treatment of nuclear interactions.
During tracking, the calculation of longitudinal space charge effects is done at regular intervals around the ring in the standard way by binning particles in rf phase (with optional digital smoothing), deriving the longitudinal space-charge potential, and applying the appropriate energy kick to each particle (the algorithm constitutes a symplectic first-order integrator).
For transverse space charge, until the currently-reported work there has been no general self-consistent treatment, although the code does incorporate a package [2] which evaluates, through an analysis of the betatron amplitudes and longitudinal charge density, the distribution of transverse space-charge tune shifts in the beam.
Such a feature-laden code as Accsim entails that any upgrade to the space-charge treatment: (1) must coexist with many other computational elements for stepwise tracking and simulation; (2) must allow beam distributions of arbitrary shape, size, and position, without any assumed symmetries; (3) must be reasonably efficient, in keeping with the rest of the program; and (4) should not have too many calculation parameters that must be chosen by the user.
Without ascending to the realm of supercomputers, a self-consistent fully 3D calculation is out of reach for the present, but Accsim lends itself well to a "2 1 2 D" model with semi-independent transverse and longitudinal integration steps and force calculations.
The term "2 1 2 D" refers to the mixed 2D and 3D aspects of the model: the model is 2D in the sense that the nominal transverse space-charge field is evaluated by viewing all macroparticles as 2-dimensional (line) charges. Accsim's transfermatrix/kick formalism tracks in distance steps rather than time steps. Each particle carries a time-difference (rf phase) coordinate locating it in the bunch, and the stored transverse coordinates are in fact a "snapshot" in space rather than in time. However, the model is 3D in the sense that the space-charge force on a given macroparticle is scaled according to the longitudinal charge density at its position in the bunch, thus coupling the longitudinal motion into the transverse tune space.
The 2 1 2 D model assumes that the bunch length is much larger than the transverse beam size, and that there is no significant correlation between transverse and longitudinal distributions (in typical Accsim applications, any such correlations in the injected linac beam will be masked in the ring due to the multiturn injection and phase-space painting).
N-BODY PARTICLE SIMULATION METHODS
As well as in Beam Physics, N-Body particle simulation methods [4, 5] have been developed and utilized in disciplines such as Astronomy, Plasma Physics, Molecular Dynamics, and Computer Science. The solution methods can be characterized as either "Particle-Mesh" or "Particle-Particle" or some combination of the two.
Particle-Mesh methods
In space-charge simulations for beams, the use of mesh-based methods seems almost universal. On a 2D or 3D mesh, charges are assigned to the mesh points according to Nearest-Grid-Point, Cloud-In-Cell, or other schemes. Poisson's equation is solved (usually by FFT and/or cyclic reduction) for the potential and, by differentiation, the electric field components E x and E y at the mesh points. The fields at each particle location are interpolated by applying the inverse operation of the charge assignment.
Although there is pre-processing and post-processing overhead, the computation time is usually dominated by the Poisson solver and therefore depends on the number of grid points N g , for example with FFT the time is O(N g log N g ). For modelling beams with large halos, this dependence has negative implications because maintaining the spatial resolution of the grid in the core region while including large-amplitude halo particles may entail a dramatic uplift in the number of grid points. For example, if a 100×100 grid is used to model the core of a beam, extending the grid to cover a halo extending to 3 times the core size requires a factor of ∼10 increase in computation time.
Tree codes
For beams with large halos, the Particle-Particle "Tree code" methods at first look more promising. In these methods, there is no discretization via mesh points with assigned charge values and potential values. Rather, the potential and/or field at each particle location is derived by surveying the other charges and invoking the 2D or 3D force law. For N p particles this is fundamentally an O(N 2 p ) operation, but significant economies can be obtained by lumping together charges at various distance scales. The tree codes utilize quad-tree subdivision of the domain of charges, whereby the solution for each particle consists of traversing the tree. Tree-code computation times depend on the number of particles and are typically between
Because of the quad-tree subdivision and direct force evaluation, these methods can easily accommodate distributions with sparse populations of large-amplitude (and growing) halo particles. One drawback of such particle-particle methods is that of "close encounters", where one must intervene with an appropriate physical model when the distance between particles becomes small. For beams, there is also the issue of imposing boundary conditions at chamber walls in order to correctly account for image forces, by the placement of an appropriate set of fictitious charges. In the few-GeV regime of typical Accsim applications these forces are of reduced significance [7] and in the present study are not included.
Fast Multipole Method
The adaptive Fast Multipole Method (FMM) of Greengard [6] and Rokhlin is one of the best-performing and most accurate tree-code algorithms. It uses adaptive subdivision to break down the problem domain into a quad-tree in which the "leaf" regions each contain a small number (e.g. 40) of charges and uses the properties of multipole expansions and of "well-separated" groups of charges to optimize the computation of the potential and/or field at each particle location.
The FMM method offers a number of benefits: (1) the computation time scales as O(N p ); (2) there is a choice of computing field, potential, or both; (3) it is not sensitive to the shape, size, or smoothness of the charge distribution; (4) there are few free parameters to be chosen, and the main thing the user has to worry about is setting the desired accuracy of the computation.
A well-documented and versatile 2D implementation of FMM, the DAPIF2 package of Fortran subroutines, was obtained from author Greengard. The package is self-contained and was easily added to Accsim, where two options for using it were implemented: (1) a stand-alone test mode, where the potential and field for the current particle ensemble are calculated for benchmarking and visualization purposes, and (2) a full-tracking mode where the FMM field calculation is done at user-specified intervals in the ring, the force on each particle is derived, and angular kicks representing the force integral are applied.
To support space-charge testing a 4-dimensional K-V beam generation option was added to Accsim by modifying the distribution generator to populate x-y correlated phase-space shells. Figure 1 shows results of the FMM field calculation for such a K-V distribution, of circular cross section, representing a DC beam of 2 · 10 14 protons in a ring of 190.4m circumference. For ∼10 4 particles the FMM method exhibits field noise due to charge density fluctuations in the simulated beam. Raising the number of particles to ∼10 5 reduces the noise to a respectable level. At this point one should examine computation times, as shown by the "FMM" curve in Figure 2 . For up to 100000 particles, the FMM algorithm as implemented by Greengard does not stray too far from O(N p ) dependence, but the timings indicate that it is not practical for "production" use in Accsim, which may be doing hundreds of such calculations per turn and accumulating beam for thousands of turns.
A HYBRID FAST MULTIPOLE TECHNIQUE
To gain relief from the N p -dominated computation, it is natural to think of overlaying a grid, not over the whole domain (because of the "halo factor" objections described above), but just on the dense core region of the beam. Then one could assign PIC-style charges to the grid points and invoke an O (N g log N g ) Poisson solver. The difficulty is that Poisson's equation cannot be solved without specifying boundary conditions at the edges of the grid, where varying charge densities exist and for which no boundary information is available beforehand.
At this point an experiment comes to mind: the FMM algorithm accepts charges of arbitrary location and magnitude, so give the PIC-style charges to FMM as "superparticles" located at the grid points and representing the nearby macroparticle charges. After assembling the charge/location data for the grid points, throw in all the charges outside the grid region (i.e. the halo particles) as discrete unit charges. Then, give the whole ensemble of charges to FMM which will return the field (1) at each grid point, and (2) at each halo particle. The efficiency benefit of this scheme is dramatic, as shown in the "Hybrid FMM" curves in Figure 2 , where a 1mm grid (65 × 65 = 4225 grid points) is used. The cpu time requirement is reduced to:
Although the FMM algorithm is designed to handle arbitrary charge locations, it does a reasonably quick job of finding the fields on a regular grid of charges.
Note: the hybrid technique described here is different from, and in a sense opposite to, the Particle-Particle Particle-Mesh (P 3 M) [4, 5] and Tree-Code-ParticleMesh (TPM) [4] hybrids wherein a Particle-Mesh framework is supplemented by direct-sum or tree-code calculations to get more accurate short-range forces.
The Algorithm
In the simplest first-order form of the algorithm, particle charges are assigned to the nearest grid point and after the FMM solution the field seen by the particle is taken from the nearest grid point.
1. For each macroparticle...
• If the particle lies within the grid, add its charge to the nearest grid point.
• If the particle lies outside the grid, add it to the list of particles to be passed to the FMM method, and record its position (index) in the list.
2. For each grid point... • If the grid point has zero charge, skip it.
• If the grid point has nonzero charge q, add it as a "particle" of charge q to the list of particles for the FMM routine. After doing this, replace the charge quantity in the grid array with the grid point's index in the FMM particle list.
3. Call the FMM routine, which returns arrays of field components E x and E y .
4. For each macroparticle...
• If the particle lies within the grid, find its nearest grid point, get the grid point's list-index from the grid array, and use the list-index to recover the FMM field components.
• If the particle lies outside the grid, use the particle's recorded FMM listindex to recover the field components directly.
• Apply angular kicks Δx and Δy representing the force integral for the particle. Figure 3 shows E x field curves for the K-V beam described above, on a 1mm regular grid, by plain FMM and by the above algorithm. The hybrid FMM provides not only an accurate solution that agrees closely with plain FMM, but also provides a smoothing of density fluctuations and consequent noise in the field values.
Extending the algorithm to Cloud-In-Cell charge assignment and field interpolation requires slightly more book-keeping. For each particle within the grid, the charge is divided among the nearby grid points and the location (array indices) of the nearest grid point to the particle is recorded. If necessary, storage can be economized by using one-dimensional indexing into the grid array. As before, each grid point storage location does double duty, first to accumulate charge and then to record the grid point's index into the FMM particle list. As before, particles outside the grid record their individual indices in the FMM list.
After FMM solution, the outside particles get their field value directly through the list index. The inside particles, via their recorded grid indices, get field values from the neighbouring grid points (via the grid points' list indices), and apply the relevant interpolation formula.
The overhead for pre-and post-processing is similar to PIC, and tests with up to 10 5 particles showed that it was insignificant compared to the field solution time.
Timing Comparison with PIC/FFT Solution
Hybrid FMM was compared with a PIC/FFT calculation for an ensemble of 50000 macroparticles representing a beam with a dense core of parabolic profile, extending to ∼2σ in each transverse dimension, and a sparse halo containing approximately 5% of the beam and extending to ∼6σ. Timings were done for the electric field solution only, not including the pre-and post-processing overheads which are quite small for both methods. As shown in Table 1 , different grid resolutions for the core region were chosen and field-solves were done for the core+halo region using both methods. It should be noted that in the PIC/FFT solutions, the periodic boundary conditions at the edges of the grid require the addition of a "guard band" of ∼2σ in order to avoid distortion of the fields in the solution region. Inside this guard band, the two methods agree well in both the core and halo regions, as seen in Figure 4 .
Grid
Given the variety and sophistication of fast Poisson-solvers available, it is not claimed that these tests are definitive or that hybrid FMM always gives the best performance for any core+halo problem. A more conservative conclusion is that hybrid FMM can provide a robust and accurate solution of these problems, at high spatial resolution in both core and halo, with a low level of programming complexity and with performance that exceeds or is competitive with Poisson solvers.
Advantages of Hybrid FMM
To summarize some advantages of the hybrid FMM technique:
1. A dramatic speed increase over plain FMM. For beams with a populous core and a sparsely populated halo, better performance that an equivalent PIC/FFT solution. particles to achieve the desired computation speed and the desired smoothness in the core region. The grid does not have to be regularly-spaced or to follow any particular geometry, as long as there is a consistent way to assign charges and interpolate fields. 5. The problem of "close approach" of particles is much reduced. In the sparse halo it can be dealt with by imposing a cut-off radius.
TRACKING TESTS IN ACCSIM
To evaluate the accuracy and utility of the hybrid FMM algorithm some initial tracking tests with a K-V beam were conducted in Accsim. The first set of tests comprised tune and emittance measurements in a realistic lattice (a 190m proton driver ring for a spallation source), as shown in Figure 5 . Runs were conducted with up to 100000 macroparticles representing a beam of 2 · 10 14 protons. For the stepwise force integration, a minimal first-order configuration was used: field evaluation and integration steps were performed at the center of each quadrupole and at the center of each drift, with angular kicks Δx (and similarly Δy ) derived for each particle by: where L s is the distance to the next integration point.
For comparison with theory, a DC beam with Δp/p = 0 was chosen. Figure 6 shows particle tune measurements for a single small-amplitude test particle (by FFT) and for all particles in the beam (by counting zero-crossings during tracking). For this case, which involved 10000 macroparticles tracked over 400 turns (400 × 28 = 11200 FODO cells) the K-V distribution is well modelled by Accsim tracking, which shows only ∼0.3% tune spread over the entire macroparticle population.
The measured single-particle tunes of 6.65 and 5.55 are in good agreement with the theoretical shifted tunes 6.652 and 5.547 as predicted by the generalized Laslett tune-shift formulas [8] 
FIGURE 7. FFTs of RMS envelopes of mismatched K-V beam in FODO channel
The bare tunes (6.820, 5.730) are also seen in the FFT, indicating a weak coherent dipole mode which is not subject to space-charge detuning [7] and probably arises from small numerical asymmetries in the charge distribution Envelope tests used a pure FODO structure obtained by removing the bends from the above-mentioned lattice. The quadrupole strengths were adjusted to achieve a small tune split and a nearly round beam in the smooth approximation. For a round beam Baartman [7] expresses the envelope eigenfrequencies in terms of the tune-shift Δν x and the unperturbed tunes ν 0x and ν 0y as Figure 7 shows FFT's of the RMS envelopes for a 10000-macroparticle K-V beam tracked for 1120 cells in the FODO channel. The spectrum shows the expected pair of strongly-coupled symmetric and antisymmetric transverse modes, with one mode being dominant in the horizontal plane and the other in the vertical. The measured envelope frequencies of 11.46 and 11.34 are in good agreement with the frequencies 11.450 and 11.320 predicted by the above formula.
SUMMARY
The requirements have been outlined for an efficient and robust transverse spacecharge simulation in Accsim and similar codes, and the issue of the large-amplitude halo has been identified as a major concern that may not be economically handled with conventional Particle-In-Cell methods.
The adaptive Fast Multipole Method, one of a class of N-Body particle simulation methods, has been found to be a reliable and accurate method to evaluate spacecharge fields in charge distributions with widely-dispersed halo particles, as it is not particularly sensitive to an evolving mix of distance scales.
While pure FMM is not suitable (at least in the context of Accsim) for largescale beam simulations, it can be effectively combined with elements of the PIC method by overlaying a suitable grid on the more densely-populated core region of the beam, assigning composite charges to the grid points, and letting FMM solve the whole system of core (grid) + halo charges. In this scenario, halo particles of abritrarily large amplitude can be accurately modelled without difficulty or significant computation penalty, and for core sizes of 64×64 and 128×128 factors of 2 and 5 performance gains were observed over a conventional PIC/FFT calculation on the same charge domain.
The hybrid FMM technique has been implemented and tested in Accsim where it has accurately reproduced the expected single-particle and envelope tunes for a K-V beam. The efficiency of this method, and its ability to meet the requirements and time constraints of the code, warrants its further testing and eventual inclusion in a new Accsim release, possibly as one of a range of field-evaluation options for transverse space charge.
