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CHAPTER 1

INTRODUCTION
Disclosure of personal information online is associated with identity theft.
Knowing the components involved in disclosure of personal information online could
help establish effective ways of warning individuals of the risks online. These
components could alert us to relevant constructs involved with online warnings, because
warnings have many components that impact their effectiveness. Specifically, the source
of the warning matters, and whether or not individuals have trust in the warning and in
the website (Conzola & Wogalter, 2001; Mesch, 2012).
Liu and Goodhue (2012) found that people are cognitive misers, and if they
already trust a website and do not perceive the website as risks, then they are not likely to
think about the safety of the website. Intention to disclose is affected by trust, risk
perception, privacy concerns and information relevance (Bansal, Zahedi, & Gefen, 2010;
Zimmer, Arsal, Al-Marzouq, & Grover, 2010). By manipulating the source and type of
information disclosed and measuring the types of trust and perceived risk involved, we
can extend existing models of online interactions. There is a gap in the current literature
regarding both trust and perceived risk influences on online behavior. In our research we
hoped to close this gap.
Communications-Human Information Processing
One model that can explain online behavior is the Communications-Human
Information Processing (C-HIP) model (Wogalter, DeJoy, & Laughery, 1999) which
combines communications theories and human information processing theory to explain
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warning effectiveness and to facilitate design of warnings. Warnings can be used to alter
behaviors online, and the C-HIP model explains how behavior can be altered. The C-HIP
model indicates that the warning originates with warning information flowing from the
source to the receiver through a channel (Laughery, 2006). The receiver then processes
the information in several steps to produce a behavior.

Figure 1.1.The Communications-Human Information Processing (C-HIP) model (adapted
from Wogalter, DeJoy, & Laughery, 1999)
The receiver stage consists of attention switch and maintenance, comprehension,
beliefs and attitudes, motivation, and behavior (Wogalter, DeJoy, & Laughery, 1999). In
order for warnings to be effective they must be processed through all stages. The sections
of this model that were evaluated in the research are the source and the attitudes and
beliefs sections.
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The hazard and risk information originates from the source of the warning in the
C-HIP model (Wogalter, DeJoy, & Laughery, 1999). Potential sources of warnings are
manufacturers, the government, non-profit organizations, or industry organizations.
Wogalter and Young (1998) identified many characteristics of an effective source.
Generally, information coming from an expert source that is positive, familiar, and
credible is given more attention, which possibly leads to changes in behavior (Conzola &
Wogalter, 2001). Government sources are generally trusted with warnings because they
are familiar and credible. There is higher credibility and lower risk perceptions for
industry and the government than for citizen groups (Mesch, 2012; Trumbo & McComas,
2003). Sources also affect how much trust and risk are perceived by the individual
(Bronfman, López Vázquez, & Dorantes, 2009). Since trust and risk perceptions are
attitudes and beliefs, source type should affect them according to the C-HIP model.
Trust
Trust is defined as the willingness to be vulnerable to the actions of another party
(Mayer & Davis, 1999). Multiple models of trust exist in the literature. The most
prominent models of trust suggest that trust is made of multiple constructs. Figure 1.2
shows the Mayer, Davis, and Schoorman (1995) model of organization trust.
As shown in Figure 1.2, ability is the group of skills, competencies, and
characteristics that enable a party to have influence within some specific domain. This is
domain specific because individuals may be trusted to do certain tasks, but may not be
able to initiate contact with an important customer. In our study ability was defined as
how competent individuals perceived the source regarding information online.
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Figure 1.2. The model of organizational trust (adapted from Mayer, Davis, &
Schoorman, 1995)
Benevolence was the extent to which a trustee believed to help the trustor aside
from an egocentric profit motive. This suggests that the trustee has some specific
connection to the trustor. In our study, benevolence was defined as how much the
individual believed that the source helped them and had their best interest; such as, “I
expect I can count on Google to consider how its actions affect me.” Integrity was
defined as the perception that the trustee adhered to a set of principles that the trust or
found acceptable (Mayer, Davis, & Schoorman, 1995). These constructs of trust were
consistent with other literature which showed that trust is both dispositional, such as
propensity to trust from the model, and trait based, such as ability, benevolence, and
integrity from the model (Schoorman, Mayer, & Davis, 2007). Ability, benevolence, and
integrity trust beliefs impact how individuals perceive an organization. Disposition to
trust affects how much individuals can trust that organization.

4

Gefen (2002) proposed a three-dimensional scale of trustworthiness dealing with
integrity, benevolence, and ability. This study supports that trust is not a single construct
with a single effect, but rather consists of different beliefs influencing behavior online.
These proposed constructs of integrity, benevolence, and ability are the same as those
found in the Mayer, Davis, and Schoorman (1995) model, except Gefen’s work focuses
on websites. Gefen (2000) found that familiarity and trust both affect purchase intention
online. He also found that familiarity builds trust, but that a disposition to trust affects
trust much more than does familiarity. In our study, familiarity was not relevant because
this is the first time participants interact with the research website. Disposition to trust,
according to Gefen (2000), is an ongoing trust belief that is not a result of a specific
experience, but the result of life experiences in general. Disposition to trust has been
shown to affect the three trust constructs: ability, benevolence, and integrity (Gefen &
Straub, 2004; Ridings, Gefen, & Arinze, 2002). The majority of the Gefen studies
focused on consumer behavior online; consumer behavior could be equated with
disclosure, because in order to buy online a person must disclosure personal information.
Other models of trust contain some sub-constructs similar to those of Gefen
(2000). McKnight (2002) proposed that benevolence, integrity, competence, and
disposition explain behavior in multiple contexts. The competence construct includes
ability, capability, and good judgment which are all similar to Gefen’s definitions of
ability (Gefen, 2000; Gefen & Straub, 2004; McKnight, 2002). Mukherjee and Nath’s
(2007) study on commitment trust theory recognizes a positive relationship between
shared values and trust, which is consistent with the integrity construct of trust. They
also recognized a negative relationship between opportunistic behavior and trust, which is
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consistent with the benevolence construct of trust (Gefen, 2000; Gefen & Straub, 2004).
Based on previous research, disposition to trust should positively impact trust beliefs and
disclosure of personal information (Gefen, 2000; Gefen & Straub, 2004). Since source
credibility is affected by familiarity and the type of source, and because sources affect
trust, the source of a warning should affect the individual trust beliefs (Bronfman et al.,
2009; Conzola & Wogalter, 2001; Trumbo & McComas, 2003).
Online trust includes consumer perceptions of how consistent the website is with
expectations, how convincing the website is, and how much confidence the site
commands (Urban, Amyx, & Lorenzon, 2009). Online trust in vendors can also be
affected by judgment bias, and by individuals being overconfident in their ability to
recognize deception and fraud (Grazioli & Jarvenpaa, 2000; Wolf & Muhanna, 2011).
The examples of trust in the previous studies are similar to the multidimensional
definitions of trust of integrity, benevolence, and competence. Individual trust beliefs
have been positively associated with consumer behavior in previous studies and models,
so they should be positively associated with disclosure.
Current polls regarding trust and sources show that the federal government is
trusted less than the computer industry (Gallup, 2011). In the research of our lab,
Google was found to be a significantly more trusted source than both the Department of
Justice and the FBI Cyber Division from preliminary data. The FBI Cyber Division was
also more trusted than the Department of Justice. On the basis of this pilot data we
expected that Google would be more trusted than the government warning sources, and
that Google would be the most effective warning source in regards to disclosure. Figure
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1.3 shows the research model for the trust hypotheses.

Figure 1.3. The proposed trust hypotheses model.
H1: Disposition to trust positively impacts individual trusting beliefs (integrity,
benevolence, and ability).
H2: Disposition to trust is positively associated with disclosure of personal
information online.
H3: Google will be more positively associated with individual trust beliefs
(integrity, benevolence, and ability) than the government sources (FBI Cyber Division
and Department of Justice).
H4: Google will be more negatively associated with disclosure of personal
information online than the government sources (FBI Cyber Division and Department of
Justice).
H5: Trust beliefs are positively associated with disclosure online.
H5a: Perception of integrity is positively associated with disclosure online.
H5b: Perception of benevolence is positively associated with disclosure online.
7

H5c: Perception of ability is positively associated with disclosure online.
Perceptions of Risk
The attitudes and beliefs section of the C-HIP model would include perceptions of
risk. Risk is sometimes difficult to assess accurately by individuals because there is an
optimistic bias about online privacy risks (Cho, Lee, & Chung, 2010). This bias shows
that individuals perceive themselves to be less vulnerable to risk than others, and that
individual differences, such as prior experience, can moderate the bias. Slovic (1987)
suggests that individuals cannot accurately assess risk because they rely on heuristics and
personal experiences to determine risk perceptions. Incorrectly perceiving a risk could
cause individuals to react less cautiously than if they accurately assessed the risk.
Individuals may be more likely to disclose personal information as a result of this
inaccurate risk assessment.
Measuring risk with multiple dimensions could yield a better understanding of the
perceptions of risk, and it could allow for the risk perceptions to be measured. According
to Featherman and Pavlov (2003), there are eight facets of risk perception that can be
outlined and measured in an online environment. The facets are performance, financial,
time/convenience, psychological, social, privacy, physical, and overall risk perceptions.
The facets that are applicable for online disclosure are financial risk, privacy risk, and
overall risk (Beldad, De Jong, & Steehouder, 2011). The other facets of risk
(performance, time/convenience, psychology, and social) are not antecedents of
disclosure (Beldad, De Jong, & Steehouder, 2010, 2011). Featherman and Pavlov (2003)
defined financial risk perception as the potential monetary cost of the product, including
fraud. They defined privacy risk perception as the potential loss of personal information
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beyond an individual’s control. Overall risk perception is the general perceived risk. The
Featherman and Pavlov (2003) facets have been used to explain online shopping
behaviors, and should be able to explain online disclosure of personal information
(Forsythe & Shi, 2003). Since measuring risk perception has so many problems, but has
been associated with consumer behavior and disclosure online, examining multiple facets
of risk perception should give a more complete analysis of the construct. Figure 1.4
shows the proposed risk perceptions hypotheses.

Figure 1.4. The proposed risk perceptions hypotheses model.

H6: Risk perceptions (financial, privacy, and overall) are negatively associated
with disclosure online.
H6a: Financial risk perception is negatively associated with disclosure online.
H6b: Privacy risk perception is negatively associated with disclosure online.
H6c: Overall risk perception is negatively associated with disclosure online.
Since source credibility is affected by familiarity and type of source, and sources
affect risk perceptions, the source type should affect the individual risk perceptions
(Bronfman et al., 2009; Conzola & Wogalter, 2001; Trumbo & McComas, 2003).
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H7: Google will be more positively associated with individual risk perceptions
(overall, financial, and privacy) than the government sources (FBI Cyber Division and
Department of Justice).
Relations between Trust and Risk
Boyd (2002) found that individuals will engage in risk taking behaviors, such as
online auctions, if their trust in the auction outweighs their perceived risk in the auction.
Koller (1988) found that the degree of trust in an interaction is a function of the degree of
perceived risk in the situation. Many models of online behavior examine trust and risk
perceptions, but most of those models do not include trust and risk perceptions in the
same model. The studies that do include models with both trust and risk, and test these
models, often have competing results.
Luo, Li, Zhang, and Shim (2010) designed a model that examines multidimensional trust and multi-faceted risk perceptions in terms of adopting new technology.
They determined that risk perceptions are a salient antecedent in technology acceptance,
and that personal factors, such as trust beliefs and disposition to trust are also necessary
in accepting new technology. Figure 1.5 shows the Luo et al. (2010) research model, and
it was instrumental in the development of our proposed model.
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Figure 1.5. The model of technology acceptance (adapted from Luo, Li, Zhang, & Shim,
2010)
The literature shows that trust beliefs significantly affect perceived risk, which
significantly affects behavior. This is consistent with the Luo et al. model (2010) which
includes trust and risk perceptions. Lim (2003) revealed that different models are applied
to trust and perceived risk when the source of the risk is different. Potential sources are
technology, vendor, and product. Perceived technology risk refers to the probability that
individuals believed that they would lose due to the Internet from an online purchase
(Lim, 2003). Perceived vendor risk refers to the probability individuals believed that
they would suffer a loss caused by an Internet vendor from an online purchase (Lim,
2003). Perceived product risk refers to the probability individuals believed that they
would suffer a loss caused by a product purchased online (Lim, 2003). Tsiakis (2012)
identified other types of perceived risk that potentially affect online behaviors. Figure
1.6 shows the four different relationships of trust and perceived risk that exist, as found
by Tsiakis and Lim in their reviews of the research.
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Figure 1.6. Four types of relationships between trust and perceived risk (adopted from
Lim, 2003; Tsiakis, 2012)
Huurne and Gutteling (2008) found that trust affects perceived risk. Perceived
risk online had an inverse relationship with consumers’ attitude, and attitude had a
positive influence on purchase intentions. Of the trust factors examined, trust in third
party assurances and a cultural environment of trust had the strongest positive influence
on intentions to continue purchasing online, whereas trust in online vendors and
disposition to trust were not related (Bianchi & Andrews, 2012). Risk constructs, such as
privacy and security, were also important determinants of trust (Bansal, Zahedi, & Gefen,
2010; Chen & Barnes, 2007; Hemphill, 2002; Hu, Wu, Wu, & Zhang, 2010; Joinson,
Reips, Buchanan, & Schofield, 2010). Since trust and risk perception have individually
had negative relationships with each other in previous research, the model proposed in
this research predicts that individual trust beliefs and individual risk perceptions should
have a negative association. Figure 1.7 shows the proposed model for the relationship
between trust beliefs and risk perceptions.
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Figure 1.7. Proposed relationship for trust beliefs and risk perceptions.
H8: Individual trust beliefs (ability, benevolence, and integrity) are negatively
associated with risk perceptions (financial, privacy, and overall).
Usability of the Website
Website usability refers to individuals having specific tasks that they need to
complete online (Chen & Dibb, 2010). Chen and Barnes (2007) measured online trust
and proposed a consumer trust model. This model shows that disposition to trust is
essential for online initial trust, which is essential for purchase intentions. Other
significant antecedents for online initial trust were perceived usefulness, perceived
security, perceived privacy, perceived good reputation of the company, and the
willingness to let consumers customize the website (Chen & Barnes, 2007). The Chen
and Dibb (2010) model in Figure 1.8 shows that trust affects website intentions. The
figure also shows that website usability affects trust.
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Figure 1.8. Consumer trust model (adopted from Chen & Dibb, 2010)
According to the Technology Acceptance Model (TAM), the main component of
usability is perceived ease of use (Gefen, Karhanna, & Straub, 2003; Smith et al., 2013).
Some research suggests that risk perceptions and behavioral intentions towards a website
are moderated by the website usability (Belanche, Casaló, & Guinalíu, 2012). This
research shows that website usability does not have a direct effect on intention to use the
website, but does have indirect effect through satisfaction and risk perception, which are
similar to the attitudes toward the website and trust in the Chen and Dibb’s model (2010).
Other research has found that perceived usability and ease of use directly affects online
behavior and online trust (Christophersen & Konradt, 2012; Gefen, Karhanna, & Straub,
2003; Hwang & Kim, 2007). Perceived web quality, including perceived ease of use,
positively influences all three (integrity, benevolence, and ability) recognized dimensions
of e-trust (Hwang & Kim, 2007). Since perceived ease of use has been positively
associated with trust beliefs in the past, we expected these same relations in the current
research.
H9: Website perceived ease of use of the website will be positively associated
with trust beliefs.
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Some research suggests that specific knowledge and risk perceptions explain
disclosure online (Lopez-Nicolas & Molina-Castillo, 2008). These models did not
include trust, but they did include internet knowledge and internet preference, such as
usability and ease of use, as antecedents of purchase intentions online. Perceived
usefulness and perceived ease of use positively influence online shopping behavior in
cross cultural studies (Smith et al., 2013). Since perceived ease of use was positively
associated with online buying in previous research, it should also positively associate
with disclosure online, because disclosure is necessary for online buying.
H10: Website perceived ease of use of the website is positively associated with
disclosure online.
The proposed research model is depicted in Figure 1.9, which clearly shows the
hypotheses generated from the previous research. As shown in the model, the trust and
risk constructs are multidimensional to explain how trust and risk can affect each other in
some circumstances, but not in others. The different sources theoretically would affect
trust and risk perceptions differently, which would then affect disclosure of information.
Other factors that should affect disclosure are perceived ease of use of the website and
disposition to trust. They are also expected to affect trust beliefs, which were expected to
affect risk perceptions.

15

Figure 1.9. Proposed research model.

16

CHAPTER II

METHOD
Participants
Participants were recruited from the UAH undergraduate subject pool for
Psychology classes through Sign-up Genius and SONA systems. The target sample size
was 150, with 25 participants in each of the six conditions. The actual sample contained
143 people, the mean age was 20.32 (SD = 2.77), and 66.9% female. The participants
self-identified as 74.6% Caucasian, 16.9% African, 3.5% Asian, 2.1% Hispanic, and
2.8% other ethnicities. Participants under the age of 19 were required to have parental
consent, and all APA guidelines were followed. See Appendix A for the approval letter
from IRB.
Design
The experiment design used a 2 (Identity: email address and driver’s license
number) x 3 (Warning Source: FBI Cyber Division, Department of Justice, and Google)
between subjects design. In previous studies in the lab, participants were more likely to
provide their driver’s license number and email during a mindlessness attack (Zhu,
Carpenter, & Kulkarni, 2011); these elements were therefore chosen as the two identity
elements for this experiment – to determine whether warnings could reduce disclosure in
a strong psychological influence situation. Two government sources were used as source
elements, since studies have found trust in the government has fallen over the past ten
years, with 81% of Americans polled in 2011 stating that the government in Washington
is doing what is right only “some of the time” or “never” (Gallup, 2012). The FBI Cyber
17

Division was chosen as a warning source because it is computer domain specific, and the
Department of Justice was chosen as a warning source because it is a general government
source with power. Another poll shows that individuals trust the computer industry much
more than we trust the federal government (Gallup, 2011), consequently Google was also
selected as a warning source for the study.
Materials
The research website asked participants to disclose personal information for a
potential quote on auto insurance, similar to an Allstate insurance quote website. The
website asked for personal information such as name, birth date, gender, address, e-mail
address, previous insurance, and driver’s license number. On each screen there was an
explanation of how the information would help the website determine who the participant
is to give an accurate insurance rate. Depending on condition, the website had a Hazard
warning from different sources when participants reached the e-mail or driver’s license
disclosure screen. When the participant attempted to type personal information in the
email or driver’s license text box, a warning that said, “Hazard! Disclosing this
information may be hazardous to your identity privacy,” popped up on the screen below
the disclosure box. The warning also listed the source of the warning as the FBI Cyber
Division, Department of Justice (DOJ), or Google.
The measures of risk and trust used in the study were all adapted from previous
measures and were presented to participants online using Survey Monkey. There were
also manipulation checks on Survey Monkey, including questions regarding the
disclosure of email address or driver’s license, questions about the warnings, questions
about the source of the warning, and questions about the perceived trust and risk. An eye
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tracker was used during the procedure, but those data were not relevant to this individual
project.
The trust measures for Integrity, Benevolence, and Ability were adapted from
Gefen and Straub (2004) for each source manipulation. Instead of the measures using
Amazon.com as in the original measurement, they were adapted for the FBI Cyber
Division, the Department of Justice, and Google. For example, “Promises made by the
FBI Cyber Division are likely to be reliable” is one of them. Gefen and Straub (2004)
used a partial least squares regression (PLS) to test convergent and discriminant validity
for all of the scales. All the items loaded significantly on their assigned construct. The
reliability statistics also showed high reliability. The Integrity measure has four items (α
= .90), and the item loadings ranged from .88 to .91. The Benevolence measure has four
items (α = .83), and the item loadings range from .82 to .84. The Ability measure has
four items (α = .86), and the item loadings range from .83 to .89. The Trusting
disposition measure was been taken directly from Gefen and Straub (2004) without any
adaption. The Trusting disposition measure has five items (α = .83), and the item
loadings range from .78 to .87. All items were measured on seven-point Likert scales
with the anchors: Strongly Disagree, Disagree, Slightly Disagree, Undecided, Slightly
Agree, Agree, and Strongly Agree. These items are shown in Appendix B.
The perceived risk measurements were adapted from Featherman and Pavlov
(2003) for the research website; for example, “Using the Auto Insurance Website subjects
your checking account to potential fraud.” In order to establish convergent and
discriminant validity, Featherman and Pavlov (2003) conducted a confirmatory factor
analysis (CFA) on all of the scales. The Financial perceived risk measure has four items
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(α = .89), and the item loadings range from .72 to .89. All items were measured on fivepoint Likert scales. The anchors on the scales were Very Low, Low, Moderate, High,
Very High; Strongly Disagree, Disagree, Undecided, Agree, Strongly Agree; and
Improbable, Somewhat Improbable, Neither Probable or Improbable, Somewhat
Probable, Probable. The Privacy perceived risk measure has three items (α = .87), and
the item loadings range from .81 to .87. The anchors on the scales were Improbable,
Somewhat Improbable, Neither Probable or Improbable, Somewhat Probable, Probable;
and Strongly Disagree, Disagree, Undecided, Agree, Strongly Agree. The Overall
perceived risk measure has five items (α = .91), and the item loadings range from .72 to
.90. The anchors on the scales were Strongly Disagree, Disagree, Undecided, Agree,
Strongly Agree; Improbable, Somewhat Improbable, Neither Probable or Improbable,
Somewhat Probable, Probable; and Not Very Risky, Not Risky, Undecided, Risk, Very
Risky. These items are shown in Appendix C.
The Perceived Ease of Use of the website measurement was adapted from Gefen,
Karahanna, and Straub (2003). A principle components factor analysis (PCA) was
conducted by those researchers to show convergent validity. A single eigenvalue above 1
from a PCA on the perceived ease of use measurement showed that the scale was
unidimensional, which showed internal reliability. The scale has six items (α = .90), and
the items on the scale loaded from .87 to .91. The items were measured on seven-point
Likert scales with the anchors: Strongly Disagree, Disagree, Slightly Disagree,
Undecided, Slightly Agree, Agree, and Strongly Agree. These items are shown in
Appendix D.
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Procedure
When participants arrived they were asked to provide their driver’s license to
prove their identity. After handing over their license they were seated and given a
consent form. Once they had signed the consent form, the experimenter explained the
purpose of the eye tracker and the importance of not moving around. The experimenter
placed the driver’s license in arms reach of the participant after calibration, but reminded
the participant that he or she could not move. By waiting to give the license back to
participants later, the experimenter ensured that participants could access their driver’s
license number during the experiment if the participant wished to disclose this
information without moving around and disrupting the eye tracker.
The experimenter then opened the research and survey websites and asked
participants to use the research website as they would normally. The participants then
explored and responded to the website and notified the experimenter when finished. The
participants then used Survey Monkey to complete the measures: perceived ease of use of
the website, disclosure of driver’s license or e-mail, perceptions of risk, questions about
warnings including the source of the warnings and trust beliefs in the warnings,
dispositions of trust, and demographics.
Warning and source questions in the survey served a manipulation checks. The
survey asked, “Did the website ask you for information about your email address? and
“Were you asked to provide information about your driver’s license?” for the identity
manipulation. The survey also asked, “Were there any warnings shown in the website?”
and “What was the source of the warning message?” for the source manipulation.
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When participants finished with the survey, they were debriefed and allowed to
ask any questions regarding the study. Participants were then rewarded one experiment
credit for completing the study, which took approximately 30 minutes.
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CHAPTER III

RESULTS
Reliability Statistics
Prior to analyses, Cronbach’s alphas were calculated for all of the survey
measures, to determine if there was internal reliability for the sample. The internal
reliability for disposition to trust was α = .87, for perceived ease of use was α = .91, for
integrity was α = .86, for benevolence was α = .70, and for ability was α = .96. The
combined trust scales internal reliability was α = .78. The internal reliability for privacy
risk was α = .75, for financial risk was α = .76, and for overall risk was α = .87. The
combined risk scales internal reliability was α = .83. The internal reliability for all scales
were deemed acceptable.
Manipulation Check
During the manipulation check for identity, 143 participants accurately answering
the questions, “Did the website ask you for information about your email address? and
“Were you asked to provide information about your driver’s license?” During the
manipulation check for warnings, 119 participants accurately answered the questions,
“Were there any warnings shown in the website?” and “What was the source of the
warning message?”
Hypothesis Testing
Correlation between disposition to trust and trust beliefs. Hypothesis 1
predicted that disposition to trust would positively impact individual trusting beliefs
(integrity, benevolence, and ability). A Pearson correlation was performed to test the
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hypothesis. There was a significant positive relation between disposition to trust and
integrity trust, r(102) = .30, p ≤ .01, and for benevolence trust, r(102) = .30, p ≤ .01.
Also there was a significant correlation between disposition to trust and combined trust,
r(102) = .30, p ≤ .01. There was not a significant correlation for ability trust, r(102) =
.19, p = .13. Hypothesis 1 was therefore generally supported with disposition to trust
positively impacting trust beliefs.
Correlation between disposition to trust and disclosure. Hypothesis 2
predicted that disposition to trust would be positively associated with disclosure of
personal information online. A Point biserial analysis was performed to test the
hypothesis. There was no significant positive relation between disposition to trust and
disclosure, r(120) = -.03, p = .73. Hypothesis 2 was not supported.
Effect of warning source on trust beliefs. Hypothesis 3 predicted that Google
would be more positively associated with individual trust beliefs (integrity, benevolence,
and ability) than the government sources (FBI Cyber Division and Department of
Justice). There were no statistically significant differences between warning source
group means for integrity trust as determined by a one-way ANOVA, F(2, 99) = 2.15, p
= .12, nor for benevolence trust, F(2, 99) = 1.82, p = .17. There were also no statistically
significant differences between warning source group means for overall trust, F(2, 99) =
2.10, p = .13. There was, however, a significant effect for ability trust as determined by
the source of the warning, F(2, 99) = 10.25, p ≤ .01. Tukey post-hoc comparisons of the
three groups indicate that Google as the warning source (M = 22.74, 95% CI [21.51,
23.97]) resulted in significantly higher ability trust than the FBI warning source (M =
18.76, 95% CI [17.48, 20.05]), p ≤ .01. The post-hoc comparison also indicate that the
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DOJ had significantly higher ability trust than the FBI warning source (M = 21.45, 95%
CI [20.08, 22.83]). There was not a significant difference in trust between Google and
the DOJ warning sources at p < .05. The ANOVA results for all trust beliefs can be
found in Table 3.1. Hypothesis 3 was partially supported.

Table 3.1 ANOVA Results for Trust Beliefs and Warning Source.
Variable
Mean (SD)
F (p)
Integrity Trust
FBI
18.56 (5.10)
2.15 (0.12)
DOJ
19.94 (4.27)
Google
17.66 (4.29)
Benevolence Trust
FBI
17.53 (4.78)
1.82 (0.17)
DOJ
18.97 (4.46)
Google
16.83 (4.85)
Ability Trust
FBI
18.76 (3.69)
10.25
DOJ
21.45 (3.89)
(0.00*)
Google
22.74 (3.58)
Combined Trust
FBI
54.85 (12.11)
2.09 (0.13)
DOJ
60.36 (9.56)
Google
57.45 (11.33)
* indicates significance at p < .05

Effect of warning source on disclosure. Hypothesis 4 predicted that Google
would be more effective at reducing disclosure of personal information online than the
government sources (FBI Cyber Division and Department of Justice). A chi-square test
for independence was performed to test the hypothesis. There was a significant
difference in frequency for warning sources and all disclosure (i.e., both email and
driver’s license), Χ2(2, N = 143) = 17.62, p ≤ .01. There was also a significant difference
in frequency for warning sources and email disclosure, Χ2(2, N = 142) = 9.90, p = .01,
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and a significant difference in frequency for warning sources and driver’s license
disclosure, Χ2(2, N = 143) = 8.97, p = .01. Figure 3.1 shows the percentage of
participants who did not disclose their driver’s license and email address for each
warning source.

No Disclosure of Personal Information

Percent of No Disclosure

70
60
50
40
30
20
10
0
No Warning

DoJ

FBI

Google

Warning Source
Email

Driver's License

Figure 3.1. Percentage of participants who chose not to disclose personal information by
Warning Source.

Effect of warning on disclosure. The 2 (warning: present vs. absent) x 2
(identity element: email and driver’s license) was tested with a chi-square test for
independence. The no warning data came from a previous study in the lab. The chisquare revealed that the frequency of email disclosure and warning presence were
significantly associated, Χ2(1, N = 174) = 4.60, p = .03. Warning presence and driver’s
license disclosure were also significantly associated, Χ2(1, N = 175) = 7.70, p = .01.
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Warnings were found to be effective in reducing disclosure of personal information
online. The frequencies of disclosure for warning and no warning conditions is shown in
Figure 3.2.

No Disclosure of Personal Information for Warnings

Frequency of No Disclosure

90
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40
30
20
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Warning

No Warning

Warning
Email

Driver's License

Figure 3.2. Number of participants who chose not to disclose personal information for
Warning and No Warning conditions.

Relation between trust beliefs and disclosure. Hypothesis 5predicted that trust
beliefs in warnings are positively associated with disclosure online. A point biserial
analysis was performed to test the hypothesis. There was, however, not a significant
relation between trust and disclosure, r(102) = -.03, p = .79. Hypothesis 5a predicted that
perception of integrity is positively associated with disclosure online, but there was not a
significant relation between integrity trust and disclosure, r(102) = -.08, p = .44.
Hypothesis 5b predicted that perception of benevolence is positively associated with
disclosure online; however, there was not a significant relation between benevolence trust
27

and disclosure, r(102) = -.02, p = .86. Hypothesis 5c predicted that perception of ability
is positively associated with disclosure online, but there was not a significant relation
between ability trust and disclosure, r(102) = .04, p = .72. Hypothesis 5 was not
supported.
Relation between risk perceptions and disclosure. Hypothesis 6 predicted that
risk perceptions are negatively associated with disclosure online. A point biserial
analysis was performed to test the hypothesis. There was not a significant relation
between combined risk perceptions and disclosure, r(142) = .11, p = .18. Hypothesis 6a
predicted that perception of financial risk is negatively associated with disclosure online.
There was not a significant relation between financial risk and disclosure, r(142) = .11, p
= .19. Hypothesis 6b predicted that privacy risk perception is negatively associated with
disclosure online. There was not a significant relation between privacy risk and
disclosure, r(142) = .04, p = .63. Hypothesis 6c predicted that overall risk perception is
negatively associated with disclosure online. There was not a significant relation
between overall risk and disclosure, r(142) = .13, p = .18. Hypothesis 6 was not
supported.
Effect of warning source on risk perceptions. Hypothesis 7 predicted that
Google would be more positively associated with individual risk perceptions (overall,
financial, and privacy) than the government sources (FBI Cyber Division and Department
of Justice). There were no statistically significant differences between warning source
group means for financial risk, as determined by a one-way ANOVA, F(2, 139) = .25, p
= .78. There was no statistically significant differences between warning source group
means for privacy risk, F(2, 139) = .67, p = .51. There were also no statistically
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significant differences between warning source group means for overall risk, F(2, 139) =
1.27, p = .28. Finally there were no statistically significant differences between warning
source group means for combined risk perceptions, F(2, 139) = .40, p = .67. The
ANOVA results for all trust beliefs can be found in Table 3.2. Hypothesis 7 was not
supported.

Table 3.2 ANOVA Results for Risk Perceptions and Warning Source.
Variable
Financial Risk
FBI
DOJ
Google
Privacy Risk
FBI
DOJ
Google
Overall Risk
FBI
DOJ
Google
Combined Risk
FBI
DOJ
Google

Mean (SD)

F (p)

11.24 (3.24)
11.68 (2.82)
11.43 (3.08)

0.24 (0.78)

11.35 (2.20)
10.87 (2.28)
10.80 (2.52)

0.67 (0.51)

17.31 (4.08)
16.11 (4.08)
16.17 (4.28)

1.27 (0.28)

39.90 (8.39)
38.66 (8.74)
38.41 (8.98)

0.40 (0.67)

Correlation between trust beliefs and risk perceptions. Hypothesis 8 predicted
that individual trust beliefs (ability, benevolence, and integrity) are negatively associated
with risk perceptions. A Pearson correlation was performed to test the hypothesis. There
was no significant relation between combined risk perceptions and all trust, r(102) = -.05,
p = .58, nor for benevolence trust and all risk, r(102) = .01, p = .96. Also there was no
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significant correlations between integrity trust and all risk, r(102) = -.04, p = .67, nor
ability trust and all risk, r(102) = -.11, p = .27. Hypothesis 8 was not supported.
Correlation between perceived ease of use and trust beliefs. Hypothesis 9
predicted website perceived ease of use would be positively associated with trust beliefs.
A Pearson correlation was performed to test the hypothesis. There was no significant
relation between perceived ease of use and combined trust beliefs, r(102) = .18, p = .07.
Hypothesis 9 was not supported.
Correlation between perceived ease of use and disclosure. Hypothesis 10
predicted website perceived ease of use would be positively associated with disclosure
online. A point biserial analysis was performed to test the hypothesis. There was no
significant relation between perceived ease of use and disclosure, r(143) = .03, p = .71.
Hypothesis 10 was not supported.
Model Effectiveness. A multiple linear regression was done to determine the
research model effectiveness. Effective research models are able to accurately predict an
outcome based on the independent variables. The model was found to be not significant
for disclosure as the dependent variable. Table 3.1 indicated that the model was nonsignificant and that there were no predictor variables inside the model that predicted
disclosure. The empty model, the model without any independent variables, was as
effective as the research model in predicting disclosure behavior. The Hosmer and
Lemeshow results indicate that the data fits into the model, but the Wald test with p ≤ 0,
indicates that the empty model is as effective as the research model. Each individual
variable in Table 3.3 indicates that the estimated coefficients are all near zero and almost
all the Wald X² are all non-significant. The only variable of significance was warning
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source in predicting disclosure of personal information. The other variables did not
predict disclosure according to the model.
Table 3.3 Logistic Regression results for disclosure.
Predictor
Constant
Dis to Trust
PEOU
Combined Trust
Combined Risk
Warning

β

SE β

-0.24
-0.01
0.06
-0.06
0.04
-0.59

2.12
0.04
0.04
0.02
0.03
0.29

Wald's
χ²
0.01
1.80
1.99
0.07
2.54
4.26

df

p

1.00
1.00
1.00
1.00
1.00
1.00

0.91
0.18
0.16
0.80
0.11
0.04

df

p

12.15

1.00

0.00

7.36

8.00

0.50

χ²

Test
Overall Model Evaluation
Wald Test
Goodness-of-fit test
Hosmer & Lemeshow

Mediation Testing. The Parallel Multiple Mediation approach was used to test if
there were mediating variables in the model. There were no significant mediating
variables in the model, and Table 3.4 shows the results from the test. The predictor
variable Disposition to Trust was not significantly related to the proposed mediator, trust
beliefs, or to the outcome variable, Disclosure; R = .04, F(2, 116) =.15, p = .43. These
results suggest no mediation.
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Table 3.4 Mediation Testing Results
Predictor
Combined Trust
Disposition to Trust
Combined Risk
PEOU

R

R²

F

0.11
0.05
0.01
0.03

0.01
0.00
0.00
0.00

1.27
0.22
0.01
0.09

df

p
1
1
1
1

0.26
0.64
0.92
0.77

Participants Not Remembering the Warning
During the manipulation check 24 participants did not accurately answer the
questions, “Were there any warnings shown in the website?” and “What was the source
of the warning message?” These participants were included in the previous results
because they received the warning even though they did not remember it during the
survey. It is possible that participants could have seen and comprehended the warning,
changing their immediate disclosure behavior, but later not recall seeing the warning.
Analyses were therefore conducted on this sub-sample to identify any informative
patterns.
Of the 24 participants included in the main analyses, 13 were in the FBI warning
condition, 7 in the Google condition, and 4 in the DOJ condition. A Chi-square for
independence was conducted to determine if there was a difference in the frequency of
people who remembered the warning as a function of the source of the warning. There
was not a significant difference in frequency of people who remembered the warning and
the source of the warning, Χ2(2, N = 143) = 5.43, p = .07. A Chi-square for independence
was conducted on these participants to determine if there was difference in disclosure for
warning source. There was not a significant difference in frequency of overall disclosure
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and warning source, Χ2(2, N = 24) = 3.36, p = .19. There was not a significant difference
in frequency of email disclosure and warning source, Χ2(2, N = 24) = 2.23, p = .33; nor
for driver’s license disclosure and warning source, Χ2(2, N = 24) = 3.81, p = .15. Even
though this small set of participants had no significant differences in source types and
disclosure, when added to the rest of the warning participants there was significance in
source types and disclosure.
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CHAPTER IV

DISCUSSION
This research addressed the question of which variables affect identify disclosure
online. Prior research found that the source of the warning, trust in the warning and
website, risk perceptions, and information relevance affect identity disclosure (Bansal,
Zahedi, & Gefen, 2010; Conzola & Wogalter, 2001; Mesch, 2012; Zimmer, Arsal, AlMarzouq, & Grover, 2010). In the current research, participants received a warning
regarding information disclosure, then received scales for rating trust, risk perceptions,
and perceived ease of use of the website. The results provided mixed results regarding
the support for the proposed model and mixed support for previous research models.
Previous research suggested that trust affects online disclosure through different
trust beliefs and disposition to trust (Gefen, 2002; Mayer, Davis, & Schoorman, 1995;
Schoorman, Mayer, & Davis, 2007). The results of the current research, however, show
there was not a significant relation with these types of trust and disclosure even though
disposition to trust and trust beliefs were correlated. Disposition to trust and trust beliefs
in the source were expected to correlate, but they may not have affected disclosure
because of the experimental situation. The current experiment may not have been the
best representation of a trusting environment for the mean age of participants. The mean
age of participants in our study was 20.22. These participants are new to college and are
likely still dependent on their parents and families, they have never had to purchase auto
insurance on their own. They are also only likely to be extremely familiar to only one of
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the sources, Google. All of these things could have affected why different trust beliefs
did not affect disclosure of personal information online.
Based on previous research, source types should have affected trust and individual
trust beliefs in the source (Bronfman et al., 2009; Conzola & Wogalter, 2001; Trumbo &
McComas, 2003). The results of the current experiment showed there was not a
significant relation with source and integrity or benevolence trust. There was, however, a
significant relation between ability trust and the source of the warning. Participants had
higher ability trust in Google than in the FBI Cyber Division. This finding is similar to
those of polls mentioned earlier, that individuals are more likely to trust in industry than
in the government. Google could also have a higher ability trust than the other sources
because the statement, “Google knows about the Internet,” was one of the four ability
statements in the measure. Because Google is an internet industry, it would be expected
to have a high rating on knowledge of the Internet. Google should have been a more
effective warning source than the government sources; however, the FBI Cyber Division
was the most effective, despite the FBI Cyber Division having the least amount of ability
trust.
Warnings did reduce disclosure for both driver’s license and email, with the most
effective source being the FBI Cyber Division. Warning source was expected to affect
disclosure because of the trust in the source, and since there was not a relation between
combined trust beliefs and disclosure it could explain why warning source did not
significantly affect disclosure. The FBI Cyber Division was found to be generally the
most effective warning source, followed by Google, then the Department of Justice,
which was different than what the hypothesis predicted. When comparing warning to no
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warning conditions, there was a significant effect of warnings on the driver’s license
disclosure and email disclosure. The warnings did reduce disclosure for emails and
driver’s license regardless of source.
There was no evidence in the current experiment that risk perceptions affect
disclosure despite previous research supporting individual facets of risk in online
environments (Beldad, De Jong, & Steehouder, 2010, 2011; Forsythe & Shi, 2003).
There was also no evidence that risk perceptions and source were related, although this
relation was supported by previous research on source credibility (Bronfman et al., 2009;
Conzola & Wogalter, 2001; Trumbo & McComas, 2003). The experiment website
combined with the age and experience of the participants could have caused these results.
Participants were relatively young and may not have had previous experience with auto
insurance websites. Participants may not have accurately assessed risk in the website due
to their lack of experience in this domain.
Previous research in trust and risk had competing results regarding online
behaviors. Our study found no evidence that risk perceptions and trust beliefs were
related. Our study also found that trust and risk perceptions did not affect disclosure
within the same model. This finding is contrary to the models proposed by Lim (2003)
and Tsiakis (2012). Again, these findings could be due to the age of the participants and
the research website.
Perceived ease of use of the website did not correlate with the predicted factors or
disclosure. Previous research suggested that website usability would affect online
behavior (Chen & Dibb, 2010), but since our research did not find this, it could be due to
the measurement used to represent website usability. The Gefen, Karahanna, and Straub
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(2003) measure was used in our study, and was validated in previous studies. There was
a normal range of perceived ease of use in the results, so this measure may not have been
the best measure for website usability in our scenario. Other researchers of website
usability maintain that website satisfaction is an important component of usability
regardless of the perceived ease of use (Chen and Dibb, 2010). A better measure of
website usability might include other components of usability including website
satisfaction, perceived ease of use, and perceived web quality.
The model itself was proven to be ineffective through both multiple logistic
regression and mediation testing because it failed to predict relations between variables
and disclosure. The mediation testing strategy chosen was the Parallel Multiple
Mediation approach, which was the most appropriate for multiple variables in a model
(Hayes, 2013). Even though there were no significant mediating variables, and the model
was ineffective at predicting relations with disclosure, the tests were conducted because
oftentimes mediation occurs with non-significant correlations and results in models with
no statistical significance. Mediating variables could have potentially explained the nonsignificant results for trust and risk perceptions and could have partially supported some
of the previous models studied.
Potential Limitations and Future Directions
The present study has some limitations to consider. The first limitation is the
subject pool. Participants in this study were on average 20 years old, and previous
experiments in the research lab used participants over 30 years old who had real world
experience in shopping with auto insurance, so current participants may have never
interacted with websites similar to the experiment website. If participants had never
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shopped for their own car insurance, then the measurements about perceived ease of use
of the website and perceived risk of the website may be different for participants that
have had experience with these types of websites. Participants may have generalized
experience from online shopping, which asks for different information than car insurance
websites. Participants, due to their young age and lack of experience, may have not have
used the same heuristics as participants with experience in assessing trust and risk in the
website. In the future, attempting this experiment with older adults may yield the
predicted results. If we continue to use young adults for the sample a different type of
website would need to be developed, one that was more familiar to young adults.
Another limitation with the study could be that subjects do not see the mundane
realism with the experiment. When subjects come to the lab they are asked to sit
extremely still and are calibrated with the eye tracker. This is a much different
environment than if subjects were at home at their own computers and encountered the
website. There may be different results in a less controlled environment without the eye
tracker. Subjects might be more comfortable without having to worry about their body
movement.
One last limitation could be that the scales chosen for the experiment might not be
capturing what was intended, despite being validated by previous studies. The perceived
ease of use scale may not be the best measurement for website usability. Running the
experiment with different scales or measurements could yield different results in the
future.
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Conclusion
Finding that warnings that are effective in preventing more personal identity
disclosure online means that warnings may help prevent identity theft online when using
a credible warning source. Finding that the FBI Cyber Division was the most effective
warning source means that using a specialized government source for providing warnings
might best prevent disclosure. The effectiveness could because the FBI Cyber Division is
industry specific. Google was also a more effective warning source than the Department
of Justice and is also industry specific. Google was also seen to have higher ability trust
than the other sources.
This insight into warnings can potentially help with the reduction of identity theft.
Sources that are seen to have ability trust – the group of skills, competencies, and
characteristics that enable a party to have influence within some specific domain – help
prevent identity disclosure (Mayer, Davis, & Schoorman, 1995). Groups that plan to be a
warning source need to ensure that they are seen to be competent so that their warning
can be as effective as possible. This belief of competence is consistent with the C-HIP
model (Wogalter, DeJoy, & Laughery, 1999) of warnings, in that the attitudes and beliefs
about the warning source can cause a change in behavior.
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APPENDIX A

IRB FORM
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APPENDIX B

Trust Scales

Trust scales measured on 7-point Likert scale: Strongly Disagree, Disagree, Slightly
Disagree, Undecided, Slightly Agree, Agree, Strongly Agree

1. Integrity (FBI)
a. Promises made by the FBI Cyber Division are likely to be reliable
b. I do not doubt the honesty of the FBI Cyber Division
c. I expect that the FBI Cyber Division will keep promises they make
d. I expect that the advice given by the FBI Cyber Division is their best
judgment
2. Benevolence (FBI)
a. I expect I can count on the FBI Cyber Division to consider how its actions
affect me
b. I expect that the FBI Cyber Division intentions are benevolent
c. I expect that the FBI Cyber Division puts customer’s interests before their
own
d. I expect that the FBI Cyber Division is well meaning
3. Ability (FBI)
a. The FBI Cyber Division is competent
b. The FBI Cyber Division understands the market it works in
c. The FBI Cyber Division knows about the Internet
d. The FBI Cyber Division knows how to provide excellent service
42

4. Integrity (DOJ)
a. Promises made by the Department of Justice is likely to be reliable
b. I do not doubt the honesty of the Department of Justice
c. I expect that the Department of Justice will keep promises they make
d. I expect that the advice given by the Department of Justice is their best
judgment
5. Benevolence (DOJ)
a. I expect I can count on the Department of Justice to consider how its
actions affect me
b. I expect that the Department of Justice intentions are benevolent
c. I expect that the Department of Justice puts customer’s interests before
their own
d. I expect that the Department of Justice is well meaning
6. Ability (DOJ)
a. The Department of Justice is competent
b. The Department of Justice understands the market it works in
c. The Department of Justice knows about the Internet
d. The Department of Justice knows how to provide excellent service
7. Integrity (Google)
a. Promises made by Google are likely to be reliable
b. I do not doubt the honesty of Google
c. I expect that Google will keep promises they make
d. I expect that the advice given by Google is their best judgment

43

8. Benevolence (Google)
a. I expect I can count on Google to consider how its actions affect me
b. I expect that Google’s intentions are benevolent
c. I expect that Google puts customer’s interests before their own
d. I expect that Google is well meaning
9. Ability (Google)
a. Google is competent
b. Google understands the market it works in
c. Google knows about the Internet
d. Google knows how to provide excellent service
10. Trusting disposition
a. I generally trust other people
b. I tend to count upon other people
c. I generally have faith in humanity
d. I feel that people are generally well meaning
e. I feel that people are generally reliable
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APPENDIX C

Risk Scales

1. Financial Risk
a. What are the chances that you stand to lose the money if you use the Auto
Insurance website? (Very Low, Low, Moderate, High, Very High)
b. Using the Auto Insurance Website subjects your checking account to
potential fraud. (Strongly Disagree, Disagree, Undecided, Agree, Strongly Agree)
c. My signing up for and using the Auto Insurance Website would lead to
financial loss for me. (Improbable, Somewhat Improbable, Neither
Probable or Improbable, Somewhat Probable, Probable)
d. Using the Auto Insurance Website subjects your checking account to
financial risk. (Strongly Disagree, Disagree, Undecided, Agree, Strongly
Agree)
2. Privacy Risk
a. What are the chances that using the Auto Insurance Website will cause
you to lose control over the privacy of your personal information?
(Improbable, Somewhat Improbable, Neither Probable or Improbable,
Somewhat Probable, Probable)
b. My signing up for and using the Auto Insurance Website would lead to a
loss of privacy for me because my personal information would be used
without my knowledge (Improbable, Somewhat Improbable, Neither
Probable or Improbable, Somewhat Probable, Probable)
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c. Internet hackers (criminals) might take control of my personal information
if I used the Auto Insurance Website. (Strongly Disagree, Disagree,
Undecided, Agree, Strongly Agree)
3. Overall Risk
a. On the whole, considering all sorts of factors combined, about how risky
would you say it would be to sign up for and use the Auto Insurance
Website? (Not Very Risky, Not Risky, Undecided, Risk, Very Risky)
b. Using the Auto Insurance Website to pay my bills would be risky.
(Strongly Disagree, Disagree, Undecided, Agree, Strongly Agree)
c. The Auto Insurance website is dangerous to use. (Strongly Disagree,
Disagree, Undecided, Agree, Strongly Agree)
d. Using the Auto Insurance website would add great uncertainty to my bill
paying. (Strongly Disagree, Disagree, Undecided, Agree, Strongly Agree)
e. Using the Auto Insurance Website exposes you to an overall risk.
(Improbable, Somewhat Improbable, Neither Probable or Improbable,
Somewhat Probable, Probable)
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APPENDIX D

Perceived Ease of Use Scale

All items on 7 point Likert ranging from Strongly Disagree to Strongly Agree

1. The Auto Insurance website is easy to use.
2. It is easy to become skillful at using the Auto Insurance website.
3. Learning to operate the Auto Insurance website is easy.
4. The Auto Insurance is flexible to interact with.
5. My interaction with the Auto Insurance website is clear and understandable.
6. It is easy to interact with the Auto Insurance website.
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