We propose dynamics equations which describe the behaviour of non-stationary processes that follow the maximum Rényi entropy principle. The equations are derived on the basis of the speed-gradient principle originated in the control theory. The maximum of the Rényi entropy principle is analysed for discrete and continuous cases, and both a discrete random variable and probability density function (PDF) are used. We consider mass conservation and energy conservation constraints and demonstrate the uniqueness of the limit distribution and asymptotic convergence of the PDF for both cases. The coincidence of the limit distribution of the proposed equations with the Rényi distribution is examined.
Introduction
Entropy is actively used by many fields of science including physics, chemistry, computer science, biology, etc. [1] Today there are many different types of entropy in use, which often become the centre of discussions in both statistical physics and thermodynamics. The most famous is the Shannon entropy [2] :
H(X) = − i P(x i ) log P(x i ), (1.1) where X is a discrete random variable with possible values {x 1 , . . . , x n } and P is a probability mass function. In 1961, Rényi [3] introduced a generalized Shannon entropy as a one-parameter family of entropy
The Rényi entropy tends to the Shannon entropy when β → 1. Extension of the Rényi entropy for the continuous case can be defined as H(X, β) = 1 1 − β log p β (x) dx , β = 1, β > 0, (1.3) where X is an absolutely continuous random variable with probability density function (PDF) p. The Rényi entropy is often taken as a typical measure of complexity to describe dynamical systems in physics, engineering and information theory [4] . The Rényi entropy applications are overviewed in [5] .
A variety of physical systems obey the famous maximum entropy (MaxEnt) principle: their entropy achieves maximum under constraints caused by other physical laws. Since 1957, when the seminal works of Jaynes were published [6] [7] [8] , and until now [9] [10] [11] , the MaxEnt principle has caused lively interest among researchers. For example, the MaxEnt for the Rényi entropy has been successfully applied to generalize the Thomas-Fermi model in [12] .
Although the states of maximum entropy are widely discussed in scientific articles and studies, the dynamics of evolution and transient behaviour of systems are still not well investigated.
In this paper, we propose a set of equations that describe the dynamics of the PDFs for nonstationary processes that follow the maximum of the Rényi entropy principle.
The speed-gradient (SG) principle [13] [14] [15] [16] used here is originated from control theory. This principle has already been applied in [13, 15, 17] to derive the equations of dynamics for systems with a finite number of particles for the case of the maximum Shannon entropy principle. Systems with continuous probability distributions are considered in [18] . The dynamics of discrete systems for the Tsallis entropy is discussed in [19] . The SG principle for systems with a finite number of particles is studied in [15] , where systems are emulated with the molecular dynamics method. We take a similar approach for systems with discrete and continuous probability distributions while researching the Rényi entropy. The derived equations describe the dynamics of non-stationary (transient) states and show the way and trajectory of a system tending to the state with maximum Rényi entropy.
The well-known Fokker-Planck (FP) equations [20] describe the time evolution of the PDF. Jaynes's MaxEnt approach can also be applied to these equations [21, 22] . Another general form of time-evolution equations for non-equilibrium systems is known as GENERIC (general equation for the non-equilibrium reversible-irreversible coupling) [23, 24] . The relation between GENERIC and FP equations is established in [23] . It states that FP equations are a particular case of the GENERIC when a noise term is added into the GENERIC. Thus, if the FP equation is represented as a stochastic differential equation, from which fluctuations are eliminated, this equation matches the GENERIC equation [25] .
Following this, we can also claim that the SG principle matches the GENERIC (and thus it matches the FP equation) if a goal function is set as entropy and constraints are specified by energy [19] . Moreover, the SG principle is a more general case of the GENERIC because almost every smooth function can be taken as a goal function, not only entropy. The GENERIC and the SG principle relations are examined in §3.
We propose an evolution law of the system in the following form:
where I is an identity operator, Ψ is a linear integral operator that does not depend on p and Γ > 0 is a constant gain. A way to find the distribution achieving the extreme value (maximum or minimum) of entropy within a given variational distance from any given distribution is proposed in [26] . An approximation of the probability distribution is built there based on new bounds of entropy distance. These bounds are also applied for the entropy estimation in [27] .
Jaynes's MaxEnt principle was successfully used for inductive inference in [28] . It is shown that, given information in the form of constraints on expected values, there is only one appropriate distribution which can be obtained by maximizing entropy. Inductive inference can be used in systems with non-stationary processes which satisfy the MaxEnt [29] . In [29] , the notion of entropy dynamics (ED) is used. ED is a theoretical framework which combines inductive inference [28] and information geometry [30] . ED investigates the possibility of deriving dynamics from purely entropic arguments.
Besides the Rényi entropy, more general forms of relative entropies and divergences can also be studied from a perspective of the SG principle, for example the Cressie-Read and the Csiszár-Morimoto conditional entropies (f-divergences) [31] . This paper has the following structure. The next section describes the SG principle, accompanied with two examples. The third section examines the relations between the SG principle, the GENERIC and the FP equations. The fourth section introduces Jaynes's formalism; the Rényi distribution (RD) is derived from the maximum of the Rényi entropy principle. The fifth section gives an example of a dynamic system with discrete distribution of parameters that follows the maximum of the Rényi entropy principle (we consider cases with one and two constraints and derive equations for the transient states). The sixth section extends the results obtained in the fifth section for the case of the continuous PDF. The asymptotic stability of PDF dynamics is proved for the cases with one and two constraints.
The speed-gradient principle
There is a connection between the laws of control in technical systems and the laws of dynamics in physical systems. It is known that the methods for the synthesis of control algorithms allow one to derive the laws of dynamics for physical systems. In particular, the model of the dynamics for a number of physical systems can be derived based on the SG method with an appropriate choice of goal function.
Consider the class of open physical systems whose dynamics can be described by the system of differential equationsẋ
where x ∈ C n is the system state vector and u is the vector of input (free) variables t ≥ 0. The problem of modelling of the system can be formulated as finding the law of change (evolution) u(t) which meets a certain criterion of 'naturalness' for its behaviour and grants a set of properties observed in real physical systems to a generated model. Such formulations are well known in physics. Variational principles of systems models have long been recognized. They usually involve the task of an integral functional that characterizes the behaviour of the system [32] . Minimization of the functional defines the real possible trajectories of the system {x(t), u(t)} as points in the corresponding functional space. To explicitly specify the dynamics of the system a developed apparatus of the variations calculus is used.
Methods of optimal control (e.g. Bellman dynamic programming, Pontryagin maximum principle, etc.) are the result of the development of classical variational calculus methods. And it can be used to build dynamic models of mechanical systems in Nature and society.
Together with integral principles, differential local time principles have also been proposed, such as the Gauss principle of least constraint, the principle of minimum energy dissipation, etc. As noted by Planck [33] , local principles have some advantages over integral ones, because they do not make the current state and the movement of the system dependent on later states and movements. Let us formulate another local variational principle based on the method of SG [14, 17] , as follows. 
The speed-gradient principle. Only those possible movements of the system are realized (among all possible movements) for which the input variables change proportionally to the SG of a 'goal' functional.
The SG principle offers researchers the choice of two types of systems dynamics models:
(A) models which follow the algorithm of the SG in differential form:
(B) models following the algorithm of the SG in finite form:
whereQ t is the rate of change of the target functional along the trajectories of the system (2.1). We describe the application of the SG principle in the simplest (and most important) case when the class of models of dynamics is given by the relation:
Relation (2.4) means only that we are looking for a law of variation rates of the state variables of the system. In accordance with the SG principle, the goal functional Q(x) has to be determined first. Selection of Q(x) should be based on the physics of the real system and reflect the presence of a tendency to decrease the current value of Q(x(t)). After that, the law of dynamics can be written in the form (2.2) or (2.3).
Let us illustrate the introduced SG principle with several examples.
(a) Example 1: the motion of a particle in a potential field
As a first example, consider the problem of describing the motion of a particle in a potential field. State variables here are the coordinates of the point x 1 , x 2 , x 3 which form a vector x = (x 1 , x 2 , x 3 ) T .
We choose a smooth 'goal' functional Q(x) as the potential energy of a particle and derive the SG law in the differential form. We calculate the speeḋ
and the SG
Then, choosing the diagonal positive definite gain matrix Γ = m −1 I 3 , where m > 0 is a parameter and I 3 is the 3 × 3 identity matrix, we arrive at Newton's lawu
where m is interpreted as the mass of a particle. Note that the SG laws with non-diagonal gain matrices Γ can be incorporated if a nonEuclidean metric in the space of inputs is introduced by the matrix Γ −1 . Admitting dependence of the metric matrix Γ on x, one can obtain evolution laws for complex mechanical systems described by Lagrangian or Hamiltonian formalism.
The SG principle applies not only to finite-dimensional systems but also to infinitedimensional (distributed) ones. Particularly, x may be a vector of a functional space X and f (x, u, t) may be a nonlinear differential operator (in such a case, the solutions of (2.1) should be understood as generalized ones). We will omit the mathematical details for simplicity.
(b) Example 2: the viscous fluid dynamics
Let the infinite-dimensional state vector be formed of two functions: x = (v(·, t), p(·, t)) T , where v(r, t) ∈ R 3 is the velocity field of the three-dimensional fluid flow and p(r, t) is the pressure field. We introduce the 'goal' functional in the following way:
where v 0 > 0 is a weight coefficient. Calculating functional (2.7) relative to (2.4) gives ∇ uQt = ∇ r p − v 0 v. The differential form of the SG principle is the Navier-Stokes equation, which describes the motion of a viscous fluid:
where v = v 0 γ −1 is the viscosity factor and ρ = γ −1 is the density of the liquid. Note that the differential form of the SG laws often corresponds to reversible processes, while the finite form generates irreversible ones. For modelling of more complex dynamics, a combination of finite and differential SG laws may be useful.
In a similar way, dynamical equations for many other mechanical, electrical and thermodynamic systems can be recovered. The SG principle applies to a broad class of physical systems subjected to potential and/or dissipative forces. This paper is aimed at application of the SG principle to entropy-driven systems.
GENERIC and the speed-gradient principle
The GENERIC time-evolution equation is formulated as [23] :
where x is a state of a system, E is a total energy functional and S is an entropy functional. Let us show the relation between the GENERIC and SG equations. Assume that we have to maximize the entropy function S(x) of a system that has an additional constraint for a total energy E(x) = E = const. The Lagrangian for this case can be defined as:
where λ is a real Lagrange multiplier. Let us use the SG principle equation (2.3) for the Lagrangian (3.2), i.e. Q t = Λ,
According to (2.5) and (2.6) we can write equation (3.3) as:
We can see that the dynamics equation obtained from the SG principle (3.4) coincides with the GENERIC equation
GENERIC is based on two 'potentials' of total energy and entropy. The SG principle can use any smooth functional that has to be maximized (minimized) as a goal function. So it is not necessary to be only Lagrangian (3.2) or entropy functional. The SG principle can be treated as a more general approach to describe the dynamics of a system. Nevertheless, GENERIC is also a general equation. It uses parametrized matrices L(x) and M(x) that make it possible to use GENERIC for a wide range of time-evolution systems.
The relation between GENERIC and FP equations is established in [23] , which means that there is also a relation between the FP equations and the SG principle. So many different methods allow the researcher to select the one that is most convenient or more fully describes the problem being solved. 
Maximum entropy principle (a) Jaynes's MaxEnt
Jaynes [6] [7] [8] proposed the approach which became one of the foundations for modern-day statistical physics.
Let p(x) be an unknown PDF of a multi-dimensional random variable x. Suppose that we have to define it on the basis of certain system information. Consider a continuous case and suppose that there is a priori known information about some average valuesH m ,
Conditions (4.1) can be insufficient to derive p(x) in general. According to Jaynes, applying maximization of information entropy H(X) is the most objective method to define the PDF in this case.
Lagrange multipliers are used to perform the maximum entropy search with additional conditions (4.1). This leads to
where
) dx and λ m can be derived from conditions (4.1). These formulae show the match between the maximum information entropy and the Gibbs entropy in the case of equilibrium. So the information entropy can be identified with the thermodynamic entropy in this case.
As the Rényi entropy is a generalization of the Shannon entropy, it seems natural to extend Jaynes's maximum entropy principle to the case of the Rényi entropy.
(b) The Rényi distribution
The RD that corresponds to the state with maximum Rényi entropy is proposed in [34, 35] . The RD is considered there for a system with a discrete probability distribution when two constraints are imposed: normalization constraint (mass conservation law) i p i = 1 and a fixed average energy (total energy) constraint i H i p i = E.
If the Rényi entropy is used instead of the Shannon entropy in MaxEnt, then the equilibrium distribution (the RD) can be formulated as
and λ is a Lagrange multiplier which can be derived from the total energy constraint. Following the constraints in form (4.1), the expression (4.3) for continuous distributions becomes
dx and λ is a Lagrange multiplier.
The speed-gradient dynamics of the Rényi entropy maximization process
We extend the approach introduced in [13] to the case of the Rényi entropy. Similar to [13] for the Shannon entropy, we consider a discrete system which consists of N identical particles distributed over m cells. In the case when the mass conservation constraint holds, it is true that
Particles can move from one cell to another. The steady-state and the transient behaviour of the system are both interesting for us. According to the MaxEnt principle, the limit behaviour of the system maximizes its entropy for the steady state when nothing else is known [7, 8] .
To obtain a transient mode behaviour, we apply the SG principle, choosing the Rényi entropy as the goal function to be maximized The evaluation scheme is as follows. First the speed of entropy change is evaluated:
Then the gradient of the speed is evaluated with respect to the vector of controls u i considered as frozen parameters,
And finally the actual controls are defined proportional to the projection of the SG to the surface of constraints (5.1),
where λ is a Lagrange multiplier chosen in order to fulfil the constraint (5.1). Now we can evaluate λ :
The final form of the system dynamics law is as follows: 
(a) Equilibrium stability
Let us examine the stability of the equilibrium mode. We introduce the Lyapunov function
Evaluation ofV yieldṡ
Consider the Cauchy-Bunyakovsky-Schwarz (CBS) inequality for two vectors a, b ∈ R m : The physical meaning of this law is nothing but moving along the direction of the maximum entropy production rate (direction of the fastest entropy growth).
(b) Total energy constraint
The case of more than one constraint can be treated in the same way. Suppose that in addition to the mass conservation law (5.1) the energy conservation law also holds. Let E i be the energy of the particle in the ith cell and the total energy does not change. The total energy constraint is
A new set of constraints can be formulated as
Then the evolution law should have the form
where λ 1 and λ 2 are Lagrange multipliers that can be defined by substitution of (5.7) into the set of constraints (5.6).
The solutions for λ 1 and λ 2 are given by formulae
and
It holds for all cases except a degenerate case when all E i are equal. The general form of the evolution law can be obtained by substitution of λ 1 and λ 2 from (5.8) into equation (5.7). In abbreviated form, we represent this law aṡ 9) where N = (N 1 , . . . , N m ) T , I is an identity matrix and A is a symmetric m × m matrix defined as follows:
T is a vector of energies. As before it can be shown thatV(X, β) = H max (β) − H(X, β) is a Lyapunov function and there is only one stable equilibrium state of the system in non-degenerate cases. We demonstrate this as:V
(5.10)
We substitute λ 1 and λ 2 from (5.8) into equation (5.7) and then we substitute the expression for u i into (5.10). The resulting expression iṡ
We introduce a new scalar product function for two vectors as
For scalar product (5.12), the CBS inequality is true: = λE i + μ for all i. Due to (5.7) at the equilibrium state of the system, the following equalities hold:
(5.14)
This means that, for the equilibrium state, the final distribution of points satisfies
for λ 1 and λ 2 defined in (5.8). 
(i) Final distribution and the Rényi distribution equivalence
Let us show that the distribution in (5.14) is the RD (4.3). If we multiply (5.14) by N i and sum up over i, we obtain
From (5.14), we get that
Let us substitute N i from (5.16) into (5.1). We get
After substitution of (5.17) into (5.16), we get that
Then we substitute the expression for λ 2 in (5.15) into (5.18) and obtain 19) where λ = λ 1 /Γ . We can see that (5.5) coincides with the RD (5.19). It is evident that (5.19) satisfies the normalization constraint (5.1). Let us check that the second constraint for energy (5.5) is also satisfied.
Let us substitute N i from (5.16) into (5.5). Then we get
After substituting (5.20) into (5.16), we get that 21) which means that energy constraint (5.5) is true for (5.19).
System with continuous probability density function
Let us extend the same approach based on the SG principle for the case of continuous PDFs. p(t, x) , which is continuous everywhere except for a set with zero measure. It is true that
where Ω is a compact carrier. The Rényi entropy for a continuous PDF is defined as
where β ≥ 0, β = 1. From constraint (6.1), it follows that
where u(t, x) =ṗ(t, x). According to the SG principle, we calculateḢ :
The gradient ofḢ by u is equal to
The SG principle of motion forms the evolution law:
where Γ can be taken as a scalar value and the Lagrange multiplier λ is selected to satisfy the constraint (6.3),
where mes(Ω) = Ω 1 dΩ. The final system dynamics equation has the following form:
(6.6) Equation (6.6) can be represented in the more general forṁ
where Ψ = Ω (·) dx/mes(Ω) is a linear operator which is invariant for p, I is an identity operator and 
After substitution of the expression for u from (6.6) to (6.8), we obtain:
Then we use the CBS inequality in integral form
for functions f = p β−1 and g = 1. Taking into account that a scalar value Γ is positive, we get thaṫ V(p) ≤ 0. It is known that equality in the CBS inequality is achieved when multiplicity occurs, i.e. f (x) = αg(x). In our case,V(p) = 0 is true when p β−1 = α. This is possible only when p(t, x) = C = const. Using the constraint (6.1), we get that C = mes −1 (Ω). This means that there is only one unique limit PDF p * = mes −1 (Ω) for the equilibrium state of the system which evolves by evolution law (6.6). Also note that p * corresponds to RD (4.4) for a case with one constraint.
(b) Asymptotic convergence
To show an asymptotic convergence of all solutions to p * , we will use Barbalat's lemma [36] .
Lemma 6.1 (Barbalat's lemma).
If differentiable function f (t) has a finite limit for t → ∞ and its derivativeḟ (t) is uniformly continuous thenḟ (t) → 0 for t → 0. (6.6) , it is true that p(t, x) → p * for t → ∞.
Theorem 6.2. For all PDFs defined by equation
Proof. For the sake of simplicity, we define a notation for V in (6.9) as v(t) = V(p(t)). We will use Barbalat's lemma to show thatv(t) → 0. We use v(t) as a function f (t) in Barbalat's lemma. Because of v(t) ≥ 0 andv ≤ 0, the function v(t) has a finite limit for t → ∞.
It can be shown thatv is uniformly continuous. Consider the expression for |v(t)|,
Due to the constraint (6.1) and compactness of the carrier Ω, it can be shown that function |v(t)| is bounded. This leads us to the fact thatv is uniformly continuous.
As all the necessary conditions of Barbalat's lemma for differentiable function v(t) are satisfied, we have thatv(t) → 0 for t → 0.
Taking into account that Ω f dx = (1, f ) and Ω f 2 dx = f 2 , the expression forv from (6.9) may be rewritten asv If p β−1 2 → 0, then mes t {r : p t (r) = 0} → 0. But this case conflicts with the constraint (6.1). Given (6.2) we obtain that α(t) → 0. This means thatp β−1 →1, wherep β−1 and1 are normalized values for p β−1 and 1, respectively.
It follows that p(t, x) tends to the stationary distribution. As explained earlier, this distribution is unique. Thus, p t → p * for t → ∞.
(c) Total energy constraint
The constraint (6.1) can be interpreted as the mass conservation law on the space Ω. Consider a system with an additional constraint for the total energy conservation, i.e. a conservative case when energy does not depend on time. The new constraint may be described as Ω p(t, x)h(x) dx = E, (6.13) where E is the common energy of a system and h(x) is the density of energy. The equation for the dynamics can be defined in the form u = −Γ ∇ uḢ (β) + λ 1 h + λ 2 . (6.14)
Based on constraints (6.1) and (6.13), we can find expressions for Lagrange multipliers λ 1 and λ 2 :
The above equations are valid when the denominator in both fractions is not equal to zero. If we use the CBS inequality for f = h and g = 1, then the following inequality becomes true: | Ω h dx| 2 ≤ mes(Ω) Ω h 2 dx. This inequality becomes equality when h = const. This means that all energy levels coincide. This case is supposed to be degenerate and not considered here. Thus the expression mes(Ω) Ω h 2 dx = ( Ω h dx) 2 is always true.
The resulting equation for the dynamics can be obtained by substituting (6.4) and (6.15) into (6.14). It can be transformed to the brief form: 16) where I is an identity operator and Ψ is a linear integral operator that is independent of p: 
(i) Equilibrium stability
Let us examine the equilibrium of the obtained equation (6.14) . We use the same Lyapunov functionV as we have used in the previous section with only one constraint. For two constraints, the new expression forV iṡ 
