Abstract. Consider the equations of Navier-Stokes in the exterior of a rotating domain. It is shown that, after rewriting the problem on a fixed domain W, the solution of the corresponding Stokes equation is governed by a C 0 -semigroup on L p s ðWÞ, 1 < p < y, with generator Au ¼ PðDu þ Mx Á 'u À MuÞ. Moreover, for p f n and initial data u 0 A L p s ðWÞ, we prove the existence of a unique local mild solution to the Navier-Stokes problem.
Introduction
In this paper we consider the flow of an incompressible, viscous fluid past a moving or rotating obstacle in the L p -setting. The equations describing the flow are the equations of Navier-Stokes in an exterior domain which then varies with time t. Whereas the description of the Navier-Stokes flow in the exterior of a fixed obstacle can be regarded as fairly well understood (see e.g. [25] , [31] , [12] , [26] , [30] , [1] , [8] , [18] , [29] , [17] ), this is not the case for rotating or moving obstacles. The latter is the objective of this paper.
After a suitable change of coordinates, the Navier-Stokes equations in the exterior of a moving domain can be expressed as the Navier-Stokes equations in a fixed domain W but with the usual Stokes operator PD replaced by Au ¼ PðDu þ Mx Á 'u À MuÞ: ð1:1Þ
Here P denotes the Helmholtz projection from L p ðWÞ into the space L p s ðWÞ and M denotes a real n Â n-matrix. The main di‰culty then arises from the fact that the lower order term of A has unbounded coe‰cients. This implies that, similar as in the study of OrnsteinUhlenbeck processes, whenever A generates a semigroup T on L p s ðWÞ, T is not expected to be analytic. Thus, for the existence of a local mild solution the usual fixed point argument does not seem to apply since smoothing properties of T as well as gradient estimates for T do no longer follow from standard theory.
In order to describe the problem more precisely, consider a compact set O H R n , the obstacle, with boundary G :¼ qO of class C 1; 1 . Set W :¼ R n nO. For t > 0 and a real ÃÞ Supported by DFG-Graduiertenkolleg Nr. 853, TU Darmstadt.
n Â n-matrix M we set WðtÞ :¼ fyðtÞ ¼ e tM x : x A Wg and GðtÞ :¼ fyðtÞ ¼ e tM x : x A Gg:
Then the motion past the moving obstacle O is governed by the equations of Navier-Stokes given by q t w À Dw þ w Á 'w þ 'q ¼ 0; y A WðtÞ; t > 0;
' Á w ¼ 0; y A WðtÞ; t > 0;
w ¼ My; y A GðtÞ; t > 0;
wðy; 0Þ ¼ w 0 ðyÞ; y A W:
ð1:2Þ
Here w ¼ wðy; tÞ and qðy; tÞ denote the velocity and the pressure of the fluid, respectively. The boundary condition on GðtÞ is the usual no-slip boundary condition. Suppose that M ¼ ÀM T . Then by the change of variables x ¼ e ÀtM y and by setting uðx; tÞ ¼ e ÀtM wðy; tÞ we obtain the following set of equations defined on the fixed domain W:
x A W; t > 0;
' Á u ¼ 0;
uðx; 0Þ ¼ w 0 ðxÞ; x A W:
ð1:3Þ
We note again that the coe‰cient of the convection term Mx Á 'u is unbounded, which implies that this term cannot be treated as a perturbation of the Laplacian or the Stokes operator.
In the special case, where M ¼ R and R denotes a rotation matrix in R 3 , the above equation (1.3) was first considered by Borchers [6] and by Chen and Miyakawa [9] in the framework of suitable weak solutions. Later, Hishida [22] , [23] For the case of W ¼ R n and 1 < p < y, Babin, Mahalov and Nicolaenko [3] , [4] proved the existence of a local mild solution to (1.3) provided w 0 lies in L p s ðR n Þ or w 0 is a periodic function satisfying certain properties. We recall that all these results were proved for the particular case of Mx ¼ o Â x, where o ¼ ð1; 0; 0Þ and x A R 3 .
The stationary problem, i.e. the time independent problem, was considered before by Galdi [13] and by Farwig, Hishida and Mü ller [10] on R 3 . They proved a-priori L pestimates for the elliptic problem using Littlewood-Paley theory.
Recently, the original time dependent problem (1.3) was considered for W ¼ R n by Sawada and the third author in [21] . They proved the existence of a local mild solution to (1.3) for arbitrary M and w 0 A L p s ðR n Þ for p A ½n; yÞ. The technique in [21] was to show that A defined as in (1.1) equipped with a suitable domain generates a C 0 -semigroup on L p s ðR n Þ which satisfies L p -L q smoothing estimates as well as gradient estimates similar to the ones known for the usual Stokes operator. By adjusting Kato's iteration procedure (see [24] , [16] , [18] , [19] ) to the given situation one obtains a local mild solution to the problem on R n .
In this paper we extend the latter approach from R n to the physically more realistic situation of exterior domains W. The main di‰culty in our approach is to show that the above operator A generates a C 0 -semigroup T p on L p s ðWÞ for p A ð1; yÞ. Note that in contrast to the situation of L 2 s ðWÞ (see [23] ), A is no longer dissipative in L p s ðWÞ for p 3 2. Also, since T p is not expected to be analytic, a resolvent estimate of the form klðl À AÞ À1 k e C for l in a suitable sector of the complex plane is not su‰cient for A to be a generator.
Our approach relies on the fact that the inverse of ðl À AÞ can be written as a product of two holomorphic functions, whose inverse Laplace transforms as well as their behavior near t ¼ 0 can be calculated explicitly. Thus the semigroup T p generated by A acting in L p s ðWÞ can be constructed via the technique of iterated convolutions.
L
p -L q smoothing as well as gradient estimates for T p then follow from the corresponding results on R n and bounded domains. These estimates allow to prove, again by adjusting Kato's iteration procedure to the present situation, the existence of a unique local mild solution to our problem. This paper is organized as follows. In Section 2 we consider the Stokes operator A with rotation e¤ect on all of R n and recall certain L p -L q estimates for the (non-analytic) semigroup T p on L p s ðR n Þ generated by A. In Section 3 we deal with the situation of bounded domains. In this case it is natural to work with perturbation theory for analytic semigroups. Theorem 4.1 in Section 4 presents our first main result, the generation of a C 0 -semigroup on L p s ðWÞ by A. In Section 5, we consider the full Navier-Stokes problem and prove the existence of a local, mild solution to equation (1.3).
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2. The Stokes operator with drift terms: The case of R n We start this section by considering the equation
uð0Þ ¼ u 0 in R n ;
ð2:1Þ
where u 0 A L p s ðR n Þ n for some p satisfying 1 < p < y. Here M denotes an n Â n-matrix with real coe‰cients.
We then define the operator
and D ½DþMxÁ' u is the n Â n-diagonal matrix operator with entries ½Du j þ ðMxj'u j Þ, 1 e j e n. In order to simplify our notation, we will not distinguish between the spaces L p s ðR n Þ and L p s ðR n Þ n and often write
We now state some properties of the operator A R n . They essentially follow from the theory of Ornstein-Uhlenbeck operators, see [27] .
Proposition 2.1 ( [21] , Lemma 3.3 and Prop. 3.4). Let 1 < p < y and p e q < y. Then the following assertions hold.
In the following two sections we investigate perturbations of the Stokes operators by a drift term, first for bounded domains and then in Section 4 for exterior domains.
The Stokes operator with drift terms on bounded domains
Let W H R n be a domain with C 1; 1 -boundary and let 1 < p < y. We then set
Again, in the following we will not distinguish between L p ðWÞ n and L p ðWÞ and often write
Moreover, we define the operator A W in L p s ðWÞ n by
s ðWÞ denotes the Helmholtz projection. We also consider perturbations of L W and A W of the following form:
and set
In the following proposition we show that, for bounded W, the Stokes semigroup on L p s ðWÞ is stable under the perturbations under consideration. More precisely, the following result holds. 
In addition, the domain of the adjoint A
Proof. It is well known that the Stokes operator
generates an analytic C 0 -semigroup on L p s ðWÞ; see e.g. [15] . Since W is bounded, for e > 0 there exists C e > 0 such that
Therefore, by the perturbation theorem for analytic semigroups, A W; b generates an analytic C 0 -semigroup T W; b on L p s ðWÞ and
This implies the first two inequalities. The last one then follows by interpolation. In order to determine the domain of A Ã W; b consider the operatorÃ A given bỹ Proposition 3.2. Let 1 < p < y and p e q < y. Then there exist constants C;
Proof. Let q f p f n=2. Then by Gagliardo-Nirenberg's inequality and Proposition 3.1
where a ¼ n 2
Observe that a usual localization procedure does not guarantee the solenoidal condition for the candidate of the solution. We therefore introduce the Bogovskiȋ operator which concerns the solution of the equation div u ¼ f in suitable function spaces. It will be also very useful in the proof of Lemma 3.5. In the following we also need regularity properties for the operator B in Sobolev spaces of negative order. In fact, let W 
Then the following result was proved in [14] .
Lemma 3.4 ([14]). The above operator B extends to a bounded operator from W
For f A L p s ðWÞ we finally consider the equation
ð3:4Þ
We conclude this section by proving certain decay estimates in l for the pressure term p. For the case of the Stokes operator see [28] , Lemma 13. For this purpose, we set .3) with right-hand side j. Thus
Á (see [11] ), it follows that
Moreover, Proposition 3.3 yields with a constant C independent of j. Hence,
Writing u ¼ Rðl; L W; b Þð f À 'pÞ for l A S y su‰ciently large, we finally obtain
The Stokes semigroup with drift terms on exterior domains
In this section we show that A W; b generates a C 0 -semigroup on L p s ðWÞ, where W is an exterior domain. In fact, the main result of this section reads as follows. 
Observe that the corresponding results for the classical Stokes operator can be found in [15] , [7] and [20] .
Before starting the proof of Theorem 4.1 some comments about its structure are in order. We first consider the case p ¼ 2 and extend hereby a result of Hishida [23] for pure rotation to our situation of arbitrary matrices M. The special structure of the resolvent allows then via Lemma 4.6 to prove a representation of the semigroup on L 
Proof. Choose R > 0 such that supp b W W c H B R ð0Þ :¼ fx A R n : jxj < Rg. We then set D ¼ W X B Rþ5 ð0Þ;
Denote by B i for i A f1; 2g the operator given by Proposition 3.3 associated to the domain K i .
Next choose cut-o¤ functions j; h A C y ðR n Þ such that 0 e j; h e 1 and 
ð4:2Þ
We now define the operator 
where T l is given by
In the following Lemma 4.4 we show that
for some a A ð0; 1Þ provided l > o for some o f 0. Hence, given f A L p s ðWÞ, and setting
we see that R l f A DðA W; b Þ and that 
Since h ¼ 1 and
This allows us to rewrite P W T l as
For t f 0 we now set u R 
we see that
Moreover, by Proposition 2.1 and Proposition 3.1, there exist constants C; o > 0 such that
it follows that 
In order to do so, note that 
Finally, observe that
Thus, by Lemma 3.5, for a A ð0; 1=2p 0 Þ there exist constants C; o f 0 and y A ðp=2; p such that 
satisfies (4.7) and T l is the Laplace transform of H. r Then there exist C;õ o > 0 such that
Proof. Let f A Y . Note first that
where B denotes the Beta function. By induction, we obtain
where G denotes the Gamma function. The identity Gðx þ 1Þ ¼ xGðxÞ for x > À1 implies
where ½Á denote the Gaussian brackets. It thus follows that
Since P y n¼0 C n 0 Gðb þ 1Þ n t ½nð bþ1Þ =½nðb þ 1Þ! e C b e c b t for some C b ; c b > 0, we finally obtain We conclude this section with L p -L q smoothing properties of the semigroup T W; b . They will be the key ingredient for the proof of the local existence theorem in the following Section 5. 
Finally, the last assertion follows as in [21] , Proposition 3.4(c). r
The Navier-Stokes flow
In this section we are considering the Navier-Stokes equations in the exterior domain WðtÞ as defined in Section 1. Recall that after rewriting the problem to a fixed domain, the Navier-Stokes equations read as follows:
uðx; 0Þ ¼ u 0 ðxÞ; x A W;
ð5:1Þ
where div u 0 ¼ 0 and the matrix M satisfies tr M ¼ 0. Furthermore, assume that the initial value u 0 satisfies the compatibility condition u 0 Á n ¼ Mx Á n on qW, where n denotes the outer normal.
For t > 0 we set
and u 1 ðtÞ :¼ T W; b ðtÞðu 0 À bÞ. For j A N and t > 0 we define a recursion by u jþ1 ðtÞ ¼ u 1 ðtÞ þ Gu j ðtÞ; t > 0; ð5:4Þ see also [24] , [16] , [18] . Let 0 < T e 1, j A N and g ¼ n 2
. We then define
For brevity we will write A j :¼ A j ðTÞ and A 
:
Similar as in the proof of [24] , Theorem 1, this estimate also holds true for q ¼ n. Therefore, for q A ½ p; yÞ the sequences À t g u j ðtÞ Á Note that vðtÞ ¼ 'uðtÞ and that u is a mild solution of (5.3) in ½0; T 0 . Finally, the uniqueness follows as in [17] from Gronwall's lemma. r
