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see Hansen and Lunde (2005) , Hansen, Lunde, and Nason (2003) , Becker and Clements (2008) among others. However, although many multivariate GARCH models are available, from an applied viewpoint, there are no clear guidelines available on model evaluation and selection. Recent somewhat related studies include Clements, Doolan, Hurn, and Becker (2009) and Chiriac and Voev (2010) . Though, their analysis usually involves a small number of alternative parametrizations and/or small cross sectional dimensions. This paper addresses the selection of multivariate GARCH models in terms of conditional variance matrix out-of-sample forecasting accuracy with a focus on large scale problems.
Another major innovation is that our comparison is based on large sets of competing model specifications. We first estimate a large variety of models and produce a set of out-of-sample model based forecasts. This can be easily done using standard econometric software packages which are today readily available to the forecaster. Second, we identify the set of models that show superior forecasting performance. These models can then be used either to produce combined forecasts or to select a particular preferred model.
Several approaches have been proposed with respect to the inference on the set of superior models. The testing procedure based on equal predictive ability (EPA) introduced by Diebold and Mariano (1995) to account for parameter uncertainty, allows for pair wise comparison of forecast performances across models. Important generalizations can be found West (1996) , Clark and McCracken (2001) , Clark and West (2006) and Clark and West (2007) . See West (2009) for a survey. Giacomini and White (2006) develop a framework that allows the comparison between model based forecasts taking also into account the estimation method, estimation uncertainty, model misspecification and the choice of the sample size. Other alternatives are the reality check test for data snooping of White (2000) and the improved version proposed by Hansen (2005) . These tests are based on superior predictive ability (SPA) and allow for multiple comparison but they require a benchmark model. An alternative approach is the model confidence set (MCS) test proposed by Hansen, Lunde, and Nason (2009) . The MCS allows to identify, from a universe of model based forecasts, a subset of models, equivalent in terms of predictive ability, which outperform all the other competing models. In this paper, we use both the SPA and MCS tests to assess the forecast performance of multivariate GARCH models.
To measure out-of-sample forecasting performance, model based forecasts are usually com-pared to ex-post realizations as they become available. To do this, the forecaster needs to select a loss function and a proxy for the true conditional variance matrix which is unobservable even ex post. The question arises on which proxy to use and to what extent this substitution affects the forecast evaluation. Building on Hansen and Lunde (2006a) and Patton (2009) , Laurent, Rombouts, and Violante (2009) address these questions in the case of the comparison of multivariate volatility models using statistical loss functions. They show that the substitution of the underlying volatility by a proxy may induce a distortion in the ranking i.e., the evaluation based on the proxy differs from the ranking that would be obtained if the true target was observable. However, such distortion can be avoided if the loss function has a particular functional form. In this paper, we use four robust loss functions which allow for various types of asymmetry in the way variances and variance matrix predictions are evaluated. With respect to the choice of the loss function, and within the MCS framework, we find that the Euclidean and Frobenius loss functions (both symmetric) appear to deliver a relatively large MCS, while the asymmetric loss functions, and in particular the Stein loss function, allow to identify sets of superior models which are systematically smaller. These results are consistent with the findings of Clements, Doolan, Hurn, and Becker (2009) in the multivariate setting and Hansen, Lunde, and Nason (2003) in the univariate settings.
We consider 10 series from the NYSE and the NASDAQ indices. The sample period is 21 years, from January 2, 1988 to December 31, 2008. The last 2486 trading days (from April 1, 1999 to December 27, 2008 constitute the sample for which we compute one-day ahead forecasts. We consider 125 multivariate GARCH model based forecasts. Laurent, Rombouts, and Violante (2009) underline the value of high precision proxies. In fact, when the set of competing models is characterized by a high degree of similarity, the availability of an accurate proxy makes it easier to discriminate between models. In this paper, model performances are evaluated using realized covariance based on intraday returns sampled at the 5 minute frequency. A robustness check with respect to the choice and the accuracy of the proxy is performed using intraday returns sampled at 1 minute and a realized kernel estimator based on intraday returns sampled at 1 and 5 minutes. Our results appear to be robust to the choice and the accuracy of the volatility proxy.
As pointed out by Hansen, Lunde, and Nason (2003) , the MCS is specific to the set of candidate models and the sample period. Furthermore, the model selection can be misleading when the forecast sample consists of periods characterized by different types of dynamics. We illustrate how sensitive the MCS is with respect to the forecast sample under investigation by considering not only the full sample but also three sub-samples which are homogenous in their volatility dynamics. We find that over the dot-com bubble, the set of superior models is composed of more sophisticated models such as Orthogonal and dynamic conditional correlations, both with leverage effect in the conditional variances. Over calm periods, a simple assumption like constant conditional correlation and symmetry in the conditional variances cannot be rejected. Over the 2007-2008 financial crisis, accounting for non-stationarity in the conditional variance process generates superior forecasts.
In the last part of our application, we assess using SPA tests the predictive ability of six popular and parsimonious specifications selected with respect to two dimensions, the multivariate structure and symmetry in the dynamics of the variance processes. We find that the most valid alternative is represented by the Dynamic Conditional Correlation model of Engle (2002) when coupled with leverage effect in the conditional variances of the marginal processes. This model seems to capture well the dynamics of the conditional variance matrix consistently across the different sample periods. However, in line with the MCS results, simple hypotheses like constant correlation and/or symmetric variance process cannot be rejected only over periods of calm markets.
An alternative approach to evaluate variance matrix forecasts is to use an economic loss function such as asset allocation in Engle and Colacito (2006) . Other examples are Valueat-Risk forecasting and derivative pricing. See also Voev (2009) for a related setting. However, as pointed out by Patton and Sheppard (2009) the main drawback of an evaluation of volatility forecasts based on economic criteria is that it generally relies on additional and application-specific assumptions, the ordering may not depend exclusively on the accuracy of the conditional variance matrix forecast and the criteria are generally non-robust, in the sense that imperfect forecasts can outperform the true conditional variance matrix.
The rest of the paper is organized as follows. Section 2 discusses the multivariate GARCH specifications, the proxies for the conditional variance, the loss functions and the MCS approach. Section 3 provides a description of the data and outlines some stylized facts. Section 4 presents the results for the multiple comparison based on the MCS and Section 5 for the comparison based on the SPA test. Section 6 concludes.
In this section, we first introduce the multivariate GARCH models used for the forecasting exercise. Second, we define estimators of the underlying variance matrix used to compare the volatility forecasts. We conclude with a discussion on the properties of the loss functions used to evaluate the forecast errors and with a brief summary of the MCS approach.
Forecasting models set
Consider a N -dimensional vector stochastic process r t = μ t + ε t and denote t−1 as the information set available at t − 1. We are interested in modelling its conditional variance matrix H t = E(ε t ε t | t−1 ). Since the conditional mean μ t is typically of minor importance for GARCH-type models, we assume a constant conditional mean for all assets, see also Hansen and Lunde (2005) and Becker and Clements (2008) .
We consider parametric specifications for the conditional variance of the multivariate GARCH (MGARCH) type, i.e., H t is a parametric function of past returns. To control for the number of parameters, we impose covariance or correlation targeting when possible, see Engle and Mezrich (1995) . This means that H t can be expressed in terms of the unconditional variance/correlation and other parameters, provided that the process is covariance stationary.
Hence, it is possible to reparameterize the model and replace the unconditional covariance and/or correlation by a consistent estimator before maximizing the likelihood. The targeting ensures a reasonable value of the model-implied unconditional variance and, although it is not a maximum likelihood estimator (therefore asymptotically inefficient), the long run variance will be consistent even if the MGARCH model is misspecified. This solution also facilitates the numerical optimization of the remaining parameters by reducing the dimensionality of the parameter space. For the properties of the variance targeting estimator and a comparison with the standard quasi-maximum likelihood estimator in the univariate case, see Francq, Horvath, and Zakoian (2009) .
We consider several families of MGARCH models which are revealed to be feasible in terms of numerical evaluation when the dimension of r t is relatively large. According to the classification in Bauwens, Laurent, and Rombouts (2006) , among the generalizations of the univariate standard GARCH model, we consider three specifications, namely the diagonal and scalar BEKK of Engle and Kroner (1995) and the multivariate RiskMetrics model of J.P. Morgan (1996) . In the BEKK model, the conditional variance is specified as
where C is a positive definite matrix and A and B are diagonal matrices of parameters in the diagonal BEKK and A = aI, B = bI, where a and b are scalars, in the scalar BEKK. In this model, variance targeting is imposed by setting H = E(ε t ε t ) and C = I − AHA − BHB which implies E(H t ) = H. Note that the scalar BEKK model imposes the same dynamics to all the elements of H t (and thus is equivalent to the scalar VEC model of Bollerslev, Engle, and Wooldridge, 1988 ). The RiskMetrics model has the same parametric form as defined in
(1) but assumes that the conditional variance matrix is an integrated process, i.e., a + b = 1 and C = 0, governed by a fixed smoothing parameter, b equal to 0.96. This model, widely used by practitioners, does not require parameter estimation.
Among the MGARCH models that can be represented as linear combinations of univariate GARCH models, we consider the orthogonal GARCH (Ogarch) model of Kariya (1988) and Alexander and Chibumba (1997) . In this model, the data are generated by an orthogonal transformation of m ≤ N (or a smaller number of) uncorrelated factors, f t , which can be separately defined as any stationary univariate GARCH process. The model can be expressed
where
, L and P are m × m and N × m matrices of the m largest eigenvalues of the unconditional correlation matrix and associated orthogonal eigenvectors, respectively. In the application, we set m = N . Other specifications belonging to this group are the generalized orthogonal GARCH model by van der Weide (2002) , the full factor GARCH model by Vrontos, Dellaportas, and Politis (2003) and the conditionally uncorrelated components GARCH by Fan, Wang, and Yao (2008) . However, these models are computationally challenging when the dimension is large.
The last category of models can be viewed as nonlinear combinations of univariate GARCH models. They allow to specify separately N individual, possibly different, univariate models for the conditional variances and a model for the conditional correlation matrix. The dynamic conditional correlation (DCC) model, in the formulation of Engle (2002) (DCCE) , is defined as
where While the CCC model of Bollerslev (1990) assumes time invariant, but pairise specific, correlations, which can be estimated by a consistent estimator for the unconditional correlation, the DECO model of Engle and Kelly (2008) assumes that correlations are time varying but equal across the N assets (R ij,t = ρ t ∀i = j). Interestingly, under some suitable conditions, the DECO model gives consistent estimators of the correlation dynamics (α, β) in (8) even when the equicorrelation assumption is not supported by the data. Since the hypothesis of equicorrelation is likely to be rejected, in this paper we use the DECO approach as a technique to estimate the correlation parameters α and β. We then use the DECO estimates to predict and forecast time varying and pairwise specific correlations. The ADCC extends the DCCE by accounting for asymmetries in the correlation dynamics through the additional
The main drawback of the DCCE, the DECO and the ADCC, is that, under variance/correlation targeting, the choice of the estimator for the long run targetQ is not obvious as Q t is not a conditional variance nor a correlation.
Although inconsistent for the target, since the recursion in Q t does not have a martingale difference representation, Engle and Sheppard (2001) suggest the use of the unconditional expectation of the outer product of devolatilized innovations, arguing that the impact of this choice is very small in practice.
An alternative formulation of the DCC model has been suggested by Tse and Tsui (2002) (DCCT). The conditional correlation R t defined as:
Its i, j-th element is given by
where u it is defined as above. In the application, we use K = N . In the DCCT the correlation matrix is modeled directly and depends on past local correlations of devolatilized innovations.
Also in this case, under variance/correlation targeting, the choice ofR is not obvious. We set R equal to the unconditional correlation of the devolatilized innovations.
One of the advantages of the conditional correlation models relies on the fact that the estimation problem can be carried out sequentially. This requires first the estimation of the N conditional variances of the assets, potentially preceded by the estimation of the variance target, second the estimation of the correlation target and third the parameters governing the dynamics of the conditional correlation. Although inefficient, this procedure is consistent and it dramatically reduces the computational burden of the likelihood. The univariate specification for the conditional variance that we include in the conditional correlation models are ARCH (Engle, 1982) , GARCH (Bollerslev, 1986) , GJR (Glosten, Jagannathan, and Runkle, 1992) , Exponential GARCH (Nelson, 1991) , Asymmetric Power ARCH (Ding, Granger, and Engle, 1993) , Integrated GARCH (Engle and Bollerslev, 1986) , RiskMetrics (J.P. Morgan, 1996) , Hyperbolic GARCH (Davidson, 2004) and Fractionally Integrated GARCH (Baillie, Bollerslev, and Mikkelsen, 1996) . With respect to the number of lags in the models, we fix both the ARCH (p) and the GARCH (q) orders to 1 for the scalar BEKK, multivariate RiskMetrics and the correlation specification in the DCC models. The univariate GARCH models for the conditional variances in the Orthogonal GARCH and DCC specifications include various combinations of the orders p, q. Table 1 summarizes the 125 multivariate GARCH configurations considered in the forecasting exercise. 
Proxies for the conditional variance matrix
In our application, the daily realized covariance serves as a proxy for the true conditional Labys, 2003 and Shephard, 2004a ) is defined as
As the sampling frequency of the intraday returns increases (Δ → 0), RCov (Δ) converges almost surely to Σ t . See Barndorff-Nielsen and Shephard (2004b), Mykland and Zhang (2006) , Andersen, Bollerslev, and Diebold (2002) and related references for details.
The definition of RCov (Δ) requires the assumption that intraday returns are uncorrelated.
However, failing this assumption, RCov (Δ) would result in a biased estimator of Σ t . Hence, we also consider a simple kernel estimator, defined as
This estimator (see Zhou, 1996 , Zhang, Mykland, and Ait-Sahalia, 2005 , Hansen and Lunde, 2006b and Hansen, Large, and Lunde, 2008 , based on the Newey and West (1987) variance estimator, is equal to the RCov (Δ) plus a term that is a Bartlett-type weighted sum of higher-order autocovariances. More refined realized kernel estimators are recently proposed by Barndorff-Nielsen, Hansen, Lunde, and Shephard (2008a) and Barndorff-Nielsen, Hansen, Lunde, and Shephard (2008b) . Throughout the paper, unless explicitly mentioned, we will
and RCovAC (5min) q will serve to check the robustness of the results to different proxies.
Loss functions
At the core of the forecasting comparison is the choice of the loss function. In this paper, we use the following loss functions
The first two loss functions belong to a family of quadratic loss functions based on the forecast error. L E is the Euclidean distance in the vector space of 
The model confidence set
The MCS approach, introduced by Hansen, Lunde, and Nason (2009) , is a testing procedure for superior predictive ability based on the reality check for data snooping of White (2000) and the superior predictive ability (SPA) test of Hansen (2005) . The test allows to identify a subset of models equivalent in terms of predictive ability, that are superior to the other models. The advantage of the MCS procedure is that it does not require a benchmark model to be specified which is useful for applications without an objective benchmark.
Let us denote M 0 the initial set of models for which we compute one-step ahead conditional variance forecasts, denoted byĤ i,T +1 , ...,Ĥ i,T +T * +1 i = 1, . . . , M where T * defines the forecasting sample length. The MCS procedure allows to identify a subset of models, M * , which are superior, in terms of predictive ability, with respect to all the other models in M 0 .
To do this, we need an equivalence test, an elimination rule and an updating algorithm. The starting hypothesis is that all models in M 0 have equal forecasting performances as measured
. If the null of equal predictive ability is rejected, then the elimination rule removes the model with the worst performing model. This process is repeated until the non-rejection of the null occurs (at a given confidence level). The set of surviving models is the MCS. More formally, we start by defining the relative performance at
Under the assumption that d ij,t is stationary, the null hypothesis takes the form 
The MCS p-value is equal to p i = max k≤i p(k) where p(k) is the p-value of the test under the null H 0,M k where k is the number of surviving models at step i of the iteration process.
After the necessary iterations, the set of superior models is given by {i
As argued by Hansen, Lunde, and Nason (2009) , even an inferior model (a model with bad sample performance) may be included in the MCS. This is the case if the variance of its relative performance is large enough, i.e. the resulting standardized relative deviation, t i , gets small enough to avoid being discarded by the elimination rule. Consider the following
If we define an inferior model as a model with a sample performance worse than the average, that isd i > 0 or alternativelyL i >L -such model enters the MCS at some given confidence level if and only if V ar(L i ) is large enough and/or Corr(L i ,L) is small. However, in some specific cases this problem does not arise or it just marginally affects the elimination process.
For example, if the set contains only two models, then |d 1 | = |d 2 | and it follows that V ar(d 1 ) = V ar(d 2 ) and consequently the variance plays no role in the elimination. In such a case, for some level of confidence and given the elimination rule defined above, the model with the best sample performance is always preferred. In the case where the set contains more than two models, an inferior model might only be preferred to another inferior model with better sample performance but it will not outperform models for whichd i < 0. By the same reasoning, if
there is only one model in the set withd i > 0, it will always be excluded no matter how large its variance is. The decomposition of the variance of the relative performances plays a central role for understanding and disentangling the informativeness of the MCS, i.e., to assess whether weak models have been included in the set of superior models and the overall informativeness of the resulting MCS.
Data and forecasting scheme
We consider stock returns from 10 assets traded in the NYSE and NASDAQ as detailed in For computational convenience, we only re-estimate the model parameters every month (22 days) using a rolling window of the last 2740 observations. This rolling window of fixed size satisfies the assumptions required by the MCS test (Hansen, Lunde, and Nason, 2009) , allows the comparison of nested models (Giacomini and White, 2006) , as well as to compare results over sub-samples (since forecasts over different period are conditioned on the most recent information). The proxies for the conditional variance are based on intraday returns computed from five-minutes intervals last mid-quotes. Since the daily trading period of the NYSE and NASDAQ is 6.5 hours, this amounts to 78 intraday observations per day. The sample period we consider is characterized by dramatic changes in volatility dynamics.
To 
Full sample
The MCS results for the full forecast sample (2486 observations) are reported in Table 3 if we focus only on the ranking based on sample performances, the specifications allowing for fractional integration or hyperbolic decay of shocks in the conditional variances exhibit the best sample performances within each family of models.
We next turn to the MCS under the two asymmetric loss functions for which we find substantially different results compared to L E . Under L S , the MCS includes 10 models, all belonging to the DCC family. Interestingly, the selected models focus on the long memory properties of the conditional variances rather than leverage, asymmetry or even time varying correlation. In fact, the MCS includes models from the CCC, DCCE, DCCA and DCCT families all with fractionally integrated and integrated GARCH or high order GARCH models for the conditional variances, with integrated models showing the best sample performances.
When the evaluation is based on the L 3 loss function, the MCS contains 20 models. The MCS is in fact dominated by the orthogonal family of MGARCH, which scores the best sample performances. In line with the previous results, it includes also other specifications, all of which in the DECO family, which allow for long memory and integrated conditional variances.
It is worth noting that the results in terms of MCS are specific to the sample period (and the set of candidate models). As described in Section 3, the sample considered is characterized by dramatic changes in volatility dynamics, favoring long memory type models. Furthermore, relatively large average sample performances though close across models indicate that either all models under comparison fail in predicting accurately the conditional variance, i.e. the MCS is overall uninformative, or that this feature refers only to particular periods of time.
In the next sections, MCS results are presented for three sub-samples. The aim is to verify to what extent different levels of market instability affect the forecasting performance of the models and the ability of the MCS procedure to separate between superior and inferior models.
Dot-com speculative bubble burst and aftermath
The MCS results are reported in Table 4 suggests that the choice of the specific parametrization becomes important. Finally, as expected the relative importance of accounting for a (fractionally) integrated variance process, although still present, becomes less noticeable. In this case, we find only 4 specifications (out of the 38 models in the MCS) which allow for long memory and integrated conditional variances (against 10 out of 39 for the full sample).
The Stein loss function delivers a small MCS. The MCS consists of 2 models, namely the DCCE and the DCCT with integrated GARCH conditional variances. Although the MCS does not overlap with the one found under the symmetric loss function it is clear that when overweighting underpredictions the focus centers on the long memory properties of the conditional variance process. Table 4 also reports the best 10 models ordered in terms of Stein distance (2 models) sample performances. Even though statistically inferior, it is worth noting that the top of the classification is indoubitably dominated by models that account for this feature. On the other hand, the MCS under the L 3 loss function includes 8 models, all from the orthogonal GARCH family. Most models account for asymmetry in the variance processes of the components.
Calm markets
Results for the MCS for the second sub-sample are reported in Tables 5 and 6 for the Euclidean (L E ) and Stein (L S ), and the L 3 loss functions respectively. With the exception of the Stein loss function, the MCS obtained for this sample is the largest. This is not surprising because this period is characterized by relatively small and slow moving volatility. It is therefore reasonable to expect most of the MGARCH models under comparison are adequate to fit the dynamics of the conditional variance. In fact, if we look at the average sample performances over this period, they get close to zero showing a dramatic improvement over the evaluation based on full sample.
The MCS under L E contains 74 models, about half of the models considered, and includes specifications from all the families of MGARCH models. As a general result, we can say that the over this period the data does not show evidence of dynamics in the correlation process or asymmetry/leverage or long memory in the conditional variance. However, when we look at the composition of the MCS, we can draw the following three conclusions. First, DECO type models are excluded from the set of superior models with the exception of DECO-Aparch and DECO-Rm. However, looking at the decomposition of the variance (columns 7 and 8)
together with their ranking position, in both cases the information content of these models is doubtful. Both models show a relatively small correlation with the average performance of the other models. The same remark holds for the DCC type specifications with RiskMetrics conditional variances. Second, a similar conclusion can be drawn for the orthogonal specifications. Although only Orth.-Gjr(p, q) models are statistically inferior, the remaining orthogonal specifications show the highest relative variance and smallest correlation with the average loss. Hence, it is possible that the orthogonal models end up in the MCS because the data does not contain sufficient information to infer that these models are inferior within the MCS. Third, the same remark holds for CCC/DCC type models with Riskmetrics and Gjr(p, q) (p = 1 and q = 1, 2) conditional variances. In particular, CCC/DCC-Gjr models show the poorest sample performances within the MCS, the largest relative variance (in average 25% larger than V ar(L)) and the smallest correlation withL.
We consider now the two asymmetric loss functions. Under L S , the MCS contains 12 models. In line with previous results, the MCS shows no evidence of particular features in the variance process as dynamics in the correlation process or asymmetry/leverage or long memory in the conditional variance. The set of superior models is dominated by specifications within the conditional correlations family, namely CCC, DCCT and DCCE, with GARCH conditional variances, therefore the hypothesis of constant conditional correlation is difficult to reject. The MCS also includes two asymmetric specifications, i.e. DCCE-Gjr(1,1) and DCCT-Gjr(1,1), although both characterized by weaker sample performances within the MCS.
Finally, under L 3 , we obtain results similar to L E both for the size and composition of the 
MCS. However, although over this sample the type of asymmetry accounted for by L 3 is not statistically relevant, i.e., does not impact on the composition of the MCS, we observe changes in the ordering of the models. For example, the Orthogonal type models included in both MCSs, while ranking between 37th and 62nd under L E , figure between the 6th and the 19th position of the overall ranking under L 3 . Given the asymmetry of L 3 , we can deduce that Orthogonal models tend to underestimate the conditional variance. The only differences in terms of MCS with the outcome obtained under the symmetric loss functions are: i) the inclusion of DCC type specifications with integrated conditional variances, which, however, appear to be quite uninformative since they show very poor sample performances (within the MCS) and show among the largest relative variances and the smallest correlations with the average loss; ii) the inclusion of all BEKK type models. 
2007-08 financial crisis
Results for the MCS for the last sub-sample are reported in Table 7 for the Euclidean (L E ), Stein (L S ) and L 3 loss functions. The MCS under L E contains 39 models which is in line with the results obtained for full sample. The MCS is dominated by specifications in the DECO and the orthogonal GARCH families, while other DCC type specifications are selected only when they account for long memory and integrated conditional variances. Indeed, with respect to the full sample (and in sharp contrast with the Dot-com speculative bubble burst period) modelling long memory and integrated conditional variances becomes more important. On the other hand, although we find in the MCS models that account for asymmetry/leverage in the conditional variance of the returns, models with exponential GARCH dynamics for the and/or leverage effect (note that Egarch models perform better than Aparch models, while Gjr models are mostly excluded from the MCS). The non rejection of some CCC specifications, which is surprising in this case, illustrates that adequately modelling the conditional variances of the returns can compensate the loss in forecasting accuracy induced by the restrictive assumption of constant conditional correlation.
For the second asymmetric loss function L 3 the results are also in line with the full sample.
The MCS contains 26 models and is dominated by orthogonal and DECO specifications with the former showing the best sample performances. Among the DECO specifications included in the MCS we find both evidence of long memory and integrated conditional variances and of leverage effect when modelled with Aparch and Gjr dynamics. As in the MCS under L E , we also find two orthogonal Arch specifications, but unlike in the previous case, there is no clear evidence that either of the two models is inferior within the MCS.
Finally, the average loss over the last sub-sample is much larger than in the first two periods (irrespectively of the choice of the loss function). We conclude first that in turbulent periods GARCH models do not seem to be well suited to adequately estimate the conditional variance. Second, the large losses accumulated over short periods of high instability tend to drive the MCS results even when long forecasting periods are considered. In fact, there is a trade off between the forecast sample length (to reduce sampling variability) and the informativeness of the selection.
Robustness check to the use of alternative proxies
To verify the robustness of our results to the choice of the volatility proxy, we repeat the analysis using RCov, see (11), computed using 1 and 15 minute returns and RCovAC q=1 , see (13), computed using 1, 5 and 15 minutes returns. The results in terms of MCS are robust in terms of size and composition to the alternative volatility proxies. In particular, when the proxy is based on higher frequency returns, i. and L E we find 40 models for the full sample, and 30, 71 and 38 for the three sub-samples respectively. Finally, when we use proxies based on 15 minutes returns we find 40 (41) models for the full sample and 39 (50), 73 (68) and 37
(37) for the three sub-samples respectively.
Setting a benchmark: the predictive ability of the DCCE
In this section, we focus on the predictive ability of a predefined benchmark model with respect to all other models. As benchmarks we choose simple and parsimonious specifications and take into account two dimensions: the assumption on the multivariate structure (CCC, DCCE and Orthogonal) and on the dynamics of variance of the marginal processes/principal components (Garch(1,1) and Egarch(0,1)). The CCC-Garch(1,1) model represents the simplest alternative and allows to test simple hypotheses such as constant correlation and symmetric variances for the marginal processes. The choice of the DCCE among the DCC specification introduced in Section 2.1 is not coincidental: this model has been increasingly popular because of its flexibility and straightforward interpretation. The DCCE-Garch(1,1) therefore serves as a benchmark to assess whether relaxing the assumption of constant correlation is sufficient to improve predictive ability. Finally, the Orthogonal-Garch(1,1) model represents a simple and parsimonious alternative to direct modelling of the dynamics of the conditional covariance and correlation. In a univariate setting, Hansen and Lunde (2005) suggest that the absence of leverage effect is likely to be rejected on stock market returns. To validate this result in the multivariate framework, we also couple the three multivariate models with the Egarch(0,1) specifications for the conditional variance processes.
The predictive ability of our benchmarks is evaluated using the test for superior predictive ability (SPA) proposed by Hansen (2005) . Using the notation introduced in Section 2.4, let with the MCS results in Section 4, the hypothesis of constant correlation (Benchmark 1 and 4), as well as of symmetric dynamics for the variance matrix (Benchmark 2 and 5) is always rejected except when forecasts are compared over calm periods. However, the hypothesis of symmetric dynamics for the variances of the assets returns considered is rather weak.
Evidence of the leverage effect is much stronger (e.g., Benchmark 5) when the comparison is taken over periods of market instability. Also, allowing for dynamic correlation significantly improves models' forecasting ability. Notes. See Table 8 .
With respect to the type of multivariate model, the Orthogonal approach (in particular with leverage) exhibits superior performance exclusively over turbulent periods while it is systematically outperformed over calm periods. As underlined in Section 4 the fact that this model is preferred under the L 3 criterion suggests that it is likely to underestimate the covariance matrix (Benchmark 3 and 6). In this application, the most valid specification is the DCCE-Egarch(0,1). It captures well the dynamics of the covariance matrix across the different samples. Its performances are not statistically worse than any of the 124 competing models, both when considering the full sample or any of the sub-samples. Note that for the 2007-08 financial crisis period the null is rejected under L E but not under L S , i.e. the DCCEEgarch(0,1) possibly tends to overestimate the variance matrix during periods of extreme market instability.
Conclusion
Several multivariate GARCH models exist in the literature. However, from an applied viewpoint no guidelines are available on forecasting performances evaluation and model selection.
We apply the model confidence set approach (MCS), which allows to isolate superior models in terms of predictice ability, to 125 multivariate GARCH model based forecasts. We consider 10 assets from NYSE and NASDAQ for which we forecast the conditional variance matrix from January 4, 1999 to December 26, 2008. The evaluation is based on two symmetric and two asymmetric loss functions and the ex-post underlying volatility is approximated by the realized covariance estimator based on intraday returns sampled at 5 minute frequency.
In line with recent literature, we find the Euclidean and Frobenius loss functions (both symmetric) to deliver relatively large MCS, from about one half to one fourth of the total number of models, while the two asymmetric loss functions identify sets of superior models systematically smaller. The MCS is composed of sophisticated specifications such as orthogonal and dynamic conditional correlation (DCC), both with long memory in the conditional variances With respect loss function choice we find that while Orthogonal and DECO models tend to underestimate the conditional covariance, the DCC of Engle (2002) (as well as its asymmetric version) and the DCC of Tse and Tsui (2002) tend to overestimate.
The model selection can be misleading when the forecast sample consists of periods characterized by different types of dynamics. We illustrate how sensitive the MCS is with respect to the forecast sample under investigation by considering not only the full sample but also by investigating sub-samples which are homogenous in their volatility dynamics. Over the dot-com bubble burst and aftermath period, the set of superior models is composed by rather sophisticated models such as DCC and Orthogonal, both with leverage effect in the conditional variances of returns and principal components, respectively. Over calm periods, a simple assumption like constant conditional correlation and symmetry in the conditional variances cannot be rejected. Finally, over the 2007-2008 financial crisis, accounting for non-stationarity in the conditional variance process significantly improves models' forecasting performances.
Focussing on the DCC class of models we can draw the following conclusions. First, the DECO model, which is estimated under the assumption of cross sectional equicorrelation, delivers superior forecasts over periods of market instability, but performs rather poorly during calm periods. Second, modeling the asymmetric response of shocks in the conditional cor-relation with a single parameter does not seem to significantly improve models' forecasting performances with respect to the standard DCC of Engle (2002) . Third, when comparing the DCC of Engle (2002) with the DCC of Tse and Tsui (2002) , we can conclude that, although statistically equivalent in terms of forecasting ability, while the first shows better sample performances over turbulent periods, the second performs better over calm periods. Fourth, we find that the most valid specification is represented by the DCC model of Engle (2002) when coupled with leverage effect in the conditional variances of the marginal processes. This model captures well the dynamics of the variance matrix consistently across the different sample periods. The latter result is confirmed by the Superior Predictive Ability (SPA) test.
The null hypothesis that the DCC of Engle (2002) with exponential GARCH dynamics is not outperformed by the other 124 specifications cannot be rejected at standard critical levels.
This paper considers only one-step ahead forecasts of conditional variance matrices. It would be interesting to construct sets of superior models based on multiple step-ahead forecasts. Other issues like forecasting correlation matrices and high dimensional applications (hundreds of series) merit more attention.
