y This paper is an extended and revised version of Sections 4.4 4.7 in Chapter 4 of the Japanese book of Han 18].
Introduction
The hypothesis testing problem is very important not only from the theoretical viewpoint but also from the engineering point of view. This fundamental research subject in the hypothesis testing problem seems to have started earlier in the 1930's with the nonasymptotic study on that for one shot sources with real alphabet (e.g., see Neyman and Pearson 11] ) and subsequently has been generalized into various kinds of directions including that of the asymptotic approach t o a d i v ersity of source processes.
In the present p a p e r w e consider a wide class of general sources (generalized processes) as null and alternative h ypotheses. Let us rst de ne the general source as an in nite sequence X = fX n = ( X (n) 1 X (n) n )g 1 n=1 of n-dimensional random variables X n where each component random variable X (n) i (1 i n) t a k es values in an arbitrary abstract set X that we call the source alphabet (cf. Han 20] ). It should be noted here that each component o f X n may c hange depending on block length n.
This implies that the sequence X is quite general in the sense that it may not satisfy even the consistency condition as usual processes, where the consistency condition means that for any i n tegers m n such that m < n it holds that X (m) i X (n) i for all i = 1 2 m : The class of sources thus de ned covers a very wide range of sources including all nonstationary and/or nonergodic sources. The introduction of such a class of general sources is crucial in the whole argument in the sequel. Thus, given two arbitrary general sources X = fX n g 1 n=1 and X = fX n g 1 n=1 taking values in the same source alphabet fX n g 1 n=1 , w e m a y de ne the general hypothesis testing problem with X = fX n g 1 n=1 as the null hypothesis and X = fX n g 1 n=1 as the alternative hypothesis. Remark 1.1 A more reasonable de nition of the general source is the following. Let fZ n g 1 n=1 be any sequence of arbitrary source alphabets Z n and let Z n be any random variable taking values in Z n (n = 1 2 ). Then, the sequence Z = fZ n g 1 n=1 of random variables Z n is called a general source. The above de nition is a special case of this general source with Z n = X n (n = 1 2 ). The key results in this paper (Theorem 2.1 and Theorem 4.1 ) continue to be valid as well also in this more general setting with fX n g 1 n=1 (source alphabet), X = fX n g 1 n=1 (null hypothesis), X = fX n g 1 n=1 (alternative h ypothesis) replaced by fZ n g 1 n=1 (source alphabet), Z = fZ n g 1 n=1 (null hypothesis), Z = fZ n g 1 n=1 (alternative h ypothesis), respectively, where both of Z n and Z n take v alues in Z n (n = 1 2 ).
2
In the present paper, with this kind of general hypothesis testings we i n vestigate the optimal exponent problem for the probability of testing error as well as the optimal exponent problem for the probability of correct testing. Formally, l e t A n beany subset of X n (n = 1 2 ) that we call the acceptance r egion of the hypothesis testing, and de ne n PrfX n 6 2 A n g n PrfX n 2 A n g (1:1) where n n are called the rst kind of error probability and the second kind of error probability, respectively.
One of the basic problems in the hypothesis testing is to determine the supremum B e (rjXjjX) o f a c hievable exponents for the second kind of error probability n under asymptotic constraints of the form n e ;nr on the rst kind of error probability ( r > 0 is a prescribed arbitrary constant) which means that the rst kind of error probability i s required at most to decay exponentially fast with the exponent r. Another basic problem in the hypothesis testing is to determine the in mum B e (rjXjjX) o f a c hievable exponents for the second kind of correct probability 1 ; n under asymptotic constraints of the same form as above n e ;nr on the rst kind of error probability ( r > 0 is again a prescribed arbitrary constant).
In the following sections we focus on these two basic problems for the general hypothesis testings. We establish a general formula (Theorem 2.1) for B e (rjXjjX) in Section 2 along with several typical examples in Section 3, whereas we establish a general formula (Theorem 4.1) for B e (rjXjjX) in Section 4 along with several typical examples in Section 5. In order to drive the general formula for B e (rjXjjX) a s w ell as that for B e (rjXjjX) in a surprisingly unifying way, w e shall take a n informationspectrum approach that had been e ectively invoked already in Han and Verd u 1], Verd u and Han 5] , Han 17, 1 9 , 20] , where the substantially novel technique of information spectrum slicing, as exploited in Han 17, 18] , plays the key role. Our fundamental philosophy here is rst to convert all of the hypothesis testing problems completely to the pertinent computation problems in the large deviation-probability theory. We can then expel all the acceptance-region arguments from the original hypothesis testing problems thereby, all of what we should do boils down solely to how to compute the relevant large deviation probabilities (or, in many standard cases, the relevant rate functions). It turns out that this kind of methodologically new approach enables us to establish quite compact general formulas of the exponent functions B e (rjXjjX), B e (rjXjjX) for general sources including all nonstationary and/or nonergodic sources with abstract alphabet. Such general formulas are presented in this paper.
Finally, in Section 6 we pleasingly observe that all the arguments developed in Sections 2 5 c o n tinue to be valid even if we replace the general alternative h ypothesis X = fX n g 1 n=1 by a n y sequence X = fG n g 1 n=1 of nonnegative measures (for example, counting measures not necessarily probability measures), and as a consequence in Section 7 it is revealed that there exists an intrinsic one-to-one operational correspondence between the problem of so generalized hypothesis testings and the problem of general xed-length source codings. As an illustrative case, it is shown in the case of countably in nite source alphabet X that the general formula of Han 20] f o r t h e in mum R e (rjX) o f a c hievable coding rates under asymptotic constraints of the form " n e ;nr (r > 0) on the error probability " n with xed-length source coding immediately follows from the general formula (Theorem 2.1) for B e (rjXjjX) ( w i t h t h e sequence X = fC n g 1 n=1 of counting measures) as driven in Section 2. It thus turns out that the general xed-length source coding problem is just a special case of the so generalized hypothesis testing problem.
2 Hypothesis Testing and Large Deviation: Probability of Testing Error
In this section we i n vestigate the problem of determining the supremum B e (rjXjjX) of achievable exponents for the second kind of error probability n under asymptotic constraints of the form n e ;nr on the rst kind of error probability n (r > 0 i s a prescribed arbitrary constant De nition 2.2 (The supremum of r-achievable error exponents) B e (rjXjjX) = sup fE j E is r-achievableg :
The purpose of this section is to determine B e (rjXjjX) as a function of r. To this end, we consider the random variable 1 n log P X n (X n ) P X n (X n ) that we call the divergence-density rate, and de ne the key function (R) b y (R) = lim inf n!1 1 n log 1 Pr 1 n log P X n (X n ) P X n (X n ) R (2:1) where in the sequel we use the convention that P Z ( ) denotes the probability distribution of a random variable Z. It is obvious that this function (R) is monotone decreasing in R but not necessarily continuous. Next, de ne the spectral inf-divergence rate D(XjjX) of the random variable 1 n log P X n (X n ) P X n (X n ) as
De nition 2.3
In the case where the source alphabet X is abstract in general, it is understood that gn(x) P X n (x) P X n (x) (x 2 X n ) denotes the Radon-Nikodym derivative between two probability measures on X n with values on a singular set assumed conventionally to be +1. Then, P X n (X n ) P X n (X n ) is de ned as P X n (X n ) P X n (X n ) gn(X n ), which i s o b viously a random variable. The probability distribution of the divergence-density rate is called the divergence-spectrum or more generally the information-spectrum (cf. Han where B e (0jXjjX) = + 1 (r = 0). Remark 2.1 We notice here that (R) < r on the right-hand side of (2.2) is not (R) r. This is an essential di erence, as will be seen in the proof below. Also, it
is not di cult to check that R + (R) 0 for all ;1 < R < +1. We use the notation that S n (a) = x 2 X n 1 n log P X n (x) P X n (x) > a :
Let R = inf fR j (R) < r g (2:4) z One of the referees suggested that the proof below based on the information-spectrum slicing is substantially similar to that of Varadhan's integral lemma (cf. Dembo and Zeitouni 4]), but this fact does never mean that Theorem 2.1 is a consequence of Varadhan's integral lemma, because the latter assumes the existence of a good rate function.
and consider the hypothesis testing with the acceptance region A n = S n (R ; ) with an arbitrarily small > 0. Then, the rst kind of error probabbility i s g i v en by n = Pr fX n = 2 A n g = Pr 1
n log P X n (X n ) P X n (X n ) R ; : Next, let us evaluate the second kind of error probability. First, put 0 = inf R fR + (R) j (R) < r g : (2:6) We take K large enough so as to satisfy K > 0 and put L = (K ; R + )=(2 ). Divide the interval (R ; K] i n to L subintervals with equal width 2 to de ne
where b i R ; + 2 i . According to this interval partition, divide the set T 0 = x 2 X n R ; < 1 n log P X n (x) P X n (x) K into the following L subsets (Information-spectrum slicing):
Moreover, we d e n e S (0) n = x 2 X n 1 n log P X n (x) P X n (x) > K n then 1 n log P X n (x) P X n (x) > b i ; 2 and so P X n (x) P X n (x)e ;n(bi;2 ) :
As a result, by means of (2.9) we h a ve x Let us consider the set S 0 = x 2 X n 1 n log P X n (x) P X n (x) R 0 + where > 0 is an arbitrarily small constant. Then, by the de nition of (R), there exists some divergent sequence n 1 < n 2 < ! 1 of integers such that Pr fX nj 2 S 0 g e ;nj( (R0+ )+ ) (8j j 0 )
where > 0 is an arbitrarily small constant. Now let us use the contradiction argument. To do so, assume that E = 0 + 2 ( > 0 is a xed constant) is r-achivable, 
= n e n(R0+ ) : (2.17) { Although it is usual in hypothesis testing problems to invoke the Neyman-Pearson lemma in order to prove the converse part, here we will give another simple elementary proof without recourse to the Neyman-Pearson lemma. This is to show that several alternative proofs are possible.
Furthermore, it follows from (2.16) that n e ;n(E; ) (8n n 0 ): Substitution of this into (2.17) yields Pr fX n 2 S 0 \ A n g e ;n(E;R0;2 ) = e ;n( 0 ;R0+2 ;2 ) : (2.18) By virtue of (2.13), for any > 0 small enough, 0 R 0 + + (R 0 + ) ; : Therefore, by (2.18) we h a ve Pr fX n 2 S 0 \ A n g e ;n( (R0+ )+ ; ) :
Next, let us take > 0, > 0 so small as to satisfy > 2 + , then Pr fX n 2 S 0 \ A n g e ;n( (R0+ )+2 ) (2:19) where > 0 is the same one as in (2.14). On the other hand, by using (2.15), we obtain Pr fX n 2 S 0 \ A c n g Pr fX n 2 A c n g = n e ;n(r; ) (8n n 0 ):
We observe here that (R 0 + ) < r for all > 0, and hence, for any su ciently small > 0,
Then, it follows from (2.19), (2.20) that Pr fX n 2 S 0 g = Pr fX n 2 S 0 \ A n g + P r fX n 2 S 0 \ A c n g e ;n( (R0+ )+2 ) + e ;n(r; ) 2e ;n( (R0+ )+2 ) (2.21) for all n n 0 . However, since > 0, (2.21) contradicts (2.14). Thus, the rate E = 0 + 2 cannot be r-achievable. Since > 0 is arbitrary, it is concluded that any E such that E > 0 cannot be r-achievable. 2 
Examples
In this section we demonstrate several typical applications of Theorem 2.1. This is to verify the potentialities of Theorem 2.1.
Example 3.1 Let the source alphabet X be nite, and consider the hypothesis testing where the null hypothsis X = (X 1 X 2 ) and the alternative hypothesis X = (X 1 X 2 ) are stationary irreducible Markov sources subject to transition probabilities P(x 2 jx 1 ) = P r fX 2 = x 2 jX 1 = x 1 g, P(x 2 jx 1 ) = P r X 2 = x 2 jX 1 = x 1 (x 1 x 2 2 X ), respectively. Let P(X X ) denote the set of all probability distributions on X X , and, for any Q 2 P (X X where, letting P 0 be the set all probability distributions Q 2 P (X X ) satisfying the stationarity, i.e.,
Q(x x 2 ) for all x 2 X ) (3:3) P R 2 P 0 denotes the projection of P on the plane:
Q(x 1 x 2 ) log P(x 2 jx 1 ) P(x 2 jx 1 )
as speci ed by inf
with q being the marginal distribution of Q, and p R is the marginal distribution of P R . Notice here that, since Q moves on R , (3.5) implies also that
It is easy to see that D(XjjX) = D(PjjPjp) (cf. Barron 7] ) and the function (R) given by (3.1) is continuous at R = D(PjjPjp). Therefore, in view of Remark 2.2, it su ces to consider only R's such that R D(PjjPjp) on the right-hand side of (2.2).
(Such an observation applies also to all the subsequent examples except for Example 3.6.) Thus, Theorem 2.1 leads us to
This result has been obtained by Natarajan 14] . This formula tells also that B e (rjXjjX) = 0 whenever r D(PjjPjp) (p is the stationary distribution corresponding to P).
If we consider the special case where sources X, X are both stationary memoryless subject to distributions P, P on X, respectively, then formula (3.7) reduces to B e (rjXjjX) =inf Q:D(QjjP)<r D(QjjP): (3:8) This is nothing but Hoe ding's theorem 13] a s i s w ell known in the eld of statistics.
This tells also that B e (rjXjjX) = 0 whenever r D(P jjP). 2 Example 3.2 Let us generalize Example 3.1 to the case with uni lar nite-state sources instead of stationary irreducible Markov sources. With the source alphabet X ( nite) and the state set S ( nite), let the null hypothesis X = fX n = ( X 1 X n )g 1 n=1 be the uni lar nite-state source speci ed by
s i+1 = f(x i s i ) (s i 2 S i = 1 2 n n + 1 ) (3.10) and the let alternative h ypothesis X = fX n = ( X 1 X n )g 1 n=1 be the uni lar nitestate source speci ed by
s i+1 = f(x i s i ) (s i 2 S i = 1 2 n n + 1 ) : (3.12) Given any xed initial state s 1 2 S, let S 0 denote the set of all states s 2 S that can be reached from s 1 with positive probability with respect to P X n . Next, letting X S (X S) b e a n y random variable taking values in X S 0 , put S 0 = f(X S): (3:13) Moreover, let V 0 denote the set of all the joint probability distributions P X S of random variables X Ssatisfying both of the stationarity condition P S 0( ) = P S ( ) and the condition that the transition probability matrix P S 0 jS ( j ) is irreducible. Let the projection P XRSR 2 V 0 of P( j ) on the plane R be de ned by Notice here that, since P X S moves on R , (3.14) implies also that In the above argument w e h a ve taken account that in general the uni lar nite-state source is asymptotically a mixture of stationary or periodic irreducible sources. 2 Example 3.3 Let us consider the hypothesis testing with a mixed source as the null hypothesis, when the source alphabet X is nite. Let the alternative h ypothesis X = fX n g 1 n=1 be a stationary memoryless source subject to probability distribution P. Moreover, with any stationary memoryless sources X 1 = fX n 1 g 1 n=1 X 2 = fX n 2 g 1 n=1 subject to probability distributions P 1 P 2 , respectively, let the null hypothesis X = fX n g 1 n=1 (called the mixed source of X 1 and X 2 ) b e d e n e d b y
where 1 > 0 2 > 0 are constants such that 1 + 2 = 1. In order to drive the required formula for this case, let the half-spaces 1 2 be de ned by
where P(X) is the set of all probability distributions on X. Moreover, de ne other half-spaces in P(X) a s
Then, letting the projections of P 1 P 2 on 1 \
(1)
R be denoted by P (1) R , P
R , respectively, Sanov theorem combined with the argument o f types (cf. Han 20] 
R jjP 2 )):
(3:25) Substituting this (R) i n to the right-hand side of (2.2) As for the detailed proof of (3.28), see Han 18 2 ) b e a n y probablity distributions on X, and let X, X denote the random variables such that PrfX = kg = p k , P r fX = kg = p k . Let X = fX n = ( X 1 X 2 X n )g 1 n=1 , X = fX n = (X 1 X 2 X n )g 1 n=1 be the stationary memoryless sources speci ed by X, X, respectively. Then, since the divergencedensity rate is decomposed as 1 As far as P 6 = P, it is easy to check b y using Schwarz inequality (cf. where is the one as speci ed by (3.34). In this case, letting P(X) denote the set of all probability distributions on X and Q R denote the projection of the distribution P on the plane R in P(X):
we can ascertain by a direct calculation that I(R) = D(Q R jjP) where it is easy to check that (3.39) holds also for r > D (P jjP) w i t h B e (rjXjjX) = 0 . 38) is equivalent to the property that the probability measure P is absolutely continuous with respect to the probability measure P and conversely the probability measure P is absolutely continuous with respect to the probability measure P. is monotone decreasing in r for 0 < r < a , and also that B e (0jXjjX) = a = D(P jjP ) and B e (rjXjjX) = 0 f o r r a. 2 Example 3.6 In all the examples that we h a ve shown so far, the functions (R)
were continuous in R. Here, we show a n example in which (R) is discontinous in R, where Remark 2.2 does not work. Let the source alphabet be X = f0 1g, a n d S n be a subset of X n with size jS n j = 2 n , where is a constant such t h a t 0 < < 1. Moreover, let two elements x 0 x 1 2 X n ; S n be xed so that x 0 6 = x 1 . The null hypothesis X = fX n g 1 n=1 be de ned by
2 ;2 n for x 2 S n 2 ;3 n for x = x 1 1 ; 2 ; n ; 2 ;3 n for x = x 0 0 for x 6 2 S n f x 1 x 0 g (3:44) where it is obvious that P X n (S n ) = 2 ; n . The alternative h ypothesis X = fX n g 1 n=1 be de ned by P X n (x) = 2 ;n (8x 2 X n ). Then, by a simple calculation, we see that the divergence-spectrum of this hypothesis testing consists of three points located at 1 + 1 n log(1 ; 2 ; n ; 2 ;3 n ) 1 ; 2 1 ; 3 with probabilities 1 ; 2 ; n ; 2 ;3 n 2 ; n 2 ;3 n , respectively. Therefore, by de nition, the function (R) i s g i v en by We observe here that, in the case of r > , inf R on the right-hand side of (2.2) is attained by R = R 1 ; 2 , i.e., inf R fR + (R) j (R) < r g = R + (R ) (R 1 ; 2 ) = 1 ; :
In particular, we see that, if r > 3 , inf R is not attained by the boundary point R inffRj (R) < r g = 1 ;3 of fRj (R) < r g, but by t h e i n ternal point R = R 1;2 .
This kind of phenomenon has never taken place in the previous examples. Also, we should notice that formula (3.47) cannot be driven via the standard rate function method, di ering from the previous examples, because in this case there does not exist any (lower semicontinuous) rate function. n log P X n (X n ) P X n (X n ) R : (4:1) This function is the same one as (R) de ned by (2.1) in Section 2, but here we assume that the right-hand side of (4.1) has the limit. We notice here that (R) i s monotone decreasing in R, a Remark 4.1 This assumption k means that the information-spectrum of X with respect to X does not shift to the right faster than with any speci ed exponential speed of decay, when n tends to +1. For example, if X, X are stationary memoryless sources with nite source alphabet subject to probability distributions P X , P X , respectively, and there does not exist an x 2 X for which P X (x) = 0 and P X (x) > 0, then it is evident that the condition (4.2) is satis ed. where > 0 is an arbitrarily small constant and ( ) ! 0 a s ! 0. We use here the notation that S n (a) = x 2 X n 1 n log P X n (x) P X n (x) a :
Then, since the existence of the limit in (4.1) was assumed, we h a ve e ;n( (R0+ )+ ) PrfX n 2 S n (R 0 + )g e ;n( (R0+ ); ) (8n n 0 ) (4:8) where > 0 is an arbitrarily small constant. Next, de ne a subset C n of S n (R 0 + ) as follows if (R 0 + ) r then set C n = S n (R 0 + ), otherwise if (R 0 + ) < r then set C n = T n where T n is any subset of S n (R 0 + ) s u c h t h a t lim n!1 1 n log 1 Pr fX n 2 T n g = r: (4:9) It should be noted here that it is always possible to choose such a s u b s e t T n , because in the case with (R 0 + ) < r we can make (R 0 + ) + < r hold with > 0 small enough, where we m a y consider a randomized hypothesis testing if necessary. Now, consider the hypothesis testing with C n as the critical region. First, we e v aluate the value of the rst kind of error probablity n . In the case with (R 0 + ) r, since C n = S n (R 0 + ), by means of (4.8) we h a ve Pr fX n 2 C n g e ;n( (R0+ ); ) e ;n(r; ) (8n n 0 )
while in the case with (R 0 + ) < r , b y means of (4.9) we h a ve Pr fX n 2 C n g e ;n(r; ) (8n n 0 ):
Then, in either case, it holds that Pr fX n 2 C n g e ;n(r; ) :
(4:10) Therefore, the rst kind of error probablity n is evaluated as n Pr fX n 2 C n g e ;n(r; Next, we e v aluate the value of the second kind of correct probability 1 ; n , where n is the second kind of error probability. First, we observe that if x 2 S n (R 0 + ) then P X n (x) P X n (x)e ;n(R0+ ) (4:12) holds. Then, in the case with (R 0 + ) r, since C n = S n (R 0 + ), it follows from We notice here that we can make + ( ) ! 0, because > 0 and > 0 are both made arbitrarily small. Thus, by virtue of (4.11) and (4.16) we conclude that any rate E such t h a t E > 0 is r-ahievable.
) Converse part:
In the proof of the converse part we need the assumption (4.2). First, let K > 0 be a constant large enough (to be speci ed below) and > 0 be an arbitrarily small constant. Putting L = 
This operation is called the information-spectrum slicing. Moreover, we de ne n log P X n (X n ) P X n (X n ) c i e ;n( (ci); ) (8n n 0 ): Therefore, E 0 ; ; holds, owing to (4.18), (4.27). Since both of > 0 and > 0 are arbitrary, w e can let ! 0, ! 0 t o g e t E 0 . Thus, it is concluded that any r-achievable rate E cannot be smaller than 0 . 2 
In this section we demonstrate several typical applications of Theorem 4.1. This is to verify the potentialities of Theorem 4.1. It is easy to check that, if r < D (P jjPjp) ( p is the stationary distriibution for P) t h e n B e (rjXjjX) = 0, whereas if r D(P jjPjp) t h e n i n f R on the right-hand side of (5.1) is attained by a n R such t h a t D(P R jjPjp R ) r and hence in this latter case we h a ve Example 5.3 Let the source alphabet X be nite, and, as in Example 3.3, let us consider the hypothesis testing with a mixed source X = fX n g 1 n=1 as the null hypothesis and a stationary memoryless source X = fX n g 1 n=1 subject to probability distribution P as the alternative h ypothesis. In order to satisfy the assumption (4.2), let P 1 (x) > 0, P 2 (x) > 0 ( 8x 2 X ). Here, recall that the mixed source X = fX n g 1 n=1 was de ned as P X n (x) = 1 P X n 1 (x) + 2 P X n 2 (x) (8x 2 X n ) (5:5) where X 1 = fX n 1 g 1 n=1 X 2 = fX n 2 g 1 n=1 are stationary memoryless sources subject to probability distributions P 1 P 2 , respectively. De ne 1 2 ,
R (2) R as in (3.21) (3.24) of Example 3.3, and similarly, let the projections of P 1 P 2 on 1 \
R bedenotedby P (1) R , P
R , respectively. Then, application of Sanov theorem gives (R) = min(D(P (1) R jjP 1 ) D (P (2) R jjP 2 )) (5:6) from which w e see that if R min(D(P 1 jjP) D (P 2 jjP)) then (R) = 0 .
Finally, b y substituting (R) of (5.6) into the right-hand side of (4. continue to be valid as they are, even if we replace the probability distribution P X n of the alternative hypothesis by any nonengative measure G n with G n ( ) = 0 (not necessarily a probability measure), where the second kind of error probability n PrfX n 2 A n g should be interpreted in turn as denoting the value of the nonnegative measure n G n (A n ). This is called the generalized hypothesis testing. Then, if we
Theorem 4.1 is meaningful only when < +1, where B e (0jXjjX) = 0 in Theorem 4.1 needs to be replaced by B e (0jXjjX) = , and 1 ; n in De nition 4.1 needs to be replaced by n ; n .
As examples of such nonnegative measures G n (n = 1 2 ), we may consider G n (x) = 1 ( 8x 2 X n 8n = 1 2 ) w i t h countably in nite source alphabet X (called the counting measure on X n ) o r t h e n-dimensional Lebesgue measure with real source alphabet X. In particular, the case of the counting measure has the deep structural relationship with the xed-length source coding problem, which will be elucidated in the next section.
Remark 6.1 As will be easily seen from the proofs, even if we in turn replace the probability measure P X n of the null hypothesis by nonnegative measures F n with F n ( ) = 0, both of Theorem 2.1 and Theorem 4.1 continue to hold with the due reinterpretation for probabilities as above.
7 Hypothesis Testing and Fixed-Length Source Coding
Thus far, we h a ve s h o wn two k ey theorems (Theorem 2.1 and Theorem 4.1) concerning the general hypothesis testing. In this general setting, we can show a l s o m a n y other elegant systematic results on the hypothesis testing (as for the details, refer to Han 18] ). In parallel with these systematic results, the corresponding many results in the general xed-length source coding problem have been established (cf. Han 18, 2 0 ] ). This correspondence is of very intrinsic nature not only at the technical level but also at the conceptual level, which can be made very transparent b y i n troducing the generalized hypothesis testing problem as above. From this point of view, it turns out that all the theorems that hold in the xed-length source coding problem can be regarded as forming a special class of those holding in the generalized hypothesis testing problem.
As an illustrative c a s e , we will show that Theorem 2.1 of Han 20 ] immediately follows as a special case of Theorem 2.1 (in Section 2) with the counting measure C n (x) 1 (8x 2 X n ) as the alternative h ypothesis. To s h o w this, let us rst state the formal de nition of the general xed-length source coding problem. Let X = fX n g 1 n=1 g be any general source with countably in nite source alphabet X, and let M n f 1 2 M n g beaninteger set. Then, mappings ' n : X n ! M n , n : M n ! X n are called the encoder and the decoder, where we call " n PrfX n 6 = n (' n (X n ))g the error probability of the xed-length source coding. We denote the pair (' n n ) with the error probability " n by ( n M n " n ) (called a code). In the xed-length source coding problem, we a r e i n terested in the prolem of determining the in mum R e (rjX) of achievable rates under asymptotic constraints of the form " n e ;nr (r > 0 i s a prescribed constant) on the error probability " n . Formally, w e de ne as follows. With these de nitions, the following general theorem has been established based on the entropy-spectrum argument which is a di erent version of the informationspectrum demonstrated in this paper.
Theorem 7.1 (Han 18, 2 0 ]) Let X = fX n g 1 n=1 be a general source with countably in nite alphabet X, t h e n f o r a n y r 0 w e h a ve R e (rjX) = sup R 0 fR ; (R) j (R) < r g (7:2) where R e (0jX) = 0 ( r = 0 ) . 2
Let us now show that Theorem 7.1 directly follows just by rewriting Theorem 2.1 with the counting measure C n (x) 1 (8x 2 X n ) as the alternative h ypothesis. Let this alternative h ypothesis be denoted by C = fC n g 1 n=1 . First, when we are given an acceptance region A n X n for a hypothesis testing, set M n = jA n j and we consider the encoder ' n : X n ! M n such that ' n maps in the one-to-one manner all the elements of A n into M n in the order of 1 2 , and maps all the elements of A c n into 1 2 M n , where the decoder n : M n ! X n is the inverse mapping of ' n j An . Then, it is obvious that A n = fx 2 X n j n (' n (x)) = xg which means that the rst kind of error probability n = P r fX n = 2 A n g for the hypothesis testing coincides with the error probability " n for the xed-length source coding. We notice that this kind of correspondence between hypothesis testings and xed-length source codings becomes the one-to-one mapping if we indi erently identify all the codes (n M n " n ) which h a ve the same set A n = fx 2 X n j n (' n (x)) = xg of the elements of x 2 X n that can be correctly decoded under xed-length source coding. On the other hand, the second kind of error probability n under the counting measure C n can be written as n = C n (A n ) = jA n j = M n = e nrn (7. 3) where r n = 1 n log M n :
Then, under this correspondence it follows from (7. B e (rjXjjC) = ;R e (rjX) (8r > 0):
Next, since we are considering the counting measure C n as the alternative h ypothesis, the probability appearing on the righ-hand side of (2.1) de ning (R) is written as Pr 1 n log P X n (X n ) P X n (X n ) R = Pr 1 n log P X n (X n ) C n (X n ) R = Pr 1 n log P X n (X n ) R = Pr 1 n log 1 P X n (X n ) ; R :
Therefore, we h a ve (R) = (;R) b y the de nition (7.1) of (R), i.e., (R) = (;R): (7:5)
Then, Theorem 2.1 with the counting measure as the alternative h ypothesis together with (7.4) yields R e (rjX) = ;B e (rjXjjC) = ; inf R fR + (R) j (R) < r g = sup R f;R ; (R) j (R) < r g :
As a consequence, if we replace R by ;R and use (7.5), it is concluded that R e (rjX) = sup R 0 fR ; (R) j (R) < r g :
This is nothing but Theorem 7.1 on the xed-length source coding.
