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Resumen
Ya que la seccio´n eficaz de los principales procesos de interaccio´n de la ra-
diacio´n γ con la materia dependen del nu´mero ato´mico de los elementos
del blanco, a trave´s del estudio de las intensidades y las energias de los
fotones transmitidos y retrodispersados por capas de suelo de diferentes
grosores, podemos caracterizar la interaccio´n de la radiacio´n con los ma-
teriales de la muestra. El presente trabajo muestra los resultados de este
proceso de caracterizacio´n para dos tipos de suelo: Arena y tierra negra a
diferentes humedades. El montaje experimental usa una fuente de 22Na y
dos detectores de radiacio´n γ (Ge y centelleador pla´stico) contectados en
coincidencias temporales.
El coeficiente de atenuacio´n de las muestras y su densidad se determinan
usando los espectros de transmisio´n. Un estudio espectrosco´pico de estos
datos nos permite caracterizar la interaccio´n de la radiacio´n con las muestras
y discutir los efectos de la compactacio´n del suelo en el espectro. De los es-
pectros de retrodispersio´n, se encuentra un valor medio para la profundidad
ma´xima de aplicabilidad de me´todos que usan tanto fotones dispersados una
vez como fotones que sufren mu´ltiples dispersiones en el suelo. Un ana´lisis
espectrosco´pico permite estudiar la dependencia de la intensidad en cada
regio´n del espectro como funcio´n de varios para´metros del suelo.
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Abstract
Since the cross section of the main interaction processes of γ radiation with
matter depends on the atomic number of the elements on the target, by
studying the intensity and the energies of the transmitted and the backscat-
tered photons in a soil sample of a given thickness, we should be able to
characterize the interaction of radiation with materials on the sample. The
present work shows the results of this characterization process for two types
of soil, sand and farming soil at different water contents. The experimen-
tal set-up uses a 22Na source, and two gamma detectors (Ge and a plastic
detector) connected in fast time-coincidences.
The attenuation coefficient of the samples as well as their density is de-
termined using the transmission spectra. A spectroscopic analysis of these
spectra allows us to characterize the interaction of radiation with soil sam-
ples. We find that humidity modifies the intensity collected in each energy
region. The effects of soil compaction in the spectrum shape are discussed.
From backscattering spectra, we find an average maximum depth of applica-
bility of methods based on single scattering as well as in multiple scattering.
A spectroscopic analysis is also performed to study the dependence of the
intensity of each energy region on several soil parameters.
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ǫ Eγ/mec
2.
λ Mean free path of radiation in an absorber. It is 1/µ.
µ Linear attenuation coefficient.
µm Mass attenuation coefficient, equals to µ/ρwet.
φ Soil porosity. Equals to Vv/Vt.
ρbulk Bulk or dry density of soil. It is equal to Ms/Vt.
ρwater Density of water. It is 1 g/cm
3 at 20◦C.
ρwet Wet density of soil. It is equal to Mt/Vt.
σC Compton effect cross section.
σph Photoelectric effect cross section.
σpp Pair production cross section.
θ Angle of scattering of gamma rays from its incident direction.
θm Gravimetric water content of the soil. It is equal to Ml/Ms.
θv Volumetric water content of the soil. It is equal to Vl/Vt.
ε Energy needed in a semiconductor to create one electron-hole pair.
εint Intrinsic efficiency of a radiation detector.
εtot Absolute or total efficiency of a radiation detector.
c Light speed. Equals 3× 108 m/s2.
me Rest mass of the electron.
Ml Mass of the liquid phase os the soil sample.
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Ms Mass of the soild phase of a soil sample. Obtained after a 24 hours oven drying of the soil.
Mt Total mass of the soil sample. It is Ms +Ml.
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Vt Total volume of the sample. It is equal to the volume occupied by solids, liquids and gases.
Vv Volume of void spaces in the sample. Equals to Vl + Vg.
Z Number of electrons per scattering center. In the case of atoms, it is the atomic number.
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CHAPTER 1
INTRODUCTION
The soil is a compound system formed by three phases: solid, liquid and gaseous. The
chemical composition of its solid phase is characterized by the presence of inorganic
compounds, mainly SiO2, and some organic compounds in different concentrations.
The liquid phase is mainly water and the gaseous phase consists of air. The main
properties of soils, such as density and porosity, are determined by the mean size and
shape of the particles composing it (1). Transmission and backscattering of γ-rays
have been used to study soil properties such as its attenuation coefficient, porosity
(2), water content (3; 4), and hydraulic conductivity (5). Recently, big efforts have
been undertaken in using γ-rays backscattering for the detection of organic materials,
e.g. plastic landmines buried in soil (6; 7; 8; 9). As it is increasingly common to
find landmines without any metal content, it is necessary to rapidly develop methods
intended to detect variations in the organic content of the soil as nuclear methods. The
common feature of all characterization methods, using transmission or backscattering,
is that they use a collimated source or beam, which is focused on the sample, as well as
a collimated detector. In this way the direction of incidence of radiation in the sample
is well defined and the theory about interaction of radiation with matter can be applied
to obtain physical properties of the sample. Nevertheless, as the photon transmission
and backscattering probabilities strongly depend on the medium composition, part
of the success of these methods depends on the detailed knowledge of the complex
interaction of γ-rays with a multielemental medium as the soil. Although the main
1
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processes involved in this interaction are well studied, the passage of radiation through
soil is influenced by the electronic density, porosity, water content, etc., and the effects
of all of these soil properties modify the transmitted and the backscattered spectra.
Thus, a complete study of the interaction of γ-rays with soil, taking into account the
effects of different soil parameters, as well as the multiple scattering probability and the
probability of the photons to be scattered at practically detectable angles is needed.
The Compton camera (7), one of the most recent devices designed to study ma-
terials using backscattering of γ radiation, is of particular interest in this work. The
nuclear physics group of the Universidad Nacional de Colombia (gfnun) together with
the GSI Helmholtzzentrum fu¨r Schwerionenforschung (10) are nowadays working with
a prototype of this device. The schematic set-up of the instrument is shown in Figure
1.1. A 22Na source is placed in the center of a conic lead shielding. The source decays
Figure 1.1: Schematic set-up of a prototype of the Compton camera at the gfnun’ labo-
ratory. The device is based on the use of a 22Na γ source and two radiation detectors, one
of which is sensitive to the interaction position of radiation (11).
by the emission of a positron, which annihilates with an electron of the medium to pro-
duce two 511 keV γ-rays travelling in opposite directions. One of these photons can go
to the soil, interact with it and be backscattered. In order to record this backscattered
photon, a Caesium Iodine (CsI) detector is placed around the source (backscattering
detector). The other γ-ray created by the positron annihilation travels to a detector
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placed above the source, where it may be recorded. This latter detector works together
with a position sensitive photomultiplier, thus being able to record the position where
the incoming γ-ray interacted. For this reason, the latter detector is called position
detector. The detectors are connected in coincidences to ensure the system to count
only photons which interacted with the soil instead of background radiation. Since the
number of backscattered photons depends on the properties of the medium, by doing
a matrix representing the number of counts recorded per pixel as function of the coor-
dinates, it is possible to obtain images of the subsoil. It is to note that the quality of
the obtained image can be improved by taking into account only photons that undergo
single scattering in the soil. Together with previous works on the characterization of
the device (12) and on processing of the images obtained (13), the study of the different
effects that radiation undergo inside the soil, and their contribution to the total number
of backscattered photons will help in the improvement of this technique.
This work presents the study of the interaction of γ-rays with layers of sand and
silty loam soil, varying both its humidity and thicknesses. The experimental set-up
uses the positron decay of a 22Na source, and two γ detectors (Ge and Plastic scin-
tillator) connected in coincidences. Both transmitted and backscattered spectra are
obtained for different humidity values and layer thicknesses and analyzed in order to
obtain information about the interaction processes. Transmission spectra are used to
study the capabilities of the characterization methods that use collimated sources, non-
collimated sources and the possibility of implement time coincidences in these kind of
set-ups. Backscattering spectra are study with special focus on the optimization of the
Compton Camera. With these spectra, limitations of different backscattering methods
is considered.
In first place, a review of the main concepts needed will be made. These concepts
include soil physical properties, models on the interaction of radiation with matter and
general properties of detection systems. This review will be done in Chapter 2. In
Chapter 3, the experimental set-up will be described, with particular emphasis on the
electronics configuration. Chapters 4 and 5 show the results obtained and the analysis
performed on the transmission and the backscattering spectra respectively. Conclusions
and expectations are summarized in Chapter 6. A summary of the symbols used along
the text can be found in the Glossary in page xv.
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CHAPTER 2
CONCEPTUAL FRAMEWORK
2.1 Soil physical properties
Soil is a heterogeneous porous system composed by three natural phases: the solid
phase or the soil matrix (formed by mineral particles and solid organic materials); the
liquid phase, which is often represented by water and which could more properly be
called the soil solution; and the gaseous phase, which contains air and other gases. This
three-phase system is characterized by physical properties, some of which are described
below.
2.1.1 Soil texture
The particle size distribution is the most important characteristic of soil and influences
most of its physical properties (14). In order to obtain a classification of soil based on
the size of the particles composing it, a particular name is given to a range of particle
diameters. The boundaries of the classification vary depending on the country and the
discipline, but the most used are the ones given by the United States Department of
Agriculture (USDA) (15), shown in Table 2.1. If the diameter of the particle is between
2.00 mm and 0.05 mm it is called sand, if it is between 0.05 mm and 0.002 mm it is
called silt, and if it is less than 0.002 mm it is called clay.
The main methods used to obtain the percentage of sand, silt and clay in a particular
soil sample are sieving and sedimentation. Sieving consists in placing the soil in a
5
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USDA Classification Diameter (mm)
Very coarse 1.00-2.00
Coarse 0.50-1.00
Sand Medium 0.25-0.50
Fine 0.10-0.25
Very fine 0.05-0.10
Silt
Coarse 0.02-0.05
fine 0.002-0.02
Clay <0.002
Table 2.1: Classification of the particle size according to the USDA. Sand corresponds
to particles with diameters varying between 2.00 mm and 0.05 mm, silt corresponds to
diameters between 0.05 mm and 0.002 mm and clay corresponds to diameters lower that
0.002 mm. The classification includes sub-division as seen on the Table.
sequence of patterns with holes. This method is useful only if the size of the particles is
greater than 50 µm (14). Sedimentation in different liquids is a more accurate method
based on the variation of the sedimentation velocity of particles with different sizes.
This method requires specialized equipment. Once the percentage of sand, silt and
clay is determined, the soil can be categorized in one of the 12 major textural classes.
This is done using the textural triangle shown in Figure 2.1. To use the triangle,
the percentage of sand is located in the corresponding axis and the line starting in
this point and parallel to the silt axis is followed until reaching the clay percentage of
the sample. Silt percentage is fixed in this way. For example, point A in Figure 2.1
represents a soil composed by 35% sand, 10% clay and 55% silt, and has a silty loam
texture. In practice, there is another method to determine the texture of soil without
the determination of the percentages of sand, silt and clay. This method, called the
field method, consists in adding a small quantity of water to the soil and evaluating how
well it forms ribbons. The kind of ribbon formed is related to the clay content of the
sample, while the smoothness of the sample helps to determine the sand content (14,
Appendix 1). The field method is the one used in this work to determine soil textures.
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Figure 2.1: Textural triangle showing the major texture classification of soil. Point A
corresponds to a soil that contains 35% sand, 10% clay and 55% silt, and has a silty loam
texture (16).
2.1.2 Soil structure
While texture is used to characterize the soil according to its particle size distribution,
structure is used for describing the macroscopic arrangement of soil particles. Sand,
silt and clay typically form clusters called peds or aggregates. The shape and size of
these aggregates determine the structure of the soil. A soil without any structure is
called single-grained soil. Because of the size of the aggregates, the interpeds spaces
are much larger than the spaces between adjacent sand, silt or clay particles, affecting
the local density of the sample.
2.1.3 Soil density
As part of the total volume occupied by soil may be water or air, it is useful to define
two different densities to characterize a soil sample (1). In first place we have the bulk
or dry density, defined as the mass of the solid phase divided by the total volume of
the sample. It is
ρbulk =
Ms
Vt
=
Ms
Vs + Vl + Vg
,
where Ms is the mass of the solid phase, Vt is the total volume of the sample and Vs,
Vl and Vg represent the volume of solids, liquids and gases respectively. For most soil,
7
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bulk density varies from 1.1 to 1.6 g/cm3 (17). To take into account the liquid phase
present in soil, a wet density is defined as
ρwet =
Mt
Vt
=
Ms +Ml
Vs + Vl + Vg
,
where Mt is the total mass of the sample and Ml is the mass of the liquid phase. Here
we assume that the mass of air is negligible.
The wet density of a sample of soil is obtained by measuring or calculating the total
mass of the sample and its total volume. The accuracy of the result depends on the
methods used to measure the mass and the volume. To obtain the bulk density, the
sample is placed in an oven at 105◦C for approximately 24 hours to evaporate the liquid
phase and obtain the mass of the solid phase.
Finally, we can calculate the electronic density of the soil. By assuming that the
soil is composed by j types of molecules and that the mass of liquids present in the soil
is given by Ml = θmMs, with θm the gravimetric water content of the sample, which
will be explained later, the electronic density of the sample, ρe is given by
ρe =
ρwet
θm + 1
[
θmZl
Ml
+
j∑
i=1
Zi
Mi
]
, (2.1)
where Zl is the number of electrons in a water molecule, Zi is the number of electrons
in the i-th molecule type, Mi is the molecular mass of the i-th molecule and the sum
runs over all the molecule types.
2.1.4 Soil porosity
Natural soils have about 50% of pore space or porosity (14). It is defined by the ratio:
φ =
Vv
Vt
,
where Vv = Vl + Vg is the volume of void-space. Porosity of surface soil typically
decreases as particle size increases. In soils, porosity is related to density. The lower
the porosity of a soil sample, the highest its density. Models of soil porosity are complex,
and produce only approximate results.
8
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2.1.5 Soil water content
Several fields of science require knowledge of the amount of water contained in a par-
ticular soil volume. This is called the water content. It may be defined in two different
ways: Gravimetric or volumetric. The gravimetric water content is expressed as a
relation between the mass of the liquid phase and the dry mass of the soil as
θm =
Ml
Ms
.
The volumetric water content is given by the relation between the volume occupied by
the liquid phase and the total volume of the sample. It is
θv =
Vl
Vt
.
The conversion between gravimetric and volumetric water contents requires knowledge
of the bulk density of the soil,
θv = θm
ρbulk
ρwater
,
where ρwater is the density of the water. The standard method to determine the gravi-
metric water content of a sample is thermogravimetry. This is a direct method, in
which a soil sub-sample is weighed before and after being dried in an oven. The con-
ventional protocol is to oven the samples at 105◦C until the soil mass becomes stable.
This process usually requires 24 to 48 hours, depending on the sample size and soil
characteristics (1). The differences between the mass of the wet and the dry sample is
the mass of water in the original sample. Although there are other methods to measure
the water content of soil, as the neutron scattering and electric resistance methods,
thermogravimetry is the one used to calibrate the indirect techniques.
2.2 Colombian soil
Natural soil does not have the same physical properties at all depths. It is characterized
by the presence of distinctive layers parallel to the soil surface, called horizons. Each
horizon has physical properties, such as color, texture and structure, different from
other layers. In general, soils have four main horizons: The first horizon starting from
the surface of the soil is called “O” horizon. It is characterized by the presence of
high amounts of organic matter. Below the “O” horizon is the “A” horizon. It is
9
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a layer of mineral soil with organic matter accumulation and most of soil life. The
third horizon is called “B” horizon. This layer accumulates iron, clay, aluminium and
organic compounds. The last horizon is the “C” horizon, or parent rock, formed by
layers of big unbroken rocks. As the composition and the thickness of each horizon
depend on the origin of the soil, on the human activity on the surface, and on the
local weather, soils have been categorized in 12 basic groups or Orders, according
to the USDA classification (18). Each order describes the main aspects of soil type,
including the horizons characteristics and its main composition. For the particular case
of Colombian soils, three main orders are present: Oxisols in the Amazon region and in
the Pacific coast, Andisols in Andean region and Ultisols in the Orinoquia Region (1).
Oxisols are found only in tropical regions. They are characterized for having a high
oxides content compared with the silica content, which gives them a reddish color, and
for having a very thick “A” horizon. Andisols are dark soils formed by the deposition of
layers of ashes and other volcanic ejections. They are mainly composed by aluminium
and silica and have a high organic matter fraction. Ultisols are commonly brown to
yellowish because of its low carbon content. They have a high clay content and they are
composed mainly by silica (1). For all types of soils, the bulk density, as well as their
water content, depend on the particular local weather, use of the soil, vegetation, etc.
Although radiation is used in different techniques to characterize soil samples, studies
related to interaction of radiation with natural soil require a deeper understanding of
the relevant parameters of this interaction in order to be able to make predictions and
to improve actual techniques.
2.3 Interaction of radiation with matter
The main interaction processes of γ radiation with matter are the photoelectric effect,
the Compton effect and the pair production. In the photoelectric effect, a γ-ray of
energy Eγ interacts with a bound electron of the material and deposits all its energy
on it. As a result, the γ-ray disappears and a photoelectron is ejected of the atom
with energy given by the difference between Eγ and the binding energy of the electron.
Also, as a result of this process, characteristic X-rays are emitted because of the re-
arranging of electrons inside the atom. The photoelectric effect probability, or cross
section, increases at low energies, and has peaks where the K-shell or L-shell energy is
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approached. Nevertheless, it is difficult to study theoretically because of the complexity
of the wave functions for the atomic electrons. By assuming that the beam only inter-
acts with electrons in the K-shell and that their energy is not relativistic, it is possible
to calculate the photoelectric cross section, σph, by using a Born approximation. The
functional form of the solution turns out to be (19)
σph ∝
Z4−5
E3.5γ
,
where Z is the atomic number of the material. As energy decreases, σph increases
rapidly, thus low energy beams will be strongly attenuated by the material and there
will be few or no transmission or scattering. We can also see, that σph increases as the
fourth or fifth power of Z therefore, even for high energies, if the absorber material has
a high atomic number, σph will increase and no γ-rays will be transmitted or scattered.
In the Compton effect, the incoming γ-ray is deflected in an angle θ with respect to
its original direction. In this process, the photon gives part of its energy to an electron
of the material (called recoil electron) and is scattered with a lower energy. Since all
scattering angles are possible, the energy of the scattered γ-ray presents a distribution.
For the case of interaction with a free electron, the relation between the energy of the
scattered photon, E′γ , and the scattering angle is
E′γ =
Eγ
1 + ǫ(1− cos θ) , (2.2)
where ǫ = Eγ/mec
2 is the initial energy of the γ-ray divided by the rest mass-energy
of the electron (511 keV). The cross section for Compton effect was one of the first
to be calculated using quantum electrodynamics and it is known as the Klein-Nishina
formula (20). It gives the differential scattering cross section per solid angle unit as:
dσ
dΩ
=
r2e
2
1
[1 + ǫ(1− cos θ)]2
(
1 + cos2 θ +
ǫ2(1− cos θ)2
1 + ǫ(1− cos θ)
)
, (2.3)
where re is the electron classical radius. Integration of this formula over dΩ gives the
total probability per electron for Compton effect to occur, called σC . In order to obtain
the total Compton cross section per scattering center, it is necessary to multiply this
formula by Z. Figure 2.2 shows a polar plot of the Klein-Nishina formula for different
energies. We can see from the Figure that there is a strong tendency to forward
scattering for all energies. In fact, as energy increases the backscattering probability
11
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Figure 2.2: Polar plot of the Klein-Nishina formula for different incident energies.The
radius of the plot represents the probability for the photon to be scattered in each angle.
decreases rapidly. Thus, high energy beams will not be suitable for backscattering
applications.
Pair production consists in the interaction of a photon with the nuclear field. In
the process, the γ-ray disappears and is replaced by an electron-positron pair. For this
process to happen, the photon must have an energy above twice the rest energy of
the electron. The excess energy carried by the photon above 1022 keV goes to kinetic
energy of the pair. Since the positron will annihilate with an electron of the medium,
two 511 keV γ-rays will also be produced in this process. The cross section for pair
production, σpp is considerable only for energies approaching several MeV, thus we will
not take it into account.
2.3.1 Transmission
The main concept for understanding the transmission of γ-rays trough soil is the linear
attenuation coefficient, µ. It is the probability for γ-rays to interact with any material
per unit length as a function of γ-ray energy. For an homogeneous medium, this
attenuation coefficient can be expressed as
µ = n (σph + ZσC + σpp) , (2.4)
where n is the number of scattering centers per unit volume. If we consider the system
formed by a monoenergetic γ source, which is collimated into a narrow beam and
12
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allowed to reach a collimated detector after passing through a material of variable
thickness x, the intensity of the transmitted beam is expressed as
I(x) = I0e
−µx, (2.5)
where I0 is the incident beam intensity. One limitation of using the linear attenuation
coefficient is that it varies with the density of the absorber, although the materials
composing it do not change. By dividing the linear attenuation coefficient by the wet
density of the medium we are considering, we obtain the mass attenuation coefficient,
µm. This is the parameter found in tables as it is not dependent on the density.
Figure 2.3 shows the mass attenuation coefficient for the interaction of γ-rays with
SiO2. This composition corresponds to dry sand. We can see from the Figure that for
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Figure 2.3: Total mass attenuation coefficient for the interaction of γ-rays with SiO2
(red line). The blue line corresponds to the Compton effect cross section, the purple line
represents the photoelectric effect cross section and the grey line corresponds to the pair
production cross section.
low energies, the most probable interaction is photoelectric effect. For medium energies,
in particular between 511 keV and 1275 keV, Compton effect dominates the interaction.
This means that for this energy range, γ-rays will be more probable deflected in forward
angles or backscattered than absorbed. For higher energies, pair production starts to
be important as discussed above.
If the beam is not collimated, γ-rays can be emitted in any direction, be deflected
in the absorber and reach the detector. Thus, the transmitted spectrum will have more
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counts than in the case of a collimated source and they will be spread over a wide energy
region. To take into account this situation, the transmitted intensity is described by
I = I0B(x,Eγ)e
−µx.
The term B(x,Eγ), called the buildup factor, which may have many functional forms
and in most cases is determined experimentally.
2.3.2 Backscattering
Although the main concepts for the interaction of radiation with matter were already
explained, a model allowing the calculation of the number of photons backscattered
by the soil is necessary. In order to obtain an analytical approximation of the number
of photons scattered in each volume element of the soil, let us suppose the simplified
set-up shown in Figure 2.4. A collimated and monoenergetic source is placed above
Source
Detector
Secondary beam
Soil
Collimator
Primary beam
Volume element
s
θ
p
Figure 2.4: Simplified set-up to model the backscattering of radiation in soil. It assumes
a collimated source, and a detector of 100% intrinsic efficiency.
the soil. It is assumed that there will be no interactions of radiation in the air between
the source and the soil. After reaching the soil, the primary beam travels a distance
p before interacting in the volume element dV . The number of photons reaching this
volume element per unit time is given by the number of photons emitted by the source
per unit time, N0, multiplied by the exponential attenuation of the beam. If the soil
has an homogeneous composition the number of photons reaching dV will be N0e
−µp,
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according to equation (2.5). If the soil does not have an homogeneous composition, it is
necessary to integrate the attenuation coefficient of each volume element along p. Out
of all the photons reaching dV we are interested in those scattered in the direction of the
detector. Thus, it is necessary to calculate the scattering probability. This probability
is given by the Klein-Nishina formula multiplied by the solid angle subtended by the
detector from dV , ∆Ω, and by the number of electrons in the volume element as
dσ
dΩ
∆ΩρedV,
where ρe is the electronic density of the particular volume element. After being scat-
tered, the secondary beam travels a distance s through the soil, in the direction of the
detector. In this path, the beam is also attenuated. Since this attenuation coefficient,
µ′ depends on the energy of the scattered photons which in turn depends on the par-
ticular angle of scattering, the attenuation of the beam going out of the soil to the
detector is not easy to obtain analytically. Again, if the soil is not homogeneous it is
necessary to integrate the attenuation coefficient over s. By assuming a detector with
100% efficiency, all the photons which go out of the soil will be recorded. By taking into
account all the factors described above, the number of photons reaching the detector
per unit time, scattered in the volume element dV , dS, is given by (21)
dS = N0exp
(
−
∫
µdlp
)
dσ
dΩ
∆ΩρedV exp
(
−
∫
µ′dls
)
+M(dV ; s, p), (2.6)
where we have added a multiple scattering contribution to take into account all the
photons that interact several times in the soil and finally go out in the direction of the
detector. This multiple scattering contribution has no analytical expression and must be
determined by simulation or by direct measurements. We can see that this simple model
suggests that the number of backscattered photons depends on the electronic density of
the medium and therefore this method may be suitable for detecting electronic density
differences in the soil. As the multiple scattering contribution for a given volume
element gives us no information about the electronic density of that particular volume
element (as it does not interact with it), it is considered as background and should be
subtracted from the detected signal.
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2.4 Detectors and related electronics
One of the most important parts of any experimental set-up is the detectors that are
used and the related electronics. This section describes the main characteristics of the
detectors used and the electronics needed.
2.4.1 Radiation detectors characteristics
In general, the operation principle of all detectors is the same: Radiation leaves all or
part of its energy in the mass of the detector where it is transformed in another form,
a charge or voltage signal, to make it accessible to humans. For charged particles, the
interaction with the detector volume consists of ionization of atoms of the material.
Neutral particles as neutrons or γ-rays, must first undergo some kind of reaction inside
the detector in order to create charged particles to ionize the atoms. The particular
way of collecting this ionized charge depends on the material of the detector and in its
design. In spite of the many types of detectors, some general properties may be defined
for all of them. The most important are:
• Sensitivity: Defined as the capability of a particular detector to produce a useful
output signal for a given type of radiation as a function of energy. Sensitivity
depends mainly on the cross section for ionization and on the detector mass. It
is also limited by the lowest amount of charge needed to be produced in order to
obtain a signal above the noise of the detector itself. Some materials with high
sensitivity to γ-rays are semiconductors as silicon (Si) or germanium (Ge) and
inorganic crystals as sodium iodine (NaI) or caesium iodine (CsI).
• Detector response: It refers to the characteristics of the output signal produced
by the detector. These characteristics also depend on the material of the detector
and on its mass. Gas detectors as Geiger-Mu¨ller produce the same output pulse
independently of the type or energy of the incoming radiation, while the height of
the output pulse of detectors as NaI and CsI has a relation with the total charge
collected or the energy deposited. This implies that the response of the detector
determines whether or not it is suitable for spectroscopy or if it is useful only in
counting events.
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• Energy resolution: When dealing with a detector capable of measuring the
energy of radiation, the most important characteristic is its capability of distin-
guishing two energies lying close to each other, called the energy resolution. An
ideal detector will show a sharp delta function for each detected energy, neverthe-
less, real detectors show a Gaussian shape characterized by its Full Width at Half
Maximum (FWHM). This width arises because the uncertainty in the number of
ionizations produced inside the detector volume, because of electronic noise in-
side it or in the electronic modules following the detector or because incomplete
charge collection. The resolution of a detector at the energy Eγ is defined as
Resolution =
FWHM
Eγ
,
and it is usually expressed as a percentage. An NaI detector has about 8%
resolution for γ-rays of 1 MeV, while for a Germanium detector at the same
energy the resolution is about 0.1%. Figure 2.5 shows a comparison between the
experimental spectra obtained for Germanium and NaI when detecting an energy
of 511 keV.
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Figure 2.5: Comparison between the energy resolution of a NaI (green line) and of a
Germanium detector (red line) for an incident energy of 511 keV.
• Response time: It is the time that the detector takes to form the signal af-
ter the arrival of the radiation. For a good timing, the signal should have two
characteristics: First, its leading edge should be as close as possible to a vertical
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line. In this way a precise moment is marked by the signal as the beginning of
the event. Second, the duration of the signal should be as short as possible. This
is because if during this time another event arrives to the detector, it would not
be processed, either because the detector would not respond or because it will
be added to the previous signal generating what is called pile-up. The timing
characteristics of a detector depend mainly on the physical process whereby the
energy deposited in the detector by radiation is transformed into a measurable
pulse.
• Detector efficiency: Efficiency refers to the amount of the incident radiation
that the detector converts to a measurable pulse. Two types of efficiency are
defined when discussing radiation detectors: The absolute efficiency and the in-
trinsic efficiency. The absolute efficiency, also called total efficiency is defined as
the ratio between the number of events recorded by the detector and the number
of events the source actually emitted:
εtot =
events recorded
events emitted by the source
.
εtot depends on the detector-source geometry and the interaction probability of
γ-rays in the detector. The intrinsic efficiency is defined as the ratio between
the events registered by the detector and the fraction of photons emitted by the
source that reach the volume of the detector as
εint =
events recorded
events impinging on the detector
.
Defined in this way, intrinsic efficiency only depends on the interaction cross sec-
tion of the incident radiation on the detector. As described in previous Sections,
the interaction cross section depends on the incident energy and increases when
the number of scattering centers per unit volume increases, thus for a given radi-
ation energy high density materials or materials with high Z will have a higher
efficiency. Other parameters affecting efficiency are particular of each type of
detector.
• Dead time: It is the time the detection system needs to process a signal arriving
to the detector, and is closely dependent on the response time. It is the result
of the time the detector needs to produce a signal and the time the electronic
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modules following the detector require to process the pulse. Dead time does not
only depend on the response time of the detector, but also on the rate of events
arriving to it.
When choosing the detectors to be used in a particular experiment, is of prime
importance to decide the energy resolution, response time and energy efficiency they
should have. Semiconductor detectors have a high energy resolution, but their efficiency
is very low and its response time is very long. For scintillators, the response time can
be as short as some nanoseconds (for some plastic scintillators), but they have a poor
energy resolution. Thus, election of detectors to be used depends on the particular
goals of the experiment and on the availability of equipment.
The present work used a Germanium detector to obtain precise information about
the energy of the γ-rays and a plastic scintillator to have a precise timing information.
Next sections describe this two types of detectors.
2.4.2 Scintillation detectors
Scintillators are materials (solid, liquids or gases) that produce sparks or scintillations of
light when radiation passes through them. The response of a scintillator to γ radiation
is linear, thus the energy of the light produced by the scintillation will be proportional
to the energy deposited by the radiation in the detector volume. The amount of light
produced by a scintillator is very small and needs to be amplified before recording it as a
pulse. The device in charge of this light amplification is known as a photomultiplier tube
or PMT. This is an evacuated tube with a photocathode at its entrance and dynodes
inside it. The photons coming from the scintillator collide with the photocathode,
usually made of caesium or antimony, and electrons are emitted. The charge produced
in the photocathode is proportional to the energy of the light colliding with it, thus the
total amount of charge produced is proportional to the energy of the incident radiation.
Electrons created in the photocathode are guided by an electric field successively to the
dynodes, which are covered with a substance that emits secondary electrons. A typical
PMT may have up to 15 dynodes. At the end of this amplification process, the PMT
delivers an output charge pulse around 106 times stronger than the original. After
amplification, charge goes to a sequence of electronic modules in order to be recorded.
These modules will be described in next Section. Due to thermionic emissions from
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the photocathode, PMT’s will always have an intrinsic noise called dark current. This
effect will contribute to the dead time of scintillators.
The mechanism by means of which scintillator materials produce sparks depends
mainly in its composition. In order to describe the general properties of scintillators,
three main groups are defined: Organic crystals, inorganic crystals and gaseous detec-
tors. Below the main properties of organic scintillators are described.
2.4.2.1 Organic Scintillators
Organic scintillators are materials classified as aromatic compounds and consists of
planar molecules of carbon chains. The detector itself is obtained by combining appro-
priate organic compounds in different concentrations. The substance with the highest
concentration is called solvent, and the other substances are called solutes. Some sol-
vents used for organic scintillators are benzene (C6H6) and toluene (C6H5CH3), while
for the solute p−Terphenyl is used. For this kind of detectors the light emission is a re-
sult of molecular transitions: Ionizing radiation passing through the detector may give
some part of its energy to a molecule and rise it to an excited state. In order to decay
to the ground state the molecule undergoes two processes. In first place, it releases
some of the energy through lattice vibrations, a process that dissipates the energy as
heat. After that, the molecule emits a photon to reach the ground level. Since part of
the incident energy was previously dissipated, the photon is emitted with lower energy,
as a visible light photon. For organic scintillators, the time needed to form a signal is
of some nanoseconds, thus this kind of detectors are very useful for timing applications.
Nevertheless even the best organic scintillators have very low scintillation efficiencies,
thus its energy resolution is poor.
Organic scintillators may be solids, liquids or plastics. Plastic scintillators present
the advantage that they do not need a container and that they can be manufactured in
almost every shape. They are inert to water, air and many chemicals, thus can be used
in a wide range of circumstances. Its decay time is around 2-4 ns but since its density
is around 1 g/cm3, and its atomic number is not very high, its efficiency is low.
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2.4.3 Semiconductor detectors
Germanium and silicon detectors are the most common materials used to build semi-
conductor or solid state detectors. The mechanism of charge collection in solid state
detectors is based on the creation of electron-hole pairs inside the crystal structure: In
semiconductors, the valence band and the conduction band are separated by a small
energy gap of around 1 eV. If temperature is low enough to avoid electrons to go to
the conduction band because of thermal fluctuations, γ radiation interacting with the
detector volume will create electron-hole pairs, that we can subsequently collect using
an electric field. As the energy gap for germanium is of only 0.67 eV, a temperature
as low as 77 K is needed to avoid thermal effects. The gap for silicon is of 1.12 eV,
thus these detectors may be operated at room temperature. In semiconductor detec-
tors, the amount of charge produced is also proportional to the energy of the incident
γ-ray. Energy resolution depends on the precise collection of the charge created by
radiation, and this in turn depends on the number of electron-hole pairs produced and
on the mobility of these charge carriers inside the crystal. It is important to realize that
every semiconductor crystal has some impurities (that can render the crystal p-type
or n-type), and large impurities concentrations may affect the mobility of the charge
carriers. Nowadays, the most common semiconductor detector for γ radiation is the
high purity germanium detector (HPGe or Ge) which can be produced in many shapes,
as planar, coaxial or well type, in order to fulfill the experimental requirements.
As it was said before, the advantage of semiconductor detectors is their good energy
resolution. For a Ge detector, the FWHM at 1000 keV is around 2 keV, thus having a
resolution of 0.2%. On the other hand, its efficiency is not so high as the efficiency of
some scintillators. The relative efficiency of a germanium detector, defined as the ratio
between the number of counts recorded when placing a 60Co source 25 cm away from the
detector and the counts recorded by a Na(Tl) under the same conditions, is about 40%.
The timing characteristics of semiconductors are determined by the charge collection
mechanism. As charge carriers must travel to the corresponding electrode, the time
needed to completely collect the charge produced by a γ-ray depends on the position in
the crystal where the photon interacted, thus, each output pulse has a different form.
A typical time for signals in a Ge detector to be collected is about 120 ns, making this
detector a very slow one.
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2.4.4 Electronics
Once the charge produced by the radiation inside the detector is collected, it is necessary
to convert it into a signal that can be processed by humans in order to extract the
information carried by each pulse. This process is done by a sequence of electronic
modules that can be analog or digital. As a first step, the charge pulse must be
converted in a voltage pulse. This is done in a module called preamplifier. After this
conversion, the pulse may be processed to obtain information about the energy of the
incident γ-ray or the moment when it arrived to the detector. Next section describes
briefly the operation principle and the handling of the main modules used to process
the charge signal coming from a detector.
2.4.4.1 The preamplifier
As it was said before the preamplifier or preamp is the first stage of pulse processing
after the detector itself. Besides converting the charge signal into a voltage signal,
the preamp also couples the impedance of the detector and the subsequent modules
and reduces the noise in the detection system. There are three types of preamplifiers
available: charge-sensitive, current-sensitive and voltage-sensitive. Charge-sensitive
preamplifiers are the most commonly used for spectroscopy. This type of preamp
mainly consists of a field-effect transistor (FET) with a feedback capacitor, Cf , of
about 1 pF and a feedback resistance, Rf , of 1000 MΩ. Its charge conversion gain is
around 10 mV/pC and its noise level is less than 10−15 C. A typical output voltage
pulse of a charge-sensitive preamplifier is shown in Figure 2.6. The rise time of the
signal, defined as the time needed to go from 10% of the total amplitude to 90% of
this amplitude, is determined by the specific mechanism of charge generation in the
detector, and is related to the response time. The fall time of the pulse depends only
on the preamplifier characteristics, and is given by 1/(RfCf ).
2.4.4.2 Energy modules
• Amplifier:
In order to obtain the energy of the incident γ-ray, the first step to follow is to
feed voltage pulses coming from the preamp into a spectroscopic amplifier or amp.
This module has two main tasks. In first place, it amplifies the incoming signal.
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Rise time ≤ 5 µs
Fall time ≈ 100 µs
Figure 2.6: Typical shape of the output voltage pulse of a charge sensitive preamplifier.
The rise time of the signal depends on the mechanism of charge collection of the particular
detector, while the fall time is given by preamplifier characteristics.
As seen before, the amplitude of the pulse is proportional to the energy, thus
spectroscopy amplifiers must have a strictly linear relation between the amplitude
of the input and the output pulses. The amplification gain can be adjusted by the
user. Second, it shapes the signal in a convenient way. This shaping is necessary
because pulses coming from the preamp have a long tail (τ = 1/(RfCf )), and if
a second pulse arrives within the period τ , it will be superimposed on the tail
of the first pulse and its amplitude will be increased. Most amplifiers perform
this two tasks by using a method called RC differentiation-integration. This
technique consist on passing the pulse through a sequence of CR differentiator and
RC integrator circuits. In terms of noise-to-signal characteristics, the optimum
shaping is a semi-Gaussian shape, obtained after four or five RC−CR stages.
The main characteristic of the output pulse of an amp is its FWHM, which can
be settled manually to 0.5, 1, 2, 4, 6, 12 µs. If the time chosen is too long,
depending on the count rate, there will be pile-up of these signals, but if it is
chosen too short, the signal will not be completely integrated, and information of
the energy will be lost, an effect known as ballistic deficit (19). One undesirable
effect of RC differentiation-integration is that the output pulses may present
an undershoot from the base line. If other pulse occurs before this undershoot
returns to the base line, information of the amplitude of the second pulse will
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be distorted. Fortunately, this effect may be eliminated by setting an amplifier
parameter called pole/zero cancellation. To set up this parameter is of prime
importance for a proper data acquisition.
• Analogue-to-Digital converter:
This module, also known as ADC or A/D is in charge of converting the analogue
signal coming from the amplifier into a digital signal. It usually accepts input
voltage pulses from 0 to 10 V and its output is a digital number that corresponds
to the peak height. In order to do this conversion, the ADC divides the 10 V
scale into a number of channels that can be set manually in a range between
28 = 256 to 213 = 8192. Then, it determines the channel that corresponds to the
height of each pulse and uses the channel number as its output. One additional
functionality of most ADC’s is a GATE input. When connected, this input causes
that signals coming from the amp to be converted only if within certain time after
the arrival of the pulse, called linear gate, a square pulse arrives to GATE input
of the ADC. This is very useful when time coincidences between detectors is
desired. Finally, many ADC’s have a pile-up rejection circuit, which together
with the amplifier prevents piled signals to be processed by the ADC.
• Multichannel Analyzer:
The Multichannel Analyzer or MCA is a device that takes the number sent by
the ADC and makes a histogram out of the numbers. To do that, it adds a count
on a memory direction which is proportional to the channel number each time
the ADC sends a number. This histogram can be stored as a text file or can be
viewed on a computer with a visualization program as Genie2000 (produced by
Canberra (22)) or GammaVision (produced by Ortec (23)).
2.4.4.3 Timing modules
• Timing Filter Amplifier:
When dealing with timing application, the first thing to do is to make sure that
the voltage signal coming from the preamp has a rise time short enough as to be
used for marking a moment as the occurrence of the event. Detectors with a fast
response time, as plastic scintillators can be directly used to generate a square
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pulse by means of a discriminator, while slow detectors, as semiconductors, need
an additional processing. The Timing Filter Amplifier (TFA) is the module in
charge of this pre-processing of slow signals. This module consist of a single
RC-CR stage which helps shaping the signal into a narrower pulse. The main
difference between a TFA and a spectroscopic amp is that in a TFA the most
important parameter is not the height of the pulse but its fast amplification. In
this case, the parameters that the user can select are the particular integration
and differentiation time constants, to generate an output pulse with a width of
some nanoseconds. Although in general, identical differentiation and integration
times give the best output pulse, particular applications may require different
settings. In this case the pole/zero control and the amplification gain should also
be adjusted.
• Constant Fraction Discriminator:
Once we have a signal of some nanoseconds width, the next step in timing appli-
cations is to generate a logic square pulse indicating the time in which the signal
occurred. Although many methods to do this have been developed, the two most
common are the leading-edge method and the constant fraction method. In the
leading-edge method a discriminator is used to emit a logic pulse once the leading-
edge of the input signal crosses a voltage threshold. This method is simple but
when pulses occurring at the same time have different amplitudes, the discrimina-
tor will emit the output pulse at different times. This time uncertainty is called
Time walk. Figure 2.7 a) shows graphically this effect. The constant fraction
method overcomes the drawbacks of the leading-edge method by selecting in a
different way the moment when the logic pulse is emitted. In this case, the output
is triggered when the input pulses passes a constant fraction of its total height,
f . As a first stage the input pulse is attenuated by the factor f , in parallel, the
original pulse is inverted and delayed and finally the two pulses are added. This
delay time can be chosen by the user and must be lower than the rise time of the
pulses used as input of the module. When the latter pulse crosses the zero line,
the logic pulse is emitted. In this way, pulses occurring at the same time generate
logic pulses at the same moment independently of their amplitude or rise time.
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b)
Leading−edge Constant fraction
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Figure 2.7: Graphical explanation of the time walk. The left part shows the result of a
leading-edge discriminator method, which causes that pulses with different amplitudes to
generate square pulses at different times. The constant fraction method overcome this prob-
lems emitting the pulse when the signal crosses a constant fraction of its amplitude.(24).
This is illustrated in Figure 2.7 b). The constant fraction discriminator module
or CFD is in charge of performing the operation described above.
• Majority Logic:
The logic pulses resulting out of on the CFD can be used to determine whether
or not two events coming from different detectors occurred at the same time. The
Majority logic is the electronic module in charge of this. This module accepts
several inputs and allows the user to select the logic operation between them. In
particular, if the logic operation AND is selected, the output of the majority logic
will be a logic true if the two input pulses arrive in such a way that they overlap,
and a logic false if they do not.
• Gate/Delay generator:
Gate/Delay generators are devices which generate variable width gate pulses or
delayed gates in a range from a few nanoseconds to few seconds. The desired
width or delay can be selected by turning a front panel screw while viewing the
signals on the oscilloscope. Gate generator functionality is required when the logic
output pulse from another module needs to be re-shaped, while delay functionality
is used to optimize timing experiments using fast and slow detectors.
26
CHAPTER 3
EXPERIMENTAL SET-UP
In order to study the interaction of γ radiation with soil, it was studied both the trans-
mission and the backscattering of 511 keV γ-rays through two different types of soil.
Next section describes the geometrical experimental set-up used for the transmission as
well as for the backscattering experiments. Subsequentely, the electronic configuration
used in all experiments is explained. Finally, a discussion about the preparation of the
soil samples is made.
3.1 Geometrical set-up
3.1.1 Transmission
The schematic arrangement of the experimental set-up used for the transmission ex-
periments is shown in Figure 3.1. A polyethylene box of 33.6 cm long, 18.6 cm width
and 30 cm height, was used as the container for the soils under study. The thickness
of the box walls was 4 mm. It was important that the container was built with ma-
terials of low atomic number, to keep the background coming from the interaction of
radiation with the box walls as low as possible. Although σph is low for acrylic, σC
is not negligible and thus it will generate a constant background in all measurements.
At the bottom of the box, a 22Na γ source was attached. The source used was an
IDB Holland standard sealed 22Na source, model CAL2600 with an activity of 1 MBq
in July 2007. Above the plastic container, 31 cm from the source, a HPGe detector
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z Soil
Lead
Ge detector
Acrylic container
33.6
21
31
Na
22
PMTPlastic
Detector
Table
Cryostat
Figure 3.1: Schematic set-up for the transmission experiments, which consists of a HPGe
detector, a plastic detector, a 22Na γ source and an acrylic container to place the soil. All
the number represent the lenghts in centimeters.
was placed. The detector used was a Canberra GC1019 coaxial germanium detector of
4.65 cm of diameter and 4.75 cm of length attached to a canberra Big Mac cryostat.
Its relative efficiency was 10% and it had an energy resolution of 1.9 keV at 1.33 MeV.
Below the container and the source, a plastic scintillator was placed. In this case, a
Scionix Holland detector, coupled to an Ortec photomultiplier base with preamp and
power supply was used. The size of this detector was 5 cm in diameter and 5 cm in
length. The distance between the source and the plastic detector was fixed to 21 cm.
The entire set-up is placed on a lead base 5 cm thick in order to avoid backscattering of
radiation in the experimental table used. The physical set-up used to hold the container
and the HPGe in their places were made of 2 mm thick metal carcase.
22Na decays by emitting a positron and a 1274.5 keV γ-ray as shown in the decay
scheme of Figure 3.2. When interacting with an electron of the medium, the positron
annihilates and produces two γ-rays of 511 keV traveling in opposite directions. One
of these rays can go to the plastic detector while the other one goes in the direction
of the soil and may interact with it. By connecting the two detectors in the electronic
configuration known as time coincidences, the energy spectrum detected by the HPGe
corresponds to the transmission of 511 keV γ-rays. Using this spectrum it is possible
to analyze the interaction of these rays in the soil. This electronic configuration will
be explained in next Section. The study was performed by placing layers of soil of
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2.6 a
3.63 ps
22Na
22Ne
β+
1274.5 keV
Figure 3.2: Decay scheme of 22Na. It decays by β+ emission to an excited state of 22Ne
and then a 1274.5 keV γ-ray is emitted.
different thicknesses inside the container and recording the energy spectrum in the
HPGe detector for each value of soil thickness. The measurement time was 15 min for
each soil layer and layers from 1 cm up to 19 cm were measured. The experiment was
repeated varying soil water content, wet density and composition.
3.1.2 Backscattering
The schematic set-up used for the backscattering experiments is shown in Figure 3.3.
For this case, the HPGe detector is placed below the container, next to the γ source.
z Sand
Lead
Ge detector
22Na
Acrylic container
21
5
33.6
9.4
PMT
Plastic
Detector
Table
Cryostat
Figure 3.3: Schematic set-up used for the backscattering results. It uses a HPGe detector,
a plastic scintillator, 22Na γ source and an acrylic container to place soil layers. The
numbers indicate lengths in centimeters.
The distance between the source and the central part of the detector for this set-up
was 9.4 cm. In this case, the 511 keV γ-ray which goes to the soil, may interact with
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it and be backscattered in the direction of the detector. By connecting the HPGe
and the plastic scintillator in coincidences, the energy spectrum recorded by the HPGe
allows us to study the backscattering of radiation in soil. A lead wall 5 cm thick was
placed between the source and the HPGe in order to avoid γ-rays to directly reach the
detector without interacting with the soil. Because of the lower counting statistics, the
measurement time for the backscattering spectra was of 30 min for each soil layer. As
for the transmission experiments, layers of soil from 1 cm up to 19 cm, were placed in
the container and the energy spectrum was recorded in the HPGe. Properties of the
soil were also modified. It is to note that for both transmission and backscattering the
1274.5 keV γ-ray coming from the 22Na source will contribute to accidental coincidences
and thus will represent a background for all measurements. Although connecting the
detectors in time coincidences reduces this contribution, it will always be present in the
measurements.
3.2 Electronic set-up
The first achievement of this work was to properly set-up, configure and make a fine
tuning of the electronic set-up known as time coincidences using the fast electronic
modules available. The set-up of slow time coincidences was previously configured (25)
and was used as a guide to the new set-up.
Figure 3.4 shows the block diagram of the fast coincidences electronic configuration.
The first step is to apply the proper high voltage to each one of the detectors. For
the case of HPGe this is 3500 V while for the plastic scintillator it is of 1000 V. As
described in previous sections, the charge signal coming from a detector is converted
into a voltage signal by the preamplifier. The rise time of this voltage signal depends
on the charge collection mechanism. For the case of the coaxial HPGe, it depends
on the specific place inside the crystal where each photon interacts, on the size of the
crystal and on the intensity of the electric field inside it. HPGe is a slow detector,
which in turn means it has a high energy resolution, and rise times of signals coming
from it may last as long as some µs. For the case of the plastic scintillator, the rise
time depends on the decay time of the excited states of the crystal molecules, and
for the detector used it was around 7 ns. This is a very fast detector, although its
30
3.2 Electronic set-up
Plastic
Scintillator
Ge
CFD
High
Voltage
Logic
Majority
Preamp
TFA
Amp
Delay
gate
in
ADC
Preamp CFD Gate Gate
Timing
Energy
Figure 3.4: Block diagram of the electronic configuration of fast coincidences. Each
detector is connected to a voltaje source. The voltaje pulse comming from the preamplifier
of the plastic scintillator is fed to a Constant Fraction Discriminator (CFD) to obtain a
square pulse. This pulse passes through a two-stages gating process before being fed to the
logic unit. The output pulse of the Ge detector goes to two different electronic branches.
In one hand, it is fed to a Timing Filter Amplifier (TFA) to obtain a narrower pulse. After
that it goes to a CFD and to the logic unit. The output of the logic unit is a square pulse
indicating weather or not the pulses from both detectors arrived in coincidences. On the
other hand, the signal is fed to an spectroscopic amplifier in order to measure its energy. An
Analoge-to-Digital Converter (ADC) is in charge of processing the energy pulses arriving
in coincidences in both detectors.
energy resolution is so poor that it is not possible to distinguish a photopeak. It is
to note that the pulses coming from the plastic detector have a uniform rise time,
while the pulses coming from the germanium have different rise times because of the
dependence with the interaction position. Figure 3.5 a) shows a typical output pulse
from the HPGe preamp and Figure 3.5 b) shows the output pulse of the plastic detector
preamplifier. The time scale for the part a) of the Figure is 40 µs per division, while
in part b) it is 40 ns per division. The polarity of the output signal depends on the
preamplifier used. Because of the difference in the timing characteristic of these two
detectors, the signals coming from them need a different electronic processing. For the
case of the plastic scintillator, the preamp output pulse is good enough to be used to
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b)a) Rise time ≤ 5 µs
Fall time ≈ 100 µs
Rise time ≤ 5 ns
Fall time ≈ 20 ns
Figure 3.5: a) Output pulse from the preamplifier of a HPGe detector. The rise time is of
some µs and the rise time is around hundreds of µs. b) Output pulse from the preamplifier
of a plastic scintillator. In this case the rise and the fall time are around some ns.
determine a time of occurrence of the event. This was done by feeding this signal into
a Canberra Quad Constant Fraction Discriminator Model 454 (26). The delay time
selected for this detector was of 5.4 ns. For the case of the module used, this time is
selected by varying the length of a lemo cable connected to the front of the module.
The output pulses of the CFD are shown in Figure 3.6 a). We can see from the Figure
that these output pulses are emitted at many different times and create what is called
time jitter. This effect is generated because of the noise in the detector. The CFD has
a threshold than can be modified to avoid the module to process low amplitude signals,
than can be considered as noise, nevertheless because of the detector low resolution,
all the signals produced by the plastic scintillator have low amplitude, then it is not
possible to eliminate the noise in this way. Then, to overcome this jitter, the logic
output pulse of the CFD goes to a Phillips quad gate/delay generator Model 794 (27),
where the width of the signal is set to be long enough to envelop all the jitter. This
gate was set to 2 µs. Although the latter signal can be used to mark the time of arrival
of the γ-ray to the plastic scintillator, it is too wide to be used as an input for the next
electronic stages, thus it is processed again by the gate/delay generator and converted
in a 300 ns wide logic pulse. Figure 3.6 b) shows the resulting square pulse to be used
as a time stamp for the plastic scintillator after the two gating processes. On the other
hand, the preamp of the HPGe detector has two different outputs: The output labelled
as “Timing” has an impedance of 50 Ω and is used to obtain the information about
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b)a) Width = 90 ns Width = 300 ns
Figure 3.6: a) Output pulse from CFD of a plastic detector. We can see repetitions of
the square pulse, which is called time jitter effect. b) The previous pulse after two gating
processes. We can see that the signal is wider but the time jitter is completely removed.
This signal is used as a time stamp for the plastic scintillator.
the time of occurrence of the event. Since this signal is too wide, it cannot be used
as an input to the CFD, then it is fed into a Canberra Timing Filter Amplifier Model
2111 (28) in order to make it narrower. Figure 3.7 a) shows the output signal of the
TFA. It is clear that this signal is narrower than the original pulse from the amplifier
b) Width = 100 nsRise time = 120 ns
Fall time = 200 ns
a)
Figure 3.7: a) Output pulse from the TFA for a HPGe. We can see that the width of the
signal is lower than the output of the preamplifier. b) Pulses coming from the CFD when
using part a) of this figure as an input.
shown in Figure 3.5 a), nevertheless as a result of this process, information about pulse
height is lost. This new signal is fed into the Canberra CFD to obtain a logic pulse
indicating the moment of occurrence of the interaction. For this case the delay chosen
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was 50 ns. Figure 3.7 b) shows the logic pulse generated in the CFD by the pulse
coming from the TFA. We can see that for the HPGe, the output of the CFD does not
present the same jitter than for the plastic detector. This is because in this case, it is
possible to set the threshold level to avoid the noise. The output of the CFD, requires
no further processing and can be used as a time stamp for the germanium detector.
The next electronic stage is to compare the arrival time of the photon to each detector
to determine if they arrive within certain period or time. This operation was done in
the Phillips Quad Majority Logic Model 754 module (29). The logic pulses obtained
both from plastic scintillator and from HPGe are used as inputs of the majority logic
module, to obtain a logic pulse indicating a coincident events. Figure 3.8 shows the
time stamps of each detector, which are fed into the majority logic as well as the output
pulse of this latter module. The width of each pulse was optimized to obtain the highest
number of coincidences. The output pulse from the majority logic module needs to be
processed by a gate/delay generator in order give it some delay before using it in the
next and last stage of the electronic set-up.
Germanium Detector 
Coincidences output
Plastic Detector 
Figure 3.8: The dark blue line corresponds to the time stamp of the HPGe detector while
the light blue line corresponds to the time stamp of the plastic scintillator. This signals
are fed into the majority logic to obtain a coincidence pulse as shown by the purple line
The second output signal of the HPGe detector is labeled as “Energy” and has an
impedance of 93 Ω. This signal is used to obtain information about the energy deposited
by radiation in the volume of the detector. This is done by feeding this signal into a
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Canberra Spectroscopy Amplifier Model 2026 (30), which gives a semi-Gaussian shape
to the pulse with an amplitude proportional to the energy of the incident radiation as
seen in the previous Chapter. It is very important to make sure that all the amplifier
parameters are properly adjusted in order to keep the information about the energy
deposited in the crystal unaltered. Figure 3.9 shows the semi-Gaussian signal obtained
from the amplifier and a comparison with the original pulse coming from the preamp.
It is clear that the amplifier converts this pulse in a narrow signal, although not as
narrow as the one obtained in the TFA. This signal is fed into an ADC in order to
measure the peak height as explained in the previous Chapter. The link between the
Fall time ≈ 100 µs
FWHM = 1 µs
Figure 3.9: Comparison between the output pulse of the HPGe preamplifier (dark blue)
and the output pulse of a spectroscopy amplifier (light blue). The latter signal height is
proportional to the energy deposited by radiation in the detector.
timing branch of the electronics and its energy branch is done by connecting the logic
coincidence signal obtained at the end of the timing branch described above into the
Gate input of the ADC. In this way, only signals occurring in coincidences in the two
detectors are processed by the ADC, sent to the MCA and visualized in the computer.
The electronic configuration was the same both for transmission and backscattering
experiments, and all the parameters mentioned above were tuned to their optimum
value.
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3.3 Samples preparation
As mentioned before, the experiment was performed with two different types of soil.
The first type of soil used was yellow sand. The sand was bought in a chain store, it
was dried for 24 hours, then it was reduced to powder in order to remove the aggregates
and finally it was sieved with a 1 mm sieve in order to guarantee its homogeneity. By
applying the field method it was determined that the texture of this sample correspond
to a completely sand texture (see Figure 2.1). In this case, experiments were performed
varying the water content from 0 to 15% and measurements were repeated several times.
The second type of soil used was farming soil, found at the campus of the Universidad
Nacional de Colombia. This soil was also dried, reduced to powder and sieved, and by
applying the field method its texture was determined to be silty loam. For this soil,
measurements were made for only two different water contents: 0 and 21.3% because of
the experimental difficulties as keping the soil density constant, and the fact that this
soil type absorbed water from the air, making difficult the water content measurement.
In order to obtain the exact composition of each type of soil, X-ray fluorescence (XRF)
measurements were performed at the XRF Laboratory of the Universidad Nacional de
Colombia. Table 3.1 shows the composition of the sand used in the experiment and
Table 3.2 shows the composition of the farming soil.
In both cases, SiO2 was the compound with a higher concentration within the sam-
ple. For the case of sand, less than 4% of the sample corresponded to other compounds
or elements. For the case of farming soil, there is almost a 40% that do not correspond
to silicon dioxide but to other compounds. It is to note that if added, the components
of farming soil do not sum 100%. This is because some organic matter present in the
sample cannot be measured with this technique and the same happens for heavy ele-
ments as uranium. Nevertheless, when required for a calculation, all the compounds
in the sample were taken into account and normalized to 100%. These two types of
soil were chosen for two main reasons: In first place, they present a simple compo-
sition, which makes them suitable for studying the interaction of radiation with soil
both theoretically and experimentally, and second, because in good approximation they
represent most Colombian soils seen in Chapter 2.
As mentioned before, experiments were performed varying the water content of the
soil. In order to ensure homogeneity in the samples, the humidification process was
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Element or Compound Concentration
SiO2 96.18 %
Al2O3 1.21%
TiO2 0.23%
Fe2O3 0.19%
CaO 0.05 %
K2O 0.05%
Na2O 0.04%
P2O5 0.03%
Zr 216 ppm
S 37ppm
Sr 28 ppm
Ni 24 ppm
Zn 15 ppm
Pb 11 ppm
Rb 9 ppm
Table 3.1: Sand composition obtained by XRF. The major component of the sample is
SiO2.
performed in a very careful way: A small amount of dry soil, approximately 300 g
was mixed with the amount of water needed to obtain a given water content. The
mixing process was repeated until all the dry soil was mixed with water and then all
the wet soil was placed together and mixed again. Once the soil was uniformly wet,
layers of different thickness of this soil were placed inside the plastic container and
a measurement was made. It was important to keep the container of the wet soil
covered in order to minimize the amount of water being evaporated. Also, a more
accurate measurement of the water content was made by thermogravimetry. After the
measurements corresponding to each water content percentage were finished, the soil
was dried again in an oven for 24 hours and the process was repeated for the next water
content wanted. As seen in previous chapter, the wet density of the soil is related to its
water content and porosity. For the experiments it was of prime importance to keep the
wet density constant for the different thicknesses of the soil for a given water content.
To do this, the mass of soil required to fill the respective layer was fixed and carefully
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measured.
The amount of data files generated in the experiments made necessary to use a
toolkit to analyze them in an effective manner. All the analysis were performed using
the toolkit ROOT (31), developed by CERN in the frame of the Large Hadron Collider
Experiment.
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Element or Compound Concentration
SiO2 60.57%
Al2O3 12.89%
Fe2O3 2.40%
CaO 1.54%
MgO 0.69%
TiO2 0.57%
P2O5 0.51%
K2O 0.49%
Na2O 0.55%
MnO 0.04%
Ba 476 ppm
S 244 ppm
Zr 191 ppm
Sr 162 ppm
V 118 ppm
Zn 116 ppm
Cr 86 ppm
Pb 44 ppm
Cu 31 ppm
Rb 23 ppm
Ni 20 ppm
Table 3.2: Farming soil composition obtained by XRF. We can see that it is mainly SiO2
although other compounds are also important. The components do not sum 100% as some
organic matter and the heavy elements concentration cannot be determined with XRF.
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CHAPTER 4
TRANSMISSION RESULTS
As explained before, transmission spectra were obtained for two different soil types vary-
ing both the thickness of the soil layer and its water content. To study the interaction of
radiation with soil, it is necessary to understand the spectrum that is obtained without
any medium between the source and the detector and the changes that the presence
of soil generates on it. Figure 4.1 shows the typical shape of a transmission spectrum
through air for a 22Na γ source measured with a HPGe. The region corresponding to
the lower energies that we can see in the Figure is the Compton region. This region
appears because some of the photons that reach the detector undergo Compton effect
inside it. The scattered photon leaves the detector and the recoil electron is collected.
The energy of the recoil electron can be calculated by subtracting the energy of the
scattered photon given by equation (2.2) to the incident energy of the photon. The
highest energy available for the recoil electron happens when the photon is scattered in
an angle of π rad, and for the case when the incident energy is 511 keV, the scattered
photon has a lowest energy of 170.4 keV, therefore the energy of the recoil electron is
340.7 keV. This is the energy which corresponds to the Compton edge and is the limit
of the region.
From 340.7 keV to 408.7 keV we can find a region that we have called double
scattering region. From Figure 4.1 b) we can see that this region has a behaviour that
is clearly different from the Compton region and also from the larger energy region.
The counts on this region appear mainly because of two reasons. First, we have to take
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Figure 4.1: Spectrum of transmission of γ radiation through soil. We can define four
regions: From 0 to 340.7 keV the Compton region, from 341 keV to 408.7 keV the double
scattering region, from 408.7 keV to 505.0 keV the low angle scattering region and from
505.0 keV to 516.0 keV the photopeak region. Part b) shows a zoom on the three first
regions.
into account that the source emits a second γ-ray of 1274.5 keV (see Figure 3.2), and
the Compton region of this second emission goes up to 1062.0 keV. Thus, the double
scattering region is placed within the Compton region of the second peak. Second, we
need to consider that if the photon arriving to the detector is backscattered inside it,
there is a probability that it gets scattered again inside the germanium crystal and
then it escapes from the detector. The lowest energy of this second scattering can
be calculated from equation (2.2) and is 102.2 keV. In this case, the recoil electron
has an energy of 68.1 keV. Since the lapse of time between the occurrence of these
two events is too short compared with the charge collection time, the energy of the
two recoil electrons is added to obtain a total energy of 408.7 keV. Of course, it is
also possible for the photon to get scattered again inside the detector; nevertheless,
for the 102.2 keV γ-ray, the Compton interaction probability is low compared to the
photoelectric absorption. Table 4.1 shows the mass photoelectric interaction coefficient
(µm(ph)) and the mass Compton scattering coefficient (µm(C)) in germanium for the
511 keV, the 170.4 and the 102.2 keV γ-rays. The highest probability for the original
511 keV γ-ray is to undergo Compton effect and to be scattered with an energy that
is at least 170.4 keV. If the latter γ-ray escapes from the detector, the recoil electron
is counted in the Compton region. If instead of leaving the crystal, the γ-ray interacts
again inside it, it is 1.4 times more probable that it interacts via Compton scattering
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Energy (keV) µm(C) (cm
2/g) µm(ph) (cm
2/g)
511 0.0755 0.00335
170.4 0.109 0.0771
102.2 0.121 0.361
Table 4.1: Compton and photoelectric mass coefficients for photons of 511 keV, 170.4 keV
and 102.2 keV. We can see that after two scatterings the highest probability for the photon
is to be absorbed. Data taken from NIST (32).
than by photoelectric effect. In this case, if the double scattered photon escapes from
the detector the recoil electron will be counted in the double scattering region. If it
interacts again, it is almost 3 times more probable that it undergoes photoelectric effect
and thus, the total energy of the photon is collected and added to the photopeak region.
From 408.7 keV to 505.0 keV we have the region called low angle scattering region.
The counts on this region also appear partially because of the effect of the 1275.0 keV γ-
ray. A second contribution to this region comes from radiation scattered in the medium
surrounding the detector and which after losing part of its energy is completely absorbed
in the HPGe. In particular, if soil is placed between the source and the detector,
photons that are scattered by the soil in angles lower than 2π/9 rad = 40◦ can be
counted by the detection system in this region. Finally, from 505 keV to 517 keV we
have the photopeak. All the photons which are completely absorbed by the detector
without any previous interaction outside it are collected in this region. Table 4.2 shows
a summary of the energy regions described above.
Region name Energy range (keV)
Compton 0−340.7
Double scattering 340.7−408.7
Low angle 408.7−505.0
Photopeak 505.0−517.0
Table 4.2: Summary of the energy regions defined for the transmission spectra.
From the analysis of the number of counts in each region as a function of soil
thickness, density, etc., it is possible to obtain different characteristics of the soil.
In first place a discussion about the convenience of using coincidences will be made
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by comparing the resulting spectra for the same conditions both with and without
coincidences (singles). Then, by analyzing the number of counts in the photopeak we
will calculate the attenuation coefficient for the soil under each water content condition.
After that, and based on the data taken from the NIST database (32) we will calculate
the density of the soil for each situation. Finally an analysis of the number of counts
in each region will be performed in order to obtain characteristics of the interaction of
γ radiation with soil.
4.1 Use of coincidences
The first step in the analysis of the data taken was to study the importance of using
coincidences in our set-up. As seen in Chapter 1, most methods used to characterize
materials both using transmission or backscattering of radiation, require a collimated
source and use only one detector. The main reason to do this is because it is necessary
to clearly define the direction of the incident beam to be able to perform calculations
on the scattering angle. This kind of experiments have shown to be useful in the
determination of multiple characteristics of a great variety of materials. Nevertheless,
a major disadvantage of using these methods is the amount of radiation that is lost
in the collimator surrounding the source. In fact, less than 10% of the total radiation
emitted by an isotropic source is used in this kind of experimental set-up. This loss of
radiation in turn, increases the time of measurement and/or the activity of the source.
In both cases, it implies a higher exposure to radiation from people operating the
device. On the other hand, the use of a non-collimated source generates two additional
effects: First, γ-rays that do not interact in the sample can be scattered in any material
an reach the detector, thus being counted in the spectrum. Second, photons emitted
by the source which are scattered in the sample will not gives us information about
the sample properties as it is impossible to determine the scattering angle. These
counts distort the information obtained from the experiment and produce the effect
known as buildup. This latter effect depends on the sample dimensions and on its
composition and for the case of soil, its contribution to the recorded spectrum is very
high (33). Thus, in order to use a non-collimated source it is necessary to avoid the
buildup contribution. Figure 4.2 shows a comparison between the spectrum obtained
for a 22Na collimated source placed in front of the HPGe detector (also collimated), a
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non-collimated source and the non-collimated source connected in coincidences with a
plastic scintillator. In order to identify the differences between the spectra, in each case
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Figure 4.2: Comparison between the transmission spectrum obtained using a non-
collimated source (red line), a collimated source (green line) and non-collimated source
together with two detectors connected in time coincidences. Part b) shows a zoom on the
Compton region.
the maximum of the photopeak was normalized to one. We can see from the figure that
the spectra obtained with the collimated source and the one taken in coincidences are
very similar. The lower fluctuations in the coincidences spectrum appear because of
its higher statistics. Taking into account that in both cases the measurement time was
the same, we can clearly see the advantages of using the coincidences set-up instead of
a collimated source. Also, we can notice the big difference between the non-collimated
singles spectrum and the other two spectra. In this case we can see a big increase in the
number of counts in the Compton region. Figure 4.2 b) shows a zoom on the Compton
region where we can clearly see the difference in the number of counts. This difference
is due to the buildup counts arising from the interaction of γ-rays with the medium
surrounding the detector. If between the source and the detector different layers of soil
are placed, this excess in the counts of the Compton region increases rapidly with the
layer thickness.
Figure 4.3 shows the Compton region for the singles transmission spectra of a 22Na
non-collimated source when layers of different thickness of sand were placed between
the source and the detector.
From Figure 4.3 we can see how fast the number of counts increases in the Compton
region with increasing soil layer thickness. The double scattering region as well as the
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Figure 4.3: Comparison of the Compton region of spectra obtained for a non-collimated
source when layers of different thicknesses were placed between the source and the detector.
The number of counts in the region increases because of the buildup effect.
low angle scattering region intensity also increase with the thickness of the soil.
As seen in the previous Figures, the use of a non-collimated source represents some
disadvantages. In first place if used with a counter instead of with a spectrometer, the
number of counts obtained will have contributions both of photons transmitted through
the soil and multiply scattered photons. As seen in Figure 4.3 the total number of
counts is related to the soil thickness, thus there is a possibility of studying the buildup
factor of materials with this experimental set-up (34). If used with an spectrometer,
it would be possible to calculate the linear attenuation coefficient of the material by
using only the counts on the photopeak. Next subsection describes the results of this
calculation. Also, we can see from the Figures that the use of coincidences between two
detectors allows us to use a higher amount of the radiation emitted by the source and
the resulting spectrum is very similar to the one of a collimated source. Of course, the
major disadvantage of the coincidences set-up is that it implies to use a 22Na source
or any other β+ emitter. For this reason the energy of the radiation used is fixed to
511 keV, which in turn limits the depth that we can scan with our device. In spite
of the energy limitation, the use of positron emitters has as a major advantage the
possibility of obtaining images of the soil when used in combination with a position
sensitive detector as described in Chapter 1.
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4.2 Attenuation coefficient and density calculation
To obtain the linear attenuation coefficient for soil at different water contents, it is
necessary to find the number of counts that were transmitted through the soil as a
function of soil thickness. To do this, the photopeak region of each spectrum is fitted
by a function of the form
f(x) = Ae
−(B−x)2
2C2 +Dx+ E,
which represents a Gaussian function added to a linear background. x represents the
channel number or energy of the radiation. In this fit, A represents the amplitude of
the Gaussian, B its centroid and C its standard deviation. Once the Gaussian fit is
performed, the total number of photons transmitted through soil is calculated as the
integral of the Gaussian peak given by
Counts =
√
2πAC.
This total number of counts is plotted against the thickness of the soil layer for each
water content experiment in order to obtain the exponential attenuation coefficient.
The process was performed for data of sand at five different water contents both in
singles and in coincidences. The singles spectra were used to determine the feasibility
of using data of a non-collimated source to obtain properties of the medium.
Figure 4.4 shows the result of plotting the total number of transmitted counts as a
function of thickness for the case of having water as the medium between the detectors.
In this case coincidences were used. We can see that the number of counts present an
exponential decrease with the thickness. The uncertainty in the thickness of a layer
of water arises from the measurement procedure while the statistical uncertainty in µ
was obtained by the fit performed by ROOT. This error is reported in parenthesis after
the obtained value. The slope of this exponential fit corresponds to the attenuation
coefficient of water.
Figure 4.5 a) shows the total number of transmitted photons as a function of soil
thickness for the case of dry sand while Figure 4.5 b) shows the same result for sand at
4.9% water content. In both cases coincidences were used. It is to note that previous
results show that the dry sand has a residual water content of 0.02% (35). In these cases
we can also see an exponential decreasing behavior, although there are clearly some
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Figure 4.4: Number of counts transmitted through water as a function of water thickness.
We can see the exponential decrease of the counts. The attenuation coefficient found in
this case was µ = 0.0969(4) cm−1.
fluctuations which may be generated because, unlike water, as sand is placed in the
acrylic container, the upper layers can compress the lower layers. This self-compaction
generates some inhomogeneities in the soil that modify the linear attenuation coefficient
for each particular layer by a small amount. When doing the exponential fit we are
doing an average of the linear attenuation coefficient for all layers.
Figure 4.6 shows the result obtained for farming soil. Part a) of the Figure corre-
spond to dry farming soil (residual water content of 0.1(1)%) while part b) shows the
result obtained for 20.3(4)% water content. The exponential fit gives us a result of
µ = 0.81(2) cm−1 for dry farming soil and µ = 0.072(1) cm−1 for the wet farming soil.
After the calculation of µ for each set of spectra, we can plot its value as a function
of water content both for coincidences and for singles. Figure 4.7 shows this result for
the case of sand. The error bars represent only statistical uncertainty. The point at
θm =7% presents a larger error bar because for this set of data it was very difficult to
keep the wet density constant within layers. As mentioned in Section 3.3, the water
content was determined by placing small vessels full of sand in an oven for 24 hours. The
uncertainty in the water content arises from the standard deviation of the water content
obtained for the different vessels. We can see from Figure 4.7, that although there is
a variation on µ as a function of water content, there seems to be no clear tendency.
In all the measured cases the value of µ calculated using coincidences is lower than the
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Figure 4.5: Number of counts transmitted through a) dry sand and b) sand at 10.7(6)
water content as a function of sand thickness. In this case we can see some fluctuations for
thicknesses greater than 10 cm. It is explained by the self-compaction effect of the sand
layers.
one calculated in singles. This may be because singles spectra include a contribution of
buildup counts even in the photopeak region that distort the information. Nevertheless
the values obtained with the two methods are very similar. This fact indicates that
even in the case of using the singles spectra of a non-collimated source it is possible
to extract the value of µ for a material by taking into account only the counts in the
photopeak.
Since we know from XRF the composition of the sand that we used in the exper-
iment, which is listed in Table 3.1, we can use the NIST database (32) to obtain a
very accurate approximation of the mass attenuation coefficient for the sand used here.
Since the mass attenuation coefficient is defined as µ/ρwet, by dividing the value of
µ obtained from our data by the value of µm reported by NIST, we obtain the wet
density of the material. The result of this process, performed both on the data in co-
incidences and in singles, is shown on Figure 4.8. In this Figure we have also included
the calculation of the density performed by measuring the mass of sand we place in
the container and the volume occupied by this amount of sand, and dividing them as
mass over volume. We can see that the density value calculated with singles spectra is
higher than the one calculated in coincidences, as expected from Figure 4.8. Although
the values are very similar and it would be possible to use any of these values to charac-
terize the material, the value obtained with coincidences is more reliable as it does not
present any contribution from buildup. We can also see from the Figure, that although
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Figure 4.6: Number of counts transmitted through a) dry farming soil and b) farming
soil at 20.3(4) water content as a function of sand thickness.
within the error bars, for most cases the value calculated as mass over volume is higher
than the values obtained by γ-ray transmission. The difference in these results arises
because a small amount of sand may be lost in the process of placing a layer of sand
in the container, thus the mass values are over-estimated.
In order to have higher statistics to compare the density value obtained by the γ
transmission method, data were taken using only coincidences for another twelve values
of water content for sand. Calculations of the density in each case were performed in the
same way as described above, and the wet density values were compared with the mass
over volume values. In Figure 4.9 we can see a comparison between these two values.
The abscissa the mass over volume values while the ordinate shows the value obtained
with γ transmission in coincidences. The solid line corresponds to the condition when
both results have the same value. We can see that most points are below the line,
thus the value calculated as mass over volume seems to be higher than those calculated
by means of γ transmission. As mentioned before this may occur because an over-
estimation of the mass placed in the container. The points which are placed above
the line, may be explained because of the self-compaction phenomena: In some cases
especially when the thickness is small, the upper layer can compress the layer beneath
it generating a distorted measurement of the attenuation coefficient and thus of the
density. We can note that the uncertainties in the density values, which were found
by error propagation, are higher for the case of the mass over volume calculation than
for the γ transmission method. Thus, we can conclude that γ transmission using a
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Figure 4.7: Attenuation coefficient as a function of water content for sand. Red points
represent measurements made with a non-collimated source and the blue points represent
measurements with the same source but using time coincidences between two detectors.
non-collimated source and two detectors connected in coincidences provides us with an
accurate way of measuring the density of homogeneous material under the condition of
knowing its composition.
As seen in Figure 4.8, we were able to obtain different density values for sand at
a given water content. As mentioned in Section 2.1, the density of soil is related to
its porosity. The highest density value is obtained when reducing to a minimum the
pore space inside the sample. In order to have a qualitative idea of the porosity of
our samples, we compare the density values obtained with previous results reported by
Zamora (35) for the highest and the lowest values of the density for sand at different
water contents. Figure 4.10 shows the density values obtained in this work as a function
of water content of the sand and the values reported previously. The line between the
points represents an interpolation and is useful only as a visual help. From the Figure
we can see that with our data we do not reach the highest density values. This is
because the experimental set-up of Zamora’s work used a hammer to compress the
sample following the standard Proctor compaction test (36), while the compression in
this work was performed by hand. For this reason we did not achieve the quadratic
dependence of the density of sand on its water content reported by Zamora. This
relation between compaction, water content, density and porosity in soil samples is
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Figure 4.8: Wet density as a function of water content. The blue point represent the
density value found with coincidences spectra, the red point the value found with singles
spectra and the green points the values calculated as mass over volume.
of great importance when performing studies in soil, as it is difficult to control and
measure. By the assumption that data for the highest density values reported before
present the lowest porosity achievable, we can conclude that our data was never close to
those values, and porosity was always higher for our case. On the other hand, we can see
that we achieve density values lower than those reported previously. These values were
obtained by spreading the sand in the container and trying to maximize the porosity to
the highest value achievable. This value was restricted by the weight of the sand layer.
Although we were able to obtain very low density values, corresponding to a high
porosity of the samples, these measurements were made for layer having thicknesses
lower than 3 cm. When placing thicker layers the sample volume was significantly
compressed by the upper layers making impossible to keep the same density value
through the entire volume. Therefore density values as low as the obtained in this
work correspond to conditions that are not present in real soils.
Table 4.3 reports the values of water content measured and the final value for
its attenuation coefficient and wet density obtained by γ transmission. Values are
accompanied with a note indicating if data was obtained only in singles (S) or both in
singles and in coincidences (C & S). These values for density will be used for the next
calculations. The same results for the case of farming soil are reported in Table 4.4.
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Figure 4.9: Comparison between the density values obtained by two methods: The
abscissa shows the density value obtained by calculating mass over volume and the ordinate
shows the results obtained using transmission spectra in time coincidences. The solid line
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4.3 Spectroscopic analysis
Just as it is possible to extract information about soil properties from the photopeak
region, we would like to be able to obtain information about the soil using the other
spectrum regions described in Figure 4.1. The counts in each region are added and
then plotted as a function of thickness for each water content. First, let us consider
the data that was taken both in coincidences and in singles.
Figure 4.11 shows the number of counts as a function of soil thickness for the case
of sand at 4.9(7)% water content, which corresponds to a density of 1.31(4) g/cm3.
Part a) of the Figure shows the result obtained using coincidences (γ − γ) and part
b) shows the same result for the spectra in singles. The lines joining the points are
only for visual help purposes. In first place we can see that the number of counts
decreases almost one order of magnitude for a given thickness from part a) to part
b). As discussed above this difference in the number of counts arises because the
singles spectra have a contribution from buildup. We can also note that the functional
dependence of the intensity is different in both cases. For the case of coincidences we
can see a common decreasing exponential as a function of thickness. The photopeak
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Figure 4.10: Comparison between the highest and the lower densities obtained for sand
in this work and the presented by Zamora (35). It is clear that the values obtained differ
and that this work did not reach the highest achievable density values.
region intensity decreases according to the linear attenuation coefficient as described in
previous Section. For the Compton region and the double scattering region we can see
a decreasing exponential behaviour with a slope similar to the one of the photopeak
region. We will call this slope the decrease coefficient for each region. For the low
angle region we see that the points seem to lose the exponential behaviour for the last
thicknesses measured. This happened to all data taken. On the other hand the results
for the singles spectra show that the only region with an exponential behaviour is the
photopeak. The other regions clearly decrease only after a thickness of approximately
4 cm. It is clear that the Compton region always has a higher number of counts than
the other regions, which is also clear from Figure 4.2. The photopeak region is the
second in intensity for the first layers of soil, and the double scattering and the low
angle scattering regions become higher at larger thicknesses than certain value (10 cm
for Figure 4.11). It is also to note that the number of counts in the two latter regions
is very similar.
Figure 4.12 shows the same results for dry sand at 1.47(7) g/cm3 density. The
behaviour of the regions is the same as described for the previous Figure. In this
case we can see some outlier points in the plot. These points represent the moments
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θm (%) µ (1/cm) ρwet (g/cm
3) Set-up
0.020(1) 0.137(7) 1.58(8) C
0.020(1) 0.127(6) 1.47(7) C & S
2.1(5) 0.110(1) 1.27(1) C
2.8(3) 0.097(9) 1.0(9) C & S
3.0(9) 0.130(2) 1.46(2) C
3.2(7) 0.61(4) 0.70(5) C & S
3.4(6) 0.114(2) 1.31(2) C
4.9(7) 0.114(3) 1.31(4) C & S
5.1(9) 0.095(1) 1.09(1) C
5.1(4) 0.139(5) 1.60(6) C
7.0(9) 0.12(4) 1.4(5) C & S
8.2(9) 0.111(2) 1.27(2) C
8.2(9) 0.116(4) 1.32(4) C
10.7(6) 0.110(2) 1.25(2) C
10.7(6) 0.152(5) 1.73(6) C
13.7(4) 0.140(6) 1.60(7) C
15.3(9) 0.117(2) 1.33(2) C
15.3(9) 0.153(5) 1.74(6) C
Table 4.3: Summary of µ and ρwet values obtained for sand using γ transmission. The
column labeled as set-up indicates if data was taken only in singles (S) or if it was taken
both in singles and in coincidences (C & S).
when the density of the layer varied because of the self-compaction of the sand in the
container and were removed from the calculations.
In order to analyze the viability of using a non-collimated source set-up for different
characterization methods using γ transmission, we study the contribution of each region
to the total singles spectrum. To do this, the number of counts in each region was
normalized to the total number of counts. Figure 4.13 a) shows this result for the
case of sand at 4.9(7)% water content and Figure 4.13 b) shows the same result for
sand at 2.8(3)% water content. We can see from both cases that the contribution to
the spectrum from the Compton region is always the highest and it is between 70%
and 80%. The intensity of this region has an increasing behaviour with thickness. As
mentioned before, the counts in this region appear mainly because of the buildup effect
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θm (%) µ (1/cm) ρwet (g/cm
3)
0.1(1) 0.81(2) 0.9(2)
21.3(4) 0.072(1) 0.81(1)
Table 4.4: Summary of µ and ρwet values obtained for farming soil using γ transmission.
In this case data was obtained only in coincidences.
Thickness (cm)
0 5 10 15 20
Co
un
ts
410
510
   Water Content=4.9%3Density=1.3 g/cm Compton Double scattering
Low Angle
Peak
Total
Thickness (cm)
0 5 10 15 20
Co
un
ts
510
610
  Water Content=4.9%3Density=1.3 g/cm Compton Double scattering
Low Angle
Peak
Total 
a) b)
Compton
Peak
Low angle
Total counts
Double
Compton
Peak
Low angle
Total counts
Double
Thickness (cm)
θm = 4.9(7)% ρwet = 1.31(4) g/cm3
C
o
u
n
ts
θm = 4.9(7)% ρwe = 1.31(4) g/cm3
Singles
γ − γ
C
o
u
n
ts
Thickness (cm)
Figure 4.11: Number of counts in each energy region as a function of soil thickness
(spectroscopic analysis) for the case of sand at 4.9% water content. Part a) shows the
result obtained using time coincidences and part b) shows the result obtained using the
non-collimated source in singles
and these spectra would help us to study it. It is clear that the contribution of this
region to the spectrum presents only a slight change when varying the sand thickness.
This fact hinders the possibility of using a non-collimated source and a counter detector
in methods which attempt to measure the thickness of materials. It would be necessary
to set thresholds on the counter used to avoid measuring counts in the Compton region,
and even with this condition some limitations on the method will arise as described
below.
For the double scattering region we have a contribution that looks almost constant
and that in both cases has a value around 7%. This behaviour is consistent with the
explanation given before regarding this region: From Figure 4.13 we can notice that
the percentage contribution of the double scattering region to the spectrum seems to
be independent of the soil thickness, thus it can be associated with an effect dependent
only on the detector, for example two scatterings inside it.
The contribution of the low angle scattering region in both cases has a value between
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5% and 7%. It increases for the first soil layers and then it becomes almost constant.
This saturation thickness is approximately 8 cm. This behaviour suggests that the
number of counts in this region arises because an effect that happens in the first layers
of sand. This is also consistent with the explanation given before for this region as the
result of scattering in low angle in the sand. The Figure suggests that the probability
of having this effect for soil layers thicker that 8 cm is low, which is probably because
after this thickness photons scattered are more probably absorbed in the sand than
transmitted through it. As expected, the photopeak region decreases exponentially
and we can see again that at some point the contribution of the low angle scattering
region and the double scattering region become more important than the photopeak
contribution. This would be the liming factor for methods using non-collimated sources.
As discussed above, by using a proper threshold it is possible to avoid the Compton
region, but the fact of having a thickness for which the photoelectric contribution is
not the most important would mean that the recorded counts will come from effects
inside the detector and not from γ- soil interactions. By fitting a horizontal line to the
double scattering region and a decreasing exponential to the photopeak region we can
find the point at which both lines cross each other. This calculation was performed
for all the data without coincidences. By plotting this crossing value as a function of
density we obtain Figure 4.14. In a very good approximation the relation between this
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Figure 4.13: Contribution from each region to the total spectrum for the case of the
set-up with the non-collimated source as a function of soil thickness for the case of sand.
Part a) shows the result obtained using sand with 4.9% water content and part b) shows
the result obtained for sand at 2.8% water content
two parameters is linear. Thus, for each soil composition, the largest thickness value
we could measure with a non-collimated source would decrease linearly with density.
For the case of sand, the largest thickness that we could measure, which corresponds
to the ideal case of having null density would be 19 cm. Many applications which use γ
transmission need to measure properties of materials of thickness up to 7 cm. For the
case of sand, the higher density value we would be able to measure at this thickness
would be 1.78 g/cm3, which according to Figure 4.10, is a value that covers all the
possible water contents for sand. Nevertheless, if the thickness of sand under study is
10 cm, the highest measurable density would be 1.35 g/cm3, which would exclude the
possibility of determining sand properties for most water content values. For example,
in the case of dry sand, Figure 4.10 says that the minimum achievable density is around
1.47 g/cm3, thus measurements on this sample would have a higher contribution from
detector effects than contributions from the photopeak region and it would not allow
us to draw conclusions about its properties.
As mentioned before, data taken in coincidences present an exponential behaviour
for the number of counts in all regions as a function of sand thickness. Figure 4.11
b) and 4.12 b) show the results obtained for the case of sand. Results obtained in
coincidences for the case of farming soil are shown in Figure 4.15. Part a) shows the
number of counts in each region as a function of soil thickness for the case of dry
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Figure 4.14: Crossing point between the photopeak and the low angle scattering region
as a function of density for sand. We can see that the crossing depth has a linear relation
with ρwet.
soil, and part b) shows the same result for the case of 21.3(4)% water content. For
farming soil the results are very similar to those obtained for the case of sand. The
number of counts for all regions present an exponential decrease, and the low angle
scattering region seems to be constant for the last soil layers. It is to note that data
taken for farming soil presents a higher uncertainty on the density of each individual
layer. This is because the grain size of the particles composing this soil is very small
and this makes porosity harder to control. Nevertheless, we can see again that having
coincidences between detectors is equivalent to have a collimated source. In order to
study these spectra for both farming soil and sand, a decreasing exponential was fitted
to each region and the slope of the fit or decrease coefficient (κT for the total count, κC
for the Compton region, κD for the double scattering region and κL for the low angle
region) was used to characterize the behaviour of the intensity region. Although the low
angle region does not present a clear exponential tendency the fit was also performed
to this region. This process was done for all the coincidences spectra. Table 4.5 shows
the value obtained for the decrease coefficients of each region for the water content
values measured for sand as well as the attenuation coefficient obtained in Section 4.2.
Table 4.6 shows the results obtained for the farming soil at the two water contents
measured. From the Tables we can see that although very similar, the values of the
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Figure 4.15: Number of counts in each energy region as a function of soil thickness for
the case of farming soil in coincidences. Part a) shows the result obtained for dry soil and
part b) shows the result obtained for 21.3(4)% water content.
coefficients are different for each region. For the total number of counts and for the
double scattering region the values are higher than for the other regions, and clearly
the low angle scattering region present the lowest values for this coefficient. For all
regions the value obtained is lower than the attenuation coefficient of the photopeak
region. According to this fact, information about attenuation coefficient and thus
density of a sample calculated using the total number of counts detected will lead us to
results slightly different from those obtained taking into account only the transmitted
counts. Nevertheless, this type of experimental set-up can still be used to measure soil
properties by doing a calibration that corrects the result obtained in order to achieve a
more accurate value. Actually, the same calibration procedure could be used in order to
obtain accurate results on the attenuation coefficient of any sample using the number
of counts in any region of the spectrum. Following the idea of obtaining information
about the soil sample based on the total number of counts, or in general, from any
region of a transmission spectrum, we can recall that according to Section 2.3.1, for a
given material, the linear attenuation coefficient and the density of the sample have a
linear relation with the mass attenuation coefficient as the slope of the line. Of course
we need to take into account that in this case the material is not the same as the water
content is being modified. Nevertheless the value of mass attenuation coefficient of sand
does not present a considerable variation when modifying the water content present as
shown in Table 4.7. As the variation on µm is low compared to its value, we could use
60
4.3 Spectroscopic analysis
θm µ κ
T κC κD κL
(%) (1/cm)
0.020(1) 0.137(7) 0.1121(6) 0.1055(6) 0.1157(8) 0.0765(7)
0.020(1) 0.127(6) 0.1115(6) 0.1126(6) 0.1189(8) 0.0900(8)
2.1(5) 0.110(1) 0.0922(5) 0.0875(5) 0.0946(7) 0.0564(6)
2.8(3) 0.097(9) 0.0896(5) 0.0869(5) 0.0881(6) 0.0632(6)
3.0(9) 0.130(2) 0.1055(7) 0.1003(6) 0.1100(9) 0.0687(8)
3.2(7) 0.61(4) 0.058(2) 0.057(2) 0.058(2) 0.054(3)
3.4(6) 0.114(2) 0.0943(5) 0.0901(6) 0.0955(8) 0.0605(8)
4.9(7) 0.114(3) 0.1026(5) 0.0990(5) 0.1049(7) 0.0791(7)
5.1(9) 0.095(1) 0.0797(4) 0.0762(4) 0.0817(6) 0.0472(6)
5.1(4) 0.139(5) 0.1090(7) 0.1040(6) 0.1132(9) 0.0710(8)
7.0(9) 0.12(4) 0.124(3) 0.122(3) 0.111(3) 0.104(3)
8.2(9) 0.111(2) 0.0950(6) 0.0905(5) 0.0968(8) 0.0606(7)
8.2(9) 0.116(4) 0.0989(6) 0.0943(6) 0.1001(8) 0.0699(8)
10.7(6) 0.110(2) 0.0914(5) 0.0866(5) 0.0938(8) 0.0546(7)
10.7(6) 0.152(5) 0.1133(6) 0.1069(6) 0.11923(9) 0.0685(8)
13.7(4) 0.140(6) 0.1091(6) 0.1040(6) 0.11376(9) 0.0717(8)
15.3(9) 0.117(2) 0.0972(6) 0.0923(5) 0.09981(8) 0.0600(8)
15.3(9) 0.153(5) 0.1190(7) 0.1127(6) 0.125(1) 0.0800(9)
Table 4.5: Decrease coefficients obtained by fitting a decreasing exponential to the number
of counts in the different regions as a function of soil thickness. In all cases the error is
reportes in parenthesis. The first column shows the water content of each sample and the
second column represents the attenuation coefficient (see Table 4.3).
the mean value to characterize the mass attenuation coefficient for sand and in this
case, the behaviour of µ as a function of ρwet should be linear. By using the same
concept we can say that if data from any region of the spectrum is suitable to obtain
information about the sample, the relation between the decrease coefficient (κ) and the
density (ρwet) should be linear. Figure 4.16 a) shows κ
T as a function of soil density.
The uncertainty reported on the decrease coefficient is the statistical one. Although
density values have a high uncertainty, and data seems to be dispersed, a linear fit is
possible. The solid line in the Figure is the fit of the data to a line. Figure 4.16 b)
shows the same result for the case of the counts in the Compton region. Again, data
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θm µ κ
T κC κD κL
(%) (1/cm)
0.1(1) 0.81(2) 0.0867(5) 0.0845(5) 0.0841(8) 0.0508(7)
21.3(4) 0.072(1) 0.0600(4) 0.0579(4) 0.0600(6) 0.0326(7)
Table 4.6: Decrease coefficients obtained by fitting a decreasing exponential to the number
of counts in the different regions as a function of soil thickness. The first column shows
the water content of each set of experiments (see Table 4.4).
θm (%) µm (cm
2/g)
0.00 0.8866
5.0 0.870
10.0 0.875
15.0 0.880
20.0 0.885
25.0 0.889
Table 4.7: Mass attenuation coefficient of sand for different water content values. Al-
though there is a change on the values, as a first approximation we can consider that the
mass attenuation coefficient is a constant. Data taken from the NIST database (32).
is dispersed, but the linear fit describes well the tendency of the plot. In both cases,
deviation from the line can be due to inhomogeneities of the sand layers placed on the
container, that at this point have been propagated to obtain new results two times, or
to the dependence on the water content of the mass decrease coefficient.
Figure 4.17 a) shows the variation of the Decrease coefficient with density for the
case of the number of counts on the double scattering region. Here, we have the same
results as previously described. Figure 4.17 b) shows the result obtained for the low an-
gle scattering region. In this case the data is scattered more than in the previous cases,
although, again, a linear fit represents very well the functional dependence. The large
fluctuations arise from the fact seen in Figures 4.11, 4.12 and 4.15, where it is clear that
the low angle intensity does not behave exponentially at the largest thicknesses. This
experimental feature introduces unknown uncertainties in the exponential slope fitted.
Information on this region comes only from the first soil layers, thus the exponential fit
should be done only on the exponential region and the thickness at which information
can be extracted from this region limited, unlike using the other regions.
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Figure 4.16: Decrease coefficient for a) the total number of counts and b) the number of
counts in the Compton region as a function of density.
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Figure 4.17: Decrease coefficient for a) the counts in the double scattering region b) the
number of counts in the low angle region as a function of density.
As discussed above, the slope of the linear fit made to the Decrease coefficient as a
function of density of the sample should be related to the mass attenuation coefficient.
In this case, to make the difference between this slope and the obtained using the
photopeak intensity, we will call mass decrease coefficient the ratio
κrm = κ
r/ρwet, (4.1)
with r meaning any or the regions. Figure 4.18 shows a comparison between the values
for this coefficient obtained for data on the four regions of the spectrum. We can see that
for the total counts, the Compton region and the double scattering region the value of
the coefficient lies between 0.05 and 0.06 cm2/g. As seen in Table 4.7, the average of the
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Figure 4.18: Bar chart of the mass Decrease coefficient for obtained as the slope of
Figures 4.16 y 4.17.
mass attenuation coefficient for sand at different water contents according to the NIST
database is 0.08 cm2/g, thus the value obtained with the other regions is always lower.
The relation between the expected value for the material and the one obtained by the
linear fit would give us the calibration factor for the experiment. Again, the low angle
scattering region presents higher deviations from the expected value, although it could
be possible to use a calibration factor even in this region to obtain valid information
about the sample.
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CHAPTER 5
BACKSCATTERING RESULTS
Spectra of backscattering of 511 keV γ-rays were obtained as explained in Chapter 3.
The experimental set up for this case involves having the two detectors in the same side
of the sample (see Figure 3.3). As mentioned before, a lead wall is placed between the
HPGe detector and the radioactive source in order to avoid counting photons which did
not interact with the soil. For this case all the data was obtained using coincidences.
As for transmission, the first step in the analysis of the spectra is to divide it in energy
regions and study how the number of counts in each region changes when soil thickness
and water content are modified. Figure 5.1 shows the backscattering spectrum for the
case of having a 2 cm sand layer. We can define three different energy regions. From
0 to 171.0 keV we have the multiple scattering region, from 171.0 keV to 255.5 keV we
have the single backscattering region and beyond this energy we have the transmission
region. For these experiments, one of the annihilation 511.0 keV γ-rays can go to the
soil, interact with it and then be scattered in the direction of the detector. According
to equation (2.2), the energy of photons that undergo single Compton scattering in
the soil in angles between π/2 and π, thus backscattered, lies between 171.0 keV and
255.5 keV. This is the so-called Single backscattering region. If, after the first scattering
the photon interacts with the soil again, the scattered photon will arrive to the detector
with energy lower that 170.0 keV. This is the multiple scattering region. In this region
we will also have counts coming from accidental coincidences and electronic noise.
Finally, we need to consider counts with energy higher than 255.5 keV. The main
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Figure 5.1: Spectrum of backscattering of radiation in soil. We can define three re-
gions: From 0 keV to 171.0 keV we have the multiple scattering region, from 171.0 keV
to 255.5 keV the single backscattering region and from 255.5 keV to 1300.0 keV the trans-
mission region.
reason to have counts in this energy range is that, as mentioned before, the radioactive
source emits a 1274.5 keV γ-ray which has a high probability of going through the
lead and reach the detector without having any interaction with the soil. This is what
we call the transmission region. As photons being transmitted through the lead can
also lose some of its energy and then go to the detector, there will be counts on the
other energy regions originating in this photons. Nevertheless, as we will show later,
the contribution of photons scattered in the soil is higher that this transmission effect.
For the total number of counts in the spectra, counts were added up to 1300.0 keV.
Table 5.1 summarized the energy regions described above.
Region name Energy range (keV)
Multiple scattering 0− 170.0
Single backscattering 170.0 − 255.5
Transmission 255.5 − 1300.0
Table 5.1: Summary of the energy regions defined for the backscattering spectra.
Next Sections describe the spectroscopic analysis of the spectrum regions, with
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particular emphasis on the highest depth from which we can obtain information with
this backscattering method. After that a comparison between the counts obtained and
a theoretical model described in Section 2.3.2 is presented.
5.1 Spectroscopic analysis
As a first step, we analyze the case of sand at different thickness for each water content
value. Figure 5.2 a) shows this result for dry sand at 1.58(8) g/cm3 density while part b)
shows the same result for sand at 15.3% water content and 1.74(6) g/cm3 density . In
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Figure 5.2: Number of counts in each region for a) dry sand and b) sand at 15.3% water
content.
first place we can see that number of counts is around 104. Taking into account that
these spectra were obtained in a 30 min measurement while the transmission spectra
analyzed in Chapter 4 were obtained within 15 min, we can see that the statistics in
backscattering is almost one half than the one obtained for transmission. It means that
the total measurement time, even having coincidences, for backscattering experiments
is twice the one needed for transmission experiments. We can also see that the total
number of counts increases as soil thickness increases. Although for the first soil layers
the increment is high, after some point the number of counts in the region seems to be
constant. For the single backscattering region the behaviour of the number of counts is
very similar in both parts of Figure 5.2 as well as for the multiple scattering region. For
the case of the transmission region we can see that the thickness at which the number
of counts becomes constant happens at a lower value of soil thickness than for the other
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energy regions. We can use this fact to define a saturation depth for each region, that
will be studied in next section. Another fact we can see from Figure 5.2 is that the
transmission region, in spite of the description of the counts in this region in terms of
photons which are transmitted through the lead without interacting in the soil, has a
dependence on soil thickness for the first layers.
Figure 5.3 a) shows the number of counts in each region as a function of soil thick-
ness for the case of sand at θm = 2.1% and ρwet = 1.27(1) g/cm
3 density, and Fig-
ure 5.3 b) shows the same result for the case of sand at θm = 3.4% water content and
ρwet=1.31(2) g/cm
3. It is clear that the behavior in both the cases is very similar. The
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Figure 5.3: Number of counts in each region for a) sand at 2.1% water content and b) sand
at 3.0% water content.
results obtained for the farming soil are shown in Figure 5.4.
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Figure 5.4: Number of counts in each region for a) dry farming soil and b) farming soil
at 21.3(4)% water content.
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In first place let us study the behaviour of the number of counts in the transmission
region. According to the initial description of the counts in this region, we expected
them to be constant, i.e. independent on the soil thickness. A possible explanation on
the dependence observed in the spectra is that because of the absence of collimation on
the source some of the photons that are emitted can reach the soil and be scattered in
angles lower than π/2 and still reach the detector. This effect is visible both for farming
soil and for sand. Figure 5.5 shows an example of this situation. A γ-ray emitted by
Plastic
Detector
Ge detector
Photon scattered with θ ≤ pi/2
Figure 5.5: Example of the possibility of having photons scattered in angles lower that
π/2 in a backscattering spectrum. Since the source is not collimated, photons emitted in
large angles from the source can interact in the sand and reach the detector after being
scattered in an angle lower than π/2 from its incident direction.
the source can interact in the first layers of soil and be scattered in an angle lower
than π/2 and still be scattered in the direction of the detector. From the Figure it is
clear that this effect is a result of using a non-collimated source and, unlike the case
of transmission, this effect is not avoided by using coincidences. We can also see that
the effect only has some probability of occurring in the first layers of soil, as photons
interacting in angles lower than π/2 in a deeper layer, are necessarily scattered in a
direction that do not correspond to the position of the detector. This explanation is
consistent with the results obtained, as we can see from Figures 5.2 and 5.3 that after
few centimeters of soil this contribution becomes constant. This explains the fact of
having more counts if this region than in the single backscattering region for the first
centimeters of soil: It is clear that for the first soil layers, the angle at which radiation
needs to be scattered in order to reach the detector is lower or close to π/2, as the soil
thickness increases, there is a higher probability of reaching the detector after being
scattered in an angle between π/2 and π. Since the scattering probability both in
forward and backward angles depends on the sample composition, in particular on its
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atomic number, it could be possible to study properties of the first layer of soil by
taking into account only the counts on the transmission region, and study deeper soil
layer with other regions of the backscattering spectrum.
The most important question for all methods involving γ backscattering is the
maximum depth from which it is possible to extract information of the soil. This is
related to the saturation depth of the regions and is discussed in next section.
5.2 Saturation depth
The highest depth from which we can obtain information about the soil is limited by
the saturation of the number of counts in each region of the spectrum as seen in the
previous Section. According to Section 2.3.2, this depth depends on the electronic
density of the sample, therefore it can also be related to its density and the water
content. In order to obtain an estimation of how deep we can measure, a experimental
saturation depth was defined for all regions. This was done by assuming that the
highest number of counts achievable in a region corresponds to the number of counts
obtained in the thicker layer measured, and searching for the depth where 90% of this
total number of counts was reached. Since there is experimental data available only for
discrete values of the depth, a linear approximation was assumed between each pair of
adjacent experimental points to be able to define more precisely the saturation depth.
In first place, let us study the saturation depth of the transmission region. Figure 5.6
shows the saturation value of the transmission region as a function of density, water
content and electronic density. We can see from this Figure that most points are
between 3.6 and 4.6 cm. This fact is in agreement with the explanation for the origin
of the transmission region: These counts are coming from effects of single scattering in
forward angles produced in the first soil layers and is an effect of using a non-collimated
source. We can also see that there seems to be no clear functional dependence of the
saturation depth with any of the three parameters. This fact will be discussed later.
If we look now at the saturation depths for the single scattered photons we obtain
Figure 5.7. For the single scattered photons we can see that the saturation depths
are between 7.5 cm and 9 cm. Again, the saturation depth seems to have no clear
dependence on any of the three parameters.
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Figure 5.8 shows the saturation value of the total number of counts. The same result
for the case of multiple scattered photons is shown in Figure 5.9. The saturation value
for the multiple scattered photons region varies between 9 cm and 10.5 cm. Just as
in Figures 5.6 and 5.7, there seems to be no functional dependence of the saturation
depth on any of the three parameters. For the case of the total number of counts, most
points are in the range between 8 cm and 10 cm.
The fact of having no clear dependence between the saturation depth for the re-
gions and the density, the water content and the electronic density may be due to two
facts. In first place, the way we choose to define the saturation values assumes a linear
relation between adjacent data points, an approximation that may distort the results
obtained. Second, it is necessary to consider the possibility that the saturation value
is independent of these properties, and depends only on the sample composition. Al-
though the theory presented in Chapter 2 indicate that the number of scattered counts,
and thus the saturation depth, depends on the electronic density and on µ (which in
turn depends on the density and water content), we need to recall that this theory as-
sumes as a collimated source, which is not the case for these experimental data. Thus,
we can have an first approximation on the saturation depth of each region by making
an average of the data obtained. Table 5.2 shows this mean values for each of the
regions of the spectrum both for sand and for farming soil. In all cases, the reported
error corresponds to the standard deviation of the data. The values reported in the
Region
Saturation depth (cm)
Sand Farming soil
Transmission 4.0(4) 3.9(1)
Total counts 8.7(7) 10.5(3)
Single backscattering 8.3(6) 10.4(1)
Multiple scattering 9.9(6) 12.2(9)
Table 5.2: Mean value of the saturation depth for each region of the spectrum. Results
are presented both for sand and for farming soil.
Table give us an estimate on how deep we can measure when taking into account the
number of counts in each region. For example, the Table indicates that the deepest
we can go with methods that use only single backscattered photons in sand is approx-
imately 8.3 cm. As discussed in Chapter 1, a device interested mainly in the single
71
5. BACKSCATTERING RESULTS
backscattered photons is the Compton Camera, which allows us to obtain images from
the subsoil. Taking into account the values reported in the table, we can conclude that
this method is useful to obtain images of objects buried to a maximum depth of 8.3 cm.
It would be possible to obtain information of deeper soil layers, but it will imply to
increase the measurement time and to perform image analysis in order to subtract the
counts from upper layers and to remove the contribution of multiple scattered photons.
For the case of farming soil, the saturation value of single backscattered photons is
around 10 cm, indicating the possibility of obtaining images of deeper layers in this
type of soil. As mentioned before, sand and silty loam soils can, in good approxima-
tion, represent most of the Colombian soil types, thus this result is a starting point to
evaluate the possibilities of using this device for field applications.
From the Table 5.2 we can also see that methods using multiple scattered photons
would “see” soil layers up to 10 cm in sand and 12 cm in farming soil, thus making them
more suitable if dealing with thicker samples or looking for objects buried in deeper
soil layers. In both cases the contribution of the transmission region is perceptible for
the first 4 cm of soil. This means that methods intended to analyze soil layers of this
thickness need to take into account this contribution and the possibility of obtaining
soil properties from it. From the Table we can also conclude that the silty loam soil
used in combination with γ backscattering allows us to study deeper soil layers than
sand.
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Figure 5.6: Saturation depth for the number of counts in the transmission region as
function of a) soil density, b) soil water content and c) soil electronic density.
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Figure 5.7: Saturation depth for the single backscattering number of counts as function
of a) soil density, b) soil water content and c) soil electronic density.
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Figure 5.8: Saturation depth for the total number of counts as function of a) soil density,
b) soil water content and c) soil electronic density.
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Figure 5.9: Saturation depth for the multiple backscattered counts as function of a) soil
density, b) soil water content and c) soil electronic density.
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In Section 2.3.2, a theoretical model to calculate the number of photons scattered by
each volume element dV on the path of the incident beam was presented. Although this
model was developed for a collimated source, it is possible to use it in order to analyze
the backscattering of radiation in the soil. As a first step, we modified equation (2.6),
to obtain the derivative of the number of counts coming from each volume element as
a function of the depth z. By doing this, we obtain
dS
dz
= N0exp
(
−
∫
µdlp
)
dσ
dΩ
∆ΩρeA exp
(
−
∫
µ′dls
)
+
dM(dV ; s, p)
dz
, (5.1)
where A is the cross section of the incident beam. The expression above is still very
difficult to handle, but by making some additional assumptions it is possible to simplify
it and use it to fit the data obtained using coincidences. The main assumptions of the
modified model are:
1. The medium under study has a uniform density and composition, i.e. it is homo-
geneous.
2. The multiple scattering contribution is negligible.
3. µ′, the mass attenuation coefficient of the beam going out of the soil is independent
of z.
The first assumption is very reasonable in our case, as the soil was carefully prepared
(as described in section 3.3). Although there are some inhomogeneities between layers
as described for the transmission results (section 4.2), as a first approximation this can
be assumed. Regarding the second assumption, we can see that the division in energy
regions performed allows us to choose, in first approximation, the counts coming from
single backscattering on the soil, thus this second assumption is also reasonable. The
third assumption, about the independence of µ′ of the scattering depth is the hardest
to be matched with the experimental situation. As seen in Chapter 2 the attenuation
coefficient in a given material depends on the energy of photons. At the same time,
the energy of the backscattered photon depends on the scattering angle. In equation
(5.1), this angle is the one formed between the detector middle point and the volume
element, thus it depends on the depth. For this reason it is not strictly valid to say
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that µ′ is independent of z; nevertheless we will use it in order to be able to fit the
equation to the data. By using the three assumptions mentioned above, equation (5.1)
can be written as
dS
dz
= N0
dσ
dΩ
∆ΩρeAe
−ρwet(µmz−µ′m
√
z2+d2), (5.2)
where µ′m = µ
′/ρwet is the mass attenuation coefficient of the beam going out of the
soil and d is the distance between the source and the detector. In this latter equation,
the known parameters are ρwet, µm and d. Experimentally the derivative was obtained
by fitting a third order polynomial to subsets of 5 points and calculating the derivative
of the fit in the central point. Equation (5.2) was fitted to this data. On the process
two parameters were fitted: The first parameter, named a, corresponds to
a = N0
dσ
dΩ
∆ΩρeA, (5.3)
and the second was µ′m. Figure 5.10 shows the results obtained for three different sets
of data with the same water content and density. As electronic density depends both on
the water content and on the wet density of the sample, we can obtain the same value
for this parameter using different combinations of θm and ρwet. The points correspond
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Figure 5.10: Derivative of the number of single backscattered counts as a function of soil
thickness. The lines represent the fit of equation (5.1) to the data.
to the experimental derivative of the number of counts in the single backscattering
region and the solid lines are the fits of equation (5.2) to each set of data. We can
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see that the assumptions may make sense since there is a good agreement between the
data and the fit. In all cases data corresponding to the thicker layers present the higher
deviations from the fit. This fitting precess was performed for 13 sets of data. Taking
into account that the dependence of µ′m on energy in reality is not negligible, we can
say that this model is a very good approximation.
Figure 5.11 shows the histogram of frequencies of the value obtained for µ′m in all
the fits. The mean value of the distribution results to be µ′m = 0.149(7) cm
2/g, a value
’µ
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Figure 5.11: Histogram of frequencies of the value obtained for µ′
m
in all the fits per-
formed. Its mean value is 0.149(7) cm2/g, which is in agreement with the order of magni-
tude of this coefficient
that is in agreement with the order of magnitude of the mass attenuation coefficient
of the beam going out of the soil. This value correspond to the mass attenuation
coefficient of approximately 170 keV photon, which in turn means that it corresponds
to a π rad scattering angle, which is a value that makes sense within the model.
Regarding the a parameter, we can try to obtain information about soil differences
by calculating the ratio between the a value obtained for two different sets of data.
From equation (5.3) we can see that this ratio depends only on the electronic density
of the samples. Thus, we can compare the values obtained by dividing the results
of the parameter for two different experiments with the ratio between the electronic
densities calculated from equation (2.1) for the same experiments. Figure 5.12 shows
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a comparison between these results. Part a) shows the values of
ρe(1)
ρe(2)
both for the experimental and the theoretical values, and part b) shows the difference
between each pair of values, i. e.
Difference =
ρe(1)
ρe(2)
∣∣∣∣
exp
− ρe(1)
ρe(2)
∣∣∣∣
theo
,
where the numbers in parenthesis indicates that the ratio is performed for data obtained
in two different experiment. It is to note that as the comparison is made between the
fit performed for two different sets of data, the 13 fits made allow us to obtain 78 values
to compare for the electronic densities ratio. The error bars of the data calculated from
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Figure 5.12: Ratio of the parameter a obtained from the fit and the electronic densities
ration. Part a) shows a comparison between the values obtained and part b) shows the
differences between those values for each experiment
the fit are larger because of the error propagation in all the derivation process. We can
see that although different, the values have the same tendency. From the difference we
can see that in most cases the value obtained by dividing the a parameter of the fit is
larger than the one calculated with equation (2.1). In order to obtain an estimated for
the difference between the two results, the percentage difference is calculated. Figure
5.13 shows the histogram of the absolute value of this difference. From this Figure we
can see that the difference between the values can be as big as 70%, nevertheless the
mean value of the distribution is around 36% and its mode is around 20% difference. In
spite of the difference between the theoretical and the fitted values, the model results
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fitted and the calculated value of the ratio of the a parameter for different experiments.
The mean value of the percentage difference is 36%
very accurate when considering that assumptions on the model were very strong. It is
possible that by means of a refinement of the model and numerical approximations, a
more accurate value for this relation can be obtained.
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CHAPTER 6
CONCLUSIONS
6.1 Transmission conclusions
• The comparison of the experiments performed with collimated and non-collimated
sources showed that the use of two detectors connected in coincidences is compa-
rable to have a collimated source, with the advantage of improving statistics on
the spectrum (Figures 4.2 and 4.3).
• The attenuation coefficient of sand at different water contents both in singles
and in coincidences was found. Figure 4.7 shows that the results obtained in
both cases are very similar, thus the wet density of a sample can be found with
devices using collimated or non-collimated sources. Figures 4.8 and 4.9 show that
the mass over volume value of the density is over-estimated in comparison with
values obtained using γ transmission.
• The samples measured presented a porosity value higher than the achieved using
the Proctor test. It can be seen in Figure 4.10 that density, and therefore porosity,
is a value difficult to control and to keep constant. This is also clear from the
outlier points in Figures 4.12.
• Spectroscopic analysis of the transmission spectra showed that in the case of
coincidences spectra, the number of counts in each energy region as a function of
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thickness present an exponential decrease except for the low angle region, while
for the singles spectrum the counts increase in the first 4 cm and then decreases.
• For the singles spectrum, it was found that above certain thickness value, the
contribution to the total spectrum from the photopeak becomes lower that the
contribution of low angle and multiple scattering. This thickness defines the limit
up to which methods using non-collimated sources can deliver right values. For
the case of sand, a linear relation was found between the wet density of the sample
and the crossing thickness.
• For the coincidences spectra, a decrease coefficient was found for the intensity in
each defined spectroscopic region. The relation between this coefficient and the
density of the sample can be fitted by a straight line. This allows us to define the
slope of this line as a mass decrease coefficient.
• The mass decrease coefficient for the total number of counts was 0.056(1) cm2/g,
for the Compton region it was 0.052(1) cm2/g, for the double scattering region it
was 0.061(1) cm2/g and for the low angle scattering region it was 0.043(1) cm2/g.
Although different from the mean mass attenuation coefficient for sand at different
water contents, this results show the possibility of performing calibrations that
lead us to correct results on the density of the sample.
6.2 Backscattering conclusions
• As shown in Figures 5.2 and 5.3, the number of counts in each region of a backscat-
tering spectrum increases as a function of soil thickness. The transmission region
only presents variation with z in layers up to 4 cm. This fact can be explained
by taking into account that as the source is not collimated, some photons can be
scattered by the first layers in forward angles and still reach the HPGe as shown
on Figure 5.5. After 4 cm this contribution becomes constant and it the lowest
on the spectrum.
• The saturation depth of the other regions presents a variation with the wet den-
sity, the water content and the electronic density of the sample, although no clear
functional form can be assigned.
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• The saturation depth in sand for the total number of backscattered counts is
8.7(7) cm, for the single backscattering region is 8.3(6) cm and for the multiple
scattering region is 9.9(9) cm.
• For the case of the silty loam soil, the saturation depth for the total number of
counts is 10.5(3) cm, for the single backscattering region is 10.4(1) cm and for
the multiple scattering region is of 12.2(9) cm.
• Methods as the Compton Camera, described in Chapter 1, that are based on
single backscattered photons are useful for depths comparable to the saturation
value of the single backscattering region, while methods that use the total number
of counts or the multiple scattered counts are able to obtain information about
deeper soil layer (in the order of the saturation depth of the total number of
counts or the multiple scattering region).
• As shown in Figure 5.10, by means of some approximations, it was possible to
fit the derivative of the single backscattering counts by a theoretical functional
form. The parameters obtained in the fit gives us information about soil physical
properties: The average mass attenuation coefficient of the beam going out of the
soil and the ratio between the electronic density of different samples.
• According to Figure 5.11, the mean value for µ′ given by the fit is 0.149(7) cm2/g.
This corresponds to radiation backscattered with an energy of approximately
170.0 keV, or with an angle of π. The value for µ′m corresponds to the order of
magnitude and can be considered a good approximation.
• The ratio between electronic densities for the different samples, present an av-
erage difference with the calculated value of 35%. Once again, considering the
approximations made we can consider this as a good result. Taking into account
the good results obtained with the simplified theoretical model we can expect to
obtain better results by improving it.
• The applicability of transmission and backscattering methods for characteriza-
tion of materials as well as for finding buried objects can be improved by doing
an spectroscopic analysis of spectra obtained in laboratory conditions where it is
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possible to have a better control of the different parameters and therefore char-
acterize their influence on the results.
86
REFERENCES
[1] Malcom Sumner, editor. Handbook of soil science. Taylor & Francis Group, 2000. 1, 7,
9, 10
[2] D. Demir, A. n, M. zgl, and Y. Sahin. Determination of photon attenuation
coefficient, porosity and field capacity of soil by gamma-ray transmission for
60, 356 and 662 keV gamma rays. Applied Radiation and Isotopes, 66(12):1834 –
1837, 2008. 1
[3] A. Fishman, A. Notea, and Y. Segal. Gamma Transmission Gauge for Assay
of Integral Water Content in Soil. Nuclear Instruments & Methods, 184:571 – 576,
1981. 1
[4] R. S. Saksena, S. Chandra, and B. Singh. A gamma transmission method for
the determination of moisture content in soils. Journal of Hydrology, 23:341 – 352,
1974. 1
[5] A. C. Moreira, F. H. Cavalcante, M. C. da Rocha, O. Portezan, M. Coimbra,
F. R. Qui nones, and C. R. Appoloni. Hydraulic conductivity of undeformed
soil columns by gamma ray transmission. Radiation Physics and Chemistry, 61:3 –
10, 2001. 1
[6] Shuo-Sheng Tang and Essam M. A. Hussein. Use of isotopic gamma sources for
identifying anti-personnel landmines. Appl. Rad. Isot., 61:3, 2004. 1
[7] J. Gerl. Gamma-ray imaging exploiting the Compton effect. Nucl. Phys.,
A752:688c, 2005. 1, 2
[8] Esam M.A. Hussein, Marc Desrosiers, and Edward J. Waller. On the use
of radiation scattering for the detection of landmines. Radiation Physics and
Chemistry, 73(1):7 – 19, 2005. 1
87
REFERENCES
[9] Sunwoo Yuk, Kwang Hyun Kim, and Yun Yi. Detection of buried landmines
with X-ray backscatter technique. Nucl. Ins. Meth., A568:388, 2006. 1
[10] http://www.gsi.de/. 2
[11] W. J. Blanco, E. Mercha´n, F. Cristancho, J. Gerl, and F. Ameil. Imaging
using Compton Backscattering. Proceedings of the XII Workshop on Nuclear Physics
and Applications, Cuba, 2009. 2
[12] Natalia Gonzales. Caracterizacio´n de un dispositivo para la obtencin de
ima´genes por retrodispersio´n Compton. Undergraduate thesis, 2010. 3
[13] Javier Blanco. Simulacio´n en Geant4 de un instrumento de imagenologia γ,
2011. Master thesis. 3
[14] Henry Foth. Fundamentals of soil science. Jhon Wiley & Sons, 1990. 5, 6, 8
[15] http://www.usda.gov/. 5
[16] http://www.oneplan.org/Water/soil-triangle.asp. 7
[17] Daniel Hillel. Applications of soil physics. Academic Press, 1980. 8
[18] USDA Soil Survey Staff. Keys of Soil Taxonomy, 1998. Available at
http://www.pedosphere.com/resources/sg usa/. 10
[19] Glenn F. Knoll. Radiation Detection and Measurement. John Wiley & Sons, Inc., third
edition, 2000. 11, 23
[20] William Leo. Techniques for Nuclear and Particle Physics Experiments. Springer-Verlag,
1994. 11
[21] G. Harding, W. Gilboy, and B. Ulmer. Photon-induced positron annihilation
radiation (PIPAR)– A novel gamma-ray imaging technique for radiographically
dense materials. Nucl. Instr. Meth., A398:409, 1997. 15
[22] http://www.canberra.com/. 24
[23] http://www.ortec-online.com/. 24
[24] http://en.wikipedia.org/wiki/Constant fraction discriminator. 26
[25] Martha Liliana Cortes. Study of gamma backscattering in a multielemental
medium. Undergraduate thesis, 2007. 30
[26] Available at http://www.canberra.com/products/694.asp. 32
[27] http://www.phillipsscientific.com/pdf/794ds.pdf. 32
88
REFERENCES
[28] http://www.canberra.com/products/690.asp. 33
[29] http://www.phillipsscientific.com/pdf/754ds.pdf. 34
[30] http://www.canberra.com/products/1105.asp. 35
[31] http://root.cern.ch/. 38
[32] http://physics.nist.gov/PhysRefData/Xcom/html/xcom1.html. 43, 44, 49, 62
[33] Liliana Maritza Melo. Factor de Buildup como funcio´n de la humedad y del
grosor de capas de arena, January 2010. Undergraduate thesis. 44
[34] L. M. Melo, M. L. Cortes, and F. Cristancho. Buildup and multiple Compton
scattering. In AIP Conference Proceedings, 1256, 2010. 46
[35] Juan Carlos Zamora. La humedad en las propiedades f´ısicas del suelo, 2008.
Undergraduate thesis. 47, 51, 54
[36] INVIAS. Normas de ensayo de materiales para carreteras, 2007. 51
89
