Abstract
4/ numerous extensions have been proposed which are of particular interest in our area, such as distributed real time processes calculus [2] , [3] .
The key issue addressed in this paper is the use of a formal calculus to model applications constructed and configured with Olan. Olan rely on a component-based model that describes applications as interconnections of components, with no restrictions on the execution model of those components. Indeed, components may encapsulate active entities or software (e.g. a multi-threaded server) as well as passive entities (e.g. a framework of non-active classes or a library). CCS as well as other calculi are all based on the hypothesis that components are processes and the problem of interconnecting components is thus addressed as process composition. The idea of the remaining sections is to adapt the CCS calculus to the Olan Component Model where the information about the execution model is exhibited at the interface level of components, thus allowing totally passive components to be interconnected to any kind of other components. Section 2 introduces the Olan Component model and highlights some of the limitations due to the lack of formal semantics. Section 3 presents ICCS, an extension of CCS that allows the composition of active as well as passive entities. Section 4 details the applicability of such a calculus to Olan and finally, section 5 illustrates through a small example the benefits of ICCS to the construction of applications with Olan.
The Olan Component Model
The Olan Configuration Language (OCL) belongs to the class of Module Interconnection Language( MIL) [14] . Such languages aim at clearly separating the programming phase of individual components from the configuration phase which consists of the description of the whole application. This latter phase aims at assembling and interconnecting components together according to various schemas of interaction [1] . The central elements of OCL are components and connectors. An application is described and configured as a hierarchy of interconnected components, the leaves of which are basic software units encapsulated in so-called primitive components. The nodes of this hierarchy are more complex components (namely composite components) which are constructed from interconnected components from a lower level of the hierarchy. The object that realizes an interconnection is called a connector. Its role is to ensure properties to the behavior of an inter-component communication when the application is executed.
Components A component (see Fig 1) is made of an interface and an implementation. The interface, like in other MIL [15] , describes the services that the implementation provides to other components, along with the services it requires at run-time. The implementation, either primitive or composite, fulfills the requirements expressed at the interface level; in other words, it maps the interface to the encapsulated pieces of software.
Interface Interfaces are specified in OCL with a language and a type system derived from CORBA IDL [16] . Interfaces are described as a set of services (plus associated 
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Data Flow Execution Model
The encapsulated implementation must contain processing in an asynchronous way.
an execution flow that handles the service Figure 2 : Interface services signatures) and attributes. While being a syntactic extension of IDL, it offers richer constructs for the description of services. Indeed, in order to comply to the Olan component model and to faithfully reflect the behavior of a component (and thus the encapsulated pieces of software), various types of services specify the provisions and the requirements of a component, as well as some information about the execution model of the implementation of the component. Fig 2 shows the current types of services that exist in OCL with their corresponding hypothesis concerning the data-flow and the execution model.
Connectors
Within any composite implementation, the application designer describe the interconnections of components. The interconnections specify the way components should communicate with one another. At first, an interconnection is a binding of the component's requirements ( Require or Notify services) to the component's provisions (Provide or React services) by the means of a connector. More than just a "binding object" between components, connectors ensure the adaptation between compliant but not necessarily compatible interfaces, the control of the communication (for instance, in terms of synchronization of execution flow) and the effective transport of information through the use of a configurable communication protocol (e.g. TCP or UDP) and/or mechanism (e.g. an ORB or simple sockets).
The benefit of the use of Olan is to provide an overall vision of the application architecture to the designer and the developper. The architecture is here considered as the components of the system as well as the way components communicate with each other. In the current version of OCL, components are described with a pure functionnal interface, thus lacking some kind of information about the internal behavior and semantics of the encapsulated implementation. Obviously, this is a major problem as far as the reusability issue of components is concerned. How can an application designer integrate a component into his system if the only available information is simply the functionnal interface? Even if a documented API is available, errors issued from misunderstanding or ambiguities are still prone to happen. In OCL, the interface although reflects some information about the execution model of the component's implementation. However, there is still the need to show (part of) the internal semantics of outgoing communication. This is why the use of a formal specification of components based on a theoretical calculus, namely ICCS for Interconnected Component Calculus, is beneficial for the correct and desired assembling of components when producing an application.
ICCS: an Interconnected Component Calculus
Overview
We propose to refine the CCS calculus into a new calculus able to model the notion of passive components as well as active components, while preserving the powerful theoretical tools of process equivalence, needed for the definition of component composition.
Therefore, we propose a new static composition operator / that allows the combination of properly active components with passive components, by expressing the intuitive notion of activity flow transfer. In CCS, the fundamental assumptions are message-passing exchanges (as opposed to shared memory models) and asynchrony across processes. The parallel composition is thus a construction which expresses the potential transfer of data and the concurrency among processes. But if more general composition relationships are needed, such as for assembling software pieces, then some different assumptions are required. For instance, a standard procedure call can be viewed as a construction that transfers both values and activity flow, since no action can be performed at the upper level by the calling activity.
The most common response to this difficulty is to model the synchronous call by two activities correctly synchronized. We argue that this is possible, but too general, and thus it does not exactly fulfill the requirements. The following example emulates a synchronous call in CCS: by using the value-passing form of the calculus, it is possible to simulate a synchronous call with input parameter x and output parameter y: In such a case, the concurrent sub-system (P 1 jP 2 ) cannot evolve asynchronously, even if a:a:0 alone is involved in the passive composition. We propose to tackle this problem (in other terms, the problem of managing the compatibility between the two composition operators) by introducing the notion of selective interaction. The key idea is to refine the component composition by associating paths to action labels of the transition system, and to use these paths in order to bring more selectivity to the interaction.
The previous example could become (( a:a:0) :: pj(P 1 jP 2 )) / p a: b:b: a:0, expressing the fact that ( a:a:0) :: p is concerned by the passive composition, but not (P 1 jP 2 ), which can run asynchronously. The following sub-sections make this precise and demontrate that this approach solves the compatibility problem. Morover, it also brings a new way of specifying static component interconnections, as opposed to the dynamic binding capabilities of the -calculus, and eases the description of configuration languages such as Olan.
The syntax
The set P of ICCS formulae, ranged over by P i or Q i is defined by two sets of syntax rules.The first one is very similar to the original set proposed by Milner for CCS [9] : The priority level is given by the following list (binding from the higher to the lower priority): p :P < (P :: p) < (P / P) < (P jP) < (P + P) < (recX : P) < (P nL: M); P f : g]). Thus, :P 1 + P 2 jP 3 / P 4 means (( :P 1 ) + P 2 ) j(P 3 / P 4 ).
Transitional semantics
The transition system is based on the idea of actions and co-actions on the one hand, and the notion of path on the other hand. Paths can be viewed as the concatenation of sub-paths which are able to reflect hierarchical structures. Selectors are paths associated to composition operators which refine the potential interactions between components. Indeed, the rules that define the evolution of the system use a matching function over paths and selectors in order to evaluate the potential interactions. In CCS, if a process P can interact with a process Q, the expression (P 1 jQ 1 jP 2 jQ 2 ) allows P 1 to interact either with Q 1 or with Q 2 , and also the same for P 2 . Within our calculus, the expression (P 1 j Q 2 ) j (P 2 j Q 1 ) prevents all interactions between P 1 ; Q 2 and P 2 ; Q 1 , because the selector can't match any path while matches all paths. The following definitions make this precise.
The labeled transition system
The transition system :p ?! P P is defined over the set P of ICCS terms, ( ; p) 2Act S; Act is the set of communication actions and S the set of paths.
Communication actions .
2 Act = L f g; L = A A. Here A = fa;b;c; : : :g is a set of names, A = f a; b; c; : : :g is a set of co-names, and is a bijection over A and A such that a = a. As in Milner's CCS, A represents input communication actions and A allows the modeling of output communication actions. is a distinguished label that represents internal (unobservable) actions, possibly generated by "hand-shaking" among components.
Paths.
Paths, usually written p or q are terms defined by the grammar (1) or are equal to . This distinguished symbol is used as the void item of a matching function over S. S ::= p i S j S j ?S j "
( p i range over an alphabet P s = fa; b; : : :g) Also a , abc, a?c, c and " are all in S. Note that n , (n 1) matches everything except and that matches nothing.
Definition 1 concatenation (+)
+
Inference rules
It is the fundamental rule that expresses the sequential behavior of components:
p :P performs the communication : p and then behaves like P. In the rest of the paper, " is written for convenience. ?
[Nesting] allows expansion by concatenation of the path associated to the initial transition. This can be seen as a way of coding some structural information into the communication itself.
[Relab] is designed for allowing the relabeling of both action labels and paths. Note that the function f is such that f :Act S ?!Act and g is such that g :Act S ?! S. [Restr] is the restriction operator, very similar to the CCS one, except that it can use a set of paths. It forces internal communication by forbidding any communication actions (L and M specify the forbidden sets), excepted , which is actually an unobservable action. It is also the way of forcing synchronization among components.
Restrictions of the form P n fa; b; : : :g : ; will sometimes be written P n fa; b; : : :g for simplification.
[Rec] is a recursive operator such that recX : P behaves like recX : P 0 if Pf(recX : P)=Xg becomes P 0 after the transition. The notation Afx=yg defines a component built by substituting all occurrences of y in A by x (for instance, if A a:b:X, then AfY=Xg a:b:Y ). 
The following equations define the (selective) pre-emptive operator. Note that in 1 We consider in our language only guarded recursions, i.e recursions recX : P were any occurrence of X in P is within some sub-expression :X (recX : X + E is an example of unguarded recursion). The reader shall consider the following derivation produced by pre-emptive composition of a component which is not passive (P ): ?!.
bisimulations and observation equivalences
The definition of observation equivalences is very important for characterizing components. For a composite component, it establishes the validity of a specification (obtained by composition of sub-components) with respectto the behavorial description of its interface. It also opens perspectives for reusing existing components by finding equivalent components in a repository indexed by interface descriptions. This section shows that the labeled transition system of ICCS allows us to define the notions of strong and weak bisimulation, thus allowing the same definitions of observation equivalences as in CCS. Moreover, it proposes more specific bisimulations able to capture the particularities of ICCS, related to selective interactions. The important point for equivalence laws is that (P Q) ) (P = Q) ) (P Q). 
equational laws
We outline hereafter some equational laws, obtained by establishing strong bisimilarity.
Other laws could be produced by specifying conditions on selectors and paths. Basic laws established for CCS are reusable due to the similarity of the transition system. In fact, the rule [Preemp3] shows that P j Q is semantically equivalent to the original operator PjQ of CCS (as long that '(P) 6 = f g and '(Q) 6 = f g). L of an component P, is a set recursively defined over the syntactic structure of P:
( p :P) = (P ) f g ? f g (P 1 + P 2 ) = (P 1 ) (P 2 ) (P 1 j mn P 2 ) = (P 1 ) (P 2 ) (P n L:M) = (P ) ? L L (P f : g]) = f( (P )) (recX : P) = (P ) (P :: p) = (P ) (P 1 / mn P 2 ) = (P 1 ) (P 2 )
For example, '(0) = ; '(X) = ; '( p :P) = fpg '(P) '(P 1 + P 2 ) = '(P 1 ) '(P 2 ) '(P 1 j mn P 2 ) = '(P 1 ) '(P 2 ) '(P n L:M) = '(P) ? M '(P f : g]) = g( (P ) '(P)) '(recX : P) = '(P) '(P :: p) = (p; '(P)) '(P 1 / mn P 2 ) = '(P 1 ) '(P 2 )
Here, is the function: (1) (P j m Q) (P j m Q) (P / m Q) (P / m Q) (P / Q) (P j Q)
We shall use:
(1) k instead of j and / ; (2) j instead of j ; (3) / instead of / .
Proposition 3 : static laws (more)
8m; n; m 0 ; n 0 2 S:
(1) P j mn Q Q j nm P (2) P j mn (Q j m 0 n 0 R) (P j nm Q) j m 0 n 0 R) (1) P 1 / mn (P 2 kP 3 ) (P 1 / mn P 2 )kP 3 if '(P 3 )=n = ; (2) (P 1 kP 2 ) / mn P 3 ) (P 1 / mn P 3 )kP 2 if '(P 2 )=m = ; (3) ((P 1 + P 2 ) / mn P 3 ) ((P 1 / mn P 3 ) + P 2 ) if'(P 2 )=m = ; (4) (P 1 j mn P 2 ) (P 1 kP 2 ) if '(P 1 )=m = ; or '(P 2 )=n = ; (5) (P 1 j mn P 2 ) (P 1 jP 2 ) if '(P 1 )=m = '(P 1 ) and '(P 2 )=n = '(P 2 )
Proofs: by exhibiting valid strong bisimulations, as in [9] , chapter 4.3.
In this paper, we only produce the proof of proposition (4.1): The goal is to show that given R 1 P 1 / mn (P 2 kP 3 ); R 2 (P 1 / mn P 2 )kP 3 then (R 1 ; R 2 ) belongs to some strong bisimulation R P P.
We consider all possible transitions for P 1 , P 2 and P 3 , as defined by [Preemp*] and [Par*] for the given conditions on path sorts ( '(P 3 )=n = ;, which prohibits interaction between P 1 and P 3 ): (a) P 1 :p ?! P 0 1 , with condition p 6 l m or = .
Then R 0 1 P 0 1 / mn (P 2 kP 3 ), and also R 0 2 (P 0 1 / mn P 2 )kP 3 .
Here, it is obvious that (R 0 1 ; R 0 2 ) is in R. Here, by using the commutativity of k, R 0 1 ((P 3 kP 2 ) / nm P 0 1 and R 0 2 P 3 k(P 2 / nm P 0 1 ), and this shows that (R 0 1 ; R 0 2 ) is in R. ?! P 0 3 , with condition r 6 l n. Obvious.
Proposition 5 corollaries
) (P kQ) :: p (P :: p)k(Q :: p)
Proposition 6 : is a congruence relation There is no difficulty in showing that is substitutive for all "standard" constructions (by exhibiting valid bisimulations) and also for new operators:
(1) P Q ) (P j mn R) (Q j mn R) (2) P Q ) (P / mn R) (Q / mn R) (3) P Q ) (R / mn P) (R / mn Q) (4) P Q ) (P :: p) (Q :: p) Proposition 7 : k and composition (1) P k Q ) (P j kn R) (Q j kn R) (2) P k Q ) (P / kn R) (Q / kn R) (3) P k Q ) (R / mk P) (R / nk Q)
Proposition 8 corollaries
(1) P Q ) P k Q for some selector k (2) P k Q ) (P :: p) kp (Q :: p)
Proofs: by producing appropriate strong bisimulations and using the properties given by the strong equivalence of P and Q. The direct application of expansion laws is to put ICCS expressions in full standard form (only prefix and alternation constructors) in order to reduce and compare them on the basis of a few primitive laws.
Expansion Laws
More on passive components and passive composition
This sub-section proposes a formal definition of passive components and gives examples that illustrate the concept.
Definition 13 passive components (behavorial definition)
An component P 2 P is passive iff:
for all derivative P 0 of P such that P The following proposition relates the pre-emptive composition operator to passive components:
Proposition 13 passive components (equational characterization)
A component P ('(P ) 6 = f g) is passive iff (0 / P) P Although this definition is required for modeling general Olan components, it raises two problems: the component must be expressed in a standard form, and the recursive definition produces components which are not finite-state. The first hypothesis is acceptable in our context, where all component interfaces can effectively be rewritten in standard form (see section 4). For the second one, Robin Milner demonstrated that the process equality of infinite-state agents is not decidable in the general case. Anyway, some solutions exist for retricted cases: it is easy to show that (P Q) ) (P r Q r ), and thus, assuming the constraint that any reentering component must be composed of reentering components, the component equality becomes decidable by using the initial standard form.
Applying ICCS to Olan
This section develops tools more specially suited to the Olan framework. The application designer using the Olan configuration language needs to specify the behavior of composite components, starting from a behavorial description of reused subcomponents (interfaces). At this level, the interface description needs some level of nondeterminism in order to describe a large frame of possibilities: a:P + b:Q describes a component able to perform P after receiving a, or to perform the output action b and then Q, without providing any information concerning the internal or external mechanisms issuing the decision. As opposed to this descriptive level, the designer is expected to specify the behavior of connectors in a full deterministic way: behavioral variations of the new system must only depend on behavorial variations of subsystems, otherwise, the designer will increase entropy rather than controlling the new functionalities.
Weak and strong determinism
This subsection introduces two notions of determinism that will be used respectively for interface description and for connector specifications. The first one, called weak determinism, allows branching as long as it do not occur on the same communication This means that branching is allowed only for distinct input labels. This specifies components for which outputs are determinated by inputs only, and not by internal decisions. It is obvious that if P is strongly deterministic, then P is weakly deterministic.
Component interfaces
These first describe basic services, synchronous ( provide, require) or asynchronous (react, notify); synchronous services can accept or raise a set of exceptions. Moreover, 
P ex i
Interface descriptions contain a behavorial description specified by finite state, weakly deterministic expressions, built over the following sub-language: P ::= 0 j X j :P j P + P j recX : P, where i are taken from the set of services defined.
All specifications S can be equated to some P i :P i by using expansion laws. This last expression is then translated to recX : P i :(P i kX), if the component is declared as passive reentering; for active or passive components, the behavorial specification is translated to recX : P i :Q i , where Q i P i fX=0g.
Connectors
The connector functionalities are specified by finite and strongly deterministic components, either passive or active, of the form P i :P i . This means that any connector is specified through the transfer of input sequences into output sequences. The following sub-language covers the requirements: P ::= 0jXj :PjP + P. 
Specification correctness
The definition of correctness criterions, i.e. a set of theoretical tools that assert whether an interface specification or a composite implementation is correct or not, is a central issue in architectural description languages ( [7] , [4] , [17] ), because it permits taking full advantage of the explicit architectural specifications and to compensate the specification overhead. The following paragraphs detail the main criteria proposed.
Interfaces In order to describe passive or reentring components, an interface specification I itf must verify (0 / I itf ) I itf . It must always be weakly deterministic, and this can be checked by a simple syntactic analysis of branching.
Connectors Connectors can be either active or passive, and this can be checked in the same way as interfaces. Connectors must be strongly deterministic, and this can be verified by a static analysis of the syntax tree (branching).
Composite implementation This is the most important point. Here, the problem is to define the conformity of the implementation with respect to the interface specification. The component equality brings a powerful response: For active components, the specification S and the interface I itf must verify S = k I itf for some selector k such that '(S)=k 6 = ;. This means that the implementation must present the same behavior as the interface, up to a (significant) selector k. For passive components, it is slightly different, due to the fact that / is not associative: P / (Q ? R) is not equal to (P / Q) ? R in the general case (? stands for / or j). Concretely, this means that the specification must use a component variable E ext for representing the external context, and a selector variable to parameter the left interaction. For instance:
((E ext / mn P)?Q )nA E A (P; Q are not detailed here), and the effective behavior is given by a system of the form: Now, as for active composite components, the equation S = k I itf must hold for some significant selector k.
This equality is fine, because it covers very different cases. First, as the component equality is fully substitutive), it is ensured that an implementation will behave like its interface through any kind of composition. Secondly, it will check the divergences in the implementation, as well as deadlocks that might be introduced. so. But by minimizing the interface specification expressivity (no composition), we make things easier in this direction. However, properties of component composition should be studied more deeply, in order to take full benefits of hypothesis concerning determinism for interfaces and connectors, and in order to make weaker the constraints concerning the composition of re-entering components. 
Example
This behavorial description verifies 0 / A itf A itf .
A scanner B (fig. 4) The second component is a scanner that performs successive data inputs toward a required service get. Each successful input is followed by a computation request compute, then by the notification of the result toward the done port. If the return of the get call is not valid, then the processing ends and scan returns. This behavior is formally specified by (7) and after transformation (8) The interconnections between components and connectors are specified through rela- Note that the ports which represent input and output channels with the "outer world"
The connectors
(in 0 of C 0 and out 0 ; out 1 of C 2 are tagged with the path a, for ensuring the right interaction when composed toward the / operator (see the specification of the composite component S below).
The composite component
The S spec
((E ext / ma (C 0 :: b jB itf j(C 1 :: bk(C 2 jC 3 jC itf )))) / b" A itf ) n(fopen; read; scan; done; take; compute; gives; syncg E A ) : ;
Here, E ext is the reference of an external ICCS component potentially connected to S spec . Path a allows selective interaction of E ext with C 0 ; C 2 and path b selects interaction between C 0 ; C 1 and the passive sub-component A. Note that the variable name must be bound for developing the derivation graph. The correctness of the specification is expressed by the system: The difficulty of combining the new operator for passive composition with the standard one is tackled toward the concept of selective interaction, which led as a side effect to refining the expressivity concerning communication channels. This last issue is important for interconnection languages, and formal developments of section 3 show that the complexity overheads remain at an acceptable cost, and that the theory provides tractable issues. Moreover, selective interactions produce an elegant refinement of the notion of concurrency, making the repertoire of parallel composition richer by providing the k operator (which semantic expresses parallelism without interaction), and the j operator (which semantically expresses parallelism with full interaction). Both of them appear natural to use within specifications.
Some calculus, such as OC [5] , defines a composition operator able to perform functional calls as well as remote calls (inter-processes). But the notion of passive composition we propose in this paper is different and more general, allowing the coordination of passive components owning a state, as well as the modeling of functional calls. Authors such as Yellin and Strom [4] have shown the interest of behavorial specification at the interface level for automating the synthesis of software adaptors. But the formalism presented is not very tractable, and expressivity of finite-state automatons is poor and probably too verbose for realistic applications. Moreover, this work does not clearly establish the relationship between the finite-state automaton model and the hypothesis concerning execution models. Robert Allen and David Garlan have proposed in [7] the formalizing of architectural interconnections toward ports and connectors, specified by using a subset of CSP [6] . Their work has put the emphasis on connectors which centralize most of the knowledge concerning the interconnection (using roles and glue), as opposed to the Olan approach, where behavorial specifications are shared between interfaces and connectors. They define compatibility checking toward deadlock free and conservative connectors, i.e. connectors that preserve the deadlock free property toward composition with any specified role. But their correctness criterion seems more complex, less concise and not stronger that our own. Moreover, here again the expressivity of connectors and role specification is not addressed regarding the basic hypothesis concerning the execution model (connectors and ports are activities). Magge, Eisenbach and Kramer [8] propose modeling the Darwin configuration language in the -calculus. Darwin is close to Olan regarding the component model, but proposes few abstraction for capturing the primitive component behaviors. They argue that dynamic aspects of Darwin justify the choice of the -calculus (which is more complex than CCS), but it is not clear whether dynamic component instantiations might be modeled in CCS or not. But the important point is that, by attempting to clearly separate the operational behavior of Darwin architectures from the implementation behaviors, without any information on primitive behaviors, they only define the semantics of communication. Thus no architectural analysis is proposed, and the benefits of the architectural description seem restricted to easing the distribution. It would be interesting to relate our work to some results in the software engineering field, such as the I-composition of Lam and Shankar ([17] ), and to compare our correctness criteria, based on bisimulation, to their theorem for characterizing the Interface/Implementation correctness using set operations. However, the calculus developed in this paper seems more adapted to defining operational semantics of interconnected systems.
ICCS will be used precisely for defining the operational semantics of the Olan Configuration Language, and for specifying specialized connectors. Moreover, by associating behavorial specifications to the Interface Description Language, it could be applied to a simulation tool (integrated to the Olan development environment), and to the generation of test sets from middle-level specifications. This last issue could take advantage of the modal logic proposed by Robin Milner ( [9] , [12] ), quite applicable to the transition system of ICCS. A small compiler and simulator is already realized ( [13] ) which can be used for exploratory work.
