This paper introduces a method for predicting the performance of a radiometer design based on calculating the measurement uncertainty. The variety in radiometer designs and the demand for improved radiometric measurements justifjl the need for a more general and comprehensive method to assess system performance. Radiometric resolution, or sensitivity, is a figure of merit that has been commonly used to characterize the performance of a radiometer. However when evaluating the performance of a calibration design for a radiometer, the use of radiometric resolution has limited application. These limitations are overcome by considering instead the measurement uncertainty. A method for calculating measurement uncertainty for a generic radiometer design hcluding its calibration algorithm is presented The result is a generalized technique by which system calibration arclkectures and design parameters can be studied to optimize instrument performance for given requirements and constra3nts * . Example applications demonstrate the utility of using measurement uncertainty as a figure of merit.
Introduction
Radiometer calibration is becoming more important as radiometric measurements are being used to derive greater geophysical information. New applications for microwave and millimeter-wave radiometer data are driving the need for improved radiometric resolution and correspondingly improved accuracy. Finer resolution permits enhanced discrimination of changes in physical parameters from background noise. Accuracy is important for comparing temporal and spatial measurements made from one or many sensors and for using measurements to retrieve parameters by inversion of physical models. Examples of parameters requiring improved resolution and accuracy include the retrieval of sea surface salinity, precipitable water vapor, liquid and ice water path, and vector wind measurements. For a discussion on the principles of radiometry see Uiaby et ai. [1981] , fiaus [1966] , and RohZjs [1996] .
At the core of all radiometers is a calibrated receiver [Skou, 19891. A radiometer receiver is shown in Fig. 1 a. Noise power with equivalent brightness temperature Tvy enters the receiver and is converted to the output signal v. (In this paper we assume the Raleigh-Jeans limit of the Planck function, and thus, brightness temperature is used as a measure of the bandlimited detected power.) The system noise temperature at the receiver input is Tv,,y = where TA is the radiant power at the input of the radiometer antenna and T,, is the receiver noise temperature referred to the receiver input. The radiometer response defines the relationship between v and TA ; for radiometers utilizing square-law detection, the response is linear and characterized by a slope and offset. The radiometer response fluctuates due to inherent instabilities in the radiometer electronics. Calibration is the process by which the radiometer response is estimated. Through calibration an estimate of TA can be derived from the output signal v. The scheme employed to achieve calibration is central to the design of any radiometer; there exists many techniques for calibrating radiometers.
The advent of the Dicke radiometer in the 1940's spawned radio astronomy and microwave radiometry [Dicke, 1946; Buderi, 19961 . Since then many improvements in radiometric measurement techniques have developed. Many papers are written on radiometer designs and techniques for analyzing radiometer performance. In recent years the number of publications relating to the analysis of radiometer performance has decreased although the -4 7/25/2004 to reflect the means by which the uncertainty is evaluated. This paper only addresses measurement uncertainty associated with radiometer designs, and thus, the discussion is limited to Type B analyses.
Measurement uncertainty as a function of calibration frequency depends on the nonstationary stochastic properties of the radiometer pre-detection circuit and receiver electronics.
The principles underlying the use of measuremcnt unccrtainty as 8 figurc of mcrit arc illustrated by assuming the fluctuations in the radiometer response are wide-sense stationary, i.e., stationary in the first and second moment statistics. Analysis of non-stationary stochastic processes adds a layer of complexity and is not included in this presentation with the exception of brief discussions in Section 3 and Section. 7.
A discussion of previous works relevant to radiometer system analysis is presented in Section 2. These works use resolution as a figure of merit for qualifying radiometer performance. Because of its iniportance to the theme of this paper, the defmition of radiometric resolution is examined and the assumptions underlying the classic definition for resolution are reviewed in Section 3 and Appendix A. The limitations in using radiometric resolution to evaluate calibration designs are discussed. In Section 4 a general model for a radiometer design is introduced whereby the calibration architecture is divided into three tiers. A method for evaluating measurement uncertainty based on stochastic signal theory is presented in Section 5.
Radiometric resolution is shown to be one component of the measurement uncertainty; other components arise from the estimation of the receiver response. The method presented is applicable to all radiometers with designs that can be decomposed into a set of measurement paths that represent total-power-mode observations. Examples illustrating the application of measurement uncertainty to evaluate different calibration schemes are given in Section 6. A discussion and conclusion follow in Section 7 and Section 8.
Background
Numerous papers have been written over the past fifty years that have led to improvements in radiometer system performance and analysis. Extensive analysis has been performed on the Dicke radiometer and total power configurations. Contemporary radiometer designs incorporate features of Dicke-type and total-power-mode measurements as well as external measurements to achieve calibration. In some radiometers the recorded output signal t.
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of the system is the difference between signals originating from the measurand and a standard reference. Usually the difference signal is generated by a synchronous detector that p e r f o m the subtraction function using analog electronics. Radiometers utilizing this refweme diflerencing detection scheme are often referred to as D i c k radiometers. In a swizche& refmeme detection scheme, observations of the measurand are interleaved with observations of one or more references. Noise injection is 3 calibration technique where n prcsct noisc powcr is added into the measurement path. Reference meraging is a technique in which multiple observatio~~ of a reference are used to improve the resolution of the reference measurement. In totaZpwer mode one or mare observations of a measurand are made without interleaved observations of a reference.
Reference differencing radiometers have received extensive analysis in the literature Tiuri, 1964; Wait, 1967; Bremer, 1979; Thomen, 19843. Wait [1967] derives a method using
[
Fourier transforms for analyzing the resolution of reference differencing radiometers. W a i t identifies a series of papers that analyze the performance of the reference differencing radiometer but yield differing results for the radiometric resolution. Wait resolves these differences by i d e n m g the divergeat assumptions, standardking the notation, and pointing .out erron in published results. A comparison of results is given in a The resolution of a reference-differencing radiometer may be improved by a technique presented by Bremer [ 19791. Bremer demonstrates that significant improvement in performance can be achieved when the reference measurements are averaged over many cycles, Performance is optimized by increasing the portion of the duty cyclc that is spcnt viewing the measurand and increasing the number of reference measurements averaged to reduce the statistical uncertainty in the estimation of the reference value. The improvement in resolution may approach that of a total-power-mode measurement made over the same period.
Reference averaging offers significant advantage over the traditional reference-differencing techniques and with the improvements in digital processing the implementation of reference averaging is greatly simplified. Today, reference averaging is commonly used in processing radiometer data.
Hersman andPoe [1981] analyze the performance of the total-power mode improving upon previous analysis by including the effects of receiver gain fluctuation and calibration algorithm. In their presentation, radiometric resolution is uscd as thc figure of merit and is defined to be proportional to the integral of the product of the receiver post-detection transfer function and the power spectrum of the square-law detector output (see Appendix A, (A12)).
The resulting model accounts for system noise temperature, non-uniform power spectral densities, and processing algorithm parameters such as the calibration period and integration times. Although a formula is presented for a two-point calibration (see equation (9) in Hersman and Poe [ 198 l]) , the approach fails to account for non-uniform noise components due to the receiver switching between sources. This shortcoming is avoided by assuming the measurand and calibration references have the same noise temperature. An upper limit on the resolution is obtained by setting the observed sources of emission equal to the hottest reference. Peckham [1989] extends their work by deriving a set of optimum weights that minimizes the variance of the difference between the weighted average of calibration and measurand samples in the presence of 8 -type fluctuations in the receiver. In the limiting case with no gain fluctuations and uniform weighting of the reference measurements the results of Hersman and Poe [ 198 11 agree with those presented by Bremer [ 19791. . I f
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The references sited above use radiometric resolution as basis for assessing radiometer system performance. Measurement uncertainty is a more appropriate figure of merit for evaluating and comparing radiometer designs. The difference between radiometric resolution and measurement uncerlainty is more than semantic. In Section 5 resolution is shown to be one component of the measurement uncertainty and that . other components axise from the application of imperfect calihtion data. Recognizing the distinction fncilitatcs p c r f i i c c analysis for all types of radiometers. In Section 3 radiometric resolution is defined and evaluated for a simple direct detection radiometer.
Radiometric Rqoiution
Radiometric resoMon is defined to be the minimum change in the input signal level that can be resolved at the output of the radiometer receiver. The signal noise power is proportional to the variance of the output signal evaluated at the receiver input noise temperature, Tv, 7/25/2004 The power in the change of signal is found by truncating the Taylor series expansion of V(q.v,T) at the second term for small AT , i.e.,
For a receiver with a square law detector, the relationship between V and Tyq is linear; thus, all the change in signal power is contained in the second ierm of the expansion. 'l'he power in the change of the output signal is Substituting (3) and (5) into (2), noting that the proportionality constant is the same, and solving for (AT)2 yields the classic formula
The minimum detectable change in signal at the input is equal to the noise power at the output times the reciprocal of the squared response of the system evaluated at Ty.. . Sometimes radiometric resolution is referred to as the noise equivalent temperature difference, i.e. NEAT, or sensitivity. Peculiar to microwave engineering, sensitivity is synonymous to resolution.
However in other engineering disciplines, sensitivity is more commonly used to describe the change of a system output per change in input stimulus (or its reciprocal) [ISO, 1993; IEEE, 1996, Van Putten, 19961 . The square root of the denominator in (6) is then the radiometer sensitivity. To be more consistent with the engineering community at large, resolution, or more specifically radiometric resolution, is preferred over sensitivity to describe (6). Fig. 2 shows a model of a direct detection radiometer operating in total-power mode.
Noise power 7 ' ' enters the radiometer through an antenna. The radiometer receiver is comprised of an amplifier (g), predetection filter (H), square law detector, and a post-detection filter (W). The system noise temperature at the receiver input is T+.T = T, + Tec. The iadiometer output is the voltagev( t) . Evaluating (6) for this radiometer model leads to the classic definition of radiometric resolution [Dicke, 1946; RohZjs, 19961 6.
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where B is the bandwidth of tbe predetection filter and z is the post-detection integration time constant. These terms are defined by Tiuri [ 19641 and are given in Appendix A. Rohlfs [ 19961 presents a derivation of (7) based upon stochastic signal theory. Le Vine [ 19901 presents a derivation of the resolution for a correlation receiver in an interferometer and shows how the result yields (7) in the limiting cast? of zero displacement in the antenna elements. In A p p d i x A, the r a d i d c resolution of a directdetection radiometer receiver with gain fluctuations is evaluated. The amplifier gain, g ( 2 ) , is modeled as a wide-sense-stationary random process with mean go. For a receiver with gain fluctuations, (6) leads to where and whereSg ( I ) is the power spectrum of the fluctuating component ofg (t) and "(f) is the frequency response of the post-detection filter.
Essential to the derivation of (8) is the assumption that g ( t ) is wide sense stationary. , 1977; Herman andPoe, 1981; Thomsen, 1984; Peckham, 19891, use to evaluate (8), even though such a spectrum violates the Weiner-Khinchin theorem for y 2 1 [Duvis et al., 19961 . One might argue that over a certain interval the gain fluctuations may be considered stationary an& hence, the Fourier relationship between the autocorrelation function and power spectrum exists. In evaluating the influence of calibration frequency on measurement uncertainty, the interval of interest is on the same time scale that the fluctuations in the receiver become non-stationary. The assumption that the stochastic properties of the receiver are stationary may not be justified when studying the interaction between calibration frequency and receiver fluctuations. For this reason, the degree of stationarity [Huang et ul., 7/25/2004 The effect of switching between calibration references on radiometric resolution of periodically calibrated radiometers has been investigated [Bremer, 1979; Hersman and Poe, 198 11 . Inevitably, calibration involves observations of references of different brightness temperatures. Evaluation of the output noise power when the input signal power changes when viewing different sources is non-trivial. Difficulty arises in computing the square-law detector output and its convolution with the post-detection transfer h c t i o n of the radiometer.
Some authors, [KunziandMagun
Furthermore, (6) is evaluated at the system noise temperature. When a radiometer observes sources with different noise temperatures to achieve calibration, TV.$ necessarily changes. Thus, evaluating (6) in the context of a Calibration algorithm is inconsistent with its definition. In the literature these complexities have been avoided by assuming the temperature of the measurand and calibration references are equal thus limiting the usefulness of radiometric resolution as a figure of merit for the performance of a radiometer.
An alternative approach is to consider the measmenlent uncertainty that includes the resolution of the measurand observation as well as uncertainty associated with applying the calibration data. Before developing a method for evaluating measurement uncertainty, in the following section a general model is introduced that describes a wide variety of calibration architectures.
General Radiometer Calibration Model
The calibration architecture of most microwave radiometers can be divided into three tiers as illustrated in Fig. 3 . Measurements from one or more of the three tiers are used to calibrate the radiometer response. A data processor controls the timing of the calibration reference observation sequence as well as records pertinent data for utilizing the references. In some systems data may be processed in real time to produce estimates of the antenna brightness temperature and others rely on post-processing of the data to calculate the estimates.
First tier calibration consists of calibration references that are switched into the receiver path after the antenna. Calibration structures that fit into this first category include temperature controlled waveguide terminations switched into the receiver path using waveguide switches and active noise sources injected using directional couplers. The first tier is most often used to compensate for fluctuations in the active components of a receiver. Though one or more internal references can be used to track fluctuations in the receiver response, the internal . references do not measure fluctuations that occur in circuitry beyond the plane of the reference measurement, e.g. antenna losses. Usually the equivalent antenna highmess temperature of the references have to be determined through either second or third tier calibration. First tier calibration is utilized when second or third tier calibrations cannot be performed &ciently rapidly to track receiver fluctuations. Descriptions of radiometers that use first tier calibration can be found in [Hach, 1968; Congiong et ai., 1986; Rufet al., 1995;  Tanner &Riley, 20031.
The second tier comprises calibmtion structures that provide a means of calibrating the system response including the effects of the antenna and coupling components. Typically the antenna pattern is projected onto one or more isothermal blackbody radiators. In systems that utilize a second tier structure, characterizing system response is straightfbrwmd and cosmic radiation, tip-curve calibration, and ocean surface. The third tier often provides the most accurate reference for calibration because the measurements encompass entire system effects and external references, e.g. cosmic radiation, can be as close to an absolute standard that exists. External calibration can also correct for instrument effects that are not measured in first or second tier calibrations. Nevertheless, third tier calibration usually comes with difficulties associated with making the measurement. External reference measurements usually cannot be performed with frequency adequate to track fluctuations in the receiver response.
Because of its ability to accurately and precisely characterize entire system effects, third tier calibration is often used to tweak parameters, e.g. antenna coupling losses, effective noise source temperature, etc., in the system equations that describe the radiometer response. An example of the application of third tier architecture applied to calibrating a radiometer is given [Hach, 1968; UZaby et aZ., 1981; Ruf et al., 1995; Stelzried, 1968; Miller et al., 19671 . Parameters used for calibration are specific to the system design;
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values of the parameters and their corresponding uncertainties are specific to the hardware used in the design implementation.
In the following Section the uncertainty in the calibfated estimate of the measurand, i.e. measurement uncertainty, is derived. The measurement uncertainty is a fimction of the individual uncertainties of all the values that go into calculating an estimate of the measurand
The technique can be applied to system utilizing caliition measurements from one or a combination of tier 1,2 or 3 architectures.
Calculation Of Measurement Uncertainty
In this section a technique is presented for evaluating the measurement uncertainty for a radiometer design-First, the design is decomposed into a set of measurement paths. Each measurement path represents a total-power-mode observation and the path's output signal is treated as a separate random process. The radiometer output is then considered as a sequence of samples obtained from the different random processes. The estimate of the measurand is calculated from samples of these random processes. The measurement uncertainty is computed fiom the statistics of the samples and the functional form of the estimator. To illustrate the technique, a radiometer design based on tier-2 cali%ration is treated because it is the most simple of cases. To account fix differences in signal paths that might exist between calibration measurements, e.g. differences in insertion loss or noise injection modes, is a straight forward extension of the technique. The technique can be applied to all radiometers with designs that can be decomposed into measurement paths that represent total-power-mode observations. Fig. 4a shows a model of a radiometer system that uses tier-2 architecture with a switch to view one of N radiation sources. A radiation source may either be the measurand or one of a number of calibration references. The mdiometer output depends on the switch position. At any instance in time the switch is set to only one of its possible N+1 positions; the timing of the switch position sequence is prescribed by p (f ) where p E {A, 1,. . . , N) -Observations of the measurand correspond to switch position p = A . Fig. 4b illustrates a representation of the system as a set of signal paths, one for each possible value of p . The output of each signal path 7/2 5/20 04 is represented by a separate random process. The processes are treated as though each simultaneously exists. Fig. 4c shows a time series of the N+l processes. The output of the radiometer is a sample of only one of the processes at any given time. By decomposing the radiometer design in this way, transient effects between samples are neglected. Fig. 4d shows a time series of the system output for a particular switch sequence. This presentation is simplified by assuming each proccss is gcncratcd by thc samc rcccivcr charractcristics.
. 1 , Model Decomposition and Measurement Estimator
The voltage output of a radiometer operating in total-power mode is given by (A6) in Appendix A. Although the switch position is not explicitly shown, its effect is implicit in the value of T,, . For any p , the input to the receiver, x(t, p) , is defined to be a zero-mean widesense-stationary Gaussian random process with a white power spectrum given by
where k is Boltzmann's constant, T, is the receiver noise temperature referred to the receiver input, and
The expected value of the output voltage is a function of the brightness temperature present at . the antenna. Evaluating the expected value of (A6) for any given value of p yields is the antenna brightness temperature for the switch position designated by p.
where in Appendix A the symbols are defined and the underlying assumptions are discussed.
The ensemble average includes all possible output voltages that correspond to the switch position p. Equation (1 0) shows the linear relationship between the input brightness temperature to the output voltage. This linear relationship arises from the square-law detection of the input signal. Equation (10) can be rewritten to explicitly show the linear relationship, When making measurements with a radiometer, the brightness temperature at the radiometer input is usually not h o r n but is estimated from a measurement of the output voltage. Equation (15) is used as a model to define an estimator for the input brightness temperature. For a measured output vp , the estimator for the input brightness temperature is -
The expected value of the estimator is
The variance of the estimator is For any given measurement, vp , the estimator < is a random variable with mean and variance given by ( 1 7) and (1 8 [ANSI, 19971 is the square root of (1 8). The standard uncertainty in the estimator given by (18) is qual to the radiometric resolution given by (6).
The uncertainty as expressed by (1 8) is based on the mean system response defined by m and b. Generally, m and b in (16) are not known and must be estimated by calibrating the system. An estimate of the measurand, i-e. the unknown antenna brightness temperature, must be obtained by using an estimate of the system response; therefore, the uncertainty in the estimated antenna brightness temperature should include the uncertainty in the estimates of m and b. In the next section estimates of m and b are derived from a set of calibration measurements.
Estimating the System Response
A set of measurements is obtaincd fiom thc radiomctcr shown in Fig. 4 where i? and b" are estimates of the system response. The estimator, fA , differs from FA given by (1 6); f, is an estimate of the antenna brightness temperature based upon estimates of the system response, whereas, FA is an estimate of the antenna brightness temperature for a known system response. The value of in (19) is not known but its variance, o:A , is given by (1 8); its standard deviation is equal to the radiometric resolution of the measurand observation.
Estimates of m and b are derived from the calibration measurements that comprise the remainder of the data set, i.e., {q, v, ) where i E { 1.. . n ) . The calibration measurement pairs consist of the recorded output voltage, v, , and the known reference antenna brightness temperature, T . The 's are not part of the data set; like E, , the values of si 's are not known but their variance are given by (1 8). When the "true" value of is not known, uncertainty in the knowledge of T, can be included in the stochastic model of si . Fig. 5 illustrates the set of 7/25/2004 measurements. Note that there can be several measurements made at the same temperature T, .
The figure shows that n measurements are made at N different temperatures with N < n.
There are a number of different ways to use the data in (19) to derive estimates of the system response. For reasons discussed in Section 7, least squares regression @SR) has been chosen as the hmework to obtain riZ and i. 
Standard Uncertainty in the Calibrated Estimate
The standard uncertainty in the calibrated estimate (20), i.e. measurement uncertainty, is found from the square root of the mean square difference between the estimate and the true value,
In Appendix B (26) is evaluated and found to be where o t and c~:~ are found from (18) for each of the measurements. The summations are performed over the i = 1.. . n measurements. Equation (27) is derived assuming the uncertainties in the calibration measurements are not necessarily equal. Furthermore, si 's are assumed to be independent or, with equivalent effect, the covariance between samples of the receiver output (see (A13) in Appendix A and the discussion following it) is much smaller than the variance of the samples, i.e., C,, ( A t ) < < C,, (0) where At is the time interval between samples.
In order to express the uncertainty of FA in physical terms meaningful to comparative = " N , The f b t term on the right hand side of (28), 0-2, , is the radiometric resolution of the measurand and is the lower limit of the measurement uncertainty. The next three terms arise from the uncertainty in the estimate of the system response and represent the effects of using i m p e~q calibration data. Equation ( temperatures. The uncertainty is improved by increasing the separation of the calibration temperatures; the larger separation yields a larger value in the denominator of the third term on the right hand side. The uncertainty is unbounded when all the reference measurements are made at the same reference temperature, i.e. when is equal to the mean of the calibration = for i = 1.. . n . Finally, the uncertainty is improved by increasing the number of calibration measurements. In the limit for increasing n, the uncertainty in the calibrated estimate converges to the radiometric resolution. 7/25/2004
Least squares regression provides a framework for calculating the measurement uncertainty by which the performance of a calibration design can be assessed. Application of the method is simple and straightforward. In the following section, examples illustrate how LSR can be used to study system design and evaluate the influence of design parameters on instrument performance.
Application of the Theory
When designing a radiometer there are several constraints applied to the design based upon sampling requirements, operating environments, and limitations due to budgetary or more simply technical difficulties. Even with these constraints there usually exist many degrees of freedom in designing the calibration scheme for the system.
Imaging Radiometer
First consider a design based upon the Millimeter-Wave Imaging Radiometer m), A detailed description of the MIR can be found in [Racette et al., 19961 and a description of the salient characteristics follows. The MIR has five receivers spanning 89 GHz to 340 GHz. The lack of electronic switches at these high frequencies and the short integration times required for imaging led to the decision of using total-power mode. Calibration is achieved by periodically observing two blackbody references at different temperatures. The instrument is designed to fly aboard the NASA ER-2 high-altitude aircraft but has also been used for ground-based atmospheric measurements as well as laboratory studies [ Racette and Wing, 19981. Images are generated by a rotating the antenna patterns across a field of view using a flat mirror canted at 45" angle. The across-track swath width is 100" centered about nadir. At cruising altitude of -2Okm the ER-2 airspeed is about 200ds. The nominal hll-width halfpower beam width for each of the receivers is 3.5". To achieve contiguous images at half altitude (-lob) the instrument must scan the field of view every 3 seconds. The desire to avoid gaps in the images and the need for frequent calibration to circumvent errors in calibration due to drifts in the receiver gain and offset led to the decision to include calibration observations during each scan cycle. The constraint on the scan cycle period leads to a trade off between time available to observe the measurand and time available to observe the calibration references. A latency interval exists during which time the mirror must switch between the calculated fiom (7) using OD =(T_+T,)(B7,)f. advantages of achieving wider temperature separation for the calibration references can be weighed against the additional costs incurred and the performance gained.
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Multiple References
Some radiometers use measurements from more than two references to estimate the systed ~espume [Rucette et al., 1998; BlacLwsll et al., 2001; Tanner and Riley, 20031 . Figure 8 shows 
Reference Averaging
In this section the effect of reference averaging on a calibration scheme is examined.
Two cases are considered. In the first case a single reference and measunnd observations are interleaved. The results are shown to be consistent with previously published results when the measurand and reference are at the same temperature. In the second case, reference averaging is applied to a calibration scheme which switches between three references and the measurand.
A sequence of measurements is shown in Fig. 9a where observations of the measurand and a single reference are interleaved. The measurand and reference temperatures are TA and
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Tle5 respectively. The cycle period is z = 1 second during which time the reference is observed for z, seconds and the measurand is observed for zA = zz, . An estimate of the calibration is obtained from n observations of the reference made over an interval T, = m . In order to derive an estimate of the receiver response at least two reference temperatures need to be observed, Hence, a second calibration measurement at temperature, T2, is assumed to occur outside the interval Tw; the temperature T2 is different than Tef. The uncertainty of this second calibration measurement is assumed to be zero, i.e. of? = 0 , in order to minimize its influence The relative uncertainty for the measurement sequence shown in Fig. 9a is plotted in Fig. 9b . The results shown are for the balanced case where the reference and measurand are the same, ie, calibration reference, T2. For TW = 1 and z, = 0.5 s the calculations predict the relative uncertainty is equal to that of a Dicke radiometer with a 50% duty cycle, ie. two times that of a total-power mode observation of the measurand The dotted curve in Fig. 9b [1979] ) expresses the uncertainty as the root-sum-square of the resolutions of the m&d and reference measurements and does not account for uncertainty in the estimate of the receiver response.
= T , = 300 K . The results do not depend on the temperature of the second Fig. 1 Oa shows a representative sequence of measurements fiom a switched-threereference radiometer. The three reference temperatures are TI = 300 K, T2 = 500 K and T 3 = 800 K. The receiver noise temperature is T,, = 500 K and the pre-detection bandwidth is 20 h4Hz. The time spent calibrating, 32, , is split evenly between the three references; the cycle period is z = 1 second and the measurand is observed for zA = z -32, ; latency due to switching between references is assumed negligible. The measurand brightness temperature is TA = 100 K. The relative uncertainty is calculated the same way as in Fig. 9b . 
Discussion
In the preceding sections, a technique is described whereby measurement uncertainty is used as a figure of merit to assess the performance of a wide-range of radiometer designs.
Least squares regression is used as the framework for calibrating the radiometer response and calculating the measurement uncertainty. The LSR approach offers a number of advantages.
LSR minimizes the measurement error in the least squares sense and can be applied to a wide variety of calibration designs for performing tradeoff studies of design parameters. LSR provides a simple and straightforward way of computing the measurement uncertainty in terms of parameters (e.g. standard uncertainty of the calibration measurements) convenient for i n t q r e m o n ; the hnear aigebra r q m e d to compute the measurement uncertainq is easily programmed The influence of applying weights to the calibration measurements can be evaluated using weighted LSR For calibration measurements characterized by Gaussian statistics, the optimum weights are inversely proportional to the standard uncertainty of the calibration measurements. when the calibration measurements are correlated, generalized LSR can be used to include the influence of their correlation.
Methods other than LSR are often used to calibrate the radiometer response and many calibration implementations are not readily expressed as a set of equations in the form of (19).
In these cases, the measurement estimate can be expressed as a fimction of variables that affect the estimate, i.e. E =$ (x,,x2,-.-,xK) (33)
where XI is the value of the variable, x, . A wide variety of variables may be used in the calculation of the measurement estimate, e.g. reference temperature, insertion loss, reflection coeficient, physical tempemhue of receiver components, etc. The quantities that contribute to the measurement uncertainty are obtained from random variables whose probability When modeling the measurement uncertainty for a design study, one has freedom in assigning the value of uncertainty to each component of uncertainty. For example if in a design analysis a noise source exhibits thermal instability, the uncertainty associated with the noise source measurement can be adjusted and its influence on the measurement uncertainty understood. One can then choose to modify the calibration design to compensate for anticipated noise source instability. Thus, type-B analysis of measurement uncertainty can be a valuable aide in understanding the influence of component characteristics on system y erforniancc.
Periodic calibration is required to correct for non-stationary fluctuations in the receiver response, e.g. drifts in receiver gain. In this presentation temporal effects such as time interval between calibrations are not considered. This omission is not a limitation of the approach presented. Generally, the uncertainty in the calibration measurement will increase as the interval between the time a calibration measurement is made and the time onto which it is applied increases. The amount by which the uncertainty grows is a function of the nonstationary stochastic properties of the receiver response. The influence of non-stationary fluctuations in the receiver can be assessed by treating the set (or subset) of random processes from which the radiometer output is sampled as non-stationary. The technique outlined in this paper provides a powerfbl means for studying the nature of non-stationarity in radiometer systems.
Conclusion
Previously radiometric resolution has been used as a figure of merit to assess the performance of radiometer designs. Radiometric resolution is an important parameter to consider when designing a radiometer, however, difficulties arise when using resolution to evaluate the performance of a calibration design. The evaluation of the ensemble averages required to find the variance of the output signal is complicated by the switching of the input signal between multiple sources. Radiometric resolution is defined and evaluated for a single system temperature (TTYJ, thus, the theoretical basis for using radiometric resolution to characterize the performance of a calibration design is questionable since calibration inevitably involves changing the system temperature. Measurement uncertainty is a more appropriate figure of merit for assessing the performance of a radiometer and its calibration. Measurement uncertainty includes the radiometric resolution of the measurand observation as well as the uncertainty associated with utilizing the calibration data.
A general radiometer calibration model is introduced that descriies a wide variety of Calibration architectures. Most radiometers contain calibration features from one or more of the three tiers identified by the model. Regardless from which tier an observation is made, the observed signal can be modeled by a random process; all signals observed are treated as originating from simuhaneomly existing random processes. The radiometer output is thus comprised as a sequence of samples obtained tiom a set of different random processes. The statistics of the calibration reference and measurand samples are derived tiom the properties of the underlying random processes. The statistics are then used with the functional form of the calibdon algorithm to compute the measurement uncertainty. The technique presented can be applied to all radiometer designs that can be decomposed into a set of measurement paths that represent total-power-mode observations.
LSR is used as a framework for modeling the calibration algorithm although the theoretical basis for using measurement uncertainty to assess the performance of radiometer This work focused on developing techniques for radiometer design analysis and is limited to type-B uncertainty analysis. For analyzing the measurement uncertainty of actual radiometer systems, the combined uncertainty including type-A and type-B analyses should be considered.
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The receiver input passes through an amplifier, filter, and an ideal square-law detector.
The output of the square law detector is denoted y($; and v(t) is the voltage output of the postdetection filter. By assuming the gain fluctuations are slow, the output of the amplifier can be expressed as the instantaneous product x(t)g($. The output of the square law detector is c (4 t ) g (4 8 49) ? where Sy (f) is the power spectrum at the output of the square law detector and is found from the Fourier transform of the autocorrelation function
Evaluating (A9) requires calculating the forth moment expected averages of x(t) and g(t). In this calculation the relationship,
E ( n ( t 1 ) n ( t 2 ) x ( t 3 ) x ( t 4 ) } = R X , 2 R + 4 +RX13R%4 +Rx14Rx23
' for zero-mean Gaussian random processes is used where Rx.. Substituting (Al) into (A12) and making use of the bandwidth assumption between the pre-detection and pst-detection Elters yields
The first term on the right hand side of (An) is the covariance due to the band-limited noise at the receiver input; this term gives rise to (7) and its correlation interval is governed by the The radiometric resolution is obtained by substituting (A7) and the variance obtained from (A13) into (6). The following definitions are adopted from Tiuri, [1964] . The predetection bandwidth is . . -35 7/25/2004 It is convenient to express FA =(vA --V,)G+?;, where b" = -GV, has been substituted into (20); and likewise to express
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The arithmetic means from (1 9). and V,, are given by (24) and (25) , respectively, and 1 "
Substituting (B3) and @2) into (B 1) yields
In evaluating @5), the contribution of the gain fluctuations to the correlation between samples, The radiometer output is a sequence of samples from the set of random processes. 
