In this paper; we analyze the computational complenily of these outlier detection problems, and provide eficient algorithms that solve some of these problems (under reasonable conditions).
Introduction
Detecting outliers is important, In many application areas, it is important to detect outliers, i.e., unusual, abnormal values; e.g.: x < L o r x > U), where L e E --U . U gf E + ko -U , and h > 1 is some pre-selected value (most frequently, ko = 2.3, or 6).
Fuzzy uncertainty. Instead of arbitrarily selecting ko and classifying a value as an outlier or not an outlier, it is reasonable to treat the set of outliers as a fuzzy set and to return the degree of confidence to which each value is an outlier:
if the corresponding ko is 6. this degree is close to 1; if the corresponding ko is 1, this degree i s close to 0.
Interval uncertainty. Which approach is more reasonable depends on a possible situation:
if our main objective is not to miss an outlier, e.g., in structural integrity tests, when we do not want to risk launching a spaceship with a faulty part, it is reasonable to look for possible outliers;
if we want to make sure that the value x is an outlier, e.g., if we are planning a surgery and we want to make sure that there is a micro-calcification before we start cutting the patient, then we would rather look for guaranteed outliers.
The two approaches can be described in terms of the endpoints of the intervals L and U:
A value x guaranteed to be normal -i.e., it is not a pos- .
In all these cases:
to detect possible outliers, we must be able to compute the values z and U; 0 to detect guaranteed outliers, we must be able to compute the values L and U.
What we are planning to do. In this paper, we analyze the computational complexity of these outlier detection problems and provide efficient algorithms that solve these problems (under reasonable conditions).
. What Was Known Before
As we discussed in the introduction, to detect outliers under interval uncertainty, we must be able to compute the We mark a value x as an outlier if it is outside the interval [L,v] . Thus, if, instead of the actual ranges for L and U, we use wider intervals, we may miss some outliers.
It is therefore important to compute the exucc ranges for L and U. In this paper, we show how to compute these exact ranges.
Detecting Possible Outliers
To find possible outliers, we must know the values U and L. In this section, we designfeasible algorithms for computing the exact lower bound Iz. of the function U and the exact upper bound of the function L. Specifically, our algorithms are quadratic-time, i.e., require O(n2) computational steps (arithmetic operations or comparisons) for n interval data points xi = bi, 4.
The algorithms $v for computing U and & for computing Z are as follows: 
i:&>Z(k+l) j:Zj<x(k, and n k = the total number of such i's and j's. Then, we solve the quadratic equation
where def 2 C gf n k . ((1 + a 2 ) ' n k -cy2 -n ) . (6) For computing U, we select only those solutions for puting 1. 
In General, Detecting Guaranteed Outliers is "-Hard
As we have mentioned in Section 1, to be able to detect guaranteed outliers, we must be able to compute the values -L and U. In general, this is an NP-hard problem: 
How Can We Actually Detect Guaranteed

Outliers?
How can we actually compute these values? First, we will show that if l + ( l / h ) 2 < n (which is true, e.g.. if ko > 1 and n 2 2), then the maximum of U (correspondingly, the minimum of L) is always attained at some combination of endpoints of the intervals as 8.
These algorithms also work when, for some fixed C, no more than C "narrowed" intervals can have a common point: The corresponding computation times are quadratic in n but grow exponentially with C. So, when C grows, this algorithm requires more and more computation time. It is worth mentioning that the examples on which we prove NPhardness correspond to the case when n/2 out of n narrowed intervals have a common point.
Solution to the Fuzzy-Related Problem:
Computing Degree of Outlier-ness and a new value x' = 0. Indeed, in this case, E' = E -2 hence E' -x' = E -x, and the standard deviation Q does not change if we simply shift all the values xi. Thus, without losing generality, we can take assume that 2 = 0, and we are interested in the ratio IEI/o. The lower bound of this ratio is attained when the reverse ratio l/r = a/lEl is the largest, and vice versa. Thus, to fmd the interval of possible values for IEl/a. it is sufficient to find the interval of possible values of o/lEl. Computing this interval is, in its turn, equivalent to computing the interval for the square V / E 2 of the reverse ratio l / r .
Finally, since V = M -E2, where M e .; + . . . +. 2 is the second moment, we have VIE2 = M/E2 -1, so computing the bounds for V / E 2 is equivalent to computing the bounds for the ration R %if M / E~.
In this section, we will describe how to compute the bounds -R and for the ratio R; based on these bounds, we can compute the desired bounds on ko . and for each variable xi, we take:
both values xi = gi and xi = E; otherwise.
Since no more than C intervals have a common intersection, 
Conclusions
In many application areas, it is important to detect outliers. Traditional engineering approach to outlier detection is that we start with some "nor"' values 2 1 , . . . , Znr compute the sample average E, the sample standard variation a, and then mark a value z as an outlier if 2 is outside the kosigma interval [E -ko -a7 E + ka m a ] (for some pre-selected parameter ko).
In real life, we often have only interval ranges xi = If, instead of the actual ranges for L and U, we use wider intervals, we may miss some outliers. It is therefore important to compute the exact ranges for L and U.
In this paper, we showed that computing these ranges is, in general, NP-hard, and we provided efficient algorithms that compute these ranges under reasonable conditions.
We also provide algorithms that estimate the degree of "outlier-ness" of a given value z -measured as the largest value ko for which z is outside the corresponding ko-sigma interval.
