ABSTRACT
This report presents the development of the Gain Weighted Eigenspace Assignment methodology.
This provides a designer with a systematic methodology for trading off eigenvector placement versus gain magnitudes, while still maintaining desired closed-loop eigenvalue locations. This is accomplished by forming a cost function composed of a scalar measure of error between desired and achievable eigenvectors and a scalar measure of gain magnitude, determining analytical expressions for the gradients, and solving for the optimal solution by numerical iteration.
For this development the scalar measure of gain magnitude is chosen to be a weighted sum of the squares of all the individual elements of the feedback gain matrix. An example is presented to demonstrate the method.
In this example, solutions yielding achievable eigenvectors close to the desired eigenvectors are obtained with significant reductions in gain magnitude compared to a solution obtained using a previously developed eigenspace (eigenstructure) assignment method.
INTRODUCTION
The Direct Eigenspace Assignment (DEA) method (Davidson 1986 ) is currently being used to design lateral-directional control laws for NASA's High Angle-of-Attack Research Vehicle (Davidson 1992) . This method allows designers to shape the closed-loop response by choice of desired eigenvalues and eigenvectors. During this design effort DEA has been demonstrated to be a useful technique for aircraft control design. The control laws developed using DEA have demonstrated good performance, robustness, and flying qualities during piloted simulation.
These control laws are scheduled for flight test at NASA Dryden Flight Research Center in 1994.
During the control law design effort, one limitation of the DEA method became apparent.
Using DEA the designer has no direct control over augmentation gain magnitudes.
Often it is not clear how to adjust the desired eigenspace in order to reduce individual undesirable gain magnitudes. To reduce undesirable gain magnitudes the designer must rely upon a strong physical insight into the dynamics or is forced to iterate on the design. This report presents the development of an eigenspace (eigenstructure) assignment method that overcomes this limitation. This method, referred to as Gain Weighted Eigenspace Assignment (GWEA), allows a designer to place eigenvalues at desired locations and trade-off the achievement of desired eigenvectors versus feedback gain magnitudes.
This report is organized into four sections. Background information on how eigenvalues and eigenvectors influence a system's dynamic response and a review of the Direct Eigenspace Assignment methodology is presented in the following section. The development of the Gain Weighted Eigenspace Assignment methodology is presented in section 3. Concluding remarks are given in the final section.
BACKGROUND
This section presents a review of how eigenvalues and eigenvectors influence a system's dynamic response and a review of the Direct Eigenspace Assignment methodology.
Eigenvalues, Elgenvectors, and System Dynamic Response
The eigenvalues and eigenvectors of a system are related to its dynamic response in the following way. Given Noting that where Visa matrix of system eigenvectors, L is the inverse eigenvector matrix, and A is a diagonal matrix of system eigenvalues.
Given this result, e at can be expressed by e a' = VeA'L = v i e lj j=l (2.8) where _ is the jth system eigenvalue, vj is the jth column of V ( jth eigenvector of A ), and lj is the jth row ofL (jth left eigenvector of A ). Equation (2.6) can then be expressed as
Noting that
where b k is the k th column of B and uk is the k th system input, the system outputs due to initial conditions and input u k is given by t Y(t)=__,Cv, eX'"'ljx(O)+ _ _ Cvjljbk IeX'"-*)u,(z)dz j=l j=l k=| 0
(2.11)
The ith system output is given by
where c i is the ith row of C. In the case of initial conditions equal to zero, the ith output is given by" .t_k= c., v._l.jbt,. In this expression, Rij k is the modal residue for output i, associated with eigenvalue j, and due to input k.
Given an impulsive input in the k th input, equation (2.13) reduces to y_(t) = _ _ -R_jk e_,c,) j=l k=l (2.14) As this expression shows, for an impulsive input, a system's dynamics are dependent on both its eigenvalues and its eigenvectors.
The eigenvalues determine the natural frequency and damping of each mode. The eigenvectors determine the residues. The residues are an indicator of how much each mode of the system contributes to a given output.
Direct Eigenspace Assignment Methodology
One possible approach to the aircraft control synthesis problem would be to synthesize a control system that would control both the eigenvalue locations and the residue magnitudes associated with undesirable modes in certain outputs.
Since the residues are a function of the system's eigenvectors this naturally leads to a control synthesis technique that involves achieving some desired eigenspace in the closed-loop system ( Moore 1976; Srinathkumar 1978; Cunningham 1980; Andry 1983; Smith 1990 ) . Davidson and Schmidt (Davidson 1986 ) explored this approach by using Direct Eigenspace Assignment (DEA) to synthesize flight control systems for flexible aircraft. DEA is a control synthesis technique for directly determining measurement feedback control gains that will yield an achievable eigenspace in the closed-loop system.
For a system that is observable and controllable and has n states, m controls, and l measurements;
DEA will determine a gain matrix that will place I eigenvalues to desired locations and m elements of their associated eigenvectors to desired values Y. If it is desired to place more than m elements of the associated l eigenvectors, DEA yields eigenvectors in the closed-loop system that are as close as possible in a least squares sense to desired eigenvectors.
The following section will present the development of the DEA synthesis technique. A more detailed development can be found in Davidson 1986.
Direct Eigenspace Assignment Formulation
Given the observable, controllable system
where x e R n and u _ R m, with system measurements given by (2.15a)
The total control input is the sum of the augmentation input u C and pilot's input Up The system augmented with the control law is given by
The spectral decomposition of the closed-loop system is given by 4) The feedback gain matrix G is then calculated using equation (2.27).
Example
An example will be presented to demonstrate the method. The design model is the lateral/directional dynamics of a high performance aircraft at low angle-of-attack. The model is based on a steady-state one g trim flight condition of forward cruise speed equaling 598 feet/second at 25,000 feet. It includes the four standard lateral-directional rigid-body degrees of freedom. The design goal is to improve the flying qualities by placing eigenvalues at level one locations and choosing eigenvectors to decouple the roll and dutch roll modes.
The model is as follows:
The system states are:
where fl = sideslip angle (rad) Ps = stability axis roll rate (rad/sec) rs = stability axis yaw rate (rad/sec) = bank angle (rad)
x r = [fl p, re ¢_]r (2.29)
The system controls are: For this example, there are four states, two controls, and four measurements; therefore using DEA one can place four eigenvalues to desired locations and exactly place two elements of each associated eigenvector.
The desired eigenvalues are chosen to yield good flying qualifies. The desired roll and dutch roll eigenvectors are chosen to de,couple the roll and dutch roll modes in the roll rate and sideslip responses.
The desired eigenvalues and eigenvectors are given in Table 1 . In this Table, an x denotes eigenvector elements that are not weighted in the cost function. Therefore, the desired value for these elements is taken as arbitrary. Diagonal weighting matrices were used. Desired elements are weighted unity and other elements were weighted zero.
The gain matrix to obtain the achievable eigenspace in the closed-loop system and closed-loop eigenspace is given in Figure 2 . In this Figure, the closed-loop eigenvectors have been scaled to allow comparison with the desired eigenvectors.
The closed loop eigenvalues have been placed at desired locations. As can be seen by examining the desired and achievable eigenvector elements, all the desired elements were obtained.
DEA Conclusions
DEA is a control synthesis technique for directly determining measurement feedback gains that will yield an achievable closed-loop eigenspace.
For an observable controllable system that has n states, m controls, and l measurements one can determine a gain matrix that will place I eigenvalues to the desired locations and their associated eigenvectors as close as possible in a least squares sense to desired eigenvectors.
Using DEA the designer has no direct control over augmentation gain magnitudes. Often it is not clear how to adjust the desired eigenspace in order to reduce individual undesirable gain magnitudes.
To reduce undesirable gain magnitudes the designer must rely upon a strong physical insight into the dynamics or is forced to iterate on the design. The next section presents an eigenspace assignment methodology that overcomes this limitation.
GAIN WEIGHTED EIGENSPACE ASSIGNMENT
This section presents the development of the Gain Weighted Eigenspace Assignment (GWEA) methodology.
This method allows a designer to place I eigenvalues at desired locations and trade-off the achievement of desired eigenvectors versus feedback gain magnitudes.
The GWEA formulation builds upon a matrix formulation of DEA. The matrix DEA formulation is presented first followed by the GWEA formulation.
The following development assumes complex matrices have been converted to real Jordan form (Brogan 1974) .
Matrix DEA Formulation
where x _ R n and u _ R m, with system measurements available for feedback given by
The total control input is the sum of the augmentation input u¢ and pilot's input Up
The measurement feedback control law is
Solving for u as a function of the system states and pilot's input yields
The system augmented with the control law is given by
The spectral decomposition of the closed-loop system is given by
for i = 1.... ,n where 2,. is the ith system eigenvalue and vi is the associated ith system eigenvecti_r.
In matrix form this is given by
Let W be defined by where vec(X) is a vector valued function denoting a vector description of the matrix X (Graham 1981) . Applying properties and rules for Kronecker products, equation (3.9) can be rewritten as
where ® denotes Kronecker product. Some definitions and rules for Kronecker products used in this development are given in the appendix.
Solving for vecV as a function of A and vecW one obtains
This equation (3.11) describes the achievable eigenvectors of the closed-loop system as a function of the desired closed-loop eigenvalues and vecW. If one could calculate a vecW that would make the achievable eigenvectors as close as possible in a least squares sense to some desired eigenvectors, it could be used to determine a gain matrix that would yield this eigenspace.
One way this can be done is to define a cost function
where Va = achievable system eigenvectors Vd = desired system eigenvectors Qa = symmetric positive semi-definite weighting matrix (eigenvector weighting matrix)
This cost function represents the error between the achievable eigenvectors and the desired eigenvectors weighted by the matrix Qd.
The value ofvecWthat will minimize Je can be obtained by taking the partial Of Je with respect to vecW. This partial can be determined in the following way. Substituting equation The gain matrix that will yield the desired eigenvalues and achievable eigenvectors is obtained by solving equation (3.8) for G.
the feedback gains can be expressed as a function of the desired closed-loop eigenvalues and W by
Gain Weighted Eigenspace Assignment Formulation
The Gain Weighted Eigenspace Assignment formulation extends the Direct Eigenspace Assignment formulation to allow trading off eigenvector placement versus gain magnitudes, while still maintaining desired closed-loop eigenvalue locations. This is accomplished by appending a scalar measure of gain magnitude that is a function of vecW to the cost function given in equation (3.13), determining partials with respect to vecW, and solving for the optimal solution by numerical iteration (Fletcher 1963).
For this development,
the scalar measure of gain magnitude is chosen to be a weighted sum of the squares of all the individual elements of the feedback gain matrix. To maximize design flexibility, the gain magnitude term is formulated to allow weighting individual elements of the feedback gain matrix. A gain magnitude cost function that allows this can be formed in terms of the vector value of G.
The vector value of G as a function of vecW is obtained by taking the vector value of equation ( where Pe and Ps are scalar positive cost function weights on the eigenvector placement error and gain magnitudes, respectively.
Because eigenvectors can be scaled by an arbitrary constant, a unique solution to this cost function (3.26) does not exist when Pe is zero ( or in practice when Pe is small compared to pg ). To ensure a unique solution for all values of Pe and pg it is necessary to constrain the eigenvectors to be unique. This can be accomplished by forcing one element of each eigenvector to be a specific reference value. To be consistent with the eigenvector error term Je in equation (3.26), this specific value is chosen to be an element of each desired eigenvector.
This equality constraint can be expressed in the form of a penalty function (Bryson 1975) as
( 3.27) where Qr = symmetric positive semi-definite weighting matrix (reference weighting matrix) e = vec( Va-Vd).
This penalty function will be referred to as an eigenvector reference constraint. It represents the error between an dement of each achievable eigenvector and the corresponding reference element of the desired eigenvector.
The weighting matrix Qr is chosen to weight one element of each desired eigenvector. 
Partials of J with respect to v¢¢W
The value of vecW that will minimize J can be obtained by determining the gradient of J with respect to vecW. The partial of J with respect to vecW, is given by aJ aJ, aJ, ,p aZ oavecW = P" o3vecW + Pg tgvecW o%ecW (3.29)
The partial of Je with respect to vecW is given by equation (3.17) .
The partial of Jg with respect to vecWcan be determined in the following way. Applying the vector chain rule yields 'g) where wij is the (i,j) th element of W.
By applying the matrix chain rule, the partial of G with respect to wij is given by Therefore, the partial of G with respect to wij is + NW)-' ®(I,,-GN U=[vec(lt®vecUl, )[vec(ll®vecU21) The partial of Jr is determined in a manner similar to the partial of Je. The partial of Jr with respect to vecW is given by t_Jr --_ -2A r Q, e = 2A r Q,( vec V_ -vec 8) Adjust cost function weights pg and Pe as necessary to achieve desired design trade-offs.
Example
An example will be presented to demonstrate the method. This example uses the same model presented in Section 2; the lateral/directional dynamics of a high performance aircraft at low angle-of-attack.
The open-loop system matrices and open-loop eigenvalues and eigenvectors are given in Figure 1 .
The desired eigenvalues and eigenvectors are chosen to be the same as in the previous example.
The desired eigenvalues are chosen to yield good flying qualities. The desired roll and dutch roll eigenvectors are chosen to decouple the roll and dutch roll modes in the roll rate and sideslip responses.
The desired eigenvalues, desired eigenvectors, and eigenvector weighting matrix are given in Table 1 . The gain weighting matrix QR was set to identity. The desired eigenvector elements weighted in the reference weighting rhatrix Qr are given in Table 2 . The reference constraint weighting Pr was set to 100.0*max(pe, pg).
The algorithm was implemented in MATLAB t and executed on a SUN SPARC 10 tt workstation. Designs were determined for ten values of pg/Pe • Solutions for each design were obtained in less than five minutes and within 50 iterations.
Values ofpg/Pe, Je, and J for these designs are given in Table 3 . A plot of Je versus the square root of Jg is given Cost i_unction weighting pg / Pe = 0.0 yields the DEA solution -four eigenvalues at desired locations and their associated eigenvectors are as close as possible in a least squares sense to the desired eigenvectors.
The solution for this weighting is the same as the DEA solution presented
in Figure 2 . The RMS gain magnitude for this design is 5.73.
Cost function weighting pg/Pe = 0.1 yields four eigenvalues at desired locations and their associated eigenvectors close to the desired eigenvectors with a RMS gain magnitude of 4.08. This is a RMS gain magnitude reduction of approximately 28% compared to the DEA solution.
Cost function weighting P8 / Pe = 1.0e05 yields four eigenvalues at desired locations and eigenvectors that minimize feedback gain magnitudes (as defined by equation (3.25) ). The RMS gain magnitude for this design is 2.13. This is a RMS gain magnitude reduction of approximately 63% compared to the DEA solution.
CONCLUDING REMARKS
This report has presented the development of the Gain Weighted Eigenspace Assignment methodology. This provides a designer with a systematic methodology for trading off eigenvector placement versus gain magnitudes, while still maintaining desired closed-loop eigenvalue locations. This was accomplished by forming a cost function composed of a scalar measure of error between desired and achievable eigenvectors and a scalar measure of gain magnitude, determining analytical expressions for the gradients, and • solving for the optimal solution by numerical iteration. For this development the scalar measure of gain magnitude was chosen to be a weighted sum of the squares of all the individual elements of the feedback gain matrix. To achieve a solution it was necessary to constrain the system eigenvectors to be unique. This was accomplished by appending a penalty function to the cost function.
An example was presented to demonstrate the method. In this example it was shown that cost function weighting pg/Pe = 0.0 yielded the Direct Eigenspace Assignment solution -closed-loop eigenvalues at desired locations and their associated eigenvectors are as close as possiblein a leastsquaressense to desiredeigenvcctors.As thecostfunction weightingPs/Pe tended towards infinity thesolution yieldedclosed-loopeigenvaluesat desiredlocations and eigenvcctors thatminimized feedback gainmagnitudes. Solutions yielding achievableeigenvcctors closeto thedesiredeigenvcctors could be obtainedwith significant reductionsin gainmagnitude compared to theDirectEigenspacc Assignment solution. Strang, G., "Linear Algebra and its Applications," Academic Press, Inc., New York, 1980.
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APPENDIX
This appendix presents some definitions and roles used in the development of the Gain Weighted Eigenspace
Assignment methodology. For more information and proofs of these properties the reader is referred to Graham 1981.
Definition
of the VEC Operator A of order m-by-n, a vector valued function of matrix A, denoted by where aij denotes the (i,j)th element of the matrix A. The vector vecA is of order mn-by-1.
Given a matrix
Definition of the Kronecker Product
Given a matrix A of order m-by-n and a matrix B of order r-by-p, the Kronecker product of the two matrices, denoted by A ® B, is defmed as
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where aij denotes the (i,j) th element of the matrix A. The matrix A ® B is of order mr-bynp. This report presents the development of the Gain Weighted Eigenspace Assignment methodology. This provides a designer with a systematic methodology for trading off eigenvector placement versus gain magnitudes, while still maintaining desired closed-loop eigenvalue locations. This is accomplished by forming a cost function composed of a scalar measure of error between desired and achievable eigenvectors and a scalar measure of gain magnitude, determining analytical expressions for the gradients, and solving for the optimal solution by numerical iteration. For this development the scalar measure of gain magnitude is chosen to be a weighted sum of the squares of all the individual elements of the feedback gain matrix. An example is presented to demonstrate the method. In this example, solutions yielding achievable eigenvectors close to the desired eigenvectors are obtained with significant reductions in gain magnitude compared to a solution obtained using a previously developed eigenspace (eigenstructure) assignment method.
Some Rules for Kronecker Products
