INTRODUCTION
In a complex environment, many sources of clutter and interference may degrade the performance of an adaptive system. Many classical statistical methods have been used to adaptively null interference [3, 7, 1] . A direct data domain approach has also been taken to mitigate the problems arising due to a highly nonstationary environment [5, 4] . These methods have been proven to be very accurate when the direction of arrival (DOA) of the target is known. However, in most practical situations (like radar), the DOA is unknown. If the array is steered slightly off the DOA of the target of interest, the adaptive process may consider the target an interferer to be nulled.
Consider the phase array of Fig. 1 . The elements are assumed to be omnidirectional point sources in a uniformly spaced linear array with d as the interelement spacing.
The signal arrives at each sensor at different times dependent on the direction of arrival of the target and the geometry of the array. Let s(t ) denote the signal of interest (SOI). At each of the N sensors, represent x k (t ), the received signal, as a sum of the SOI, s k (t ), and interference, n k (t ). The interference may consist of jammers (both blinking and stationary), clutter, and thermal noise. Therefore,
If is the assumed DOA of the SOI from broadside, then for a uniform linear array we can represent the received voltage solely due to the desired signal at the kth sensor element as
where d is the interelement spacing and is the wavelength of the signal located in the far field region of the array. This arises from the fact that a far field target will exhibit a linear phase front across the array. For simplicity, the array is assumed to be ideal and the effects of mutual coupling are ignored in this analysis. The strength of the SOI, s(t ), is the desired unknown parameter which will be estimated.
In a standard adaptive weighting system we can now rewrite the received processed signal by
or in matrix form as
where T denotes transpose:
In writing (3) it has been assumed that a weighted average of the total received signal provides an instantaneous estimate of the unknown signal. The weights, w k , form a weighted average of the received signal, x k .
This technique can be applied in either angle or Doppler domains. In the angle domain, a preDoppler filer is assumed to have been applied, then the data is processed on a snapshot by snapshot basis. Doppler information can also be recovered by applying this technique to each channel across the snapshots in each coherent processing interval (CPI). For simplicity, this report concentrates in the angle domain. Doppler is a simple variation of the techniques presented.
SINGLE CONSTRAINT
Write the actual received voltages as a vector x as in (6) . Now consider the difference
where the number of degrees of freedom M ϭ (N ϩ 1)/2.
Denote (7) as
This contains just the noise and interference which are desired to be eliminated. One could form the noise power from (7) and estimate a value of ␣ to be determining a set of weights w which minimizes the noise power. This results in (X Ϫ ␣S)w ϭ (0).
Note that there is an implicit constraint in the look direction imposed by the formulation of the S matrix. The S matrix is a steering matrix pointing to the desired look direction. Therefore, on a point-by-point basis, an autoregression is performed on the undesired components.
Equation (9) can be rewritten in a more familiar generalized eigenvalue equation,
or alternatively,
( 1 1 ) One can then find the minimum eigenvalue of Eq. (10) or the maximum eigenvalue of Eq. (11). The maximum eigenvalue method is a more stable set of equations due to the singularity of the S matrix. There are several techniques for solving the generalized eigenvalue problem [8] . The QZ algorithm was used for solving the generalized eigenvalue problem [2] .
MULTIPLE LOOK DIRECTION APPROACH
In the single look direction case, we specified the look direction by specifying the S matrix. To add look directions, we adjust the S matrix. Equation (2) provides the look direction constraint. Now consider L look directions at L new angles as in
We can now write our S constraint matrix as where c k can be used to weight the signals arriving from the desired look direction. By applying the multiple look direction constraints we obtain
Assuming an equal probability that the signal can be anywhere within the constrained angles and that they are of equal magnitude we get
This also provides insight into the optimal weighting for the multiple beams. Namely, assuming no a priori knowledge, since there is an equal probability of the SOI appearing anywhere within the finite angular constraint of the multiple beams, the optimal weights should follow the sinc pattern:
To get the average power in the constrained beam, divide either the final eigenvalue or the received voltage matrix by the number of constraints as in
Now proceed as in the single constraint case. Write the actual received voltages as a vector x,
where
The number of degrees of freedom M ϭ (N ϩ 1)/2. Note that in this method, we do not lose degrees of freedom by adding look directions. However, since we are now averaging over several look directions, the signal strength estimate is averaged with zeros.
The depth of the zeros depends on the number of elements in the array.
Denote Eq. (18) as
Again weights can be applied to set this equal to zero. This turns once again into the generalized eigenvalue problem. Similarly to the single constraint approach, the maximum and the minimum eigenvalues can be computed.
SIMULATION RESULTS
Define the output signal-to-noise ratio due to the interference (SINR) by 20 log 10 0
where ␣ is the signal strength. So if the output SINR is 40 dB, there is a 1% error in the estimation of the signal strength. All simulations were done in single precision on a Sun Spacstation 10. Figure 2 illustrates the single look direction approach. There are two far field sources inpinging on the array, representing the SOI and a jammer. The SOI arrives at 0°, broadside, with complex amplitude 1 ϩ 0j. The DOA of the jammer is changed from 0.1°t o 10°from broadside. The array points to broadside. At each jammer arrival angle, the jammer strength is increased until a 40 dB output SINR is exceeded.
For a 21-element array with /2 spacing, the main lobe width is about 10°. So even with the jammer in the main lobe and with jammer to signal ratios of over 40 dB, the signal can be recovered within a 40 dB output SINR as shown in Fig. 2 . As the jammer moves away from the SOI, higher jammer levels are required to distort the signal. The 120-dB jammer-tosignal ratio limit is due to the precision of the machine. The jammer strength was gradually increased until the 40 dB SINR was exceeded. In the case of the dips, the SINR exceeded 40 dB with low jammer strength. However, in those angles, if the jammer strength was increased above the points indicated in the graph until about the level of the neighboring points, SINR levels below 40 dB were once again generated.
However, due to this fine precision, if the array points even 0.5°off a far field source, the algorithm will consider the source a jammer and place a null at its location. This is illustrated in the bearing re- sponse of Fig. 3 . Two far field sources impinge on the 21-element array. One again is at 0°from broadside and another at 17.5°. Scanning across azimuth at every degree, the processor detects the target at 0°b ut misses the one at 17.5°. In Figure 4 , three look directions have been used. Two look directions are centered about a center one separated by 0.5°. So if the array points at 4°, the look directions will be at 3.5°, 4°, and 4.5°. The two additional look directions were both multiplied by a taper of 0.7937. In all channels, 23 dB uniformly distributed noise was injected. Again two far field sources at 0°and 17.5°impinge on the array. Now, the bearing response of Fig. 4 for the multiple look directions detects both sources.
It is interesting to note that the injection of noise alone with the single constraint approach can give correct detection. In Fig. 5 the array once again scans in angle at every degree. Just one look direction constraint is used but 23 dB noise is injected on all channels. The target at 17.5°now shows up on several angle bins. This is due to the noise smearing the eigenvalues as illustrated in Fig. 6 . Similar to Fig. 2 , the array points at broadside where the SOI remains constant. A second source (jammer) is moved from 0.1°to 10°, gradually increasing the jammer strength until a 40 dB SINR is violated. A thresholding effect is seen as the jammer interferes with the SOI until it is 1 degree away.
This may erroneously lead one to conclude that as long as noise is injected, a single look direction constraint will give good detection. The target at 17.5°is broadly spaced out and it is unclear if there are multiple targets present. One has to look at the beam patterns of the adaptive weights to see the underlying picture [6] . Figure 7 illustrates the beam pattern of a 21-element array utilizing one look direction pointing at broadside with 2 coherent targets impinging on the array at 2°and 17°of strength 1 and 0.01, respectively. Figure 8 plots the beam pattern of a 21-element array utilizing five look directions centered at broadside with the same two targets impinging on the array at 2°and 17°of strength 1 and 0.01, respectively. The array has look directions at Ϫ3.5°, Ϫ1.5°, 0°, 1.5°, and 3.5°with weights of 0.4, 0.8, 1, 0.8, and 0.4. In all channels, 23 dB noise (uniformly distributed from Ϫ0.5 to 0.5) was injected.
As can be seen the beam pattern retains its shape. In many applications, multiple snapshots are taken and then summed in a coherent processing interval. If the pattern is unstable throughout the CPI, coherent processing is counterproductive. 
CONCLUSIONS
Multiple look directions were added to a deterministic, eigenvalue approach to the one dimensional adaptive nulling problem. With a single look direction, unless the array was steered to the exact location of the incoming signal, the algorithm would null out the SOI. In the case of radar, where the DOA of the target is unknown, it is desirable for targets from within a certain angular extent to indicate a detection. Multiple look directions were added to solve this problem. Even in the presence of noise and clutter, targets can be detected. Also since this approach does not estimate covariance matrices, inhomogeneities in surrounding range cells or Doppler bins do not affect performance.
