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Dosen Pembimbing  : Raden Mohamad Atok, Ph.D. 
 
Abstrak 
Kota Surabaya merupakan kabupaten/kota dengan 
pendapatan asli daerah tertinggi di Indonesia. Di sisi lain, 
Surabaya memiliki masalah ketimpangan wilayah yang tinggi 
berdasarkan volume PDRB per kecamatan. Penelitian ini 
bertujuan mengelompokkan realisasi pajak daerah tingkat 
kecamatan di Kota Surabaya. Studi simulasi pengelompokan  
menunjukkan bahwa akurasi metode Fuzzy Gustafson-Kessel 
(FGK) cenderung lebih tinggi dibandingkan metode Fuzzy K-
Means (FKM). Digunakan 7 variabel pajak daerah di Kota 
Surabaya, yaitu pajak air tanah, pajak hiburan, pajak 
penerangan jalan, pajak hotel, pajak restoran, pajak parkir serta 
pajak bumi dan bangunan. Pereduksian variabel menggunakan 
analisis faktor menghasilkan 2 komponen utama yang menjelas-
kan varians total sebesar 73%. Jumlah optimum klaster yang 
dihasilkan metode FGK adalah 4 sedangkan metode FKM adalah 
2 klaster. Perbandingan antara hasil optimum metode FGK dan 
metode FKM menghasilkan metode FGK yang lebih akurat. 
Jumlah pajak kecamatan tertinggi ditunjukkan oleh rata-rata 
tertinggi pada klaster yaitu kecamatan Dukuh Pakis, Gayungan, 
Genteng, Mulyorejo, Sambikerep, Tegalsari dan Wonokromo. 
 
Kata kunci: Realisasi pajak daerah, analisis faktor, fuzzy k-
means, fuzzy Gustafson-Kessel. 
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Abstract 
Surabaya city is the highest regency income in Indonesia. 
On the other hand, Surabaya city has a high regional inequality 
problem based on GDP total between sub-districts. The objective 
of this research is to classify the realization of regional taxes in 
each sub-district in Surabaya. Simulation study shows that Fuzzy 
Gustafson-Kessel (FGK) method more accurate than Fuzzy K-
Means (FKM) method. This research uses 7 variables of regional 
tax in Surabaya. Factor analysis is used to reduce 7 regional tax 
variables into 2 main components that can explain the total 
variance of 73%. FGK method reach 4 clusters as optimum 
number of clusters, meanwhile 2 clusters for FKM method. 
Comparing the two results, FGK method is more accurate than 
FKM method based on icd-rate criteria. The highest tax rate 
indicated by sub-districts of the highest average cluster that is 
Dukuh Pakis, Gayungan, Genteng, Mulyorejo, Sambikerep, 
Tegalsari and Wonokromo. 
 
Keywords: Realization of regional tax, factor analysis, fuzzy k-
means, fuzzy Gustafson-Kessel.  
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BAB I 
PENDAHULUAN 
 
1.1 Latar Belakang 
Terwujudnya masyarakat adil dan makmur melalui berbagai 
upaya peningkatan taraf hidup kesejahteraan rakyat merupakan 
salah satu cita-cita pembangunan nasional Republik Indonesia 
(Kusuma, 1992). Pemerintah dan masyarakat telah diatur melalui 
perundangan untuk menyelenggarakan pembangunan nasional 
secara bersama-sama. Anggaran dana merupakan salah satu ins-
trumen penting dalam berjalannya roda pemerintahan dan pem-
bangunan nasional. Anggaran Pendapatan dan Belanja Negara 
(APBN) setiap tahunnya disusun sebagai landasan anggaran resmi 
yang diumumkan negara dengan dua unsur utama yaitu pe-
nerimaan (revenue) dan pengeluaran (expenditure). Kebutuhan 
dana pembangunan nasional setiap tahunnya meningkat seiring 
dengan peningkatan jumlah dan kebutuhan masyarakat sehingga 
dana yang dibutuhkan untuk pembangunan negara sangat besar 
(BPPK, 2015). 
Peningkatan kebutuhan dana pembangunan nasional harus 
selalu dicapai melalui peningkatan pendapatan asli daerah. 
Undang-Undang Republik Indonesia Nomor 28 Tahun 2007 pasal 
1 ayat 1 menyatakan bahwa pajak merupakan kontribusi wajib ke-
pada negara yang terutang oleh orang pribadi atau badan yang 
bersifat memaksa berdasarkan undang-undang tanpa mendapat-
kan imbalan lansung. Pajak merupakan salah satu instrumen 
pendapatan asli daerah (BPPK, 2015). Pembiayaan kepentingan 
umum sebagian besar diambil dari pajak yang dipungut oleh 
pemerintah untuk diberikan kepada masyarakat dalam mencapai 
tujuan pembangunan nasional (Nurcholish, 2005). Pemerintah 
pusat memperluas wewenang keuangan kepada pemerintah 
daerah melalui otonomi daerah yang diatur oleh perundangan 
yang berlaku sehingga pemerintah daerah memiliki kewenangan 
memungut pajak daerah (Dirjen Anggaran Kemenkeu, 2011).  
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Kota Surabaya merupakan pusat pemerintahan Provinsi Jawa 
Timur dengan tingkat pendapatan asli daerah tertinggi di 
Indonesia (Dirjen Perimbangan Kemenkeu, 2017). Realitas yang 
mengikat pada kota Surabaya ini memiliki konsekuensi yang 
besar terhadap laju pemerataan ekonomi wilayah yang selaras 
dengan upaya peningkatan kemampuan pemerintah daerah dalam 
mengelola pajak daerah. Manfaat lain yang berpotensi adalah 
peningkatan aksesibilitas yang didukung oleh saran dan pra-
sarana, transportasi dan komunikasi (Adika, 2008). Berdasarkan 
peraturan daerah Kota Surabaya, pajak daerah terdiri dari pajak 
air tanah, pajak reklame, pajak penerangan jalan, pajak hotel, 
pajak restoran, pajak hiburan, pajak parkir, serta pajak bumi dan 
bangunan. Kota Surabaya memiliki 31 kecamatan yang memiliki 
karakteristik dan potensi pendapatan pajak yang berbeda-beda. 
Kondisi tipologi setiap kecamatan yang berbeda-beda ini perlu 
dimonitoring dengan melakukan pengumpulan data terkait 
karakteristik pajak daerah.  
Ilmu pengetahuan yang berhubungan dengan metode me-
ngumpulkan data, menganalisis data, menginterpretasi hasil mau-
pun ilmu yang dapat mempresentasikan kesimpulan analisis 
adalah ilmu statistika. Terdapat variabel penelitian dalam data 
penelitian yang dapat diidentifikasi tingkat struktur hubungan 
antar variabel dengan analisis faktor. Setelah struktur hubungan 
antar variabel telah dianalisis maka data akan semakin mudah 
dikelompokan (Simamora, 2005). Pengelompokan suatu gugus 
data penelitian bertujuan untuk menentukan suatu kelompok yang 
alami dari kelompok-kelompok individu atau membagi data men-
jadi beberapa kelompok bersifat unsupervised learning (Rencher, 
2002). Kelompok individu ini bisa membentuk populasi yang 
lengkap atau suatu sampel dari populasi yang lebih besar. Salah 
satu metode pengelompokan yang populer adalah metode k-
means clustering. Algoritma dari metode klasik ini akan membagi 
data atau obyek ke dalam k buah kelompok dan pada setiap 
cluster yang terbentuk akan selalu terdapat centroid yang 
3 
 
 
 
merepresentasikan anggota maupun sifat dari suatu cluster 
tersebut.  
Zadeh (1965) mengembangan k-means clustering ber-
landaskan logika fuzzy. Logika fuzzy ini berlandaskan pada ide 
bahwa A dapat sama dengan bukan A. Zadeh (1965) mengamati 
bahwa teori himpunan konvensional tidak mencukupi untuk 
mengatasi proses perubahan yang halus. Perubahan yang halus 
lebih bersifat perubahan yang berangsur-angsur sehingga 
penjelasan himpunan kelompok harus dideskripsikan dalam 
beberapa tahapan. Logika fuzzy menyediakan teori kebenaran 
fuzzy yang dinyatakan dalam tingkat derajat keanggotaan A atau 
bukan A dalam suatu semesta permasalahan.  
Fuzzy clustering yaitu suatu metode yang melakukan penge-
lompokan dengan mempertimbangkan tingkat derajat keanggota-
an mencakup himpunan Fuzzy sebagai landasan pembobotan 
pengelompokan. Fuzzy k-means (FKM) clustering dan fuzzy 
Gustafson-Kessel (FGK) merupakan contoh pengelompokan 
dengan fuzzy. 
Analisis pengelompokan yang digunakan dalam metode 
FKM ini menggunakan jarak euclidean sebagai default ukuran 
jaraknya, dimana ukuran jarak ini hanya bisa mendeteksi 
kelompok dengan susunan spherical. Berdasarkan referensi 
peneliti utama oleh Gustafson dkk. (1978), FGK clustering 
merupakan pengembangan dari metode FKM clustering yang 
tidak hanya membuat setiap titik obyek masuk ke lebih dari satu 
klaster, namun metode ini juga mampu mengelompokan data 
berdasarkan struktur klaster yang berbentuk spherical, ellipsoid 
atau bentuk yang lain. Pengelompokan berdasarkan FGK 
clustering menawarkan bentuk modifikasi pada komponen jarak 
dalam fungsi tujuan yang diminimasi menurut Hartati dkk. 
(2005).  
Terkait keterhubungan pajak dengan klaster, Velichkov dkk. 
(2017) telah menjelaskan bahwa sistem pajak memiliki efek 
terhadap kestabilan makroekonomi dimana analisis klaster me-
rupakan metode pilihan untuk mengetahui gambaran keadaan dan 
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pengelompokan pajak. Oleh karena itu, peneliti menerapkan 
analisis klaster dalam memonitoring pajak dengan menggunakan 
metode FGK dan FKM pada kecamatan di Kota Surabaya. 
Kemudian, kinerja kedua metode dalam melakukan peng-
elompokan dapat dievaluasi melalui icd-rate menurut Mingoti 
dkk. (2016).  
Penelitian terdahulu oleh Sirait (2015) menyimpulkan bahwa 
PDRB, jumlah hotel, jumlah pelanggan PLN, jumlah wisatawan 
dan kepadatan penduduk berpengaruh signifikan terhadap pajak 
daerah kota Surabaya. Selain itu, terdapat dua kelompok pajak 
daerah yang terbentuk dari penggunaan analisis klaster hierarki 
dengan metode ward (Lutfi, 2016) dan penggunaan metode fuzzy 
c-shell dan metode FKM berdasarkan variabel pembentuk IPM 
(Widodo, 2012). Riset terkait metode yang digunakan pada 
penelitian ini telah dilakukan oleh Amalia dkk. (2016) tentang 
Analisis Clustering Perusahaan Sub Sektor Perbankan 
berdasarkan Rasio Keuangan CAMELS Tahun 2014 
menggunakan metode FKM dan FGK dengan hasil diperoleh 
kondisi optimum untuk kedua metode berdasarkan nilai Index XB 
sebanyak 2 cluster dengan metode terbaik adalah FGK ber-
dasarkan nilai icd-rate terkecil yaitu sebesar 0,7232. Berdasarkan 
jumlah cluster optimum dan metode terbaik, hasil pengujian 
MANOVA menghasilkan bahwa tidak ada perbedaan karakter-
istik antar cluster terhadap respon menurut Amalia dkk. (2016).   
Berdasarkan uraian sebelumnya, maka pada penelitian ini 
terdapat tiga topik yang akan dibahas. Topik pertama adalah 
analisis deskriptif untuk mendeskripsikan karakteristik realisasi 
pajak daerah di Kota Surabaya. Studi simulasi pengelompokan 
menjadi topik kedua penelitian. Topik ketiga diawali dengan 
analisis faktor untuk mereduksi variabel pajak daerah menjadi 
faktor komponen. Kemudian analisis klaster FGK dan FKM 
dilakukan dengan penentuan klaster optimum dan klaster terbaik. 
Karakteristik tiap klaster dapat dilihat melalui boxplot. Dengan 
demikian penelitian ini diharapkan mampu memberikan informasi 
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statistik kepada Badan Pengelolaan Keuangan dan Pajak Daerah 
Kota Surabaya. 
 
1.2 Rumusan Masalah 
Permasalahan yang dirumuskan dalam penelitian ini adalah 
sebagai berikut: 
1. Bagaimana akurasi pengelompokan metode FKM clustering 
dan FGK clustering? 
2. Bagaimana karakteristik realisasi pajak daerah tiap kecamatan 
di Kota Surabaya Tahun 2016? 
3. Bagaimana pengelompokan realisasi pajak daerah tiap 
kecamatan berdasarkan metode FKM clustering dan FGK 
clustering? 
4. Bagaimana evaluasi kinerja metode FKM clustering dan FGK 
clustering terhadap setiap klaster realisasi pajak daerah yang 
terbentuk? 
5. Bagaimana karakteristik klaster yang terbentuk di Kota 
Surabaya Tahun 2016? 
1.3 Tujuan 
Tujuan dari penelitian ini adalah sebagai berikut: 
1. Mengetahui akurasi pengelompokan metode FKM dan FGK 
dalam mengelompokkan data berdistribusi tertentu. 
2. Mendeskripsikan karakteristik realisasi pajak daerah tiap 
kecamatan di Kota Surabaya Tahun 2016. 
3. Mengelompokkan realisasi pajak daerah tiap kecamatan 
berdasarkan metode FKM clustering dan FGK clustering. 
4. Melakukan analisis evaluasi kinerja metode FKM clustering 
dan FGK clustering terhadap setiap klaster realisasi pajak 
daerah yang terbentuk. 
5. Mendeskripsikan karakteristik klaster yang terbentuk di Kota 
Surabaya Tahun 2016. 
1.4 Manfaat 
Manfaat penelitian ini diharapkan dapat memberikan 
informasi mengenai akurasi metode, karakteristik realisasi pajak 
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daerah per kecamatan, hasil dan evaluasi pengelompokan realisasi 
pajak daerah kecamatan di Kota Surabaya kepada Badan 
Pengelolaan Keuangan dan Pajak Daerah (BPKPD) Kota 
Surabaya dan penelitian selanjutnya. 
1.5 Batasan Masalah 
Pada penelitian ini terdapat batasan masalah yaitu hanya dua 
komponen berdasarkan teori nilai kumulatif proporsi keragaman 
yang digunakan dalam analisis faktor. Analisis faktor digunakan 
sebagai salah satu pendekatan dalam mereduksi variabel awal. 
Batasan masalah kedua adalah inisiasi klaster yang dibandingkan 
untuk memperoleh klaster optimum sebanyak 2 klaster, 3 klaster 
dan 4 klaster. Pemilihan tiga inisiasi jumlah klaster ditentukan 
untuk memudahkan pengambilan kesimpulan akhir. Kusuma 
(2017) menyimpulkan bahwa klaster yang dihasilkan dari fungsi 
keanggotaan linier naik optimum pada 6 provinsi dari 9 provinsi 
di Sumatera. Sehingga Batasan masalah ketiga terletak pada 
penggunaan fungsi keanggotaan linier naik.  
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BAB II 
TINJAUAN PUSTAKA 
 
2.1 Statistika Deskriptif 
Statistika deskriptif adalah metode statistika yang berfungsi 
untuk memberikan gambaran umum tentang penyajian sampel dan 
populasi. Analisis statistika deskriptif dapat diartikan sebagai 
metode yang berkaitan dengan mengumpulkan, mengolah, dan 
menyajikan data sehingga memberikan informasi yang berguna 
(Walpole, 1998). Data dapat disajikan dalam bentuk grafik atau 
tabel, untuk ukuran pemusatan data dan ukuran penyebaran data 
dideskripsikan secara numerik. Ukuran pemusatan data meliputi 
rata-rata, nilai tengah, dan modus sedangkan ukuran penyebaran 
data meliputi ragam dan standar deviasi menurut Walpole dkk. 
(2012). 
2.2 Pengujian Distribusi Normal Multivariat 
Pada penerapan analisis multivariat, asumsi normal 
multivariat diperlukan untuk memastikan keadaan input data 
mengikuti distribusi normal multivariate atau tidak. Pemeriksaan 
asumsi normal multivariat dapat dilakukan dengan pengujian 
koefisien korelasi antara nilai mahalanobis dengan nilai quantile 
chi-square. Untuk mengetahui hal tersebut dapat dilakukan 
pengujian melalui nilai koefisien korelasi dengan hipotesis sebagai 
berikut (Johnson dan Wichern, 2007). 
H0 : Data berdistribusi normal multivariat 
H1 : Data tidak berdistribusi normal multivariat 
Dengan rumus statistik uji yang digunakan seperti yang 
ditunjukkan pada Persamaan (2.1). 
1
2 2
1 1
( )( )
( ) ( )
c
i i
i
Q
c c
i i
i i
d d q q
r
d d q q

 
 

 

 
 (2.1) 
dimana: 
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Qr  
= koefisien korelasi antara jarak mahalanobis yang telah 
diurutkan dengan nilai quantile Chi-Square 
iq quantile Chi-Square 
p = banyaknya variabel 
𝑐 = banyaknya pengamatan 
𝑖  = 1, 2, 3, … , 𝑐 
id = jarak mahalanobis 
d = nilai tengah jarak mahalanobis  
q = nilai tengah quantile Chi-Square 
Berdasarkan Hair dkk. (2009), apabila didapatkan nilai 
statistik uji rQ lebih besar dari nilai rtabel maka dapat disimpulkan 
gagal tolak H0, yang berarti bahwa data memenuhi asumsi 
distribusi normal multivariat. 
2.3 Pengujian Kecukupan Data 
Measurement of Sampling Adequacy (MSA) adalah indeks 
perbandingan jarak antara koefisien korelasi dengan koefisien 
korelasi parsialnya. Berdasarkan Hair dkk. (2009), apabila kuadrat 
dari elemen matriks korelasi D di antara seluruh pasangan variabel 
bernilai lebih kecil jika dibandingkan dengan jumlah kuadrat dari 
elemen matriks korelasi R, maka akan menghasilkan nilai MSA 
mendekati 1.  
Nilai MSA dianggap mencukupi jika lebih dari 0,5. Analisis 
MSA berfungsi untuk menguji kecukupan data yang telah terambil 
meliputi segi kecukupan data untuk difaktorkan. Rumus yang 
digunakan ditunjukkan pada Persamaan (2.2). 
2
1 1
2 2
1 1 1 1
p p
ij
i j
p p p p
ij ij
i j i j
r
MSA
r q
 
   



 
 (2.2) 
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dimana: 
2
ijr  = kuadrat dari elemen matriks korelasi R  
2
ijq = kuadrat dari elemen matriks korelasi D = R
-1D 
𝑖, 𝑗   = 1, 2, 3, … , 𝑝 
2.4 Pengujian Independensi 
Uji independensi digunakan untuk mengetahui besarnya nilai 
korelasi antar variabel. Apabila variabel x1, x2,…,xN independen 
(bersifat saling bebas), maka matriks korelasi antar variabel sama 
dengan matriks identitas (Rencher, 1998). Berikut ini adalah 
hipotesis yang digunakan dalam Bartlett Test. 
H0 : 𝛒 = 𝐈 (tidak terdapat korelasi multivariat) 
H1 : 𝛒 ≠ 𝐈 (terdapat korelasi multivariat) 
Dengan statistik uji ditunjukkan pada Persamaan (2.3). 
  𝜒2 = − ( 𝑐 − 1 −
2𝑁+5
6
 ) ln|𝑹|  (2.3) 
dimana: 
|𝑹| = nilai determinan dari matriks korelasi 
𝑁 = banyak variabel 
Adapun H0 akan ditolak jika 𝜒2 > 𝜒
𝛼,
1
2
𝑁(𝑁−1)
2  yang berarti terdapat 
korelasi multivariat antar variabel penelitian (Rencher, 1998). 
2.5 Analisis Faktor 
Analisis Faktor adalah suatu analisis data untuk mengetahui 
faktor-faktor yang dominan dalam menjelaskan suatu masalah. 
Misalkan x adalah variabel random dengan c komponen memiliki 
vektor mean µ dan matriks kovarians 𝚺 dimana masing-masing 
variabel pada model analisis faktor merupakan kombinasi linier 
dari skor faktor 𝑓1, 𝑓2, … , 𝑓𝑁 dengan disertai error untuk 
menghitung bagian dari variabel yang unik atau tidak sama dengan 
variabel yang lain. Adapun model untuk 𝑥1, 𝑥2, … , 𝑥𝑐 pada 
persamaan vektor x ditunjukkan pada Persamaan (2.4) (Rencher, 
1998). 
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𝑥1 − 𝜇1 = 𝜆11𝑓1 + 𝜆12𝑓2 + ⋯ + 𝜆1𝑁𝑓𝑁 + 𝜀1 
𝑥2 − 𝜇2 = 𝜆21𝑓1 + 𝜆22𝑓2 + ⋯ + 𝜆2𝑁𝑓𝑁 + 𝜀2 
      ⋮                 ⋮             ⋮           ⋮           ⋮             ⋮ 
𝑥𝑐 − 𝜇𝑐 = 𝜆𝑐1𝑓1 + 𝜆𝑐2𝑓2 + ⋯ + 𝜆𝑐𝑁𝑓𝑁 + 𝜀𝑐 
(2.4) 
dimana : 
𝜇𝑖  = rata-rata variabel ke-𝜆 ; 𝑖 = 1, 2, … , 𝑐 
𝜆𝑖𝑗   = loading pengamatan ke-𝑖 pada faktor ke-𝑗; 𝑖 = 1, 2, … , 𝑐 
𝜀𝑖  = faktor spesifik ke-𝜆 ; 𝑖 = 1, 2, … , 𝑐 
𝑓𝑗  = komponen faktor ke-𝑗 ; 𝑗 =  1, 2, … , 𝑁 
Idealnya N harus jauh lebih kecil daripada c. Koefisien 𝜆𝑖𝑗  
disebut loading dan berfungsi sebagai bobot yang menunjukkan 
bagaimana setiap 𝑓𝑗  secara individual dipengaruhi oleh komponen 
faktor 𝑓1, 𝑓2, … , 𝑓𝑁. Dengan kata lain, 𝜆𝑖𝑗  menunjukkan penting-
nya faktor 𝑓𝑗  terhadap variabel xi dan bisa digunakan untuk meng-
interpretasikan faktor fj. Setelah mengestimasi 𝜆𝑖𝑗  dan merotasi-
nya, diharapkan variabel-variabel bisa terpartisi ke dalam penge-
lompokan sesuai faktor yang terbentuk. Variabel dengan bobot 
loading terbesar pada tiap komponen faktor yang terbentuk dapat 
digunakan untuk landasan analisis klaster (Sharma, 1996).  
2.5.1 Analisis Komponen Utama 
Analisis komponen utama merupakan salah satu pendekatan 
metode analisis faktor untuk mentransformasi variabel asli yang 
masih saling berkorelasi satu dengan yang lain menjadi satu set 
peubah baru yang tidak berkorelasi. Tujuan penggunaan analisis 
komponen utama adalah mengondisikan tiap komponen yang 
terbentuk dapat mewakili seluruh variabel, sehingga hasil dari 
komponen faktor akan diubah menjadi derajat keanggotaan. 
Kemudian dari derajat keanggotaan akan dibentuk matriks 
berukuran k objek pada pengelompokan fuzzy k-means clustering 
dan fuzzy gustafson-kessel clustering pada analisis selanjutnya 
(Hartati, 2005). 
Principal component analysis menggunakan varians sebagai 
dasar perhitungan (Simamora, 2005). Tidak ada kesepakatan suatu 
ukuran besar proporsi keragaman data yang dianggap cukup 
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mewakili keragaman total, namun peneliti banyak menggunakan 
angka 70% hingga 90% (Johnson & Wichern, 2007). Nilai 
komponen utama atau variabel representatif dari masing-masing 
komponen dapat digunakan apabila analisis lanjutan dari analisis 
faktor adalah analisis klaster (Sharma, 1996). 
2.5.2 Penentuan Jumlah Faktor 
Penentuan jumlah faktor yang dibentuk dapat menggunakan 
tiga kriteria yang biasa digunakan dalam analisis komponen utama 
(Rencher, 1998). Kriteria yang paling sering digunakan pada 
analisis komponen utama adalah penentuan banyak faktor 
berdasarkan proporsi faktor ke-j dalam menjelaskan total varians 
sampel. Matriks korelasi yang bernilai  lebih dari 1 dapat menjadi 
faktor berdasarkan kriteria Eigenvalues. Selain penentuan banyak 
faktor dapat dilihat secara visual melalui scree plot. 
2.5.3 Rotasi Faktor 
Setelah diketahui jumlah faktor yang terbentuk, tahapan 
selanjutnya adalah menginterpretasikan komponen dari faktor 
tersebut. Terkadang loadings factor yang dihasilkan memiliki nilai 
yang hampir sama pada setiap kolomnya, sehingga akan terjadi 
kesulitan dalam menginterpretasikannya. Rotasi faktor bertujuan 
untuk menyederhanakan struktur faktor sehingga mudah untuk 
diinterpretasikan. Ada dua metode rotasi yang berbeda yaitu 
orthogonal dan oblique rotation (Rencher, 1998). Metode rotasi 
yang populer ialah varimax procedure. Prosedur ini merupakan 
metode orthogonal yang berusaha memaksimumkan nilai kuadrat 
dari loading. 
2.6 Analisis Klaster 
Analisis Klaster merupakan sebuah teknik untuk 
mengelompokan objek ke dalam kelompok-kelompok sesuai 
dengan karakteristik tertentu (Johnson & Wichern, 2007). Setiap 
pengamatan harus memiliki homogenitas yang tinggi dalam sebuah 
kelompok dan memiliki heterogenitas yang tinggi dengan 
kelompok yang lainnya. Analisis ini akan mengelompokan objek 
sehingga setiap objek yang memiliki kesamaan dengan objek 
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lainnya akan berada dalam klaster yang sama (Sharma, 1996). 
Cluster analysis bertujuan untuk menentukan suatu kelompok yang 
alami dari kelompok-kelompok individu. Kelompok individu-
individu ini bisa membentuk populasi yang lengkap atau suatu 
sampel dari populasi yang lebih besar. Cluster analysis akan 
mengalokasikan sekelompok individu pada suatu kelompok-
kelompok yang saling bebas sehingga individu-individu di dalam 
kelompok itu mirip satu dengan yang lainnya, sementara itu 
individu-individu di dalam kelompok yang berbeda tidak mirip. 
Penyusunan kelompok ini biasa disebut dengan partisi (Ruswandi, 
2008). Salah satu ukuran kemiripan yang dapat digunakan adalah 
jarak euclidean dan mahalanobis. Pada sudut pandang lainnya, 
beberapa metode cluster dapat dikelompokan berdasarkan 
algoritma proses yang dilakukan, yaitu teknik yang berdasarkan 
ukuran jarak sebagai basis pengelompokannya.  
Metode berbasis ukuran jarak ini terdiri dari metode cluster 
berhierarki dengan penggabungan (agglomerative) dan pemisahan 
(decisive). Contohnya adalah metode pautan lengkap complete 
linkage, metode pautan rata-rata average linkage, metode Ward 
serta metode cluster tak berhierarki yaitu metode k-means 
(Andesberg, 1973). Hierarchical clustering maupun k-means 
clustering hanya memperhatikan ukuran jarak antar objek peng-
amatan tanpa mempertimbangkan aspek statistik lainnya, seperti 
distribusi data ataupun objek pengamatan pada cluster yang saling 
tumpang tindih. Sedangkan algoritma fuzzy clustering membentuk 
data kedalam struktur klaster yang berbentuk spherical, ellipsoid 
atau bentuk yang lain.  
2.7 Fungsi Keanggotaan 
Terdapat dua cara dalam melakukan pendekatan inisialisasi 
membership dalam himpunan sistem fuzzy, yaitu secara numerik 
dan fungsional. Pendekatan fungsional digunakan pada Fuzzy 
clustering. Kusumadewi dkk. (2004) menyatakan fungsi ke-
anggotaan ini dapat dikatakan sebagai derajat keanggotaan (sebuah 
kurva) yang menunjukkan pemetaan titik obyek penelitian kedalam 
nilai keanggotaan yang berada dalam interval 0 hingga 1. 
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Representasi linier, kurva segitiga dan kurva trapesium merupakan 
fungsi keanggotaan yang paling sederhana dan dalam penelitian ini 
fungsi keanggotaan yang digunakan adalah representasi linier naik. 
Fungsi keanggotaan representasi linier menunjukkan 
pemetaan input ke derajat keanggotaanya digambarkan sebagai 
sebuah garis lurus. Bentuk yang sangat sederhana ini cocok untuk 
sebuah himpunan data yang kurang memiliki kerangka konsep 
yang jelas. Contoh dari fungsi linier ditunjukkan pada Gambar 
2.1, dimana fungsi tersebut menunjukkan kenaikan himpunan 
dimulai dari domain yang memiliki derajat keanggotaan nol [0] 
bergerak ke kanan menuju nilai domain yang memiliki derajat 
keanggotaan yang lebih tinggi. Gambar 2.1 menunjukkan 
representasi dari fungsi linear naik. Pada penelitian ini, derajat 
keanggotaan didasarkan pada hasil komponen skor faktor 
sedangkan nilai input berasal dari variabel realisasi pajak daerah. 
Derajat keanggotaan 𝜇(𝑥) dari fungsi linier naik pada Gambar 2.1 
ditunjukkan pada Persamaan (2.5). 
 
 
                 𝜇(𝑥) 
 
 
 
 
 
 
 
                                                                                                   
                                                               a                              b              x 
Gambar 2.1. Representasi Fungsi Linier Naik  
𝜇(𝑥) = {
0 ; 𝑥 ≤ 𝑎
(𝑥−𝑎)
(𝑏−𝑎)
 ; 𝑎 ≤ 𝑥 ≤ 𝑏
1 ; 𝑥 ≥ 𝑏
 (2.5) 
 
Keterangan: 
a = nilai domain yang mempunyai derajat keanggotaan nol 
0
1 
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b = nilai domain yang mempunyai derajat keanggotaan satu 
x = nilai input yang akan diubah ke dalam bilangan fuzzy 
Adapun nilai derajat keanggotaan dalam fungsi keanggotaan 
berasal dari komponen faktor  𝑓1, 𝑓2, … , 𝑓𝑁 yang didapatkan oleh 
hasil analisis faktor. Nilai-nilai tersebut direpresentasikan melalui 
matriks U berukuran k-objek pada analisis klaster fuzzy. 
2.8 Analisis Klaster Fuzzy K-Means 
Metode klaster k-means merupakan salah satu metode klaster 
non hirarki dengan jumlah klaster sudah ditentukan sebelum 
pengelompokan yang dikembangkan Bezdek (1981). Fuzzy k-
means merupakan salah satu metode pengelompokan yang 
dikembangkan dari k-means dengan menerapkan sifat fuzzy dalam 
fungsi keanggotaannya. Dalam metode ini dipergunakan variabel 
membership function yang merujuk pada seberapa besar 
kemungkinan suatu data bisa menjadi anggota ke dalam suatu 
kelompok. Membership function yang digunakan dapat berasal dari 
skor faktor. Konsep dasar fuzzy k-means berangkat dari ide mencari 
struktur klaster yang meminimumkan fungsi objektif yaitu jarak 
antar objek ke setiap titik pusat cluster dengan menggunakan 
Persamaan (2.6) dan Persamaan (2.7). 
𝐽𝐹𝐶𝑀(𝑋, 𝑈, 𝑉) =  
1 1
)(
L
m
ijij
N
k j
D
 
  (2.6) 
𝐽𝐹𝐶𝑀(𝑋, 𝑈, 𝑉) =
1 1
)(
L
m
k jij
N
k j
v f
 
  (2.7) 
dimana: 
𝑣𝑘  = pusat kelompok ke-𝑘 ; 𝑘 = 1, 2, … , 𝐿 
𝜇𝑖𝑗  = derajat keanggotaan komponen faktor ke-𝑗; kelompok ke-𝑖 
𝑚  = bobot/weighting exponent (𝑚 > 1) 
𝑓𝑗  = komponen faktor ke-𝑗 ; 𝑗 =  1, 2, … , 𝑁. 
Berdasarkan Bezdek (1981), langkah algoritma dari metode 
FKM sebagai berikut: 
1. Memasukkan data yang akan dikelompokkan  
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2. Menentukan banyak jumlah kelompok yang akan dibentuk 
(1 < 𝑐 < 𝑁), weighting exponent (𝑚 > 1), maksimum iterasi 
error terkecil yang diharapkan (𝜀 > 0), fungsi objektif awal = 
0, dan iterasi awal (𝑡 = 1),.  
3. Membentuk matriks 𝑈 sebagai elemen matriks partisi awal, 
seperti yang ditunjukkan pada Persamaan (2.8). 
𝑈 = [
𝜇11(𝑓1) 𝜇12(𝑓2) ⋯ 𝜇1𝑁(𝑓𝑁)
𝜇21(𝑓1) 𝜇22(𝑓2) ⋯ 𝜇2𝑁(𝑓𝑁)
⋮
𝜇𝑐1(𝑓1)
⋮
𝜇𝑐2(𝑓2)
⋱ ⋮
 ⋯ 𝜇𝑐𝑁(𝑓𝑁)
]  (2.8) 
4. Menghitung pusat kelompok ke-𝑖 menurut Persamaan (2.9). 
1
1
( )
, 1,2,...,
( )
N
m
ij j
j
k N
m
ij
j
f
v k L




 


 (2.9) 
5. Menghitung formula jarak euclidean menggunakan rumus pada 
Persamaan (2.10) dengan 𝑨 merupakan matriks definit positif. 
𝐷𝑖𝑗 =  ‖𝑥𝑗 − 𝑣𝑘‖ =  (𝑓𝑗 − 𝑣𝑘)
𝑇
𝑨(𝑓𝑗 − 𝑣𝑘) (2.10) 
6. Menghitung fungsi objektif yang ada di persamaan Lagrange 
(2.6) pada iterasi ke-𝑡.  
7. Menghitung nilai fungsi keanggotaan yang baru 𝑈𝑡+1 sesuai 
dengan Persamaaan (2.11). 
 
 
1
2
1
1 
,  
, 
mL
j k
ij
k j j
D f v
D f v




 
  
    
  
 
   (2.11) 
8. Membandingkan nilai keanggotaan dalam matriks U hingga 
konvergen ketika (‖𝑈𝑡+1 − 𝑈𝑡‖ < 𝜀. Apabila ‖𝑈𝑡+1 − 𝑈𝑡‖ ≥ 𝜀 
maka kembali ke langkah 4. 
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2.9 Analisis Klaster Fuzzy Gustafson-Kessel 
Berdasarkan Balasko dkk. (2007), pengelompokan fuzzy 
Gustafson-Kessel merupakan pengembangan dari fuzzy k-means 
(FKM). Nilai pembentuk matriks pada metode pengelompokan ini 
disebut adaptive distance norm yang diperbarui di setiap iterasi. 
Sehingga, pengelompokan ini mampu lebih menyesuaikan bentuk 
geometris fungsi keanggotaan yang tepat untuk sebuah himpunan 
data. 
Analisis klaster fuzzy menitikberatkan pada pengelompokan 
yang mempertimbangkan tingkat keanggotaan yang mencakup 
himpunan fuzzy sebagai landasan pembobotan. Perbedaan utama 
dari fuzzy Gustafson-Kessel dibandingkan dengan metode klaster 
hierarki maupun non hierarki ialah kemampuannya dalam 
menangani ketidakpastian. Mauliyadi dkk. (2003) menyatakan 
nilai akurasi analisis klaster Gustafson-Kessel pun lebih tinggi 
daripada analisis klaster fuzzy c-means. Amalia dkk. (2016) 
memperoleh nilai icd-rate FGK lebih rendah daripada FKM. 
Berdasarkan penelitian sebelumnya maka metode FGK lebih baik 
digunakan dibandingkan metode FKM. 
Berdasarkan Balasko dkk. (2007), algoritma pengelompokan 
fuzzy gustafson-kessel adalah sebagai berikut. 
1. Memasukkan data yang ingin dikelompokan. 
2. Menentukan banyak kelompok yang akan dibentuk (1 < 𝑐 <
𝑁), pembobot (𝑚 > 1), maksimum iterasi, error terkecil yang 
diharapkan (𝜀 > 0), fungsi objektif awal = 0, dan iterasi awal 
(𝑡 = 1),.  
3. Membentuk matriks U sebagai elemen matriks partisi awal 
sesuai dengan persamaan (2.8). 
4. Menghitung pusat kelompok ke-𝑘 sesuai dengan persamaan 
(2.9). 
5. Menghitung matriks kovarian kelompok 𝐹𝑘 sesuai dengan 
Persamaan (2.12). 
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6. Menghitung jarak 𝐷𝑖𝑗 sesuai dengan persamaan (2.10) dengan 
𝐴 = [det (𝐹𝑘)
1
𝑁𝐹𝑘
−1]. 
7. Menghitung fungsi objektif yang ada di persamaan (2.6) pada 
iterasi ke-𝑡.  
8. Menghitung nilai fungsi keanggotaan baru 𝑈𝑡+1 sesuai dengan 
persamaan (2.11). 
9. Membandingkan nilai keanggotaan dalam matriks 𝑈 hingga 
konvergen ketika ‖𝑈𝑡+1 − 𝑈𝑡‖ < 𝜀. Apabila ‖𝑈𝑡+1 − 𝑈𝑡‖ ≥ 𝜀 
maka kembali ke langkah 4. 
2.10 Calinski-Harabasz Pseudo F-Statistic 
Penentuan banyaknya kelompok klaster optimum dilakukan 
dengan menghitung nilai pseudo F-statistic menggunakan rumus 
pada persamaan (2.13). Nilai pseudo F-statistic yang paling tinggi 
menunjukkan bahwa jumlah kelompok yang terbentuk telah 
optimal. Berikut rumus pseudo F-statistic menurut Orphin dkk. 
(2006). 
2
2
( )
1
1
( )
R
cPseudo F
R
n c
 


 (2.13) 
dimana:  
2 ( )SST SSER
SST

   (2.14) 
2
1 1 1
( )
p L N
gkj j
g k j
SST x x
  
  (2.15) 
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2
1 1 1
( )
p L N
kjgkj
g k j
SSE x x
  
   (2.16) 
Keterangan: 
𝑥𝑔𝑘𝑗 = objek ke-g pada kelompok ke-k dan komponen faktor ke-j 
?̅?𝑗   = rata-rata seluruh sampel pada komponen faktor j 
𝑥𝑘𝑗 = rata-rata sampel kelompok ke-k dan komponen faktor ke-j 
2.11 Evaluasi Kinerja Pengelompokan 
Pengukuran kinerja hasil pengelompokan merupakan langkah 
untuk mengetahui validitas suatu pengelompokan. Berdasarkan 
Hair dkk. (2009) kelompok yang baik adalah memiliki 
kehomogenan yang tinggi antar anggota dalam kelompok dan 
keheterogenan yang tinggi antar kelompok. Berdasarkan Mingoti 
dkk. (2006) perbandingan dua atau lebih pengelompokan dapat 
diukur melalui tingkat rata-rata penyebaran dalam kelompok atau 
internal cluster dispersion rate (icd-rate). Perbedaan keanggotaan 
tiap kelompok juga semakin rendah saat nilai icd-rate nya semakin 
rendah yang mengindikasikan metode tersebut lebih baik daripada 
nilai icd-rate yang lebih tinggi. Perhitungan internal cluster 
dispersion rate ditunjukkan pada Persamaan (2.17). 
𝑖𝑐𝑑𝑟𝑎𝑡𝑒 = 1 −
(𝑆𝑆𝑇−𝑆𝑆𝐸)
𝑆𝑆𝑇
= 1 − 
𝑆𝑆𝐵
𝑆𝑆𝑇
= 1 − 𝑅2 (2.17) 
2.12 Profil Kota Surabaya 
Kota Surabaya merupakan salah satu kota metropolitan di 
Indonesia. Kota Surabaya merupakan ibukota provinsi di Jawa 
Timur dengan luas wilayah 326,36 km2 dan memiliki jumlah 
penduduk sebanyak 2.848.583 jiwa di tahun 2015 (Badan Pusat 
Statistik, 2015). Wilayah kota Surabaya dibagi menjadi lima 
wilayah kerja administratif, yaitu Surabaya Pusat, Surabaya Timur, 
Surabaya Barat, Surabaya Utara, dan Surabaya Selatan (BPPK 
Surabaya, 2006).  
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Gambar 2.2. Peta Lahan Kota Surabaya 
Tiap wilayah terdiri dari beberapa kecamatan dimana setiap 
kecamatan memiliki karakteristik potensi perpajakan yang 
berbeda-beda. 
1. Surabaya Pusat 
     Wilayah ini terdiri dari kecamatan Tegalsari, Simokerto, 
Genteng, dan Bubutan. Di wilayah ini terdapat pusat bisnis 
Tunjungan dan kantor pemerintahan Kota Surabaya serta kantor 
pemerintahan Provinsi Jawa Timur. Potensi penerimaan pajak 
hotel, pajak reklame, pajak penerangan jalan dan pajak parkir 
sangat besar di area Surabaya pusat. 
2. Surabaya Timur 
     Wilayah ini terdiri dari kecamatan Gubeng, Gunung Anyar, 
Sukolilo, Tambaksari, Mulyorejo, Rungkut, dan Tenggilis 
Mejoyo. Terdapat dua perguruan tinggi negeri terkemuka (ITS 
dan Universitas Airlangga) dan puluhan perguruan tinggi 
lainnya tersebar di Surabaya Timur ini secara tidak lansung 
membentuk sentra UMKM di sekitar kampus.  
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3. Surabaya Barat 
     Wilayah ini terdiri dari kecamatan Benowo, Pakal, Asem Rowo, 
Sukomanunggal, Tandes, Sambikerep, dan Lakarsantri. 
Terdapat perumahan elit Citraland yang membuat wilayah ini 
memiliki potensi penerimaan Pajak Bumi dan Bangunan (PBB) 
yang lebih tinggi daripada wilayah Surabaya lainnya. 
4. Surabaya Utara 
     Wilayah ini terdiri dari kecamatan Bulak, Kenjeran, Semampir, 
Pabean Cantikan, dan Krembangan. Terdapat banyak sentra 
wisata seperti Pantai Ria Kenjeran, Wisata Religi Sunan Ampel 
serta pelabuhan Tanjung Perak yang ramai dengan aktivitas 
perdagangan. 
5. Surabaya Selatan 
     Wilayah ini terdiri dari kecamatan Wonokromo, Wonocolo, 
Wiyung, Karang Pilang, Jambangan, Gayungan, Dukuh Pakis, 
dan Sawahan. Surabaya Industrial Estate Rungkut (SIER) 
terletak di Surabaya Selatan dan banyak perumahan berada di 
sekelilingnya. 
2.13 Pengertian Pajak 
Menurut Prof. Dr. M. J. H. Smeets, pajak adalah prestasi 
kepada pemerintah yang terutang melalui norma-norma umum dan 
yang dapat dipaksakan, tanpa adanya kontraprestasi yang dapat 
ditunjukkan dalam hal yang individual, dimaksud membiayai 
pengeluaran pemerintah (Brotodihardjo, 1993). Adapun fungsi 
pajak terbagi menjadi dua adalah sebagai berikut 
1. Fungsi Budgetair 
     Pajak memberikan sumbangan terbesar dalam penerimaan atau 
pendapatan negara (60-70 persen penerimaan pajak memenuhi 
postur APBN. 
2. Fungsi Regulerend 
Pajak berfungsi sebagai alat untuk mengatur masyarakat atau 
melaksanakan kebijakan pemerintah dalam bidang menurut 
Halim dkk. (2014). 
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2.14 Pengertian Pajak Daerah 
Menurut UU No. 28 Tahun 2009 pasal 1 (1) pajak daerah 
merupakan kontribusi wajib kepada daerah yang terutang oleh 
orang pribadi atau badan yang bersifat memaksa berdasarkan 
undang-undang, dengan tidak mendapat imbalan secara lansung 
dan digunakan untuk keperluan daerah bagi sebesar-besarnya 
kemakmuran rakyat. Pajak daerah digunakan untuk membiayai 
rumah tangga daerah. Berikut dasar hukum tujuh variabel pajak 
daerah yang digunakan dalam penelitian ini secara berurutan 
menurut UU No. 28 tahun 2009. 
1. Pajak Hotel 
     Menurut UU No. 28 tahun 2009 pasal 1 (20) pajak hotel 
merupakan pajak atas pelayanan yang disediakan oleh hotel. 
Hotel merupakan fasilitas penyedia penginapan/peristirahatan 
termasuk jasa terkait lainnya dengan dipungut bayaran, yang 
mencakup juga motel, losmen, gubuk pariwisata, pesanggrahan, 
rumah penginapan dan sejenisnya, serta rumah kos dengan 
jumlah kamar lebih dari 10 (sepuluh). 
2. Pajak Restoran 
Menurut UU No. 28 tahun 2009 pasal 1 (22) pajak restoran 
merupakan pajak atas pelayanan yang disediakan oleh restoran. 
Restoran merupakan fasilitas penyedia makanan dan/atau 
minuman dengan dipungut bayaran, yang mencakup juga 
rumah makan, kafetaria, kantin, warung, bar, dan sejenisnya 
termasuk jasa boga/catering. 
3. Pajak Hiburan 
Menurut UU No. 28 tahun 2009 pasal 1 (24) pajak reklame 
adalah pajak penyelenggaraan hiburan. Hiburan merupakan 
semua jenis tontonan, pertunjukan, peramaian, dan/atau ke-
ramaian yang dinikmati dengan dipungut bayaran. 
4. Pajak Penerangan Jalan 
Menurut UU No. 28 tahun 2009 pasal 1 (28) pajak penerangan 
jalan adalah pajak atas penggunaan tenaga listrik, baik yang 
dihasilkan sendiri maupun diperoleh dari sumber lain.  
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5. Pajak Parkir 
     Menurut UU No. 28 tahun 2009 pasal 1 (31) pajak parkir 
merupakan pajak atas penyelenggaraan tempat parkir di luar 
badan jalan, baik yang disediakan berkaitan dengan pokok 
usaha maupun yang disediakan sebagai suatu usaha, termasuk 
penyediaan tempat penitipan kendaraan bermotor. Parkir adalah 
keadaan tidak bergerak suatu kendaraan yang tidak bersifat 
sementara. 
6. Pajak Air Tanah 
Menurut UU No. 28 tahun 2009 pasal 1 (33) pajak air tanah 
merupakan pajak atas pengambilan dan/atau pemanfaatan air 
tanah. Air tanah adalah air yang terdapat dalam lapisan tanah 
atau batuan dibawah permukaan tanah.  
7. Pajak Bumi dan Bangunan 
Menurut UU No. 28 tahun 2009 pasal 1 (37) pajak bumi dan 
bangunan merupakan pajak atas bumi dan/atau bangunan yang 
dimiliki, dikuasai, dan/atau dimanfaatkam oleh orang pribadi 
atau Badan, kecuali kawasan yang digunakan untuk kegiatan 
usaha perkebunan, perhutanan, dan pertambangan. 
2.15 Studi Simulasi Pengelompokan 
Simulasi merupakan suatu teknik meniru operasi-operasi atau 
proses-proses yang terjadi dalam suatu sistem dengan bantu-an 
perangkat komputer dan dilandasi oleh beberapa asumsi tertentu 
sehingga sistem tersebut bisa dipelajari secara ilmiah (Law and 
Kelton, 1991). Dalam simulasi digunakan komputer untuk 
mempelajari sistem secara numerik, dimana dilakukan 
pengumpulan data untuk melakukan estimasi statistik karak-
teristik asli dari sistem. Simulasi merupakan alat yang tepat untuk 
digunakan terutama jika diharuskan untuk melakukan eksperimen 
dalam melakukan interpretasi komponen-komponen sistem, yang 
didalam penelitian ini adalah komponen sistem metode 
pengelompokan. Komponen akurasi atau kebaikan metode dalam 
membentuk klaster yang sesuai dengan keadaan sebenarnya diukur 
dalam studi simulasi 
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2.16 Penelitian Sebelumnya 
Penelitian terdahulu terkait pajak daerah oleh Sirait (2015) 
menyimpulkan bahwa PDRB, jumlah hotel, jumlah pelanggan 
PLN, jumlah wisatawan dan kepadatan penduduk berpengaruh 
signifikan terhadap pajak daerah kota Surabaya. Selain itu, terdapat 
dua kelompok pajak daerah yang terbentuk dari penggunaan 
analisis klaster hierarki dengan metode ward (Lutfi, 2016) 
penggunaan metode fuzzy c-shell dan fuzzy c-means berdasarkan 
variabel pembentuk IPM (Widodo, 2012).  
Riset terkait metode yang digunakan pada penelitian ini telah 
dilakukan oleh Amalia dkk. (2016) tentang Analisis Clustering 
Perusahaan Sub Sektor Perbankan berdasarkan Rasio Keuangan 
CAMELS Tahun 2014 menggunakan metode fuzzy c-means dan 
fuzzy gustafson kessel dengan hasil diperoleh kondisi optimum 
untuk kedua metode berdasarkan nilai Index XB sebanyak 2 cluster 
dengan metode terbaik adalah fuzzy gustafson kessel berdasarkan 
nilai icd-rate terkecil yaitu sebesar 0,7232. Berdasarkan jumlah 
cluster optimum dan metode terbaik, maka hasil pengujian 
MANOVA menghasilkan bahwa tidak ada perbedaan karakteristik 
antar cluster terhadap respon menurut Amalia dkk. (2016).   
Penelitian terdahulu yang terkait fungsi keanggotaan oleh 
Kusuma (2017) menyimpulkan bahwa enam provinsi dari total 
sembilan provinsi di Sumatera menggunakan fungsi keanggotaan 
linier naik pada hasil pengelompokan fuzzy gustafson-kessel. 
Penelitian dilakukan Laraswati (2014) dan Alvionita (2017) 
yang bertujuan menentukan metode pautan jarak terbaik ini 
telah menggunakan kriteria nilai rasio simpangan baku terkecil 
dalam mendapatkan metode agglomerative hierarchical 
clustering terbaik dan klaster terbaik.  
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BAB III 
METODOLOGI PENELITIAN 
 
3.1 Sumber Data 
Data yang digunakan pada penelitian ini adalah data 
sekunder dan data primer. Data sekunder diperoleh dari Badan 
Pengelolaan Keuangan dan Pajak Daerah (BPKPD) Kota 
Surabaya. Data yang diambil dari BPKPD yaitu data realisasi 
tujuh macam variabel pajak daerah di Kota Surabaya pada tahun 
2016. Data primer diperoleh dari data bangkitan berdistribusi 
normal multivariat dan normal univariat yang akan dijelaskan di 
subbab 3.4. Struktur data penelitian yang digunakan dapat dilihat 
pada Tabel 3.1. Adapun unit penelitian yang digunakan pada 
penelitian ini dapat dilihat pada Tabel 3.2. 
Tabel 3.1 Struktur Data Penelitian 
Kecamatan 
ke-i 
              
1                       
2                       
            
31                           
Tabel 3.2 Unit Penelitian 
No Kecamatan No Kecamatan No Kecamatan 
1 Asemrowo 12 Kenjeran 23 Sukolilo 
2 Benowo 13 Krembangan 24 Sukomanunggal 
3 Bubutan 14 Lakarsantri 25 Tambaksari 
4 Bulak 15 Mulyorejo 26 Tandes 
5 Dukuh Pakis 16 Pabean Cantian 27 Tegalsari 
6 Gayungan 17 Pakal 28 Tenggilis Mejoyo 
7 Genteng 18 Rungkut 29 Wiyung 
8 Gubeng 19 Sambikerep 30 Wonocolo 
9 Gunung Anyar 20 Sawahan 31 Wonokromo 
10 Jambangan 21 Semampir   
11 Karang Pilang 22 Simokerto   
3.2 Variabel Penelitian 
Berdasarkan Peraturan Daerah Kota Surabaya Nomor 4 
Tahun  2011 tentang pajak daerah, maka pada penelitian ini akan 
digunakan variabel seluruhnya berskala rasio pada Tabel 3.3. 
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Tabel 3.3 Variabel Penelitian 
Variabel   Nama Variabel 
X1 Pajak Air Tanah 
X2 Pajak Hiburan 
X3 Pajak Penerangan Jalan 
X4 Pajak Hotel 
X5 Pajak Restoran 
X6 Pajak Parkir 
X7 Pajak Bumi dan Bangunan 
3.3 Definisi Operasional 
Adapun penjelasan tentang variabel variabel-variabel 
penelitian akan dijelaskan pada definisi operasional sebagai 
berikut. 
a. Pajak Air Tanah 
Pajak air tanah merupakan pajak atas pengambilan dan/atau 
pemanfaatan air tanah. Air tanah adalah air yang terdapat 
dalam lapisan tanah atau batuan dibawah permukaan tanah. 
Objek pajak air tanah adalah pengambilan dan/atau 
pemanfaatan air tanah dengan pengecualian pengambilan 
dan/atau pemanfaatan air tanah untuk keperluan dasar rumah 
tangga, pengairan pertanian dan perikanan rakyat, serta 
peribadatan.  
b. Pajak Hiburan 
Pajak hiburan adalah pajak penyelenggaraan hiburan. Hiburan 
merupakan semua jenis tontonan, pertunjukan, peramaian, 
dan/atau keramaian yang dinikmati dengan dipungut bayaran. 
Objek pajak hiburan adalah jasa penyelenggaraan hiburan 
dengan dipungut bayaran, meliputi: tontonan film, pagelaran 
kesenian, musik, tari, kontes kecantikan, pameran, diskotik, 
karaoke, klab malam, sirkus, akrobat, sulap, permainan bilyar, 
golf, boling, pacuan kuda, panti pijat dan pertandingan 
olahraga. 
c. Pajak Penerangan Jalan 
Pajak penerangan jalan adalah pajak atas penggunaan tenaga 
listrik, baik yang dihasilkan sendiri maupun diperoleh dari 
sumber lain.Objek pajak penerangan jalan adalah penggunaan 
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tenaga listrik, baik yang dihasilkan sendiri maupun yang 
diperoleh dari sumber lain dari PLN/bukan PLN. 
d. Pajak Hotel 
Pajak hotel merupakan pajak atas pelayanan yang disediakan 
oleh hotel. Hotel merupakan fasilitas penyedia jasa 
penginapan/peristirahatan termasuk jasa terkait lainnya dengan 
dipungut bayaran, yang mencakup juga motel, losmen, gubuk 
pariwisata, pesanggrahan, rumah penginapan dan sejenisnya, 
serta rumah kos dengan jumlah kamar lebih dari 10 (sepuluh). 
Objek pajak hotel adalah pelayanan yang disediakan oleh hotel 
dengan pembayaran, termasuk jasa penunjang sebagai 
kelengkapan hotel yang sifatnya memberikan kemudahan dan 
kenyamanan, termasuk fasilitas olahraga dan hiburan. 
e. Pajak Restoran 
Pajak restoran merupakan pajak atas pelayanan yang 
disediakan oleh restoran. Restoran merupakan fasilitas 
penyedia makanan dan / atau minuman dengan dipungut 
bayaran, yang mencakup juga rumah makan, kafetaria, kantin, 
warung, bar, dan sejenisnya termasuk jasa boga/catering. 
Objek pajak restoran adalah pelayanan yang disediakan oleh 
restoran. 
f. Pajak Parkir 
Pajak parkir merupakan pajak atas penyelenggaraan tempat 
parkir di luar badan jalan, baik yang disediakan berkaitan 
dengan pokok usaha maupun disediakan sebagai suatu usaha, 
termasuk penyediaan tempat penitipan kendaraaan bermotor. 
Parkir adalah keadaan tidak bergerak suatu kendaraan yang 
tidak bersifat sementara Objek Pajak Parkir adalah 
penyelenggaraan tempat Parkir di luar badan jalan, baik yang 
disediakan berkaitan dengan pokok usaha maupun yang 
disediakan sebagai suatu usaha, termasuk penyediaan tempat 
penitipan kendaraan bermotor. 
g. Pajak Bumi dan Bangunan 
Pajak bumi dan bangunan merupakan pajak atas bumi dan/atau 
bangunan yang dimiliki, dikuasai, dan/atau dimanfaatkam oleh 
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orang pribadi atau Badan, kecuali kawasan yang digunakan 
untuk kegiatan usaha perkebunan, perhutanan, dan 
pertambangan. Objek pajak bumi dan bangunan perdesaan dan 
perkotaan adalah bumi dan/atau bangunan yang dimiliki, 
dikuasai, dan/atau dimanfaatkan oleh orang pribadi atau 
badan, kecuali kawasan yang digunakan untuk kegiatan usaha 
perkebunan, perhutanan, dan pertambangan. 
3.4 Desain Studi Simulasi Pengelompokan 
Berikut ini adalah  langkah yang digunakan dalam 
melakukan studi simulasi pengelompokan: 
1. Menentukan tujuan simulasi yaitu menunjukkan adanya 
perbedaan akurasi kedua metode clustering pada saat 
melakukan pengelompokan. 
2. Menentukan parameter tujuh dataset bangkitan data 
berdistribusi normal multivariat dan tujuh dataset bangkitan 
data berdistribusi normal univariat dengan beberapa jumlah 
pengamatan berurutan dari yang terendah yaitu 30, 60, 90, 
120, 150, 300 dan 1500 pengamatan dimana seluruh pem-
bangkitan data berdistribusi normal multivariat memiliki 
matriks varian kovarian    
      
      
  dan       serta 
                  .  
3. Membentuk fungsi keanggotaan linier naik           untuk 
tiap c pengamatan yaitu                         
                . Setiap objek pengamatan diharuskan 
memiliki derajat keanggotaan yang menyesuaikan bentuk 
fungsi keanggotaan linier naik  
4. Membangkitkan data berdasarkan langkah no. 2.  
Untuk     
      
      
  pada bangkitan normal multivariat maka: 
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5. Melakukan pengelompokan dengan kedua metode clustering 
pada setiap dataset dengan melakukan perulangan sebanyak 
sepuluh kali untuk memperoleh keyakinan untuk mendekati 
kebenaran tingkat akurasi metode. 
6. Menginterpretasi hasil akurasi dengan grafik scatterplot dan 
tabel perbandingan. 
3.5 Langkah Analisis 
Berikut ini adalah langkah analisis yang digunakan dalam 
melakukan penelitian : 
1. Melakukan studi simulasi pengelompokan untuk mem-
peroleh tingkat akurasi kedua metode clustering pada data 
bangkitan berdistribusi normal multivariat dan normal 
univariat. 
2. Mendeskripsikan karakteristik kecamatan berdasarkan real-
isasi pajak daerah di Kota Surabaya tahun 2016 meng-
gunakan statistika deskriptif.  
a. Penentuan input variabel pajak daerah yang digunakan. 
b. Mengeksplorasi input variabel pajak daerah dengan 
statistika deskriptif. 
3. Melakukan pengelompokan kecamatan berdasarkan realisasi 
pajak daerah di Kota Surabaya tahun 2016. Adapun langkah-
langkah analisis adalah sebagai berikut : 
a. Menguji asumsi distribusi normal multivariat. 
b. Menguji kecukupan data dengan uji KMO. 
c. Menguji korelasi antar variabel dengan uji independensi. 
d. Mengestimasi loading factor dengan metode analisis 
komponen utama. 
Mengklasterkan kecamatan berdasarkan loading factor yang 
terbentuk, menggunakan metode fuzzy k-means clustering 
dan fuzzy gustafson-kessel clustering  dengan jumlah klaster 
sebanyak 2 sampai dengan 4.  
Adapun langkah-langkah analisis adalah sebagai berikut : 
a. Menentukan derajat keanggotaan melalui fungsi 
keanggotaan sebagai representasi metode FKM dan FGK 
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dengan pereduksian variabel menggunakan pendekatan 
analisis komponen utama.  
b. Melakukan pemilihan variabel yang mewakili setiap faktor 
komponen untuk pengelompokan berdasarkan loading 
factor yang terbentuk. 
c. Melakukan analisis clustering menggunakan metode FKM 
dengan input berupa data realisasi pajak daerah dan inisiasi 
membership function linier naik dua hingga empat klaster 
dengan bantuan fanny package.  
d. Melakukan analisis clustering menggunakan metode FGK 
dengan input berupa data realisasi pajak daerah dan inisiasi 
membership function linier naik dua hingga empat klaster 
dengan bantuan fclust package.  
e. Menentukan jumlah klaster optimum menggunakan 
Pseudo-F Statistics. 
f. Melakukan evaluasi kinerja metode pengelompokan fuzzy 
k-means clustering dan fuzzy gustafson-kessel clustering 
menggunakan kriteria icd-rate.   
4. Melakukan analisis statistika deskriptif untuk mengetahui 
karakteristik masing-masing klaster yang terbentuk 
berdasarkan hasil pengelompokan. 
Langkah-langkah analisis secara umum dapat disajikan pada 
diagram alir sebagai berikut. 
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Gambar 3.1 Diagram Alir Penelitian 
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BAB IV 
ANALISIS DAN PEMBAHASAN 
 
Pada bab analisis dan pembahasan ini dilakukan analisis 
untuk menjawab permasalahan dari penelitian mengenai 
karakteristik, pengelompokan pajak daerah di kota Surabaya 
berdasarkan tujuh variabel yang telah ditentukan dengan metode 
fuzzy k-means (FKM) clustering dan fuzzy Gustafson-Kessel 
(FGK) clustering.  
4.1 Studi Simulasi Pengelompokan Kecamatan 
Studi simulasi pengelompokan pada penelitian ini bertujuan 
untuk menunjukkan tingkat keberhasilan suatu metode dalam 
melakukan pengelompokan terhadap populasi. Simulasi 
pengelompokan dimulai dengan pembangkitan gugus data 
berdistribusi normal multivariat dan normal univariat sebanyak 14 
gugus data yang setiap gugus data dibangkitkan sebanyak 10 kali 
dengan 2 variabel. 
 
Gambar 4.1. Akurasi FGK-FKM Normal Multivariat K=2  
Pembangkitan data berdistribusi normal multivariat dilaku-
kan sesuai dengan asumsi data untuk kedua metode clustering 
yang harus berdistribusi normal multivariat dengan korelasi yang 
kuat antar variabel. Korelasi antar kedua variabel telah diatur 
sebesar 0,7. Berdasarkan Gambar 4.1, akurasi metode FGK selalu 
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berada diatas akurasi metode FKM yaitu antara 61% hingga 74% 
pada c =300.  
 
Gambar 4.2. Akurasi FGK-FKM Normal Univariat K=2  
Simulasi pembangkitan data berdistribusi normal univariat 
dilakukan untuk mengakomodasi case yang tidak mampu me-
menuhi asumsi data berdistribusi normal multivariat. Berdasarkan 
Gambar 4.2, akurasi metode FKM lebih baik pada dataset kecil     
c = 30 namun setelah itu terjadi overlapping dimana akurasi 
metode FGK selalu mengungguli metode FKM pada c = 60 
hingga c = 300.  
Tabel 4.1 Perbandingan Akurasi Normal Multivariat 
Output 
ke- 
FGK 
c=300 
FKM 
c=300 
FGK 
c=1500 
FKM 
c=1500 
1 
2 
0,730 
0,790 
0,390 
0,646 
0,778 
0,746 
0,630 
0,625 
3 0,703 0,610 0,756 0,601 
4 0,700 0,610 0,709 0,382 
5 0,700 0,610 0,758 0,617 
6 0,700 0,610 0,754 0,372 
7 0,733 0,666 0,748 0,650 
8 0,773 0,583 0,731 0,596 
9 0,733 0,593 0,768 0,612 
10 0,723 0,646 0,754 0,61 
Rerata 0,729 0,590 0,749 0,565 
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Berdasarkan Tabel 4.1, terjadi perbedaan arah pergerakan 
akurasi antar kedua metode dalam mengelompokkan data ber-
distribusi normal multivariat ketika dataset diperbesar. Kenaikan 
akurasi sebesar 0,02% terjadi pada metode FGK sedangkan 
penurunan sebesar 0,025% pada metode FKM. Terdapat 
perbedaan akurasi yang mencolok diantara kedua metode. 
Akurasi FGK yang selalu diatas 70% mengindikasikan bahwa 
metode FGK lebih baik dari metode FKM dalam aspek kesamaan 
pengelompokan suatu objek pengamatan yang sesuai dengan 
kondisi sebenarnya. Hasil studi simulasi secara lengkap dapat 
dilihat pada Lampiran 1 dan Lampiran 6 sampai Lampiran 9. 
4.2 Karakteristik Pajak Daerah di Kota Surabaya 
Kota Surabaya merupakan salah satu kota dengan 
penyumbang pajak daerah terbesar di Indonesia yang memiliki 31 
kecamatan. Statistika deskriptif perlu dilakukan untuk mengetahui 
karakteristik data berdasarkan realisasi pajak daerah seluruh 
kecamatan di Kota Surabaya.  
Deskripsi kondisi kecamatan di Kota Surabaya dari tujuh 
variabel dalam menentukan hasil pengelompokan menggunakan 
fuzzy k-means clustering dan fuzzy Gustafson-Kessel clustering 
dapat digambarkan dengan analisis statistika deskriptif. Berikut 
adalah karakteristik data seluruh kecamatan di Kota Surabaya 
berdasarkan tujuh variabel yang telah ditentukan.  
Tabel 4.2 Karakteristik Pajak Daerah Surabaya (dalam miliar rupiah) 
Variabel Rata-Rata Minimum Maksimum 
   0,047 0,012 0,016 
   1,931 0 10,048 
   11,501 0 187,549 
   
   
   
   
6,800 
10,508 
2,122 
27,403 
0 
0,002 
0,007 
5,332 
58,262 
53,217 
10,449 
66,432 
Tabel 4.2 menunjukkan variabel-variabel tersebut dibedakan 
menjadi tujuh variabel yaitu pajak air tanah, pajak hiburan, pajak 
penerangan jalan, pajak hotel, pajak restoran, pajak parkir serta 
pajak bumi dan bangunan dalam miliar rupiah. Variabel pajak air 
tanah memiliki nilai rata-rata sebesar 47,277 juta rupiah dengan 
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nilai maksimum sebesar 116,717 juta rupiah pada kecamatan 
Gubeng dan nilai minimum sebesar 12,905 juta rupiah pada 
kecamatan Jambangan. Variabel pajak hiburan memiliki nilai 
rata-rata sebesar 1,931 miliar rupiah dengan nilai maksimum 
sebesar 10,048 miliar rupiah pada kecamatan Genteng dan nilai 
minimum sebesar 0 rupiah pada kecamatan Benowo, Kenjeran 
dan Semampir. Variabel pajak penerangan jalan memiliki nilai 
rata-rata sebesar 11,501 miliar rupiah dengan nilai maksimum 
sebesar 187,549 miliar rupiah pada kecamatan Gubeng dan nilai 
minimum sebesar 0 rupiah pada kecamatan Benowo, Kenjeran 
dan Pakal.  
Variabel pajak hotel memiliki nilai rata-rata sebesar 6,8 
miliar rupiah dengan nilai maksimum sebesar 58,262 miliar 
rupiah pada kecamatan Tegalsari dan nilai minimum sebesar 0 
rupiah pada kecamatan Benowo, Gunung Anyar, Kenjeran dan 
Pakal. Variabel pajak restoran memiliki nilai rata-rata sebesar 
10,508 miliar Rupiah dengan nilai maksimum sebesar 53,217 
miliar rupiah pada kecamatan Tegalsari dan nilai minimum 
sebesar 2,703 juta rupiah pada kecamatan Pakal. Variabel pajak 
parkir memiliki nilai rata-rata sebesar 2,122 miliar rupiah dengan 
nilai maksimum sebesar 10,449 miliar rupiah pada kecamatan 
Genteng dan nilai minimum sebesar 7,628 juta rupiah pada 
kecamatan Pakal. Variabel pajak bumi dan bangunan (PBB) 
memiliki nilai rata-rata sebesar 27,403 miliar rupiah dengan nilai 
maksimum sebesar 66,432 miliar rupiah pada kecamatan 
Mulyorejo dan nilai minimum sebesar 5,332 miliar rupiah pada 
kecamatan Jambangan. 
4.3 Pra-Pengelompokan Kecamatan di Kota Surabaya 
Setelah studi simulasi data pengelompokan dilakukan untuk 
pengecekan tingkat validasi kedua metode clustering dalam 
melakukan pengelompokan, penentuan hasil kelompok realisasi 
pajak daerah kecamatan di Kota Surabaya dengan menggunakan 
fuzzy k-means clustering dan fuzzy Gustafson-Kessel clustering 
maka akan dipilih beberapa variabel yang dapat mewakili 
pengelompokan kecamatan menggunakan analisis faktor. 
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Pemenuhan asumsi distribusi normal multivariat, asumsi 
kecukupan data dan asumsi korelasi harus dilakukan terlebih 
dahulu sebelum penggunaan analisis faktor yang dilanjutkan oleh 
pengelompokan dengan FKM & FGK beserta evaluasi kinerja 
metode FKM & FGK. 
a. Pemenuhan Asumsi Distribusi Normal Multivariat 
Pengujian distribusi normal multivariat adalah syarat dalam 
analisis faktor dengan pendekatan principal component analysis 
dan analisis klaster non hirarki menggunakan metode k-means. 
Berdasarkan hasil pengujian melalui nilai koefisien korelasi 
pearson terhadap data tujuh variabel pajak daerah ini didapatkan 
nilai koefisien korelasi pearson sebesar 0,962 dengan taraf 
signifikan 5% dan jumlah data sebanyak 31 didapatkan nilai rtabel 
sebesar 0,3550 dengan derajat bebas 29 sehingga statistik uji lebih 
besar daripada nilai rtabel yang berarti bahwa data pajak daerah 31 
kecamatan di Kota Surabaya telah berdistribusi normal 
multivariat. 
b. Pemenuhan Asumsi Kecukupan Data 
Pengujian asumsi kecukupan data ini dilakukan untuk 
mengetahui kelayakan data untuk dianalisis menggunakan analisis 
faktor. Apabila nilai KMO (Kaiser-Meyer-Olkin) lebih besar dari 
0,50 maka variabel penelitian telah layak untuk dianalisis. 
Berdasarkan hasil pengujian melalui nilai KMO (Kaiser-Meyer-
Olkin) terhadap data pajak daerah Kota Surabaya ini didapatkan 
nilai KMO sebesar 0,67 sehingga statistik uji lebih besar daripada 
nilai 0,50 yang berarti bahwa seluruh data pajak daerah 31 
kecamatan di Kota Surabaya layak dianalisis menggunakan 
analisis faktor. 
c. Pemenuhan Asumsi Korelasi 
Asumsi korelasi harus dipenuhi untuk melakukan analisis 
faktor setelah data telah memenuhi syarat kelayakan (kecukupan) 
data. Salah satu metode untuk mengetahui adanya korelasi antar 
variabel dapat menggunakan uji independensi bartlett. Hipotesis 
uji ini adalah sebagai berikut. 
Hipotesis  
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H0 :    I (tidak terdapat korelasi) 
H1 :    I (ada korelasi) 
Berdasarkan hasil pengujian independensi terhadap data pajak 
daerah Kota Surabaya ini didapatkan nilai Chi-Square sebesar 
147,954 dengan P-value kurang dari        sehingga 
keputusannya adalah tolak H0 yang menunjukkan adanya korelasi 
antar tujuh variabel pajak daerah. Pemenuhan asumsi distribusi 
normal multivariat, kecukupan data dan korelasi telah dilakukan 
sehingga analisis dapat dilanjutkan ke analisis faktor. 
Berdasarkan hasil uji kecukupan data dan uji independensi 
dapat disimpulkan bahwa data layak (cukup) untuk dilakukan 
analisis faktor dan terdapat korelasi antar variabel. Communalities 
yang terdapat pada Tabel 4.3 menjelaskan metode ekstraksi 
komponen utama yang bertujuan untuk mengetahui seberapa 
besar masing-masing variabel berperan dalam menjelaskan faktor 
yang terbentuk. Penentukan jumlah faktor yang terbentuk dapat 
dilakukan secara matematis dan scree plot (Lampiran 4). 
Penentuan jumlah faktor yang terbentuk secara matematis 
dapat dilakukan dengan perhitungan eigenvalue yang lebih dari 1 
pada Tabel 4.4 atau juga dapat dilihat dari proporsi keragaman 
data dalam menjelaskan total varians sampel yang lebih dari 70%. 
Susunan eigenvalue selalu diurutkan dari yang terbesar sampai 
yang terkecil, dengan kriteria bahwa angka eigenvalue lebih kecil 
dari 1 tidak digunakan dalam menghitung jumlah faktor yang 
terbentuk. 
Tabel 4.3 Communalities Data seluruh Kecamatan di Kota Surabaya 
Variabel Initial Extraction 
   1,000 0,667 
   1,000 0,916 
   1,000 0,754 
   
   
   
   
1,000 
1,000 
1,000 
1,000 
0,713 
0,908 
0,769 
0,448 
Variabel pajak hiburan memiliki peran yang paling besar 
dalam menjelaskan faktor yang terbentuk, yaitu sebesar 91%, 
diikuti variabel pajak restoran sebesar 90%, pajak parkir sebesar 
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76%, pajak penerangan jalan sebesar 75%, pajak hotel sebesar 
71% dan pajak air tanah sebesar 66%. Variabel pajak bumi dan 
bangunan memiliki peran paling kecil dalam menjelaskan faktor 
yang terbentuk, yaitu sebesar 44%. 
Tabel 4.4 Proporsi Keragaman Seluruh Kecamatan di Kota Surabaya 
Komponen Total %  Varians Kumulatif % 
1 3,904 55,772 55,772 
2 1,271 18,151 73,923 
3 0,767 10,961 84,884 
4 0,511 7,296 92,181 
5 0,372 5,313 97,494 
6 0,134 1,910 99,404 
7 0,042 0,596 100.000 
Berdasarkan Tabel 4.4, pada mulanya terdapat 7 komponen 
atau faktor sesuai dengan jumlah variabel asli. Selanjutnya 
dengan melihat total eigenvalue,  hanya faktor ke-1 dan faktor ke-
2 yang memiliki total eigenvalue lebih dari 1 sedangkan faktor 
ke-3 memiliki nilai total eigenvalue kurang dari 1, sehingga 
proses pembentukan faktor berhenti pada faktor ke-2 yang berarti 
ada 2 faktor baru yang akan terbentuk. Prosentase varians kedua 
faktor dalam menjelaskan seluruh variabel asli adalah faktor ke-1 
sebesar 55,772% dan faktor ke-2 sebesar 18,151%, sehingga total 
varians yang dapat dijelaskan oleh ketiga faktor terhadap variabel 
asli adalah sebesar 73,923%. Dalam analisis secara grafik maupun 
secara matematis, menghasilkan nilai yang sama yaitu ada dua 
komponen faktor baru yang akan terbentuk yang mewakili tujuh 
variabel yang tersedia untuk melakukan pengelompokan. 
4.4 Pengelompokan Kecamatan di Kota Surabaya 
Dalam melakukan pengelompokan kecamatan di Kota 
Surabaya terdapat koefisien matriks korelasi yang digunakan 
dalam menentukan variabel yang terpilih untuk mewakili masing-
masing komponen faktor. Proses penentuan variabel yang 
menjadi anggota dari masing-masing komponen faktor dilakukan 
dengan membandingkan besarnya korelasi antara suatu variabel 
dengan masing-masing faktor yang terbentuk. Suatu variabel xi 
menjadi anggota dari suatu faktor fi, apabila variabel xi memiliki 
korelasi paling kuat terhadap faktor fi daripada korelasi suatu 
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variabel xi dengan faktor fi yang lain. Koefisien matriks korelasi 
inilah yang disebut sebagai factor loading dapat dilihat pada 
Tabel 4.5. 
Tabel 4.5 Matriks Komponen 
Variabel 
Komponen 
1 2 
Pajak Air Tanah 0,565 0,589 
Pajak Hiburan 0,937  
Pajak Penerangan Jalan  0,865 
Pajak Hotel 0,841  
Pajak Restoran 0,953  
Pajak Parkir 0,870  
Pajak Bumi dan Bangunan 0,574 0,344 
Berdasarkan Tabel 4.5, ada variabel yang berkorelasi sangat 
kuat terhadap lebih dari satu faktor, yaitu variabel pajak air tanah 
yang memiliki nilai korelasi sebesar 0,565 terhadap faktor ke-1 
dan sebesar 0,589 terhadap faktor ke-2, sehingga sulit untuk 
menginterpretasikan faktor-faktor tersebut. Oleh karena itu, perlu 
dilakukan rotasi terhadap matriks komponen. Proses rotasi yang 
digunakan adalah metode varimax rotation. Nilai loading factor 
setelah dilakukan rotasi terhadap matriks komponen dapat dilihat 
pada Tabel 4.6. 
Tabel 4.6 Matriks Komponen Sesudah Rotasi 
Variabel 
Komponen 
1 2 
Pajak Air Tanah  0,708 
Pajak Hiburan 0,956*  
Pajak Penerangan Jalan  0,858* 
Pajak Hotel 0,797  
Pajak Restoran 0,922  
Pajak Parkir 0,871  
Pajak Bumi dan Bangunan 0,640  
Tabel 4.6 memperlihatkan distribusi variabel yang lebih jelas 
dan nyata sehingga faktor-faktor yang terbentuk lebih mudah 
untuk diinterpretasikan. Ada 5 variabel yang paling dominan di 
dalam komponen faktor ke-1, yaitu variabel pajak hiburan diikuti 
oleh pajak restoran, pajak parkir, pajak hotel serta pajak bumi dan 
bangunan. Variabel yang paling dominan di dalam faktor ke-2 
adalah pajak penerangan jalan selain adanya variabel pajak air 
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tanah. Dengan demikian, variabel penelitian yang semula 
berjumlah tujuh, telah direduksi menjadi dua faktor komponen 
yang dapat menjelaskan variabel awal sebesar 73,923%. 
Berdasarkan keterkaitan variabel yang paling dominan pada 
masing-masing faktor, untuk selanjutnya faktor ke-1 disebut 
faktor kebutuhan dasar hidup (air & listrik) dan faktor ke-2 
disebut faktor non-kebutuhan dasar hidup. 
Tabel 4.6 juga menunjukkan bobot faktor tertinggi dari 
masing-masing komponen. Variabel yang memiliki bobot faktor 
tertinggi pada komponen faktor ke-1 adalah variabel pajak 
hiburan sebesar 95,6% yang mewakili lima variabel yang terdapat 
pada komponen faktor ke-1. Sedangkan variabel yang memiliki 
bobot faktor tertinggi pada komponen faktor ke-2 adalah variabel 
pajak penerangan jalan sebesar 85,8% yang mewakili dua 
variabel yang terdapat pada komponen faktor ke-2. Variabel yang 
memiliki bobot tertinggi pada kedua komponen faktor tersebut 
akan menjadi variabel dalam pengelompokan dua hingga empat 
klaster kecamatan di Kota Surabaya menggunakan FKM dan 
FGK. 
Dalam analisis klaster FKM ini diperlukan inisiasi jumlah 
klaster dan fungsi keanggotaan linier naik dengan bantuan 
program paket analisis data. Jumlah klaster yang harus ditentukan 
diawal analisis sebanyak 2 hingga 4 klaster dengan fungsi 
keanggotaan linier naik sebagai derajat keanggotaan yang 
digunakan sebagai representasi bilangan fuzzy.  
Tabel 4.7 Hasil Pengelompokan FKM Kota Surabaya 
Klaster 
Jumlah Klaster 
2 3 4 
1 29 21 29 
2 2 2 2 
3  8 - 
4   - 
Hasil pengelompokan analisis klaster FKM yang ditunjukkan 
pada Tabel 4.7 ini memberikan hasil yang beragam. Pada inisiasi 
jumlah klaster sebanyak dua dengan bantuan tabel fungsi 
keanggotaan pada Lampiran 2a, terdapat 29 kecamatan berada 
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pada klaster ke-1 dan 2 kecamatan pada klaster ke-2. Pada inisiasi 
jumlah klaster sebanyak tiga dengan bantuan tabel fungsi 
keanggotaan pada Lampiran 2b, terdapat 21 kecamatan berada 
pada klaster ke-1, 2 kecamatan pada klaster ke-2 dan 8 kecamatan 
pada klaster ke-3. Pada inisiasi jumlah klaster sebanyak empat 
dengan bantuan tabel fungsi keanggotaan pada Lampiran 2c, 
terdapat 29 kecamatan berada pada klaster ke-1 dan 2 kecamatan 
pada klaster ke-2. 
Dalam analisis klaster FGK ini diperlukan inisiasi jumlah 
klaster dan fungsi keanggotaan linier naik dengan bantuan 
program paket analisis data. Jumlah klaster yang harus ditentukan 
diawal analisis sebanyak 2 hingga 4 klaster dengan fungsi 
keanggotaan linier naik sebagai derajat keanggotaan yang 
digunakan sebagai representasi bilangan fuzzy.  
Tabel 4.8 Hasil Pengelompokan FGK Kota Surabaya 
Klaster 
Jumlah Klaster 
2 3 4 
1 3 3 7 
2 28 2 20 
3  26 2 
4   2 
Hasil pengelompokan analisis klaster FGK yang ditunjukkan 
pada Tabel 4.8 ini memberikan hasil yang beragam. Pada inisiasi 
jumlah klaster sebanyak dua dengan bantuan tabel fungsi 
keanggotaan pada Lampiran 2a, terdapat 3 kecamatan berada 
pada klaster ke-1 dan 28 kecamatan pada klaster ke-2. Pada 
inisiasi jumlah klaster sebanyak tiga dengan bantuan tabel fungsi 
keanggotaan pada Lampiran 2b, terdapat 3 kecamatan berada 
pada klaster ke-1, 2 kecamatan pada klaster ke-2 dan 26 
kecamatan pada klaster ke-3. Pada inisiasi jumlah klaster 
sebanyak empat dengan bantuan tabel fungsi keanggotaan pada 
Lampiran 2c, terdapat 7 kecamatan berada pada klaster ke-1, 20 
kecamatan pada klaster ke-2, 2 kecamatan pada klaster ke-3 dan 2 
kecamatan pada klaster ke-4.  
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4.5 Evaluasi Kinerja Metode Pengelompokan 
Kinerja metode pengelompokan dievaluasi berdasarkan 
tingkat optimum dan kebaikan hasil clustering. Klaster optimum 
ditentukan dengan bantuan clusterSim package berdasarkan 
kriteria nilai Pseudo F tertinggi. Dari hasil pengelompokan kedua 
metode clustering tersebut maka nilai Pseudo F ditunjukkan pada 
Tabel 4.9. 
Tabel 4.9 Perhitungan Pseudo F Kota Surabaya 
Klaster 
 
Metode Pengelompokan 
Fuzzy K-Means Fuzzy Gustafson-Kessel 
2 836,1309 75,5531 
3 473,5886 10,8015 
4 836,1309 369,3943 
Tabel 4.9 menunjukkan bahwa terdapat perbedaan kelompok 
yang optimum antara kedua metode clustering dengan 
menggunakan fungsi keanggotaan linier naik. Metode FKM 
menghasilkan kelompok optimum pada saat penggunaan 
pengelompokan 2 klaster dengan nilai Pseudo F sebesar 836,1. 
Metode FGK menghasilkan kelompok optimum pada saat peng-
gunaan pengelompokan 4 klaster dengan nilai Pseudo F sebesar 
369,3. Selanjutnya metode pengelompokan terbaik ditentukan 
berdasarkan kriteria mencari nilai terkecil pada nilai icd-rate. 
Didapatkan icd-rate FKM sebesar 0,0321 sedangkan icd-rate 
FGK sebesar 0,0225. Nilai icd-rate yang didapatkan dari FGK 
clustering dengan kelompok optimum sebanyak 4 klaster lebih 
rendah daripada nilai icd-rate yang didapatkan dari FKM 
clustering dengan kelompok optimum sebanyak 2 klaster. 
Berdasarkan kriteria icd-rate, metode FGK clustering lebih baik 
daripada FKM clustering.  
Tabel 4.10 Profil Pengelompokan Kecamatan di Kota Surabaya 
Klaster Kecamatan 
1 
 
2 
 
 
 
3 
4 
Dukuh Pakis, Gayungan, Genteng, Mulyorejo, Sambikerep,  
Tegalsari, Wonokromo 
Asemrowo, Benowo, Bulak, Gunung Anyar, Jambangan, Kenjeran, 
Lakarsantri, Pabean Cantian, Pakal, Rungkut, Sawahan, Semampir,  
Simokerto, Sukolilo, Sukomanunggal, Tambaksari, Tandes,  
Tenggilis Mejoyo, Wiyung, Wonocolo 
Bubutan, Gubeng 
Karang Pilang, Krembangan 
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Tabel 4.10 menunjukkan anggota dari setiap klaster yang 
terbentuk dari pengelompokan dengan metode fuzzy FGK 
clustering dengan fungsi keanggotaan linier naik dengan jumlah 
klaster sebanyak 4 klaster. Tabel 4.10 menyatakan jumlah 
kecamatan yang termasuk dalam klaster 1 sebanyak 7 kecamatan, 
jumlah kecamatan yang termasuk dalam klaster 2 sebanyak 20 
kecamatan, jumlah kecamatan yang termasuk dalam klaster 3 
sebanyak 2 kecamatan dan jumlah kecamatan yang termasuk 
dalam klaster 4 sebanyak 2 kecamatan.  
4.6 Karakteristik Klaster di Kota Surabaya 
Hasil pengelompokan kecamatan yang didapatkan dari fuzzy 
k-means clustering dan fuzzy gustafson-kessel clustering memiliki 
karakteristik klaster yang beragam. Karakteristik setiap klaster 
yang terbentuk digunakan untuk membedakan antara suatu klaster 
dengan klaster yang lain. Diharapkan adanya perbedaan antar 
klaster tersebut akan dapat menciptakan klaster yang paling 
unggul jika dibandingkan dengan klaster yang lain. Hasil 
pengelompokan FGK empat klaster kecamatan di Kota Surabaya 
telah dinyatakan optimum dan terbaik.  
Gambar 4.3 menunjukkan klaster ke-2 adalah klaster dengan 
warna hijau yang terdiri dari Asemrowo, Benowo, Bulak, Gunung 
Anyar, Jambangan, Kenjeran, Lakarsantri, Pabean Cantian, Pakal, 
Rungkut, Sawahan, Semampir, Simokerto, Sukolilo, Suko-
manunggal, Tambaksari, Tandes, Tenggilis Mejoyo, Wiyung, 
Wonocolo. Anggota dari klaster ke-1 adalah Dukuh Pakis, 
Gayungan, Genteng, Mulyorejo, Sambikerep, Tegalsari, 
Wonokromo dengan warna kuning. Karang Pilang dan 
Krembangan merupakan anggota dari klaster ke-3 dengan warna 
biru. Sedangkan anggota klaster ke-4 dijelaskan dengan warna 
merah yaitu Bubutan dan Gubeng. 
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Gambar 4.3. Peta Pengelompokan Kecamatan di Surabaya 
Kemudian untuk mengetahui perbedaan karakteristik setiap 
klaster yang telah terbentuk secara visual pada komponen faktor 
pertama dapat dilihat pada boxplot. Terdapat perbedaan karakter-
istik antar klaster yang terbentuk. Gambar 4.4 menunjukkan 
visualisasi dari komponen faktor ke-1 yang terdiri dari pajak air 
tanah dan pajak penerangan jalan sedangkan. Pajak penerangan 
jalan dan pajak air tanah yang menjadi anggota klaster ke-3 
konsisten mengungguli klaster lainnya pada komponen faktor ke-
1.  
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Gambar 4.4. Boxplot Komponen Faktor 1 Kota Surabaya 
Gambar 4.5 menunjukkan visualisasi dari komponen faktor 
ke-2 yang terdiri dari pajak hiburan, hotel, restoran, parkir serta 
pajak bumi dan bangunan. Boxplot yang dihasilkan beragam. 
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Gambar 4.5. Boxplot Komponen Faktor 2 Kota Surabaya 
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 Pajak hiburan, pajak parkir dan PBB yang menjadi anggota 
klaster ke-1 konsisten mengungguli klaster lainnya pada 
komponen faktor ke-2. Pajak hotel dan Pajak Restoran yang 
menjadi anggota klaster ke-3 konsisten mengungguli klaster 
lainnya pada komponen faktor ke-2. Kemudian karakteristik 
klaster dibandingkan dengan klaster lain untuk mengetahui 
gambaran masing-masing variabel pajak daerah menjelaskan 
setiap klaster yang terbentuk. Berikut analisis statistika deskriptif 
setiap klaster terbentuk. 
Tabel 4.11 Perbandingan Karakteristik Klaster Surabaya (dalam miliar rupiah) 
Variabel 
 
Klaster 
1 2 3 4 
X1 0,057 0,042 0,074 0,000 
X2 7,142 0,393 0,837 1,777 
X3 0,027 0,011 165,995 12,072 
X4 20,986 2,127 8,777 1,906 
X5 32,349 3,185 16,703 1,104 
X6 6,323 0,770 2,469 0,598 
X7 43,189 23,425 23,191 16,137 
Tabel 4.11 menunjukkan nilai rata-rata dari setiap klaster 
yang terbentuk dari pengelompokan fuzzy gustafson-kessel 
clustering sebanyak empat klaster dengan fungsi keanggotaan 
linier naik. Klaster ke-2 dan klaster ke-4 tidak memiliki nilai rata-
rata tertinggi. Klaster ke-1 memiliki nilai rata-rata tertinggi pada 
variabel pajak hiburan sebesar 7,142 miliar rupiah, variabel pajak 
hotel sebesar 20,986 miliar rupiah, variabel pajak restoran sebesar 
32,349 miliar rupiah, variabel pajak parkir sebesar 6,323 miliar 
rupiah dan variabel pajak bumi bangunan sebesar 43,189 miliar 
rupiah. Klaster ke-3 memiliki nilai rata-rata tertinggi pada 
variabel pajak air tanah sebesar 74,936 juta rupiah dan pajak 
penerangan jalan sebesar 165,995 miliar rupiah. Sehingga dapat 
ditarik keputusan akhir bahwa klaster kecamatan yang paling 
unggul dari ketujuh variabel pajak daerah adalah klaster ke-1 
yang beranggotakan kecamatan Dukuh Pakis, Gayungan, 
Genteng, Mulyorejo, Sambikerep, Tegalsari, Wonokromo. 
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BAB V 
KESIMPULAN DAN SARAN 
 
5.1 Kesimpulan 
Berdasarkan analisis yang telah dilakukan maka dapat ditarik 
beberapa kesimpulan sebagai berikut: 
1. Studi simulasi pengelompokan pada penelitian ini bertujuan 
untuk menunjukkan tingkat keberhasilan suatu metode dalam 
melakukan pengelompokan terhadap populasi. Metode FGK 
secara umum memiliki akurasi yang lebih baik dibandingkan 
metode FKM dalam melakukan pengelompokan pada seluruh 
data bangkitan berdistribusi normal multivariat dan normal 
univariat. 
2. Statistika deskriptif yang dibentuk dari tujuh variabel pajak 
daerah di Kota Surabaya menggambarkan keberagaman 
tingkat realisasi pajak daerah per kecamatan di Kota Surabaya. 
Terdapat beberapa kecamatan yang tidak memiliki realisasi 
pajak yaitu pajak hiburan pada kecamatan Benowo, Kenjeran 
dan Semampir; pajak penerangan jalan pada kecamatan 
Benowo, Bulak, Kenjeran dan Pakal; pajak hotel pada 
kecamatan Benowo, Gunung Anyar, Kenjeran dan Pakal.  
Sedangkan tingkat realisasi pajak daerah tertinggi dicapai 
variabel pajak penerangan jalan di kecamatan Gubeng. 
3. Analisis Faktor mereduksi 7 variabel metrik menjadi 2 
komponen utama, yaitu faktor ke-2 yang disebut faktor non- 
kebutuhan dasar hidup dengan variabel yang berkaitan yaitu 
pajak hiburan, pajak hotel, pajak restoran, pajak parkir, pajak 
bumi dan bangunan kemudian faktor ke-1 disebut faktor ke-
butuhan dasar hidup, dengan variabel yang berkaitan adalah 
pajak air tanah dan pajak penerangan jalan.  
4. Berdasarkan Pseudo F-Statistics didapatkan pengelompokan 
optimum menggunakan analisis klaster FKM dengan jumlah 
klaster sebanyak 2 dan analisis klaster FGK dengan jumlah 
klaster sebanyak 4. Sedangkan metode terbaik berdasarkan 
icdrate terkecil didapatkan oleh analisis klaster FGK dengan 
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jumlah klaster sebanyak 4. Klaster ke-1 memiliki anggota 
sebanyak 7 kecamatan yaitu Dukuh Pakis, Gayungan, 
Genteng, Mulyorejo, Sambikerep, Tegalsari, Wonokromo; 
klaster ke-2 beranggotakan 20 kecamatan yaitu Asemrowo, 
Benowo, Bulak, Gunung Anyar, Jambangan, Kenjeran, 
Lakarsantri, Pabean Cantian, Pakal, Rungkut, Sawahan, 
Semampir, Simokerto, Sukolilo, Sukomanunggal, Tambaksari, 
Tandes, Tenggilis Mejoyo, Wiyung, Wonocolo; klaster ke-3 
beranggotakan 2 kecamatan yaitu Karang Pilang dan 
Krembangan dan klaster ke-4 beranggotakan 2 kecamatan 
yaitu Bubutan dan Gubeng.  
5. Karakteristik klaster dijelaskan melalui perbandingan rata-rata 
klaster di Kota Surabaya dan Boxplot dengan klaster ke-1 yang 
merupakan klaster yang paling unggul dimana setiap anggota 
pada klaster memiliki rata-rata realisasi pajak yang lebih tinggi 
daripada realisasi pajak pada anggota klaster 2,3 dan 4. 
5.2 Saran 
Saran yang dapat disampaikan berdasarkan penelitian ini  
untuk penelitian selanjutnya adalah sebagai berikut: 
1. Penelitian mengenai seberapa besar toleransi jumlah antar 
dataset yang mampu membedakan akurasi metode FGK dan 
FKM dapat dieksplorasi oleh penelitian selanjutnya.  
2. Berdasarkan observasi lapangan di BPKPD Kota Surabaya, 
ditemukan variabel lain dengan proporsi jumlah realisasi pajak 
yang besar terhadap total realisasi pajak daerah Kota Surabaya 
yaitu proporsi variabel BPHTB (Bea Perolehan Hak atas 
Tanah dan Bangunan) sehingga penelitian selanjutnya dapat 
menggunakan variabel BPHTB. 
3. Penelitian mengenai klaster unggul yang beranggotakan 7 
kecamatan  dapat dieksplorasi agar optimalisasi realisasi pajak 
dapat diwujudkan serta alasan keunggulan klaster tersebut 
dapat dijelaskan lebih rinci. 
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LAMPIRAN 
Lampiran 1. Data Penelitian 
a. Data Realisasi Pajak Daerah Kota Surabaya  
Kecamatan X1 X2   X7 
Asemrowo 34442466 1250677   35724586536 
Benowo 15170336 0   27841864537 
Bubutan 33154884 527547330   13708966871 
Bulak 21285716 815828855   5818957450 
Dukuh Pakis 33808469 8496077250   60775283804 
Gayungan 33444014 3986945547   18691804920 
Genteng 109504084 10481584241   41213045676 
Gubeng 116717127 1147903482   32673422651 
Gunung Anyar 91336590 71161618   12756481607 
Jambangan 12905676 61853415   5332563843 
Karang Pilang 31815857 213401441   12109609734 
Kenjeran 48108163 0   7455914685 
Krembangan 28092350 142050089   20165052452 
Lakarsantri 22321391 269405363   53221373254 
Mulyorejo 59207521 6339056067   66432706169 
Pabean Cantian 75233492 692310706   22430822032 
Pakal 27521385 143687344   9059001453 
Rungkut 52478026 79627572   33327454859 
Sambikerep 21843316 4049724277   55506432271 
Sawahan 45865782 1291861411   18556887675 
Semampir 41583977 0   10974009261 
Simokerto 29235491 544408247   7422505652 
Sukolilo 59930008 154437046   55026986941 
Sukomanunggal 36593139 244176415   43937293211 
Tambaksari 62356871 1672402177   22412009054 
Tandes 70800252 58236188   19206614680 
Tegalsari 73306323 8383220053   34755809411 
Tenggilis Mejoyo 48190175 108782119   20533135887 
Wiyung 23002580 712343540   34294315827 
Wonocolo 34212040 939205969   23181557023 
Wonokromo 72141899 8260793144   24949457693 
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b. Sampel Data Bangkitan Normal Multivariat 30 pengamatan 
No X1 X2 No X1 X2 
1 8,269 8,830 1 8,318 8,169 
2 9,257 8,752 2 7,669 7,761 
3 10,065 10,762 3 10,845 11,257 
4 9,575 9,892 4 9,948 8,791 
5 9,733 10,151 5 8,689 8,875 
6 9,304 9,609 6 10,708 10,317 
7 8,537 8,993 7 8,695 8,974 
8 10,060 9,953 8 10,221 10,283 
9 8,001 8,751 9 7,933 8,114 
10 7,626 7,809 10 6,550 6,699 
11 9,551 9,154 11 8,824 9,098 
12 9,859 9,547 12 9,308 8,634 
13 11,306 11,539 13 7,925 7,720 
14 7,781 8,299 14 10,192 10,664 
15 8,695 8,645 15 10,096 10,008 
16 9,413 9,069 16 9,078 8,701 
17 8,503 8,564 17 9,278 9,286 
18 8,201 8,550 18 8,916 8,519 
19 7,956 7,417 19 9,770 8,966 
20 7,094 7,906 20 7,371 7,607 
21 7,868 7,770 21 9,063 8,916 
22 8,154 9,098 22 9,967 9,852 
23 9,494 9,463 23 10,089 8,911 
24 8,383 8,074 24 9,063 7,923 
25 10,315 10,005 25 7,399 7,325 
26 7,624 7,302 26 6,329 6,633 
27 7,243 6,999 27 7,881 8,368 
28 7,569 7,744 28 10,450 10,558 
29 8,487 8,444 29 8,865 7,883 
30 9,073 8,905 30 11,172 11,306 
 
 
 
 
 
 
 
 
59 
 
c. Sampel Data Bangkitan Normal Multivariat 60 Pengamatan 
No X1 X2 No X1 X2 
1 89,203 90,141 1 88,593 89,311 
2 89,018 89,165 2 91,200 90,377 
3 88,566 90,086 3 89,251 89,683 
4 91,297 91,405 4 90,109 90,806 
5 92,325 91,102 5 88,916 89,683 
: : : : : : 
56 89,920 90,040 56 89,486 88,743 
57 91,377 90,954 57 89,483 89,701 
58 88,504 86,969 58 90,202 88,374 
59 90,490 88,877 59 88,340 88,050 
60 90,356 89,153 60 89,868 88,408 
d. Sampel Data Bangkitan Normal Multivariat 90 Pengamatan 
No X1 X2 No X1 X2 
1 90,085 91,010 1 89,524 89,045 
2 88,823 89,236 2 88,690 88,879 
3 89,723 89,178 3 92,197 91,682 
4 90,423 90,950 4 90,959 89,740 
5 87,699 88,412 5 89,503 90,084 
: : : : : : 
86 88,912 88,305 86 89,861 89,665 
87 90,362 88,644 87 90,106 88,452 
88 88,746 86,804 88 89,649 88,654 
89 90,583 89,162 89 89,877 89,969 
90 91,851 90,884 90 89,341 88,634 
e. Sampel Data Bangkitan Normal Multivariat 120 Pengamatan 
  V1 V2   V1 V2 
1 89,897 89,584 1 90,235 91,924 
2 88,842 89,506 2 91,081 90,551 
3 88,801 88,114 3 88,494 89,075 
4 89,250 89,496 4 88,108 88,862 
5 91,054 89,398 5 91,466 90,487 
: : : : : : 
116 88,791 87,534 116 89,119 88,522 
117 90,575 90,102 117 90,191 90,591 
118 89,835 87,933 118 91,648 89,167 
119 88,657 89,109 119 90,095 89,250 
120 89,681 88,884 120 90,145 89,359 
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f. Sampel Data Bangkitan Normal Multivariat 150 Pengamatan 
No X1 X2 No X1 X2 
1 89,891 88,683 1 90,244 88,193 
2 89,142 89,981 2 91,196 90,025 
3 89,864 88,051 3 90,239 90,734 
4 89,525 89,685 4 89,534 90,166 
5 88,930 89,522 5 89,904 89,395 
: : : : : : 
146 89,808 88,062 146 90,522 89,846 
147 90,751 90,622 147 87,409 86,639 
148 89,570 88,403 148 90,974 90,058 
149 90,432 88,526 149 91,107 90,138 
150 91,390 90,053 150 90,814 90,954 
g. Sampel Data Bangkitan Normal Multivariat 300 Pengamatan 
No X1 X2 No X1 X2 
1 88,383 88,062 1 90,070 89,843 
2 90,101 89,080 2 90,652 91,867 
3 90,581 90,147 3 90,479 89,640 
4 89,215 89,974 4 90,282 91,011 
5 91,338 89,872 5 88,083 88,810 
: : : : : : 
296 88,549 87,744 296 88,651 88,442 
297 90,185 88,247 297 90,245 89,446 
298 89,644 89,402 298 89,068 89,032 
299 90,967 90,123 299 90,738 88,327 
300 90,802 89,761 300 87,859 88,919 
h. Sampel Data Bangkitan Normal Multivariat 1500 Pengamatan 
No X1 X2 No X1 X2 
1 90,554 90,395 1 89,919 89,957 
2 90,264 90,222 2 89,881 90,083 
3 90,856 91,201 3 87,734 89,345 
4 90,263 89,693 4 89,211 90,620 
5 89,635 90,222 5 88,309 88,790 
: : : : : : 
1496 89,251 89,217 1496 88,921 88,136 
1497 90,899 89,252 1497 87,422 87,976 
1498 89,899 88,269 1498 89,325 89,099 
1499 91,183 90,356 1499 89,745 89,585 
1500 90,682 89,235 1500 90,014 88,864 
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i. Sampel Data Bangkitan Normal Univariat 30 pengamatan 
No X1 X2 No X1 X2 
1 6,609 7,390 1 8,134 13,435 
2 4,003 7,604 2 8,804 7,766 
3 9,581 9,758 3 11,774 11,264 
4 6,361 9,930 4 6,379 8,020 
5 4,596 8,040 5 7,642 8,470 
6 8,328 11,947 6 11,400 9,257 
7 13,873 7,926 7 10,997 14,540 
8 7,680 8,373 8 7,884 8,842 
9 9,927 7,600 9 9,382 7,849 
10 8,876 12,267 10 7,127 10,755 
11 9,287 7,927 11 12,436 10,525 
12 7,346 8,114 12 10,585 5,626 
13 9,519 8,944 13 8,640 5,982 
14 4,392 10,347 14 6,457 9,634 
15 7,232 9,123 15 9,724 9,910 
16 12,242 9,212 16 7,833 5,602 
17 7,117 11,235 17 9,168 4,853 
18 10,999 9,736 18 10,264 9,589 
19 12,884 6,533 19 4,716 9,587 
20 5,934 9,923 20 6,185 10,708 
21 7,145 11,882 21 7,601 10,414 
22 9,919 8,321 22 8,227 7,268 
23 8,264 6,785 23 6,512 10,686 
24 12,003 7,857 24 9,873 6,779 
25 6,151 10,254 25 6,836 9,471 
26 9,839 11,636 26 9,591 9,085 
27 10,335 11,207 27 9,728 11,195 
28 10,761 9,053 28 8,494 7,283 
29 9,012 8,532 29 8,537 9,990 
30 7,682 10,616 30 7,750 4,653 
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j. Sampel Data Bangkitan Normal Univariat 60 Pengamatan 
No X1 X2 No X1 X2 
1 78,129 97,450 1 90,230 97,593 
2 74,744 75,555 2 131,467 76,991 
3 87,801 80,539 3 60,057 83,436 
4 94,565 128,385 4 95,578 49,345 
5 69,676 95,054 5 81,143 93,358 
: : : : : : 
56 79,063 74,390 56 98,782 75,559 
57 103,735 103,252 57 96,382 105,694 
58 96,376 101,949 58 112,387 76,586 
59 109,488 62,503 59 73,328 100,388 
60 138,187 79,209 60 89,280 91,571 
k. Sampel Data Bangkitan Normal Univariat 90 Pengamatan 
No X1 X2 No X1 X2 
1 68,624 79,231 1 90,315 73,928 
2 88,738 89,605 2 110,349 103,613 
3 105,532 98,359 3 66,031 115,051 
4 83,651 106,916 4 109,019 61,586 
5 70,444 32,202 5 114,451 59,293 
: : : : : : 
86 108,224 86,239 86 95,615 51,746 
87 65,954 42,918 87 47,856 76,651 
88 72,786 50,143 88 100,227 112,961 
89 100,344 94,160 89 82,531 84,156 
90 117,535 78,475 90 129,069 95,325 
l. Sampel Data Bangkitan Normal Univariat 120 Pengamatan 
No X1 X2 No X1 X2 
1 99,045 82,469 1 82,213 106,496 
2 89,772 94,598 2 121,496 91,861 
3 112,987 124,503 3 85,657 88,225 
4 80,017 104,526 4 69,978 97,031 
5 120,584 90,922 5 82,041 97,405 
: : : : : : 
116 93,192 117,550 116 41,090 75,065 
117 59,926 122,387 117 64,059 90,995 
118 78,420 104,454 118 91,300 93,817 
119 107,120 79,369 119 99,224 83,326 
120 79,400 72,624 120 80,168 75,747 
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m. Sampel Data Bangkitan Normal Univariat 150 Pengamatan 
No X1 X2 No X1 X2 
1 113,417 115,781 1 85,775 4,787 
2 107,697 105,324 2 79,615 78,528 
3 63,642 90,644 3 96,143 89,664 
4 57,135 75,983 4 102,719 83,910 
5 111,185 103,528 5 47,996 117,602 
: : : : : : 
146 31,301 134,910 146 106,465 88,707 
147 42,306 80,917 147 102,794 70,668 
148 54,382 93,897 148 71,932 97,517 
149 105,500 90,630 149 102,083 49,584 
150 68,099 54,213 150 117,000 94,896 
n. Sampel Data Bangkitan Normal Univariat 300 Pengamatan 
No X1 X2 No X1 X2 
1 87,648 106,824 1 125,028 91,070 
2 91,615 92,827 2 92,157 96,776 
3 85,114 71,692 3 83,859 105,469 
4 75,216 65,362 4 112,072 100,497 
5 102,885 75,033 5 111,071 84,948 
: : : : : : 
296 127,342 90,259 296 67,852 81,122 
297 65,228 49,846 297 66,986 116,596 
298 73,695 99,432 298 98,752 78,362 
299 83,762 82,195 299 50,312 116,125 
300 81,330 84,613 300 72,838 44,108 
o. Sampel Data Bangkitan Normal Univariat 1500 Pengamatan 
No X1 X2 No X1 X2 
1 83,638 78,039 1 73,055 119,494 
2 83,690 87,912 2 91,409 97,092 
3 107,686 69,503 3 121,624 102,082 
4 52,292 58,754 4 90,412 93,859 
5 104,644 61,084 5 87,533 63,084 
: : : : : : 
1496 71,599 68,209 1496 76,618 79,270 
1497 148,051 107,580 1497 75,707 99,187 
1498 127,351 122,161 1498 108,060 107,540 
1499 76,057 109,510 1499 114,320 79,162 
1500 88,809 91,898 1500 104,769 80,951 
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Lampiran 2. Output KMO dan Bartlett Test 
KMO and Bartlett's Test 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. ,671 
Bartlett's Test of Sphericity 
Approx. Chi-Square 147,954 
Df 21 
Sig. ,000 
 
Lampiran 3.Output Nilai Communalities 
Communalities 
 Initial Extraction 
Air Tanah 1,000 ,667 
Hiburan 1,000 ,916 
Penerangan Jalan 1,000 ,754 
Hotel 1,000 ,713 
Restoran 1,000 ,908 
Parkir 1,000 ,769 
PBB 1,000 ,448 
Extraction Method: Principal Component Analysis. 
 
Lampiran 4. Output Scree Plot 
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Lampiran 5. Tabel Membership Function 
a. Fungsi Keanggotaan 2 Klaster 
No U1 U2 
1 0,080530421 0,919469579 
2 0,05825636 0,94174364 
3 0,655974232 0,344025768 
4 0,002132481 0,997867519 
5 0,31000956 0,68999044 
6 0,071862246 0,928137754 
7 0,285297319 0,714702681 
8 1 0 
9 0,029362874 0,970637126 
10 0 1 
11 0,120034552 0,879965448 
12 0,003225509 0,996774491 
13 0,051937894 0,948062106 
14 0,159492908 0,840507092 
15 0,297721162 0,702278838 
16 0,068143365 0,931856635 
17 0,007604444 0,992395556 
18 0,083441612 0,916558388 
19 0,18253917 0,81746083 
20 0,090220903 0,909779097 
21 0,013032686 0,986967314 
22 0,010760438 0,989239562 
23 0,147382022 0,852617978 
24 0,140388213 0,859611787 
25 0,05007741 0,94992259 
26 0,037605316 0,962394684 
27 0,359229925 0,640770075 
28 0,048319626 0,951680374 
29 0,097237465 0,902762535 
30 0,083530723 0,916469277 
31 0,200335251 0,799664749 
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b. Fungsi Keanggotaan 3 Klaster 
No U1 U2 U3 
1 0,965111038 0,017444481 0,017444481 
2 0,698169159 0,150915421 0,150915421 
3 1 0 0 
4 0,025556564 0,487221718 0,487221718 
5 1 0 0 
6 0,861227916 0,069386042 0,069386042 
7 1 0 0 
8 1 0 0 
9 0,351897252 0,324051374 0,324051374 
10 0 0,5 0,5 
11 0,039924287 0,480037857 0,480037857 
12 0,038655886 0,480672057 0,480672057 
13 0,622445961 0,18877702 0,18877702 
14 1 0 0 
15 1 0 0 
16 0,816659257 0,091670372 0,091670372 
17 0,09113491 0,454432545 0,454432545 
18 0 0,5 0,5 
19 1 0 0 
20 0,007396464 0,496301768 0,496301768 
21 0,156189288 0,421905356 0,421905356 
22 0,12895769 0,435521155 0,435521155 
23 0,069761415 0,465119292 0,465119292 
24 0,062130904 0,468934548 0,468934548 
25 0,60014912 0,19992544 0,19992544 
26 0,450678207 0,274660897 0,274660897 
27 1 0 0 
28 0,579083086 0,210458457 0,210458457 
29 0,0150518 0,4924741 0,4924741 
30 0,0000972 0,4999513 0,4999513 
31 1 0 0 
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c. Fungsi Keanggotaan 4 Klaster 
No U1 U2 U3 U4 
1 0,08053042 0,30648986 0,30648986 0,30648986 
2 0,05825636 0,31391455 0,31391455 0,31391455 
3 0,65597423 0,11467526 0,11467526 0,11467526 
4 0,00213248 0,33262251 0,33262251 0,33262251 
5 0,31000956 0,22999681 0,22999681 0,22999681 
6 0,07186225 0,30937925 0,30937925 0,30937925 
7 0,28529732 0,23823423 0,23823423 0,23823423 
8 1 0 0 0 
9 0,02936287 0,32354571 0,32354571 0,32354571 
10 0 0,33333333 0,33333333 0,33333333 
11 0,12003455 0,29332182 0,29332182 0,29332182 
12 0,00322551 0,33225816 0,33225816 0,33225816 
13 0,05193789 0,3160207 0,3160207 0,3160207 
14 0,15949291 0,28016903 0,28016903 0,28016903 
15 0,29772116 0,23409295 0,23409295 0,23409295 
16 0,06814337 0,31061888 0,31061888 0,31061888 
17 0,00760444 0,33079852 0,33079852 0,33079852 
18 0,08344161 0,30551946 0,30551946 0,30551946 
19 0,18253917 0,27248694 0,27248694 0,27248694 
20 0,0902209 0,3032597 0,3032597 0,3032597 
21 0,01303269 0,32898911 0,32898911 0,32898911 
22 0,01076044 0,32974652 0,32974652 0,32974652 
23 0,14738202 0,28420599 0,28420599 0,28420599 
24 0,14038821 0,28653726 0,28653726 0,28653726 
25 0,05007741 0,31664086 0,31664086 0,31664086 
26 0,03760532 0,32079823 0,32079823 0,32079823 
27 0,35922993 0,21359003 0,21359003 0,21359003 
28 0,04831963 0,31722679 0,31722679 0,31722679 
29 0,09723747 0,30092085 0,30092085 0,30092085 
30 0,08353072 0,30548976 0,30548976 0,30548976 
31 0,20033525 0,26655492 0,26655492 0,26655492 
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d. Fungsi Keanggotaan 30 Pengamatan 
No U1 U2 
1 0,39459128 0,60540872 
2 0,143383989 0,856616011 
3 0,332518128 0,667481872 
4 0,499378566 0,500621434 
5 0,288357427 0,711642573 
6 0,952987232 0,047012768 
7 0,455522654 0,544477346 
8 0,341634407 0,658365593 
9 0,064683525 0,935316475 
10 0,398664135 0,601335865 
11 0,119760676 0,880239324 
12 0,480297571 0,519702429 
13 0 1 
14 0,506015046 0,493984954 
15 0,29734251 0,70265749 
16 0,597061473 0,402938527 
17 0,392985063 0,607014937 
18 0,169065597 0,830934403 
19 0,529500302 0,470499698 
20 0,537104887 0,462895113 
21 1 0 
22 0,483794651 0,516205349 
23 0,446943071 0,553056929 
24 0,324020291 0,675979709 
25 0,482118349 0,517881651 
26 0,03503047 0,96496953 
27 0,499072208 0,500927792 
28 0,291759065 0,708240935 
29 0,459522234 0,540477766 
30 0,558116854 0,441883146 
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e. Fungsi Keanggotaan 60 Pengamatan 
No U1 U2 
1 0,704179539 0,295820461 
2 0,518347512 0,481652488 
3 0,700481694 0,299518306 
4 0,924922237 0,075077763 
5 0,855696554 0,144303446 
: : : 
56 0,67702859 0,32297141 
57 0,837291553 0,162708447 
58 0,10151346 0,89848654 
59 0,447281711 0,552718289 
60 0,501855708 0,498144292 
f. Fungsi Keanggotaan 90 Pengamatan 
No U1 U2 
1 0,346607386 0,653392614 
2 0,319487792 0,680512208 
3 0,804275018 0,195724982 
4 0,465209489 0,534790511 
5 0,529696587 0,470303413 
: : : 
86 0,454950661 0,545049339 
87 0,240560403 0,759439597 
88 0,277258237 0,722741763 
89 0,508383194 0,491616806 
90 0,27464449 0,72535551 
   
g. Fungsi Keanggotaan 120 Pengamatan 
No U1 U2 
1 0,574330113 0,425669887 
2 0,571687967 0,428312033 
3 0,273186317 0,726813683 
4 0,564134195 0,435865805 
5 0,518809177 0,481190823 
: : : 
116 0,148824524 0,851175476 
117 0,67640074 0,32359926 
118 0,220362949 0,779637051 
119 0,489019837 0,510980163 
120 0,426807218 0,573192782 
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h. Fungsi Keanggotaan 150 Pengamatan 
No U1 U2 
1 0,258701625 0,741298375 
2 0,513901558 0,486098442 
3 0,144061013 0,855938987 
4 0,45042307 0,54957693 
5 0,435491063 0,564508937 
: : : 
146 0,147472544 0,852527456 
147 0,591156109 0,408843891 
148 0,21561811 0,78438189 
149 0,216636779 0,783363221 
150 0,471510655 0,528489345 
i. Fungsi Keanggotaan 300 Pengamatan 
No U1 U2 
1 0,869229287 0,130770713 
2 0,647939013 0,352060987 
3 0,720499888 0,279500112 
4 0,992730432 0,007269568 
5 0,908479656 0,091520344 
: 
  296 0,60609312 0,39390688 
297 0,220209542 0,779790458 
298 0,582948127 0,417051873 
299 0,613852043 0,386147957 
300 0,411966811 0,588033189 
j. Fungsi Keanggotaan 1500 Pengamatan 
No U1 U2 
1 0,335062426 0,664937574 
2 0,660770531 0,339229469 
3 0,822837559 0,177162441 
4 0,242142662 0,757857338 
5 0,766039263 0,233960737 
: : : 
1496 0,613059814 0,386940186 
1497 0,393093777 0,606906223 
1498 0,28229593 0,71770407 
1499 0,494416391 0,505583609 
1500 0,494416391 0,505583609 
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Lampiran 6. Simulasi FGK Normal Multivariat 
a. Sampel Hasil Normal Multivariat 30 pengamatan 
Data ke- FGK Aktual 
1 1 1 
2 2 1 
3 1 1 
4 1 1 
5 1 1 
6 1 1 
7 1 1 
8 2 1 
9 1 1 
10 2 1 
11 2 1 
12 2 1 
13 1 1 
14 1 1 
15 2 1 
16 2 2 
17 2 2 
18 1 2 
19 2 2 
20 1 2 
21 2 2 
22 1 2 
23 2 2 
24 2 2 
25 2 2 
26 2 2 
27 2 2 
28 2 2 
29 2 2 
30 2 2 
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b. Sampel Hasil Normal Multivariat 60 Pengamatan 
Data ke- FGK Aktual 
1 1 1 
2 1 1 
3 1 1 
4 2 1 
5 1 1 
: : : 
56 2 2 
57 1 2 
58 2 2 
59 2 2 
60 2 2 
c. Sampel Hasil Normal Multivariat 90 Pengamatan 
Data ke- FGK Aktual 
1 1 1 
2 1 1 
3 1 1 
4 1 1 
5 1 1 
: : : 
86 1 2 
87 2 2 
88 2 2 
89 2 2 
90 2 2 
d. Sampel Hasil Normal Multivariat 120 Pengamatan 
Data ke- FGK Aktual 
1 1 1 
2 1 1 
3 2 1 
4 1 1 
5 2 1 
: : : 
116 2 2 
117 1 2 
118 2 2 
119 1 2 
120 2 2 
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e. Sampel Hasil Normal Multivariat 150 Pengamatan 
Data ke- FGK Aktual 
1 2 1 
2 1 1 
3 2 1 
4 1 1 
5 1 1 
: : : 
146 2 2 
147 1 2 
148 2 2 
149 2 2 
150 2 2 
f. Sampel Hasil Normal Multivariat 300 Pengamatan 
Data ke- FGK Aktual 
1 2 1 
2 2 1 
3 1 1 
4 1 1 
5 2 1 
: : : 
296 2 2 
297 1 2 
298 2 2 
299 2 2 
300 2 2 
g. Sampel Hasil Normal Multivariat 1500 Pengamatan 
Data ke- FGK Aktual 
1 1 1 
2 1 1 
3 1 1 
4 2 1 
5 1 1 
: : : 
1496 2 2 
1497 2 2 
1498 1 2 
1499 2 2 
1500 2 2 
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Lampiran 7. Simulasi FGK Normal Univariat 
a. Sampel Hasil Normal Univariat 30 pengamatan 
Data ke- FGK Aktual 
1 2 1 
2 1 1 
3 2 1 
4 1 1 
5 1 1 
6 1 1 
7 2 1 
8 2 1 
9 2 1 
10 1 1 
11 2 1 
12 2 1 
13 2 1 
14 1 1 
15 1 1 
16 2 2 
17 1 2 
18 2 2 
19 2 2 
20 1 2 
21 1 2 
22 2 2 
23 2 2 
24 2 2 
25 1 2 
26 1 2 
27 1 2 
28 2 2 
29 2 2 
30 1 2 
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b. Sampel Hasil Normal Univariat 60 Pengamatan 
Data ke- FGK Aktual 
1 1 1 
2 1 1 
3 1 1 
4 1 1 
5 1 1 
: : : 
56 1 2 
57 2 2 
58 2 2 
59 2 2 
60 2 2 
c. Sampel Hasil Normal Univariat 90 Pengamatan 
Data ke- FGK Aktual 
1 2 1 
2 1 1 
3 1 1 
4 2 1 
5 2 1 
: : : 
86 2 2 
87 2 2 
88 2 2 
89 1 2 
90 1 2 
d. Sampel Hasil Normal Univariat 120 Pengamatan 
Data ke- FGK Aktual 
1 1 1 
2 1 1 
3 1 1 
4 1 1 
5 1 1 
: : : 
116 2 2 
117 1 2 
118 1 2 
119 1 2 
120 2 2 
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e. Sampel Data Bangkitan Normal Univariat 150 Pengamatan 
Data ke- FGK Aktual 
1 1 1 
2 1 1 
3 2 1 
4 1 1 
5 2 1 
: : : 
146 1 2 
147 2 2 
148 2 2 
149 2 2 
150 1 2 
f. Sampel Hasil Normal Univariat 300 Pengamatan 
Data ke- FGK Aktual 
1 1 1 
2 1 1 
3 2 1 
4 2 1 
5 2 1 
: : : 
296 2 2 
297 2 2 
298 1 2 
299 1 2 
300 2 2 
g. Sampel Hasil Normal Univariat 1500 Pengamatan 
Data ke- FGK Aktual 
1 2 1 
2 2 1 
3 1 1 
4 2 1 
5 1 1 
: : : 
1496 2 2 
1497 2 2 
1498 1 2 
1499 1 2 
1500 1 2 
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Lampiran 8. Simulasi FKM Normal Multivariat 
a. Sampel Hasil Normal Multivariat 30 pengamatan 
Data ke- FKM Aktual 
1 1 1 
2 2 1 
3 2 1 
4 2 1 
5 2 1 
6 2 1 
7 1 1 
8 2 1 
9 1 1 
10 1 1 
11 2 1 
12 2 1 
13 2 1 
14 1 1 
15 1 1 
16 2 2 
17 1 2 
18 1 2 
19 1 2 
20 1 2 
21 1 2 
22 1 2 
23 2 2 
24 1 2 
25 2 2 
26 1 2 
27 1 2 
28 1 2 
29 1 2 
30 2 2 
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b. Sampel Hasil Normal Multivariat 60 Pengamatan 
Data ke- FKM Aktual 
1 1 1 
2 1 1 
3 1 1 
4 2 1 
5 1 1 
: : : 
56 2 2 
57 1 2 
58 2 2 
59 2 2 
60 2 2 
c. Sampel Hasil Normal Multivariat 90 Pengamatan 
Data ke- FKM Aktual 
1 1 1 
2 2 1 
3 2 1 
4 1 1 
5 2 1 
: : : 
86 2 2 
87 2 2 
88 2 2 
89 1 2 
90 1 2 
d. Sampel Hasil Normal Multivariat 120 Pengamatan 
Data ke- FKM Aktual 
1 1 1 
2 2 1 
3 2 1 
4 2 1 
5 1 1 
: : : 
116 2 2 
117 1 2 
118 2 2 
119 2 2 
120 2 2 
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e. Sampel Hasil Normal Multivariat 150 Pengamatan 
Data ke- FKM Aktual 
1 1 1 
2 1 1 
3 1 1 
4 1 1 
5 1 1 
: : : 
146 1 2 
147 2 2 
148 1 2 
149 1 2 
150 2 2 
f. Sampel Hasil Normal Multivariat 300 Pengamatan 
Data ke- FKM Aktual 
1 1 1 
2 1 1 
3 2 1 
4 1 1 
5 2 1 
: : : 
296 1 2 
297 1 2 
298 1 2 
299 2 2 
300 2 2 
g. Sampel Hasil Normal Multivariat 1500 Pengamatan 
Data ke- FKM Aktual 
1 1 1 
2 1 1 
3 1 1 
4 1 1 
5 1 1 
: : : 
1496 1 2 
1497 2 2 
1498 1 2 
1499 1 2 
1500 1 2 
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Lampiran 9. Simulasi FKM Normal Univariat 
a. Sampel Hasil Normal Univariat 30 pengamatan 
Data ke- FKM Aktual 
1 1 1 
2 1 1 
3 2 1 
4 1 1 
5 1 1 
6 1 1 
7 2 1 
8 1 1 
9 2 1 
10 1 1 
11 2 1 
12 1 1 
13 2 1 
14 1 1 
15 1 1 
16 2 2 
17 1 2 
18 2 2 
19 2 2 
20 1 2 
21 1 2 
22 2 2 
23 2 2 
24 2 2 
25 1 2 
26 2 2 
27 2 2 
28 2 2 
29 2 2 
30 1 2 
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b. Sampel Hasil Normal Univariat 60 Pengamatan 
Data ke- FKM Aktual 
1 1 1 
2 2 1 
3 2 1 
4 2 1 
5 2 1 
: 
 
: 
56 2 2 
57 1 2 
58 2 2 
59 1 2 
60 2 2 
c. Sampel Hasil Normal Univariat 90 Pengamatan 
Data ke- FKM Aktual 
1 1 1 
2 2 1 
3 2 1 
4 2 1 
5 1 1 
: 
 
: 
86 2 2 
87 1 2 
88 2 2 
89 1 2 
90 1 2 
d. Sampel Hasil Normal Univariat 120 Pengamatan 
Data ke- FKM Aktual 
1 1 1 
2 2 1 
3 1 1 
4 2 1 
5 2 1 
: : : 
116 1 2 
117 1 2 
118 1 2 
119 2 2 
120 1 2 
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e. Sampel Data Bangkitan Normal Univariat 150 Pengamatan 
Data ke- FKM Aktual 
1 1 1 
2 2 1 
3 1 1 
4 1 1 
5 1 1 
: : : 
146 1 2 
147 1 2 
148 2 2 
149 2 2 
150 1 2 
f. Sampel Hasil Normal Univariat 300 Pengamatan 
Data ke- FKM Aktual 
1 1 1 
2 1 1 
3 1 1 
4 1 1 
5 2 1 
: : : 
296 2 2 
297 2 2 
298 1 2 
299 2 2 
300 1 2 
g. Sampel Hasil Normal Univariat 1500 Pengamatan 
Data ke- FKM Aktual 
1 1 1 
2 1 1 
3 2 1 
4 2 1 
5 2 1 
: : : 
1496 1 2 
1497 1 2 
1498 1 2 
1499 1 2 
1500 2 2 
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Lampiran 10. Tabel Akurasi Normal Multivariat  
output 
ke- 
c=30 c=60 c=90 c=120 
FGK FKM FGK FKM FGK FKM FGK FKM 
1 0,7 0,333 0,8 0,55 0,711 0,544 0,741 0,55 
2 0,7 0,333 0,816 0,55 0,488 0,444 0,7 0,666 
3 0,4 0,366 0,816 0,766 0,711 0,544 0,675 0,458 
4 0,6 0,466 0,566 0,533 0,744 0,288 0,683 0,458 
5 0,7 0,333 0,733 0,533 0,6 0,388 0,741 0,453 
6 0,7 0,333 0,633 0,383 0,666 0,566 0,675 0,458 
7 0,3 0,333 0,833 0,616 0,677 0,7 0,675 0,458 
8 0,7 0,333 0,833 0,616 0,722 0,633 0,683 0,346 
9 0,7 0,333 0,65 0,566 0,788 0,366 0,75 0,65 
10 0,7 0,333 0,65 0,65 0,788 0,644 0,646 0,391 
Lampiran 11. Tabel Akurasi Normal Multivariat c-Data Besar 
output 
ke- 
c=150 c=300 c=1500 
FGK FKM FGK FKM FGK FKM 
1 0,74 0,466 0,73 0,39 0,778 0,63 
2 0,546 0,44 0,79 0,646 0,746 0,625 
3 0,733 0,413 0,703 0,61 0,756 0,601 
4 0,72 0,493 0,7 0,61 0,709 0,382 
5 0,72 0,426 0,7 0,61 0,758 0,617 
6 0,72 0,546 0,7 0,61 0,754 0,372 
7 0,706 0,373 0,733 0,666 0,748 0,65 
8 0,76 0,66 0,773 0,583 0,731 0,596 
9 0,726 0,6 0,733 0,593 0,768 0,612 
10 0,76 0,586 0,723 0,646 0,754 0,61 
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Lampiran 12. Tabel Akurasi Normal Univariat  
output 
ke- 
c=30 c=60 c=90 c=120 
FGK FKM FGK FKM FGK FKM FGK FKM 
1 0,7 0,333 0,8 0,55 0,711 0,544 0,741 0,55 
2 0,7 0,333 0,816 0,55 0,488 0,444 0,7 0,666 
3 0,4 0,366 0,816 0,766 0,711 0,544 0,675 0,458 
4 0,6 0,466 0,566 0,533 0,744 0,288 0,683 0,458 
5 0,7 0,333 0,733 0,533 0,6 0,388 0,741 0,453 
6 0,7 0,333 0,633 0,383 0,666 0,566 0,675 0,458 
7 0,3 0,333 0,833 0,616 0,677 0,7 0,675 0,458 
8 0,7 0,333 0,833 0,616 0,722 0,633 0,683 0,346 
9 0,7 0,333 0,65 0,566 0,788 0,366 0,75 0,65 
10 0,7 0,333 0,65 0,65 0,788 0,644 0,646 0,391 
Lampiran 13. Tabel Akurasi Normal Univariat c-Data Besar 
output 
ke- 
c=150 c=300 c=1500 
FGK FKM FGK FKM FGK FKM 
1 0,493 0,5 0,45 0,56 0,534 0,508 
2 0,533 0,513 0,5 0,496 0,51 0,49 
3 0,54 0,446 0,506 0,503 0,514 0,474 
4 0,52 0,46 0,51 0,483 0,515 0,49 
5 0,54 0,473 0,51 0,493 0,507 0,504 
6 0,473 0,473 0,503 0,466 0,508 0,498 
7 0,466 0,54 0,503 0,466 0,516 0,486 
8 0,533 0,513 0,56 0,523 0,49 0,495 
9 0,533 0,622 0,493 0,496 0,49 0,501 
10 0,566 0,622 0,49 0,516 0,516 0,505 
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Lampiran 14. Hasil Pengelompokan FKM Kota Surabaya 
Kecamatan 
2 
Klaster 
3 
Klaster 
4 
Klaster 
Asemrowo 1 1 1 
Benowo 1 1 1 
Bubutan 2 2 2 
Bulak 1 1 1 
Dukuh Pakis 1 3 1 
Gayungan 1 3 1 
Genteng 1 3 1 
Gubeng 2 2 2 
Gunung Anyar 1 1 1 
Jambangan 1 1 1 
Karang Pilang 1 3 1 
Kenjeran 1 1 1 
Krembangan 1 1 1 
Lakarsantri 1 1 1 
Mulyorejo 1 3 1 
Pabean Cantian 1 1 1 
Pakal 1 1 1 
Rungkut 1 1 1 
Sambikerep 1 3 1 
Sawahan 1 1 1 
Semampir 1 1 1 
Simokerto 1 1 1 
Sukolilo 1 1 1 
Sukomanunggal 1 1 1 
Tambaksari 1 1 1 
Tandes 1 1 1 
Tegalsari 1 3 1 
Tenggilis Mejoyo 1 1 1 
Wiyung 1 1 1 
Wonocolo 1 1 1 
Wonokromo 1 3 1 
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Lampiran 15. Hasil Pengelompokan FGK Kota Surabaya 
Kecamatan 
2 
Klaster 
3 
Klaster 
4 
Klaster 
Asemrowo 2 3 2 
Benowo 2 3 2 
Bubutan 1 1 3 
Bulak 2 3 2 
Dukuh Pakis 2 3 1 
Gayungan 2 3 1 
Genteng 2 3 1 
Gubeng 1 2 3 
Gunung Anyar 2 3 2 
Jambangan 2 3 2 
Karang Pilang 1 1 4 
Kenjeran 2 3 2 
Krembangan 2 1 4 
Lakarsantri 2 3 2 
Mulyorejo 2 3 1 
Pabean Cantian 2 2 2 
Pakal 2 3 2 
Rungkut 2 3 2 
Sambikerep 2 3 1 
Sawahan 2 3 2 
Semampir 2 3 2 
Simokerto 2 3 2 
Sukolilo 2 3 2 
Sukomanunggal 2 3 2 
Tambaksari 2 3 2 
Tandes 2 3 2 
Tegalsari 2 3 1 
Tenggilis Mejoyo 2 3 2 
Wiyung 2 3 2 
Wonocolo 2 3 2 
Wonokromo 2 3 1 
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Lampiran 16. Plot Hasil Pengelompokan FKM Kota Surabaya 
a. 2 Klaster 
 
b. 3 Klaster 
 
c. 4 Klaster 
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Lampiran 17. Plot Hasil Pengelompokan FGK Kota Surabaya 
a. 2 Klaster 
 
b. 3 Klaster 
 
c. 4 Klaster 
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Lampiran 18. Syntax Uji Multivariat Normal  
 
 
Lampiran 19. Syntax Pseudo F-Statistics dan Icd-rate 
 
index.G1(df2016,df2016.fcm.naik.2k$clustering) 
index.G1(df2016,df2016.fcm.naik.3k$clustering) 
index.G1(df2016,df2016.fcm.naik.4k$clustering) 
index.G1(df2016,df2016linear2.FGK$clus[,1]) 
index.G1(df2016,df2016linear3.FGK$clus[,1]) 
index.G1(df2016,df2016linear4.FGK$clus[,1]) 
 
df. = cbind(df2016,df2016.fcm.naik.2k$clustering) 
df. 
df.[df.$`df2016.fcm.naik.2k$clustering`==1,1:2] 
ssw1 = (nrow(df.[df.$`df2016.fcm.naik.2k$clustering`==1,1:2])-
1)*sum(apply(df.[df.$`df2016.fcm.naik.2k$clustering`==1,1:2],2,var)) 
df.[df.$`df2016.fcm.naik.2k$clustering`==2,1:2] 
ssw2 = (nrow(df.[df.$`df2016.fcm.naik.2k$clustering`==2,1:2])-
1)*sum(apply(df.[df.$`df2016.fcm.naik.2k$clustering`==2,1:2],2,var)) 
Macro 
NormalMultivariate X.1-X.p qc dj2 
MConstant i j n p Prop Tengah 
MColumn x.1-x.p xj Kali d dj2 qc Prob 
MMatrix MCova MCovaI xjxbar 
  let n=count(x.1) 
  Covariance X.1-X.p MCova 
  invers MCova MCovaI 
  do i=1:n 
    do j=1:p 
      let xj(j)=x.j(i)-mean(x.j) 
    enddo 
    copy xj xjxbar 
    mult MCovaI xjxbar Kali 
    let d=Kali*xj 
    let dj2(i)=sum(d) 
  enddo 
  sort dj2 dj2 
  do i=1:n 
    let Prob(i)=1-(n-i+0.5)/n 
  enddo 
  INVCDF Prob qc; 
    Chisquare p. 
  corr qc dj2 
name qc 'qc' 
name dj2 'dj2' 
endmacro 
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ssw = ssw1+ssw2 
ssw 
a = apply(df.[,-3],2,mean) 
sst1 = sum(apply((df.[df.$`df2016.fcm.naik.2k$clustering`==1,1:2] - a)^2,2,sum)) 
sst2 = sum(apply((df.[df.$`df2016.fcm.naik.2k$clustering`==2,1:2] - a)^2,2,sum)) 
sst = sst1+sst2 
sst 
icdrate = 1-((sst-ssw)/sst) 
icdrate 
 
df.fgk=cbind(df2016,df2016linear4.FGK$clus[,1]) 
df.fgk 
df.fgk[df.fgk$`df2016linear4.FGK$clus[, 1]`==1,1:2] 
ssw1.fgk = (nrow(df.fgk[df.fgk$`df2016linear4.FGK$clus[, 1]`==1,1:2])-
1)*sum(apply(df.fgk[df.fgk$`df2016linear4.FGK$clus[, 1]`==1,1:2],2,var)) 
df.fgk[df.fgk$`df2016linear4.FGK$clus[, 1]`==2,1:2] 
ssw2.fgk = (nrow(df.fgk[df.fgk$`df2016linear4.FGK$clus[, 1]`==2,1:2])-
1)*sum(apply(df.fgk[df.fgk$`df2016linear4.FGK$clus[, 1]`==2,1:2],2,var)) 
df.fgk[df.fgk$`df2016linear4.FGK$clus[, 1]`==3,1:2] 
ssw3.fgk = (nrow(df.fgk[df.fgk$`df2016linear4.FGK$clus[, 1]`==3,1:2])-
1)*sum(apply(df.fgk[df.fgk$`df2016linear4.FGK$clus[, 1]`==3,1:2],2,var)) 
df.fgk[df.fgk$`df2016linear4.FGK$clus[, 1]`==4,1:2] 
ssw4.fgk = (nrow(df.fgk[df.fgk$`df2016linear4.FGK$clus[, 1]`==4,1:2])-
1)*sum(apply(df.fgk[df.fgk$`df2016linear4.FGK$clus[, 1]`==4,1:2],2,var)) 
ssw.fgk = ssw1.fgk+ssw2.fgk+ssw3.fgk+ssw4.fgk 
ssw 
a.fgk = apply(df.fgk[,-3],2,mean) 
sst1.fgk = sum(apply((df.fgk[df.fgk$`df2016linear4.FGK$clus[, 1]`==1,1:2] - 
a.fgk)^2,2,sum)) 
sst1.fgk 
sst2.fgk = sum(apply((df.fgk[df.fgk$`df2016linear4.FGK$clus[, 1]`==2,1:2] - 
a.fgk)^2,2,sum)) 
sst2.fgk 
sst3.fgk = sum(apply((df.fgk[df.fgk$`df2016linear4.FGK$clus[, 1]`==3,1:2] - 
a.fgk)^2,2,sum)) 
sst3.fgk 
sst4.fgk = sum(apply((df.fgk[df.fgk$`df2016linear4.FGK$clus[, 1]`==4,1:2] - 
a.fgk)^2,2,sum)) 
sst4.fgk 
sst.fgk = sst1.fgk+sst2.fgk+sst3.fgk+sst4.fgk 
sst.fgk 
icdrate.fgk = 1-((sst.fgk-ssw.fgk)/sst.fgk) 
icdrate.fgk 
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Lampiran 20. Syntax FKM dan FGK Normal Multivariat 
 
kova2i <- matrix(c(1,0.7,0.7,1),ncol=2,nrow=2) 
miu <- c(90,90) 
kotak1a <- mvrnorm(n = 750, miu, kova2i) 
kotak1a 
miu1 <- c(90,89) 
kotak1b <- mvrnorm(n = 750, miu1, kova2i) 
gedeya=rbind(kotak1a,kotak1b) 
gedeya 
mem2016.naik.2k = read.csv(file = 
"D:/MF/MF1500/MF2016LinearNaik2K.csv",header=TRUE,sep = ";") 
print(mem2016.naik.2k) 
a10.2k = fanny(x=gedeya,k=2,memb.exp = 2,metric = "euclidean",iniMem.p = 
as.matrix(mem2016.naik.2k)) 
print(a10.2k) 
kesselya.FGK = FKM.gk(X = gedeya,m = 2,startU = mem2016.naik.2k, RS=50) 
print(kesselya.FGK) 
write.csv2(x=gedeya,file='D:/hasil/datanya/c10.csv') 
write.csv2(x=a1.2k$clustering,file='D:/hasil/multivariat2k/fkm10.csv') 
write.csv2(x=kesselya.FGK$clus,file='D:/hasil/multivariat2k/fgk10.csv') 
 
Lampiran 21. Syntax FKM dan FGK Normal Univariat 
 
seratuslimapuluh9a <- matrix(c(1,0.70,0.70,1),ncol=2,nrow=2) 
miu9a <- c(90,90) 
sq9a <- mvrnorm(n = 75, miu9, seratuslimapuluh9a) 
sq9a 
miu99 <- c(90,89) 
sq99 <- mvrnorm(n = 75, miu99, seratuslimapuluh9a) 
okedeh9a=rbind(sq9,sq99) 
okedeh9a 
write.csv2(x=okedeh9a,file='D:/hasil/datanya/e10.csv') 
mem2016.naik.2k = read.csv(file = 
"D:/MF/MF150/MF2016LinearNaik2K.csv",header=TRUE,sep = ";") 
print(mem2016.naik.2k) 
e9a.2k = fanny(x=okedeh9a,k=2,memb.exp = 2,metric = "euclidean",iniMem.p = 
as.matrix(mem2016.naik.2k)) 
print(e9a.2k) 
write.csv2(x=e9a.2k$clustering,file='D:/hasil/multivariat2k/fkm10.csv') 
e9a.FGK = FKM.gk(X = okedeh9a,m = 2,startU = mem2016.naik.2k, RS=1) 
print(e9a.FGK) 
write.csv2(x=e9a.FGK$clus,file='D:/hasil/multivariat2k/fgk10.csv') 
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Lampiran 22. Syntax FKM dan FGK Surabaya 
 
df2016 = read.csv(file="D://Data2016b.csv", header=TRUE,sep = ";") 
df2016 = data.frame(df2016$Hiburan,df2016$PeneranganJalan) 
colnames(df2016) = c("Hiburan", "Penerangan Jalan") 
print(df2016) 
mem2016.naik.2k = read.csv(file = "D:/MF2016LinearNaik2K.csv",header=TRUE,sep = 
";") 
print(mem2016.naik.2k) 
df2016.fcm.naik.2k = fanny(x=df2016,k=2,memb.exp = 2,metric = "euclidean",iniMem.p 
= as.matrix(mem2016.naik.2k)) 
print(df2016.fcm.naik.2k) 
fviz_cluster(df2016.fcm.naik.2k, ellipse.type = "convex", repel = TRUE, stand = FALSE, 
palette = "jco", ggtheme = theme_minimal(), legend = "bottom") 
df2016.fcm.naik.2k$clustering 
df2016linear2.FGK = FKM.gk(X = df2016,m = 2,startU = mem2016.naik.2k, RS=50) 
print(df2016linear2.FGK) 
plot(df2016linear2.FGK) 
df2016linear2.FGK$clus 
mem2016.naik.3k = read.csv(file = "D:/MF2016LinearNaik3K.csv",header=TRUE,sep = 
";") 
print(mem2016.naik.3k) 
df2016.fcm.naik.3k = fanny(x=df2016,k=3,memb.exp = 2,metric = "euclidean",iniMem.p 
= as.matrix(mem2016.naik.3k)) 
print(df2016.fcm.naik.3k) 
fviz_cluster(df2016.fcm.naik.3k, ellipse.type = "convex", repel = TRUE, palette = "jco", 
ggtheme = theme_minimal(), legend = "bottom") 
df2016.fcm.naik.3k$clustering 
df2016.fcm.naik.3k$k.crisp 
df2016linear3.FGK = FKM.gk(X = df2016,m = 2,startU = mem2016.naik.3k, RS=50) 
print(df2016linear3.FGK) 
plot(df2016linear3.FGK) 
df2016linear3.FGK$clus 
mem2016.naik.4k = read.csv(file = "D:/MF2016LinearNaik4K.csv",header=TRUE,sep = 
";") 
print(mem2016.naik.4k) 
df2016.fcm.naik.4k = fanny(x=df2016,k=4,memb.exp = 2,metric = "euclidean",iniMem.p 
= as.matrix(mem2016.naik.4k)) 
print(df2016.fcm.naik.4k) 
fviz_cluster(df2016.fcm.naik.4k, ellipse.type = "convex", repel = TRUE, palette = "jco", 
ggtheme = theme_minimal(), legend = "bottom") 
df2016.fcm.naik.4k$clustering 
df2016linear4.FGK = FKM.gk(X = df2016,m = 2,startU = mem2016.naik.4k, RS=50) 
print(df2016linear4.FGK) 
plot(df2016linear4.FGK) 
df2016linear4.FGK$clus 
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Lampiran 23. Surat Pernyataan Data 
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