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Abstract
There are two main approaches to fringe pattern analysis: spatial carrier 
and temporal carrier. The phase-stepping (PS) method plays a prominent 
part in the temporal carrier approach. The principal technique of the spa­
tial carrier approach is the discrete Fourier transform (DFT) method. In 
this thesis, both methods are reviewed and illustrated with examples. The 
problems associated with these methods are discussed. The effect of weight­
ing function and filtering window on the accuracy of the DFT method is 
investigated. A review of the minimum spanning tree approach to phase 
unwrapping is presented.
A new fringe evaluation technique has been explored. The technique 
combines the computational simplicity of the PS method with the single­
image analysis capability o f the DFT method. This technique is implemented 
over two steps. Firstly, a fringe pattern with spatial carrier is subdivided into 
three component images. Then, the phase is calculated by a three phase step 
algorithm from these images. A computer simulation has been undertaken to 
demonstrate the theory and to analyse the systematic errors. Applications 
in the analysis of the transonic flow-fields are presented.
The Fourier Transform Profilometry (FTP) decodes the 3-D shape in­
formation from the phase stored in a 2-D image of an object onto which a 
Ronchi grating is projected. Two different optical geometries used in the 
FTP have been compared. The phase information can be separated from 
the image signal by either the phase subtraction method or the spectrum 
shift method. The result of an experimental comparison between two phase 
extraction methods is also presented.
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Chapter 1
Introduction
Optical metrology is a technology which covers all measurement techniques 
using an optical element or aspect. There are several reasons for the use 
of optical metrology. Firstly, Optical measurements are non-contact. This 
property is important for the application where a measurement would be 
upset by touch, or the instrument cannot reach the object. Secondly, highly 
accurate measurement is possible because of the properties of light. Finally, 
optical techniques are non-destructive.
Optical metrology has experienced rapid development in recent years. 
This is due to advances in laser technology coupled with the development of 
electronic technology. Currently, research into optical metrology is mainly 
focused on the development of low-cost high-speed analysis systems. There is 
an interdependence between the design of the system and analysis techniques 
used in the system. One of the system designer’s aims is to simplify and to 
automate the analysis techniques. The development of the analysis technique 
requires an understanding of the theoretical aspects and the electronic devices 
used in the system, as well as the algorithms employed in analysis. This is 
a multidisciplinary subject, involving Physics, Electronic Engineering and 
Computer Science.
In this project, several analysis techniques are studied. A new analysis 
method has been developed. The main area of this study is concerned with 
the method for measurement of 3-D object profile and fluid flow using spatial 
carrier.
1
1.1 An Overview of Fringe Pattern Analysis 
Techniques
Fringe patterns can be produced by a variety of optical systems, for exam­
ple interference of light and Moire. Reid [1] suggests that the field of fringe 
analysis is now regarded by many as an independent subject. If Reid’s sug­
gestion holds water, the source of the fringe pattern has little influence on the 
analysis techniques. In early days, fringe analysis was carried out manually. 
The processing speed of computers has been significantly improved in the 
past few years. In conjunction with the development of photoelectrical de­
tector technology, this hits stimulated researchers to explore automatic fringe 
analysis techniques.
There are two approaches to the automatic analysis of fringe. The first 
one is the intensity-based method relying on a single fringe pattern image. 
Fringe tracking [2, 3, 4] is based on this approach. The fringe tracking method 
usually relies on the following procedures [5]:
1. Filter the image [6].
2. Either (a) fit curves to the intensity data with a view to interpolat­
ing between fringe centres [7] or (b) identify and track the intensity 
maxima and/or minima with a view to skeletonising the pattern and 
thereby minimising the amount of data which must subsequently be 
processed [8].
3. Number the fringe either interactively [9] or automatically [10].
4. Calculate the measurement parameter from the fringe pattern data.
The major problem associated with fringe tracking is that the information 
on the sign of the retrieved phase is lost. Secondly, it is difficult to identify the 
fringe orders when the fringe pattern is broken or wandered over to another 
fringe pattern. Furthermore, fringe tracking also suffers from low data reso­
lution as well as bad data distribution. However, the intensity-based method 
may be the only applicable automatic technique for some interferograms, for 
example; the fringe pattern obtained form time-average holographic vibration 
analysis of which the intensity is described by a Bessel function.
2
The second method of automatic fringe analysis is to apply various con­
cepts of phase measuring [11, 12]. This approach can be classified into two 
categories which are the temporal carrier approach and the spatial carrier 
approach. The phase measuring method gives several advantages over the 
intensity method. These include reduced sensitivity to the background and 
contrast variations in the fringe pattern, automatic peak and valley detection 
and reduced or eliminated operator interaction [13]. The detail of different 
phase measuring methods will be discussed in later chapters.
1.2 Brief Review of Optical Principles
The optical principles are well-established. This section will summarize the 
theories which are the key elements in optical metrology. The aim of this 
section is to outline the notation and approach used in this thesis. A more 
detailed treatment of optical principles will be found in any standard op­
tics textbook- for example references [14] - [16]. The following discussion is 
derived from "Optics” edited by E. Hecht [15].
1.2 .1  Harmonic W ave M otion and Light
A wave form for which the profile is a sine curve is known as harmonic wave. 
This form of wave motion is the foundation to all shapes of wave motion. 
The harmonic wave can be represented concisely by using complex notation. 
For example, if A is the amplitude, k is the propagation constant and 0 is 
the phase constant;
^(x,<)|(=0 =  As\n(kx +  0) (1.1)
may be expressed as
i/(x,OI«=o = »[>le*(*I+#>] (1.2)
It is usually assumed that the real part is taken so Eq. 1.2 is simply written 
as
U(x,t)\t=0 =  Ae,(fcx+#* (1.3)
By replacing x by (x — vt), Eq. 1.1 is transformed into a progressive wave
3
\travelling at speed v in the positive x-direction and can be expressed as
i /(x ,t )  =  Asin[A:(x — vt) +  9] (1.4)
Light behaves like a transverse wave, as a wave on a string. A transverse 
wave arises when the disturbance is perpendicular to the propagation direc­
tion. The transverse wave motion is confined to a spatially fixed plane called 
the plane of vibration as illustrated in Figure 1.1.
Figure 1.1: A transverse wave travelling in the Z direction
To determine the wave completely, the orientation of the plane of vibra­
tion must be specified, as well as the propagation direction. This is equivalent 
to resolving the disturbance into components along two mutually perpendic­
ular axes, both normal to z, see Figure 1.2.
The angle at which the plane of vibration is inclined is a constant, so 
that at any time Ux and Uv differ from U by a multiplicative constant. 
The transverse wave function behaves like a vector quantity. With the wave 
travelling along the z-axis, the transverse wave can be written as
0 ( z , i )  =  t/*(z, i)T+ Uy(z ,t)i  (1.5)
where, I, J are the unit base vectors in Cartesian coordinates.
An appreciation of the vectorial nature of light is important in certain
4
\Figure 1.2: The wave resolved into two mutually perpendicular components
applications, such as the polariscope. However, there are many instances in 
which it is not necessary to be concerned with the vector nature of light. 
For example, if all the lightwaves propagate along the same line and share 
a common constant plane of vibration, they may each be described in terms 
of one electric-field component. This leads to a simple and very useful scalar 
theory. A scalar harmonic plane wave, moving in the z direction, is expressed 
as
U(z,t)  =  Ae^k,±u,) (1.6)
where ui is the angular frequency.
1.3 Interference of Light
The principle of superposition of waves states that if two or more wavefronts 
are travelling past a given point, the total amplitude of the displacement 
at that point is given by the vector sum of the individual constituent dis­
turbances. It is the basis of the light interference theory because optical 
interference may be thought of as an interaction of two or more lightwaves.
5
yGiven two scalar light waves described by
Ui =  At sin(uit -1- a j) (1.7)
and
Ui =  A2sin(w< +  a 2) (1.8)
overlapping in space, the resultant disturbance is the linear superposition of 
the waves. Therefore
U =  Ui +  U3
The intensity, which is the observable quantity, becomes
/  =  \U\2
= \Ui+Ui\2
=  A ] +  A\ +  2 A i /12Cos( q i  — <*2)
— It -f- 1 2  -I" 2\JI\ 1% cos S (1.9)
where 6, which is equal to ( « 1  — a 2), is the phase difference arising from a 
combined path-length and initial phase-angle difference. The 2\J I \ ¡2  cos 6 is 
known as the interference term. At various points in space, the resultant 
intensity varies and depends on the value of the interference term. When
6 =  (2n +  l)?r, n =  0,1,2, • • •
cos 6 =  — 1 and the resultant intensity reaches its minima. The two waves 
are 180° out of phase which is referred to as total destructive interference. 
When
6 =  2nn, n =  0 ,1,2, • • •
cos 6 =  1 and the resultant intensity reaches its maxima. The two waves are 
in phase which is referred to as total constructive interference. For two waves 
of equal intensity, 70 =  I\ =  h ,  Equation 1.9 becomes
7 =  4/ocos2 i 0  (1.10)
6
\so that the resultant intensity varies between 0 and 4 /0.
In developing Eq. 1.9, It is assumed that the phase difference, ¿, is con­
stant in time. This means that U\ and U2 are assumed to have the same 
fixed frequency. Ordinary light sources produce light that is a mix of pho­
ton wavetrains. At each illuminated point in space there is a net field that 
oscillates, for less than 10ns or so, before it changes phase. As a result, the 
interference pattern produced by two ordinary light sources will randomly 
shift around in space at an exceedingly rapid rate, averaging out and making 
it quite impractical to observe.
The interval over which the lightwave resembles a sinusoid is a measure 
of what is called its temporal coherence. The spatial extent over which the 
light wave oscillates in a regular, predictable way is called the coherence 
length. To produce a stable interference pattern, the light sources must be 
coherent and have the same frequency. Until the advent of the laser it was a 
working principle that no individual sources could ever produce an observable 
interference pattern.
1.4 Polarization of Light
In the previous section, light is treated as a scalar quantity. However, light is 
a vector quantity which is perpendicular to the direction of propagation and 
with a defined orientation in space. This property is known as the polariza­
tion of light. When two harmonic light waves of the same frequency wave 
through the same region of space in the same direction, if their respective 
planes of vibration are mutually perpendicular, the orientation of the resul­
tant light wave may or may not be constant. The exact form of the resultant 
light wave, i.c. its state of polarization, will be considered in this chapter, 
(liven two orthogonal light waves described by
(1 1 1 )
0 y (2 ,< )  = L V i(*, " U,‘+a,) (1.12)
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\The resultant light wave is the vector sum of these two orthogonal light
waves:
0 ( M )  =  U X( M )  +  Uy(*,<)
=  \Axei(k,- wt)ea‘
= (iAxe~^  (1.13)
where
0  =  ax +  a v 
6 =  £»v — ax
In Eq. 1.13, the factor ed*l-u,() only gives the direction of propagation. e‘ a is 
a common phase factor and a constant. Therefore, the orientation of U (z, <) 
is completely determined by three independent quantities, i.e. ¿4*, Av and 6.
In the general case, when U(z,<) passes a plane of observation perpen­
dicular to z-axis, the tip of U (z ,i) will trace out an ellipse in that plane. 
A general state of polarization is therefore called clliptically polarized light. 
Hecht [15] gives a mathematical derivation of the general state of polariza­
tion. There are two cases of particular of interest. When Ax =  Av and 
6 =  ± §  -1- 2m7T, where m =  0, ±1 , ± 2 , . . .  , the ellipse degenerates to a circle. 
This special case represents circular polarized light. If 6 is zero or an inte­
gral multiple of ± 2 tt, the ellipse becomes a straight line. In this case, the 
resultant light wave is called plane (or linear) polarized light.
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Chapter 2
Fringe Pattern Analysis by 
Discrete Fourier Transform 
Techniques
2.1 Introduction
The discrete Fourier transform (DFT) technique is classified into the spatial 
carrier approach category. This analysis method, which was proposed by 
Takeda et al [1], uses a single fringe image of the form
g (x ,y )  =  a(x ,y )  +  b(x,y)  cos[27r/0x +  <j>(x, y )] (2.1)
Where f 0 is the spatial-carrier frequency, a(x, y) is the background intensity, 
b(x,y)  is the fringe amplitude and <p(x,y) is the phase to be determined. 
In the case of interferometry, these carrier fringes may be introduced by 
a relatively large tilt to the reference mirror. Alternatively, a sine profile 
grating may be projected onto an object to generate the carrier fringes. A 
Ronchi grating may also be used to generate the carrier fringes because a 
Ronchi grating can be considered as a sum of a series of sinusoidal gratings.
The main advantage of the DFT technique is that it requires a single 
frame image. This is essential for the measurements of dynamic systems. 
Another advantage of these techniques is that a special phase-shifting device 
is not needed. On the another hand, the requirement of the detector array are
11
\more stringent in the DFT technique. This is because the spatial distribution 
of detector sensitivities must be uniform over the array [2].
2.2 Discrete Fourier Transform Techniques
2.2.1 1-D  Discrete Fourier Transform Technique
One-dimensional DFT technique is proposed by Takeda et al [1], This tech­
nique was extended by Macy [3] to handle two-dimensional data. Eq. 2.1 can 
be rewritten in the following form for convenience of explanation :
g(x ,y )  =  a(x,y) +  c (x ,y )exp (2nif0x)  +  c*(ar, y) exp ( -2 n  if0x) (2.2)
with
c(x,y) =  6^2’ — exp[t<ft(g,y)]
where * denotes a complex conjugate. Figure 2.1, which shows a computer 
generated interferogram of the form described by Eq. 2.1, is included here as 
an example. It could represent an interferogram of a vibratory annular disk. 
Figure 2.2 shows a computer generated tilt-free interferogram of the same 
object in the Figure 2.1.
Then g(x ,y )  is Fourier transformed with respect to x by the use of 1- 
D fast Fourier transform algorithm. The Fourier transform of Eq. 2.2 with 
respect to x is given by
G(/x,y) = A(fx,y) + C(fx -  f0,y) + <?*(-/, -  f0,y) (2.3)
where the upper-case letters denote the Fourier spectra and f 0 is the spatial 
carrier frequency in the x direction. Since a(x,y), b(x,y)  and <j>(x,y) have 
frequencies which are much lower than the spatial carrier frequency / 0, the 
Fourier spectra in Eq. 2.3 are separated by the carrier frequency / 0. Figure 2.3 
shows the spatial frequency spectrum of raster 256 of Figure 2.1. By using a 
filter function, one of the two side lobes, say C(fx — fo,y), is extracted, and 
then is translated by f 0 toward the origin to obtain C ( fx,y). Figure 2.4(a) 
shows the side lobe extracted from Figure 2.3. The side lobe translated by f 0
12
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Figure 2.3: A spatial frequency spectrum of raster 256 of the computer gen­
erated interferogram with carrier fringe
is shown in Figure 2.4(b). It is noted that the background variation, A(x,y ),  
and another side lobe, C *(—/* — /o ,y ), have been filtered out in this stage. 
The inverse Fourier transform of C ( f , y ) with respect to f z is computed to 
obtain c(x, y). The phase may then be calculated from Eq. 2.4
The phase, 4>(x,y) in the imaginary part completely separated from the am­
plitude variation, 6 (x ,y), in the real part. The phase can also be obtained 
from the equivalent operation
Since the phase calculated from Eq. 2.4 or Eq. 2.5 gives principal values 
ranging from —ir to tt, <f>(x,y) is wrapped into this range. Consequently, 
<t>{x, y) has discontinuities with 27T phase jumps for variations more than 2n. 
<t>(x,y) is referred to as a wrapped phase map.
-0.8 -0 .6  -0.4 -0.2 o 0.2 0.4 o.e 0.8
Normalized Frequency
l°g[c(x,y)] =  log[b( y > j +  i<)>(x,y) (2.4)
(2.5)
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\Figure 2.4: (a) The extracted side lobe; (b) The extracted side lobe translated 
by the carrier frequency to the origin position
2 .2 .2  2 -D  Discrete Fourier Transform Technique
The 1-D DFT technique requires that the carrier fringes are incremental 
along the horizontal axis of the frame. If the carrier fringes are not vertical, as 
shown in Figure 2.5, and the extracted side lobe is translated by a fixed carrier 
frequency, then the algorithm operates on the the horizontal component of 
the carrier and leaves a ramp in the solution running from the top to bottom 
of the frame. The gradient of the ramp corresponds to the vertical component 
of the carrier fringe pattern. This is because only one component of the 
heterodyning frequency can be removed by 1-D technique.
Although the 1-D DFT technique was extended by Macy [3] to handle 
2-D data, this extension is still essentially the 1-D technique which analyses 
one slice of data at a time. Bone et al [4] generalized the technique to use 2-D 
discrete Fourier transform to analyse the fringe pattern. In order to facilitate 
the discussion, Eq. 2.2 is rewritten in vector form as following
g(r) = a(P) +  c(r) exp[27rt(V0 • ?)] -I- c*(r) exp[-2jri'(v0 • F)] (2.6)
16
Figure 2.5: The computer generated interferogram of a vibratory annular 
disk with non-vertical carrier fringe
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with
In Eq. 2.6, vector r with Cartesian coordinates (x ,y )  refers to a point on 
the fringe image and v0, which is equal to ( fTo,/i/o), is the 2-D heterodyning 
frequency. The 2-D Fourier transform of g(r) becomes
functions, v  is the vector frequency with component ( / * , / w).
a
^2
1
01
Figure 2.6: The Fourier transform plane of the interferogram with 
non-vertical carrier fringe
In the Fourier transform plane, all terms in Eq. 2.7 are found as strongly 
peaked lobes centered at the origin and ± 9 0. Figure 2.6 shows the Fourier 
transform plane of Figure 2.5. Then, one of the two side lobes, say C (v  — v 0), 
is isolated in Fourier plane from the other terms in G (v) by using a 2-D fil­
tering window, and then is translated by vo toward the origin to obtain 
C (v). Figure 2.7 and Figure 2.8 shows the isolated side lobe and the trans­
lated side lobe in the Fourier transform plane, respectively. The inverse 2-D 
Fourier transform of C (9) is calculated to obtain c (f). The phase may then 
be computed from either Eq. 2.4 or Eq. 2.5.
G(v) =  /l(v) +  C (? -  v0) +  C*(—v -  v0) (2.7)
where the upper-case functions are the 2-D Fourier spectra of the lower-case
x 10
Normalized Frequency (fy) -1  -1 Normalized Frequency (fx)
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Normalized Frequency (ly) _1 Normalized Frequency <f>)
Figure 2.7: The side lobe isolated by a 2-D filter in Fourier transform plane
Normalized Frequency (ly) -1 -1 Normalized Frequency (fx)
Figure 2.8: The isolated side lobe translated by the 2-D carrier frequency to 
the origin position
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The frequency domain is an efficient way to store information in an image. 
This fact has been exploited in the image compression technique [6]. In a 
fringe pattern image, as revealed in Figure 2.6, the required information is 
gathered round the carrier frequency and occupies a relatively small num­
ber of pixels. There are mainly two techniques, the multi-channel Fourier 
fringe analysis and the spatio-temporal frequency multiplex, to utilize the 
redundant space in the frequency domain so that more information can be 
collected in a single fringe image.
2.3 Other Fourier Transform Techniques
Figure 2.9: The cross grating for simultaneously measuring two directional 
deformation
Multi-channel Fourier fringe analysis [7, 8, 9] is a technique to process 
an image with more than one fringe pattern of which the spatial frequency 
bandwidths must separate completely in the frequency domain. Morimoto 
et al [7] made use of the multi-channel Fourier fringe analysis to measure si­
multaneously the x and y directional displacement. A cross grating as shown 
in Figure 2.9 is printed on the end surface of a specimen. The intensity func­
tion of the cross grating can be expressed as the sum of two single grating 
intensity functions. One grating is normal to the x axis, and another grating 
is normal to the y axis. The digital image of the deformed grating is trans­
formed into the frequency domain by 2-D Fourier transform. The transform 
now consists of four peaks due to the fringe and a dc peak. The information 
of x directional and y directional deformation can then be partitioned by 
filtering out the appropriate peak before inverse Fourier transform.
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Burton et al [9] applied the multi-channel Fourier fringe analysis to the 
problem of automatic phase unwrapping in the presence of surface discon­
tinuities. The technique is based on the fact that if the fringe moves then 
all the phase wraps will move with them, but the physical discontinuities 
introduced by the surface will not move. An image that is the sum of two 
fringe pattern images on the same surface is analyzed by Fourier transform 
fringe analysis. This yields two wrapped-phase maps. Both wrapped phase 
map would show the technique-induced discontinuities as well as the genuine 
physical discontinuities. The discontinuities that remain stationary in both 
wrapped phase maps are detected by image processing techniques, and hence 
should be ignored during phase unwrapping.
Figure 2.10: Michelson-type two-channel interferometer [10]
Spatio-temporal frequency multiplex [10, 11] uses both spatial and tem­
poral carrier frequencies. This technique enables the measurement of a phase 
distribution with a wider spatial and temporal bandwidth when it combined 
with the Fourier fringe analysis method. The experiment reported in Ref. [10] 
is depicted here to demonstrate the principle of the technique. A two-channel 
Michelson-type interferometer, which is shown in Figure 2.10 , was used in 
the experiments. Two gas flow fields with different flow rate were introduced 
into each of the channels. The spatial carrier frequencies were introduced 
by tilting the mirrors Ml and M2. A ramp current was applied to a laser
21
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Figure 2.11: Data acquisition process [10]
diode to produce temporal carrier frequencies. Only one set of 1-D fringe 
data along a fixed scanning line was taken from each frame and piled sequen­
tially in a 2-D memory array to form a 2-D spatio-temporal interferogram. 
Figure 2.11 explains graphically the process of data acquisition. Figure 2.12 
shows a spatio-temporal interferogram with the present of two gas flow fields. 
The correlative spatio-temporal frequency spectra are shown in Figure 2.13. 
The spectrum corresponding to the two different gas flow fields are indicated 
by the arrow A and B. Two phase distributions retrieved from the single 
spatio-temporal interferogram are presented in Figure 2.14.
Figure 2.12: The Spatio-temporal interferogram [10]
2 2
\Figure 2.13: Spatio-temporal frequency spectra of Fig. 2.12 [10]
Figure 2.14: The phase distributions of two different gas flow fields [10]
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2.4.1 Influence o f Noise
For a small additive white noise, the rms phase errors in heterodyne tech­
niques can be calculated in term of signal-to-noise ratios (SNR). In the case 
of the 1-D DFT technique, Takeda [12] gave a corresponding rms phase error 
for the Fourier transform technique as
2.4 The Problems Associated with Discrete
Fourier Transform Techniques
in the frequency domain, 6(x,y) is the fringe amplitude and a is the rms 
value of the noise. For the two-dimensional case, Bone et al [4] gave a similar 
formula for the expectation value of the rms phase error as
where m is the mean modulation amplitude.
These formulas can be interpreted as follows. In the Fourier transform 
technique, the phases is obtained from the n frequency spectra spreading 
over the filter passband. The spectra passed by the filter include n/N of the 
total noise power. Therefore, the phase error is proportional to the factor, 
n/N, under the small-noise assumption.
2.4.2 Fringe Discontinuities
The fringe discontinuities are an important source of error if they are not 
properly taken into account. In some applications, such as in the test of 
an object with a hole, the fringe abruptly disappears at the boundaries.
( 2.8)
S(x,y)  is a SNR defined by
where n is the number of spectral sample points within the filter passband
(2.9)
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These discontinuities cause the fringe spectra to spread out. This causes 
problems not only in the Fourier transform technique, but also in the phase 
unwrapping.
A way to deal with this problem is to extrapolate the fringes image. Rod- 
dier et al [13] developed a systematic method of fringe extrapolation, which 
is based on Gerchberg’s iterative algorithm for analytic continuation [14]. As 
an example, Figure 2.1 is extrapolated as in Figure 2.15 by adding a carrier 
fringe into the boundaries.
Figure 2.15: The extrapolated interferogram
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\2 .4 .3  Other Error Sources
When the frequency of detector nonlinearity is approximately equal to the 
carrier frequency, detector nonlinearity is one of the error sources. The re­
sponse of CCD array is linear within its operation region for most CCD cam­
eras in the market. Therefore, detector nonlinearity is usually not a problem 
for measurement using CCD cameras. However, if the image is captured by 
film, the error caused by non-linear response of the recording medium should 
be taken into account. The Fourier transform techniques will interpret the 
fringe distortion which is caused by the film as fringe distortion due to the 
presence of the physical quantity to be measured. There are many well- 
established techniques for calibrating film. Nugent [5] proposed a method 
to determine the film characteristics of interferogram by measuring the de­
viation of the fringe in object-free areas from pure sinusoids. This method 
utilizes the fact that fringe recorded using a perfect recording medium will 
be sinusoidal.
There are some errors associated with an FFT algorithm used in the 
discrete Fourier transform technique. These include :
1. Aliasing.
Aliasing will occure, if the sampling frequency is lower then the Nyquist 
frequency which is twice the highest frequency component of signal to 
be sampled.
2. Leakage of energy due to inappropriate truncation of data.
This will be discused in the next two chapter.
3. The picket fence effect.
The DFT is a mechanism by which the observed singal is decomposed 
into an orthognal vector space. The sines and cosines with frequency 
equal to an integer multiple of 1 /NT form an othogonal basis set, where 
T  is the sampling interval and NT  is the observation interval. From the 
continuum of possible frequencies, only those which coincide with the 
basis vector will project onto a single basis vector; all other frequencies 
will exhibit non-zero projections on the entire basis set. This effect is 
referred to as the picket fence effect. If the carrier frequency includes
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Va frequency which is not one of the basis frequency, the picket fence 
effect will occure.
2.5 Application Example of Discrete Fourier 
Transform Techniques
Two examples are presented in this section to demonstrate the capacity of 
the 1-D and 2-D DFT technique. The first example is to measure the change 
of air density profile caused by a heat source. In this case, the heat source is 
a soldering iron. In this experiment, the Twyman-Green interferometer was 
used because of the availability of the equipment. As the light wave pass 
through the flow field twice, the result obtained from the Twyman-Green 
interferometer should be divided by two. Figure 2.16 shows the schematic 
diagram of experiment set-up. R. Jones [15] had manifested that the visibility 
of the fringe will decrease, if the ratio of the fringe spacing to the mean speckle 
size approaches unity. As a result, no fringe is observed when this ratio is 
approximately equal to unity. The size of the subjective speckle is given 
by [16]
, 2.4Xd
dap — a (2 .10)
where
<l,p — the subjective speckle size 
A =  wave length
d =  the distance from the lens to the image plane 
a =  the diameter of the viewing lens aperture
Thus, the viewing lens aperture should be as large as possible. The 
neutral density filter is used to attenuate the light intensity evenly so that 
the lens aperture can be turned to its maximum. Figure 2.17 shows the linear 
fringe pattern modulated by the air density change that is caused by the heat 
of the soldering iron. The interferogram is analysed by 1-D DFT technique 
since the carrier fringe is vertical. The Figure 2.18 shows the wrapped phase 
map after Figure 2.17 is demodulated. The wrapped phase map is unwrapped 
by the Minimum Spanning Tree approach that will be discussed later. The
27
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Figure 2.16: The schematic diagram of the experiment set-up
3-D mesh plot of the unwrapped solution is shown in Figure 2.19.
In the second example [19], a shearing interferogram with non-vertical 
carrier fringe is analysed by 2-D DFT technique. Figure 2.20 shows the 
experimental set-up to visualise the transonic jet wake flow using a lateral- 
shear interferometer. The collimated beam of light passes through the flow 
field and is then incident on a wedged shearing plate. The two reflected beams 
are sheared laterally by the a shearing plate. The fringe pattern in the region 
of overlap is formed on the screen by the interference of the wavefront with 
its sheared duplicate. A spatial carrier fringe pattern is introduced by the 
wedge angle between the two faces of the shearing plate.
In lateral shearing interferogram with spatial carrier, the interference 
fringes can be described by
g(x ,y )  =  a(x ,y )  +  b(x ,y)cos[2r(xfx0, y f v0) +  <t>z(x ,y )  +  <t>(x,y)\ (2.11)
where a(x, y) and 6(x, y) represent background and modulation terms, re­
spectively, (fxo, fyo) is the 2-D spatial carrier frequency introduced by wedged 
shearing plate, and 4>\x,y) is the initial phase shift caused by optical geom-
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Figure 2.19: The 3-D mesh plot solution of the hot soldering iron
By-pasi Nozzle Wedged Shearing
Figure 2.20: The experiment set-up to visualise the tranic jet wake flow
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etry and distortion of the lenses etc. As the shear is a small fraction of the 
diameter of the wavefront, <j>x(x , y) corresponds to the derivative of the phase 
change caused by the flow field along the direction of shear [17] Eq. 2.11 can 
be rewritten in following form :
g (x ,y )  =  a(x, y) +  c (x ,y )exp (2r j(x fx0, y f v0)) +  c ’ e x p ( -2 n j (x fxo , y f yo))
(2.12)
where c(x, y) =  (1 /2)b(x, y)exp[j(<(>'(x , y)+<t>x(x, j/))] and * denotes a complex 
conjugate.
Figure 2.21 shows the interferogram with the flow field. In order to cancel 
the initial phase shift, a reference image is also taken prior to the presence 
of the flow field. Figure 2.21 is transformed into Fourier domain by using 
2-D DFT. In the Fourier Transform Plane, which is shown in Figure 2.22, all 
terms in Eq. 2.12 are found as strongly peaked lobes centred at the origin 
and the spatial carrier. One of the two side lobes is isolated in Fourier plane 
from the other terms by using a 2-D filtering window. The same filtering 
operation was performed on both the sample and the reference images. The 
phase subtraction method [18] is then employed to retrieve <j>x(x ,y ) ,  which is 
shown in Figure 2.23. It has been found that the retrieved phase is within the 
27T range, and that noise has been added to the image as result of the poor 
image contrast in the the shadow region of the by-pass nozzle. Figure 2.24 
shows the contour plot of the retrieved phase after the noise is filtered out.
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Figure 2.22: The contour plot of 2-D DFT of Figure 2.21
Figure 2.23: The phase map of the transonic flow field
34
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Figure 2.24: The contour plot of retrieved phase
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Chapter 3
The Effect of Weighting 
Function and Filtering 
Window on Accuracy of 1-D  
Fourier Fringe Analysis
3.1 Introduction
When a finite-extent sampled signal is transformed into the frequency do­
main by the discrete Fourier transform (DFT), it is assumed that the N 
sample values of the finite-extent signal represent exactly one period of a pe­
riodic function. The DFT implies periodicity in both the time and frequency 
domains. If the signal is not a periodic function or if the observation inter­
val is not equal to a integer multiple of the period of a periodic signal, the 
periodic extension of the observed signal will exhibit discontinuities at the 
boundaries of the observation. The discontinuities cause a phenomena that 
is called spectral leakage. The form of this discontinuity is demonstrated in 
Fig 3.1.
In order to alleviate the spectral leakage, a weighting function is applied 
to the data prior to the DFT. This chapter will address the effect o f weighting 
function and filtering window on the performance of fringe analysis using one 
dimensional (1-D) DFT.
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Figure 3.1: Periodic extension of observed one dimensional signal with dis­
continuity
3.2 The Characteristics of 1-D Weighting Func­
tion Used in the Experiment
It is often desirable to change the basic DFT output to meet the objectives 
of a particular application [1] [2] [3]. The modification can be accomplished 
by applying a weighting function to the data.
A number of popular weighting functions are employed in this study. 
The following sub-section, which is derived from Elliott et al [4] and Har­
ris [5], presents the characteristics of these weighting functions. Firstly, the 
major parameters, that will allow performance comparison between differ­
ent weighting functions, are identified. A short description of each of the 
parameters follow.
Highest Sidelobe Level It is the peak ripple value of the sidelobes. 
The amount of leakage into the sidelobes is directly proportional to the height 
of the highest sidelobe.
Sidelobe Fall-off This parameter describes the amplitude fall ofT of 
sidelobe peaks. This value is inverse proportional to the amount of leakage 
into the sidelones.
Coherent Gain This is a measure of the weighting function gain.
For a rectangle weighting function, the gain is equal to one. For any other 
window, the gain is less than one due to the weighting function smoothly 
going to zero near the boundaries.
3.0 dB Bandwidth The point at which the gain of the shaped
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DFT output is down 3.0 dB (half-power point), measured in DFT frequency
indicates the minimum separation between two equal strength frequency such 
that their respective main lobes can be resolved.
3.2.1 Summary o f 1-D Weighting Functions
All weighting functions have sidelobes of lower amplitude in the frequency do­
ttle other hand, all of the weighting functions have a broader main lobe. The
then its parameters are identitied.
Rectangle weighting function The Rectangle weighting function 
is unity over the observation interval and can be thought of as a grating 
sequence applied to the data so that they are of finite extent. The weighting 
function for DFT is defined as
Hanning (raised cosine) weighting function The Hanning weight­
ing function is a member of weighting function family, cos“ (A'). When a  =  2, 
it is the Hanning weighting function. The definition of Hanning weighting 
function and its parameters follow.
bin widths, i.e. the sampling interval in frequency domain. This parameter
main than those of rectangular function and hence produce less leakage. On
trade-off between leakage (side-lobe level) and resolution (main-lobe band­
width) is the main consideration to select the suitable weighting function 
for particular application. The summary of weighting functions used in this 
study are presented here. Each weighting function will firstly be defined and
w(n) =  1.0, n =  0, !,•••, N  — 1 (3.1)
The performance parameters follow. 
Highest sidelobe level =  -13 dB
Sidelobe fall-off =  -6 dB/O ct
Coherent gain =  1.0
3.0 dB bandwidth =  0.89 Bins
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sFigure 3.2: The Rectangle weighting function
Figure 3.3: The frequency response of the Rectangle weighting function
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Highest sidelobe level =  -32 dB
Sidelobe fall-off =  -18 dB/Oct
Coherent gain =  0.5
3.0 dB bandwidth =  1.44 Bins
Attractions of the cos“ (X ) family include the ease with which the terms 
be generated, and the easily identified properties of the transform of 
cosine function.
can
the
Figure 3.5: The frequency response of the Hanning weighting function
Papoulis (sine lobe) weighting function The Papoulis weighting 
function is another member of cosa(X )  family. In this case, a is equal to one. 
This weighting function had been used in FRANSYS which is a automatic 
fringe analysis software package. The definition of the Papoulis weighting
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function and its parameters follow.
w(n) — sin n =  0,1, • • •, N  — 1
Highest sidelobe level 
Sidelobe fall-oif 
Coherent gain
3.0 dB bandwidth
=  -23 dB 
=  -12 dB/Oct 
=  0.64 
=  1.23 Bins
(3.3)
Figure 3.6: The Papoulis weighting function
Figure 3.7: The frequency response of the Papoulis weighting function
Hamming weighting function The Hamming window can be 
thought of as a modified Hanning window. The Hamming weighting function 
for DFT is identified by
w(n) =  0.54 — 0.46 cos , n =  0,1, • • • ,N  — 1 (3.4)
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\From Eq. 3.4, It is easy to spot the similarity between Hamming and Han­
ning weighting function. The Hamming weighting function and its frequency 
response is shown in Figure 3.8 and 3.9, respectively. It is noted the deep 
attenuation at the missing sidelobe position. The following is its performance 
parameters.
Highest sidelobe level =  -43 dB 
Sidelobe fall-off =  -6 dB/Oct
Coherent gain =  0.54
3.0 dB bandwidth =  1.5 Bins
Figure 3.9: The frequency response of the Hamming weighting function
Blackman weighting function Generalizations of Hanning and 
Hamming weighting function for DFT sequence yield
w ( n )  =  Y ,  ( - 1)m“ mcos ( —TT-) . n = 0 ,1,-•• ,yv — 1 (3.5)
m=0 \  IV /
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Blackman used K  =  2 to null the shaped DFT output at f =  3.5/NT and 
4.5/NT by using a0 =  0.42, a\ =  0.5 and ai =  0.08. Figure 3.10 and 3.11 
shows the Blackman weighting function and its frequency response, respec­
tively. Its parameters follow.
Highest sidelobe level =  -58 dB
Sidelobe fall-off =  -18 dB/Oct
Coherent gain =  0.42
3.0 dB bandwidth =  1.68 Bins
Figure 3.10: The Blackman weighting function
Figure 3.11: The frequency response of the Blackman weighting function
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3.3 The Joint Effect of 1-D Weighting Func­
tion and Filtering Window
the rectangle filter window is used in the study. Although J. Schmit et.
Fourier fringe analysis, this study was only focussed on the effect of the size
tigated include the Rectangle, Hanning, Papoulis, Hamming and Blackman
When DFT is applied for fringe analysis in practical application, there 
are several sources of error which cannot be avoided. Some of these errors 
include :
• non-linearity of recording media
• errors introduced by optical geometry
• the influence of random noise
In order to be free from these errors, a computer generated interferogram is 
used in this experiment. The phase distribution of the computer generated 
interferogram is expressed as
Figure 3.12 shows the three dimensional plot of <t>(x,y). The computer gen­
erated interferogram used in this experiment is depicted in Figure 3.13. The 
wave length of carrier frequency in this interferogram is six pixels.
frequency domain by DFT. Then, various filtering windows with same size are 
applied to one of the sidelobes. It means that there are twenty-five results
Previous study [6] only concerned the effect of the weighting function, and
al. [7] have pointed out that the filter window influences the accuracy of
o f the rectangular window. A computer simulation has been conducted to 
investigate the combined influence of various weighting function and filtering 
window on the result of Fourier fringe analysis. The filtering window inves­
filtering window. This section is presented the result of the investigation.
0 otherwise
f(x,y) if/(*,!/) > 0 (3.6)
where
In each computer simulation, the weighted data is transformed into the
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2.5'
y position (pixel) 0 0  »position (pixel)
Figure 3.12: The 3-D plot of the computer generated interferogram’s phase 
distribution
for five weighting functions and five filtering windows. The heterodyning 
was removed by subtracting the term 27rx/0, where fo is carrier frequency, 
after the whole phase is retrieved. This procedure tends to increase the 
accuracy [8]. The error values are obtained by subtracting the calculated 
phase value form the theoretical one. A statistical analysis of absolute value 
of the error is performed. Figure 3.14 and 3.15 show the analysis result of 
the full field errors
After the profile of full field errors is inspected, it is found that the phase 
error at the rim region has a high amplittude. Obviously, the error in the 
rim region produces a misleading analysis result. Futhermore, the area of 
interest is usually in the center of the image in many partical application, 
for example Juge et al [9], Two further statistical analysis of absolute value 
of the error in the central regional are undertaken. In the first analysis, five 
pixels are masked out on both side of each raster line. The result is shown 
in Figure 3.16 and 3.17. Another is undertaken after ten pixels are masked 
out on both side of each raster line. The results of the second analysis are 
shown in Figure 3.18 and 3.19.
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Figure 3.14: The mean absolute value of the full field errors
Figure 3.15: The maximum absolute value of the full field errors
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Figure 3.16: The mean absolute value of the errors after five pixels are masked 
out
Figure 3.17: The maximum absolute value of the errors after five pixels are 
masked out
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Figure 3.18: The mean absolute value of the errors after ten pixels are masked 
out
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Figure 3.19: The maximum absolute value of the errors after ten pixels are 
masked out
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3.4 Discussion
A computer generated interferogram was employed in all experiments so that 
the results are free from all error except those created by the spectral leak­
age. According to the analysis result of full field errors, it indicates that the 
Hamming funcion performes better than other functions on average when the 
Rectangle filter is employed. It also shows that, when the Rectangle filter 
is used, the lowest maximum error is produced by the Hamming function. 
This explains why the Hamming function is widely recommended to alleviate 
the spectral leakage problem. However, the highest mean accuracy, which is 
±0.0046 rad. over the full field, can be achieved by the Hanning function 
and the Papoulis filter. The lowest maximum full field error produced by 
Hanning function and Papoulis filter is ±0.6792 rad..
Referring to partial field analysis, the mean error is significantly reduced 
by masking out 5 pixels on both sides of each raster line. On another hand, 
the reduction of mean error will be modest if further 5 pixels on both sides of 
each raster line are masked out. The lowest partial field mean error can be 
achieved by the Papoulis filter combined with the Hamming, the Rectangle 
or the Papoulis function. Further the amplitude of maximum error can be 
reduced significantly by masking more pixels in the rim region.
From Figure 3.14 to Figure 3.19, it is found that the Papoulis filter’s 
performance outvies all other filters under all condition in the experiment. It 
can be concluded that, based on this experiment, the Papoulis filter should 
be used for high accuracy 1-D Fourier fringe analysis. If the mean error is the 
most important factor, the Papoulis function should be used. However, the 
Hanning function should be employed, if the maximum error is critical. Apart 
from combining with the Rectangle filter, the performance of the Rectangle 
weighting function is not worse than other weighting functions if ten pixels 
are masked out. The Rectangle weighting function should be used when the 
computing time is a critical factor and the area of interest is in the central 
region.
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Chapter 4
The Effect of Weighting 
Function and Filtering 
Window on Accuracy of 2-D  
Fourier Fringe Analysis
4.1 Introduction
In the previous chapter, it is indicated that periodicity in both the time 
and frequency domain is implied by one dimensional (1-D) discrete Fourier 
transform (DFT). This implication is also true for the two dimensional (2-D) 
discrete Fourier transform. Figure 4.1 and 4.2 illustrates the implication. 
The 3x3 matrix, shown in Figure 4.1, is the sampled 2-D signal. When 
the signal is transformed into frequency domain by DFT, the signal must 
be interpreted as one period of a periodic 2-D function. Figure 4.2 shows 
the periodically extended function of the 3x3 matrix. The original signal is 
enclosed by the dotted line.
The negative effect of the periodicity is to introduce a discontinuity in 
the data between periods. As a consequence, spectral leakage occurrs. As 
in the one-dimensional case, a weighting function can be utilized to reduce 
the spectral leakage. In this chapter, the formulation and property of 2-D 
weighting functions is firstly discussed. Then, the result of a computer simu­
lation is presented to indicate the combined effect of weighting function and
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Figure 4.1: Two dimensional discrete signal
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Figure 4.2: Two dimensional periodic extension of signal shown in figure 4.1
filtering window on the performance of fringe analysis using two dimensional 
DFT.
4.2 Formation of 2-D Weighting Function
The 1-D weighting window is often employed as a prototype for generating 
a 2-D weighting function. There are two dominating approaches. The first 
method [1] is to form a 2-D window, tor(ni, nj), by
wr(ni, n2) =  wx(ni)wy(n2) (4.1)
The functions wx(ni)  and wy(n2) is a 1-D window sequences. It can be 
thought of that wr(nt, n2) is obtained by taking the outer product of tox(ni) 
and wv(n2). The second method [2] is to generate a 2-D window, wc(n j, n2), 
by sampling a circularly rotated 1-D continuous window function.
wc(nt, n2) =  w,(t)  (4.2)
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swhere t =  \Jn\ +  n\. The function wz(t) in Eq. 4.2 is a 1 -D analogy window.
Two well-behaved and popular 1-D windows , Hamming and Papoulis, 
are used as prototype in this experiment. Figure 4.3 shows the contour plot 
of the frequency responses of the Hamming outer-product window. Its first 
quadrant perspective plot of the frequency responses is shown in Figure 4.4. 
Figure 4.5 and 4.6 show the contour plot and first quadrant perspective plot 
of the frequency responses of the Hamming circularly rotated window. Fig­
ure 4.7, 4.8, 4.9 and 4.10 show a similar sequence of plot for the Papoulis 
outer-product window and the Papoulis circularly rotated window respec­
tively.
- 0.8 - 0.6  - 0.4  - 0.2 0  0.2  0.4 0.6  0.8
X Normalized Frequency
Figure 4.3: The contour plot of the frequency responses of the Hamming 
outer-product window
For a comparison, the contour plot and the first quadrant perspective plot 
of the frequency responses of the Rectangle window, i.e. no modification, is 
shown in Figure 4.11 and 4.12.
4.3 The Joint Effect of 2-D Weighting Func­
tion and Filtering Window
Studies conducted previously only address either the weighting function or 
the filter window [3] [4]. In this section, a number of weighting function and 
filter window are employed to examine the combined effect on the accuracy
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Figure 4.4: The first quadrant mesh plot of the frequency responses of the 
Hamming outer-product window
iM.a.a a a.0.0 o o o o o o  _ o o o o  0.0 ooo
- 0.4  - 0 .2  0  0.2
X Normalized Frequency
Figure 4.5: The contour plot of the frequency responses of the Hamming
circularly rotated window
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\Figure 4.6: The first quadrant mesh plot of the frequency responses of the 
Hamming circularly rotated window
Figure 4.7: The contour plot of the frequency responses of the Papoulis
outer-product window
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Y Normalized Frequency
X Normalized Frequency
Figure 4.8: The first quadrant mesh plot of the frequency responses o f the 
Papoulis outer-product window
Figure 4.9: The contour plot of the frequency responses of the Papoulis
circularly rotated window
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\Figure 4.10: The first quadrant mesh plot of the frequency responses of the 
Papoulis circularly rotated window
Figure 4.11: The contour plot of the frequency responses of the Rectangle
window
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Figure 4.12: The first quadrant mesh plot of the frequency responses of the 
Rectangle window
of 2-D Fourier fringe analysis. The one dimensional Rectangle, Papoulis and 
Hamming windows are used as prototypes to generate 2-D filter windows 
as well as weighting functions by both the outer product method and the 
circularly rotated method. These windows are described as well-behaved 
windows in the digital signal processing text books.
A computer generated interferogram also is used in this experiment. The 
phase distribution of the computer generated interferogram is expressed as
,, v j  f ( x , y )  if f ( x , y ) >  
n x , y )  =  <
( 0  otherwise
0
(4.3)
where
f ( x i y) =  0 .8tt [l “  (
x — 256 \ 1 ' j / -  2 56 y
256 7  +  l  256 )
A interferogram with non-vertical fringe, which is depicted in Figure 4.13, 
is used in the experiment. It is because the 2-D Fourier fringe analysis 
is able to cope with non-vertical carrier fringes. In order to increase the 
accuracy, the heterodyning was remove by subtracting the term 27rrfo, where 
r and fo is the position vector and the carrier frequency vector respectively, 
from the retrieved phase. The absolute error value is the absolute value of 
the difference between the theoretical phase value and the calculated one. 
Figure 4.14 and 4.15 show the analysis result of the full field absolute error.
It is similar with the 1-D Fourier fringe analysis result that the rim region
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Figure 4.14: The mean absolute value of the full field errors
2 5
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Figure 4.15: The maximum absolute value of the full field errors
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\has a high phase error. However, there is a distinction between them. In 
the two dimensional case, there are four rim regions on each edge of the 
interferogram in stead of two rim regions for one dimensional case. In order 
to avoid the misleading data, two further statistical analysis of absolute error 
in the central region are performed. The first analysis is carried out after five 
pixels are masked out on each side of interferogram. The result are shown in 
Figure 4.16 and 4.17. Figure 4.18 and 4.19 show the another analysis result 
of absolute error excluding ten pixels on each side of interferogram.
Rectangle Rotated Hamming Rotated Papoulis
Product Hamming Product Papouhs
2-D Weighting Function
Product Rectangle F ile r 
1 1 Rotated Hamming F ile r
Rotated Rectangle F ile r 
Product Papoufcs F ile r
■ Product Hamming F ile r  
Rotated Papouhs F ile r
Figure 4.16: The mean absolute value of the errors after five pixels are masked 
out
4.4 Discussion
A computer generated interferogram with non-vertical carrier fringe is used 
to reflect a generic case. The result of full field error indicates that the 
Papoulis outer-product weighting function and the Rectangle outer-product 
filter produce the lowest mean error, which is equal to ±0.0053rad.. The 
lowest maximum error is achieved by the combined effect of the Papoulis 
circularly rotated weight function and the Rectangle circularly rotated filter.
The lowest maximum error is reduced to ±0.0397rad. and to ±0.0189rad. 
when 5 and 10 pixels are masked out on each side of interferogram. The lowest
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2-D Weighting Function
H  Product Rectangle F iler Rotated Rectangle F ile r  Product Hamming Filer 
| | Rotated Hamming F ile r Ü  Product Papoulis F ile r  ^  Rotated Papouks F ile r
Figure 4.17: The maximum absolute value of the errors after five pixels are 
masked out
Figure 4.18: The mean absolute value of the errors after ten pixels are masked 
out
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\Figure 4.19: The maximum absolute value of the errors after ten pixels are 
masked out
mean error is ±0.001 Irad. and ±0.0008rad. corresponding to 5 and 10 pixels 
being masked out. From this experiment result, it is speculated that the 
Papoulis outer-product weighting function and the Rectangle outer-product 
filter is the best choice to alleviate the spectral leakage problem caused by 
2-D Fourier fringe analysis. Finally, the computer simulation reveals that 
the outer-product method is superior to the circularly rotated method when 
the same prototype window is employed to form a filter window.
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Chapter 5
Fringe Pattern Analysis by 
Phase-stepping Techniques
5.1 Introduction
The Phase-stepping techniques are developed from the integrating-bucket 
technique. The integrating-bucket technique [1] uses a time-varying fringe 
images of the form
I ( x ,y ; t )  =  / 0( x , y ) { l + 7 Cos[Q(f) +  ^>(x,j/)]}
=  / 0(x ,y ){ l  + 7 c o s [ 2 tt / 0 < +  <£(x, y)]} (5.1)
where I0(x ,y)  is the average intensity at each detector point, 7  is the mod­
ulation of the fringe pattern, <t>(x,y) is a phase to be determined, and f 0 is 
the temporal-carrier frequency introduced by a frequency-shifting device [2 ]. 
The phase-stepping techniques [3] can be considered as a discrete-time version 
of the integrating-bucket technique where the time-varying interferogram is 
sampled over a single period at time intervals A t =  l/Nf0, so that
In(x,y) =  I0{x ,y) {\  + 7 C o s [ ^ -M (x ,y ) ] }
= /0(ar,y){l + 7 cos[or„ +  0(ar, y)]} (5.2)
Where /„  represents the nth data frame of the phase-stepping technique, a„ 
is the phase shift of the nth frame of fringe images and n =  1 , 2 ,
6 8
ISince there are so many possible algorithms, a general phase measurement 
problem is firstly addressed. Then, the specific equations for the most used 
algorithms is presented.
Normally, N measurements of the intensity are recorded as the phase is 
shifted. For the general technique the phase shift is assumed to change during 
the detectors’ integration time, and this change is the same from data frame 
to data frame. The detector array will integrate the fringe intensity data 
over a change in relative phase of A . One set of recorded fringe pattern will 
be written as [4]:
=  ± /„ (z ,y ){l  +7Cos[<4(z,y) + a(i)]}da(t) (5.3)
where a,- is the average value of the relative phase shift for the ith exposure. 
The integration over a phase shift A  makes Eq. 5.3 applicable for any phase- 
shifting technique. After integrating Eq 5.3, the recorded intensity is
Ii(x,y) = / 0(x ,y ){l +  7sm c(y)cos[^(x,y) + a,]} (5.4)
where
A
2
If the phase shifts are stepped, i.e. A  =  0, the sine function will have a value 
of unity. Therefore, phase stepping is a special case of the integrating-bucket 
method.
For a total of N recorded intensity measurements the phase can be cal­
culated using a least-squares technique. Eq. 5.4 is first rewritten in the form
Ii{x,y) =  a0(x,y) + at(x, y)cosa , +  a2(x ,y ) sin a, (5.5)
where
<*o(x,y) 
“ l (* ,y )
ai(x,y)
h(x ,  y),
h(x,  y ) is inc (— ) cos[</>(x, y)], 
h ( x , y)7 s m c ( y ) sin[<A(x, y)],
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The unknowns of this set of equations are I„(x,y) ,  7  and <f>(x,y), which are 
represented by a0(x ,y ), a i(x ,y)  and a2(x ,y ). The least-squares solution to 
these equations is
' a0( x , y ) '
ai(ar,y)
■ 02 ( x , y ) .
=  A ' ( « i )  B(x,y,cti) (5.6)
where
N  J3cos(a,)
£ co s (a ,)  51 cos2 (a ,)
. 5Zsin(a,) 5 3 [cos(a,)] sin(a,)
£ s in (a .)  
E[cos(a,)]sin(a,) 
E  sin2(a.)
and
EI>(x ,y )
B ( x , y , aj) =  £  /<(x, y ) cos(ot)
.E A (x ,y )s in (a t) .
Eq. 5.6 must be solved at each point in the fringe image for ai(x ,y)  and 
a2(x ,y ). The matrix A  needs to be calculated and inverted just once because 
it is dependent only on the phase shift. The phase map of the unknown 
wavefront can now be determined easily by taking the ratio of a2(x ,y ) to 
a i(x ,y ):
<t>(x, y)  =  arctan
a2(x,y) (5.7)
_“ i(x ,y )
This phase calculation assumes that the phase shifts between measurement 
are known and that the integration period is constant for every measurement.
5.2 Phase-stepping Measurement Algorithms
5.2.1 Three Phase Step Algorithm
Three fringe images of different reference beam phase are required since the 
minimum number of equation required to solve Eq. 5.3 is three. In the case 
of three fringe images at a phase step of a,  the phase value at a given pixel
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»may be calculated from
4>(x,y) =  arctan ( h  ~  h)  cos/? +  ( /i  -  / 3)cos(/? +  a) +  (I2 -  7i)cos(/? + 2 a) (h  -  h )  sin 0  +  ( /1  -  / 3) sin(/3 +  a) +  ( / 2 -  /,)sin(/3  +  2a)
(5.8)
where /? is the initial phase difference.
In the case of a phase shift of j  with initial phase difference which is 
equal to i.e. /? =  J. The three intensity measurement can be expressed as
h ( x , y )  =  /o(a:, y ) { l  + 7 cos[^(x,y) +  ^])
h ( x , y )  = I o ( x ,  |/){ 1 + 7  cos[^(®, y )  + y ] }
h ( x , y )  = I 0 ( x , y ) { l  + 7  costar, y) + y ] }  (5.9)
The phase at each point in the fringe image is then simplified as
<l>(x, y) =  arctan (5.10)
If a phase shift of ^  is used and /? =  the three intensity measure­
ments become
h (x , y )
h ( x , y )
h(x,y)
M * ,y ) { l  + 7cos [0 (* ,y )-  y ] }
/o(ar, y ){ 1 +  7 Cos[<^(x,y)]}
27T
M * ,y ) { l  + 7 cos[<A(x,y)+ — ]} (5.11)
The phase value is computed using the formula
<j>(x, y) =  arctan >/5(/3 -  h)
2 /1  — l ì  — 1 3
(5.12)
5 .2 .2  Four Phase Step Algorithm
The four step algorithm utilises four successive fringe images with the ref­
erence phase shifts between each frame. For phase-shift interferometry, the 
phase steps of multiples of | is convenient to achieve. Furthermore, with 
frame processing and lookup-table manipulations, the phase value could be 
rapidly calculated using four step algorithm [5]. Usually, a price is paid in
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accuracy if a lookup-table is used. When the phase shifts are introduced as 
0, x, within one period of the fringe, four sets of intensity measurement 
can be written as
/i (x ,y )  =  70( x ,y ) { l +7Cos[^(x,y)]} 
h (x , y )  =  Io(x,y) {l  + 7 c°s[<£(x,y) +  ^ ]} 
h (x , y )  =  / 0( x ,y ) { l +7Cos[<^(x,y) + x]}
I*(x,y)  =  70(x ,y ){ l  +  7Cos[^(x,y) +  ^ - ] }  (5.13)
The phase value at each point in the fringe image can be obtained by
<t>(x, y) =  arctan
h ~ h
(5.14)
5.2 .3  Carre’s Algorithm
In the algorithm described in section 5.2.1 and 5.2.2, the phase shift is known 
either by calibrating the phase shifter or by measuring the amount of phase 
shift each time it is moved. Carre [6] introduced a technique of phase mea­
surement that is independent of the amount of phase shift. It is assumed 
that the phase is linearly shifted by 2 a between consecutive intensity mea­
surements. Four frames of intensity data are recorded in this manner:
7 i(x,y) =  70( x , y ) { l + 7 cos[< £ (x ,y )-3a]} 
h {x , y )  =  70( x , y ) { l + 7 C o s[^ (x ,y )-a ]} 
h ( x , y )  =  70( x , y ) { l + 7 Cos[<^(x,y) +  a]}
74(x ,y ) =  70(x ,y ){ l  +  7Cos[^(x,y)  +  3a]} (5.15)
The phase calculated at each detected point (x, y) in the fringe image is 
y) =  arctan
v w *  -  h )  -  (A -  / 4)][(/2 -  73)(7i -  74)]| 
| (/2 +  h ) -  ( / .  +  /<)|
(5.16)
where the phase falls between 0 and The signs of the quantities 
h - h  =  (27q7 sin a)  sin[^(x, y)]
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\( h  +  h )  -  ( h  +  / « )  =  ( 2 / o7  sin2 a  cos a) cos[<£(x, y)]
determine in which quadrant to place the phase because these quantities 
are proportional to sin[<^(x,y)] and cos[^(x, y)]. Difficulties can arise with 
Carre’s algorithm, if the original phase difference between the two beams is 
close to m 7r, where m is an integer. In these conditions, the numerator and 
denominator of Eq 5.16 tend to zero. As a result, the uncertainty in the 
values of tan[<^(x, 3/)] incresaes.
5 .2 .4  Five Phase Step Algorithm
Schwider et al [7] proposed a algorithm with five intensity measurements 
to diminish the errors caused by the reference phase deviations from ideal. 
Hariharan et al [8] refined this idea and developed the five phase step algo­
rithm. The algorithm uses five measurements of the intensity corresponding 
to additional phase steps of —2a, —a, 0, + a  and +2a. The five intensity 
measurements can be expressed as
h(x ,y )  =  / 0(x ,y ){ l  + 7cos[<£(x,y)-2a]} 
h(x ,y )  = /0( x ,y ) { l+ 7 cos[(/>(x,y)-a]} 
h(x,y) = /0( x ,y ) { l+ 7 Cos[( (^x,y)]}
I4(x,y)  =  /o (x ,y){l  + 7 Cos[<£(x, 2/) + a]}
h(x ,y )  =  7o(x, y){l  + 7 cos[^(x,y) + 2a]} (5-17)
These equations yield the result
I2 — I4 sin a  sin[^(x, y)]
2 /3  — 7g — / 1  (1  — cos 2 a ) cos[^(x, j/)]
When a  =  5 , the right hand side of Eq. 5.18 reduces to
(5.18)
1
2  tan <t>(x,y)
Therefore, the phase value at each point in the fringe image can be cal-
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culated by
(5.19)<l>(x,y) =  arctan 2 ( / ,  -  I4) 
2 /3  - h - h
Since it is not possible for the numerator and denominator of Eq. 5.19 to go 
simultaneously to zero. The problem associated with Carre’s algorithm is 
avoided.
Hariharan et al [8] showed that the five step algorithm gives very small 
errors, ± 0 .02°, for 2 .2 % deviations of the phase step a from a nominal value of 
j .  Furthermore, the use of the five step algorithm also reduces substantially 
the effects of deviations from linearity of phase shifting device.
5 .2 .5  N + l  Phase Step Algorithms
Larkin et al [9] generalized the work of Hariharan et al [8], and introduced a 
class of phase-stepping algorithms that are called N +l phase step algorithms. 
The algorithms have low sensitivity to error caused by phase shifter miscal- 
ibration. It can also be used in measurement system with non-sinusoidal 
periodic fringe. This means that the error introduced by detector nonlinear­
ities is eliminated. The algorithms are characterized by having N +l samples 
separated by N equal intervals over whole period. In other words, This 
algorithms have a phase shift of 2 n/N, which is similar to the algorithms 
described previously, with an extra data having a 2tt phase shift relative to 
the first data. The N + l phase step algorithms can be represented by the 
following equations
4>(x,y) =  arctan
CqV n+i ~  A) +  E " - , 1 sin ( ^ )  /„+ , 
cos ( 2^ )  / n+1
(5.20)
when N is even
1 (N /2 ) - l 47TTI
VIf N =  6, the relative phase shift is equal to tt/ 3. From Eq. 5.21
1
C° “ 2n/3
Eq. 5.20 therefore becomes to the following.
<j>(x, y) =  arctan s/3(/a +  h  — h  — h )  +  ( h  ~  I\)/\/3 
—Ii — I2 + I3 + 2 /4  +  Is — Ie — It
5.2.6 ” 2 + 1 ” Algorithm
When a large optic is tested, it is sometimes difficult or impossible to move 
the optic to a test environment. If the optic is tested in a workshop environ­
ment, the vibration will be likely to impair the algorithm described previously 
in this chapter. Wizinowich [10] invented a ” 2+1” algorithm to alleviate the 
problem caused by the presence of vibration and air turbulence. For this 
algorithm, two intensity measurements, I\ and I2, are taken very quickly 
with a 7t/ 2  phase shift between them. The two intensity measurement can 
be expressed as
A third intensity measurement, I3 , that is the average of two frames with a 
n phase shift between them provides the dc intensity.
Since / 3 can be acquired at any time, only / 1  and I2 are time critical. If a 
CCD video camera is used with a synchronized shutter, two frames with 1ms 
or less exposures can be recorded as quickly as 1 fis apart on either field of
h(x,y) =  /o(z,!/){l + 7 C o s [< £ (x , i / ) ] }  
Ii(x,y) = Io(x,y){l + 7 Cos[«J(x,y) -  ^]} (5.23)
Io(x,y) (5.24)
The phase is then calculated from the following equation.
<t>(x, y) =  arctan —
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5.3 The Problem associated with Phase-stepping 
Techniques
5.3 .1  Phase Shifter Errors
The basic equation for phase-stepping techniques was given by Bruning et 
al [3]:
a, -  _  E?=i M *,y)sinar /ctan<p(x,j/) — R (5.25)
E r=l Ir(X, J/)cOSC»r
where y ) is the phase to be measured, ar is the phase shift, R is the 
number of phase steps and Ir(x, y)  is the intensity distribution in the detector 
plane in the absence of errors. If a phase-shifter calibration error is present, 
the phase shift may be written as
the interline transfer.
ar =  o r +  er (5.26)
The intensity as the measured quantity can be written as
K(X,V) =  Io (x ,y) { l  + 7 cos[<£(x , j/) +  a r + e r]} (5.27)
l'r(x, y)  is subjected to the measuring algorithm contained in Eq. 5.25. There­
fore, the measuring phase <j>'(x,y) differs from the true phase <j>(x,y) by a 
small deviation :
A<(>(x,y) =  4>\x,y) -  4>(x,y)
Furthermore, the following holds
Un<t>\x,y) =  —fV _  l'r(x,y)  sin ay
D  £*=i / '(x ,y )c o s a r
(5.28)
Finally, A</>(x,y) can be expressed as
A</>(x,y) =  arctan — — arctan(tan[<^>(x, j/)]) 
=  arctan jV ~ jP ta n W l’ y)] (5.29)
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Using the orthogonality relations of the sine and cosine function and 
assuming that er is small, we can put coser =  1 and siner =  er. Then the 
following expression can be derived
A<l>(x,y) =  arctan E?=i £, -  C cos[2<ft(j , y)] -  5  sin[2</»(x, y)] 
R — C  sin[2< (^:r, y)] +  S cos[2<^(x, y)] (5.30)
where R
C  =  ^2 eT cos 2a r
r=l
R
S =  ¿ 2  er sin 2ar
r=1
In Eq. 5.30, the mean value of the phase error
1 R
n  r=l
preponderates all other terms. It means that the errors in phase resulting 
from a zero mean calibration error or nonlinearity in the phase shifter will 
decrease as the number of measurements increases [7].
Nonlinear phase-shifter errors can be reduced by applying certain algo­
rithms such as the Carre algorithm; however, they cannot be eliminated [1].
5 .3 .2  Detector Nonlinearities
A detector’s nonlinear response can introduce phase errors. Recently, CCD 
detector arrays are usually used to recode the fringe image. The phase errors 
will be obvious, if the CCD detector array are not consistent from detector 
to detector, or the gains in the two set of shift registers are not equal and 
nonlinear.
When a second-order nonlinearity is present in the detected intensity, 
a minimum of four measurements is necessary to obtain an accurate phase 
calculation [1]. For higher-order nonlinearities, Table 5.1 shows which orders 
of detection errors will affect the measurement for small numbers of phase 
steps [11], The dashes in Table 5.1 indicate which detection nonlinearity 
orders do not contribute to phase errors in the various algorithms.
\Number of steps
Harmonic order
2 3 4 5 6 7 8 9 10 1 1
3 2 - 4 5 - 7 8 - 10 1 1
4 - 3 - 5 - 7 - 9 - 1 1
5 - - 4 - 6 - - 9 - 1 1
Table 5.1: The effect of harmonic order on various algorithms
5 .3 .3  Intensity Error
One of various error sources in phase-stepping techniques is intensity er­
ror; for example: statistically independent intensity fluctuation and inten­
sity quantization error. Brophy [12] had established an algorithm-dependent 
relationship between the mean-square error of the computed phase and cor­
relations of intensity error between frames.
If the computed phase, </>, is expanded as a function of many intensity 
variables in a multivariate Taylor series, the <j> can be expressed as
*' =  *  +  £ ( ! £ )  A /„  + 0 ( A / 2) (5.31)
where 0 ( A / 2) is all terms containing products of intensity deviations and /„  
is given by Eq. 5.2. If these intensity differences are small, all terms higher 
than the linear term in intensity difference may be neglected. Furthermore, 
if the errors in intensity are regarded as statistical quantities, manipulation 
of Eq. 5.31 gives
* " ? ? ( & )  ( f t )  (532)
where is the mean-square error in the computed phase and ( A / „ A /m) is 
a general cross-correlation of intensity deviations among the various frames. 
Many phase-stepping algorithms are of the form
<t> =  arctan ^-yp- p- (5.33)
where /„  is the measured intensity distribution and A n and Bn are coefficients 
of the specific algorithm. Using Eq. 5.2 for /„  and Eq. 5.33 to evaluate the
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derivatives in Eq. 5.32, the mean-square error is approximated by
„ cos <f>— Bn sin 4>)X(Am cos <t> — Bm sin <t>)(AInA I m)
n m
(5.34)
where
c = ( i : £ n / „ ) 2+ ( i : A ,/n)2
is algorithm-dependent coefficient that is independent of <)>.
Brophy [12] also pointed out an interesting difference between the case 
of quantization error and the case of uncorrelated intensity fluctuation. In 
the case of uncorrelated intensity fluctuation, the more measurements that 
are made, the better the statistical averaging. On the other hand, for quan­
tization error, the phase mean-square error is independent of the number of 
frames.
(<?7/o)2
5.4 Application Example of Phase-stepping 
Techniques
This application example, which is stored in the example database of the 
optical engineering group at the University of Warwick, records the modes 
of vibration of a plane sheet caused to vibrate with an impinging air jet. 
This example was originally recorded in a dual reference beam holographic 
system. The experiment is fully described in reference [13].
The three step algorithm was applied with a phase step ^  between the 
images. Figure 5.1 - 5.3 show the three interferograms recorded in the ex­
periment. In a three phase algorithm, Eq. 5.8 is employed to compute the 
phase, </>(x,y), at a given pixel. A low modulation point is identified when, 
for the quantity under the arctan, both the numerator and denominator 
of Eq. 5.8 are small. The critical size for the numerator and denominator 
is empirically determined. Figure 5.4 shows the detected low modulation 
points. Obviously, this is a successful method of detecting bad data points 
for phase-stepping techniques. Figure 5.5 shows the wrapped phase map for 
the vibrating board. The wrapped phase map is unwrapped by the minimum 
spanning tree unwrapping algorithm which is described in Chapter 7. The
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\Figure 5.1: First holographic interferogram of vibrating board
Figure 5.2: Second holographic interferogram of vibrating board
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Figure 5.3: Third holographic interferogram of vibrating board
edge detection and tile connection tree is shown in Figure 5.6. Figure 5.7 
shows the mesh plot of unwrapped phase for the vibrating board. Any tile 
with more than 25 % of their area consisting of low modulation points has 
been rejected during the analysis.
8 1
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Chapter 6
Fringe Pattern Analysis by 
Spatial Phase-stepping 
Technique
6.1 Introduction
Phase-stepping (PS) techniques and discrete Fourier transform (D FT) tech­
niques are two main groups of techniques for quantitative phase measurement 
from fringe patterns. Each technique has its inherent merits and drawbacks. 
Selection of the analytic technique should be depended on the circumstance 
of individual case.
The DFT techniques are operated globally and based on a spatial carrier 
approach. The main advantage of DFT techniques is that only one fringe im­
age is required. This is essential for analysing dynamic events or performing 
measurement in adverse conditions. Another asset is that DFT techniques do 
not require a special phase-shifter. However, in interferometric measurement, 
additional systematic errors will be caused by unwanted aberrations because 
of the high frequency carrier fringe. The PS techniques which are based on a 
temporal carrier approach measure the phase of fringe patterns by using N 
frames of images which is taken while the reference wavefront is shifted by 
2n/N between successive frames. The main advantage of PS techniques is 
that its computing processing is simple and fast. This enables the analysis 
to be completed in one frame rate. There is also an image size advantage to
8 6
\PS techniques. The PS techniques have a time complexity of O(n); however, 
the DFT techniques have a time complexity of 0 (n 2),where n is the number 
of pixels in the fringe image. This implies that the PS technique is suitable 
for analysing high-resolution fringe images. Another advantage is that low 
modulation points can be easily detected in PS techniques. The disadvan­
tages are that the PS techniques require additional calibration procedure and 
a stable experimental environment. A detailed comparison between the two 
techniques can be found in reference [1, 2, 3].
Recently, research work has focused on developing an analytical method 
which combines the computing simplicity of PS techniques with the dynamic 
event analysis capability of DFT techniques. Firstly, previous research work 
in this area is reviewed. Then, a novel Spatial Phase-stepping technique is 
presented. As an application example, the technique is employed to analyse 
an interferometric fluid flow measurement.
6.2 Previous Research Works
6.2.1 Spatial Version o f the Phase-stepping Technique
Fig. 6.1 (a) exemplifies the temporal version of the phase-stepping technique 
described in Chapter 5. In this method, N  fringe images with a phase shift of 
2n/N are separated at N  discrete time intervals. On the contrary, the spatial 
version of phase-stepping technique simultaneously acquires N  phase shifted 
fringe images in N  discrete spatial locations. Fig. 6.1 (b) illustrates this 
concept. There are three principal optical methods to generate simultaneous 
phase shifted fringe images: (i) polarisation techniques, (ii) colour separation 
techniques and (iii) diffraction grating techniques. These techniques are now 
described briefly.
In polarisation techniques [4, 5], fixed polarisation elements that are ori­
entated properly are inserted into separate output channels to generate the 
required phase shift simultaneously. The three-channel polarisation inter­
ferometer [5] is described to explain the basis concept. Fig. 6.2 depicts the 
optical arrangement o f the interferometer. The three-channel polarisation 
interferometer can be considered as an instrument that is composed of two
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\Figure 6.1: Schematic respresentation of temporal (a) and spatial (b) version 
of phase-stepping technique
parts: the polarisation interferometer and the interference channels. The 
polarisation interferometer, which is shown in the left part of Fig. 6.2, gen­
erates collinear reference and signal wavefronts of orthogonal polarisation 
states. Then, the light is steered to the interference channels. The input 
light is split by non-polarising beamsplitters into three channels. Quarter- 
wave retarders, that are oriented in parallel to the polarisation axis, shift 
the relative phase by 7r/ 2  and tt in channel Cl and C2, correspondingly. In 
each channel, a polariser oriented at 45 deg to the polarisation axis mixes 
the wavefront polarisations, and the resulting fringe pattern is detected by 
CCD cameras. The phase can be calculated by three phase step algorithm.
Harding et al [6] suggested a method to obtain simultaneously three im­
ages by the use of RGB colour camera viewing gratings with three differ­
ent colours. Fig. 6.3 shows the colour projection moire system proposed by 
Harding et al [6]. The system is a modified version of the standard projection 
moire system. A three-colour grating is employed as a master grating while 
the submaster grating is an ordinary black and white one. This configura­
tion produces a set of three phase-shifted moire patterns while a white light 
source is used. The moire fringe patterns are then separated and recorded 
simultaneously using a solid state RGB camera.
The diffraction grating technique utilizes the ability of a grating to diffract 
and phase-shift an illuminating beam. Combining with the principle of phase­
stepping interferometry, the grating technique had been applied to different 
types of interferometer [7]. Recently this technique had also been used in
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»Ref. Mirror
C 1
Polarisation Interferometer Interference Channels
Figure 6.2: The three-channel polarisation interferometer; BS 1-3, 
beam-splitter; P, polarisator; QWR, quarter-wave retarder; C 1-3, CCD cam­
eras
Figure 6.3: The colour projection moire system with RGB camera [6]
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holographic interferometers [8]. Fig. 6.4 shows the schematic diagram of a 
multi-channel radial-shear interferometer [9]. A set of an afocal telescope and 
a diffraction grating is added to each arm of beam paths to generata mul­
tiple reference and test beams. The radial-shear ratio is determined by the 
combination of line frequencies of gratings and focal lengths of re-collimating 
lenses. Translating the grating 2 laterally by xg with respect to the optical 
axis, a phase-shift is introduced to each of the higher order diffracted beams. 
Three phase-shifted interferograms are simultaneously recorded, and then 
analyzed.
6.2 .2  Spatial-carrier Phase Stepping Technique
Shough et al [10] proposed a technique which is related to both the Fourier 
transform technique and phase stepping technique of computing the phase 
to analyse an aerodynamic phenomena, and called it spatial phase-shifting 
interferometry. Kujawinska et al [11] extended the phase-shifting interfer­
ometry to analyse the general fringe image and called Spatial-carrier phase 
shifting (SCPS) technique.
In Spatial-carrier phase shifting technique, a large amount of tilt is intro­
duced to obtain approximately 7t/ 2 phase shift between successive pixels:
I i ( x , y )  =  a ( x , y )  +  b ( x , y )  cos { 2 n f 0 [ x  + — ] + ¿ (x ,i/) }  (6 . 1 )
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where / 0 is the spatial carrier frequency in the fringe image. Then, three 
sequential pixels are used to calculate the phase according to the standard 
three phase-stepping formula:
<t> (*,.?) =  arctan (6.2)
where ( i , j )  is the coordinate (x ,y ) given in number of pixel and / i  =  l ( i  — 
l i i ) i  h  =  /(*, j )  and I3 =  I(i +  1 , j )  are intensities in three sequential pixel 
in line.
Then, the previously introduced tilt is removed by
(6.3)
In order to obtain the wrapped phase map, arctan has to be used again:
=  arctan sin[<A'(i, j)]  cos[<£'(i,j)] (6.4)
Finally, the unwrapping procedure is used to obtain the contiguous phase 
function.
The basic assumptions made in this method are: the proper carrier- 
frequency, the sinusoidal profile of the analysed fringe and slowly varying 
phase, so that it may be assumed that its value is constant within three se­
quential pixel. Kujawinska et al [11] pointed out that the use of the three 
phase-stepping algorithm suffers from two types of systematic errors : one 
is that an envelope error function modulating with the double frequency of 
the phase fringe; another is that a high frequency error modulating with the 
frequency of the fringe pattern.
The high frequency error may be significantly removed by using a 3x3 
median filter on an unwrapped phase or using a five phase-stepping algo­
rithm [12]. The last solution is very efficient because the algorithm gives the 
phase value at the centre of the group of pixels and it is not significantly 
affected by moderate departures of the fringe spacing from its nominal value.
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6.3 Spatial Phase-stepping Technique
In the SCPS technique, the amount of tilt has to be introduced very accu­
rately so that the phase shift between successive pixels is equal to tt/ 2. Oth­
erwise, an additional linear phase term will be caused in the retrieved phase. 
Although the linear phase term can be cancelled by subtraction, the value 
of the linear term in the retrieved phase has to be found by a complicated 
curve fitting processing. This section presents a novel spatial phase-stepping 
(SPS) technique which can be applied to the fringe image with any spatial 
carrier frequency. Furthermore, this technique removes the introduced tilt 
automatically.
For a fringe image with spatial carrier, its intensity can be described as
Where <j>(x, y) contains the desired information and Io(x, y) represents inten­
of the spatial carrier, which is independently determined. After the fringe 
image is digitized, its intensity can be described by the following discrete 
equation.
The resolution of the digitized interferogram is N  by TV pixels. The interfer- 
ogram may be split into three images in the following manner:
(6.5)
sity caused by non-uniform reflection by the test object. P  is the wave length
(6.6)
where
m =  0,1, • • •, N — 1 n =  0,1, • • •, N  — 1
Ii(m ,n ) =  I (0  +  m P,n)
=  Io3 (m ,n ) {1 +  7  cos [2/? +  <£3(m,Ti)]} (6-9)
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Vwhere
int(x) returns the integer value of x; and
Based on equations 6.7 to 6.9, 7i(m ,n), / 2(m ,n ) and / 3(m ,n) can be 
treated as three separate phase stepped fringe images of a test object, with 
phase distribution <f>'(m.n) and phase shift /?, provided :
<t> (m .n) »  </>i(m,n) «  <t>i(m,n) «  ^3(m ,n) (6.10)
As a consequence, <f> (m.n) can be calculated by the three phase step 
algorithm. The SPS technique is based on the following assumptions:
1. The profile of the analysed fringe is sinusoidal.
2. The resolution of the fringe image is high and the phase varies slowly, 
so that Eq. 6.10 is valid.
3. The spatial carrier frequency is high. Usually, the wave length of the 
spatial carrier will not be greater than ten pixels.
The SPS technique utilizes a line of pixels, distributed over the whole 
wavelength of the spatial carrier, to calculate the phase value of the centre 
pixel. Obviously, the resolution of computed phase in x direction is reduced 
by a factor of the spatial carrier wavelength. Although the three-phase step 
algorithm is used to illustrate the SPS technique, any phase step algorithm 
can be employed to calculate the phase value.
6.4 The Error Analysis
Computer simulation experiments have been undertaken to demonstrate the 
theory and to analyse systematic errors. A number of computer generated 
interferograins with various phase profiles are used. All computer generated 
interferograms are sampled by 1024 X 1024 pixel and quantised by 8 bits.
93
For all error analyses in this section, it is assumed that the fringe visibility 
is 100%, i.e. 7 = 1 ,  the average intensity, /o, is constant and the wavelength 
of the spatial carrier is equal to six pixel. The phase distribution of the 
computer generated interferogram is expressed as
M  =  3. The three split images are shown in Fig. 6.5. The split images are 
analysed by FRANSYS using phase-stepping option. The computed wrapped 
phase map is shown in Fig. 6.6. The error map was obtained by subtracting
phase errors is shown in Fig. 6.7. The Maximum phase error was found to be 
approximately ± l/70tfi of a fringe. Fig. 6.11 and 6.13 show the theoretical 
phase value and error map of raster line 512 and 256 respectively.
ducted on a computer generated interferogram with maximum phase value 
of 3:r, i.e. M  =  1.5. It means that the peak-to-valley (P-V) value of phase 
distribution is reduced to half of the previous analysis. The split images 
are shown in Fig. 6.8. The spilt images are also analysed by FRANSYS us­
ing phase-stepping option. The computed wrapped phase map is shown in 
Fig. 6.9. This calculation, with the peak-to-valley (P-V) value of phase error 
reduced by a factor of two, produces maximum phase errors of ± l/140tii of 
a fringe. Fig. 6.10 shows the contour plot of phase errors produced in the 
analysis. It is found that the profile of error map of this analysis is similar to 
that of the previous analysis. Fig. 6.12 and 6.14 show the theoretical phase 
value and error map of raster line 512 and 256 in this analysis respectively.
Referring to Fig. 6.13 (a) and 6.14 (a), the rate of phase change at the 
edge of the field-of-view of raster line 256 are zero, for both phase profiles. 
The errors, which are shown in Fig 6.13 (b) and 6.14 (b), correlated with the
<t>{x,y) =
f ( x ,y )  if f ( x , y )  >  0
( 6 . 11)
0 otherwise
where
and M is a dimensionless constant.
The first analysis is tested on a computer generated interferogram with
the retrieved phase from the theoretical phase value. The contour plot of
In order to investigate the effect of phase profile, another analysis is con­
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\Figure 6.8: The three images split from the interferogram with M=1.5 (pixel 
samples in steps of 6 in y axis)
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Figure 6.9: The wrapped phase map of the interferogram with M=1.5 (pixel 
samples in steps of 6 in y axis)
Figure 6.10: The contour plot of phase error of the interferogram with M=1.5
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same region are also zero in both analysis. In addition, it is observed that the 
error associated with the central turning point of phase profile of each raster 
line is zero. It is known that the slope of the turning point of a curve is zero. 
A comparison of the absolute phase errors for both phase profiles shows that 
the error is doubled when the P-V phase excursion is doubled. Furthermore, 
the maximum error occurs in the region where the phase distribution varies 
rapidly. From these observations, it can be speculated that the absolute phase 
error is directly proportional to the gradient of the phase surface across the 
whole spatial carrier wave.
position
(b)
(pixels)
Figure 6.11: The error analysis of the interferogram with M=3 a) The theo­
retical phase value of raster line 512, b) The error map of raster line 512
6.5 Application Examples of the Spatial Phase­
stepping Technique
Two examples are now presented to demonstrate the potential of spatial 
phase stepping in fluid flow measurement. Initially, the interferograms were 
recorded using double-exposure pulsed holography. The interferometric im­
ages were subsequently generated in a conventional holographic reconstruc-
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\Figure 6.12: The error analysis of the interferogram with M=1.5 a) The 
theoretical phase value of raster line 512, b) The error map of raster line 512
Figure 6.13: The error analysis of the interferogram with M=3 a) The theo­
retical phase value of raster line 256, b) The error map of raster line 256
100
Figure 6.14: The error analysis of the interferogram with M=1.5 a) The 
theoretical phase value of raster line 256, b) The error map of raster line 256
tion system and imaged onto photographic film. In both cases, the spatial 
carrier frequency, upon which the data was encoded, was determined by mea­
suring the frequency at which the power spectrum reached a maximum. The 
resolution in the y direction is also reduced by the same factor as in the x 
direction.
Fig. 6.15 shows an interferogram of two-dimensional transonic flow around 
a DCA-Profile (cord length =  75.7 mm). The original hologram was recorded 
at EPFL Lausanne. The experiment is described in detail in reference [13]. 
The photographic image was digitized to a resolution of 1762 x 1776 pixels 
and the wavelength of the spatial carrier wave was found to be seven pixels. 
The split phase stepped images, derived from the single input image, are 
shown in Fig. 6.16. Fig. 6.17 shows the wrapped phase map computed by 
spatial phase stepping. The SPS technique required 4 minutes 14 seconds 
CPU time to process on a Sun Sparc 1 workstation. Fig. 6.15 was also 
analysed by the DFT technique and, in comparison, the processing took 34 
minutes 57 seconds. The wrapped phase map retrieved by the DFT technique 
is shown in Fig. 6.18. In order to facilitate the comparison, Fig. 6.19 and 
Fig. 6.20 show the contour plot of unwrapped phase retrieved by SPS and
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\Figure 6.16: The three images split from the interferogram of a 2-D transonic 
flow field
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DFT technique, correspondingly.
Figure 6.17: The wrapped phase map of 2-D transonic flow field computed 
by SPS technique
Figure 6.18: The wrapped phase map of 2-D transonic flow field computed 
by DFT technique
The second example concerns the analysis of transonic flow around a 
NACA 0012 aerofoil at a free stream Mach number of 0.80. The image, 
which is shown in Fig. 6.21, was recorded by the Sowerby Research Centre, 
British Aerospace PLC, and digitized at a resolution of 1500 dpi to form a 
3852x3860 pixels image.
The wavelength of the spatial carrier wave was calculated as twelve pixels 
and the subdivided phase stepped images are shown in Fig. 6.22. Fig. 6.23
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Figure 6.19: The contour plot of unwrapped phase of 2-D transonic flow field 
retrieved by SPS technique
Figure 6.20: The contour plot of unwrapped phase of 2-D transonic flow field 
retrieved by DFT technique
\
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\shows the wrapped phase map computed by spatial phase stepping. The SPS 
technique and phase unwrapping required 36 seconds CPU time to process on 
a Sun Sparc 1 workstation. If the 3852x3860 pixels image is directly analysed 
by DFT method, the computing time will be excessively long. Furthermore, 
no information will be lost, if the image is digitized at a lower sampling rate on 
condition that the sampling rate is higher than the Nyquist rate. Therefore, 
in order to make a comparison between the SPS and DFT method, the image 
was again digitized at a lower resolution of 600 dpi, which is just above the 
minimum sampling rate. The low resolution image was then analysed by 
the DFT method. There are two main reasons for using a low resolution 
image for DFT analysis: firstly, the shortest computing time required by the 
DFT method can be obtained; secondly, the resolution difference between 
two methods is shortened so that the quality of the results retrieved by 
two methods can be fairly compared. The wrapped phase map of the low 
resolution image retrieved by the DFT technique is shown in Fig. 6.24. The 
processing, which includes phase unwrapping, took 13 minutes 55 seconds.
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\Figure 6.22: The three images subdivided from Figure 6.21
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VChapter 7
The Minimum Spanning Tree 
Approach to Phase 
Unwrapping
7.1 Introduction
All the techniques described in pervious chapters produce a result that is 
wrapped into the range — n to 7r. The result is called a wrapped phase map. 
The wrapped phase map can be displayed by using a grey scale to represent 
phase. Fig. 7.1 shows an example of the wrapped phase map, in which black 
is —7r and white represents n. The aim of the phase unwrapping is to restore 
the unknown multiple of to all pixels so that the physical quantity can 
be deduced from the phase distribution. In order to produce an automatic 
phase unwrapping system, the phase unwrapping strategy must be able to 
cope with the following serious problems.
1. Points of low modulation, which are produced from quantization of in­
tensity measurement and may result in a large error in the measurement 
of phase.
2. Points of noise, caused by speckle or random noise.
3. Discontinuities, resulting from gaps in the fringe field, the edges of 
objects, or overlapping objects.
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4. Ambiguous areas, resulting from an insufficient pixel resolution to re­
solve all of the fringe.
Figure 7.1: A wrapped phase map computed by DFT method
A brief overview is presented to outline the recent developement of the 
phase unwrapping algorithm. Then, the hierarchical phase unwrapping tech­
nique using the Minimum Spanning Tree approach [1] and the theory on 
which it is based will be discussed in detail.
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7.2 A  Brief Overview o f Phase Unwrapping 
Algorithm
Fringe counting or fringe scanning is the primitive algorithm for phase un­
wrapping. This algorithm involves traversing through each row of the data 
looking for the phase roll-over points. A count, N, of the roll-over point 
is kept. The count is increased or decreased dependent on the direction of 
roll-over. 2Nn is then added to the phase value of each successive pixel. 
The relative phase between each row of data is determined by unwrapping 
through the centre column of pixels. Although a number of improvements 
has been suggested, this approach fails easily in the presence of noise. Ghiglia 
et al [2] applied cellular automata to phase unwrapping. This algorithm is 
capable of adjusting automatically to point like inconsistencies. The cellular 
automata treats each pixel in the image as a point in a discrete lattice of 
sites. The value of each site evolves in discrete time steps according to the 
rules that depend only on a local neighbourhood of sites around it. Many 
global iterations are required for convergence.
Gierloff [3] has suggested a method to confront the problem posed by large 
scale discontinuities. This method identifies regions within which the phase 
appears consistent. These regions are intelligently phase shifted with respect 
to one another. Later, a number of researchers employed the area based 
approach to phase unwrapping [4, 5]. A fundamentally different approach 
to phase unwrapping hits been suggested by Green and Walker [6], The 
proposed algorithm attempts to eliminate the step changes by examining the 
spectrum of the unwrapped phase. This algorithm has been tested on the 
one-dimensional case.
Goldstein et al [7] and Huntley [8] have suggested an algorithm based on 
placing cuts between discontinuity sources of opposite sign. The cut acts as 
a barrier to unwrapping. Bone [9] has described a fast flood fill algorithm to 
improve the speed of the cut algorithms. The use of a Hopfield-type recurrent 
neural network to construct the cut lines has been demonstrated by Takeda 
et al [10]. Su et al [11] has proposed the use of fringe modulation information 
to determine the location of the cut. Rencently, Cusack et al [12] compare
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Vfour methods for optimizing the placement of the cut; nearest neighbour, sta­
ble marriage algorithm, simulated annealing and modified nearest neighbour 
algorithm. It is found that the modified nearest neighbour approach is the 
most successful one. The modified nearest neighbour algorithm can reliably 
unwrap phase map with discontinuity source densities of 0.05 sources/pixel.
Huntley and Saldner [13] have proposed an alternative approach that is 
based on one-dimensional unwrapping along the time axis for each pixel in­
dependently. This method has the possibility of real-time phase unwrapping 
because it is inherently simple. Other advantages are that phase errors are 
constrained within the high-noise regions, and that phase maps containing 
global discontinuities will be unwrapped correctly, if the object boundaries 
do not change with time. However, this algorithm is only applicable to a 
subclass of phase unwrapping problem.
7.3 Graph Theory and Algorithms
The graph theory [14, 15, 16] is a powerful analytical tool in the under­
standing and solution of large complex problems that arise in the study of 
engineering, computer science and operations research. In the graph theory, 
graphs are used to represent many types of problems. A classic example is 
the travelling salesman problem. The following sections, which derived from 
N. Deo [14] and A. Gibbons [15], address the topics in the graph theory 
related to the phase unwrapping problem.
7 .3 .1  The Basic Concepts
A graph G =  (V ,E )  consists of a set of objects V =  t>i, v2,v3, ■ • • called 
vertices, and another set E  =  et, e?, e3, • • •, whose elements are called edges, 
such that each edge e* is identified with an unordered pair (v,-, v} ) of vertices. 
The vertices v,, Vj associated with edge e* are called the end vertices of e*. 
A graph can be represented by a diagram in which a vertex is represented 
by a dot and an edge is represented by a line segment connecting the dots,
115
Vwhich represent the end vertices of the edge. For example, if
V =  V l , V 2 , V 3 , V 4 , V S
and
E  =  e i, e2, e3, e4, es, e6, e7, e&
such that
ei =  (v2,t>2), 
e2 =  (v2,t>4), 
e3 =  (vi,w2), 
e4 =  (t>i,v3), 
es =  (v2,t>3),
ee  =  ( t> 3 ,v 4 ) ,
e7 =  (v4,vs), 
e8 = (t>i,v3),
then the graph G =  (V, E) is represented as in Figure 7.2.
e  ,
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A graph G' is said to be a subgraph of a graph G ,  if all the vertices and
G' as in G. For instance, the graph in Figure 7.3 is a subgraph of the graph 
shown in Figure 7.2.
A walk is defined as a finite alternating sequence of vertices and edges,
vertices preceding and following it. No edge appears more than once in a 
walk. A walk is open if its end vertices are distinct; otherwise it is closed. 
A closed walk in which no vertex, except the initial and the final vertex, 
appears more than once is called a circuit. Four different circuits are shown 
in Figure 7.4
An important concept in the graph theory is that of connectedness. A 
graph G is said to be connected if there is at least one walk between every pair 
of vertices in G; otherwise it is disconnected. The graph shown in Figure 7.2 
is a connected graph.
7.3.2 M inim um  Spanning Trees
A tree is a connected graph without any circuit. The graph shown in Fig­
ure 7.5 is a tree. A spanning tree T  of a connected graph G is defined as 
that a tree T  is a subgraph of G and contains all vertices of G. If a graph G
all the edges of G' are in G, and each edge of G' has the same end vertices in
V i e 3
*  V 2
e 8
Figure 7.3: The subgraph of graph G =  (V, E)
beginning and ending with vertices, such that each edge is incident with the
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Figure 7.4: Four different circuits
is a weighted graph, then the weight of a spanning tree T  of G  is defined as 
the sum of the weights of all the branches in T. Among all of the spanning 
trees of G, that with the smallest weight is called a Minimum Spanning Tree 
(MST). There are a number of algorithms known to find a MST in a given 
graph. The following example illustrates the Prim’s algorithm [17], which is 
used in FRANSYS.
V,
A connected weighted graph with six vertices is shown in Figure 7.6(a). 
The weight of its edges is tabulated in Figure 7.6(b). The ’x ’ in the weight
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(a) (b)
Figure 7.6: A minimum spanning tree in a weighted graph
table means the weights of non-existent edge. We start with and pick 
the smallest entry in row 1, which is (i>i,i%). The starting vertex is selected 
arbitrarily. The closest neighbour of subgraph (ui,u5), i.e. a vertex other 
than V\ and t% that has the smallest weight among all entries in rows 1 and 5 
of weight table, is v4. The three remaining edges selected following the above 
procedure turn out to be (1)4, 1%), (1)4, v3) and (1)3, v2) in that sequence. The 
resulting MST is shown in Figure 7.6(a) in heavy lines.
7.4 Hierarchical Phase Unwrapping Strategy 
Using M ST
The phase unwrapping strategy is divided into two levels. The low level 
covers the procedures required to unwrap phase pixel to pixel, within tiles. 
The high level considers the assembly of the tiles into a whole field solution. 
In the operation, the low level processes are applied first. As a product of 
the low level processing the factors required at the higher level are extracted.
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\7.4.1 Pixel Level Phase Unwrapping
The pixel level phase unwrapping in a tile using MST has developed from a 
fringe counting method. The problem is to construct a path for unwrapping 
which maximises confidence. The weights of graph edges will be used to 
signal the confidence of a particular route, pixel to pixel. The initial stages 
of MST methods include:
1. Computation of wrapped phase map.
2. Fringe edge detection using Sobel operator.
3. To unwrap phase row by row.
4. To unwrap phase column by column
Then, every pixel is considered to be a vertex in a graph of confidence 
over the tile. Each pixel has four neighbours; north, south, east and west, 
and a corresponding edge in the graph for each pixel neighbour. The edge 
weights may be calculated from the horizontal and vertical scans. These 
contain partially unwrapped data, localised to either rows or columns. The 
local nature of the data means that the absolute offset of the data relative 
to the rest of the field is unknown. However, only relative phase changes are 
necessary for the purpose of weight computation.
In order to minimise phase unwrapping errors, each pixel effectively rep­
resents a crossroad at which the best direction to move must be determined. 
The vertical scan set is used to weigh the merits of the north/south options, 
while the horizontal scan set is used to weigh the merits of the east/west 
options. The further steps in the unwrapping procedure include:
1. Computation of east/west pixel edge weights.
2. Computation of north/south pixel edge weights.
3. Phase unwrap during calculation of MST.
The edge weights are computed as an average over a two pixel area, 
which is larger than the pixel sized spike noise. In reference to Figure 7.7, X  
and Y  indicate a horizontal and vertical unwrap scan, respectively. Let the
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V= A Pixel = An Unwrapping Scan
Figure 7.7: Computation of edge weights at pixel level
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\unwrapped phase of row scan y be denoted by Uy(i), where t is an index to 
the pixel of the scan, and similarly let Ux(j)  represent the unwrapped phase 
of column x at pixel j  of the scan. For a row pixel pair i and i +  1, the 
weight of the edge connecting the pixel vertices of row y is denoted by wy 
and calculated via Equ. 7.1 from the unwrapped rows:
wy =  +  Uy(i -  1)) -  (Uy(i +  1) +  Uy(i +  2))| (7.1)
and similarly the north to south edge weights are calculated from the un­
wrapped columns in Equ. 7.2:
=  \(Ux( j )  +  Ux( j  -  1)) -  (Ux( j  +  1) +  Uy(j  +  2))| (7.2)
The change in phase 6 between the unwrapped pixel pairs is also recorded 
so that phase may be unwrapped during the formation of the MST:
6 =  U(i +  1) -  U(i) (7.3)
Spike noise may be characterised by a rapid change in phase. If phase is 
unwrapped by a tree which seeks to minimise the change in phase at each 
step, noise points will be prevented from entering the solution until the tips of 
the tree branches are reached. As a result, the noise points do not affect the 
solution. The minimum spanning tree approach in the pixel level therefore 
presents a noise immune phase unwrapping strategy.
7 .4 .2  Tile Level Phase Unwrapping
Figure 7.8 shows a tiled section of the wrapped phase map. Firstly each tile is 
considered to be a vertex in a weighted connected graph G. Edges are added 
to the graph where tiles have a common boundary. That is each tile vertex is 
connected, by edges e, to the vertices of neighbouring tiles. The weights w, 
corresponding to the edges, are calculated to represent the validity of phase 
unwrapping across the boundaries. The factors include :
1. The agreement of solutions in neighbouring areas.
This factor quantifies the fit of solutions in adjacent tiles. This is
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ycalculated from a comparison of the profiles of the unwrapped solutions 
at the spatial boundaries of the tiles.
2. The extent of low modulation noise.
This factor is used as an indicator for bed data. The low modulation 
factor is computed from the sum of the number of low modulation 
points found on either side of the tile boundaries.
3. The local fringe density.
It is believed that in general the more fringe there are in a given area 
of an interforogram, the more probable an error is likely to result. The 
density of fringe, which has been estimated using the edge detection 
procedure, is the number of points found on fringe edges.
4. The extent of fringe terminations.
This factor is obtained from a test for points where fringe edges termi­
nate. That is where otherwise continuous fringes suddenly stop.
A normalisation process is applied to each factor discussed above to bring 
them into a domain where they may be directly compared. The combined 
weighting factor is obtained from the mean of the weighting factors after 
normalisation. A low combined weighting factor is defined to represent a 
good route. The assembly path is obtained by constructing the MST of the 
connected graph formed by the tile vertices.
•<  > ■ = Confindence is 
calculated across these 
boundaries
= T h e  re jected  tile
Figure 7.8: A tiled section of the wrapped phase map
The tiles are repositioned in height as the tree is computed, as shown in 
Figure 7.9. The height offset of each new tile added is calculated by summing
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height across the tiles, from the root tile to the edge connecting the new tile 
to the tree. Defective tiles are forced to the tips of the tree branches and so 
distortions are reduced.
7.4 .3  Selection of an Appropriate Tile Size
The confidence calculation is that there is a relationship between the best 
tile size and fringe density. To achieve the best unwrapped solution, the tile 
size should be comparable to the average fringe spacing, provided that any 
gaps in the fringe edges are not also of this order.
Figure 7.10 shows the plan view of a tile with a single broken fringe edge 
laying across it. The algorithm must decide whether or not a fringe edge is 
actually present. This is of particular importance for the connection of the
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neighbouring tile along the line PQ.
Plan View 
o f a Tile
Broken Fringe Edge
©
N '
P Q
Height of One Fringe
Height
P Q
Pixel Position
a
*  3
b
Figure 7.10: The tile with one badly disrupted fringe edge [1]
Figure 7.10 also shows the height profde at the bottom edge of the tile, 
along the line PQ. The profile consists of two interrupted curves differing by 
a single fringe height. The first curve A represents the cases where the fringe 
edge was detected, the second curve B represents those where it was not. 
The solution which is most likely to be correct is that of the curve with the 
longest stretch over the horizontal axis, when all o f its component sections 
are summed. In this case, for example, the sum for the A solution is given
by
I A  =  « 1  +  « 2  +  « 3
and for the B solution is given by
f is  —  5  1 +  f>2
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\ \
sIf la is greater than Ib then the A solution is selected, otherwise the B solution 
is chosen. This works well in terms of confidence as the algorithm has only 
a binary choice. The idea in the selection of tile size is to obtain a situation 
where at most one fringe crosses each tile. The level to which confidence may 
be determined if more fringes cross the tile decreases in a non-linear fashion.
Height
Figure 7.11: The tile with two badly disrupted fringe edge [1]
Consider Figure 7.11, where two disrupted fringes cross the tile. There 
are four possible solutions, A, B, C and D. The addition of one more fringe 
edge has doubled the number of solutions that must be considered. As the 
range of solutions is larger, it is more confusing for the algorithm as a binary 
decision no longer exists. If m is the actual number of fringe edges which 
cross a tile, the number of solutions which must be distinguished between,
126
n, in the worst case, increases as a power of two;
m =  2m
The discussion above deals with the upper limit of the tile size issue. On 
another hand, if the tiles are smaller than the fringe spacing, the connection 
flow would track the fringe. However, the binding force of a tile bridging 
the area of a broken boundary would cause a ridge to be formed along the 
length of the common edge. It is because the broken area is forced to the 
same height in the two fringes. This situation is avoided by scaling the tile 
size to exceed the size of the largest break in any fringe edge.
Therefore, there are two points to consider in the selection of the tile 
size. The lower limit is that the tiles must not be so small that they often 
fall between gaps in the edges of adjacent fringes and cause them to be merged 
into one. On the another limit, the tiles must not be so big that many edges 
fall across them, since a multitude of possible solution may complicate tile 
unwrapping.
7.5 Discussion
Tile size is a major parameter to achieve the best unwrapped solution. Nor­
mally, the MST unwrapping strategy has to run a number of times in order 
to determine the optimal tile size. This is undesirable for real time analysis.
In references to section 7.4.3, the lower limit of tile size is that the tile 
size should exceed the size of the largest break in any fringe edge. As a 
result, if there are some large fringe breaks in the wrapped phase map, a 
large tile size has to be selected. This will cause two main problems. Firstly, 
a large amount of information will be lost if a tile is rejected because of, for 
example, high low modulation noise. Secondly, large tile size will complicate 
the low level unwrapping, i.e. the lower limit will exceed the higher limit. 
An adaptive tile sizing approach is proposed and summarized as below :
1. The tile size is selected to exceed the largest break size in any fringe 
edge.
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\2. Wrapped phase map is segmented into tile.
3. The tile with high percentage of low modulation points is split into 
four equal subtiles. The subtile will be accepted as a valid tile if the 
area of low modulation points does not exceed the specified threshold; 
otherwise it is rejected.
4. Fringe edges are found. Those tiles which contain fringe edges are 
unwrapped.
5. The combined weighting factor is computed for each edge, i.e. common 
boundary, of tile.
6. The defective tiles which have a high combined weighting factor are 
split into four equal subtiles. Each subtile, as if it was a normal tile, 
will go through the step 4 and 5 again.
7. The MST for the field gives the tile-to-tile unwrapping path.
Generally speaking, the above adaptive tile sizing approach is not necessary 
if the tile size determined at step one is less than 30 pixels. Figure 7.12 
illustrates the adaptive tile sizing approach.
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Figure 7.12: The adaptive tile sizing approach
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Chapter 8
Theoretical Analysis of Fourier 
Transform Profilometry
8.1 Introduction
The measurement of 3-D object profile is important in 3-D solid modeling, 
robotic 3-D vision, industrial inspection and medical application. When 
measurement could be upset by touch or the instrument cannot reach the 
object, optical non-contact measurement is a promising choice.
Takeda et al [1] employed the discrete Fourier transform (DFT) to mea­
sure 3-D object shape and call this method as Fourier Transform Profilometry 
(FTP). In this method a Ronchi grating pattern is projected onto the object 
surface. The grating pattern is perturbed according to the topography of the 
object. Then the perturbed grating is Fourier transformed and processed in 
its spatial frequency domain to retrieve the object shape information from 
the fundamental frequency component in the Fourier spectra.
There are several reasons for the use of the Fourier Transform Profilom­
etry. It can accomplish distinction between a depression and an evaluation 
of the object shape. Due to the DFT method Fourier Transform Profilom­
etry permits fully automatic measurement. Furthermore, measurement is 
accomplished by using one image only. This is essential for measurement of 
instantaneous quality and dynamic system.
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\8.2 Optical Geometry of FTP
Optical geometry is similar to that of projection moire topography, but in 
FTP the perturbed grating is directly processed by computer without using 
the second grating to generate moire fringe. Two different optical geometries, 
crossed-optical-axis and parallel-optical-axis, have been proposed by Takeda 
et al [1]. The discussion of section 8.2.1 and 8.2.2 is derived from Takeda 
et al [1]. Each geometry has some merits over the other as well as some 
drawbacks. This will be discussed at the end of this section.
8.2 .1  Crossed-Optical-Axis Geom etry
Figure 8.1 shows a geometry in which the optical axis E'p Ep of a projector 
lens crosses the other optical axis E'c Ec of a camera lens at point 0  on a 
reference plane R, which is a fictitious plane normal to E'c Ec and serves as 
a reference from which object height h(x,y) is measured. Grating G has its 
lines normal to the plane of the figure, and its conjugate image with period 
P  is formed by the projector lens on plane L through point O; E'p and Ep 
denote the centers of the entrance and the exit pupils of the projector lens,
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Vrespectively. The camera lens, with the centers of the entrance and the exit 
pupils at Ec and E'c, images reference plane R onto the image sensor planes 
S. Ep and Ec are located at the same distance la from plane R. When the 
object is a flat and uniform plane on R and if Ep is at infinity ( as denoted 
by Eint for a telecentric projector), the grating image projected on the object 
surface and observed through Ep is a regular grating pattern which can be 
expressed by a Fourier series expansion:
OO
g t ( x ,y )=  £  Anexp(2winf0x)  (8.1)
n=—oo
where
r 1 cos 0
fo =  ~p„ =  ~ p ~
(8.2)
is the fundamental frequency of the observed grating image. The x axis is 
chosen as in the Figure 8.1 and the y axis is normal to the plane of the 
Figure 8.1. If Ep is at finite distance, we observe on the image sensor plane a 
deformed grating image with a pitch increasing with x, even for h(x,y) =  0. 
It is noted that the principal ray through a conjugate image point A strikes 
reference plane R at point B in the telecentric case and at point C in the 
nontelecentric case. We write the deformed grating image for h(x,y) =  0 as
OO
S o=  £  A„exp{27Tt'n/0[x +  s„(x)]} (8.3)
n = —oo
where sD =  B C  has a positive sign when C is to the right of B as in the 
Figure 8.1. For the convenience of later discussion, Equation 8.3 is expressed 
as a spatially phase-modulated signal
OO
9 »(x, y) =  £  Anexp{i'[27rn/0x +  n<^ 0(x)]} (8.4)
n = —oo
where
<t>o(x) — 2 v f 0s0(x)  =  2nf0BC  (8.5)
For a general object with varying h(x,y), the principal ray EVA strikes the 
object surface at point H, and point H will be seen as a point D on plane R 
when observed through Ec. Hence, the deformed grating image for a general
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object is given by
OO
g(x ,y )  =  r (x ,y )  Anexp{2winf„[x +  a (* ,y )]} (8.6)
n=—oo
or oo
g(x ,y )  =  r (x ,y )  £  exp{«[27rn/0:r +  n^ (x ,y )]} (8.7)
n = —oo
where
<t>(x, y) =  27rf0s(x ,y )  =  2irf0B D  (8.8)
and r (x ,y )  is a nonuniform distribution of reflectivity on the object surface.
8 .2 .2  Parallel-Optical-Axis G eom etry
Figure 8.2: Parallel-optical-axis geometry
Figure 8.2 shows the parallcl-optical-axis geometry. The optical axis E'p 
Ep of a projector lens and that of a camera lens E'c Ec are parallel and are 
normal to reference plane R. The conjugate image of grating G is formed on 
Plane R, and the three points A, B, and C in Figure 8.1 combine into point 
C in Figure 8.2, so that Equation 8.5 and 8.8 become
4>o(x) =  27r/0s0(x) =  2irfaBC  =  0 (8.9)
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<t>(x, y) = 2 x f 0s ( x ,  y) =  2 n faC D (8.10)
Hence, the grating image projected on the plane h(x,y) =  0 remains as a 
regular grating pattern regardless of the position of the pupil of the projector.
8.3 Comparison of Different Optical Geome­
try
Previous research works [1, 2] compared crossed-optical-axis geometry 
with parallel-optical-axis geometry based on the easiness of construction. 
Takeda et al [1] stated that :
In crossed-optical-axis geometry, the optical axis of a projector 
and a camera lie in the same plane and intersect a point near the 
center of the object. This geometry is easy to construct because 
both a grating and an image sensor can be placed on the optical 
axis of the projector and the camera, respectively, but it gives 
planar contours only when the optics are telecentric. In parallel- 
optical-axis geometry, the optical axis of a projector and a camera
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lie in the same plane and are parallel. This geometry gives planar 
contours but is somewhat awkward because the grating must be 
placed far off the optical axis of the projector to ensure that the 
grating image is formed within the field of view of the observation 
camera.
Apart from the merits and drawbacks mentioned above, in fact, parallel- 
optical-axis can provide higher range of measurement than crossed-optical- 
axis geometry. In order to explain this, a viewpoint which is different from 
Takeda et al [1] is taken.
Figure 8.1 is re-drawn as Figure 8.3. This is called general optical ge­
ometry because the parallel-optical-axis geometry is a special case of the 
crossed-optical-axis optical geometry. This will be explained later in the sec­
tion. The x  and x' are shown as in the Figure 8.3. If Ep is at infinity, the 
grating image projected on plane R can be expressed as :
OO
9 t ( x , y ) =  ^ 2  exp(intfi) (8.11)
n = —oo
where
<t> =  27TX f 0 (8.12)
f°  =  j r  =  ~ p r  =  f  cos o (8.13)
/  and f 0 is fundamental frequency of conjugate image and that of grating G, 
respectively. Using formula of transformation of coordinate involving pure 
rotation, Equation 8.12 can be expressed as
4> =  2 * * 7  (8.14)
If Ep is at finite distance, the pitch of grating image on plane R is increas­
ing with x. It means that a ramp has been inserted into image by the optical
geometry. In Figure 8.3, a principal ray through point A on the conjugate
image strike reference plane R at point B in the telecentic case and at point 
C in the non-telecentric case. Furthermore, a principal ray through point C 
on the reference plane R strikes conjugate image at point E at telecentric
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case. The deformed grating image for h(x,y)  =  0 is expressed as
g0 =  ^nexp(m(4> +  (M x))) (8.15)
n = —oo
where
M x )  =  2w f  AF  =  2?r f 0BC  (8.16)
In Figure 8.3, LCOF  =  LACF  =  9 so that C F  =  O F tan 0 and
A F  =  CFta.nO 
= OF  tan2 6 
=  x'tan20
Substituting A F  into Equation 8.16, It is obtained that
4>o(x) =  2jt f x '  tan2 6 (8.17)
Since 
and
Equation 8.17 can also be expressed as
M x ) =  2ttf x '  tan2 0 =  2jtf„x  tan2 0 (8.18)
/  = cos 0
x' =  x cos 0
The M x ) is a function of x and 0. It is not only a function of x as stated in 
Takeda et al [1]. Section 9.1 will show that the maximum range of measure­
ment is
dh(x,y)
dx
( i - t a n 2* ) ^ (8.19)
For parallel-optical-axis geometry, 0 is equal to zero so Equation 8.19 become 
the same equation shown in Takeda et al [1]. tan20 is alway positive. It is 
clear that parallel-optical-axis geometry can provide higher range of mea­
surement than the crossed-optical-axis geometry if the value of /„ and d is
same.
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8.4 The Fourier Transform Profilometry
Figure 8.4: (A) Spatial frequency spectra of deformed grating image for a 
fixed y. (B) For spectrum shift method, only the fundamental frequency 
spectrum (shaded) is selected and translated to the origin.
The deformed grating image given by Equation 8.7 can be interpreted as 
multiple signals with spatial carrier frequencies n fa modulated both in phase 
<l>(x,y) and amplitude r (x ,y ) .  We rewrite Equation 8.7 as
OO
g (x ,y )  =  9n(x ,y )exp(2rinf„x )  (8.20)
n = —oo
where
9n(x,y) =  A„r(x,y)exp[inil>(x,y)] (8.21)
By using a FFT algorithm, we compute the 1-D Fourier transform of Equa­
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Vtion 8.20 for the variable x only, with y being fixed:
/ oo g (x ,y ) e x p ( -2 n fx )d x
-O O
OO
=  £  Q nU  -  nfo,y)  (8.22)
n = —oo
where G ( f ,y )  and Q „(f ,  y) are the 1-D Fourier spectra of g(x, y) and qn(x, y), 
respectively, computed with respect only to the variable x, and the other 
variable y being treated as a fixed parameter. Since in most cases r(x, y) and 
(f>(x,y) are slower compared with the frequency f 0 of the grating pattern, 
all the spectra Q „ ( f  — nf0, y ) are separated from each other by the carrier 
frequency f 0 as shown in Figure 8.4(A). There are two methods to separate 
<t>(x,y) from the unwanted r(x, y) caused by nonuniform reflectivity on the 
object surface.
8.4 .1  The Phase Subtraction M ethod
In this method [1], only one spectrum Q i ( f  — fo ,y), which is shadeed in the 
Figure 8.4A, is selected and computed its inverse Fourier transform to obtain 
a complex signal
g {x ,y )  =  qt(x,y) exp(2n if„x)
=  A ir(x ,y)exp{i[2 irf0x  +  ^ (x ,y )]} (8.23)
In the crossed-optical-axis case, the same filtering operation is done for 
Equation 8.4 to obtain
go(x,y) = A t exp{i[27r/Dx +  <&,(x)]} (8.24)
From Equation 8.23 and 8.24, a new signal is generated
g(x ,y )  *g0(x ,y )  =  |A,|s r(x,y)exp{t[A</>(x,y)]} (8.25)
where
A <t>(x,y) =  </>(x,y) -  <t>0(x)
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(8.26)
\
=  2 n f „ ( B D - B C )
= 2 nf0CD
Since the initial phase modulation 4>0(x) for h(x,y)  =  0 is now subtracted, 
A <t>(x,y) in Equation 8.25 gives the phase modulation due to the object- 
height distribution. If it is applied to parallel-optical-axis geometry, the 
errors caused by misalignment-alignment and/or distortion of the lenses will 
be cancelled by the phase subtraction method. A complex logarithm of 
Equation 8.25 is computed :
log[ÿ(x, y ) * 9o(x, y )] =  log[|Ai |2 r(x, y)] +  iA<f>(x, y) (8.27)
The phase distribution A<J>(x,y) is obtained in the imaginary part of Equa­
tion 8.27.
8 .4 .2  The Spectrum Shift M ethod
In the spectrum shift method [3], either of the two fundamental spectra, say 
Q i ( f  — f 0,y ), is used and translated by f a on the frequency axis towards 
the origin to obtain Q \(f,y),  as shown in Figure 8.4B. The inverse Fourier 
transform of Q i(f ,  y) is computed with respect to f to obtain a complex signal
9i =  A xr(x,y)exp[i<t>(x ,y)\ (8.28)
A complex logarithm of Equation 8.28 is calculated :
*°g[9i] =  log[Air(x, y)] +  i<f>(x, y) (8.29)
The phase distribution </>(x,y) is obtained in the imaginary part of Equa­
tion 8.29. Although the image of reference plane is not required in this 
method, the initial phase modulation 4>0(x)  must be cancelled by another 
method.
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\8 .4 .3  Pliase-Heiglit Conversion
In this section, a formula for converting the measured phase distribution 
into the physical height distribution is derived. It is noted that A E PHEC is 
similar to A C H D  in both Fig. 8.1 and 8.2. C D  can be expressed as:
C D  =
—dh(x,y)  
to -  h(x,y)
(8.30)
where the object height, h(x, y), is defined positive when measured upward 
from reference plane R. Substituting Eq. 8.30 into Eq. 8.26 and solving it for 
h(x ,y ),  the conversion formula is obtained as
h(*,y)
l0A<t>(x,y)
A <t>(x,y) -  2wf0d
(8.31)
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Chapter 9
Limitations of Fourier 
Transform Profilometry
9.1 Maximum Range of Measurement
In this section, a generalized formula for calculating the maximum range of 
FTP measurement is derived. It is shown that the formula derived by Takeda 
et al [1] is a special case of the generalized formula.
The carrier frequency f a must separate the fundamental frequency spec­
trum from all other spectra because FTP is based on selecting only a single 
spectrum of the fundamental frequency component by filtering operation. 
This condition limits the maximum range measurable by FTP. Since r (x ,y )  
varies much slower than /„ ,  the nth spectrum component can be defined as 
a local spatial frequency / „  analogous to an instantaneous frequency of FM 
signal :
fn 2 tt Ja^27rn^oX + H^ X'
nf„ +
n d<t>(x,y) 
2n dx
(9.1)
For the fundamental spectrum to be separated from all other spectra, it 
is necessary that
( / . )  max < ( / » )  min — 2, 3, ...) (9.2)
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and that
fb <  (/l)mm (9.3)
where fb, and ( / „ ) mm are shown in Figure 9.1 for n =  1, 2 and 3.
Substituting Equation 9.1 into Equation 9.2 and 9.3, we have
1 ( d 
Jo +  2 t t
'<j>\ ,  n ( d
rx )  < " / ’  +  2* [ a i )  ( »  =  2 . 3 . - )
(9.4)
> A > +
s
?
l
-
<5j
|
0  / mm
(9.5)
Figure 9.1: Condition for separating fundamental frequency spectrum Q\ 
(shaded) from other spectra
A safer and more practical condition can be set by
/ o + 2^
d<)>
dx
< n fo +  -
d<t>
dx
(n =  2 ,3 ,...) (9.6)
/ t < / o +  2 i
d<f>
dx
(9.7)
where \(d<)>) / (dx)\max denotes the maximum absolute value which is a larger
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value of \[{d<t>)I(dx)\max\ and |[(d<A)/(d:r)]m;n|. From Equation 9.6 and 9.7,
'n — 1d < t>
dx
HI < M / . - A >
(9.8)
(9.9)
Since in most cases ft, is much smaller than / 0/2  and (n — l ) / (n  +  l)  increases 
monotonically with n, the limit is set by Equation 9.8 for n=2:
dx
27T/o (9.10)
Section 8.4.3 has proven that the phase-to-height conversion formula is :
l0A<t>(x,y)
h{X,V) A<t>(x, y) — 2irf„d 
Assuming la h (x ,y ), Equation 9.11 can be written as:
A <t>(x,y) ~  2* f ° - h (x ,y)
•O
(9.11)
(9.12)
From Equation 8.18 and 9.12,
<t>(x,y) =  A<f>(x,y) +  <j>o(x)
~  ■^ ■~—h(x, y) +  2nfax tan2 0 (9.13)
•o
Substituting Equation 9.13 into Equation 9.10, we finally obtain
d h (x ,y )
dx max
< tm'° )  i (9.14)
Equation 9.14 states that the maximum range of measurement is not 
limited by the height distribution h (x ,y ) itself but by its derivative in the 
direction normal to the line of the grating. In other words, the range of 
measurement is governed by the band-width of the height distribution. Fur­
thermore, when 0 is equal to zero, i.e. in the case of parallel-optical-axis 
geometry, Eq. 9.14 becomes the same equation shown in Takeda et al [1], 
This implies that Takeda et al [1] is a special case of Eq. 9.14.
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I9.2 Object Size and Depth of Field
The maximum area which can be inspected in one view by FTP is not limited 
by the available power of light source. However, it is governed by the area 
of grating image which is formed within the field of view of the camera. In 
the case of crossed-optical-axis geometry, the object size can be equal to the 
full view field of the observation camera, if the angle between the optical 
axis of the projector lens and that of the camera lens is large. Of course, the 
maximum range of measurement will be reduced. Generally speaking, the 
object size is not a restriction of FTP.
Due to the speckle effect, the viewing lens aperture used for interferometry 
should be as large as possible in order to increase the visibility of the fringe. 
As a result, the depth of field is limited by the lens aperture size [2]. Since 
an incoherent light o f which phase changes rapidly, and randomly, in time 
is used for FTP, the speckle patterns are washed out. Therefore, the FTP’s 
depth of field is limited by the cut-off frequency of the viewing lens aperture 
and the frequency o f Ronchi grating. If a CCD camera is used, the spatial 
resolution of CCD sensor array is usually lower than the cut-off frequency 
of the viewing lens aperture. It means that the cut-off of the viewing lens 
aperture is not a limitation of FTP. As a result, the depth of field is only 
limited by the highest F-number of the camera.
9.3 Measurement Sensitivity
For the real time measurement, a charge-coupled devices ( CCD ) camera is 
used to capture the image. Then, the digital image signal is sent to computer 
for analysing. Since the spatial resolution of the CCD camera is consider­
ably less than that o f the photographic emulsion, the measurement sensitiv­
ity of FTP is governed by the structure and characteristic of CCD camera. 
Therefore, the principles of CCD camera is reviewed before the formula for 
measurement sensitivity of FTP is derived.
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\9.3 .1  Charge-coupled Devices Cam era
The CCD is a semiconductor device which converts the incident energy, e.g. 
light energy, into electrical charge. A basic CCD cell is an enhancement mode 
MOS capacitor. Figure 9.2 shows a cross-sectional diagram of a three-phase, 
two-bit, n-channel CCD. The six MOS capacitors connected to C\, Ct and 
C3 clock lines form the main body of CCD. The input diode, the input grate, 
the output diode and the output grate are the input and output structure 
that injects and detects charge packets to and from the main CCD body.
Figure 9.2: The cross-section diagram of a three-phase, two-bit, n-channel 
CCD
The operation of the device as an image sensor can be explained with the 
aid of Figure 9.3, which shows the various clock wave forms. During the time 
Tcapt, Ci is high while C2 and C3 are low. This creates two energy wells under 
the two Ci electrodes. It is supposed that an image is shown on the device 
with high light intensity around the second Ci electrode and low intensity 
around the first Ci electrode. The photon which falls onto the device will 
generate an electron-hole pair in the semiconductor. The generated electrons 
will be collected in the energy wells under the Ci electrodes. More electrons 
will be collected under the second C\ electrode because the light intensity is 
higher around there. During T,can, the charge packets are transferred to the 
output. The output signal is similar to the one shown in Figure 9.3. The 
magnitude of output signal will be proportional to the light intensity falling 
on the corresponding area of the device. [3]
The key component o f the CCD camera is the sensor array. The array is 
usually organized as a rectangular grid as shown in Figure 9.4. This discrete 
sensing array involves a finite sensing area under each potential well that
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C 2 A _ \
Figure 9.3: The clock wave forms and output signal for CCD as an image 
sensor
converts incident illumination in this area into an electrical signal. There is 
a wide variety of CCD cameras available in the market. At the present time, 
most image system digitize the output of CCD camera to 8-bits of intensity 
resolution. The standard CCD camera has a spatial resolution of the order 
of 500 by 500 pixel. For example, the Cohu solid state camera, which is used 
in the experiments, consists of 512 by 512 pixel within a 6.4 by 4.8 mm active 
area.
h : - Cell Spacing
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9 .3 .2  Measurement Sensitivity o f FTP  Using C C D  Cam ­
era
The formula for measurement sensitivity of FTP using CCD camera is derived 
in this section. Figure 9.5 shows the parallel-optical-axis FTP. In Figure 9.5, 
different scales are used in different side of camera lens. For the convenience 
of discussion, a sinusoidal grating is used in Figure 9.5. The derived formula 
is also valid for Ronchi gratings because it can be considered as a sum of 
sinusoidal gratings.
Figure 9.5: The parallel-optical-axis FTP using CCD camera
The grating G, of period equal to Pg, has its lines normal to the plane of 
the figure. The conjugate image of grating G is formed by the projector lens, 
with the optical axis at E'p Ep, on the reference plane R. When the object 
is a flat and uniform plane on R, the grating image projected on the object 
surface and observed through the camera lens, with the optical axis at E'c 
Ec, is a regular grating pattern which can be expressed by
gt(x ,y )  =  As\n(2nf0x) (9.15)
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where
P0 MpPg
is the frequency of the observed grating image and Mv is the magnification
the sensor plane S is a the CCD array, the output of charge site IJ, which 
is an arbitrary charge site in the sensor array, in Figure 9.5 is the average 
illumination in the object area ABC since CCD camera converts incident 
illumination in the finite sensing area under each charge site into an electrical 
signal. The average illumination in the object area ABC is equal to the 
illumination at point B which is the centre o f ABC. Similarly, the output of 
adjacent charge site KL is equal to the illumination at point H. The discrete 
output o f the CCD camera can be expressed by
and Mc is the magnification factor of camera lens. The resolution of the CCD 
array is N  x N  pixel.
For a general object with varying h (x ,y ), the principal ray FAD strikes
Due to the characteristics of the CCD array, the output of charge site IJ, 
which is equal to the illumination at point B, remain unchanged as if there 
was no height change at that area. In other words, the FTP cannot detect
resolution, ¿5, of FTP for a particular optical geometry using CCD camera 
can be expressed as
factor of projector lens. The x axis is parallel to the plane of figure. If
(9.16)
where
m =  0,1, • • •, ./V — 1 n =  0,1, • • •, N  — 1
the object surface at point D and strikes the reference plane at point A. Point 
D will be seen to be point C on plane It when observed through camera lens.
the phase change caused by the height of the object. Therefore, the height
6S =  ± B C
±AB
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\,2  s — w 
±  2 Mc
(9.17)
From the Eq. 9.17, it is clear that the measurement sensitivity of FTP is 
restricted by the physical structure of the CCD array in the camera.
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Chapter 10
Optical Measurement of 3-D  
Object Profile by FTP
10.1 Introduction
Apart from the inherent limitation of Fourier Transform Profilometry (FTP), 
the performance of FTP is also dependent on the experimental set-up, such 
as optical geometry and scene illumination, and the method to separate the 
phase information from the unwanted nonuniform reflectivity on the object 
surface. Chapter 8 has discussed the effect of optical geometry. In this 
chapter, the illumination technique will be discussed. Then, supported by 
experiment results, the comparison between the phase subtraction method 
and the spectrum shift method will be made.
10.2 Scene Illumination Technique
Since the grating is projected onto the subject surface, the illumination for 
the FTP has to be sufficiently homogeneous (even) to avoid any loss of grat­
ing definition. The following sections will address the methods of applying 
various types of illuminators and illumination techniques [1, 2] to enhance 
features and to provide homogeneous illumination so that the complexity of 
signal processing is reduced.
L
154
-0
10.2.1 Basic Types of Illuminators
The types of illuminators covered in this section are grouped into the follow-
ing categories. Each of these categories will be defined to clarify their use. 
Figure 10.1 illustrates their definitions.
Diffusers
This term refers to illuminators that have the radiant energy emitting from 
a translucent material or reflecting from a diffuse surface. Examples of this 
are fluorescent lamps, light-tables and diffuse reflectors.
Condenser
A light source of this type changes the emitted direction o f the light from an 
expanding cone into a condensing direction. This principle is used primarily 
in conjunction with imaging optics.
Flood or spot projectors
This type of illuminators also redirect the natural expanding cone, but are 
used to illuminate surface areas. Examples of this source are outdoor flood­
Flood or Spot Projector Condenser
Imager
Fluorescent lamp
Figure 10.1: Basic types of illuminator
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lights or headlamps.
Collimators
The rays of energy emitted from a pin-hole are very carefully redirected to 
form a beam of parallel light. If the collimator is perfect, the beam size 
will not change at all. Examples of this source are lasers and optical bench 
collimator.
Imagers
This term refers to illuminators that form an image of either the lamp fila­
ment or target at the object plane. Example o f this type o f illuminator is 
slide projector.
10.2 .2  Illumination Techniaues for FTP
This section deals with the arrangement of the illuminator related to the 
optical sensor. Schroeder H. E. [2] has given a precise and concise review 
about the illumination techniques for wide range of application. Only the 
illumination techniques concerned with FTP will be considered here.
Optical •en»»
Figure 10.2: Front illumination
Front illumination
The purpose of this illumination, as shown as Figure 10.2, is to flood the 
area of interest with light so that the surface characteristics will act as the 
defining features in the image. It is possible that this technique can provide 
a homogeneous and shadow free illumination.
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Subject
Figure 10.3: Offset illumination
Offset illumination
Figure 10.3 shows the block diagram of offset illumination. When the light 
source is offset, it produces a shadow of the object. The slide projector used 
in crossed-optical-axes geometry provides offset illumination.
Porlarised lighting illumination
A linear prolarised light source is used to illuminate the object. The optical 
sensor captures the image through a linear polariser. The polariser transmis­
sion axis of light source is normal to that of the optical sensor, as shown in 
Figure 10.4. Glare can be reduced by this technique. The technique is useful 
when FTP is used to measure an object with shiny surface.
10.3 Comparision of Different Phase Extrac­
tion Methods
In order to compare two phase extraction methods, an experiment is 
conducted. Figure 10.5 shows the schematic digram of the experimental set­
up. A slide projector was used to project a Ronchi grating1 of 10 lines per 
millimeter onto an object surface. The object is an eating bowl stuck on a 
plane which serves as a reference plane. The object is illuminated by front
‘ Ronchi grating consists of opaque and transparent stripes of equal width
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\Optical sensor
Figure 10.5: The schematic diagram of experimental set-up
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\illumination techniques using two diffuse reflector. The perturbed grating 
pattern was captured by a Cohu solid state camera with a 50 mm focal 
length lens. Figure 10.6 and 10.7 show the image of perturbed grating and 
the image of grating projected onto the reference plane respectively. Two 
methods are used to extract the phase information. The wrapped phase map 
is unwrapped by the Minimum Spanning Trees method.
10.3 .1  Results o f the Phase Subtraction M eth od
The phase subtraction method [3] was implemented in Matlab. Appendix C .l 
shows the M-file of the phase subtraction method. The fundamental spec-
159
\Figure 10.7: The image of Ronchi grating projected onto reference plane
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Vtrum was filtered by an ideal filter with band width of carrier frequency. A 
program was written to transfer Matlab data file format to FRANSYS data 
format. Figure 10.8 shows the wrapped phase map produced by the phase 
subtraction method.
Figure 10.8: The wrapped phase map produced by phase subtraction method
The wrapped phase map was unwrapped by FRANSYS using the Mini­
mum Spanning Trees method. Figure 10.9 and 10.10 show the 3-D plot of 
unwrapped data and its side view of unwrapped data respectively.
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Position (pixels) 0  0  Position (pixels)
Figure 10.9: The 3-D plot of the unwrapped data produced by phase sub­
traction method
20r
Position (pixels)
Figure 10.10: The side view of the unwrapped data produced by phase sub­
traction method
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\10.3.2 Results o f  the Spectrum Shift M ethod
Although the spectrum shift method [4] has been implemented in FRANSYS, 
the spectrum shift method implemented in Matlab was used in this exper­
iment so that an apple-to-apple comparison can be made. Appendix C.2 
shows the M-file of the spectrum shift method. Figure 10.11 shows the 
wrapped phase map produced by the spectrum shift method.
Figure 10.11: The wrapped phase map produced by spectrum shift method
The wrapped phase map was unwrapped by FRANSYS using Minimum 
Spanning Trees method. The same project file of FRANSYS used in the 
phase subtraction method is used. Figure 10.12 and 10.13 show the 3-D 
plot of unwrapped data and its side view of unwrapped data respectively.
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Position (pixels) u Position (pixels)
Figure 10.12: The 3-D plot of the unwrapped data produced by spectrum 
shift method
40,
2°0  50 100 150 ~ 200 250 300 350 400 450 500
Position (pixels)
Figure 10.13: The side view of the unwrapped data produced by spectrum 
shift method
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Referring to Figure 10.12, it is noted that two ramps running across the 
image have been imposed on the unwrapped data. One of the ramps is 
caused by the fact that the grating is not exactly aligned with the vertical 
axis of the frame. Another is caused by optical geometry. These superposed 
deformations have been eliminated. This has been accomplished by fitting a 
polynomial to data at the edge of the image which represent the flat surround 
and subtracting this fitted curve across the unwrapped phase map. The 
similar method has been used to eliminated the superimposed deformation 
due to the distortion of the camera lens. Figure 10.14 and 10.15 show the 
3-D plot of corrected unwrapped data and its side view respectively.
Position (pixels) 0  0  Position Vbm
Figure 10.14: The 3-D plot of the corrected unwrapped data
10.3 .3  Phase Subtraction M ethod V s Spectrum Shift 
M ethod
In PTF, several sources of errors appear. These include:
• The errors caused by Fast Fourier Transform algorithm.
• nonlinearity of recording media.
• error introduced by optical geometry.
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Figure 10.15: The side view o f the corrected unwrapped data 
• the influence of random noise.
The comparison will be made based on the effect on the errors listed above. 
However, the aliasing error will not be considered because it is associated 
with the resolution of CCD.
In the spectrum shift method, the fundamental frequency spectrum is 
filtered and then be translated along the frequency axis by carrier frequency. 
After the fundamental frequency spectrum is shifted, the carrier is elimi­
nated from areas with grating. However, a carrier is introduced in the areas 
without grating. Figure 10.11 shows the effect on the wrapped phase map. 
The spurious phase data will increase the complexity of phase unwrapping 
processing. Furthermore, the carrier frequency has to be accurately located. 
If the error in the carrier frequency position is Sw, using the shift theorem of 
Fourier Transform, the deduced phase distribution , y) will be given by
<t>\x,y) — ex p (—2xix6w)<t>(x,y)
It means that the recovered phase object will be the true phase object 
modulated by a slow broad variation across the image. In some parts of the 
image this modulation may add a phase shifts that are larger than those
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\produced by a large fraction of the object. Thus, this effect represents a 
serious distortion of the data [5]. The grating must be exactly aligned with 
the vertical axis of the frame, otherwise, a ramp will be imposed on the 
unwrapped data along the y axis. Another ramp caused by optical geometry 
is also imposed along x axis. Although these superimposed ramps can be 
cancelled by the curve fitting method described in section 10.3.2, this method 
may also cancel the real deformation. The nonlinearity of lens has to be 
corrected by another curve fitting which suffers from same potential problem.
In the phase subtraction method, the errors caused by misalignment, dis­
tortion of lenses and optical geometry can be treated as a non-zero initial 
phase. Since the non-zero initial phase is cancelled by the phase subtrac­
tion method, the unwrapped data are free from these errors. The spurious 
phase data are eliminated because there is no translation of spectrum. Fur­
thermore, only the position of fundamental frequency spectrum is required 
in this method. It is easier than locating the exact position of carrier fre­
quency. As the carrier frequency is removed by subtraction, there will be no 
low modulation caused by the error in the carrier frequency position. Al­
though two images are required, the phase subtraction method is still able to 
apply for measurement of instantaneous quality and dynamic system. It is 
because the background image is taken once before any force or disturbance 
is introduced. The main drawback is that this method is easily influenced by 
noise. The result of the phase subtraction method, as shown in Figure 10.9, 
is noisier than that of the spectrum shift method, as shown in Figure 10.12.
For measurement of out-of-plane deformation, the perturbed grating im­
ages are recorded at different load values. In the case of the spectrum shift 
method, the two perturbed grating images are computed separately, and 
then two computed phases are subtracted from each other in order to obtain 
the out-of-plane deformation. However, the phase subtraction method can 
combine two separated calculation into one, if the perturbed grating image 
recorded before load is applied is used as a reference perturbed grating image.
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Chapter 11
Conclusion and Further Work
11.1 Conclusion
There are a variety of optical system to produce fringe patterns: such as 
Moire and interference of light. The required information is encoded in the 
phase of the fringe patterns. The phase of the fringe patterns can be related 
to a wide range of physical quantity. Some of these physical quantity are as 
follows: deformation of soil model, stress/stain and shape of a object. In the 
past, the fringe patterns were analysed manually by an expert, it is a time- 
consuming and tedious task. Furthermore, an expert is not alway available. 
Due to advances in photoelectric devices and the development of computer 
engineering, automatic analysis of fringe patterns is possible. The procedure 
of the automatic fringe analysis can be summarized as following:
1. Photoelectric detection of fringe pattern.
2. Calculation of wrapped phase map, i.e. the calculated phase is modulo 
2 7r
3. Unwrapped the phase to from a contiguous solution.
There are two prominent analytical techniques for the generation of wrapped 
phase map from fringe patterns: phase-stepping (PS) techniques and dis­
crete Fourier transform (DFT) techniques. The PS techniques calculate the 
phase from a series of intensity measurement with a fixed mutual phase shift. 
Therefor, the PS methods are sensitive to non-linearity in the response of the
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\detector and background variations. A number of PS algorithms have been 
evolved to lessen the problem related to PS techniques. Several PS algo­
rithms have been described. On the other hand, the DFT techniques rely on 
retrieving the phase information in the spatial frequency plane. The precision 
of the DFT methods depends upon the spatial measurement of fringe posi­
tion; rather than intensity. The 1-D DFT technique demands vertical carrier 
fringes. Otherwise, a ramp, of which the gradient corresponds to the vertical 
component of the carrier fringe, is imposed on the computed phase. The 
2-D DFT technique is free from this restriction. The multi-channel Fourier 
fringe analysis and the spatio-temporal frequency multiplex are two promi­
nent methods to exploit the surplus space in the frequency domain so that 
more information can be stored in a single fringe image. These techniques 
have been discussed.
The spectral leakage is one of the inherent error sources of DFT tech­
niques. A weighting function has to apply to the image data prior to trans­
formation to alleviate the problem. Two investigations are conducted to find 
out the combined effect of weighting function and filtering window on accu­
racy of DFT techniques. A computer generated interferogram is used in both 
experiments so that the spectral leakage is the only error source. Firstly, the 
1-D DFT method is examined. The statistical analysis of full field errors 
reveals that the Hamming function performs better than other function on 
average and produces the lowest maximum error while the Rectangle filter 
is used. However, the lowest mean and the lowest maximum full field error 
is produced by the jointed effect of the Hanning function and the Papoulis 
filter. The highest mean accuracy can be achieved by the Papoulis filter com ­
bined with the Hamming, the Rectangle or the Papoulis function, after one 
per cent o f pixels are masked out on both sides of each raster line. It can be 
concluded that, when 1-D DFT technique is used, the Papoulis filter should 
be used for high accuracy. The Hanning function should be employed when­
ever the maximum error is important. However, the Papoulis function should 
be used, if the mean error is the critical parameter. Another investigation is 
concerned with 2-D DFT method. The 2-D window can be generated from 
1-D window by either outer-product method or circularly rotated method. 
The 1-D Hamming, the 1-D Papoulis and the 1-D Rectangle window are
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\use as a prototype in this examination. When the full field and partial field 
error are taken into account, it is deduced from the statistial analysis that 
the Papoulis outer-product function and the Rectangle outer-product filter 
is the best combination to diminish the spectral leakage caused by 2-D DFT 
technique. Furthermore, the experiment indicated that the outer-product 
method is better then the circularly rotated method when the same proto­
type is employed to form a filter window.
Recent research work are concentrated on developing an analytic method 
that integrates the computing simplicity of PS techniques with the dynamic 
event analysis capability of DFT techniques. The spatial version of phase­
stepping technique simultaneously acquires N phase shifted fringe patterns 
in N discrete spatial locations. The main problem of this approach is that 
it requires additional calibration procedures; for example, the alignment of 
the cameras. In the spatial-carrier phase shifting (SCPS) technique, a large 
amount of tilt is introduced so that the phase difference between successive 
pixels is equal to 7t/ 2. Then, three successive pixels are used to recover 
the phase using the standard phase shifting method. If the amount of tilt 
does not introduce accurately, a linear phase term will be added into the 
retrieved phase. A novel Spatial Phase-stepping (SPS) technique has been 
developed. The SPS technique can apply to fringe pattern with any spatial 
carrier frequency. Furthermore, this technique removes the introduced tilt 
automatically. The SPS technique utilizes a group of pixels that spread over 
the whole wave length of spatial carrier to compute the phase value of the 
centre pixel. Obviously, the resolution of computed phase in x direction is 
reduced by a factor that is equal to one wave length of spatial carrier fringe. 
An error analysis is conducted. The result indicates that the errors associated 
with the region in where there is no phase change are zero. It also shows 
that the maximum error occurs in the region where the phase distribution 
varies rapidly. Therefore, it can be conjectured that the absolute phase error 
is directly proportional to the gradient of the phase surface across the whole 
spatial carrier wave.
Two examples have been presented to illustrate the capability of the SPS 
technique. Both examples are related to the interferometric fluid flow mea­
surement. From the fluid flow results, a comparison can be made between
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the DFT and SPS techniques. SPS is nearly 10 times faster than the DFT 
approach in the first example. A comparing of Figure 6.17 with Figure 6.18 
shows that the results produced by both techniques are qualitatively similar. 
However, some local details have been lost in the result produced by the SPS 
technique. This occurs because the resolution of the image is reduced after 
the original interferogram is spatially divided. In the second example, the 
result retrieved by SPS technique, which is shown in Figure 6.23, matches 
the result computed by the DFT technique from an image of resolution 600 
DPI, shown in Figure 6.24. This implicates that the SPS method provides a 
solution to the fringe field with approximately 40 per cent of the resolution 
of the equivalent DFT.
Since the phase calculated by any one of above techniques give prin- 
cial values ranging from —n to 7r, the computed phase is wrapped into this 
range. A procedure has to be employed to correct the 2tt phase jumps. A ro­
bust two-dimensional hierarchical phase unwrapping strategy which is based 
on the Minimum Spanning Tree (MST) approach has been reviewed. The 
MST approach to phase unwrapping is particularly aimed at addressing the 
problems posed by natural or aliasing induced discontinuities. The phase 
unwrapping strategy utilizes the concept that, unless an error is present, the 
same solution should be produced along the common boundary of the ad­
joining areas of the phase map. The phase unwrapping strategy is divided 
into two levels. The low level cover the procedures required to unwrap phase 
pixel to pixel, within tiles. The high level considers the assembly of tiles into 
a whole field solution. It has been noted that tile size is major parameter 
to achieve the best unwrapped solution. The strategy has to run a number 
of time in order to determine the optimal tile size. It is undesirable for real 
time analysis. A new adaptive tile sizing approach is proposed in this thesis.
Previous research work have shown that the DFT techniques are a suit­
able analysis methods for interfergram. This project is also directed towards 
applying a similar approach, which is called as Fourier Transform Profilom- 
etry (FTP), to analyse a image of an object onto which Ronchi grating is 
projected. A review of FTP has been made. Two different optical geometry, 
crossed-optical-axes and parallel-optical-axes, had been proposed. Previous 
work compared the two optical geometries based on their ease of construc-
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tion. In this thesis, the comparison of two optical geometry is based on the 
maximum range of measurement. It is shown that the maximum range of 
FTP measurement is
center of entrance pupil of camera lens
l0 =  the distance between the center of entrance pupil of camera lens and 
reference plane
In the case of parallel-optical-axes geometry, 0 is equal to zero. Equation 11.1
et al [1] just showed a special case of Equation 11.1. Since tan2 0 is alway 
positive, it is clear that parallel-optical-axes geometry can provide a wider 
range of measurement then the crossed-optical-axes geometry if the value of 
l0 and d is same.
The FTP method decodes the 3-D shape information from the phase 
information stored in a 2-D image with spatial carrier fringe. The phase in­
formation can be separated from the image signal by two method; the phase 
subtraction method and the spectrum shift method. A experimental compar­
ison has been made between these two methods. The results show that the 
phase subtraction method is less susceptible to nonlinearity of recording me­
dia and systematic optical geometry error. On the other hand, the spectrum 
shift method is better in term of computing time and noise immune.
There are some limitations of FTP. Firstly, the object size which can be 
inspected in one view by FTP is limited by the area of grating image which 
is formed within the field of view of the camera. Furthermore, the FTP’s 
depth of field is limited by the highest F-number of the camera. It is also 
found that the spatial sensitivity of FTP using CCD camera is restricted by 
the physical structure of the CCD array in the camera.
( 11.1)
Where :
0 =  angle between optical axes of a projector lens and that of a camera lens 
d — the distance between the center of exit pupil of projector lens and the
become the same equation shown in Takeda et al [1]. It means that Takeda
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11.2 Further Work
11.2 .1  The Further W ork o f Spatial Phase-stepping  
Techniaue
In chapter 6, the error analysis associated with SPS technique has been 
evaluated for the application o f a three phase-step algorithm. Further work 
could now be directed towards the investigation of the errors associated with 
different numbers of phase-steps in the algorithm.
The SPS analysis algorithm has been generically derived from the ex­
traction of data from carrier fringe encoded interferograms. Its capability is 
demonstrated by solving the transonic flow field in this thesis. In addition to 
flow field measurement, the SPS technique can also be used in a broad range 
of application. Examples are the analysis of polarisation images, in-plane 
deformation measurement and profilometry. Future studies should explore 
further the potential shown by the SPS technique.
The resolution of the available CCD cameras has increased rapidly, to the 
point where resolutions of 2048x2048 pixels are now commonly available. At 
this point it would seem possible that the CCD camera will replace today’s 
film based technology. With such high resolution CCD camera and SPS 
technique, a novel instrument for real time fringe analysis operating in the 
industrial environment could be constructed. With the current increases in 
computing power, it is now possible to compute the true three-dimensional 
spatial position of an object. If this is coupled with the SPS analysis approach 
and the use of structured light, it may soon be possible for machines to 
have close to human optical resolution with true three-dimensional perception 
abilities in real time.
11.2 .2  Fringe Pattern Analysis by W alsh Transform
The DFT, which is based on the complete orthogonal system of sine and 
cosine function, has been demonstrated to be a suitable analysis method 
for fringe patterns. The question arises whether the fringe patterns can 
be analysed by other mathematical transforms based on another system of 
functions. Since sine and cosine form a complete orthogonal functions system.
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\it is reasonable to investigate other mathematical transforms which rely on 
another system of orthogonal function.
Sine-cosine Functions Walsh Functions
Parameters Amplitude
Frequency
Phase
Amplitude 
Sequency 
Delay 
Tim e base
Mathematical transform Fourier transform Walsh transform
Power spectrum Frequency spectrum Sequency spectrum
Filters Ti me-i n var i able, 
linear
Periodically time variable, 
linear
Characterization Frequency response of 
attenuation and 
phase shift
Sequency response of 
attenuation and delay
Modulation Amplitude, phase, 
frequency modulation
Amplitude, time position, 
time base, code modulation
Table 11.1: List of features of sine-cosine functions and Walsh functions
The orthogonal transform most commonly used in engineering applica­
tions are as follows: Fourier, Walsh, Haar and Cosine. Among these trans­
form, The Walsh transform, which is based on the Walsh functions [2], are 
of great interest since Walsh functions are the only known functions with 
desirable features comparable to sine-cosine functions for use in communi­
cations [3]. Furthermore, the fast Walsh transform [4] is up to an order of 
magnitude faster than the fast Fourier transform because no multiplications 
are needed.
Table 11.1 lists features of sine-cosine functions and Walsh functions. The 
mathematical theory of Walsh transform corresponds to Fourier transform 
used for sine-cosine functions. The DFT techniques are an analytical phase 
measurement methods. Referencing to Table 11.1, the phase used for sine- 
cosine functions corresponds to the delay used for Walsh functions. It is 
suggested that Walsh transform could probably be employed to analyse the 
fringe patterns using the concept of delay measurement.
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Appendix B
Theoretical Aspect of Fluid 
Flow Measurement
The refractive index, n, of a gas is related to its density, p, by the Gladstone- 
Dale relationship.
physical density. In the interferometer, a light wave passing through the test
section in an environment with constant refractive index, no- If both waves 
are propagating along optical paths of equal lengths, the difference in their 
optical paths is given by
teristics within the inspection volume. Among many possible arrangements 
of the interferometer, the Mach-Zehnder interferometer , as shown in Fig­
ure B .l, is a popular choice for fluid flow measurement because the test 
beam and reference are widely separated. The following discussion is derived 
from Merzkirch [1].
Due to the integration in Eq. B.2, the signal obtained by the interferome-
where K is the Gladstone-Dale constant. A linear relationship exists between 
the optical density of the fluid as defined by its refractive index and its
flow interferes with the reference wave which passes the outside of the test
(B.2)
Eq. B.2 shows that the fringe field observed in the interferometer may 
be related directly to the dynamic density variation and to the flow charac-
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B 1, B 2  : Beam splitters
Camera
cCD
Figure B.l: Basic arrangement o f a Mach-Zehnder interferometer
ter from a three-dimensional flow is two-dimensional. It is essential to direct 
the light beam in different directions through the fluid flow to resolve the 
dependence of n on z. However, the number of necessary viewing direction is 
reduced to one, if the flow is axisymmetric. In the case of axisymmetric flow, 
the refractive index depends on the two coordinates x  and r =  \fyî  +  2 2, as 
shown in Figure B.2, if the light propagated again in z-direction.
Figure B.2: Cross-section of axisymmetric flow field. The light propagates 
in the Z-direction
Therefore, the total phase difference, 4>(x}y), for the axisymmetric case
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\, ,  \ 2tt [ r n (x ,r )  — n0
« X'V) = T  L y - J ^ r d(r>) (B.3)
Where R is the radius of the axisymmetric flow field and x  and y are the 
coordinates in the recording plane. Eq. B.3 can be directly inverted since it 
is an integral equation of classical Abel type. This yields
i A
n(x,r) — n0 =  -  —  - j: <i>(x,y)2tt 7r d(r2) Jr \/y2 — r*d(y2 ) (B.4)
A disadvantage of the Abel inversion is the needed differentiation, d/d(r2), 
o f the experimental data, <f>(x,y). Such a differentiation is associated with 
the generation of errors.
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\Appendix C
Matlab M-files for FTP
C .l  M-file of phase subtraction method
7.
I  M -f ile  o f  phase subtraction  method
7.
load  re f2 .d a t  
load  im agl.dat
7.
f o r  x = l :512
te m p (x ,:)= r e f2 (x , : ) .*papo; 
end
f o r  x= l:512
r e f 2 f ( x , : ) » f f t ( t e m p (x , : ) )  ; 
end
c le a r  temp 
fo r  x » l:5 1 2
te m p (x ,:)= im a g l(x ,: ) .*papo; 
end
f o r  x » l:5 1 2
im a g lf(x , : ) “ f f t ( t e m p (x , : ) )  ; 
end
c le a r  temp
182
c le a r  temp 
c le a r  ref2  
c le a r  imagl
X
w= [ z e r o s ( l ,62) on es (l,1 2 6 ) z e r o s ( l ,6 8 ) ]  
f o r  x=l:512
tem p (x ,1 :2 5 6 )* r e f2 f (x ,1 :2 5 6 ). *w; 
te m p (x ,2 5 7 :5 1 2 )= zeros (l,256) ; 
end
f o r  x*l:512
r e f 2 a (x , : )= i f f t ( t e m p (x , : ) ) ;  
end
c le a r  temp
X
f o r  x=l:512
tem p (x ,1 :2 56 )= im a g lf(x ,1 :2 5 6 ). *w; 
tem p (x ,2 5 7 :5 1 2 )= zeros (l,2 5 6 ); 
end
f o r  x=l:512
im a g la (x ,: )= if ft (t e m p (x , : ) ) ;  
end
c le a r  temp
X
tem p = im ag la .* (con j(re f2a )) ;  
resu l= im ag(log(tem p)) ;  
save resu l resu l
C.2 M-file of spectrum shift method
X
X M -file  o f spectrum s h if t  method
X
load  im agl.dat
X
183
\f o r  x= l:512
tem p (x ,: ) “ im agi( x , : ) .*papo; 
end
fo r  x = l : 512
im a g lf (x , : ) » f f t ( t e m p (x , : ) ) ;  
end
c le a r  temp 
c le a r  imagi
X
w = [z e ro s (l ,62) o n e s (l,1 2 6 ) z e ro s (1 ,6 8 ) ] ;  
f o r  x= l:512
tem p(x,1 :2 5 6 )= im a g lf(x ,1 :256).*w ; 
tem p(x,257 :512 )»z e r o s (1 ,2 5 6 ); 
end
X
f o r  x= l:512
tempi(x,:) = [temp(x,125:512) temp(x,1 : 124)]; 
end
c le a r  temp 
f o r  x = l : 512
im a g la (x ,: ) = i f f t ( t e m p i (x , : ) )  ; 
end
c le a r  tempi
X
resu= im ag(log(im agla)) ;  
save resu resu
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