In the setting of additive regression model for continuous time process, we establish the optimal uniform convergence rates and optimal asymptotic quadratic error of additive regression. To build our estimate, we use the marginal integration method.
Introduction and motivations
The multivariate regression function estimation is an important problem which has been extensively treated for discrete time processes. It is well-known from (11) that the additive regression models bring out a solution to the problem of the curse of dimensionality in nonparametric multivariate regression estimation, which is characterized by a loss in the rate of convergence of the regression function estimator when the dimension of the covariates increases. Additive models allow to reach even univariate rate when these models fit well. For continuous time processes, (2) obtained the optimal rate for the estimator of multivariate regression, which is the same as in the i.i.d. case. He even proved that, for processes with irregular paths, it is possible to reach the parametric rate. This one, called the superoptimal rate, does not depend on the dimension of the variables, but the needed conditions on the processes are very strong. That is the reason why it is relevant to study additive models to bring out a solution to the problem of the curse of dimensionality.
Let Z t = (X t , Y t ), (t ∈ R) be a R d × R-valued measurable stochastic process defined on a probability space (Ω, A, P ). Denote by ψ a given real measurable function. We consider the additive regression function associated to m ψ (Y ) defined by,
Let K 1 , K 2 , K 3 and K, be kernels respectively defined on R, R d−1 , R d and R d . We denote byf T the estimate of f , the density function of the covariable X, (see (1) ), that is,
where (h T ) is a positive real function. In estimating the regression function defined in (1), we use the following two estimators (see for exemple (3) and (5))
and m ψ,T,l (x) :
where (h j,T ), j = 1, 2 are positive real functions. Let
To estimate the additive components of the regression function, we use the marginal integration method (see (6) and (8) ). We obtain then
in such a way that the following two equalities hold,
In view of (6) and (7), we note thatη l and m l are equal up to an additional constant. Therefore, η l is also an additive component, fulfilling a different identifiability condition.
From (4) and (5), a natural estimate of this l-th component is given by
from which we deduce the estimate m ψ,T,add of the additive regression function,
Before stating our results, we introduce some additional notations and our assumptions. Let C 1 , ..., C d , be d compact intervals of R and set C = C 1 × ... × C d . For every subset E of R q , q ≥ 1, and any δ > 0, introduce the δ-neighborhood E δ of E, namely, E δ = {x : inf y∈E x − y R q < δ}, with · R q standing for the euclidian norm on R q .
(C.1) There exists a positive constant M such that |ψ(y)| ≤ M < ∞.
(C.
2) The function m ψ is k-times continuously differentiable, k ≥ 1, and
Denote by f ℓ , ℓ = 1, ..., d the density functions of X ℓ , ℓ = 1, ..., d. The functions f and
, are supposed to be continuous, bounded and
Where . is a norm on R d and L is a positive constant.
The kernels K 1 , K 2 , K 3 and K are assumed to fulfill the following conditions (K.1) K 1 , K 2 , K 3 and K are continuous respectively on the compact supports
The density functions q ℓ , ℓ = 1, ..., d, satisfy the following assumption (Q.1) For any 1 ≤ l ≤ d, q ℓ has k continuous and bounded derivatives, with a compact support included in C ℓ .
There exists a set Γ ∈ B R 2 containing D = {(s, t) ∈ R 2 : s = t} such that
We work under the following conditions upon the smoothing parameters h T and h j,T , j = 1, 2,
, for a fixed 0 < c
Throughout this work, we use the α-mixing dependance structure where the associated coefficient is defined, for every σ-fields A and B by
For all Borelian set I in R + the σ-algebra defined by (Z t , t ∈ I) is denoted by σ(Z t , t ∈ I).
Theorem 2 Under the conditions
a.s.
Proofs
The proofs of our theorems are split into two steps. First, we consider the case where the density is assumed to be known. Subsequently, we treat the general case when f is unknown.
Denote byη, m ψ,T (x) and m ψ,T,l (x) the versions ofη, m ψ,T (x) and m ψ,T,l (x) associated to a known (formally, we replacef T by f in the expressions (3), (4) and
Introduce now the following quantities (see, for the discrete case (4)), we establish the proof for the first component,
The following Lemma is of particular interest to establish the result of theorem (1) . Note that (19) is "only" be instrumental in the proof of (20).
Lemma 1 Under the assumptions
we have
Proof: According to Fubini's Theorem and under the additive model assumption, we have
Setting v 1 h 1,T = x 1 − u 1 and using a Taylor expansion, we get, by (C.2) and (
Under (H.2), it follows that,
The Fubini's theorem gives us
Under (C.1), (F.1), (K.1) − (K.2) and (Q.1), there exists a finite constant M 3 such that, for T large enough,
Thus, using the Billingsley's inequality and the condition (A.1),
Finally, by combining the statements (22) and (24), we obtain (18).
Proof of (19).
Recalling (13), we have
For the first term, noting that, under (C.1), (F.1), (K.1) − (K.2) and (Q.1), there exists a finite constant M 4 such that, for T large enough,
Thus, we have
To treat the second term, we introduce the set S a(T ) = {(s, t) ∈ R 2 ; |t − s| ≤ a(T )}, where
T , we have
Under the conditions (C.1), (F.1), (K.1) − (K.2) and (Q.1), there exists a constant M 5 such that, for T large enough,
Consider now the term E, we have
Noting that, under the conditions (C.1), (F.1), (K.1) − (K.2) and (Q.1), there exists a finite constant M 6 such that, for T large enough,
Using the Billingsley's inequality, it follows that
Finally, combining the hypothesis (H.2) and the statements (25)and (29), we obtain (19).
Proof of (20).
We have
Under the condition (H.2), we obtain
Consequently, by combining the following inequality
and the statements (30), (31), (19) and (32), the proof of (20) is readily achieved.
Proof of Theorem 1
Using the classical inequality (a + b) 2 ≤ 2(a 2 + b 2 ), if follows that, for all x ∈ C,
First, consider the term I 1 , we have
Arguing as in proof of Lemma (1), we obtain
It follows that,
By combining (34), (35), (18), and (20), we conclude that, for all x ∈ C
Turning our attention to I 2 (x), it holds that,
, it is easily shown that for some positive constant M 1 < ∞, we have, under (Q.2), for all x ∈ C and T large enough,
It's easily seen that under our assumptions, following the demonstration of Theorem 4.9. in (2) p.112 and replacing log m by 1, we have,
We conclude that, for all x ∈ C,
In the next lemma we evaluate the difference between the estimator of the additive regression function m ψ,T,add , for continuous time process, and the estimator m ψ,n,add where n ∈ N.
Lemma 2 For n ∈ N large enough, there exists a deterministic constant C such that for all ω in Ω and for all T in [n, n + 1[,
Proof: It is sufficient to prove that ∀ ω ∈ Ω, ∀T ∈ [n, n + 1[,
the other part being a trivial consequence of this inequality. Moreover, in view of (8) and (10), we can establish the following inequalities
with l = 1, ...d. We just establish the first inequality, the techniques being the same for (39) and (40). For fixed ω in Ω and x in R d , we have, for n large enough,
So, by Fubini's Theorem
Which implies (38) by (K.1). This achieves the proof of Lemma 2.
, where C is a finite constant. There exists a finite number
Thus, to prove the Theorem 2, it suffices to establish the following Lemma.
Lemma 3 Under the same hypothesis as Theorem 2, we have
a.s.,
Proof of 42: We have
By Fubini's theorem, we obtain
We can write,
First consider the term (I), we have
It follows that, under the conditions (C.2), (K.2) and (K.3)
Thus, we obtain sup
Next, turning our attention to (II), by (21) we have
Combining (49) and (50), it follows that
On the other hand, we have, for all 0 < θ < 1,
Combining the decomposition (47) and the statements (51) and (54), we deduce the result (42).
Proof of (43) Under the condition (K.5), there exists a constant M such that
Consequently, using the expression of r(T ), we obtain
Proof of (44):
Similarly as above, we may deduce (44).
Proof of (45):
In view of Lemma 2, it is sufficient to prove discrete version of (45), that is
Set n in N and,introduce some notations. Set,
where
and
Finally, we use the notation
So we can write
We have to show that the following quantity is summable
Let j be fixed in [1, r(n)]. We have
V 2i−1 (t j )| ≥ ε(n)/2).
Observing that for a given M ′′ , ξ t (x)(ω) < M ′′ h 1,n , ∀ω ∈ Ω, we can use recursively Bradley's lemma and define the independent random variables W 2 (t j ), ..., W 2q ′ (t j ) such that, ∀i ∈ [1, q ′ ], W 2i and V 2i have the same law and ∀ν > 0
We have, for all 0 < λ <
The choice λ= ǫ(n) 4 gives us
We treat separately the two terms of the last inequality. For the second one, the application of (59)under the condition (A.1) drives us to
where µ < −1.
In order to dominate P |
, we must bound the variance of W 2i (which has the same law as V 2i ) to use Bernstein's inequality
The kernels are bounded, so we can easily see, after a change of variables, that there exists a constant M ′′′ such that E(Z Observe that, for a given S in R * + , ξ t (ω) < S h 1,n , ∀ω ∈ Ω, we readily have
This allows us to apply Bernstein's inequality
16(
4q ′ pM n 2 h 1,n + M ′ pǫ(n) 2nh 1,n ) = 2 exp − ǫ(n) 2 nh 1,n 32M + 8M ′ pǫ(n)) .
