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HIDDEN POSITIVITY AND A NEW APPROACH TO
NUMERICAL COMPUTATION OF HAUSDORFF DIMENSION:
HIGHER ORDER METHODS
RICHARD S. FALK AND ROGER D. NUSSBAUM
Abstract. In [14], the authors developed a new approach to the computation
of the Hausdorff dimension of the invariant set of an iterated function system
or IFS. In this paper, we extend this approach to incorporate high order ap-
proximation methods. We again rely on the fact that we can associate to the
IFS a parametrized family of positive, linear, Perron-Frobenius operators Ls,
an idea known in varying degrees of generality for many years. Although Ls
is not compact in the setting we consider, it possesses a strictly positive Cm
eigenfunction vs with eigenvalue R(Ls) for arbitrary m and all other points z
in the spectrum of Ls satisfy |z| ≤ b for some constant b < R(Ls). Under ap-
propriate assumptions on the IFS, the Hausdorff dimension of the invariant set
of the IFS is the value s = s∗ for which R(Ls) = 1. This eigenvalue problem is
then approximated by a collocation method at the extended Chebyshev points
of each subinterval using continuous piecewise polynomials of arbitrary degree
r. Using an extension of the Perron theory of positive matrices to matrices
that map a cone K to its interior and explicit a priori bounds on the deriva-
tives of the strictly positive eigenfunction vs, we give rigorous upper and lower
bounds for the Hausdorff dimension s∗, and these bounds converge rapidly to
s∗ as the mesh size decreases and/or the polynomial degree increases.
1. Introduction
In this paper, we continue previous work in finding rigorous estimates for the
Hausdorff dimension of invariant sets for iterated function systems or IFS’s. To
describe the framework of the problem we are considering, we let S ⊂ R be a
nonempty compact set, and for some positive integer m, let θp : S → S and
gp : S → [0,∞] ∈ Cm(S) for 1 ≤ p ≤ n < ∞. If θp are contraction mappings,
it is known that there exists a unique, compact, nonempty set C ⊂ S such that
C = ∪np=1θp(C). The set C is called the invariant set for the IFS {θp : 1 ≤ p ≤ n}.
For s > 0, define a bounded linear map Ls : C(S) → C(S), (often called a
Perron-Frobenius operator or linear transfer operator) by
(1.1) (Lsf)(t) =
n∑
p=1
[gp(t)]
sf(θp(t), t ∈ S.
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Under additional appropriate hypotheses (stated in the next section), Ls, considered
as a map from Cm(S) 7→ Cm(S), has a strictly positive eigenfunction vs ∈ Cm(S)
with algebraically simple eigenvalue λs = R(Ls), the spectral radius of Ls. In
addition, all other points z in the spectrum of Ls satisfy |z| ≤ b for some constant
b < R(Ls). A more precise statement of this result, along with other conclusions,
is given in Theorem 2.1 in the next section. Note that in the Cm setting, Ls
is, in general, not compact, has positive essential spectral radius and cannot be
the limit in operator norm of a sequence of finite dimensional linear operators.
These difficulties do not usually arise if Ls can be studied in a Banach space of
complex analytic functions; and there is an extensive literature concerning the
spectral theory of Perron-Frobenius operators which map a Banach space of analytic
functions into itself. We prefer to work in the more general Cm setting so as to
provide tools which also can be applied to some non-analytic examples, e.g., as in
Section 5 of [14].
The aim of this paper is to derive an approximation scheme that allows us to
estimate R(Ls) by the spectral radius of an associated matrix Ls which approxi-
mates the operator Ls in a weak sense and then to obtain rigorous bounds on the
error |R(Ls) − R(Ls)|. We then use this approximation scheme to estimate s∗,
the unique number s ≥ 0 such that R(Ls) = 1. Under appropriate assumptions,
s∗ equals the Hausdorff dimension of the invariant set associated to the IFS. This
observation about Hausdorff dimension has been made, in varying degrees of gen-
erality by many authors. See, for example, [6], [7], [4], [9], [10], [13], [15], [18], [20],
[19], [22], [23], [24], [25], [31], [30], [35], [37], [38], [39], [41], and [8]. There is also a
large literature on the approximation of linear transform operators, not necessarily
related to the computation of Hausdorff dimension, and often assuming the maps
are analytic. We do not attempt to survey that literature, other than to cite one
recent paper, [1], which has some connections to our work here, and contains many
references to that literature.
In previous work, [14], the authors presented a new approach to the problem de-
scribed in the preceding paragraph. We obtained rigorous upper and lower bounds
for the Hausdorff dimension s∗, and these bounds converged rapidly to s∗ as the
mesh size decreases. The approximate matrix was obtained by a collocation method
using continuous piecewise linear functions, motivated by the fact that if such func-
tions are nonnegative at the mesh points, they are nonnegative at all points of
the interval in which they are defined. This property leads to nonnegative matrix
approximations of the operator Ls. One would like these matrices to mimic the
properties of the continuous operator Ls, which means they should satisfy the con-
clusions of the Perron theorem for positive matrices (matrices with strictly positive
entries), i.e., they should have an eigenvalue of multiplicity one equal to the spectral
radius of the matrix with corresponding positive eigenvector and all other eigenval-
ues of the matrix should have modulus less than the spectral radius. This is not
true for nonnegative matrices, however, unless they have an additional property.
One such property that would guarantee this is that the matrix Ls be primitive, i.e.,
there exists a positive integer p such that Lps is a positive matrix. Note that if Ls is
irreducible, then the first two properties hold, but there can be other eigenvalues of
the same modulus as the spectral radius. Unfortunately, the approximation scheme
used led to matrices which are neither primitive nor irreducible.. The remedy to
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obtain the desired properties was to note that the cone K of nonnegative vectors is
not the natural cone in which such matrices should be studied. Using a more gen-
eral notion of positivity of an operator L in which L maps a cone K into itself, one
can still obtain the conclusions of the Perron theorem. This is important since we
use the spectral radius of the approximate matrix Ls to approximate the spectral
radius of Ls and the fact that there is a single dominant eigenvalue enables us to
calculate it efficiently using some variant of the power method.
In this paper, we analyze a similar method obtained by approximation using
higher order piecewise polynomials. As we shall see, the matrices resulting from
the approximation scheme appear to be even more problematic, since they are not
even nonnegative. Despite this fact, the use of an alternative cone, in place of the
standard cone of nonnegative vectors, allows us to show that the conclusions of
the classical Perron theorem also hold for the matrices of this paper. There is a
substantial abstract theory which has been developed for finite dimensional linear
operators which are positive in the sense that they map a cone into itself. The
survey paper [43], references in [43], and appendices A and B in [27] provide a
good starting point. However, the difficulty lies in finding such a cone that fits the
application under study. We use the term hidden positivity to call attention to the
fact that we are able to find such a cone for the approximate operators developed
in this paper.
The cone we use is easiest to describe in the case of continuous, piecewise linear
functions, and is defined as follows. On the interval [0, 1], for fixed integer N , let
h = 1/N and xi = ih, i = 0, 1, . . . , N . The space of continuous, piecewise linear
functions is just the finite dimensional space of continuous functions that restricted
to each subinterval [xi, xi+1] are linear functions. Since a function w in this space
is completely determined by its values wi = w(xi), i = 0, 1, . . . , N (the degrees
of freedom of w), we can also view w as the vector [w0, . . . , wN ]. For any integer
M > 0, we then define the cone KM by
KM = {w : wi ≤ exp(M |xi − xj |)wj , i, j = 0, 1, . . .N}.
The cone for higher order piecewise polynomials is similar, but its description is
more involved because of the more complicated nature of the degrees of freedom of
such functions. The details are provided in Section 3.
One technical difference between piecewise linear functions and higher order
piecewise polynomials is that in order to obtain the results described above, we
must consider approximations Ls,ν of the matrix L
ν
s , where ν depends on the degree
r of the piecewise polynomial approximation. As we observe in the next section,
the operator Lνs has the same form as Ls, i.e.,
(Lνsf)(t) =
∑
ω∈Ων
[gω(t)]
sf(θω(t)),
where for ν ≥ 1, Ων = {ω = (p1, p2, . . . , pν) : 1 ≤ pj ≤ n for 1 ≤ j ≤ ν}; and for
ω = (p1, p2, . . . , pν) ∈ Ων ,
θω(t) = (θp1 ◦ θp2 ◦ · · · ◦ θpν )(t),
and gω(t) is defined in the next section. We note that under the weaker assumption
that θω is a contraction mapping for all ω ∈ Ων , there exists a unique compact set
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C such that C = ∪ω∈Ωνθω(C) and that necessarily C = ∪np=1θp(C). By using the
matrix Ls,ν , one reduces the domain of the operator to a finite set of subintervals
whose total length is much less than the original length of the domain, resulting
in many fewer mesh points. The downside, however, is that this advantage is
completely offset by the increase in the number of terms in the operator Ls for
each iteration, i.e., from n to nν . We note that since we have not found any case
where the method fails if we don’t iterate the matrix, we conjecture that this extra
condition is an artifact of the method of proof, and not the method itself.
To obtain the conclusions of the Perron theorem, the key result is to show that
for some 0 < M ′ < M ,
(1.2) Ls,ν(KM \ {0}) ⊂ KM ′ \ {0}).
This enables us to apply results from the literature on mappings of a cone to itself
to obtain the desired conclusions. Details of this connection, along with references
to the relevant literature, are described in Section 4.
A main goal of our approach, in addition to proposing a new approximation
scheme, is to provide rigorous upper and lower bounds for the Hausdorff dimension
of the underlying IFS. This will follow directly if we are able to derive rigorous
error bounds for |[R(Ls)]ν − R(Ls,ν)|. In the case of piecewise linear functions,
we obtained the bounds by using a simple and well-known result (c.f. Lemma 2.2
of [14]) that if A is an nonnegative matrix and w a vector with strictly positive
components, then if for all components k, (i) if (Aw)k ≥ λwk, then R(A) ≥ λ and
(ii) if (Aw)k ≤ λwk, then R(A) ≤ λ. Here, we use an analogous result for a matrix
mapping a cone K to itself, in which we replace ≤ by ≤K , i.e, u ≤K v if and only
if v − u ∈ K.
Another key tool for obtaining rigorous upper and lower bounds for the Haus-
dorff dimension s∗, is to obtain and use explicit a priori bounds on the quantity
Dqvs(x)/vs(x) of the strictly positive eigenfunction vs of Ls, where D
qvs denotes
the q-th derivative of vs. Such estimates are derived in Section 7.
In order to improve the efficiency of our computation, we consider in Section 7 the
possibility of replacing the original interval S = [a, b] by a smaller interval S0 ⊂ S
such that θβ(S0) ⊂ S0 for β ∈ B. In particular, for the maps θβ = 1/(x+β), setting
γ = min{β :∈ B} and Γ = max{β :∈ B}, we can reduce the interval S to [a∞, b∞],
where
a∞ = −γ
2
+
√
(γ/2)2 + (γ/Γ) and b∞ = −Γ
2
+
√
(Γ/2)2 + (Γ/γ) =
Γ
γ
a∞.
For example, for the set {1, 2}, we reduce the interval [0, 1] to [(√3−1)/2,√3−1] of
length 0.366, while for the set {10, 11}, we reduce the interval [0, 1] to [0.0901, .0991]
of length .009.
A main result of the paper (Theorem 8.6) says that under appropriate hypothe-
ses, there is a computable constant H , such that
[R([1 +Hhr]−1Ls,ν)]
1/ν ≤ λs ≤ [R([1−Hhr]−1Ls,ν)]1/ν ,
where h denotes the maximum mesh size and r the degree of the piecewise poly-
nomial approximation. Using these inequalities, we can obtain rigorous upper and
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lower bounds on the Hausdorff dimension of the invariant set associated with the
transfer operator Ls as follows. Let sl and su denote values of s satisfying
[1 −Hhr]−1R(Lsu,ν) < 1, [1 +Hhr]−1R(Lsl,ν) > 1.
It follows immediately from Theorem 8.6 that λνsu < 1 and λ
ν
sl
> 1. Since the
spectral radius λs of Ls is a strictly decreasing function of s, there will be a value
s∗ satisfying sl < s∗ < su for which λ
ν
s∗ = 1, or equivalently λs∗ = 1. The value s∗
gives the Hausdorff dimension s∗ of the invariant set associated with the transfer
operator Ls. Since su − sl is of order hr, by choosing h to be sufficiently small
and/or r to be sufficiently large, we obtain a highly accurate estimate for s∗. As
noted above, for a given s, R([1±Hhr]−1Ls,ν) is easily computed by variants of the
power method for eigenvalues, since the largest eigenvalue has multiplicity one and
is the only eigenvalue of its modulus. Our theoretical results imply that Ls,ν has
an eigenvector w in K := KM with eigenvalue R(Ls,ν) and that this eigenvector
can be computed to high accuracy. Still, one might be concerned about possible
errors in the computation of of R(Ls,ν) and w. However, independently of how a
purported eigenvector w ∈ K for Ls,ν is found, if αw ≤K Ls,νw ≤K βw, Lemma 4.1
in Section 4 implies that α ≤ R(Ls,ν) ≤ β. This provides a means of giving rigorous
bounds for R(Ls,ν).
In Section 9, we present results of computations of the Hausdorff dimension s
of invariant sets in [0, 1] arising from continued fraction expansions. In this much
studied case, one defines θp = 1/(x+ p), for p a positive integer and x ∈ [0, 1]; and
for a subset B ⊂ N, one considers the IFS {θp : p ∈ B} and seeks estimates on the
Hausdorff dimension of the invariant set C = C(B) for this IFS. This problem has
previously been considered by many authors. See [3], [6], [7], [15], [18], [20], [19],
[23], [24], and [17]. In this case, (1.1) becomes
(Lsf)(x) =
∑
p∈B
( 1
x+ p
)2s
f
( 1
x+ p
)
, 0 ≤ x ≤ 1,
and one seeks a value s ≥ 0 for which λs := R(Ls) = 1. Several of the papers
listed above contain a large number of computations to various degrees of accuracy
of the Hausdorff dimension of the IFS {θp : p ∈ B}, for various choices of the set
B. An early paper, [20], gives results for over 30 choices of B, containing between
two and five terms in the set B, with results reported to an accuracy between 10−6
and 10−19, depending on the problem studied. A Mathematica code implementing
the algorithm is also provided. In [23], computations to four decimal places are
given for over 35 choices of the set B, ranging from two terms, to as many as 34
(this computation is to three decimal places), and also includes a computation of
E[1, 2], (B = {1, 2}), accurate to 54 decimal places. In [24], eight examples of
B, consisting of two terms, are computed with accuracies ranging from 10−13 to
10−52, depending on the choice of B, although the authors note that for the sets
[10, 11], and [100, 10, 000], they were able to compute to accuracies of 10−61 and
10−122, respectively. This depends on the fact that the speed of convergence of their
methods depends on the size of the smallest value of p ∈ B. In [26], the Hausdorff
dimension of E[1, 2] is rigorously computed to 100 decimal places, although more
digits are computed. It is less clear how well some of the approximation schemes
employed in these papers work when |B| is moderately large or when different
real analytic functions θˆj : [0, 1] → [0, 1] are used. Here and in [14], in the one
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dimensional case, we present an alternative approach with much wider applicability
that only requires the maps in the IFS to be Cm, for some finite value of m. As an
illustration, we considered in [14], perturbations of the IFS for the middle thirds
Cantor set for which the corresponding contraction maps are C3, but not C4.
The computations in Section 9 include choices of various sets of continued frac-
tions, maximum mesh size h, piecewise polynomial degree r, and number of itera-
tions ν, including choices of ν for which the hypotheses of our theorems are satisfied,
but also computations which obtain the same results when the mappings are not it-
erated. These results support our conjecture that our method also works in the non-
iterated situation. To facilitate computation of further examples, a Matlab code is
provided in https://sites.math.rutgers.edu/~falk/hausdorff/codes.html.
An outline of the paper is as follows. In the next section, we introduce further
notation and state some preliminary results we will use in our analysis. Section 3
contains a description of the approximate problem and the cone we use to analyze
it. Section 4 contains the theoretical results we will need to show that the ma-
trices arising from the approximation scheme satisfy the conclusions of the Perron
theorem. In Section 5, the main result is to determine conditions under which the
matrix Ls,ν satisfies (1.2). These conditions involve a number of constants, which
we then estimate in Section 6, ultimately deriving bounds for R(Ls) in terms of
[R(Ls,ν)]
1/ν . In Section 7, we consider a method for reducing the size of the interval
S on which the problem is defined, with the aim of reducing the number of mesh
points that will be needed in the approximation scheme. In so doing, we are also
able to improve the bound on two constants which are used in the error estimate
for R(Ls). Recall that condition (1.2) requires determining for each constant M , a
constant 0 < M ′ < M such that (1.2) is satisfied. In Section 8, we provide a proce-
dure for determining this constant. Finally, the numerical computations described
above are given in Section 9.
2. Notation and Preliminaries
Let C(S) denote the Banach space of continuous functions f : S → R, where S
is a compact subset of R. Assume
(H0): For 1 ≤ p ≤ n <∞, θp : S → S is a Lipschitz map.
(H1): For 1 ≤ p ≤ n <∞, gp : S → [0,∞) is a nonnegative continuous function
which is not identically zero. In addition, there exists a constant M0 > 0 such that
gp(t1) ≤ gp(t2) exp(M0|t1 − t2|), ∀t1, t2 ∈ S, 1 ≤ p ≤ n.
We note that it is easy to show that (H1) is equivalent to assuming that gp(t) > 0
for all t ∈ S, and
| ln(gp(t1))− ln(gp(t2))| ≤M0|t1 − t2|, ∀t1, t2 ∈ S, 1 ≤ p ≤ n.
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For s > 0, define a bounded linear map Ls : C(S) → C(S) (often called a
Perron-Frobenius operator) by (1.1), i.e.
(Lsf)(t) =
n∑
p=1
[gp(t)]
sf(θp(t)), t ∈ S.
We shall need to consider the νth iterate of Ls, L
ν
s . For ν ≥ 1, let Ων = {ω =
(p1, p2, . . . , pν) : 1 ≤ pj ≤ n for 1 ≤ j ≤ ν}; and for ω = (p1, p2, . . . , pν) ∈ Ων ,
define
θω(t) = (θp1 ◦ θp2 ◦ · · · ◦ θpν )(t)
and
gω(t) = gp1(θp2 ◦ · · · ◦ θpν (t))gp2(θp3 ◦ · · · ◦ θpν (t)) · · · gpν−1(θpν (t))gpν (t).
The reader can verify (e.g., see [35]) that for all f ∈ C(S),
(Lνsf)(t) =
∑
ω∈Ων
[gω(t)]
sf(θω(t)).
Note that Lνs has the same form as Ls, except with index set Ωm. To analyze the
operator Lνs , we shall need stronger assumptions than (H0). We will thus assume
(H2): (H0) is satisfied and there exist constants C0 ≥ 1 and κ, 0 < κ < 1, such
that for all integers ν ≥ 1, all ω ∈ Ων , and all t1, t2 ∈ S,
|θω(t1)− θω(t2)| ≤ C0κν |t1 − t2|.
Assuming (H1) and (H2), one can prove that for all ω ∈ Ων and all t1, t2 ∈ S,
gω(t1) ≤ exp(M ′0|t1 − t2|)gω(t2),
where M ′0 = M0C0[(1 − κν)/(1 − κ)]. The proof is left to the reader. The reader
will notice that the above framework carries over to the more general case that S
is a compact metric space with metric ρ. (H1) and (H2) take the same form except
that |t1 − t2| is replaced by ρ(t1, t2).
The following result provides some theoretical background which will be essential
for our later work concerning the operator Ls. This theorem is a special case of
Corollary 6.6 in [34]. We refer to Section 3 of [33] for a brief discussion of the
essential spectrum, which is mentioned in Theorem 2.1 below.
Theorem 2.1. Assume hypotheses (H1) and (H2) are satisfied, that S is a finite
union of compact intervals, and that Ls is given by (1.1), where s > 0. Assume
also that θi ∈ Cm(S) and gi ∈ Cm(S) for some positive integer m. Let Λs : Y :=
Cm(S)→ Y be the bounded linear operator given by (1.1), but considered as a map
of Y 7→ Y , so Ls(f) = Λs(f) for f ∈ Y . If R(Ls) (respectively, R(Λs)) denotes the
spectral radius of Ls (respectively, of Λs) and ρ(Λs) denotes the essential spectral
radius of Λs and κ is as in (H2), then
ρ(Λs) ≤ κmR(Λs), R(Λs) = R(Ls) := λs > 0.
Let Λˆs denote the complexification of Λs. If σ(Λˆs) denotes the spectrum of Λˆs, and
we define σ(Λs) := σ(Λˆs), then if z ∈ σ(Λs) and ρ(Λs) < |z|, z is an isolated point
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of σ(Λs) and is an eigenvalue of Λs of finite algebraic multiplicity. Also, there exists
bs < λs such that
σ(Λs) \ {λs} ⊂ {z ∈ C : |z| ≤ |bs|}.
There exists a strictly positive eigenfunction vs ∈ Cm(S) with eigenvalue λs > 0,
and λs is an algebraically simple eigenvalue of Λs. If u ∈ Y and u(t) > 0 for all
t ∈ S, there exists a positive real number α (dependent on u) such that
(2.1) lim
k→∞
( 1
λs
)k
Λks(u) = αvs,
where the convergence is in the norm topology on Y .
Remark 2.1. In our work here, it will be important to have estimates on
sup
{ |(djvs/dtj)(t)|
vs(t)
: t ∈ S
}
,
where 1 ≤ j ≤ m. Note that if we take u := 1 in (2.1), we find that for t ∈ S and
1 ≤ j ≤ m,
(2.2)
|(djvs/dtj)(t)|
vs(t)
= lim
k→∞
|∑ω∈Ωk(djgsω/dtj)(t)|∑
ω∈Ωk
gω(t)s
,
and the convergence in (2.2) is uniform in t ∈ S. If u is as in (2.1), we also obtain
from (2.1) that
lim
k→∞
Λk+1s u
Λksu
= λs,
where the convergence to the constant function λs is in the norm topology on Y .
3. Approximation of the spectral radius of Ls
Returning to the notation of (1.1), we want to approximateR(Ls) by the spectral
radius of an appropriate finite dimensional linear map Ls. To do so, we assume
that S = [a, b] in (H1) and (H2), with a < b and let Sˆ denote a union of disjoint
subintervals [ai, bi] ⊂ [a, b], i = 1, . . . , I. We also assume throughout this section
that θp(Sˆ) ⊂ Sˆ for 1 ≤ p ≤ n. Further subdivide each interval [ai, bi] into Ni
equally spaced subintervals [tij−1, t
i
j ], j = 1, . . . , Ni of width
(3.1) hi = (bi − ai)/Ni, 1 ≤ i ≤ I.
Set h = max1≤i≤I hi.
Next let {cij,k}rk=0 ∈ [tij−1, tij ], with cij,0 = tij−1, cij,r = tij , and cij,k < cij,k+1
for 0 ≤ k < r. Given values {F ij,k} = F (cij,k), we then define on Sˆ, a piecewise
polynomial F as follows: For tij−1 ≤ x ≤ tij , 1 ≤ j ≤ Ni, and 1 ≤ i ≤ I,
(3.2) F|[ti
j−1
,ti
j
](x) = F ij(x) =
r∑
k=0
lij,k(x)F
i
j,k,
where
lij,k(x) =
∏r
l=0
l 6=k
(x− cij,l)∏r
l=0
l 6=k
(cij,k − cij,l)
.
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Since cij,r = c
i
j+1,0, F ∈ Vrh, the space of continuous piecewise polynomials of
degree ≤ r, whose degrees of freedom are the Nr + I := Q values F ij,k, where
N =
∑I
i=1Ni.
We note that we can simplify our expressions by choosing points {cˆk}rk=0 ∈
[−1, 1], with cˆk < cˆk+1 for 0 ≤ k < r, cˆ0 = −1 and cˆr = 1. If we then define
cij,k = t
i
j−1 + hi(1 + cˆk)/2,
and write x ∈ [tij−1, tij] ⊂ [ai, bi] in the form x = tij−1+hi(1+xˆ)/2, where xˆ ∈ [−1, 1],
we obtain
(3.3) lij,k(x) = lˆk(xˆ) =
∏r
l=0
l 6=k
(xˆ− cˆl)∏r
l=0
l 6=k
(cˆk − cˆl) .
Because we seek to make use of high order piecewise polynomials, it is important
to choose the points cˆk to avoid the large errors that can occur in polynomial
interpolation due to Runge’s phenomenon (e.g., when equally spaced interpolation
points are used). Since, for our analysis, we shall need the function F(x) in (3.2)
to be continuous, we choose the points cˆk to be the extended Chebyshev points in
[−1, 1] given by
(3.4) cˆk = − cos
(2k + 1
2r + 2
π
)/
cos
( π
2r + 2
)
, k = 0, . . . , r,
obtained by rescaling the usual Chebyshev nodes. Then
(3.5) cij,k = t
i
j−1 +
hi
2
(
1−
[
cos
(2k + 1
2r + 2
π
)/
cos
( π
2r + 2
)])
, k = 0, . . . , r.
We note that another possible choice is to use the augmented Chebyshev points,
consisting of the roots of the Chebyshev polynomial of degree r − 1 shifted to the
interval [tij−1, t
i
j ] plus the endpoints t
i
j−1 and t
i
j .
With this notation, we can now define, for s > 0, the linear map Ls : R
Q → RQ.
If F = {F ij,k} ∈ RQ, we define
Ls(F)(c
i
j,k) =
n∑
p=1
gp(c
i
j,k)
sF(θp(cij,k)),
where F is defined above. Equivalently, we can also think of the operator Ls as
a map from the space Vrh → Vrh, if we replace F by F , and given the values
{Gij,k} =
∑n
p=1 gp(c
i
j,k)
sF(θp(cij,k)), we define G(x) as follows: For tij−1 ≤ x ≤ tij ,
1 ≤ j ≤ Ni, and 1 ≤ i ≤ I,
G|[ti
j−1
,ti
j
](x) = Gij(x) =
r∑
k=0
lij,k(x)G
i
j,k.
Given a positive real numberM , we next defineKM ⊂ RQ as {F ∈ RQ} such that
for all ξ = cij,k and η = c
i′
j′,k′ , with 1 ≤ i, i′ ≤ I, 1 ≤ j, j′ ≤ Ni, and 0 ≤ k, k′ ≤ r,
(3.6) F (ξ) ≤ exp(M |ξ − η|)F (η).
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Note that to verify (3.6), it suffices to verify it whenever ξ and η are two consecutive
points in a linear ordering of the points {cij,k}.
One can easily verify that if F ∈ KM , then either (a) F ij,k = 0 for all 1 ≤ i ≤ I,
1 ≤ j ≤ Ni, and 0 ≤ k ≤ r, or (b) F ij,k > 0 for all i, j, k in this range. In case (b),
one has for all 1 ≤ i, i′ ≤ I, 1 ≤ j, j′ ≤ Ni, 0 ≤ k, k′ ≤ r,
(3.7) | ln(F ij,k)− ln(F i
′
j′,k′)| ≤M |cij,k − ci
′
j′,k′ |.
and (3.7) implies that (3.6) holds.
One might hope to prove that the spectral radius R(Ls) of Ls closely approxi-
mates the spectral radius R(Ls), and we shall see that this is true if the constants
C0κ in (H2) and h in (3.1) are sufficiently small. However, to arrange that C0κ is
sufficiently small, it may be necessary to work with Lνs , where ν is a positive integer
and C0κ is replaced by C0κ
ν . This in turn means that we will have to replace Ls
by Ls,ν : R
Q → RQ, where, ν is a positive integer and in our earlier notation,
(3.8) (Ls,ν(F))(c
i
j,k) =
∑
ω∈Ων
gω(cj,k)
sF(θω(cij,k)).
4. Cones, Positive eigenvectors, and Birkhoff’s contraction
constant
As noted in Section 1, we would like to have the approximating matrices de-
fined in the previous section mimic the properties of the continuous operator Ls,
which means they should satisfy the conclusions of the Perron theorem for positive
matrices, i.e., they should have an eigenvalue of multiplicity one equal to the spec-
tral radius of the matrix with corresponding positive eigenvector and that all other
eigenvalues of the matrix should have modulus less than the spectral radius. How-
ever, the matrix Ls defined in the previous section is not even a nonnegative matrix
once the degree r of the piecewise polynomial is > 1. The reason for this, seen by
constructing the matrix, is that the Lagrange basis functions for a polynomial of
degree > 1 are not always positive.
The remedy, also used in the case r = 1, when the resulting matrix was nonneg-
ative, but not primitive or irreducible, is to base the analysis on a cone different
from the usual cone of nonnegative functions. More precisely, by using the coneKM
defined in the previous section, we shall show that the conclusions of the classical
Perron theorem also hold for the matrices of this paper.
To outline our method of proof, it is convenient to describe, at least in the finite
dimensional case, some basic definitions and classical theorems concerning linear
maps L : RN → RN which leave a cone K ⊂ RN invariant. In doing so, we shall
closely follow the analogous description in [14]. Recall that a closed subset K of RN
is called a closed cone if (i) ax+by ∈ K whenever a ≥ 0, b ≥ 0, x ∈ K and y ∈ K and
(ii) if x ∈ K \{0}, then −x /∈ K. If K is a closed cone, K induces a partial ordering
on RN denoted by ≤K (or simply ≤, if K is obvious) by u ≤K v if and only if
v−u ∈ K. If u, v ∈ K, we shall say that u and v are comparable (with respect to K)
and we shall write u ∼K v if there exist positive scalars a and b such that v ≤K au
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and u ≤K bv. Comparable with respect to K partitions K into equivalence classes
of comparable elements. We shall henceforth assume that int(K), the interior of
K, is nonempty. Then an easy argument shows that all elements of int(K) are
comparable. Generally, if x0 ∈ K and Kx0 := {x ∈ K : x ∼K x0}, all elements of
Kx0 are comparable.
Following standard notation, if u, v ∈ K are comparable elements, we define
M(u/v;K) = inf{β > 0 : u ≤ βv},
m(u/v;K) =M(v/u;K)−1 = sup{α > 0 : αv ≤ u}.
If u and v are comparable elements of K \{0}, we define Hilbert’s projective metric
d(u, v;K) by
d(u, v;K) = log(M(u/v;K)) + logM(v/u;K)).
We make the convention that d(0, 0;K) = 0. If x0 ∈ K \ {0}, then for all u, v, w ∈
Kx0, one can prove that (i) d(u, v;K) ≥ 0, (ii) d(u, v;K) = d(v, u;K), and (iii)
d(u, v;K) + d(v, w;K) ≥ d(u,w;K). Thus d restricted to Kx0 is almost a metric,
but d(u, v;K) = 0 if and only if v = tu for some t > 0 and generally, d(su, tv;K) =
d(u, v;K) for all u, v ∈ Kx0 and all s > 0 and t > 0. If ‖ · ‖ is any norm on
RN and S := {u ∈ int(K) : ‖u‖ = 1} (or, more generally, if x0 ∈ K \ {0} and
S = {x ∈ Kx0 : ‖x‖ = 1}, then d(·, ·;K), restricted to S × S, gives a metric on S;
and it is known that S is a complete metric space with this metric.
With these preliminaries, we can describe a special case of the Birkhoff-Hopf
theorem. We refer to [2], [21], and [40] for the original papers and to [12] and [11]
for an exposition of a general version of this theorem and further references to the
literature. We remark that P. P. Zabreiko, M. A. Krasnosel′skij, Y. V. Pokornyi,
and A. V. Sobolev independently obtained closely related theorems; and we refer
to [28] for details. If K is a closed cone as above, S = {x ∈ int(K) : ‖x‖ = 1}, and
L : RN → RN is a linear map such that L(int(K)) ⊂ int(K), we define ∆(L;K),
the projective diameter of L by
∆(L;K) = sup{d(Lx,Ly;K) : x, y ∈ K and Lx ∼K Ly}
= sup{d(Lx,Ly;K) : x, y ∈ int(K)}.
The Birkhoff-Hopf theorem implies that if ∆ := ∆(L;K) < ∞, then L is a con-
traction mapping with respect to Hilbert’s projective metric. More precisely, if we
define λ = tanh(14∆) < 1, then for all x, y ∈ K \ {0} such that x ∼K y, we have
d(Lx,Ly;K) ≤ λd(x, y;K),
and the constant λ is optimal.
If we define Φ : S → S by Φ(x) = L(x)/‖L(x)‖, it follows that Φ is a contraction
mapping with a unique fixed point v ∈ S, and v is necessarily an eigenvector of
L with eigenvalue r(L) := r = the spectral radius of L. Furthermore, given any
x ∈ int(K), there are explicitly computable constants M and c < 1 (see Theorem
2.1 in [12]) such that for all k ≥ 1,
‖Lk(x)/‖Lk(x)‖ − v‖ ≤Mck;
and the latter inequality is exactly the sort of result we need. Furthermore, it is
proved in Theorem 2.3 of [12] that r = r(L) is an algebraically simple eigenvalue
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of L and that if σ(L) denotes the spectrum of L and q(L) denotes the spectral
clearance of L,
q(L) := sup{|z|/r(L) : z ∈ σ(L), z 6= r(L)},
then q(L) < 1 and q(L) can be explicitly estimated.
The main issue, then, is to find a suitable cone satisfying the hypotheses outlined
above. We shall show in the sections that follow that the cone KM , defined in the
previous section, is such a cone. To do so, we shall show that there exists M ′,
0 < M ′ < M , such that L(KM \ {0}) ⊂ KM ′ \ {0}. After correcting the typo in the
formula for d2(f, g) on page 286 of [29], it follows from Lemma 2.12 on page 284 of
[29] that
sup{d(f, g;KM ) : f, g ∈ KM ′ \ {0}} ≤ 2 log
(M +M ′
M −M ′
)
+ 2 exp(M ′(b − a)) <∞,
where now S := [a, b] in (H1) and (H2) (c.f. Section 3). This implies that
∆(L;KM ) <∞, which in turn implies that L has a normalized eigenvector v ∈ KM ′
with positive eigenvalue r = r(L) = the spectral radius of L. Furthermore, r
has algebraic multiplicity 1, q(L) < 1, and lim
k→∞
‖Lk(x)/‖Lk(x)‖ − v‖ = 0 for all
x ∈ KM \ {0}. Thus it suffices to prove, for an appropriate map L, that for some
M ′ < M ,
(4.1) L(KM \ {0}) ⊂ KM ′ \ {0}.
We note that if the map L satisfies (4.1), then it is not difficult to show that
L(KM \ {0}) ⊂ int(KM ). An alternative approach is then to apply Theorem 4.4 of
[44], which concludes that R(L) is a simple eigenvalue, greater than the magnitude
of any other eigenvalue, and that an eigenvector corresponding to R(L) lies in
int(K). In any case, the key step is to show for an appropriate matrix L and cone
KM , that (4.1) is satisfied.
A key part of the paper is to obtain upper and lower bounds on R(Ls) using
the approximations developed in this paper. To do so, we will use an extension to
cones of a well known result for positive matrices.
Lemma 4.1. Suppose L(KM \ {0}) ⊂ KM ′ and Vs ∈ KM \ {0}. Then if there
exists positive constants α and β such that
αVs ≤K LVs ≤K βVs,
then α ≤ R(L) ≤ β.
5. Theory for the discrete approximation
The main result of this section, Theorem 5.6, is to show that under appropriate
hypotheses, the matrix operator Ls,ν defined in Section 3, satisfies
Ls,ν(KM (T )) \ {0} ⊂ KM ′(T ) \ {0}.
Throughout this section, we shall assume that (H1) and (H2) are satisfied and
that S = [a, b] with a < b, where S is as in (H1) and (H2). We shall also assume
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that (H3), given below, is satisfied, and we shall use the notation of (H1), (H2),
and (H3).
(H3): For a given positive integer ν, there exist pairwise disjoint, nonempty
compact intervals [ai, bi] ⊂ S, 1 ≤ i ≤ I, (where S := [a, b] is as in (H0) - (H2))
with the following property: For every ω ∈ Ων , there exists i = i(ω), 1 ≤ i ≤ I,
such that θω(S) ⊂ [ai, bi].
Remark 5.1. Assume that (H0)-(H2) are satisfied and that for some positive inte-
ger ν′, θω1(S) and θω2(S) are disjoint whenever ω1 and ω2 are unequal elements of
Ων′ . Label the elements of Ων′ as ωi, 1 ≤ i ≤ I, and define [ai, bi] = θωi(S). Then
for all positive integers ν ≥ ν′, (H3) is satisfied. More generally, one could, for
1 ≤ i ≤ I, take [ai, bi] to be any interval contained in [a, b] such that θωi(S) ⊂ [ai, bi]
as long as [ai, bi] ∩ [aj, bj ] = ∅ for 1 ≤ i, j ≤ I. Note that (H3) is also trivially
satisfied if we take I = 1 and [a1, b1] = [a, b].
Remark 5.2. In the context of (H3), it is possible by relabeling to assume that
bi < ai+1 for 1 ≤ i < I, so the intervals are linearly ordered as subsets of R. Thus
we shall make this assumption if convenient.
We now follow the notation of Section 3. If we define
(5.1) T := {cij,k : 1 ≤ i ≤ I, 1 ≤ j ≤ Ni, 0 ≤ k ≤ r},
then T is a finite subset of R and a compact metric space. Recall that we consider
the finite dimensional vector space V = V (T ) of dimension Q = Nr+ I of all maps
F : T → R andKM (T ) is then defined as in Section 4 or (3.6), i.e., F ∈ KM (T )\{0}
if and only if
| ln(F (ξ))− ln(F (η))| ≤M |ξ − η|
for all ξ, η ∈ T . Note that V is linearly isomorphic to RQ.
A central question for our approach is to determine under what conditions on
Ls,ν (see (3.8)) Ls,ν(KM (T )) ⊂ KM ′(T ) for some M , M ′ with 0 < M ′ < M . To
do so, we begin by recalling some classical results.
Lemma 5.1. (See [32], [36], pages 121-123, or [42]). Let p(t) be a real-valued
polynomial of degree ≤ r. Then
max
−1≤t≤1
|p′(t)| ≤ r2 max
−1≤t≤1
|p(t)|.
A proof of the following estimate is given in [5] and refinements for r ≥ 5 can be
found in [16].
Lemma 5.2. If lˆk(xˆ), 0 ≤ k ≤ r, is defined by (3.3), then
max
−1≤xˆ≤1
r∑
k=0
|lˆk(xˆ)| ≤ 2
π
log(r + 1) + 3/4 := ψ(r),
where log denotes natural logarithm.
It will also be convenient to have some elementary estimates concerning the
numbers cij,k, 1 ≤ j ≤ Ni, 0 ≤ k ≤ r, in (3.5). If x is a real number, [x] denotes
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the greatest integer m ≤ x. If r is an integer, it follows that [r/2] = r/2 if r is even
and [r/2] = (r− 1)/2 is r is odd. The next lemma is a straightforward exercise and
is left to the reader.
Lemma 5.3. Let the numbers cij,k be defined by (3.5). Then for 0 ≤ k ≤ r and
1 ≤ i ≤ I,
|cij,k − cij,[r/2]| ≤ hi/2, if r is even,
|cij,k − cij,[r/2]| ≤ hi/2[1 + tan(π/[2r + 2]), if r is odd.
For 1 ≤ j ≤ Ni and 0 ≤ k < r,
min
1≤j≤Ni,0≤k<r
|cij,k − cij,k+1| = 2hi[sin(π/[2r + 2])]2,
max
1≤j≤Ni,0≤k<r
|cij,k − cij,k+1| = hi tan(π/[2r + 2]) if r is odd,
max
1≤j≤Ni,0≤k<r
|cij,k − cij,k+1| = hi sin(π/[2r + 2]) if r is even.
Since the first result in Lemma 5.3 will be used later, we define the constant η(r)
for r a positive integer by:
(5.2) η(r) =
{
1
2 , if r even
1
2 [1 + tan(π/[2r + 2])], if r odd
.
In addition, for ν a positive integer and ω ∈ Ων , we define constants M0(ν) and
c(ν) such that for all ω ∈ Ων ,
(5.3) gω ∈ KM0(ν)(S) and lip(θω|S) ≤ c(ν).
We already know (see Section 2) that M0(ν) ≤ M0C0(1 − κν)/(1 − κ), where M0
is as in (H1) and C0 and κ are as in (H2); and (H2) implies that c(ν) ≤ C0κν .
However, in specific examples which we shall study later, these estimates can be
significantly improved.
Lemma 5.4. Suppose that τ ∈ R, ǫ > 0, and cˆk, 0 ≤ k ≤ r is a normalized
extended Chebyshev point as in (3.4), and ck = τ +
ǫ
2 (1 + cˆk). If x ∈ [τ, τ + ǫ], let
xˆ ∈ [−1, 1] denote the unique point such that x = τ + ǫ2 [1+ xˆ]. Assume that M > 0,
Γ = {ck : 0 ≤ k ≤ r} and F ∈ KM (Γ) \ {0}, so | ln(F (ξ)) − ln(F (η))| ≤ M |ξ − η|
for all ξ, η ∈ Γ. Let F : [τ, τ + ǫ] → R denote the unique polynomial of degree ≤ r
such that F(ck) = F (ck) for 0 ≤ k ≤ r. Let η(r) be as in (5.2) and ψ(r) as in
Lemma 5.2 and define u =Mǫη(r). If
ψ(r)u exp(u) < 1,
then F(x) > 0 for all x ∈ [τ, τ + ǫ]. If ψ(r)u exp(u) < 1 and
C :=
[2η(r)r2ψ(r)] exp(u)M
1− ψ(r)u exp(u) ,
then for all x, y ∈ [τ, τ + ǫ],
| ln(F(x)) − ln(F(y))| ≤ C|x − y|.
HIGH ORDER COMPUTATION OF HAUSDORFF DIMENSION 15
Proof. Recall that for 0 ≤ k ≤ r,
lk(x) =
∏r
l=0
l 6=k
(x − cl)∏r
l=0
l 6=k
(ck − cl) , lˆk(xˆ) =
∏r
l=0
l 6=k
(xˆ − cˆl)∏r
l=0
l 6=k
(cˆk − cˆl) ,
and lk(x) = lˆk(xˆ) for x = τ +
ǫ
2 [1 + xˆ] and, writing Fk = F (ck),
F(x) =
r∑
k=0
lk(x)F (ck) =
r∑
k=0
lk(x)Fk .
Recalling that
∑r
k=0 lk(x) = 1 for all x ∈ [τ, τ + ǫ], we obtain
F(x) =
r∑
k=0
lk(x)Fk = F[r/2]
(
1 +
r∑
k=0
k 6=[r/2]
lk(x)
[ Fk
F[r/2]
− 1
])
= F[r/2][1 + φ(x)]
= F[r/2]
(
1 +
r∑
k=0
k 6=[r/2]
lˆk(xˆ)
[ Fk
F[r/2]
− 1
])
:= F[r/2][1 + φˆ(xˆ)],
where as usual, x = τ + ǫ2 [1 + xˆ], xˆ ∈ [−1, 1].
Since F ∈ KM (Γ) \ {0}, we have for 0 ≤ k ≤ r, k 6= [r/2],
exp(−M |ck − c[r/2]|) ≤ Fk
F[r/2]
≤ exp(M |ck − c[r/2]|).
Because Lemma 5.3 implies that |ck − c[r/2]| ≤ η(r)ǫ,
exp(−Mη(r)ǫ) − 1 ≤ Fk
F[r/2]
− 1 ≤ exp(Mη(r)ǫ) − 1.
Using the mean value theorem and writing u =Mη(r)ǫ, it follows that
−u ≤ Fk
F[r/2]
− 1 ≤ u exp(u),
so ∣∣∣ Fk
F[r/2]
− 1
∣∣∣ ≤ u exp(u).
Using Lemma 5.2, it follows that
(5.4) |φˆ(xˆ)| ≤
r∑
k=0
k 6=[r/2]
|lˆk(ξˆ)|
∣∣∣ Fk
F[r/2]
− 1
∣∣∣ ≤ ψ(r)u exp(u),
so if ψ(r)u exp(u) < 1, 1 + φˆ(xˆ) > 0, and F(x) > 0 for all x ∈ [τ, τ + ǫ]. For the
remainder of the proof, we assume that ψ(r)u exp(u) < 1.
If x, y ∈ [τ, τ + ǫ], our previous calculations show that
| lnF(x)− lnF(y)| =
∣∣∣ ln[1 + φ(x)] − ln[1 + φ(y)]∣∣∣
=
∣∣∣ ∫ 1+φ(x)
1+φ(y)
1
s
ds
∣∣∣ ≤ ∣∣∣φ(x) − φ(y)
2
∣∣∣[ 1
1 + φ(x)
+
1
1 + φ(y)
]∣∣∣,
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where we have used the fact that (1/s) is a convex function and hence the integral
is bounded by the trapezoidal rule approximation.
Now, by the mean value theorem, for some ξˆ lying between xˆ and yˆ and hence
∈ [−1, 1],
|φ(x) − φ(y)| = |φˆ(xˆ)− φˆ(yˆ)| = |φˆ′(ξˆ)||xˆ− yˆ|
≤ 2
ǫ
|x− y| max
−1≤ξˆ≤1
|φˆ′(ξˆ)| ≤ 2
ǫ
|x− y|r2 max
−1≤ξˆ≤1
|φˆ(ξˆ)|,
where in the last step we have used Markov’s polynomial inequality (Lemma 5.2).
Recalling our earlier estimate for |φˆ(ξˆ)| in (5.4), we obtain
|φ(x) − φ(y)| ≤ 2r2ψ(r)η(r)M exp(u)|x− y|
and
1
2
[ 1
1 + φ(x)
+
1
1 + φ(y)
]
≤ 1
1− ψ(r)u exp(u) ,
which implies that
| ln(F(x)) − ln(F(y))| ≤ C|x − y|.

Lemma 5.5. Let notation be as in Section 3 and T be as defined by (5.1). Suppose
that F : T → R is an element of KM (T ) \ {0} and let F : ∪Ii=1[ai, bi] → R be
defined by (3.2). For 1 ≤ i ≤ I, define ui =Mhiη(r) and assume that
ψ(r)ui exp(ui) < 1.
Then F(x) > 0 for all x ∈ [ai, bi]. If we define Ci by
(5.5) Ci :=
[2η(r)r2ψ(r)] exp(ui)M
1− ψ(r)ui exp(ui) ,
then for all x, y ∈ [ai, bi],
(5.6) | ln(F(x)) − ln(F(y))| ≤ Ci|x− y|.
Proof. Recall that [ai, bi] = ∪Nij=1[tij−1, tij ], where tij − tij−1 = hi = (bi − ai)/Ni. If
we write hi = ǫ, note that whenever x, y ∈ [tij−1, tij] for some j, Lemma 5.5 implies
that (5.6) is satisfied. Thus we can assume that x, y ∈ [ai, bi] and that there does
not exist j, 1 ≤ j ≤ Ni, such that x and y are both elements of [tij−1, tij]. We can
also assume that x < y and select j1, 1 ≤ j1 ≤ Ni, such that x ∈ [tij1−1, tij1 ] and j2,
1 ≤ j2 ≤ Ni, such that y ∈ [tij2−1, tij2 ]. By our assumptions, it must be true that
j1 < j2, If we apply Lemma 5.5 to F(x) and F(tij1), we obtain
| ln(F(tij1 ))− ln(F(x))| ≤ Ci(tij1 − x).
Similarly, if we apply Lemma 5.5 to F(tij2−1) and F(y), we obtain
| ln(F(y))− ln(F(tij2−1))| ≤ Ci(y − tij2−1).
Since F(tij1) = F (tij1) and F(tij2−1) = F (tij2−1) and F ∈ KM (T ), we obtain
| ln(F(tij2−1))− ln(F(tij1))| ≤M(tij2−1 − tij1) ≤ Ci(tij2−1 − tij1),
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where we have used the fact that Ci > M . Combining these inequalities, we find
that
| ln(F(y))− ln(F(x))| ≤ | ln(F(y)) − ln(F(tij2−1))|
+ | ln(F(tij2−1))− ln(F(tij1 ))|+ | ln(F(tij1 ))− ln(F(x))| ≤ Ci(y − x),
which proves Lemma 5.5. 
Up to this point, we have only used the fact that F ∈ KM (T ), where T is
defined in (5.1) and notation is as in Section 3. We now exploit the fact that
lip(θω|S) ≤ c(ν) for all ω ∈ Ων .
Theorem 5.6. Let notation be as in Section 3 and for positive reals M ′ < M , let
KM (T ) and KM ′(T ) be as defined earlier, Recall that hi = (bi − ai)/Ni, 1 ≤ i ≤ I,
and h = max{hi : 1 ≤ i ≤ I}. Assume that hypotheses (H1), (H2), and (H3) are
satisfied, and that
(5.7) ψ(r)u expu < 1,
where we now set
u =Mhη(r).
If F ∈ KM (T )\{0} and F is the piecewise polynomial approximation of F of degree
≤ r on Sˆ = ∪Ii=1[ai, bi], then F(x) > 0 for all x ∈ Sˆ.
Define C := max{Ci : 1 ≤ i ≤ I}, where Ci is defined by (5.5) and let Ls,ν :
V (T ) := RQ → V (T ) be defined by (3.8). Assume the above hypotheses are satisfied
and also assume that
(5.8) c(ν)C :=
c(ν)[2η(r)r2ψ(r)] exp(u)M
1− ψ(r)u exp(u) < M
′ − sM0(ν).
Then it follows that Ls,ν(KM (T )) \ {0} ⊂ KM ′(T ) \ {0}.
Proof. Suppose that F ∈ KM (T ) \ {0}, which implies that F (ξ) > 0 for all ξ ∈ T .
Since u ≥ ui for 1 ≤ i ≤ I, (5.7) implies that ψ(r)ui expui < 1 for 1 ≤ i ≤ I. It
follows from Lemma 5.5 that F(x) > 0 for all x ∈ [ai, bi], 1 ≤ i ≤ I, so F(x) > 0
for all x ∈ Sˆ. Since (H1) implies that gω(x)s > 0 for all x ∈ S = [a, b] and for all
ω ∈ Ων
Ls,ν(F )(ξ) =
∑
ω∈Ων
[gω(ξ)]
sF(θω(ξ)),
and gω(x)
sF(θω(x)) > 0 for all x ∈ Sˆ and certainly for all ξ ∈ T , it suffices to prove
that the map ξ 7→ gω(ξ)sF(θω(ξ)) ∈ KM ′(T )\ {0} for every ω ∈ Ων . We know that
for all x, y ∈ S,
| ln(gω(x)s)− ln(gω(y)s)| ≤ sM0(ν)|x − y|,
so it suffices to prove that for all x, y ∈ Sˆ,
| ln(F(θω(x))− ln(F(θω(y))| ≤ [M ′ − sM0(ν)] |x − y|.
For each fixed ω ∈ Ων , (H3) implies that there exists i = i(ω) such that θω(Sˆ) ⊂
[ai, bi]. Writing x
′ = θω(x) ∈ [ai, bi] and y′ = θω(y) ∈ [ai, bi], Lemma 5.5 implies
that
| ln(F(x′))− ln(F(y′))| ≤ C|x′ − y′| ≤ c(ν)C|x − y|,
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so (5.8) completes the proof. 
Remark 5.3. Assume that ψ(r)u exp(u) < 1. Notice that for a given positive
integer r, a necessary condition that (5.8) be satisfied is that
(5.9) c(ν)2r2ψ(r)η(r) <
M ′ − sM0(ν)
M
.
For a given M ′ < M , if (5.9) is satisfied, then (5.8) will be satisfied if h is suffi-
ciently small.
Remark 5.4. The reader will note that in our definition of Ls,ν(F ) for F ∈ V (T ),
we arrange that F|[ai,bi] is a piecewise polynomial map of degree ≤ r. In some
applications, it is desirable to make F|[ai,bi] a piecewise polynomial map of degree
≤ ri, which leads to a generalization of the definition of Ls,ν . An analogue of
Theorem 5.6 which handles this more general case can be proved by an argument
similar to the proof of Theorem 5.6. Because of considerations of length, we omit
the proof.
6. Estimating R(Ls) by the spectral radius of Ls,ν
In the previous section (c.f. Theorem 5.6), we determined conditions under which
Ls,ν(KM (T )) \ {0} ⊂ KM ′(T ) \ {0}
for some M ′ < M . The main result of this section is to show that under this
condition, R(Ls,ν), the spectral radius of Ls,ν , satisfies
λνs (1 −Hhr) ≤ R(Ls,ν) ≤ λνs (1 +Hhr)
for some constantH to be specified below. Using this result, we obtain the following
explicit bounds on the spectral radius λs of Ls.
[R([1 +Hhr]−1Ls,ν)]
1/ν ≤ λs ≤ [R([1−Hhr]−1Ls,ν)]1/ν ,
where the entries of the matrices [1 + Hhr]−1Ls,ν and [1 − Hhr]−1Ls,ν differ by
O(hr).
Throughout this section, we shall assume the hypotheses and notation of (H1),
(H2), and (H3); and vs(·) will always denote the positive eigenvector vs of Ls
guaranteed by Theorem 2.1. In particular, S and [ai, bi], 1 ≤ i ≤ I will be as in
(H3) and (as can be guaranteed by relabeling), we shall assume that bi < ai+1 for
1 ≤ i < I.
Using Theorem 2.1 and Remark 2.1, we shall see, in the next section, that for
some interesting examples, it is possible to obtain sharp estimates on the constants
E and χ such that (6.1) and (6.2) below are satisfied.
(6.1) sup
a≤x≤b
|dpvs(x)/dxp|
vs(x)
≤ E(s, p) := E,
where p is a positive integer. Similarly, we shall show that for all x1, x2 ∈ S,
(6.2) vs(x1) ≤ vs(x2) exp(2s|x1 − x2|/χ),
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where χ := χ(s, {θi, gi : 1 ≤ i ≤ n}). In this section, we shall reserve E and χ to
denote constants as in (6.1) and (6.2). Our later estimates for E and χ will refine
earlier results in [14].
Using the notation of Section 3, if Vs(x) is the piecewise polynomial interpolant
of vs(x) of degree ≤ r at the extended Chebyshev points in [ai, bi], 1 ≤ i ≤ I, then
on each subinterval [tij−1, t
i
j], j = 1, . . . , Ni, we have, using standard estimates for
polynomial interpolation,
vs(x)− Vs(x) = v
(r+1)
s (ξx)
(r + 1)!
r∏
k=0
(x− cij,k),
for some ξx ∈ [tij−1, tij ]. If we write, as done previously,
cij,k = t
i
j−1 + hi(1 + cˆk)/2, x = t
i
j−1 + hi(1 + xˆ)/2, xˆ ∈ [−1, 1],
then for x ∈ [ai, bi],
|vs(x) − Vs(x)| ≤ |v(r+1)s (ξx)|hr+1i mr+1,
where
(6.3) mr+1 =
1
2r+1(r + 1)!
max
xˆ∈[−1,1]
∣∣∣ r∏
k=0
(xˆ− cˆk)
∣∣∣.
Using (6.1) and (6.2), we see that
|v(r+1)s (ξx)| ≤ E exp(2shi/χ)vs(x),
so
|vs(x)− Vs(x)| ≤ Ehr+1i mr+1vs(x) exp(2shi/χ).
Defining, for 1 ≤ i ≤ I,
(6.4) Gr,i := Emr exp(2shi/χ),
(6.3) implies that for 1 ≤ i ≤ I and x ∈ [ai, bi]
(6.5) (1 −Gr+1,ihr+1i )vs(x) ≤ Vs(x) ≤ (1 +Gr+1,ihr+1i )vs(x).
In order to make (6.3) explicit, we need a formula for maxxˆ∈[−1,1]
∣∣∣∏rk=0(xˆ− cˆk)∣∣∣.
The result and proof, which we provide below, are slight modifications of the well-
known corresponding bound and proof when cˆk are taken to be the zeros of the
standard Chebyshev polynomial.
Lemma 6.1. If r ≥ 2 is a positive integer and cˆk is defined by (3.4), then
max
xˆ∈[−1,1]
∣∣∣ r∏
k=0
(xˆ − cˆk)
∣∣∣ = 1
2r
[ 1
cos(π/[2r + 2])
]r+1
.
Proof. If we define w = xˆ cos(π/[2r+2]), where |xˆ| ≤ 1, we have |w| ≤ cos(π/[2r+
2]). For notational convenience, we write α = 1/ cos(π/[2r + 2]), and we obtain
max
xˆ∈[−1,1]
∣∣∣ r∏
k=0
(xˆ − cˆk)
∣∣∣
= αr+1max
{∣∣∣ r∏
k=0
(w + cos([2k + 1]π/[2r + 2]))
∣∣∣ : |w| ≤ cos(π/[2r + 2])}
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= αr+1max
{∣∣∣ r∏
k=0
(w − cos([2k + 1]π/[2r + 2]))
∣∣∣ : |w| ≤ cos(π/[2r + 2])}.
If we define qr+1(w) =
∏r
k=0(w − cos([2k+ 1]π/[2r+ 2])), qr+1(w) is a polynomial
of degree r+1 which vanishes at the points cos([2k+ 1]π/[2r+2]), 0 ≤ k ≤ r, and
has leading term wr+1; and these properties uniquely determine qr+1(w).
Recall that for integers r ≥ 0, cos([r + 1]θ) = pr+1(cos θ) for 0 ≤ θ ≤ π, where
pr+1(w) is the Chebyshev polynomial of degree r + 1. These polynomials satisfy
p1(w) = w, p2(w) = 2w
2 − 1, and for r ≥ 2, the recurrence relation pr+1(w) =
2wpr(w) − pr−1(w). Using the recursion relation for pr+1(w) and induction, it
also follows that the coefficient of wr+1 in pr+1(w) is 2
r. Since cos([r + 1]θ) = 0
when θ = cos([2k + 1]π/[2r + 2]) for 0 ≤ k ≤ r, we see that pr+1(w) = 0 when
w = cos([2k + 1]π/[2r + 2]), for 0 ≤ k ≤ r. It follows that for w = cos(θ) and
0 ≤ θ ≤ π,
qr+1(w) =
1
2r
pr+1(w) =
1
2r
cos([r + 1]θ),
so
max
|w|≤1
|qr+1(w)| = 1/2r.
However,
max{|qr+1(w)| : |w| ≤ cos(π/[2r + 2])}
=
1
2r
max{| cos([r + 1]θ)| : π/[2(r + 1)2] ≤ θ ≤ (2r + 1)π/(2r + 2)}.
Since π/[2(r+1)2] < π/(r+1) < (2r+1)π/(2r+2) and | cos([r+1]π/(r+1))| = 1,
1
2r
max{|qr+1(w)| : |w| ≤ cos(π/[2r + 2])} = 1
2r
,
which completes the proof. 
If E and χ are defined by (6.1) and (6.2), we can use Lemma 6.1 to estimate the
constant Gr+1,i in (6.4) more precisely:
(6.6) Gr+1,i = E exp(2shi/χ)
[ 1
(r + 1)!
][ 1
2 cos(π/[2r + 2])
]r+1 1
2r
,
and with this estimate of Gr+1,i, (6.5) is satisfied for all x ∈ [ai, b1], 1 ≤ i ≤ I. For
notational convenience, we define h and Gr+1 by h = max1≤i≤I hi and
(6.7) Gr+1 = max
1≤i≤I
Gr+1,i = E exp(2sh/χ)
[ 1
(r + 1)!
][ 1
2 cos(π/[2r + 2])
]r+1 1
2r
.
Lemma 6.2. Define λs = R(Λs) = R(Ls), where Λs and Ls are as in Theorem 2.1.
Let [ai, bi], 1 ≤ i ≤ I, be as in (H3). For 1 ≤ i ≤ I, let Ni, hi and Vs be as defined
in the fourth paragraph of this section. Assume that, for 1 ≤ i ≤ I,
[sin(π/(2r + 2)]2hi ≤ ai+1 − bi.
Define hmin = min1≤i≤I hi and µ = h/hmin. Then we have for all x ∈ [ai, bi],
1 ≤ i ≤ I,
(6.8) (1 −Gr+1,ihr+1i )vs(x) ≤ Vs(x) ≤ (1 +Gr+1,ihr+1i )vs(x),
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and
(6.9) (1−Gr+1hr+1)λνsvs(x) ≤ (LνsVs)(x) ≤ (1 +Gr+1hr+1)λνsvs(x).
If we define M1 by
(6.10) M1 =
[
µ
Gr+1h
r
1−G2r+1h2r+2
][ 1
sin(π/[2r + 2])
]2
+
2s
χ
and
T = {cij,k : 1 ≤ i ≤ I, 1 ≤ j ≤ Ni, 0 ≤ k ≤ r} ⊂ S,
then Vs|T ∈ K(2s/χ;T ) and LνsVs|T = Ls,ν(Vs|T ) ∈ K(M1;T ).
Proof. To simplify the exposition, we shall denote Gr+1 as G. Equation (6.5)
gives (6.8) and (6.2) implies that vs ∈ K(2s/χ;S). Since Vs|T = vs|T , it follows
that Vs|T ∈ K(2s/χ;S). If we observe that 1 − Ghr+1 ≤ 1 − Gr+1,ihr+1i and
1 +Gr+1,ih
r+1
i ≤ 1 +Ghr+1 for 1 ≤ i ≤ I, we derive from (6.5) that for 1 ≤ i ≤ I
and x ∈ [ai, bi],
(1 −Ghr+1)vs(x) ≤ Vs(x) ≤ (1 +Ghr+1)vs(x).
Applying Lνs to this inequality, we obtain (6.9) and in particular, (6.9) holds for all
x ∈ T . A little thought shows that for all x ∈ T ,
[LνsVs](x) = (Ls,ν(Vs|T )(x).
If x, y ∈ T ∩ [ai, ai+1], 1 ≤ i ≤ I, and x 6= y, we obtain from (6.9) that
(LνsVs)(x) ≤ (1 +Ghr+1)λνsvs(x) ≤ (1 +Ghr+1) exp(2s|x− y|/χ)vs(y)
≤ 1 +Gh
r+1
1−Ghr+1 exp(2s|x− y|/χ)(L
ν
sVs)(y).
Taking logarithms on both sides of the above inequality, and noting that x and y
are interchangeable in the inequality, we find that
| log(LνsVs)(x) − log(LνsVs)(y)| ≤
2s
χ
|x− y|+ [log(1 +Ghr+1)− log(1−Ghr+1)].
Using the trapezoidal rule and the convexity of u 7→ 1/u,
log(1 +Ghr+1)− log(1−Ghr+1) =
∫ 1+Ghr+1
1−Ghr+1
1
u
du
≤ 1
2
[ 1
1−Ghr+1 +
1
1 +Ghr+1
][
2Ghr+1
]
=
2Ghr+1
1−G2h2r+2 .
To prove that LνsVs|T ∈ K(M1;T ), it will suffice to prove that
(6.11)
2s
χ
|x− y|+ 2Gh
r+1
1−G2h2r+2
≤ 2s
χ
|x− y|+
[
µ
Ghr
1−G2h2r+2
][ 1
sin(π/[2r + 2])
]2
|x− y|,
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whenever x, y ∈ ([ai, bi]∩T )∪{ai+1} for 1 ≤ i ≤ I and whenever x, y ∈ ([aI , bI ]∩T ).
(Of course, we assume, as we can, that x 6= y). A calculation shows that this will
be true if
2h ≤ µ
[ 1
sin(π/[2r + 2])
]2
|x− y|.
If x, y ∈ [ai, bi], we know that |x− y| ≥ 2hi[sin(π/(2r + 2)]2, so it suffices to prove
that h ≤ µhi, which follows from the definition of µ. We can assume that x < y,
so if x, y ∈ [ai, bi], the same argument applies. If y = ai+1, |x − y| ≥ |ai+1 − bi|,
and we assume that |ai+1 − bi| ≥ 2hi[sin(π/(2r+2)]2, so again the same argument
applies and gives (6.11). 
Remark 6.1. If I = 1, the condition on ai+1 − bi is vacuous and µ = 1.
Our next lemma will play a crucial role in relating R(Ls,ν) to R(L
ν
s ).
Lemma 6.3. Let notation and assumptions be as in Lemma 6.2. Let G := Gr+1
be as in (6.7) and M1 as in (6.10). Assume that H := Hr+1 is a constant with
H > G and assume that h < 1. Define M2 by
M2 =M1 +
G
H
[ µ
1− [(G/H)h]2
] 1
[sin(π/[2r + 2])]2
.
If K = K(M2;T ), we have
(6.12) λνsVs(1−Hhr) ≤K Ls,νVs|T ≤K λνsVs(1 +Hhr).
Proof. Our previous results show that (LνsVs)(x) = (Ls,νVs)(x) for all x ∈ T , and,
for all x ∈ S = [a, b],
λνsVs(x)
1−Ghr+1
1 +Ghr+1
≤ (LνsVs)(x) ≤ λνsVs(x)
1 +Ghr+1
1−Ghr+1 .
Recalling that Vs(x) = vs(x) for x ∈ T , we have for x ∈ T ,
λνsVs(x)(1 +Hhr)− (LνsVs)(x) ≤ λνsVs(x)(1 +Hhr)− λνs (1−Ghr+1)Vs(x)
= λνs (Hh
r +Ghr+1)Vs(x) = λνshrVs(x)(1 + [G/H ]h)H.
If y ∈ T , a similar argument shows that
λνsVs(y)(1 +Hhr)− (LνsVs)(y) ≥ λνsVs(y)(1 +Hhr)− λνs (1 +Ghr+1)Vs(y)
= λνsh
rVs(y)(1− [G/H ]h)H.
Using Lemma 6.2 and the above estimates, we find that
(6.13)
λνsVs(x)(1 +Hhr)− (LνsVs)(x)
λνsVs(y)(1 +Hhr)− (LνsVs)(y)
≤ Vs(x)(1 + [G/H ]h)Vs(y)(1− [G/H ]h)
≤ exp(M1|x− y|)1 + [G/H ]h
1− [G/H ]h.
The right half of (6.12) will follow from (6.13) if we prove that, for all x, y ∈ T with
x 6= y,
(6.14) exp(M1|x− y|)1 + [G/H ]h
1− [G/H ]h ≤ exp(M2|x− y|).
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As in Lemma 6.2, it suffices to verify (6.14) for all points x 6= y, x, y ∈ [ai, ai+1]∩T ,
1 ≤ i ≤ I, where aI+1 = bI .
Arguing as in Lemma 6.2, we see that
log(1 + [G/H ]h)− log(1− [G/H ]h) ≤ G
H
2h
1− ([G/H ]h)2 .
If we take the log of both sides of (6.14), it suffices to prove that
M1|x− y|+ G
H
2h
1− ([G/H ]h)2
≤M1|x− y|+ G
H
[ µ
1− [(G/H)h]2
] 1
[sin(π/[2r + 2])]2
|x− y|.
As was proved in Lemma 6.2, all x, y ∈ [ai, ai+1] ∩ T with x 6= y satisfy |x −
y| ≥ 2hi[sin(π/(2r + 2)]2. Since 2|x − y| ≥ 2hi/[sin(π/[2r + 2])]2, we see after
simplification, the above inequality will be satisfied if h ≤ µhi, which holds by the
definition of µ. This proves the right hand side of (6.12). The proof of the left
hand side of inequality (6.12) follows by an exactly analogous argument and is left
to the reader. 
Our next theorem connects R(Ls,ν) and R(L
ν
s). To use the theorem, we shall
need to estimate various constants, and we shall carry this out in the next section
for an important class of examples.
Theorem 6.4. Let notation and assumptions be as in Lemma 6.2 and let H and
M2 be as in Lemma 6.3. Assume that ν, h, s and r have been selected so that
(Ls,ν(K(M ;T )) ⊂ K(M ′;T ) where 0 < M ′ < M and M ≥M2 (see Theorem 5.6).
Then we have that R(Ls,ν), the spectral radius of Ls,ν , satisfies
λνs (1−Hhr) ≤ R(Ls,ν) ≤ λνs (1 +Hhr).
Proof. Our previous results show that Ls,ν has a unique, strictly positive eigen-
vector ws,ν ∈ K(M ;T ) with ‖ws,ν‖ = 1. The eigenvalue corresponding to ws,ν is
R(Ls,ν). Furthermore, for every u ∈ K(M ;T ) \ {0}, limm→∞(Lms,νu/‖Lms,νu‖) =
ws,ν , with convergence in the sup norm topology on R
Q.
If we use (6.12), but defineK = K(M ;T ), then becauseM ≥M2 andK(M ;T ) ⊃
K(M2;T ), we obtain
λνsVs(1−Hhr) ≤K Ls,νVs ≤K λνsVs(1 +Hhr).
The theorem now follows directly from Lemma 4.1. 
Our ultimate goal has been to provide rigorous upper and lower bounds on
λs = R(Ls) in terms of the eigenvalues of computable matrices, as was done in [14].
This follows immediately from Theorem 6.4.
Theorem 6.5. Under the hypotheses of Theorem 6.4, we have
[(1 +Hhr)−1R(Ls,ν)]
1/ν ≤ λs ≤ [(1−Hhr)−1R(Ls,ν)]1/ν ,
where the entries of the matrices [1 + Hhr]−1Ls,ν and [1 − Hhr]−1Ls,ν differ by
O(hr).
24 RICHARD S. FALK AND ROGER D. NUSSBAUM
7. Calculating the optimal interval [a, b] and estimating E and χ.
Throughout this section, we shall assume at least the hypotheses of Theorem 2.1,
so Ls has a strictly positive C
m eigenfunction vs. We shall take S = [a, b], a < b in
(H2). If S0 is a closed, nonempty subset of S and θi(S0) ⊂ S0 for 1 ≤ i ≤ n, then
Ls : C(S)→ C(S) induces a bounded linear operator Ls,S0 : C(S0)→ C(S0). It is
often desirable to replace the original interval [a, b] by a smaller interval (or union
of intervals) S0 ⊂ [a, b] such that θi(S0) ⊂ S0 for 1 ≤ i ≤ n, and we first describe
a class of examples for which this can be easily done. Note that vs|S0 is strictly
positive; and since Ls,S0(vs|S0) = R(Ls)(vs|S0), the following lemma implies that
R(Ls,S0) = R(Ls). Although this is a special case of another well-known result, a
proof is provided for the readers’ convenience.
Lemma 7.1. Let S0 be a compact metric space, W := C(S0) and P = {f ∈ W :
f(t) ≥ 0, ∀t ∈ S0}. Assume that L : W → W is a bounded linear operator such
that L(P ) ⊂ P . If w ∈ W and w(t) > 0 for all t ∈ S0, then
R(L) = lim
k→∞
‖Lk‖1/k = lim
k→∞
‖Lkw‖1/k.
If, in addition, Lw = λw, then λ = R(L); and there exists a constant C ≥ 1 such
that ‖Lk‖ ≤ Cλk for all positive integers k.
Proof. Since S0 is compact, there exists α > 0 such that w(t) ≥ α for all t ∈ S0. If
f ∈ W and ‖f‖ ≤ 1, it follows that for all t ∈ S0,
−(1/α)w(t) ≤ f(t) ≤ (1/α)w(t).
Because L is order-preserving in the partial ordering from P ,
−(1/α)(Lkw)(t) ≤ (Lkf)(t) ≤ (1/α)(Lkw)(t)
for all positive integers k, which implies that
‖Lk‖1/k =
(
sup{‖Lkf‖ : f ∈ W, ‖f‖ ≤ 1}
)1/k
≤ (1/α)1/k‖Lkw‖1/k.
We also have that
(1/α)1/k‖Lkw‖1/k ≤ (1/α)1/k‖w‖1/k‖Lk‖1/k.
Since limk→∞ ‖Lk‖1/k = R(L) and limk→∞(1/α)1/k = limk→∞ ‖w‖1/k = 1, we
conclude that limk→∞ ‖Lkw‖1/k = R(L).
If Lw = λw, the above argument shows that
(1/α)λkw(t) ≤ (Lkf)(t) ≤ (1/α)λkw(t),
which implies ‖Lk‖ ≤ 1α‖w‖λk, so the lemma is satisfied with C = 1α‖w‖ ≥ 1. 
Let S0 = [a0, b0] be a compact interval of reals, a0 < b0, and let B be a finite set
of real numbers. For each β ∈ B, θβ : S0 → R. We make the following hypothesis:
(H4) (i) For each β ∈ B, θβ : S0 → S0 and θβ is a continuous map.
(ii) There exists γ ∈ B and Γ ∈ B such that for all x ∈ S0 and all β ∈ B,
θΓ(x) ≤ θβ(x) ≤ θγ(x).
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(iii) x 7→ θγ(x) and x 7→ θΓ(x) are strictly decreasing functions on S0.
The example we have in mind is that B is a finite set of distinct real numbers
with β ≥ γ > 0 for all β ∈ B and θβ(x) = 1/(x + β) and S0 = [0, 1/γ], but there
seems no gain in specializing at this point.
Lemma 7.2. Assume (H4). Define a1 = θΓ(b0) and b1 = θγ(a0). Then a0 ≤ a1 ≤
b1 ≤ b0, a1 < b1, and θβ(x) ∈ [a1, b1] for all x ∈ S0 and all β ∈ B.
Proof. Property (i) in (H4) implies that a0 ≤ a1 ≤ b0 and a0 ≤ b1 ≤ b0. Property
(ii) implies that θΓ(b0) = a1 ≤ θγ(b0) and Property (iii) implies that θγ(b0) <
θγ(a0) = b1, so a1 < b1. For all x ∈ [a0, b0] and all β ∈ B, θΓ(x) ≤ θβ(x) (Property
(ii)) and θΓ(b0) ≤ θΓ(x) (Property (iii)), so a1 ≤ θβ(x). Similarly, θβ(x) ≤ θγ(x)
and θγ(x) ≤ θγ(a0) = b1, so θβ(x) ≤ b1. 
Lemma 7.3. Assume (H4). Also assume that for 1 ≤ j ≤ k, we have found an
increasing sequence of reals a0 ≤ a1 ≤ . . . ≤ ak and a decreasing sequence of reals
b0 ≥ b1 ≥ . . . ≥ bk such that bj−aj > 0 for 1 ≤ j ≤ k and θβ([aj , bj]) ⊂ [aj+1, bj+1]
for 0 ≤ j ≤ k − 1 and all β ∈ B. Define ak+1 = θΓ(bk) and bk+1 = θγ(ak). Then
we have ak ≤ ak+1, bk+1 ≤ bk, bk+1 − ak+1 > 0 and θβ([ak, bk]) ⊂ [ak+1, bk+1] for
all β ∈ B.
Proof. Apply Lemma 7.2 with [ak, bk] taking the place of [a0, b0] and θΓ(bk) = ak+1
taking the place of a1 and θγ(ak) = bk+1 taking the place of b1. 
It follows from Lemma 7.3 that if (H4) holds and if we inductively define se-
quences ak and bk by ak+1 = θΓ(bk) and bk+1 = θγ(ak) for k ≥ 0, then for all
integers k ≥ 0, ak < bk, ak+1 ≥ ak, bk+1 ≤ bk, and θβ([ak, bk]) ⊂ [ak+1, bk+1] for
all β ∈ B. It follows that limk→∞ ak := a∞ and limk→∞ bk := b∞ both exist.
Lemma 7.4. Assume (H4) and let notation be as above. Then θβ([a∞, b∞]) ⊂
[a∞, b∞] for all β ∈ B and θγ(a∞) = b∞ and θΓ(b∞) = a∞, so θΓ ◦ θγ(a∞) = a∞
and θγ ◦ θΓ(b∞) = b∞. If β1, β2, . . . , βk are elements of B and x ∈ [a0, b0], then
(θβ1 ◦θβ2 ◦· · ·◦θβk)(x) ∈ [ak, bk]. If (θβ1 ◦θβ2 ◦· · ·◦θβk)(x) = x for some x ∈ [a0, b0]
and some elements β1, β2, . . . , βk of B, then x ∈ [a∞, b∞].
Proof. Because limk→∞ ak := a∞, limk→∞ bk := b∞, θγ(ak) = bk+1, and θΓ(bk) =
ak+1, it follows from the continuity of θγ and θΓ that θγ(a∞) = b∞ and θΓ(b∞) =
a∞.
If x ∈ [a0, b0] and β1, β2, . . . , βk are elements of B, repeated applications of
Lemma 7.2 show that θβk(x) ∈ [a1, b1], (θβk−1 ◦ θβk)(x) ∈ [a2, b2], and generally
that (θβ1 ◦θβ2 ◦ · · ·◦θβk)(x) ∈ [ak, bk]. If x ∈ [a0, b0] and β1, β2, . . . , βk are elements
of B are such that (θβ1 ◦ θβ2 ◦ · · · ◦ θβk)(x) = x, it follows that x ∈ [ak, bk]. Now
the same argument can be repeated to show that x ∈ [a2k, b2k] and generally that
x ∈ [amk, bmk] for every positive integer m. Since ∩m≥1[amk, bmk] = [a∞, b∞], we
conclude that x ∈ [a∞, b∞]. 
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Remark 7.1. Under the hypotheses of Lemma 7.4, if (θΓ ◦ θγ)(x) = x or (θγ ◦
θΓ)(x) = x for some x ∈ [a0, b0], then a∞ ≤ x ≤ b∞, so a∞ is the least fixed point
of θΓ ◦ θγ in [a0, b0] and b∞ is the greatest fixed point of θγ ◦ θΓ in [a0, b0] .
Lemma 7.4 provides a way of obtaining invariant intervals J , such that θβ(J) ⊂ J
for all β ∈ B. However, it is frequently the case that we have more information than
given in (H4), and then one can give more flexible methods to find invariant inter-
vals. The following lemma, whose proof we omit, describes a commonly occurring
class of examples where such methods are available.
Lemma 7.5. Let hypotheses and notation be as in Lemma 7.4. Suppose also that
there exist intervals J1 = [x1, a∞] and J2 = [b∞, x2] with a0 ≤ x1 < a∞ and
b∞ < x2 < b0, such that θγ(J2) ⊂ [a∞, b∞], θΓ(J1) ⊂ [a∞, b∞], lip(θγ |J1) ≤ c1,
lip(θΓ|J2) ≤ c2, and c1c2 < 1. If ξ1 ∈ J1 is chosen so that ξ2 = θγ(ξ1) ∈ J2,
then θβ([ξ1, ξ2]) ⊂ [ξ1, ξ2] for all β ∈ B. Similarly, if η2 ∈ J2 is chosen so that
η1 = θΓ(η2) ∈ J1, then θβ([η1, η2]) ⊂ [η1, η2] for all β ∈ B.
We shall use B as an index set, so the operator Ls can be written
(Lsf)(x) =
∑
β∈B
gβ(x)
sf(θβ(x)),
where θβ(S0) ⊂ S0 for all β ∈ B and S0 = [a0, b0]. If the conditions of Theorem 2.1
are satisfied, Ls has a strictly positive, C
m eigenfunction. Assuming (H4) and the
hypotheses of Theorem 2.1, the observation in the first paragraph of this section
implies that to compute R(Ls), we can, in the notation of Lemma 7.4, replace
[a0, b0] by [a∞, b∞] or by [ak, bk] for any integer k ≥ 1. In fact, we could use any
interval J ⊂ [a0, b0] with θβ(J) ⊂ J for all β ∈ B (compare Lemma 7.5).
For the remainder of this section, we shall assume
(H5) B is a finite set of distinct real numbers and γ = min{β : β ∈ B} > 0. For
every β ∈ B, we define θβ : [0, 1/γ] := [a0, b0]→ [0, 1/γ] by θβ(x) = (x+ β)−1.
We shall write Γ = max{β : β ∈ B} and γ = min{β : β ∈ B} and always assume
that γ < Γ. The reader can check that {θβ : β ∈ B} satisfies the conditions of
(H4) with θγ(x) = (x+ γ)
−1 and θΓ(x) = (x+ Γ)
−1. Using the calculations in the
following paragraph, the reader can check that the conditions of Lemma 7.5 are
also satisfied.
We assume that the sequences {ak : k ≥ 1} and {bk : k ≥ 1} are defined as
in Lemmas 7.3 and 7.4, with a0 = 0 and b0 = 1/γ, and a∞ and b∞ defined as in
Lemma 7.4. Since a∞ is a fixed point of θΓ ◦ θγ in [0, 1/γ] and b∞ is a fixed point
of θγ ◦ θΓ in [0, 1/γ], one can easily solve the equations
x = (θΓ ◦ θγ)(x) = x+ γ
Γx+ (1 + Γγ)
and x = (θγ ◦ θΓ)(x) = x+ Γ
γx+ (1 + Γγ)
to obtain
(7.1) a∞ = −γ
2
+
√
(γ/2)2 + (γ/Γ) and b∞ = −Γ
2
+
√
(Γ/2)2 + (Γ/γ).
One can verify that b∞ = (Γ/γ)a∞, so 0 < a∞ < b∞ < 1/γ.
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Since our index set is B, we slightly abuse previous notation and, for a positive
integer ν, we define the set of ordered ν-tuples of elements of B by
Ων = {(β1, β2, · · · , βν) : βj ∈ B for 1 ≤ j ≤ ν}.
For each ω = (β1, β2, · · · , βν) ∈ Ων , we define θω = θβ1 ◦ θβ2 ◦ · · · ◦ θβν . Our first
task is to estimate c(ν) (see (5.3)), which gives an upper bound for lip(θω), ω ∈ Ων .
If ω = (β1, β2, · · · , βν) ∈ Ων and β ∈ B, define a matrix
Mβ =
(
0 1
1 β
)
.
It is proved in Section 6 of [14] that
M =Mβ1Mβ2 · · ·Mβν =
(
Aν−1 Aν
Bν−1 Bν
)
,
where Aj and Bj are defined inductively by A0 = 0, A1 = 1, B0 = 1, B1 = β1, and
generally, for 1 ≤ j ≤ ν, by
(7.2) Aj+1 = Aj−1 + βj+1Aj , Bj+1 = Bj−1 + βj+1Bj .
Note that det(Mβ) = −1 so det(M) = (−1)ν . Standard results for Mo¨bius trans-
forms now imply that for x ∈ [ak, bk], 0 ≤ k ≤ ∞,
(θβ1 ◦ θβ2 ◦ · · · ◦ θβν )(x) =
Aν−1x+ Aν
Bν−1x+ Bν
and
d
dx
(θβ1 ◦ θβ2 ◦ · · · ◦ θβν )(x) =
(−1)ν
(Bν−1x+Bν)2
.
If we define B˜0 = 1, B˜1 = γ, and B˜j+1 = B˜j−1+γB˜j for j ≥ 1, then because γ ≤ β
for all β ∈ B, it is straightforward to prove that B˜j ≤ Bj for 0 ≤ j ≤ ν, where Bj
is defined by (7.2). It follows that for all ω ∈ Ων and x ∈ [ak, bk],
|θ′ω(x)| ≤ [B˜ν−1ak + B˜ν ]−2,
which implies that, for θω : [ak, bk]→ R,
(7.3) max{lip(θω) : ω ∈ Ων} = [B˜ν−1ak + B˜ν ]−2 := c(ν).
It remains to give an exact formula for the right hand side of (7.3). The linear
difference equation B˜j+1 = B˜j−1 + γB˜j has solutions of the form λ
j for j ≥ 0,
which leads to the formula λn+1 = λn−1 + γλn, or for λ 6= 0, λ2 = 1 + λγ. Hence
(7.4) λ = λ+ =
γ
2
+
1
2
√
γ2 + 4, λ = λ− =
γ
2
− 1
2
√
γ2 + 4.
The general solution of the difference equation is then
(7.5) c1λ
j
+ + c2λ
j
− = B˜j , j ≥ 0,
where c1 and c2 must be chosen so that B˜0 = 1 and B˜1 = γ. A calculation gives
(7.6) c1 =
√
γ2 + 4 + γ
2
√
γ2 + 4
, c2 =
√
γ2 + 4− γ
2
√
γ2 + 4
.
Summarizing the above discussion, we obtain
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Lemma 7.6. Assume (H4) and consider θβ, β ∈ B, as a map of [ak, bk] to itself,
for 0 ≤ k ≤ ∞, where a0 = 0, b0 = 1, ak = θΓ(bk−1) and bk = θγ(ak−1) for k ≥ 1
and a∞ and b∞ are given by (7.1). Then for j ≥ 1, B˜j is given by (7.5), where λ+
and λ− are given by (7.4) and c1 and c2 by (7.6).
Remark 7.2. Because λ+ > 1 and −1 < λ− = −1/λ+ < 0 for all γ > 0, c1λj+
is the dominant term in (7.5) as j increases; and one can check that |c2λj−| < 1/2
for all j ≥ 0. Of course, for moderate values of j, one can easily compute B˜j from
its recurrence formula. It is clear that the constant c(ν) in (7.3) is minimized by
working on the interval [a∞, b∞].
Assuming (H5), we now define for s > 0, Ls : C([0, 1])→ C([0, 1]) by
(Lsf)(x) =
∑
β∈B
|θ′β(x)|sf(θβ(x)) :=
∑
β∈B
gβ(x)
sf(θβ(x)).
It is well-known that for ν a positive integer,
(Lνsf)(x) =
∑
β∈B
|θ′ω(x)|sf(θω(x)) :=
∑
ω∈Ων
gω(x)
sf(θω(x)).
Because θω([ak, bk]) ⊂ [ak, bk] for 0 ≤ k ≤ ∞ and ω ∈ Ων , we can also consider Lνs
as a map of C([ak, bk]) 7→ C([ak, bk]) and as noted earlier, this does not change the
spectral radius of Lνs . Thus, we shall consider L
ν
s as a map from C([ak, bk]) into
itself, with optimal results obtained by taking k =∞.
We need to find a constant M0(ν) (compare (5.3)) such that for all ω ∈ Ων ,
gω(x) := |θ′ω(x)| ∈ K(M0(ν); [ak, bk]). In this case, this is equivalent to proving
that for all ω ∈ Ων , x 7→ log(|θ′ω(x)|) is a Lipschitz map on [ak, bk] with Lipschitz
constant ≤M0(ν). If ω = (β1, β2, . . . , βν), we have already noted that if Bj , j ≥ 0
are as defined before,
|θ′ω(x)| =
1
(Bν−1x+Bν)2
,
so
log(|θ′ω(x)|) = −2 log(Bν−1x+Bν).
Thus it suffices to choose M0(ν) so that for all x ∈ [ak, bk] and all ω ∈ Ων ,∣∣∣ d
dx
log(|θ′ω(x)|)
∣∣∣ = 2 Bν−1
Bν−1x+Bν
= 2
[ 1
x+ (Bν/Bν−1)
]
≤ 2
[ 1
ak + (Bν/Bν−1)
]
≤M0(ν).
If we define xj = Bj−1/Bj for 1 ≤ j < ν, then since Bj+1 = Bj−1 + βj+1Bj for
1 ≤ j ≤ ν, we get Bj+1/Bj = Bj−1/Bj+βj+1 or xj+1 = 1/(xj+βj+1) = θβj+1(xj)
for 1 ≤ j ≤ ν. Since x1 = 1/β1 ∈ [a1, b1] = [1/(Γ + 1/γ), 1/γ], it follows from
Lemma 7.2 that xj+1 ∈ [aj+1, bj+1] for 1 ≤ j < ν, so 1/xj+1 = Bj+1/Bj ∈
[b−1j+1, a
−1
j+1] and Bν/Bν−1 ≥ b−1ν . It follows that for ω ∈ Ων and x ∈ [ak, bk], we
can take M0(ν) = 2/(ak + b
−1
ν ). By adding the exponent s, one easily derives that
for all ω ∈ Ων , ν ≥ 1, and 0 ≤ k ≤ ∞,
(7.7) gω(·)s = |θ′ω(·)|s ∈ K(2s/(ak + b−1ν ); [ak, bk]).
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Note that we could replace b−1ν by aν−1 + γ.
We summarize the above discussion in the following lemma.
Lemma 7.7. Assume (H5) and let ak and bk, 0 ≤ k ≤ ∞, be as described in
Lemma 7.6. If ω ∈ Ων , ν ≥ 1, the map x 7→ log(|θ′ω(x)|s), x ∈ [ak, bk] is Lipschitz
with Lipschitz constant ≤ 2s/(ak + b−1ν ), so (7.7) is satisfied.
It remains to estimate, for 0 ≤ k ≤ ∞, maxx∈[ak,bk] |(djvs/dxj)(x)|/vs(x), where
vs denotes the unique (to within normalization) strictly positive eigenfunction of
Ls. The basic idea is to exploit (2.2), as was done in Section 6 of [14], but our
results will refine those in [14].
Our previous calculations show that for x ∈ [ak, bk], 0 ≤ k ≤ ∞, we have
gω(x)
s = |θ′ω(x)|s =
1
B2sν−1(x+Bν/Bν−1)
2s
.
It follows that for j ≥ 1, and letting D denote d/dx, we have
(7.8)
(−1)j(Dj [(gω)s])(x)
gω(x)
=
(2s)(2s+ 1) · · · (2s+ j − 1)
(x+Bν/Bν−1)j
.
The same argument used in Lemma 7.7 shows that
(7.9) b−1ν ≤ Bν/Bν−1 ≤ a−1ν ,
so if x ∈ [ak, bk], we derive from (7.8) and (7.9) that
(7.10)
(2s)(2s+ 1) · · · (2s+ j − 1)
[bk + a
−1
ν ]j
≤ (−1)
j(Dj [(gω)
s])(x)
gω(x)s
≤ (2s)(2s+ 1) · · · (2s+ j − 1)
(ak + b
−1
ν )j
.
It follows from (7.10) that for x ∈ [ak, bk],
(7.11)
(2s)(2s+ 1) · · · (2s+ j − 1)
[bk + a
−1
ν ]j
≤ (−1)
j
∑
ω∈Ων
(Dj [(gsω])(x)∑
ω∈Ων
gω(x)s
≤ (2s)(2s+ 1) · · · (2s+ j − 1)
(ak + b
−1
ν )j
.
Taking limits as ν →∞ in (7.11) and using (2.2), we find that for x ∈ [ak, bk],
(7.12)
(2s)(2s+ 1) · · · (2s+ j − 1)
[bk + a
−1
∞ ]j
≤ (−1)
j(djvs/dx
j)(x)
vs(x)
≤ (2s)(2s+ 1) · · · (2s+ j − 1)
(ak + b
−1
∞ )j
.
Notice that we can replace a−1∞ by b∞ + Γ and b
−1
∞ by a∞ + γ in (7.12).
As one can easily see, the lower bound in (7.12) increases as k increases and the
upper bound decreases as k increases, so the optimal bounds are obtained when
k =∞ and apply to the interval [a∞, b∞].
We summarize the above results in the following lemma.
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Lemma 7.8. Let vs denote the unique (to with normalization) strictly positive
eigenfunction of Ls. Assume (H4) and let ak and bk, k ≥ 0 be as in Lemma 7.3.
Then vs satisfies (7.12).
Remark 7.3. Since, in Lemma 7.8, we have specified the coefficient gβ and the
maps θβ for β ∈ B, Lemma 7.8 gives us a simple formula for the constant E(s, p) =
E in (6.1).
max
x∈[ak,bk]
|(dpvs/dxp)(x)|
vs(x)
≤ (2s)(2s+ 1) · · · (2s+ p− 1)
(ak + b
−1
∞ )p
:= E,
where p and k are positive integers and 1 ≤ k ≤ ∞. Here we have allowed the
interval to vary with k, but we may eventually restrict to k =∞.
It remains to find a constant χ (compare (6.2)) such that for all x1, x2 ∈ [ak, bk],
vs(x1) ≤ exp(2s|x1 − x2|/χ)vs(x2).
It follows from (7.12) that if ak ≤ x1 ≤ x2 ≤ bk, then
−
∫ x2
x1
v′s(x)
vs(x)
dx = log(vs(x1))− log(vs(x2)) ≤ 2s
ak + b
−1
∞
|x2 − x1|,
which implies that
(7.13) vs(x1) ≤ exp(2s|x1 − x2|/[ak + b−1∞ ])vs(x2).
If x2 ≤ x1, we know that vs(x2) ≥ vs(x1), so (7.13) is satisfied for all x1, x2 ∈
[ak, bk]. In particular, (7.13) is satisfied if the roles of x1 and x2 are reversed,
which implies that x 7→ log(vs(x)) is Lipschitz on [ak, bk] with Lipschitz constant
2s/(ak + b
−1
∞ ). Summarizing, we have
Lemma 7.9. If χ = ak + b
−1
∞ , (6.2) is satisfied on [ak, bk].
8. Computation of R(Ls)
In this section we shall describe how to to use the results of Sections 5-7 to
obtain rigorous, high order estimates for R(Ls) = λs. As a subcase, we shall obtain
rigorous estimates for the Hausdorff dimension of certain fractal objects described
by iterated function systems.
For simplicity, we shall restrict attention to the class of maps θβ : [0, 1]→ [0, 1],
where θβ(x) = 1/(x + β) for β ∈ B and B as in (H4) of Section 7. For s ≥ 0, we
define Ls : C[0, 1]→ C[0, 1] by
(Lsf)(x) =
∑
β∈B
|θ′β(x)|sf(θβ(x)).
Recall (see Lemmas 7.3 and 7.4) that we define a0 = 0, b0 = 1, ak+1 = θΓ(bk),
bk+1 = θγ(ak), a∞ = limk→∞ ak, and b∞ = limk→∞ bk. Since θβ([ak, bk]) ⊂ [ak, bk]
for 0 ≤ k ≤ ∞ and for all β ∈ B, and since Ls has a strictly positive eigenvector on
[0, 1], Ls induces a bounded linear operator Ls,[ak,bk] : C([ak, bk])→ C([ak, bk]) and
R(Ls) = R(Ls,[ak,bk]), Various constants are optimized by working on [a∞, b∞], so
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we shall abuse notation and also use Ls to denote Ls as an operator on C([a∞, b∞])
(or, sometimes, C([ak, bk])). For a given positive integer r, we assume that (H3) is
satisfied, but with S := [a∞, b∞].
Thus [ai, bi] ⊂ S, 1 ≤ i ≤ I, denote pairwise disjoint intervals that satisfy the
conditions of (H3), Given positive integers Ni, 1 ≤ i ≤ I, we write hi = (bi−ai)/Ni.
As in Section 3 (see (3.5)), we define mesh points cij,k ∈ [ai, bi], 1 ≤ i ≤ I, 1 ≤
j ≤ Ni, 0 ≤ k ≤ r and T := {cij,k} for i, j, k in the ranges given above. As in
Section 3, if vs is the positive eigenvector of Ls on S, Vs : Sˆ := ∪Ii=1[ai, bi]→ R is
the polynomial interpolant of vs of degree≤ r on [tij−1, tij ] for 1 ≤ i ≤ I, 1 ≤ j ≤ Ni,
so Vs(x) = vs(x) for all x ∈ T .
Our general approach will be as follows: Given s > 0, we must find r, ν,M and
h such that the conditions of Theorem 5.6 are satisfied. First, we choose a positive
integer r ≥ 2, where r is the piecewise polynomial degree in (3.6). Once r has been
chosen, we select a positive integer ν such that (compare Remark 5.3)
c(ν)[2η(r)r2ψ(r)] := κ1 < 1.
Here c(ν) is as in (5.3); and for our case an exact formula for c(ν) is provided by
(7.3); where we shall take ak = a∞ in (7.3). Also, ψ(r) is as in Lemma 5.2 and
η(r) as in (5.2). As a practical matter, we demand that κ1 not be too close to 1,
say κ1 ≤ 4/5. We next choose κ2 with κ1 < κ2 < 1 and κ2 not too close to 1,
and (compare Theorem 5.6), we define M ′ = κ2M . If we write u := Mη(r)h, the
conditions of Theorem 5.6 take the form
ψ(r)u exp(u) < 1(8.1)
κ1 exp(u)
1− ψ(r)u exp(u) < κ2 −
sM0(ν)
M
.(8.2)
HereM0(ν) is as in (5.3); and in our case Lemma 7.7 insures thatM0(ν) ≤ 2/(a∞+
aν−1 + γ).
Since exp(u)/(1− ψ(r)u exp(u)) > 1, (8.2) implies that
κ1 < κ2 − sM0(ν)/M.
We choose M > 0 such that
(8.3) M =
4s
a∞ + aν−1 + γ
1
κ2 − κ1 ≥ 2sM0(ν)/(κ2 − κ1),
which implies that
κ2 − sM0(ν)/M ≥ (κ2 − κ1)/2 > κ1.
Also note that since a∞ + aν1 + γ < χ, we have that
(8.4) M ≥ 4s
χ
1
κ2 − κ1 .
Given an M that satisfies (8.3), we can choose h = maxi hi sufficiently small,
i.e., h ≤ h0, that (8.1) and (8.2) are satisfied. Recall, however, that we also have
to insure that the constant M , defined by (8.3) also satisfies M ≥ M2, where M2
is as in Lemma 6.3 and M1 is given by (6.10). As we shall see, this may require a
further restriction on the size of h.
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The constants M1 and M2 are defined in terms of Gr+1 := G (compare (6.7)),
χ := 2a∞ + γ, s, and H (compare Lemma 6.3), and it is desirable to choose H to
be small. The constant E in Gr+1 is given by Remark 7.3 with p = r+1. By using
(6.6) in Section 7 and the estimates for E and χ in Lemmas 7.8 and 7.9, we find
that we can write
G = E exp
( 2sh
a∞ + b
−1
∞
) 1
(r + 1)!
[ 1
2 cos(π/(2r + 2))
]r+1 1
2r
,
where
E :=
(2s)(2s+ 1) · · · (2s+ r)
(a∞ + b
−1
∞ )r+1
=
(2s)(2s+ 1) · · · (2s+ r)
(2a∞ + γ)r+1
,
and we have used the fact that b∞ = 1/(a∞ + γ). Note that in the application of
(7.12) for E, one must take j = r + 1. A calculation gives
(8.5) G := Gr+1 = 2 exp
( 2sh
2a∞ + γ
)[ (2s)(2s+ 1) · · · (2s+ r)
(2)(4)(6) · · · (2r + 2)
]
·
[ 1
2a∞ + γ
]r+1[ 1
2 cos(π/(2r + 2))
]r+1
.
Finally, we define
(8.6) D := Dr+1 =
[ 1
sin(π/(2r + 2))
]2
Gr+1
and
Hr+1 = µDr+1
χ
2s
= µ
[ 1
sin(π/(2r + 2))
]2
Gr+1
(2a∞ + γ)
2s
.
To estimate M1 and M2, we shall need estimates on these quantities.
Lemma 8.1. Assume that r ≥ 2, 0 < s < 2, and 2a∞ + γ ≥ 1. Then Gr is a
decreasing function of r.
Proof. For r ≥ 2 and 0 < s ≤ 2, since 2j + 2 ≥ 2s+ j for j ≥ 2, it follows that
r∏
j=0
2s+ j
2j + 2
≤
(2s
2
)(2s+ 1
4
)
= s
2s+ 1
4
.
By using the Taylor series for cos(θ), we see that
1
2 cos(π/(2r + 2))
≤ 1
2− [π/(2r + 2)]2 .
Using these estimates in (8.5) gives
Gr+1 ≤ 2 exp
( 2sh
2a∞ + γ
)[
s
2s+ 1
4
][ 1
2a∞ + γ
]r+1[ 1
2− [π/(2r + 2)]2
]r+1
,
which implies that limr→∞Gr+1 = 0. Furthermore, for r ≥ 2 and 2a∞ + γ ≥ 1,
another calculation shows that
Gr+1
Gr
=
[2s+ r
2r + 2
][ 1
2a∞ + γ
][ 1
2 cos(π/[2r + 2])
][ cos(π/(2r))
cos(π/(2r + 2))
]r
< 1,
so Gr is a decreasing function for integer r ≥ 2. 
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If we set
ur+1 =
1
χ
[ 1
2 cos(π/(2r + 2))
]
,
a calculation gives
u3 =
1
χ
√
3
, u4 =
1
χ
√
2 +
√
2
,
which gives
G3 = 2s
[ 1
χ
√
3
]3[2s+ 1
4
][s+ 1
3
]
exp(2sh/χ),
G4 = 2s
[ 1
2 +
√
2
]2[ 1
χ
]4[2s+ 1
4
][s+ 1
3
][2s+ 3
8
]
exp(2sh/χ),
D3 = 4G3, and D4 = [4/(2−
√
2)]G4. Then
Lemma 8.2. If 0 ≤ s ≤ 3/2 and r ≥ 2,
Gr+2
Gr+1
≤
[ 3
4
√
2 +
√
2
] 1
χ
, so Gr+2 ≤
[ 3
4
√
2 +
√
2
( 1
χ
)]r−1
G3.
Proof. A calculation gives
Gr+2
Gr+1
=
[2s+ r + 1
2r + 4
]
ur+2
[ur+2
ur+1
]r+1
.
Since 0 < ur+2 < ur+1, it follows that
Gr+2
Gr+1
=
[2s+ r + 1
2r + 4
] 1
χ
[ 1
2 cos(π/(2r + 4))
]
,
and if r ≥ 2 and s ≤ 3/2,
Gr+2
Gr+1
≤
[ 3
4χ
][ 1
2 cos(π/8)
]
≤
[ 3
4[
√
2 +
√
2]
] 1
χ
and so
Gr+2 ≤
[ 3
4[
√
2 +
√
2]
( 1
χ
)]r−1
G3.
Furthermore, since χ > γ ≥ 1,
G3 =
[2s
χ
][ 1
χ23
√
3
][2s+ 1
4
][s+ 1
3
]
exp(2sh/χ) ≤
[ 2s
χ3
][ 5
18
√
3
]
exp(3h).

Lemma 8.3. Assume 0 ≤ s ≤ 3/2, r ≥ 2, and Dr+1 is as in (8.6). Then
Dr+2 ≤
[ 3
4χ
]r−1
D3.
Proof. A calculation gives
Dr+2
Dr+1
=
[ur+2
ur+1
]r+1
ur+2
[ sin(π/[2r + 2])
sin(π/[2r + 4])
]2[2s+ r + 1
2r + 4
]
≤ 1
χ
[ 1
2 cos(π/(2r + 4))
][ sin(π/[2r + 2])
sin(π/[2r + 4])
]2[ r + 4
2r + 4
]
.
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Using Taylor series expansions for sin(u), we have sin(u) ≤ u and sin(u) ≥ u−u3/6.
Hence,
sin(π/[2r + 2]
sin(π/[2r + 4]
≤
[2r + 4
2r + 2
][
1− 1
6
( π
2r + 4
)2]−1
.
Noting that for r ≥ 2, the expression on the right hand side of the above is a
decreasing function of r, as are the other two functions of r in the bound for
Dr+2/Dr+1, we see that an upper bound for Dr+2/Dr+1 is obtained by setting
r = 2 in each of the expressions above. This gives
Dr+2
Dr+1
≤
[ 1
2χ cos(π/8)
][4
3
]2[
1− 1
6
(π
8
)2]−2[3
4
]
≤ 3
4χ
,
and so
Dr+2 ≤
[ 3
4χ
]
Dr+1 ≤
[ 3
4χ
]r−1
D3.

The following bound on Hr is a direct consequence of the above estimates.
Lemma 8.4. Assume 0 ≤ s ≤ 3/2, r ≥ 2. Then
Hr+2 ≤ µ
[ χ
2s
][ 3
4χ
]r−1
4G3.
Lemma 8.5. Suppose 0 ≤ s ≤ 3/2, r ≥ 2, M1 is as in (6.10), M2 is as in
Lemma 6.3, and Hr+1 = µDr+1(χ/2s). Then
M1 =
µDr+1h
r
1−G2r+1h2r+2
+
2s
χ
,
and
(8.7) M2 =M1 +
[2s
χ
] 1
1− [(Gr+1/Hr+1)h]2
=
2s
χ
[
1 +
Hr+1h
r
1−G2r+1h2r+2
+
(
1− h2 2s
µχ
sin2(π/[2r + 2])
)−1]
.
Proof. Applying the definitions of M1, M2, Dr+1, Gr+1, and Hr+1, we get
M2 =M1 +
[µGr+1
Hr+1
][ 1
1− [(Gr+1/Hr+1)h]2
][ 1
[sin(π/[2r + 2])]2
]
=M1 +
[2s
χ
] 1
1− [(Gr+1/Hr+1)h]2
=
2s
χ
+
µDr+1h
r
1−G2r+1h2r+2
+
[2s
χ
] 1
1− [(Gr+1/Hr+1)h]2
=
2s
χ
+
[2s
χ
] Hr+1hr
1−G2r+1h2r+2
+
[2s
χ
] 1
1− (2s/[µχ])[sin(π/[2r + 2])h]2
=
2s
χ
[
1 +
Hr+1h
r
1−G2r+1h2r+2
+
(
1− h2 2s
µχ
sin2(π/[2r + 2])
)−1]
.

Remark 8.1. Note that Dr+1 has the factor 2s/χ, so the identity (8.7) for M2
does not blow up as s→ 0.
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Remark 8.2. If we replace in G3 and D3, the quantity exp(2sh/χ) by exp(2sh0/χ),
where h0 is chosen so that (8.1) and (8.2) are satisfied for 0 < h ≤ h0, then we
easily obtain a bound for M2 in the form
(8.8) M2 ≤ 2s
χ
[
2 +Hr+1h
r + ch2
]
.
where c = c(r, χ, s, µ, h0) is easily computable from (8.7).
Recall that we have to insure that M > M2. From (8.4) we have that
M ≥
[4s
χ
] 1
κ2 − κ1 .
Comparing this expression to the bound for M2 given in (8.8) and noting that
κ2 − κ1 < 1, M will be > M2 if we choose h ≤ h1 sufficiently small so that it also
satisfies
2 +Hr+1h
r + ch2 ≤ 2/(κ2 − κ1).
We can now state versions of Theorem 6.4 and Theorem 6.5 in the context of
this section.
Theorem 8.6. Assume that r ≥ 2 and 0 ≤ s ≤ 3/2 and let ν, κ1, and κ2 be
as described at the beginning of this section. Let M2 and H be as described in
Lemma 8.5 and select M such that (8.3) is satisfied. Finally, assume that h =
maxi∈I hi ≤ min(h0, h1). Then, with u = Mη(r)h, (8.1) and (8.2) are satisfied
and M > M2. Furthermore, (compare Theorem 6.4) Ls,ν(K(M ;T )) ⊂ K(M ′;T ),
where M ′ = κ2M < M . In addition, we have that
λνs (1−Hhr) ≤ R(Ls,ν) ≤ λνs (1 +Hhr).
Proof. The fact that M2 > M follows directly from the computations above. Our
selection of r, ν, h,M and M ′ = κ2M shows that the inequality in Theorem 5.2 is
satisfied, so Ls,ν(K(M ;T )) ⊂ K(M ′;T ). The inequality for R(Ls,ν) in Theorem 8.6
follows directly from Theorem 6.4. 
Theorem 8.7. Under the hypotheses of Theorem 8.6, we have
[(1 +Hhr)−1R(Ls,ν)]
1/ν ≤ λs ≤ [(1−Hhr)−1R(Ls,ν)]1/ν ,
where the entries of the matrices [1 + Hhr]−1Ls,ν and [1 − Hhr]−1Ls,ν differ by
O(hr).
Using the inequalities of Theorem 8.6, we can obtain rigorous upper and lower
bounds on the Hausdorff dimension s∗ of the invariant set associated with the
transfer operator Ls as follows. Let sl and su denote values of s satisfying
(1−Hhr)−1R(Lsu,ν) < 1, (1 +Hhr)−1R(Lsl,ν) > 1.
It follows immediately from Theorem 8.6 that λνsu < 1 and λ
ν
sl
> 1. Since the
spectral radius λs of Ls is a decreasing function of s, there will be a value s∗
satisfying sl < s∗ < su for which λ
ν
s∗ = 1, or equivalently λs∗ = 1. The value s∗
gives the Hausdorff dimension s∗ of the invariant set associated with the transfer
operator Ls.
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9. Numerical Computations
In this final section, we present results of computations of the Hausdorff dimen-
sion s for various choices of sets of continued fractions, maximum mesh size h,
piecewise polynomial degree r, and number of iterations ν. These computations
include choices of the above parameters (especially the number of iterations ν), for
which the hypotheses of our theorems are satisfied, but also computations which
obtain the same results when the mappings are not iterated (denoted by ν = 0∗ in
the table). In addition to the results presented in the table, we have also used our
method to compute the Hausdorff dimension of the set E[1, 2] with degree r = 36,
h = .001, and ν = 0 using multiple precision with 108 digits. Although this choice
does not satisfy the hypotheses of our theorem, the result agrees to 100 decimal
places with the result in [26]. While we do not have a proof that our method also
works in the non-iterated situation, we do not have any examples where it fails.
We conjecture that the limitation is the method of proof and not the underlying
method.
We next discuss how to control the size of some of the constants that appear
in the error estimates. We begin with the constant µ = maxi hi/mini hi. Recall
that to satisfy hypothesis (H3), for a given positive integer ν, we need to determine
pairwise disjoint, nonempty compact intervals [ai, bi] ⊂ S, 1 ≤ i ≤ I, such that for
every ω ∈ Ων , there exists i = i(ω), 1 ≤ i ≤ I, such that θω(S) ⊂ [ai, bi]. By the
results in the previous section, we can take S = [a∞, b∞] and we then order the
ω ∈ Ων , such that the sets θω(S) are ordered with ai < ai+1. Although we could
use the domain consisting of the union of the sets θω(S), this can lead to very small
subinterval sizes. Instead, we determine a new domain by iterating only ν′ times,
while still using the mappings obtained by ν iterations to calculate the mapping
L. The constant ν′ is determined so that the length of the smallest interval will be
≥ hmax/µ.
Although we have not done the computations using interval arithmetic, we have
only included the number of digits in each computation that we expect to be correct,
which is always less than the number of digits provided by Matlab for the precision
we have specified. For computations that use more digits than provided by standard
Matlab computations, we have used the Advanpix multiprecision toolbox.
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Table 9.1. Computation of Hausdorff dimension s for various
choices of sets of continued fractions, maximum mesh size h, piece-
wise polynomial degree r, and number of iterations ν.
Set E r h ν
s =
E[1,2] 14 0.0002 7
s = 0.531 280 506 277 205 141 624 468 647 368 471 785 493 059 109 018 398
E[1,3] 8 5.0e-05 6
s = 0.454 489 077 661 828 743 845 777 611 651
E[1,4] 8 5.0e-05 6
s = 0.411 182 724 774 791 776 844 805 904 696
E[2,3] 8 .0001 3
s = 0.337 436 780 806 063 636 304 494 910 387
E[2,4] 8 .0001 8
s = 0.306 312 768 052 784 030 277 908 307 445
E[3,4] 8 5.0e-05 3
s = 0.263 737 482 897 426 558 759 863 384 275
E[3,7] 18 .01 3
s = 0.224 923 947 191 778 989 184 480 593 490
E[10,11] 20 .005 2
s = 0.146 921 235 390 783 463 311 108 628 515 904 073 067 083 129 676 755
E[100, 10,000] 20 .005 0
s = 0.052 246 592 638 658 878 652 588 416 300 508 181 012 676 284 431 681
E[1,2,3] 5 .0001 5
s = 0.705 660 908 028 738
E[1,3,4] 5 .0001 5
s = 0.604 242 257 756 511
E[1,3,5] 6 .001 8
s = 0.581 366 821 182 974
E[1,4,7] 6 .001 6
s = 0.517 883 757 006 911
E[2,3,4] 16 .005 4
s = 0.480 696 222 317 573 041 322 515 564 711
E[1,2,3,4] 8 .005 6
s = 0.788 945 557 483 153
E[2,3,4,5] 16 .005 4
s = 0.559 636 450 164 776 713 312 144 913 530
E[1,2,3,4,5] 5 .0005 5
s = 0.836 829 443 681 209
E[2,4,6,8,10] 7 .005 3
s = 0.517 357 030 937 017
E[1,. . . ,10] 10 .01 0*
s = 0.925 737 591 146 765
E[1,. . . ,34] 10 .01 0*
s = 0.980 419 625 226 980
E[1,3,5,. . . ,33] 10 .01 0*
s = 0.770 516 008 717 163
E[2,4,6,. . . ,34] 10 .01 0*
s = 0.633 471 970 241 089
