We consider a communication system with multi-access fading channel. Each user in the system requires certain rate guarantee. Our main contribution is to devise a scheduling scheme called "Opportunistic Superposition Coding"that satisfies the users' rate requirements. Using mean-field analysis, i.e., when the number of users go to infinity, we analytically show that the energy required to guarantee the required user rate can be made as small as required at the cost of a higher delay ("delayenergy tradeoff"). We explicitly compute the delay under the proposed scheduling policy and discuss how delay differentiation can be achieved. We extend the results to multi-band multi-access channel. Finally, all the results can be generalized in a straightforward fashion to broadcast channel because of the uplink-downlink duality.
I. INTRODUCTION
Comprehensive treatment of multi-access fading channels can be found in [1] , [2] . In these papers, Tse and Hanly have characterized so called throughput capacity and delay-limited capacity of the multi-access fading channel with Gaussian noise. The throughput capacity region quantifies the achievable rate region with average power constraint for ergodic fading. For the delay limited capacity, each user must be given the required rate irrespective of its fading states. The aim here is to obtain a coding and power allocation scheme to minimize the energy while guaranteeing the rate in every slot.
The notion of throughput capacity leads to schemes that take advantage of the differential channel qualities ("channel diversity") of the users. Specifically, it has been shown that the sum rate in the system is maximized by letting only one user with the best channel to transmit. Such schemes that take current channel states into account while making scheduling decisions are referred to as "Opportunistic Scheduling" and may result in unfair rate allocation if the fading statistics are not symmetric. In wireless systems, the fading statistics are typically not symmetric because of many reasons that include so called "near-far" effect. To alleviate this limitation, several opportunistic scheduling schemes with fairness constraints have been designed [3] , [4] . Among them, Proportional Fair Scheduling (PFS) has many desirable properties including provable fairness guarantees and suitability for on-line implementation, i.e., without prior knowledge of channel statistics [5] . In spite of these desirable features, PFS suffers from two limitations. First, PFS does not provide the required rate to the users, but the rate allocation is done to maximize certain utility function and the allocated rates depend on the channel statistics of the users. Second, it does not guarantee delay as the users are scheduled in the random slots, depending on their fading states and the resource allocation in the previous slots.
As discussed above, the notion of throughput capacity is relevant for delay-tolerant data applications. On the contrary, the notion of delay-limited capacity is relevant for the applications that have the strictest delay requirement, namely, the required rate should be given to each user in each slot irrespective of the channel conditions. The delay for such schemes is always one slot. Note that these schemes cannot make use of channel diversity over time. Instead these schemes use "multiuser diversity", i.e., they exploit variation in channel quality of various users in the same slot. It has been shown that superposition coding and successive decoding minimizes energy for achieving the required rates [2] . In this signaling scheme, all the users transmit simultaneously, and the receiver decodes in the decreasing order of the received power treating the undecoded signal as the noise. One of the attractive feature of this coding strategy is that given the ordered channel state sequence, the power allocation for the optimal signaling can be obtained using a greedy procedure. This has significant impact on practical implementation.
Note that the opportunistic scheduling exploits channel diversity to guarantee rates that maximize certain utility or/and guarantee fairness, while super-position coding and successive decoding exploits multiuser diversity to guarantee the required rate and the strict delay of one slot in energy efficient fashion. Many applications cannot afford to sustain indefinite delay variability in attaining the fair rate (as in PFS) without suffering significant performance penalty [6] , but they also do not need the strict delay of one slot (as in delay-limited schemes), i.e., they have limited delay tolerance. Our aim is to design a scheduling policy that makes use of both channel and multiuser diversities so as to improve the energy efficiency by exploiting the limited delay tolerance ofthe applications. Caire et al. have analyzed PFS scheduling and delaylimited schemes for block fading multi-access channel [7] . When the number of users become large, the authors have obtained the closed form expressions for energy consumed per transmitted bit under these schemes. Interestingly, the paper shows that for small spectral efficiency PFS is more energy efficient, however, as the spectral efficiency increases the delay-limited schemes are more energy efficient. In other words, for small (large, resp.) spectral efficiency, utilizing channel (multiuser, resp.) diversity dominates energy efficiency. Here, we show that efficiently exploiting the limited delay tolerance of the applications enables us to design schemes that are energy efficient irrespective of the spectral efficiency.
Recently, [8] , [9] , [10] have found scheduling frameworks to minimize the energy consumption in the wireless system with ergodic fading while providing the required rate to the users. The required rate is not provided in every slot but over, a possibly, long time period. In particular, Neely has shown the delay-energy tradeoff in these schemes [9] . These schemes determine the rate to be provided in each slot by solving an optimization problem. The optimization problem may be non-linear depending on coding/signaling strategy used, and hence may become computationally expensive in practice.
Here, we design a parametrized scheduling policy called "Opportunistic Super-position Coding" (OSPC) that exploits the channel diversity by scheduling a set users with high channel gains only, and among these users it uses super-position coding and successive decoding to exploit multiuser diversity. One of the main challenges in designing such schemes is the quantification of its performance. The quantification allows for the optimal and guaranteed control. We explicitly quantify the per user delay and the total energy requirement for the proposed policy. Thus, given the delay requirement, we can efficiently choose the appropriate parameter values so as to minimize the energy while guaranteeing the required delay. Using numerical computations, we show that a small delay tolerance can be exploited to achieve the significant energy savings. We also compare the performance of the proposed policy with PFS and the delay-limited schemes.
The paper is arranged as follows. In Section II, we present our system model. In Section III, we describe the OSPC policy, and in Section IV obtain analytical guarantees. In Section V, we discuss extensions of OSPC to multi-band multi-access channel and to provide delay differentiation. In Section VI, we compare the performance of OSPC with PFS and delay-limited schemes using numerical computations. Finally, in Section VII, we conclude.
II. SYSTEM MODEL
We consider a multi-access system with K users that are placed uniformly at random in a cell. Time is slotted. Each user i requires a certain fraction of the total rate provided in a system, i.e., the required rate R =Fr, where F denotes the spectral efficiency. Alternatively, Ri(t) F vi(t) denotes the arrivals for user i in slot t, where vi(t) is a random variable. We assume that all the moments for vi(t) are finite and IE[vi(t)] = 1 for every i. Note that random variables with finite support have all the moments finite. In networks, the arrival rate is typically limited by the link capacities which may be large but finite. Moreover, we assume that the arrivals are independent and identically distributed (i.i.d.) across both slots and users. The arrivals are queued into infinite buffer before served. We primarily discuss the uplink communication (multi-access channel), but the results can be generalized in a straightforward fashion for the downlink case (broadcast channel) using uplinkdownlink duality [11] . Now, we describe the fading model for the multiaccess channel. Each user i experiences fading di(t) in slot t. The fading di (t) arises due to two independent effects, namely, path loss (denoted by si) and frequency selective fading (denoted by fi(t)). The path loss is a function of the distance between the transmitter-receiver pair. Typically, the distance between transmitter and receiver changes very slowly with respect to the signal bandwidth. Hence, we assume that the path loss is constant from slot to slot given the distance of a user from the transmitter. On the contrary, fi(t) depends on the scattering environment around the user and changes in time depending on the channel Doppler bandwidth.
We assume that fi (t) changes from slot to slot and is i.i.d. across both users and slots. Now, di(t) = sifi(t). This is referred as block fading model [12] . Let Ef?(t) (Ei(t), resp.) denote the received (transmitted, resp.) energy from user i in slot t. Then, Ef?(t) = di(t)Ei(t).
Let d(t) {di (t), .. ., dK(t)}. Note that the fading for users is not symmetric. Let No denote the noise power spectral density.
Definition ] (Scheduling Policy). A schedulingpolicy
A is an algorithm that in each slot t determines the rate vector pi\ (t) {pi\ (t), .. , pi (t)}, and serves each user i with rate pi, "(t).
We assume that si and fi (t) are known in each slot. Thus, a scheduling policy may adapt pi (t) to the channel state.
In general, given the rate vector any coding strategy can be used to realize it. But, it is well known that the superposition coding and successive decoding minimizes the sum energy required to realize the given rate vector for any d(t) [1] . Thus, in view of energy efficiency, we assume that superposition coding and successive decoding is used. Now, we state some relevant properties for the optimal signaling using this coding. Let IF denote the permutation of d such that d,1 < dr2 < ... < d7K
Then, for optimal signaling, the successive decoding order depends only on channel gains, but not on rates. Thus,
We consider three performance measures, namely, stability, energy efficiency and delay. Next, we formally define these.
Definition 2 (Busy Period): A busy period for user i is the set of consecutive slots in which its queue length is greater than zero. In general, we augment the notation to denote the dependence of various quantities on the scheduling policy A by using A as a superscript, e.g., DAi will indicate the delay for user i under policy A.
III. OPPORTUNISTIC SUPER-POSITION CODING (A*)
The scheduling policy A* is parametrized by a variable i'. To specify this dependence, we denote the OSPC scheduling policy as A*(r,). The scheduling decisions are taken as follows in every slot t.
* Select all users i such that fi(t) > .
Allocate rate pi(t) to each of the chosen users i so that everything in its buffer is served, pi(t) = 0 for others.
Note that A*(r) selects users based on fi(t) and not on di(t). This is for the reasons of fairness as fi(t) has the same distribution for every user, while di(t) has the distribution biased towards the users that are closer to the receiver.
We refer to t, as opportunism threshold as it dictates how opportunistic OSPC is in exploiting the channel diversity. The opportunism threshold plays a key role in determining delay and energy consumption in the system. We intuitively explain how. Note that appropriate choice of t, allows for eliminating users that are in deep fade in a given slot. Typically, few users with very bad channel dominate the total energy consumption in the system for the delay-limited schemes. Thus, even a small value of the opportunism threshold should significantly improve energy efficiency of the system. Specifically, we can expect the energy consumption to decrease monotonically with increase in i. But, note that as t, increases, each user is scheduled less frequently. Thus, for satisfying the rate requirements, the rate given to the scheduled users increases monotonically with i. And providing the higher rate requires higher energy. In fact, for the fixed noise power, the required energy increases exponentially with increase in the rate. Summarizing, the opportunism threshold allows us to save energy by eliminating the users in deep fade, but requires higher energy to serve scheduled users. Thus, it not clear if the opportunism threshold should improve the system performance. It, however, turns out that the energy consumption decreases monotonically as a function of i.
In other words, the energy savings caused by eliminating the worst users is more than the increase in the energy consumption to provide the higher rates to the scheduled users.
As discussed above, the users are scheduled less frequently when t, is large. So, clearly, the delay increases monotonically with increase in i. Thus, the opportunism threshold provides a way to achieve delay-energy tradeoff. Now, the main challenge is to quantify the delay and energy as a function of ,, so as to choose the optimal t, that guarantees the required delay while minimizing the energy.
IV. ANALYTICAL GUARANTEES
In this section, we obtain analytical guarantees for A*Q(4). In Theorem 1, we show that A*(r,) strongly stable. In Theorem 2, we quantify per user delay under A* (i). In Theorem 3, we quantify the energy efficiency of A*Q(4). Finally, in Theorems 4 and 5 we show that the energy efficiency of A* (re) decreases monotonically with ,. In Subsection IV-A, we discuss the implications of these results. First, let deP{fi > ,s}. Note that as U -+ oo, N -+ oo, and limN0U0 N = 1. Now, by taking limit U --oo in (6), we conclude from (5) that u limEuDu,i U=l 1 -w.p. 1.
Thus, the result follows from Definition 5. E Note. Users' delays do not depend on the distribution of their arrival processes given that the mean is finite. Moreover, the delays for the users are not correlated. Thus, for a given ,, users may have different distributions for their respective arrival processes and yet receive the same delay as long as these processes are independent. Furthermore, user's delay guarantee is independent of the number of users in the system. Let F,.(.) denote the fading distribution of user i who is placed uniformly at random in a cell given that fi > i. Theorem 3 (Energy Efficiency). In the mean field, i.e. as K -÷ oo, the (Eb/No)s,s under policy A*(r) is given by A *(/,) First, we evaluate the term ZkcA(di) Pk as K oc. Let IA(x) denote the cardinality of A(x). Note that IA(x) Ioc as K --oo for every x > K. 
The relation (12) follows as fading and arrivals are independent.
Since exp(.) is a continuous function, (12) -exp (FF, (x)) dF, (x) w.p. 1. ox (7) Proof: Fix arbitrary slot t. We show that under A*(,), (EAsjt) ) is the same in every slot t as K --oo. So, for convenience, we drop t in the notation.
Let K' of these users are chosen by A*(r,). Clearly, lim IP{ff(t) > j} = t w.p. 1.
K-,om
Now, from (1), it follows that ( Eb A*) Now, for a chosen user i, the rate pjA* (') is equal to its total buffer occupancy in slot t. Under A* (r), clearly, buffer occupancy in slot t is equal to the number arrivals since the last time i was scheduled. 
No ) Sys
Let A(x) denote the set of chosen users i such that fi(t) < x. Then (9) is equivalent to Eb A* (,) No sys FdC eLkCA(di) Pk (ePi ( i=1 d 1). (11) Thus from (11) and (13),
Now, by Taylor's series for exponential function, (10) and (14) Because of the space constraints a detailed proof is given in [13] . Here we provide a brief outline of the proof. First, note the following property of the log(.) function. Let {ai}i>i denote any sequence of the nonnegative real numbers and let Z be any constant. Then,
Thus, under super position coding and successive decoding, we obtain Thus, from (20) we conclude that if the sum rate to be provided is the same, then the required sum received energy at the receiver remains the same and is independent of the individual rates. Now, note that the sum rate to be provided in every slot under A* (r) is equal to F in the mean field for every K. This can be seen as follows. KI lirnE Pi(t)
Thus, it follows that the required sum received energy under A* (re) is the same in every slot independent of i. Now, the required sum transmit energy depends on the channel states. Since as t, increases, only the users with a larger channel gains are selected, we intuitively expect the sum transmit energy required to achieve the given sum received energy to decrease monotonically.
In Theorems 1 to 4, we have not assumed anything about the distribution of fi. In the following theorem, however, we consider an important special case where fi has infinite support. This assumption holds for many distributions used to model multi-path effect, e.g., Rayleigh, Rician and Nakagami fadings.
Theorem 5. If fi has infinite support, i.e. P{ffi > u} > 0 for every u < oo, then in the mean field lir =L w.p. 1.
K+OG No sys
Because of the space constraints a detailed proof is given in [13] . We briefly provide the intuition behind the result. As observed before, the required sum received energy in every slot is the same under A* (r) for every ,. Moreover, as the users with a higher channel gains are selected the sum transmit energy decreases monotonically. Since fi has infinite support, we can choose t, arbitrarily large while maintaining a > 0. Thus, we expect to reduce the sum transmit energy arbitrarily close to zero by choosing sufficiently large i.
A. Discussion on Analytical Results
Theorem 2 states that if the delay of D > 1 has to be provided, then the policy A* (r) can achieve it with any i satisfying P{fi > ,} > 1/D. Now, Theorem 4 states that choosing the largest t, such that P{fi > } = 1/D minimizes the system energy while providing the required delay when the number of users is large. Moreover, Theorem 3 quantifies the energy efficiency of the system for the given value i. Note that Theorems 2, 3 and 4 together quantify the delay-energy tradeoff in the multi-access channel. Finally, Theorem 5 deals with the important special case. Here, we show that given any value of energy E > 0, there exists K, such that A* (r{) provides the desired rate to each user while maintaining the required sum energy below E.
V. GENERALIZATIONS
Now, we discuss two important generalizations. First, we consider the system with multiple non-overlapping bands. The required rate can be split on these bands. In Section V-A, we discuss how the results in Section IV can be generalized to this case. Second, we consider a case when the users need different delays. This is the case, when various types of applications are supported on multi-access channel, or when the multi-access channel serves as an intermediate hop on the multiple hops traveled by the application in the network. In Section V-B, we discuss how OSPC can support this.
A. Multi-band Multi-access Channel
We consider multi-access channel with M bands. We assume that the fading on these bands is statistically indistinguishable and independent. Let fi7 denote the fast fading for user i on mth sub-band. Now, it is not immediately clear how the required rate should be split on the various bands in order to minimize the sum energy. But, fortunately, it has been shown that to minimize the sum energy required to realize a given rate vector on the multi-band multi-access channel, the total rate for a user should be supported on its best channel [7] . Let fit(t) d max{f>(t) .. ., f/l}. Thus, A*(r,) has to be defined in terms fit(t) instead of fi(t), i.e., A*(r,) selects all the users with fit(t) > t, and provides the required rate on the best channel for every user. Now, Theorems 1 and 2 hold with de IP{ffi > '}. In IP{fi > ,j } for every 1. Moreover, energy efficiency of each class I can be computed along the similar lines as the proof of Theorem 3. Now, the energy efficiency for the system is the weighted sum (with respect to oal's) of the energy efficiency of each class.
Finally, Theorems 4 and 5 can be shown to hold for each class individually. Since, the system energy efficiency is the convex combination of the energy efficiencies of the classes, Theorems 4 and 5 follow for the whole system.
VI. NUMERICAL RESULTS
We consider a system where users are placed uniformly at random in a cell except for a forbidden region around the access point of radius d = 0.01. The path loss exponent is two (oa = 2). All users experience short term fading with exponential energy distribution with mean one on each of the ten (M = 10) independently fading bands, i.e., IP {fi (t) < x} = 1 -exp(x) for every t.
The explicit mathematical formulations for the channel models can be found in [13] . The path loss model is normalized to unity at cell edge, so that the results should be normalized with a corresponding factor. This, however, has no effect on the relative numerical results we report. slots, an energy saving of 2dB is gained. Thus, even the small delay tolerance of the application can be exploited to obtain significant improvement in the energy efficiency of the system. Moreover, the energy required to support the given rate decreases monotonically as delay increases. This verifies Theorem 4. Note that the gain exhibits very similar behavior across various spectral efficiencies. Fig. 2 provides a comparison between OSPC and PFS. The mathematical expressions for computing the energy efficiency (Eb/NO) under PFS can be found in Theorem 1 of [7] . In the delay-limited case with the strict delay constraint of a single slot (i.e. , = 0), OSPC can outperform PFS only at high spectral efficiencies. However, as delay tolerance of the application increases, OSPC can outperform PFS over a wider range of spectral efficiencies. Also, the improvement in the energy efficiency under OSPC over that under PFS increases monotonically with increase in the delay tolerance. Note that the improvement happens while guaranteeing a required rate for each user, which is not the case for PFS. A notable feature of OSPC is that changing the opportunism threshold results in a horizontal shift of the performance curve, which again indicates the energydelay tradeoff behaves in a similar manner for all system spectral efficiencies.
VII. CONCLUSIONS
We showed that by opportunistically choosing a suitable fraction of users with the best channels in each slot, we can improve the energy efficiency of the system while providing the required delay to each user. Since the policy empties the scheduled users' queues, it has good stability properties. We showed that the expected user delay is inversely proportional to the scheduling fraction. Delay can then be adjusted simply by choosing an appropriate opportunism threshold, while delay differentiation can be achieved by applying different thresholds for different delay classes. Moreover, if the application does not need any delay guarantees, then OSPC can achieve any required energy efficiency (Eb/No > 0) while maintaining system stability. The scheme performs well compared to PFS, while providing rate guarantees.
