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I. INTRODUCTION 
The object of this work is to develop an exact analytical solution to a basic 
problem of the boundary layer theory of viscous fluids. Specifically, a solution 
is presented for the classical problem of Blasius: the incompressible flow of a 
uniform stream past a semi-infinite flat plate at zero incidence. 
The Blasius problem has always been of interest because it is one of the 
few manageable and physically significant cases within boundary layer 
theory, and it is often a useful approximation for more complex situations. 
It also serves as an important check and testing ground for the various approx- 
imate methods that pervade boundary layer analysis. 
Despite its relative simplicity within the context of boundary layer the best 
“solutions” to this problem have been wholly numerical. Since there are very 
few nonlinear boundary layer problems of physical interest for which ana- 
lytical solutions have been found the present work in addition to presenting 
such a solution may be useful as a guide to the solution of other nonlinear 
boundary-layer problems. 
It is the purpose of this paper to establish that the Blasius problem can 
be solved explicitly by the techniques of analytic function theory when the 
problem is formulated in terms of the Crocco variables. In these variables 
a class of boundary layer problems, of which the Blasius problem is a partic- 
ular case, can be expressed as a nonlinear, singular boundary value problem; 
namely, 
g(u)g”(u) + 22444) = 0 OCU<l 
g’(0) = 0 
g(1) = 0, (1) 
* Currently at Mathematics Department, New York University. 
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where h(u) is a given non-negative continuous function on 0 < u < 1. This 
system arises in the study of the compressible laminar boundary layer over a 
semi-infinite flat plate at zero incidence in a uniform stream. The independent 
variable u is the dimensionless component of fluid velocit!- parallel to the 
plate surface and the nondimensional “shear function” g(u) is the dependent 
variable; the latter, for u = 0, is related to the skin friction or drag which is of 
primary physical interest. The function h(u) is determined by the viscosity 
temperature relation for the fluid. 
For the case h(u) = 1, which corresponds to an incompressible fluid with 
constant viscosity (Blasius problem) or a compressible fluid with viscosity 
inversely proportional to temperature, an explicit analytical solution is con- 
structed in the form of a power series about u == 0 which is shown to converge 
in the entire interval of interest including the singular point u =: 1. It follows 
from this result that the stream functionf(see below), considered as a function 
of the velocity has a power series representation about u = 0 which converges 
for all 1 u I < 1. In the course of the work existence and uniqueness theorems 
are established for system (I) with h(u) as specified below. The latter 
represents a first step in the treatment of compressible flows with more 
general viscosity-temperature relations. 
The problem of the flat plate because of its importance, has been subjected 
to much study since it was originally considered for an incompressible fluid 
by Blasius in 1908 [I]. Unlike the present work, Blasius and most subsequent 
investigators considered the problem for the incompressible case in “physical 
variables,” i.e., withf(7) dimensionless stream function and q a dimensionless 
similarity variable which depends on the spatial coordinates x parallel to the 
plate and y normal to the plane. The appropriate boundary value problem in 
the physical plane is the classic system of Blasius: 
f”l(d +f(?)f”(?) = 0 7,0 
f(0) =f’(O) = 0 
l&f’(T) = 2, (2) 
which can be transformed into the system (1) with A(u) = 1 by letting 
g = Qf”(d and u = W(v). 
In the first rigorous analysis of the Blasius system, Weyl in 1940 [2] 
established the existence of a unique solution and proved that the series 
about 7 = 0 possesses a finite radius of convergence. Weyl also formulated 
an iterative technique of solution which although convergent could hardly 
be carried out beyond two iterations. 
The results of Weyl suggest that function-theoretical techniques are not 
appropriate for the treatment of the problem of the flat plate. This is the case 
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at least when the problem is formulated with the spatial coordinates as 
independent variables. But it is known that the problem of the flat plate can 
be expressed in alternative analytical forms by employing various transforma- 
tions of both dependent and independent variables. One such transformation 
was developed by Crocco in 1939 [3, 41, as a means for obtaining numerical 
solutions to the compressible flow past a flat plate for general viscosity- 
temperature relations. He proposed in effect that the shear stress T be taken 
as a primary dependent variable while the velocity component II, parallel 
to the plate, be taken as an independent variable to replace y, the spatial 
variable normal to the plate. 
Under this transformation the problem of the flat plate can be reduced by 
similarity arguments to system (1) directly [5]l. In the Crocco formulation 
the order of the differential equation is one lower than in the Blasius system, 
but the equation has an additional difficulty of a singularity at the boundary 
point u = 1. There appears to have been no formal mathematical analysis 
of the Crocco form of the flat plate equations even in the incompressible case. 
One investigator, Trilling [6], considered power series expansions in Crocco’s 
variables and presented it as an approximate method in boundary layer theory, 
in particular for the study of suction. To justify the method he made some 
numerical calculations for the flat plate problem and noted the agreement 
with known numerical results. 
II. EXISTENCE AND UNIQUENESS THEOREMS 
In the study of the laminar boundary layer over a semi-infinite flat plate 
at zero incidence in a uniform stream the following boundary value problem 
arises: 
g(u)g”(u) + Zuh(u) = 0 O<u<l 
g’(0) = 0 
g(l) = 0, (4 
where h(u) is an arbitrary non-negative, continuous function for 0 < u < 1. 
The form of the function A’ depends on the viscosity-temperature relation 
r The reduction is exact in the incompressible case (with constant viscosity), and 
in the compressible case with either viscosity inversely proportional to temperature 
or Prandtl number equal to unity and arbitrary viscosity-temperature law. In other 
cases the reduction follows from the customary assumption of compressible boundary 
layer theory, due to Crocco, that the enthalpy is independent of the viscosity- 
temperature relation, 
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for the fluid and h is positive for 0 < u < 1 in any case of physical interest. 
The independent variable u is the dimensionless velocity parallel to the plate 
and the dependent variable g is a dimensionless function related to the shear 
stress b? 
7(x, 21) = $2, 
X 
where x is the spatial coordinate in the direction parallel to the plate and C 
is a constant [5]. 
If h(u) > 0 for 0 < u < 1, then only solutions of the system which do 
not vanish for 0 < u < 1 need be considered for if the “shear function” 
g(u) vanishes at one point u*, such that 0 < u* < 1, it can be shown [7] 
that g(u) must have an infinite number of zeros. The shear stress 7 hence 
vanishes at an infinite number of points, and if any solution with this property 
exists it is of no physical interest. It is also clear from the differential equation 
gg” + 2&z(u) = 0 that if solutions with continuous second derivative for 
0 < u < 1 are considered, g cannot vanish on 0 -: u < I. 
In considering the uniqueness of solutions it should be noted that if G(u) 
is a solution to system (A) then - G(u) is also a solution. This lack of unique- 
ness is inherent in the Crocco formulation of two-dimensional boundary 
layer theory, since the equations in Crocco’s form remain invariant if 7(x, u) 
is replaced by - 7(x, u). The solution - G(u) can be considered as the solu- 
tion for the lower half of the plate, i.e., y < 0. Hence uniqueness requires 
that the class of positive, continuous functions which vanish at u = 1 be 
considered. The following two theorems establish the existence of a unique 
solution to problem (A) within the desired class of functions. 
THEOREM (1). The boundary value problem (A) with h(u) a non-negative, 
homogeneous, continuous function, has at least one continuous solution, euhich 
is positive for 0 < u -=I 1. 
The proof of this theorem follows most directly by noting that it is clearly 
equivalent to the following theorem for an initial value problem: 
THEOREM (la). There exists a constant a0 > 0 sudz that the initial-value 
problem 
gg” + 2uh(u) = 0 
g(O) = aa 
g’(0) = 0 
has a continuous solution which is positive for 0 < u < 1 and vanishes for u = 1. 
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The proof of Theorem (1 a) will be carried out by considering the depend - 
ence of solutions of the initial value problem 
gg” + 2uk(u) = 0 
g(O) = k 
g’(0) = 0 (1) 
on the positive parameter k. It is sufficient to show that a value of k exists 
such that g(u) is continuous for 0 < u < 1, positive for 0 < u < 1, and 
g(u = 1) = 0. 
PROOF OF THEOREM (la). Consider the initial value problem (1). Let 
u = y.~, with y an arbitrary positive constant, and define 
where 
It follows that G(X) satisfies the initial value problem 
GG” + 2y3fmk-?xk(x) = 0 
G(0) = 1 
G’(0) = 0. 
By choosing the arbitrary transformation parameter y, such. that y = ka 
the initial value problem for G can be put in the normalized form 
GG” + 2x44 = 0 
G(0) = 1 
G’(0) = 0. (2) 
This second order nonlinear initial value problem can be written as the 
first order normal system 
g =F;(G,f,x) =f 
&&(G,f,+ -9. 
Clearly F,(G,,f, X) is continuous for all 1 f 1 < a. Let h(x) be extended 
continuously as -k(k-“) > 0 for all s > k-a, then F,(G, f, X) is continuous 
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for 1 G > 0 and j .r 1 < a3. Hence both F1 and Fz are continuous and 
satisfy a Lipschitz condition for 
IG-11/l-p, ifi < 1 -p and , s / :s 2, 
here 0 CC p < 1 and 2 < co. Therefore the Picard-LindelBf theorem [X] 
guarantees that a unique continuous solution exists to system (3) for 1 N 1 < x0 
such that G(x = 0) = 1 andf(.v = 0) = 0 where so -. 1. Hence the initial 
value problem (2) has a unique positive continuous solution for 0 c_ .X :I .Y” , 
which is monotone decreasing and 
-- co < G/(x,) = - 2 j,” # ds -z-. 0. 
Since G(x,) > 0, 1 G’(x,,) 1 < co the solution can be continuously extended 
and either: 
(I) a continuous solution exists for all 0 < x < co 
or 
(II) there exists an X* such that a continuous solution G(X) exists for 
s < X* and no continuous solution exists for s >, .x*. 
Assume that (I) holds. Then either G(x) > 0 for 0 < .Y < co or G(X) = 0 
at some f, < CO, and G(X) > 0, for 0 < x < R, . If G(3J = 0, then choosing 
the arbitrary initial value k = z?;“~, will insure that u =: I when x = 2” 
and that g(u = 1) = G(x = 2s) = 0. Since 
gg” + 2424) = 0, g(0) = k = Lp > 0, g’(O) = 0, g(l) = 0 
it follows that g(u) is a continuous solution of the boundary value problem. 
The alternative, namely that G(X) > 0 for all 0 < s -:.I co will now be shown 
to be impossible by contradiction. 
Assume G(w) > 0 for 0 <. s -.c CC. It follows that 
G'(X) = - 2 jr $$- ds 
is defined, continuous and hence G(X) is monotone decreasing. Thus 
G(x) -< G(0) = 1, ;+% G’(x) = o 
and 
G’(x) < - 2 j’sh(s) ds < 0. 
” 
By using the continuous extension of h it is clear that lim,., G’(x) = -m, 
which is a contradiction. Therefore if G(x) is a continuous solution 
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for 0 < x < co it must vanish at some finite point x = x, , and 
proceeding as above a continuous solution to the boundary value problem 
must exist. 
Now assume (II) holds. Then either G(x) > 0 0 < x < x* or G(X) = 0 
at some x = xa < x*. If G(xa) = 0, it is possible to proceed as before. Finally 
consider the case 
G(x) > 0 0 9 x < x*. 
It is clear that G(x) is monotone decreasing and lim G(X) exists. Let 
2-1X* 
lir~* G(x) -= G(x*) = C, 
where C > 0. Suppose C is positive. Then G(x*) > 0 and ( G’(x*) 1 < 00 
and a continuous solution exists in some neighborhood of x* which is impos- 
sible by definition of x *. Thus G(x*) = 0 and the theorem is established. 
The above considerations verify that for any homogeneous continuous, 
positive h(u) at least one continuous solution to the boundary value problem, 
which is positive for 0 < II < 1, exists. 2 The next theorem states that there 
is at most one solution for any given non-negative, continuous h(u). 
THEOREM (2). The boundary value problem (A), 
gg” + 2244) = 0 O<U<l 
g’(0) = 0 
g(l) = 0 
with h(u) a continuous, non-negative function on 0 < u < 1, has at most one 
solution in the class of functions which are dejned and continuous on 0 < u < 1 
and positive for 0 < u < 1. 
PROOF. Let fi(u) and fa(u) be two positive solutions to the boundary value 
problem. Assume fi(0) = fi(0). Then fi(u) cf.(u) in some neighborhood 
of u = 0 since the initial value problem (1) has a unique solution in the small. 
But both solutions are positive for 0 < u < 1 and hence it follows, by use of 
s An existence proof for arbitrary, non-negative, continuous h(u) can be established 
by considering a sequence of boundary value problems: 
gg’ + 2uh = 0, Otu<l 
g’(0) = 0 
g(l) = S”, 
where {S.} is a monotone decreasing. 
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the initial value problem about an intermediate point 0 < 6 < 1, that 
fi(u) = f,(u) for all 0 < 24 < 1. 
The remaining possibility is considered by assuming fi(0) #ja(O). Then 
fi(u) can be chosen so that fi(u) <f2( II in some neighborhood of u = 0. ) 
Since the two functions are equal at u = 1, it follows that a point u = zi < 1 
must exist with fi(zi) =fa(G), and fi(u) < fz(u) for 0 < II < zi. From the 
differential equation 
f1.f; =fJz” = - 244 
and since fi > 0, fi > 0 for 0 < u < 1, it follows that f; < 0 and f i < 0. 
Clearly 1 > (.f,/fi) > 0 and f i > f; for 0 < u < ~7. Then 
Integrating again, f!(u) - fi(u) > fi(0) - fi(0); and since 
iz [h(u) - fie41 = 0, 
the original assumption is false. 
Hence the only possibility is fi(0) = fi(0) which has been shown to imply 
fi(u) and fa(u) are identical. The theorem is thus established. 
III. ANALYTICAL SOLUTION OF THE BLASIUS PROBLEM 
The case /Z(U) = constant = 1, corresponds to the classical problem of 
Blasius expressed in Crocco’s variables. As a boundary value problem it may 
be written 
gg” + 2u = 0 
g’(0) = 0 (1) 
g(1) = 0. 
The results of part I established in particular the existence of a unique solu- 
tion to this system among the class of positive, continuous functions which 
vanish at u = 1. In order to construct this solution it is necessary to examine 
system (1) in more detail. 
(A) Existence of a Power Series Solution 
The form of the differential equation implies that, at least in a neighborhood 
of the origin, the solution has a power series representation. It is not obvious 
409l=l3-4 
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that such a series about u = 0 converges even on the half-open interval 
0 < u < 1. It will be shown that the solution does have a convergent Taylor 
series and in fact the series converges to zero at the singular point u = 1. 
The following properties of the solutiong(u) will be required in establishing 
the validity of a power series representation. If the differential equation 
gg” + 221 = 0 is rewritten g” = - (2u/g), then, since g is positive and dif- 
ferentiable on 0 < u C: 1 (Theorem I), it follows that g(u) is infinitely dif- 
ferentiable on 0 < u < 1. Expressions for all derivatives except the first 
follow directly from the differential equation. The second derivative is given 
by the equation itself and successive differentiation leads to all higher order 
derivatives. It can be verified inductively that for all n > 1 and 0 < u < 1 [7] 
p+3yU) = - $ [(n + l)g'l'g'"fZ' 
+ + nfg'p'g'n+3-n, i( n + 1 
11 + 3 -pj + (” p’ ‘ill ’ C2) P=z 
where &g 
Pw = du’ and 
712 0 m! r = r!(m - r)! * 
In addition since g(u) > 0 for 0 < u < 1 and 
g’(4 = - 2 y;$, 
it follows from the differential equation and formula (2) that all the derivatives 
of g are non-positive on 0 < u < 1. (An inductive proof is given in [7].) The 
function F(u) = - [g(u) -g(O)] is now considered. The monotonicity of 
g(u) implies that F(u) > 0. Since (&P/&L”) = - (drip/dun) for all n > 1 and 
0 < u < 1, all the derivatives of F are non-negative. Infinitely differentiable 
functions, having all derivatives of the same constant sign on an interval 
[n, 61, i.e. absolutely monotonic functions, are a class of analytic functions. 
The following theorem due to Bernstein [9] establishes the connection 
between analyticity and absolute monotonicity. 
“If a function P(x) is absolutely monotonic for a < x < b, then its Taylor 
series expansion about N = a has a radius of convergence not less than b - a.” 
Since F(u) is absolutely monotonic on 0 < u < 1 - E for any 1 > E > 0, 
it follows that F(u) has a Taylor series expansion about u = 0, which con- 
vergesforall(u~<l.ButforO<u<l 
g(u) = g(0) - F(u) = g(0) - f T 
n=o * 
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and thus 
g(u) = f q!2 UT’. 
9+0 
This series converges for ] u 1 < 1 and hence g(u) has an analytic continuation 
g(z),for IzI < 1. 
The above considerations establish the following result: 
THEOREM (3). The solution g(u) h as a power series expansion about u = 0 
which converges for 1 u 1 < 1. 
It is now shown that the power series about u = 0 converges, at the singular 
point u = 1, to the value g(1). The result will be established by use of the 
following Tauberian theorem [IO]. 
“Let 
(1) peso a,+P converge to f (x) for 1 x’ / < 1 
(2) j$fC4 = s 
(3) w, > - K, K an arbitrary but fixed positive constant 
then 
The desired theorem follows directly from the above result: 
THEOREM (4). The power series for g(u) converges at u = 1 to the value 
g(l)* 
PROOF. It has already been seen that the power series for F(u) converges 
for I u I < 1. In addition Ffn)(0)/n! is non-negative for all n, and thus 
[F(“)(O)/n!] > - K for all n (K any positive constant). Finally, 
lim F(u) =F(l) =g(O). Therefore the Tauberian theorem applies and 
u-l- 
m F(“)(O) 
c ---J-- = FIT =F(l) =g(O). 
n=o 
Since 
m P(“)(O) zyj-= n=l -~lqp, 
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it follows that 
g(l) = 2 &c!J!2 =g(O) + f q = 0, 
n==o - n=1 . 
and the result is established. 
The solution for all 0 < u < 1 can now be written 
g(u) = f ET!)2 &l. 
n=o * 
Formula (2) above indicates that each derivative of g(u), of fourth or higher 
order, can be expressed in terms of those of lower order. Thus all derivatives 
ofg(u) depend only on the first three. However, at u = O,gu)(O) = gC2)(0) = 0, 
and g@)(O) = -- (2/g(O)) + 0 and therefore all nonzero derivatives, at 
u = 0, depend solely on l/g(O). It can be shown that g(“)(O) # 0 only for 
n = 3m, m = 1, 2 ,... . In addition examination of the derivatives indicates 
that each nonzero derivative at u = 0 can be written as 
b 
g'3")(0) = - n 
QF) ’ 
n = 1,2,... where a, - g(0) and each b, is a positive constant, independent 
of a, , given by 
The above statements can be proved by rather lengthy inductive arguments 
[7]. The Taylor series can hence be reduced to 
go4 = a0 - ncl -q& U3n* 
Since the power series converges to zero at u = 1, a, must be a root of the 
transcendental equation 
F(x) cz N - i -& = 0. 
n=l 
(3) 
It can be seen from the form of this equation that f a0 are the only real 
roots. With the prescription of a, as the real positive root of Eq. (3), the solu- 
tion of the boundary value problem is complete. The solution of this equation 
will be discussed in section (c) below. 
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(B) Boundary Layer Profile: 7(u) 
With g(u) known, Crocco’s transformation can be inverted to obtain the 
profile, 7(u), of the boundary layer. It has been shown that g(z) is analytic 
for j z ( < 1 and since 
g(2) $$ + 22 = 0, 
g(z) has no zero’s within the unit circle. Hence K(z) = [l/g(z)] is analytic for 
j z 1 < 1, Let K(U) = ~~~a P,,un. Then it is clear that for 1 u / < I 
Equating coefficients it can be shown that PO = (l/a,), 
p,, = i bip;iy-i) , 
i=l 0 
and P, = 0, q # 3n, n = 1, 2 ,... . The series 
converges for all / u / < 1. The distance normal to the plate is given in terms 
of Crocco’s variables, when the viscosity is constant [5], by 
y(x, 24) = 2m 
u du 
ogo=2m 
K(u) du, 
where m is the dimensionless viscosity, ur the free stream velocity and vr a 
reference kinematic viscosity. Hence since p is constant m can be chosen as 
unity and 
Ws(n-i) 
(a:) (3n + 1) U’3n+1) 1 
or with 
7=$ AL, 21- vlx 7w = [ $u + g1 g1 (a2;;;;-; 1) u(3n+1)] . 0 
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Hence the boundary layer profile T(U) is an analytic function of the velocity u 
for all 1 u 1 < 1, and the Taylor series about u = 0, converges for all 1 u / < 1. 
To find the stream function f, the relations 
g+ 1 df 
7 2 ’ “=a 
and the B&us equation 
f" + ff" = 0 
can be used to show that f (q(u)) = f (u) = - g’(u). Hence 
f(u) = i --gpn-1) 
n=l 0 
and the stream function is an analytic function of the dimensionless velocity 
for all 1 u 1 < 1. This result and the representation 
give the function f (7) for all 0 < r] < co. 
As is shown in the next section a, can be found to any desired degree of 
accuracy and hence the functions f (u), q(u) and f (7) can be found to any 
accuracy. 
The function u = u(q) = (df/dv), on the other hand, as was noted above, 
does not have a power series about 77 = 0, which is convergent for all 7 < co. 
However, since q(u) is a monotone, continuous function, the inverse of 
v(u), does exist. 
The following theorem [l l] will now be used to find a Taylor series repre- 
sentation for u(y) which is valid only until the first singularity of the stream 
function f (r)) in the complex plane: 
“Let K(z) be analytic at x = 0 and K’(0) f 0, then the inverse of K(z) 
exists and it is analytic in some neighborhood of K(O), with its first derivative 
at K(0) equal to l/K’(O).” 
In the present case ~(0) = 0, and (dq/du) (0) = l/a, . Thus u = u(v) 
is analytic about 7 = 0 and 
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where the series has some finite radius of convergence. Writing 
7 = Cz=, d,,,um it can be shown [l l] that 
cl=&= uo2 
12 . 
Thus the nondimensional velocity profile is given by the 
u(7)) = a,7) - $71 + .‘. ) 
which corresponds to the usual result in the physical plane. 
Using the upper and lower bounds derived below for a,, u(7) can be 
found from this formula within the range of validity of the power series 
representation. 
The next section deals with the computation of a, . 
(C) Computlztion f a0 
The initial value of g(u) has been specified by Eq. (3). To determine a, , 
the only positive root of Eq. (3), to any desired accuracy, two monotone 
sequences, one converging to a, from above and the other from below will now 
be derived. 
LEMMA (1). The initial value of g, i.e., a, , satisfies, in addition to Eq. (3)) 
the equation 
(uo)’ = f - 6 f ‘-z; n’;-kj) a2 (n-1) b,b,-, . 
n=? 0 
PROOF. For 0 < u < 1 the equation 
gg” + 2u = (gg’)’ - (g’)’ + 2u = 0 
is satisfied by g. Since g is analytic for 1 u ( < 1, each term is analytic and 
integrating twice gives 
a0 2 = $ u3 + [g(u)12 - 2 ,;J‘: (g’)2 ds dr 
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for all 0 < u < 1. From the analytic@ of g(z), j z 1 < 1, it is clear that the 
series 
04 = - i g&u (ST&-1) 
n=1 0 
converges absolutely for 0 < u < 1, and therefore the series 
[g’(u)-J2 = 9 g g [2 k(n - k) b&+,-j 
n=2 0 k-l 
converges for 0 < u < 1. 
It follows from Eq. (4), the inequality [g’(u)12 > 0, and the uniform conver- 
gence of the series for [g’(u)12 that 
I*(u) = j-j; (g’)2 ds dr 
= 3 If & k;l $3n - 1) 
*--l k(n - k) ~~n-ku3n 
n-2 0 
and that I*(u) is monotone increasing and bounded from above. Hence 
“lick I*(u) exists and 
I*(l) = 11,: $2 ‘@ $;~~bn--x s(~‘+~) dsdr. 
Applying the Tauberian theorem stated above to I*(U) it follows that 
Equation (4) can now be written 
a- 2 
a0 --J- 
- fj f -& nfl k(n - k, &A-lc 1 
n-2 0 k-1 n(3n - 1) 
where u = 1, The lemma is thus established. 
The relation between the above equation and Eq. (3) will now be consid- 
ered. Define the function Q(x) as: 
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It is clear that x = a, is one root of the equation Q(x) = 0. The following 
lemma shows that Q(x) = 0 has only one real positive root. 
LEMMA (2). Q(x) = [&x)]” and thus 
(1) x = a, is the only positive root of Q(x) = 0. 
(2) Q(x) is continuous for x 3 uO . 
PROOF. By definition 
F(x) = x - f -&) x > a, . 
n=1 
The series xzs1 [b,/~(~~-~)] converges absolutely for x 3 u,, and uniformly 
for x > a, . Abel’s theorem implies that the convergence is uniform for 
x > a, and hence p(x) is a continuous function for .T 3 a, . The function 
[&z)]* is also continuous for x > a, . Then 
where both series converge for x > a, and hence 
Since [7] 
it follows that 
Hence x = u,, is the only real positive root of Q(x) = 0 and Q(x) is a con- 
tinuous function for x > a, , which completes the proof. 
Now define for all N > 2, 
&N(X) = x2 - f + 5 $& 
n-2 
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where 
The roots of the equation&(x) = 0, N = 2, 3,..., will provide the bounds 
for a, . The following lemma gives the main result. 
LEMMA 3. Each equation of the sequence 
2 N b(n) 
- - x2 = TN(X) = c X2(n-1) , 3 
N = 2, 3,..., 
n-2 
has two real positive roots. These roots form two sequences, which converge 
monotonically from above and below to the positive root a, of 6 - x2 = T,(x). 
PROOF. It follows from Descartes’ rule of sign that each equation can 
have at most two positive, real roots. The functions TN(x) are monotone 
decreasing in x with TN(O) = co, TN(~) = 0, and T,(m) < TN+I(x), 
0 < x < 00. In addition TN(x) < T,(x), a,, < x < co, for all N > 2. 
It is easily seen by solving the biquadratic 
that the equation 
9 - # x2 + 3% = 0, 
I- x2 = T&), 
has two real positive roots. From Lemma 2 it follows that the equation 
$ - x2 = T.&), U,<X<CO, 
has only the positive root x = a, . Hence the two sequences of bounds 
converge to a, and the proof is complete. 
Letting &” and U, , N = 2,3 ,..., be the lower and upper bounds re- 
spectively, it is clear that fM < a, < U, for any M and N and hence a,, 
can be found to an arbitrary degree of accuracy. 
Given upper and lower bounds to as, p ointwise bounds for the solution 
g(u), 0 ,( u < 1 can be obtained. Clearly 
and 
g@) d uN - 5 & (5) 
n-l N 
g(u) > - $- us + 6 f d@- u3j “’ 
ns2 q*-1) 
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if the expression under the radical is positive and g(u) > 0 otherwise. AS 
1.7, ---f a, , rN + a, , N - co both bounds approach g(u). 
It is of interest to note that an alternate lower bound can be derived by 
truncation of Eq. (3). This bound which also converges monotonically to a, 
is found to be larger, at any given N, than tN If the series in Eq. (3) is 
truncated at some 1~ = N, it is to be expected that the resulting algebraic 
equation will have a root which is an approximation to a,, . In fact it will be 
established that each truncated equation; i.e., for any N > I has a root which 
is a lower bound for a,, and as N becomes arbitrarily large the approximate 
roots approach a, . The result is given in the following lemma: 
LEMMA 4. The sequence of equations 
x = SN(X) Es f A-, 
n=l x’2n-1) 
N = 1, 2,... 
have a monotonz increasing sequence L, of positive roots, one pc equation, u,hich 
converges to the root of x = S,(x); i.e., to a, . 
PROOF. S,(x) is a monotone decreasing function of x with S,(O) = + 00 
and S,(a) = 0, and hence each equation has only one real positive root. 
Also S,(x) < S,+,(x) on 0 < s < co and thus the roots form a monotone 
increasing sequence. Since 
a) b 
ao=C+ii 
n=l a0 
= &da,) 
the sequence converges to a,, the positive root of x = S,(x). 
(D) Results and Conclusions 
The value of a0 can now be found to an arbitrary degree of accuracy by 
use of the relation L, < a, < UN for all M 3 2, N > 2. The solution g(u) 
can also be calculated to any degree of accuracy by using Eqs. (5) and (6), 
with LN replaced by L, . 
Solution of the algebraic equations defined above give the following bounds 
for a,: 
.66411 < a, < .66414, 
and using this result bounds for g(u) are given by: 
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____ 
0 
.05 
.lO 
.I5 
.20 
.25 
.30 
.35 
.40 
.45 
.50 
.55 
.60 
.65 
.70 
.75 
.80 
.85 
.90 
.95 
.96 
.97 
.98 
.99 
1.00 
Lower Bound 
.66411 
.66405 
.66361 
.66241 
.66009 
.65625 
.65050 
.64245 
.63167 
.61772 
.60012 
.57836 
.55183 
.51985 
.48161 
.43607 
.38189 
.31715 
.23881 
.14096 
.11797 
.09333 
.06659 
.03679 
0 
Accepted Numerical 
Upper Bound Result [5] 
.66414 .66412 
.66408 .66405 
.66364 .66361 
.66245 .66242 
.66012 .66009 
.65628 .65625 
.65054 .65050 
64248 .64245 
.63170 .63167 
.61778 .61772 
.60016 .60013 
.57840 .57836 
.55187 .55183 
.51989 .51985 
.48165 .48161 
.43612 .43607 
.38194 .38189 
.31726 .31715 
.23887 .23881 
.14140 .I4097 
.11805 .I1797 
.09342 .09334 
.06669 .06659 
.03690 .03681 
.00019 0 
A comparison with the accepted numerical results indicates that the latter 
are accurate to at least four places. 
A number of other boundary layer problems of interest, when expressed 
Crocco’s variables, are also of the form of nonlinear, singular, two point 
boundary value problems. It is to be expected that some of these problems 
will be ameanable to rigorous analitical treatment paralleling the present 
work. 
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