 Data  Outliers removal  Visualization of the SEFs  Modified Thompson tau test  Discrepancy measures between SEFs of small and large units  table S1. List of the 21 elections under study with the numbers of electoral units that fulfill the inclusion criteria for our analysis, N.
Supplementary Materials Data
For each election, we consider votes and turnout at the finest available level of the election results as they are reported, the electoral unit. We only use datasets that contain more than 1, 000 electoral units for which turnout, votes for the winner, and the number of electors in the unit, denoted by n, are all known and compatible with the election outcomes.. For each country, we also consider its partition into administrative divisions. If different subdivisions are available, we use the smallest available territorial subdivision, seeking similarity among the units belonging to the same division. We refer to these divisions as electoral neighborhoods.
To ensure that the partition is sufficiently fine, we only consider datasets with more than 100 electoral neighborhoods. However, we require that each neighborhood has at least 10 electoral units in order to perform statistical tests of similarity among them. Ten countries that we are aware of provide data that fulfill the above criteria. Thus, we study 21 key elections of 10 countries listed in table S1, together with the numbers of electoral units that meet our inclusion criteria, denoted by N , the average number of electors per unit of these electoral units, denoted by µ n , and the corresponding standard deviation, σ n . Across all the selected elections, µ n only varies in one order of magnitude, which shows that the datasets have a comparable level of resolution. In addition, σ n /µ n < 1 for all elections, except for Austria and France, which also shows also a comparable relative standard deviation of the number of electors per unit on 19 of the 21 case studies.
Outliers emoval
We compute the 95% confidence ellipse for the bivariate Gaussian distribution determined by the sample covariance matrix. Then we remove the Z-scores that lie outside of the ellipse.
r Although we are not assuming Gaussianity, in practice, this procedure corresponds to remove around 5% of atypical electoral units of our case studies.
Visualization of the SEFs
We apply a convolution filter to the raw data of the election fingerprints, bottom row in Fig.   2 , to obtain the smoothed contour visualizations for the SEFs, see Fig. 3 . Thereby we follow standard procedures by convoluting the raw data twice with a convolution kernel given by a ten-by-ten matrix with all entries being 0.01.
Modified Thompson au est
This is a statistical test to identify outliers in a set of observations. The test has the advantage that it takes the observations' average and standard deviation into account. Let x be a vector of n observations with average mean(x) and standard deviation std(x). Furthermore, denote by t α/2 the 1 − α 2 × 100 percentile of the Student's t distribution with n − 2 degrees of freedom. One then computes the rejection threshold value r = t α/2 (n − 1)/ n(n − 2 + t 2 α/2 ) and the vector ∆ = |x − mean(x)|/std(x). The test identifies the observation with the largest value ∆ i as outlier if ∆ i > r. If such an outlier exists, it is removed from x and the test procedure is applied again on the remaining observations. The test stops once all values in ∆ are smaller than r. We only consider cases where S(k, p) and L(k, p) contain, both, at least ten elements. We are interested in the detection of outlier elections in the sense that the joint distribution of the Z-scores in S(k, p) units (SEF of small units) differs significantly from the distribution of the Z-scores in L(k, p) units (SEF of large units). This matter leads to a bivariate two-sample problem, a statistical problem of permanent interest per se. Our approach is based on a simple comparison between the SEFs of small and large units. We address the comparison between the SEFs of small and large units by considering the distance between their centers. For simplicity, we will consider a standardized Euclidean distance between the centers of these distributions.
t t Discrepancy measures between SEFs of small and large units
Estimating the coordinates of the centers by the median of the related Z-scores, this is
and similarly m S vw (k, p), m L t (k, p) and m L vw (k, p), the plugin estimator of the distance between the centers is
We compute the values of D k (p) over all considered elections and identify the outliers in this set using the modified Thompson Tau test at a given confidence level α. This test is applied to p ∈ {0.5, 1, 1.5, 2, . . . , 90}. We obtain a reference set of (trustworthy) elections, R, by considering all elections that are not classified as outliers for at least (1 − α) · 100% of size thresholds p. Then, we consider the standardized Euclidean distance
with mean[D l (p), l ∈ R] and std[D l (p), l ∈ R] being the mean and standard deviation taken over statistically regular elections. table S1. List of the 21 elections under study with the numbers of electoral units that fulfill the inclusion criteria for our analysis, N.
