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Specialmatrices are very useful in signal processing and control systems. This paper studies
the transformations and relationships between some special matrices. The conditions that
a matrix is similar to a companionmatrix are derived. It is proved that a companionmatrix
is similar to a diagonal matrix or Jordan matrix, and the transformation matrices between
them are given. Finally, we apply the similarity transformation and the companion matrix
to system identification.
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1. Problem formulation
The operations and transformations of special matrices have important applications in many engineering areas; e.g., sig-
nal processing and control systems. Al Zhour and Kilicman discussed some different matrix products for partitioned and
non-partitioned matrices and some useful connections of the matrix products [1], including Kronecker product, Hadamard
product, block Kronecker product, block Hadamard product, block-matrix inner product (i.e., star product or ? product), etc.
Ding and Chen defined a new operation – the block-matrix inner product – and presented a least squares based and a gra-
dient based iterative solutions of coupled matrix equations [2,3]. Kilicman and Al Zhour studied the weighted least-squares
solutions of coupled singular matrix equations [4] by extending the least squares based iterative approach for general cou-
pled matrix equations in [2].
Recently, Dehghan and Hajarian proposed an iterative algorithm for solving a pair of matrix equations AYB = E and
CYD = F over generalized centro-symmetric matrices [5] and a finite iterative algorithm for the reflexive and anti-reflexive
solutions of the matrix equation A1X1B1 + A2X2B2 = C [6], and studied the lower bound for the product of eigenvalues of
solutions to a class of linear matrix equations [7].
On the basis of the gradient based iterative (GI) approaches in [2,3,8], Mukaidani, Yamamoto and Yamamoto used the
GI approach to study the iterative numerical algorithm for finding solution of cross-coupled algebraic Riccati equations [9].
Also, Zhou et al. explored a Stein matrix equation approach for computing coprime matrix fraction description [10] and
solutions to a family of matrix equations by using the Kronecker matrix polynomials [11].
The gradient based iterative methods [3,8,12] and least squares based iterative methods [2,12,13] for solving linear
(coupled) matrix equations are two classes of new ones with computational efficiencies and were proposed based on the
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hierarchical identification principle [14–16] which regarded the unknown matrix as the system parameter matrix to be
identified.
A class of important matrices is the companion matrices having four forms:
A1 :=

0 0 0 · · · 0 −an
1 0 0 · · · 0 −an−1
0 1 0 · · · 0 −an−2
...
...
...
...
...
0 0 0 · · · 1 −a1
 ∈ Cn×n, A2 :=

−a1 −a2 · · · −an−1 −an
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0
 ∈ Cn×n,
A3 :=

0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
−an −an−1 −an−2 · · · −a1
 ∈ Cn×n, A4 :=

−a1 1 0 · · · 0
−a2 0 1
...
...
...
. . . 0
−an−1 0 · · · 0 1
−an 0 · · · · · · 0
 ∈ Cn×n.
They have the same characteristic polynomial:
p(s) := |sIn − Ai|
= sn + a1sn−1 + a2sn−2 + · · · + an−1s+ an, i = 1, 2, 3, 4,
where In represents an identity matrix of size n× n.
According to the positions of the coefficients ai of p(s) in the matrix, we call A1 the right-column companion matrix, A2
the top-row companion matrix, A3 the bottom-row companion matrix, and A4 the left-column companion matrix.
The natural questions arise in the following:
1. Under what conditions a matrix can be transformed into a companion matrix by a similarity transformation?
2. What are the connections (i.e., transformation matrices) between the companion matrices?
3. How is a companion matrix transformed into a diagonal matrix or Jordan matrix by a similarity transformation?
The rest of this paper is organized as follows. Section 2 derives under what conditions a matrix is similar to a companion
matrix and gives the corresponding transformation matrix. Section 3 proves that a matrix is similar to a block companion
matrix if it is not similar to a companion matrix. Sections 4 and 5 derive the transformations between a companion matrix
and a diagonal matrix or Jordan matrix.
2. The transformations into the companion matrices
This section discusses under what conditions a matrix is similar to a companion matrix.
2.1. The similarity transformation into A1
For a given matrix A ∈ Cn×n, if there exists a nonsingular matrix Ti ∈ Cn×n such that the similarity transformation:
T−1i ATi = Ai, i = 1, 2, 3, 4 (1)
holds, then what conditions should the matrix A satisfy. The following derives such conditions.
Let ei ∈ Cn be the ith column of In and
T1 := [b1, b2, . . . , bn] ∈ Cn×n, bi ∈ Cn.
Assume that T−11 AT1 = A1 or AT1 = T1A1, we have
A[b1, b2, . . . , bn] = [b1, b2, . . . , bn]

0 0 0 · · · 0 −an
1 0 0 · · · 0 −an−1
0 1 0 · · · 0 −an−2
...
...
...
...
...
0 0 0 · · · 1 −a1
 .
This means that
Ab1 = b2,
Ab2 = b3,
Ab3 = b4,
...
Abn−1 = bn,
Abn = −anb1 − an−1b2 − · · · − a2bn−1 − a1bn.
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Thus, we have
b2 = Ab1,
b3 = Ab2 = A2b1,
b4 = Ab3 = A3b1,
...
bn = Abn−1 = An−1b1,
Abn = −anb1 − an−1Ab1 − · · · − a2An−2b1 − a1An−1b1.
(2)
Using the first n− 1 equations in (2), we have
T−11 T1 = T−11 [b1, b2, b3, . . . , bn] = T−11 [b1,Ab1,A2b1, . . . ,An−1b1]
= [T−11 b1, T−11 Ab1, T−11 A2b1, . . . , T−11 An−1b1] = In = [e1, e2, e3, . . . , en]. (3)
Pre-multiplying the last equation in (2) by T−11 and using (3) give
T−11 Abn = −anT−11 b1 − an−1AT−11 b1 − · · · − a2T−11 An−2b1 − a1T−11 An−1b1
= −ane1 − an−1e2 − · · · − a2en−1 − a1en
= [−an,−an−1, . . . ,−a2,−a1]T ∈ Cn. (4)
Since the similarity matrices have the same characteristic equation: |sIn − A| = |sIn − Ai| = 0, i.e.,
sn + a1sn−1 + a2sn−2 + · · · + an−1s+ an = 0,
using the Cayley–Hamilton theorem gives
An + a1An−1 + a2An−2 + · · · + an−1A+ anIn = 0,
or
An = −a1An−1 − a2An−2 − · · · − an−1A− anIn. (5)
Pre-multiplying by T−11 and post-multiplying by b1 and using (3) give
T−11 A
nb1 = −a1T−11 An−1b1 − a2T−11 An−2b1 − · · · − an−1T−11 Ab1 + anT−11 b1
= −ane1 − an−1e2 − · · · − a2en−1 − a1en
= [−an,−an−1, . . . ,−a2,−a1]T ∈ Cn. (6)
Using (2) and (6), we have
T−11 AT1 = T−11 A[b1, b2, . . . , bn−1, bn] = [T−11 Ab1, T−11 Ab2, . . . , T−11 Abn−1, T−11 Abn]
= [T−11 Ab1, T−11 A2b1, . . . , T−11 An−1b1, T−11 Anb1]
= [e2, e3, . . . , en, T−11 Abn] = A1. (7)
This can be summarized as the following theorem.
Theorem 1. For a given matrix A ∈ Cn×n, if there exists a column vector b1 ∈ Cn such that the matrix
T1 = [b1,Ab1,A2b1, . . . ,An−1b1] ∈ Cn×n
is a nonsingular matrix, then A is similar to a right-column companion matrix, i.e.,
T−11 AT1 = A1.
2.2. The similarity transformation into A2
Let
T−12 :=

r1
r2
...
rn
 ∈ Cn×n, ri ∈ C1×n.
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Assume that T−12 AT2 = A2 or T−12 A = A2T−12 , we have
r1
r2
r3
...
rn
A =

−a1 −a2 · · · −an−1 −an
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0


r1
r2
r3
...
rn
 .
This means that
r1A = −a1r1 − a2r2 − · · · − an−1rn−1 − anrn,
r2A = r1,
r3A = r2,
...
rn−1A = rn−2,
rnA = rn−1.
Thus, we have
r1A = −a1rnAn−1 − a2rnAn−2 − · · · − an−1rnA− anrn,
r1 = r2A = rnAn−1,
r2 = r3A = rnAn−2,
...
rn−2 = rn−1A = rnA2,
rn−1 = rnA.
(8)
Using the last n− 1 equations in (8), we have
T−12 T2 =

r1
r2
r3
...
rn
 T2 =

rnAn−1T2
rnAn−2T2
rnAn−3T2
...
rnT2
 = In =

eT1
eT2
eT3
...
eTn
 . (9)
Post-multiplying the first equation in (8) by T2 and using (9) give
r1AT2 = rnAnT2
= −a1rnAn−1T2 − a2rnAn−2T2 − · · · − an−1rnAT2 − anrnT2,
= −a1eT1 − a2eT2 − · · · − an−1eTn−1 − aneTn
= [−a1,−a2, . . . ,−an−1,−an] ∈ C1×n. (10)
Using (8)–(10), we have
T−12 AT2 =

r1
r2
r3
...
rn
AT2 =

rnAn−1
rnAn−2
rnAn−3
...
rn
AT2
=

rnAnT2
rnAn−1T2
...
rnA2T2
rnAT2
 =

−a1,−a2, . . . ,−an−1,−an
eT1
eT2
...
eTn−1
 = A2. (11)
This can be summarized as the following theorem.
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Theorem 2. For a given matrix A ∈ Cn×n, if there exists a row vector rn ∈ C1×n such that the matrix
T2 =

rnAn−1
rnAn−2
rnAn−3
...
rn

−1
∈ Cn×n
is a nonsingular matrix, then A is similar to a top-row companion matrix, i.e.,
T−12 AT2 = A2.
2.3. The similarity transformation into A3
Since A3 = AT1, transposing both sides of (7) gives
T T1A
T(T T1 )
−1 = AT1 = A3. (12)
Or
T−13 A
TT3 = A3,
where T3 = (T T1 )−1. From here, we have the following theorem.
Theorem 3. For a given matrix A ∈ Cn×n, if there exists a row vector c ∈ C1×n such that the matrix
T3 =

c
cA
...
cAn−1

−1
∈ Cn×n
is an invertible matrix, then A is similar to a bottom-row companion matrix, i.e.,
T−13 AT3 = A3.
2.4. The similarity transformation into A4
Since A4 = AT2, transposing both sides of (11) gives
T T2A
T(T T2 )
−1 = AT2 = A4. (13)
Or
T−14 A
TT4 = A4,
where T4 = (T T2 )−1. From here, we have the following theorem.
Theorem 4. For a given matrix A ∈ Cn×n, if there exists a column vector ln ∈ Cn such that the matrix
T4 = [An−1ln,An−2ln, . . . ,Aln, ln] ∈ Cn×n
is an invertible matrix, then A is similar to a left-column companion matrix, i.e.,
T−14 AT4 = A4.
Example 1. Transform the matrix
A =
1 1 0 11 0 2 10 −1 0 1
1 0 1 2

into a companion matrix.
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Taking b = [1, 0,−1, 0]T, we have
T1 = [b,Ab,A2b,A3b]
=
 1 1 0 20 −1 1 3−1 0 1 0
0 0 1 3
 .
Since |T1| = −1 6= 0, we have
A1 = T−11 AT1
=
 1 1 0 20 −1 1 3−1 0 1 0
0 0 1 3

−1 1 1 0 11 0 2 10 −1 0 1
1 0 1 2

 1 1 0 20 −1 1 3−1 0 1 0
0 0 1 3

=
 3 3 2 −50 −1 0 13 3 3 −5
−1 −1 −1 2

 1 0 2 8−1 1 3 50 1 0 0
0 1 3 8
 =
0 0 0 −11 0 0 30 1 0 −1
0 0 1 3
 .
Taking rn = [1, 0, 1,−1], we have
T−12 =
rnA
3
rnA2
rnA
rn
 =
0 0 1 −10 1 0 −10 0 −1 0
1 0 1 −1
 .
Since |T−12 | = −1 6= 0, we have
A2 = T−12 AT2
=
0 0 1 −10 1 0 −10 0 −1 0
1 0 1 −1

1 1 0 11 0 2 10 −1 0 1
1 0 1 2

0 0 1 −10 1 0 −10 0 −1 0
1 0 1 −1

−1
=
−1 −1 −1 −10 0 1 −10 1 0 −1
0 0 −1 0

−1 0 0 1−1 1 −1 00 0 −1 0
−1 0 −1 0
 =
3 −1 3 −11 0 0 00 1 0 0
0 0 1 0
 .
3. The transformations into the block companion matrices
The determinant of the companion matrix equals |Ai| = an. If an = 0, then rank[Ai] = n − 1; otherwise, rank[Ai] = n.
Thus, if rank[A] 6 2, then A cannot be similar to any companion matrix.
Theorems 1–4 indicate that amatrix A is similar to a companionmatrix Ai if and only if thematrix Ti is invertible. In other
words, Ti has rank n (i.e., rank[Ti] = n) or Ti has n linearly independent columns or rows.
If a matrix cannot be transformed into a companion matrix by a similarity transformation, then it is always transformed
into a block companion matrix by a similarity transformation. The following answers this question.
From Theorem 1, we can see that if there does not exist a column vector b1 ∈ Cn such that T1 has full-rank n, then assume
that it has rank n1, i.e.,
rank[b1,Ab1,A2b1, . . . ,An−1b1] = n1 < n,
which shows that [b1,Ab1,A2b1, . . . ,An−1b1] contains only n1 linearly independent column vectors. Without loss of
generality, suppose that the first n1 columns are linearly independent and then there exist not zero constants aij(l) such
that the following equality holds:
An1b1 = −a11(n1)b1 − a11(n1 − 1)Ab1 − · · · − a11(2)An1−2b1 − a11(1)An1−1b1. (14)
Choose a nonzero column vector b2 ∈ Cn independent of b1,Ab1,A2b1, . . . ,An1−1b1, if
rank[b1,Ab1,A2b1, . . . ,An1−1b1, b2,Ab2,A2b2, . . . ,An−1b2] = n1 + n2 < n
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then we have
An2b2 = −a12(n1)b1 − a12(n1 − 1)Ab1 − · · · − a12(2)An1−2b1 − a12(1)An1−1b1
− a22(n2)b2 − a22(n2 − 1)Ab2 − · · · − a22(2)An2−2b2 − a22(1)An2−1b2. (15)
Similarly, we can always choose the nonzero column vectors b3, b4, . . . , br ∈ Cn such that
rank[b1,Ab1,A2b1, . . . ,An1−1b1, b2,Ab2,A2b2, . . . ,An2−1b2, . . . ,Abr ,A2br , . . . ,Anr−1br ]
= n1 + n2 + · · · + nr = n,
and
Anib2 = −a1i(n1)b1 − a1i(n1 − 1)Ab1 − · · · − a1i(2)An1−2b1 − a1i(1)An1−1b1
− a2i(n2)b2 − a2i(n2 − 1)Ab2 − · · · − a2i(2)An2−2b2 − a2i(1)An2−1b2
− · · ·
− aii(ni)bi − aii(ni − 1)Abi − · · · − aii(2)Ani−2bi − aii(1)Ani−1bi, i = 3, 4, . . . , r. (16)
About the block companion matrix, we have the following theorem.
Theorem 5. For a givenmatrixA ∈ Cn×n, if there exist nonzero column vectors b1, b2, . . . , br ∈ Cn with rank[b1, b2, . . . , br ] =
r such that the matrix
T = [b1,Ab1,A2b1, . . . ,An1−1b1, b2,Ab2,A2b2, . . . ,An2−1b2, . . . , br ,Abr ,A2br , . . . ,Anr−1br ] ∈ Cn×n
is a nonsingular matrix, then A is similar to a right-column block companion matrix, i.e.,
T−1AT =

B11 B12 B13 · · · B1r
0 B22 B23 · · · B2r
0 0 B33 · · · B3r
...
...
...
. . .
...
0 0 0 · · · Brr
 =: A′3,
which is an upper triangular partitioned matrix, the sub-matrices in the diagonal are right-column companion matrices with
ni × ni, the sub-matrices above the diagonal are right-column matrices (i.e., all elements except the last column are zero), i.e.,
Bii =

0 0 · · · 0 −aii(ni)
1 0 · · · 0 −aii(ni − 1)
0 1 · · · 0 −aii(ni − 2)
...
...
. . .
...
...
0 0 · · · 1 −aii(1)
 ∈ Cni×ni , Bij =

0 0 · · · 0 −aij(ni)
0 0 · · · 0 −aij(ni − 1)
...
...
...
...
0 0 · · · 0 −aij(2)
0 0 · · · 0 −aij(1)
 ∈ Cni×nj .
Proof. Since
T−1T = [T−1b1, T−1Ab1, T−1A2b1, . . . , T−1An1−1b1, T−1b2, T−1Ab2, T−1A2b2, . . . ,
T−1An2−1b2, . . . , T−1br , T−1Abr , T−1A2br , . . . , T−1Anr−1br ] = In = [e1, e2, e3, . . . , en].
Using (14)–(16) and the above equation, we have
T−1AT = [T−1Ab1, T−1A2b1, . . . , T−1An−1b1, T−1An1b1, T−1Ab2, T−1A2b2, . . . ,
T−1An2−1b2, T−1An2b2, . . . , T−1Abr , T−1A2br , . . . , T−1Anr−1br , T−1Anr br ]
= [e2, e3, . . . , en1 , T−1An1b1, en1+1, en1+2, . . . , en1+n2 , T−1An2b2, . . . ,
en1+···+nr−1+1, en1+···+nr−1+2, en1+···+nr , T
−1Anr br ] = A′3. 
When r = 3, n1 = 4, n2 = 3 and n3 = 3, n1 + n2 + n3 = n = 10, we have
T = [b1,Ab1,A2b1,A3b1, b2,Ab2,A2b2, b3,Ab3,A2b3] ∈ C10×10,
T−1AT =

0 0 0 −a11(4) 0 0 −a12(4) 0 0 −a13(4)
1 0 0 −a11(3) 0 0 −a12(3) 0 0 −a13(3)
0 1 0 −a11(2) 0 0 −a12(2) 0 0 −a13(2)
0 0 1 −a11(1) 0 0 −a12(1) 0 0 −a13(1)
0 0 0 0 0 0 −a22(3) 0 0 −a23(3)
0 0 0 0 1 0 −a22(2) 0 0 −a23(2)
0 0 0 0 0 1 −a22(1) 0 0 −a23(1)
0 0 0 0 0 0 0 0 0 −a33(3)
0 0 0 0 0 0 0 1 0 −a33(2)
0 0 0 0 0 0 0 0 1 −a33(1)

∈ C10×10.
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Similarly, we can give the top-row block companion matrix, a bottom-column block companion matrix and left-column
block companion matrix.
4. The transformations between the companion matrix and the diagonal form
An n × n matrix can be transformed into a diagonal matrix (i.e., diagonal form) by a similarity transformation if there
exist n independent eigenvectors and such amatrix is diagonalizable. If a matrix has distinct eigenvalues then such amatrix
is also diagonalizable. The following discusses similarity transformations between the companionmatrices and the diagonal
form.
Define the Vandermonde matrices [17,18]:
V1 :=

1 λ1 λ21 · · · λn−11
1 λ2 λ22 · · · λn−12
1 λ3 λ23 · · · λn−13
...
...
...
...
1 λn λ2n · · · λn−1n
 ∈ Cn×n, V2 :=

λn−11 λ
n−1
2 · · · λn−1n
λn−21 λ
n−2
2 · · · λn−2n
...
...
...
λ1 λ2 · · · λn
1 1 · · · 1
 ∈ Cn×n,
V3 :=

1 1 · · · 1
λ1 λ2 · · · λn
λ21 λ
2
2 · · · λ2n
...
...
...
λn−11 λ
n−1
2 · · · λn−1n
 ∈ Cn×n, V4 :=

λn−11 λ
n−2
1 · · · λ1 1
λn−12 λ
n−2
2 · · · λ2 1
λn−13 λ
n−2
3 · · · λ3 1
...
...
...
λn−1n λ
n−2
n · · · λn 1
 ∈ Cn×n.
Theorem 6. Assume that the companion matrix Ai ∈ Cn×n has n different eigenvalues λ1, λ2, . . . , λn (λi 6= λj for i 6= j), then
there exists a nonsingular matrix Ti ∈ Cn×n such that
T−1i AiTi =

λ1
λ2
. . .
λn
 =: 3 ∈ Cn×n,
or
Ti3T−1i = Ai ∈ Cn×n,
where T1 = V−11 , T2 = V2, T3 = V3 and T4 = V−14 .
This theorem indicates that the companion matrices with distinct eigenvalues are always similar to a diagonal matrix.
Proof. Let
T3 := [l1, l2, . . . , ln] ∈ Cn×n, lj =

l1j
l2j
...
lnj
 ∈ Cn.
When i = 3, we have T−13 A3T3 = 3 or A3T3 = T33, i.e.,
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
−an −an−1 −an−2 · · · −a1
 [l1, l2, . . . , ln] = [l1, l2, . . . , ln]

λ1
λ2
. . .
λn
 .
Or 
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
−an −an−1 −an−2 · · · −a1


l1j
l2j
l3j
...
lnj
 = λj

l1j
l2j
l3j
...
lnj
 , j = 1, 2, . . . , n.
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Expanding gives
l2j = λjl1j,
l3j = λjl2j = λ2j l1j,
l4j = λjl3j = λ2j l1j,
...
lnj = λjl(n−1)j = λn−1j l1j,−anl1j − an−1l2j − · · · − a1lnj = λjlnj.
Taking l1j = 1, we have
lj =

l1j
l2j
l3j
...
lnj
 =

1
λj
λ2j
...
λn−1j
 ∈ Cn.
Thus, we have T3 = V3 and
V−13 A3V3 = 3.
Transposing gives V T3A
T
3(V
T
3 )
−1 = 3. This means V1A1V−11 = 3with T1 = V−11 .
Let
T2 := [t1, t2, . . . , tn] ∈ Cn×n, tj =

t1j
t2j
...
tnj
 ∈ Cn.
When i = 2, we have T−12 A2T2 = 3 or A2T2 = T23, i.e., A2tj = λjT2, j = 1, 2, . . . , n. Or
−a1 −a2 · · · −an−1 −an
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0


t1j
t2j
t3j
...
tnj
 = λj

t1j
t2j
t3j
...
tnj
 , j = 1, 2, . . . , n.
Expanding gives
−a1t1j − a2t2j − · · · − antnj = λjt1j,
t1j = λjt2j = λn−1j tnj,
t2j = λjt3j = λn−2j t1j,
...
tn−2,j = λjtn−1,j = λjtnj,
tn−1,j = λjtnj.
Taking tnj = 1, we have
tj =

t1j
t2j
...
tn−1,j
tnj
 =

λn−1j
λn−2j
...
λj
1
 ∈ Cn.
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Thus, we have T2 = V2 and
V−12 A2V2 = 3.
Transposing gives V T2A
T
2(V
T
2 )
−1 = 3. This means V4A4V−14 = 3with T4 = V−14 . 
Example 2. Suppose that
A3 =
[ 0 1 0
0 0 1
−6 −11 −6
]
.
The matrix A3 has three distinct eigenvalues λ1 = −1, λ2 = −2 and λ3 = −3 and thus can be transformed into a diagonal
matrix. Constructing the transformation matrix
T3 = V3 :=
 1 1 1λ1 λ2 λ3
λ21 λ
2
2 λ
2
3
 = [ 1 1 1−1 −2 −3
1 4 9
]
,
we have
T−13 A3T3 =
[ 1 1 1
−1 −2 −3
1 4 9
]−1 [ 0 1 0
0 0 1
−6 −11 −6
][ 1 1 1
−1 −2 −3
1 4 9
]
=

3
5
2
1
2−3 −4 −1
1
3
2
1
2

[−1 −2 −3
1 4 9
−1 −8 −27
]
=
[−1 0 0
0 −2 0
0 0 −3
]
.
5. The transformations between the companion matrix and the Jordan form
A matrix that cannot be transformed into a diagonal matrix by a similarity transformation can be always transformed
into a Jordanmatrix (i.e., Jordan form). The following discusses linear transformations between the companionmatrices and
Jordan forms.
If the companion matrix Ai ∈ Cn×n has n same eigenvalues λ and a unique independent eigenvector, then Ai is not
diagonalizable but can be transformed into a Jordan form.
Define a special matrix (row derivative matrix):
Fi :=

1
(n− 1)!
dn−1f (λ)
dλn−1
...
1
2!
d2f (λ)
dλ2
1
1!
df (λ)
dλ
f (λ)

∈ Cn×n, (17)
and a special matrix (column derivative matrix):
Fj :=
[
p(λ),
dp(λ)
dλ
,
1
2!
d2p(λ)
dλ2
, . . . ,
1
(n− 1)!
dn−1p(λ)
dλn−1
]
∈ Cn×n (18)
where f (λ) ∈ C1×n is a row vector function of λ, p(λ) ∈ Cn is the column vector function of λ.
When f (λ) and p(λ) take some special forms, Fi and Fj have simple inverse matrices F−1i and F
−1
j which are obtained by
changing the sign/position of the elements of Fi or Fj.
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1. If take f (λ) = f1(λ) = [1, λ, λ2, λ3, . . . , λn−1] ∈ C1×n, then from (17), we have
F1 =

0 0 · · · · · · · · · · · · · · · 0 1
0 0 · · · · · · · · · · · · 0 1 (n− 1)λ
...
...
...
...
... 0 1 6λ
...
...
... 0 1 5λ 15λ2
...
...
... 0 1 4λ 10λ2 20λ3
...
... 0 1 3λ 6λ2 10λ3 15λ4 · · · (n− 1)(n− 2)
2! λ
n−3
0 1 2λ 3λ2 4λ3 5λ4 6λ5 · · · (n− 1)λn−2
1 λ λ2 λ3 λ4 λ5 λ6 · · · λn−1

= [fij(λ)] ∈ Cn×n
which is a unit lower anti-triangular matrix with the anti-diagonal elements 1 and whose jth column consists of the
terms of (1+ λ)j−1. Its inverse matrix is given by
F−11 (λ) = [fn−i+1,n−j+1(−λ)] ∈ Cn×n,
which is a unit upper anti-triangular matrix with the anti-diagonal elements 1.
2. If take p(λ) = p2(λ) = [λn−1, λn−2, . . . , λ, 1]T ∈ Cn, then from (18), we have
F2 =

λn−1 (n− 1)λn−2 (n− 1)(n− 2)
2! λ
n−3 · · · · · · · · · (n− 1)λ 1
λn−2 (n− 2)λn−3 (n− 2)(n− 3)
2! λ
n−3 · · · · · · · · · 1 0
...
...
... 0
...
λ5 5λ4 10λ3 10λ2 5λ
...
...
λ4 4λ3 6λ2 4λ 1
...
...
λ3 3λ2 3λ 1 0
...
...
λ2 2λ 1 0
...
...
λ 1 0 · · · · · · · · · 0 0
1 0 · · · · · · · · · · · · 0 0

= [pij(λ)] ∈ Cn×n
which is a unit upper anti-triangular matrix with the anti-diagonal elements 1 and whose ith row consists of the terms
of (λ+ 1)n−i. Its inverse matrix is given by
F−12 (λ) = [pn−i+1,n−j+1(−λ)] ∈ Cn×n
which is a lower anti-triangular matrix with the anti-diagonal element 1.
3. If take p(λ) = p3(λ) = [1, λ, λ2, λ3, . . . , λn−1]T ∈ Cn, then from (18), we have
F3(λ) =

1
λ 1
λ2 2λ 1
λ3 3λ2 3λ 1
λ4 4λ3 6λ2 4λ 1
λ5 5λ4 10λ3 10λ2 5λ 1
λ6 6λ5 15λ4 20λ3 15λ2 6λ 1
λ7 7λ6 21λ5 35λ4 35λ3 21λ2 7λ 1
...
...
. . .
. . .
λn−1 (n− 1)λn−2 (n− 1)(n− 2)
2! λ
n−2 · · · · · · · · · · · · (n− 1)λ 1

∈ Cn×n
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which is a unit lower triangularmatrixwith the diagonal elements 1 andwhose ith row consists of the terms of (λ+1)i−1
and
F−13 (λ) = F3(−λ) ∈ Cn×n
which is a unit lower triangular matrix with the diagonal elements 1.
4. If take f (λ) = f4(λ) = [λn−1, λn−2, . . . , λ, 1] ∈ C1×n, then from (17), we have
F4(λ) =

1 0 · · · · · · · · · · · · · · · 0 0
(n− 1)λ 1 0 · · · · · · · · · · · · 0 0
... (n− 2)λ . . . . . . ... ...
...
...
. . . 1 0
...
...
...
... 5λ 1 0
...
...
...
... 10λ2 4λ 1 0
...
...
(n− 1)(n− 2)
2! λ
n−3 (n− 2)(n− 3)
2! λ
n−4 · · · 10λ3 6λ2 3λ 1 0 ...
(n− 1)λn−2 (n− 2)λn−3 · · · 5λ4 4λ3 3λ2 2λ 1 0
λn−1 λn−2 · · · λ5 λ4 λ3 λ2 λ 1

∈ Cn×n
which is a unit lower triangular matrix with the diagonal elements 1 and whose jth column consists of the terms of
(1+ λ)n−j and
F−14 (λ) = F4(−λ) ∈ Cn×n
which is a unit lower triangular matrix with the diagonal elements 1.
Theorem 7. Assume that the companion matrix Ai ∈ Cn×n has n same eigenvalues λ, then there exists a nonsingular matrix
Ti ∈ Cn×n such that
T−1i AiTi =

λ 1
λ 1
λ
. . .
. . . 1
λ
 =: J ∈ Cn×n,
or
TiJT−1i = Ai,
where T1 = F−11 , T2 = F2, T3 = F3 and T4 = F−14 .
This theorem indicates that the companion matrices with all the same eigenvalues are always similar to a Jordan matrix.
Proof. This theorem includes four cases with i = 1, 2, 3 and 4.
1. For the case with i = 1, let
T−11 :=

r1
r2
...
rn
 ∈ Cn×n, ri = [ri1, ri2, . . . , rin] ∈ C1×n.
When i = 1, we have T−11 A1T1 = J or T−11 A1 = JT−11 , i.e.,
r1
r2
...
rn−1
rn


0 0 0 · · · 0 −an
1 0 0 · · · 0 −an−1
0 1 0 · · · 0 −an−2
...
...
...
...
...
0 0 0 · · · 1 −a1
 =

λ 1
λ 1
λ
. . .
. . . 1
λ


r1
r2
...
rn−1
rn
 .
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The last row and the first n− 1 rows are
rn

0 0 0 · · · 0 −an
1 0 0 · · · 0 −an−1
0 1 0 · · · 0 −an−2
...
...
...
...
...
0 0 0 · · · 1 −a1
 = λrn, (19)
and
ri

0 0 0 · · · 0 −an
1 0 0 · · · 0 −an−1
0 1 0 · · · 0 −an−2
...
...
...
...
...
0 0 0 · · · 1 −a1
 = λri + ri+1, i = 1, 2, . . . , n− 1,
or
[ri1, ri2, . . . , rin]

0 0 0 · · · 0 −an
1 0 0 · · · 0 −an−1
0 1 0 · · · 0 −an−2
...
...
...
...
...
0 0 0 · · · 1 −a1
 = λ[ri1, ri2, . . . , rin] + [ri+1,1, ri+1,2, . . . , ri+1,n],
i = 1, 2, . . . , n− 1. (20)
From (19), we have
rn = [rn1, rn2, rn3, . . . , rnn] = [1, λ, λ2, . . . , λn−2, λn−1] ∈ C1×n. (21)
From (20), we have
ri2 = λri1 + ri+1,1,
ri3 = λri2 + ri+1,2,
ri4 = λri3 + ri+1,3,
...
ri,n−1 = λri,n−2 + ri+1,n−2,
ri,n = λri,n−1 + ri+1,n,
−anri1 − an−1ri2 − an−3ri3 − · · · − a1rin = λrin + ri+1,n, i = 1, 2, . . . , n− 1.
(22)
When i = n− 1 and taking rn−1,1 = 0, using (21), we have
rn−1,2 = λrn−1.1 + rn,1 = λ · 0+ 1 = 1,
rn−1,3 = λrn−1,2 + rn,2 = λ · 1+ λ = 2λ,
rn−1,4 = λrn−1,3 + rn,3 = λ · 2λ+ λ2 = 3λ2,
...
rn−1,n = λrn−1,n−1 + rnn = (n− 1)λn−2.
Hence, we have
rn−1 = [rn−1,1, rn−2,2, rn−2,3, . . . , rn−1,n]
= [0, 1, 2λ, 3λ2, . . . , (n− 1)λn−2] ∈ C1×n. (23)
When i = n− 2 and taking rn−2,1 = 0, using (23) and from (22), we have
rn−2,2 = λrn−2,1 + rn−1,1 = λ · 0+ 0 = 0,
rn−2,3 = λrn−2,2 + rn−1,2 = λ · 0+ 1 = 1,
rn−2,4 = λrn−2,3 + rn−1,3 = λ · 1+ 2λ = 3λ,
rn−2,5 = λrn−2,4 + rn−1,4 = λ · 3λ+ 3λ2 = 6λ6,
...
rn−2,n = λrn−2,n−1 + rn−1,n = (n− 1)(n− 2)2! λ
n−3.
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Hence, we have
rn−2 = [rn−2,1, rn−2,2, rn−2,3, . . . , rn−2,n]
=
[
0, 0, 1, 3λ, 6λ2, . . . ,
(n− 1)(n− 2)
2! λ
n−3
]
∈ C1×n. (24)
When i = n− 3, n− 4, . . . , 2, 1, from (22), we can find ri. Thus, we have
T1 =

r1
r2
...
rn

−1
= F−11 ∈ Cn×n.
2. For the case with i = 2, let
T2 := [l1, l2, . . . , ln] ∈ Cn×n, lj =

l1j
l2j
...
lnj
 ∈ Cn.
When i = 2, we have T−12 A2T2 = J or A2T2 = T2J , i.e.,
−a1 −a2 · · · −an−1 −an
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0
 [l1, l2, . . . , ln] = [l1, l2, . . . , ln]

λ 1
λ 1
λ
. . .
. . . 1
λ
 .
Expanding gives
−a1 −a2 · · · −an−1 −an
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0
 l1 = λl1 (25)
and 
−a1 −a2 · · · −an−1 −an
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0
 lj = lj−1 + λlj, j = 2, 3, . . . , n,
or 
−a1 −a2 · · · −an−1 −an
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0


l1j
l2j
l3j
...
lnj
 =

l1,j−1
l2,j−1
l3,j−1
...
ln,j−1
+ λ

l1j
l2j
l3j
...
lnj
 , j = 2, 3, . . . , n. (26)
Referring to the proof of Theorem 6 and from (25), we have
l1 =

l11
l21
...
ln−2,1
ln−1,1
ln1
 =

λn−1
λn−2
...
λ2
λ
1
 ∈ C
n. (27)
2690 F. Ding / Computers and Mathematics with Applications 59 (2010) 2676–2695
From (26), we have
−a1l1j − a2l2j − · · · − anlnj = l1,j−1 + λl1j,
l1j = l2,j−1 + λl2j,
l2j = l3,j−1 + λl3j,
l3j = l4,j−1 + λl4j,
...
ln−2,j = ln−1,j−1 + λln−1,j,
ln−1,j = ln,j−1 + λlnj, j = 2, 3, . . . , n.
(28)
When j = 2 and taking ln2 = 0, using (27), we have
l12 = l2,1 + λl22 = (n− 1)λn−2,
l22 = l3,1 + λl32 = (n− 2)λn−3,
l32 = l4,1 + λl42 = (n− 3)λn−4,
...
ln−3,2 = ln−2,1 + λln−2,2 = λ2 + λ · 2λ = 3λ2,
ln−2,2 = ln−1,1 + λln−1,2 = λ+ λ · 1 = 2λ,
ln−1,2 = ln,1 + λln2 = 1+ λ · 0 = 1.
Hence, we have
l2 =

l12
l22
...
ln−2,2
ln−1,2
ln2
 =

(n− 1)λn−2
...
3λ2
2λ
1
0
 ∈ C
n. (29)
When j = 3 and taking ln3 = 0, using (29) and from (28), we have
l13 = l2,2 + λl23 = (n− 1)(n− 2)2! λ
n−2,
l23 = l3,2 + λl33 = (n− 2)(n− 3)2! λ
n−3,
...
ln−3,3 = ln−2,2 + λln−2,3 = 2λ+ λ · 1 = 3λ,
ln−2,3 = ln−1,2 + λln−1,3 = 1+ λ · 0 = 1,
ln−1,3 = ln,2 + λln3 = 0+ λ · 0 = 0.
Hence, we have
l3 =

l13
l23
l33
l43
...
ln3
 =

(n− 1)(n− 2)
2! λ
n−2
...
3λ
1
0
0

∈ Cn. (30)
When j = 4, 5, . . . , n, from (28), we can find lj. Thus, we have T1 = [l1, l2, . . . , ln] = F2.
3. For the case with i = 3, let
T3 := [l1, l2, . . . , ln] ∈ Cn×n, lj =

l1j
l2j
...
lnj
 ∈ Cn.
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When i = 3, we have T−13 A3T3 = J or A3T3 = T3J , i.e.,
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
−an −an−1 −an−2 · · · −a1
 [l1, l2, . . . , ln] = [l1, l2, . . . , ln]

λ 1
λ 1
λ
. . .
. . . 1
λ
 .
Expanding gives
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
−an −an−1 −an−2 · · · −a1
 l1 = λl1 (31)
and 
0 1 0 · · · 0
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
−an −an−1 −an−2 · · · −a1


l1j
l2j
l3j
...
lnj
 =

l1,j−1
l2,j−1
l3,j−1
...
ln,j−1
+ λ

l1j
l2j
l3j
...
lnj
 , j = 2, 3, . . . , n. (32)
Referring to the proof of Theorem 6 and from (31), we have
l1 =

l11
l21
l31
...
ln1
 =

1
λ
λ2
...
λn−1
 ∈ Cn. (33)
From (32), we have
l2j = l1,j−1 + λl1j,
l3j = l2,j−1 + λl2j,
l4j = l2,j−1 + λl3j,
...
lnj = ln−1,j−1 + λl(n−1)j,
−anl1j − an−1l2j − · · · − a1lnj = ln,j−1 + λlnj, j = 2, 3, . . . , n.
(34)
When j = 2 and taking l12 = 0, using (33), we have
l22 = l11 + λl12 = l11 = 1,
l32 = l21 + λl22 = λ+ λ · 1 = 2λ,
l42 = l3,j−1 + λl32 = λ2 + λ · 2λ = 3λ2,
...
ln2 = ln−1,1 + λln−1,2 = λn−2 + λ · (n− 2)λn−3 = (n− 1)λn−2.
Hence,
l2 =

l12
l22
l32
l42
...
ln2
 =

0
1
2λ
3λ2
...
(n− 1)λn−2
 ∈ C
n. (35)
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When j = 3 and taking l13 = 0, using (35) and from (34), we have
l23 = l12 + λl13 = 0,
l33 = l22 + λl23 = 1,
l43 = l32 + λl33 = 3λ,
...
ln3 = ln−1,2 + λln−1,3 = (n− 1)(n− 2)2! λ
n−2.
Hence, we have
l3 =

l13
l23
l33
l43
...
ln3
 =

0
0
1
3λ
...
(n− 1)(n− 2)
2! λ
n−2

∈ Cn. (36)
When j = 4, 5, . . . , n, from (34), we can find lj. Thus, we have T3 = [l1, l2, . . . , ln] = F3.
4. For the case with i = 4, let
T−14 :=

r1
r2
...
rn
 ∈ Cn×n, ri = [ri1, ri2, . . . , rin] ∈ C1×n.
When i = 4, we have T−14 A4T4 = J or T−14 A4 = JT−14 , i.e.,
r1
r2
...
rn−1
rn


−a1 1 0 · · · 0
−a2 0 1
...
...
...
. . . 0
−an−1 0 · · · 0 1
−an 0 · · · · · · 0
 =

λ 1
λ 1
λ
. . .
. . . 1
λ


r1
r2
...
rn−1
rn
 .
Expanding gives
rn

−a1 1 0 · · · 0
−a2 0 1
...
...
...
. . . 0
−an−1 0 · · · 0 1
−an 0 · · · · · · 0
 = λrn, (37)
and
ri

−a1 1 0 · · · 0
−a2 0 1
...
...
...
. . . 0
−an−1 0 · · · 0 1
−an 0 · · · · · · 0
 = λri + ri+1, i = 1, 2, . . . , n− 1,
or
[ri1, ri2, . . . , rin]

−a1 1 0 · · · 0
−a2 0 1
...
...
...
. . . 0
−an−1 0 · · · 0 1
−an 0 · · · · · · 0
 = λ[ri1, ri2, . . . , rin] + [ri+1,1, ri+1,2, . . . , ri+1,n],
i = 1, 2, . . . , n− 1. (38)
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From (37), we have
rn = [rn1, rn2, . . . , rnn] = [λn−1, λn−2, . . . , λ, 1] ∈ C1×n. (39)
From (38), we have
−a1ri1 − a2ri2 − · · · − an−1ri,n−1 − anrin = λri1 + ri+1,1,
ri1 = λri2 + ri+1,2,
ri2 = λri3 + ri+1,3,
...
ri,n−2 = λri,n−1 + ri+1,n−1,
ri,n−1 = λri,n + ri+1,n, i = 1, 2, . . . , n− 1.
(40)
When i = n− 1 and taking rn−1,n = 0, using (39), we have
rn−1,1 = λrn−1,2 + rn,2 = (n− 1)λn−2,
rn−1,2 = λrn−1,3 + rn,3 = (n− 2)λn−3,
...
rn−1,n−2 = λrn−1,n−1 + rn,n−1 = 2λ,
rn−1,n−1 = λrn−1,n + rn,n = 1.
Hence, we have
rn−1 = [rn−1,1, rn−2,2, . . . , rn−1,n]
= [(n− 1)λn−2, (n− 2)λn−3, . . . , 2λ, 1, 0] ∈ C1×n. (41)
When i = n− 2 and taking rn−2,n = 0, using (41) and from (40), we have
rn−2,1 = λrn−2,2 + rn−1,2 = (n− 1)(n− 2)2! λ
n−3,
rn−2,2 = λri3 + rn−1,3 = (n− 2)(n− 3)2! λ
n−4,
...
rn−2,n−2 = λrn−2,n−1 + rn−1,n−1 = 1,
rn−2,n−1 = λrn−2,n + rn−1,n = 0.
Hence, we have
rn−2 = [rn−2,1, rn−2,2, . . . , rn−2,n]
=
[
(n− 1)(n− 2)
2! λ
n−3,
(n− 2)(n− 3)
2! λ
n−4, . . . , 3λ, 1, 0, 0
]
∈ C1×n. (42)
When i = n− 3, n− 4, . . . , 2, 1, from (40), we can find ri. Thus, we have
T4 =

r1
r2
...
rn

−1
= F−14 ∈ Cn×n. 
Example 3. Suppose that
A3 =

0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
−1 −6 −15 −20 −15 −6
 ∈ C6×6.
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Because A3 has the eigenvalue λ = −1 with multiplicity 6, it can be transformed into a Jordan matrix. Construct
F3 =

1
λ 1
λ2 2λ 1
λ3 3λ2 3λ 1
λ4 4λ3 6λ2 4λ 1
λ5 5λ4 10λ3 10λ2 5λ 1
 =

1 0 0 0 0 0
−1 1 0 0 0 0
1 −2 1 0 0 0
−1 3 −3 1 0 0
1 −4 6 −4 1 0
−1 5 −10 10 −5 1
 ∈ C6×6,
F−13 =

1
−λ 1
λ2 −2λ 1
−λ3 3λ2 −3λ 1
λ4 −4λ3 6λ2 −4λ 1
−λ5 5λ4 −10λ3 10λ2 −5λ 1
 =

1 0 0 0 0 0
1 1 0 0 0 0
1 2 1 0 0 0
1 3 3 1 0 0
1 4 6 4 1 0
1 5 10 10 5 1
 ∈ C6×6.
It is easy to test
F−13 A3F3 =

−1 1 0 0 0 0
0 −1 1 0 0 0
0 0 −1 1 0 0
0 0 0 −1 1 0
0 0 0 0 −1 1
0 0 0 0 0 −1
 ∈ C6×6.
If the bottom-row companion matrix A3 ∈ C7×7 has three eigenvalues µ and four eigenvalues ν, then we have
T−13 A3T3 =

µ 1
µ 1
µ
ν 1
ν 1
ν 1
ν
 ∈ C
7×7,
where
T3 =

1 0 0 1 0 0 0
µ 1 0 ν 1 0 0
µ2 2µ 1 ν2 2ν 1 0
µ3 3µ2 3µ ν3 3ν2 3ν 1
µ4 4µ3 6µ2 ν4 4ν3 6ν2 4ν
µ5 5µ4 10µ3 ν5 5ν4 10ν3 10ν2
µ6 6µ5 15µ4 ν6 6ν5 15ν4 20ν3
 ∈ C
7×7.
6. Applications
In the area of system identification [19–27], one task is to estimate the parametermatrix/vectors of the state spacemodel:
x(t + 1) = Ax(t)+ bu(t), (43)
y(t) = cx(t), t = 0, 1, 2, . . . (44)
where x(t) ∈ Rn is the state vector, u(t) ∈ R is the system input and y(t) ∈ R is the system output, and A ∈ Rn×n, b ∈ Rn
and c ∈ R1×n are the parameter matrix/vectors to be identified.
According to Theorem 3, if the matrix
T3 =

c
cA
...
cAn−1

−1
∈ Cn×n
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is invertible, then applying the linear transformation x(t) = T3x¯(t) to Eqs. (43)–(44) gives
x¯(t + 1) = T−13 AT3x¯(t)+ T−13 bu(t)
= A3x¯(t)+ b¯u(t), (45)
y(t) = cT3x¯(t)
= c¯ x¯(t), (46)
where
A3 = T−13 AT3 ∈ Rn×n, b¯ = T−13 b ∈ Rn, c¯ = cT3 = [1, 0, 0, . . . , 0]1×n.
The system in (43)–(44) contains n2+ 2n parameters in A, b and c but the system in (45)–(46) is called the observability
canonical form in system and control, and contains only 2n parameters in A3 and b¯ because A3 is a bottom-row companion
matrix with n parameters and c¯ is a unit vector. Therefore, it is simpler to identify the system in (45)–(46) than the system
in (43)–(44) after the similarity transformation, using the input–output data {u(t), y(t)}.
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