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show that this expansion is the same as the one obtained in the strongly non-lattice case (see BR and Babu and Singh [ 1) ). This result is then applied to t-statistic and the studentized sample proportion. THE [ -1, 41 , independent of the sequence {Xi}. Let H, denote the distribution of U, = (l/G) Cf=, Viii and P, * H, denote the convolution.
If the distribution of X were strongly nonlattice then the one-term Edgeworth expansion for P, would be Q,,, where Q, is the signed measure having the density function See BR and Babu and Singh [ 11. Here for a vector j? = (pi, . . . . /Ik) of non-negative integers, I/II =/?, + . . . +fik, /I! =fil! .../Ik!, xB=x{l.. .xp for x = (x,, . . . . xk), DB= nF= I Df, where D,"g is the mth-order partial derivative of g with respect to the ith variable and qr denote the normal density with mean zero and dispersion matrix 2.
The following theorem asserts that Q, is the one-term Edgeworth expansion for P, * H, in a quite strong sense. Throughout this paper we use r,(F) to denote a remainder, depending only on n and the distribution F on A', which is o(n -l") if p3 < co and is O(n -') if p4 < co. Although it does not seem hard to derive Theorem 1 from the known local expansions for the lattice random variables, we were unable to find it in the literature. A proof of Theorem 1 is given in the Appendix.
By taking f as indicator function of a bore1 set A, we get the following corollary of Theorem 1 in the l-dimensional case.
COROLLARY. Let V be a random variable distributed uniformly on [ -i, 11 and let it be independent of the sequence (X,}. Then we have uniformly for all linear bore1 sets A, where a depends only on h, 6 > o depends only on variance of X, and Qa is the distribution function of the central normal variable with variance 6'.
The corollary yields the following result in the l-dimensional case. 
THE APPLICATIONS
Let T, = T,(Z,, F) be a statistic expressable in the form T, = T, + R,, where T, = d'Z, + n -'/*ZnAZ,, d is a non-zero vector, A is k x k matrix and R, is a remainder of the order o,(n -1'2). The next theorem asserts that the corrected statistic T,* = T,(Z, + U,, F) has the same one-term Edgeworth expansion in the pure lattice case as T,, does in the strongly nonlattice case, which involves the following three functions of I;:
If one expands the moments of T" formally (assuming that X has all the moments), then one finds that E( T,J = b(F)/&, var( T,,) = o'(F) + O(n -l), and E( F# -E( T,,))3 = s(F)n -"* + O(n -'). Thus b(F) is the bias factor and s(F) is the skewness factor. We are ready to state the next result. THEOREM 2. Zfp, -C 03, d is a non-null vector and P( IR,I > a,) = o(n -'jz) for some positive sequence a,, such that & a,, + 0, then where R, satisfies the conditions of Theorem 2, whenever Y, has finite sixth moment. Further, if Y, is lattice and has more than two points in its support, then X, has non-degenerate lattice distribution. If the minimal lattice associated with Y, is hZ and if P( Y1 = 6) > o then (h, 2hb) and (0, h2) form a basis for the minimal lattice associated with Xi. So Theorem 1 is applicable.
In this case (Jl;is,)(P,-m)+(hV/J;;s,) h (a) The confidence interval for m, which has confidence level a + rn is given by ( P, -zmi2 25 J;; +s,+c,, P,+z,!,s"+S,+C, JJ; > )
where 1 -@(z,,,) = a/2, S, = (jiJ6s2 &)( 1 + 2z&)(sJ/) is the correction for skewness, fij is the sample third central moment and C, = hV/n is the correction for the lattice character.
The above expression for the confidence interval is obtained after replacing the population parameters p3 and r~ by fi3 and s,. The error introduced in doing so in S, is 0(1/n).
Note that this interval has the same length as the normal interval P +z,,~s,~ -l/2. t-&tribution, i.e., Also, this length agrees with the interval based on up to (including) o(n -').
The term h V/n may be viewed as a (random) continuity correction. Also, it is similar in spirit to randomization in Neyman-Peasonian test in order to achieve the desired a level. Remark.
In the example above, even though we considered 2-dimensional vectors, the result depends only on a single uniform random variable and the span of Y. EXAMPLE 2 (sample proportions, two-sample problem).
Suppose two independent samples of sizes n, and n2 are drawn from two populations. Let fil and Ijz denote respectively the sample proportions of certain attributes. Let p, and p2 denote the corresponding population proportions. Let qi=l-pi, n=nI+n2, and where U, and U2 are independent uniform variables on (-$, 4) and independent of the two samples. The one term expansion for T, can be written as As in Example 1, the confidence interval for p, -p2 can easily be written down. The unknown pL3 and e can be replaced by fi3 and s, obtained using fii in the place of pi in the definition of p3 and cr. The error introduced by such a change is negligible as it is 0(1/n). From essentially the same proof as that of Theorem 22.1 in BR for X with non-singular dispersion, we obtain that
To estimate II, note that there exists a 6 > 0 such that for t E K, [3] BHATTACHARYA, R. N., AND RANGA RAO, R. (1976 
