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Resumen
Se presenta el disen˜o de un ambiente de programacio´n para robots mo´viles
auto´nomos utilizando el concepto de registracio´n de componentes. Mediante este
concepto se dispone de la facilidad de incorporar nuevos algoritmos de planifi-
cacio´n, navegacio´n y/o nuevas representaciones para su utilizacio´n en el control
del robot y adema´s, su comparacio´n. El objetivo final es presentar un ambiente
lo suficientemente flexible que permita la implementacio´n y evaluacio´n pra´ctica
de distintos algoritmos y representaciones en la programacio´n de robots mo´viles
auto´nomos.
Palabras claves: robo´tica, ingenier´ıa de software, robo´ts mo´viles auto´nomos, am-
bientes de programacio´n.
1 Introduccio´n
Los ambientes de programacio´n para robots mo´viles auto´nomos son una herramienta
que facilitan la tarea de controlar un robot. El objetivo de estos sistemas es ofrecer
elementos para la descripcio´n de las actividades del robot sin tener la necesidad de
escribir co´digo complejo. Muchos de e´stos disponen de una l´ınea de comandos desde
donde es posible ejecutar acciones sobre el robot, sin embargo, este tipo de acciones
esta restingido a un conjunto de movimientos primitivos. Por esta razo´n resulta muy
interesante disponer de aplicaciones donde sea posible la programacio´n de robots uti-
lizando comandos de alto nivel para detallar las tareas. Por otra parte, los ambientes
de programacio´n que se presentan pueden ser utilizados para un sistema de control
con algoritmos y representaciones particulares. El ambiente de programacio´n que pro-
ponemos permite registrar diferentes algoritmos y representaciones con el objetivo de
poder comparar y evaluar su comportamiento.
En el sistema descripto en [Michalczewsky y Fillottrani 99], en el cual se incor-
poraron nuevas herramientas al ambiente de programacio´n Saphira [Konolige 98], se
simpliﬁco´ el trabajo del programador para deﬁnir las tareas del robot, disponiendo
de actividades predeﬁnidas y se simpliﬁco´ la especiﬁcacio´n de los mapas utilizando
un editor gra´ﬁco. En este trabajo proponemos ampliar el ambiente de programacio´n,
utilizando la idea anterior de disponer de componentes predeﬁnidas: adema´s de tener
la posibilidad de seleccionar actividades, es posible seleccionar algoritmos y represen-
taciones de datos.
La descripcio´n del trabajo esta´ organizado de la siguiente manera. En la seccio´n
siguiente se expone una resen˜a sobre las arquitecturas ma´s destacadas en la historia de
los sistemas para robots mo´viles auto´nomos, poniendo especial e´nfasis en las arquitec-
turas h´ıbridas. En la seccio´n 3 se describe brevemente la arquitectura utilizada como
referencia para el disen˜o del ambiente de programacio´n. En la seccio´n 4 se presenta el
disen˜o del ambiente y por u´ltimo se detallan los trabajos que se esta´n realizando.
2 Arquitecturas de Robots Mo´viles Auto´nomos
De acuerdo a lo observado en los u´ltimos an˜os, los sistemas para robots mo´viles
auto´nomos han evolucionado hacia un paradigma en el cual se combinan las propuestas
deliberativa y reactiva.
El primer sistema para robots mo´viles fue implementado para el robot Shakey
[Nilsson 69] con un estilo de Sensar-Planiﬁcar-Actuar (SPA). El sistema consist´ıa en
tres elementos: un subsistema de sensado, un subsistema de planiﬁcacio´n y un sub-
sistema de ejecucio´n [Nilsson 80]. La tarea del subsistema de sensado era traducir los
datos crudos de los sensores (generalmente datos de sonares o visio´n) en un modelo del
mundo. La tarea del planiﬁcador era tomar el modelo del mundo y una meta, y generar
un plan para conseguirla. La tarea del subsistema de ejecucio´n era tomar el plan y ge-
nerar las acciones para el robot en relacio´n con el plan establecido. Dos caracter´ısticas
importantes de estos sistemas eran que el ﬂujo de control entre las componentes era
unidireccional y lineal y que la ejecucio´n del plan era ana´loga a la ejecucio´n de un
programa.
Una nueva propuesta presentaba un modelo jera´rquico que se denomino´ NASREM
[Albus, McCain y Lumia 87]. Esta arquitectura constaba de niveles, cada uno con las
siguientes componentes: procesamiento de sensores, modelo del mundo, descomposi-
cio´n de tareas y juicio de valor. Todos los niveles se encontraban unidos por una
memoria global a trave´s de la cual compart´ıan la representacio´n del conocimiento.
Cada nivel ten´ıa la estructura de Sensar-Planiﬁcar-Actuar, pero cada uno operaba en
distintas escalas de tiempo y espacio, brindando as´ı un equilibrio entre la asimilacio´n de
datos y la respuesta. El nivel ma´s alto de esta arquitectura jera´rquica ten´ıa una tarea
muy similar a la de los primeros sistemas, sin embargo, el lugar de tener una estructu-
ra monol´ıtica que mapeara los planes de alto nivel directamente en comandos de nivel
motor, el nivel superior pasaba sus planes a los niveles intermedios que se traduc´ıan
luego en comandos de nivel inferior, que eran a su vez enviados a niveles ma´s bajos.
Au´n cuando esta propuesta tiene algunos aspectos de planiﬁcacio´n deliberativa y un
control reactivo, la naturaleza top-down de la estructura jera´rquica tiende a restringir
los niveles inferiores, limitando la respuesta del sistema a condiciones externas inespe-
radas. Si cada nivel asume que su comando sera´ ejecutado por los niveles inferiores,
debe monitorearse y tratar constantemente con la violacio´n de estas suposiciones.
La propuesta que revoluciono´ el a´rea fue presentada por Brooks [Brooks 86], en la
cual mostraba un modelo puramente reactivo basado en comportamientos. Desarrollo´
un lenguaje de superposicio´n que permit´ıa modelar un sistema ana´logo al comporta-
miento de los animales en ciclos cerrados de sensado y accio´n, utilizando ma´quinas
de estado ﬁnito asincro´nicas. El primer conjunto de comportamientos de un robot
evitaba cualquier objeto estuviera demasiado cerca, aleja´ndose un poco o deteniendo
la marcha. Otro nivel ma´s alto de comportamientos mov´ıa al robot en una determi-
nada direccio´n. Este comportamiento dominaba al comportamiento de evitacio´n de
obsta´culos suprimiendo la salida de los actuadores para el u´ltimo, a menos que un ob-
jeto se encontrara demasiado cerca. Los niveles ma´s altos se sobrepon´ıan a los niveles
inferiores, de ah´ı el nombre de la arquitectura Subsumption. Estos sistemas son menos
susceptibles a las fallas totales y permiten la creacio´n incremental de los sistemas. Por
otro lado, sacriﬁcan la capacidad de razonar sobre las intenciones del sistema y sus
metas.
Para lograr una simbiosis de los elementos deliberativos y reactivos, se propusieron
arquitecturas h´ıbridas ([Arkin 89] [Gat 92] [Simmons] [Alami et al.] son algunas de
ellas) que incorporaban un sistema basado en comportamientos como nivel inferior
de una estructura jera´rquica, y un sistema deliberativo en el nivel superior. Con
la capacidad de sintetizar las propuestas centralizadas y distribuidas, el paradigma
h´ıbrido se ha convertido en el me´todo para disen˜ar arquitecturas para robots.
A partir de una arquitectura de control h´ıbrido donde sus componentes son suﬁcien-
temente independientes es que se propone el disen˜o de un ambiente de programacio´n
que permita que estas componentes puedan ser intercambiables y que permita, adema´s,
la evaluacio´n del comportamiento de diferentes algoritmos y estructuras.
3 Arquitecturas de Control Hı´brido
Este tipo de arquitectura fue inicialmente propuesto por tres grupos de investiga-
cio´n casi al mismo tiempo. Connell presento´ su arquitectura con el nombre de SSS
[Connell 92], la arquitectura de Gat se llamo´ ATLANTIS [Gat 92] y la arquitectura de
Bonasso se denomino´ 3T [Bonasso 91]. Estas arquitecturas de control h´ıbrido constan
de tres componentes, como se muestra en la ﬁgura 1, las cuales se describen a conti-
nuacio´n utilizando la terminolog´ıa de ATLANTIS, pero destacando sus caracter´ısticas
en los tres sistemas.
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Figura 1: Arquitectura de Tres Niveles
El controlador
El controlador consiste en uno o ma´s hilos de ejecucio´n que implementan varios ci-
clos de control realimentado, acoplando fuertemente los sensores a los actuadores. La
funcio´n de transferencia que calcula el controlador puede ser modiﬁcada en tiempo de
ejecucio´n. Generalmente, el controlador contiene una librer´ıa de funciones de transfe-
rencia (llamadas comportamientos o habilidades primitivas). Los comportamientos que
se encuentran activos en cada momento son determinados por una entrada externa al
controlador.
Para distinguir entre el co´digo que implementa una funcio´n de transferencia y el
comportamiento f´ısico producido por esa funcio´n de transferencia en la ejecucio´n sobre
el robot en el entorno, los comportamientos se presentan con otro tipo de letra. De esta
manera un comportamiento es una porcio´n de co´digo que genera un comportamiento
cuando se ejecuta. Los comportamientos primitivos son disen˜ados para producir movi-
mientos primitivos simples que puedan ser compuestos para producir comportamientos
ma´s complejos (tarea del secuenciador). Algunos ejemplos cla´sicos de comportamientos
primitivos son el seguimiento de una pared, moverse a un destino evitando colisiones
y atravesar puertas.
Existen varias restricciones arquitecto´nicas importantes sobre los algoritmos que
van en el controlador. Primero, computar una iteracio´n de la funcio´n de transferencia
debe estar acotado en tiempo y espacio por una constante, y esta constante debe ser
lo suﬁcientemente pequen˜a como para brindar una ancho de banda que soporte un
control de ciclo cerrado estable para el comportamiento deseado.
Segundo, los algoritmos en el controlador deber´ıan soportar reconocimiento de fa-
llas, es decir, deber´ıan estar disen˜ados para detectar cualquier falla que ocurriera al
ejecutar la funcio´n para la cual fueron disen˜ados. En lugar de disen˜ar algoritmos que
nunca fallen, se pueden disen˜ar algoritmos que nunca fallen en detectar una falla. Esto
permite que otras componentes del sistema (el secuenciador y el planiﬁcador) tomen
acciones correctivas para recuperarse de la falla.
Tercero, el uso de un estado interno deber´ıa evitarse siempre que sea posible. Una
excepcio´n importante son los algoritmos de ﬁltrado, que se fundamentan en un estado
interno, pero pueden de todos modos ser utilizados en el controlador. Si el estado
interno es utilizado para otros propo´sitos, estos deben ser ef´ımeros; es decir, deber´ıan
caducar despue´s de un tiempo constante acotado. De esta forma, si la sema´ntica del
estado interno no reﬂeja el estado real del entorno, por lo menos el tiempo durante el
cual se maniﬁeste este error estara´ acotado.
Finalmente, el estado interno en el controlador no deber´ıa introducir discontinui-
dades (en el sentido matema´tico) en un comportamiento. En otras palabras, un com-
portamiento (que es una funcio´n de transferencia) deber´ıa ser una funcio´n continua con
respecto a su estado interno. Es responsabilidad del secuenciador el manejo de las
transiciones entre los reg´ımenes de la operacio´n continua.
El secuenciador
La tarea del secuenciador es seleccionar cua´l comportamiento primitivo (es decir, cua´l
funcio´n de transferencia) debe utilizar el controlador en cada momento, y proporcionar
los para´metros para el comportamiento. Modiﬁcando los comportamientos primitivos en
los momentos estrate´gicos, el robot puede ejecutar tareas u´tiles. El problema es que el
resultado de seleccionar una primitiva determinada en una situacio´n particular podr´ıa
no ser realmente el resultado deseado, y por lo tanto una secuencia simple de primitivas
no es conﬁable. El secuenciador debe ser capaz de responder condicionalmente a la
situacio´n actual, cualquiera sea esta.
Una propuesta al problema es enumerar todos los posibles estados del robot en los
cuales puede estar y precalcular la primitiva correcta a utilizar en cada estado para
una tarea particular. Una codiﬁcacio´n inteligente podr´ıa hacer esta tarea tratable
para ciertos dominios acotados. Sin embargo, esta propuesta de plan universal tiene
dos grandes desventajas. Primero, generalmente no es posible para un robot conocer
su estado actual, especialmente cuando aparecen contingencias imprevistas. Segundo,
la propuesta no tiene en cuenta la historia de ejecucio´n del robot, que frecuentemente
contiene informacio´n u´til.
Una alternativa es utilizar una propuesta llamada secuenciamiento condicional,
que es un modelo ma´s complejo de ejecucio´n de planes motivado por el seguimiento
de instrucciones de las personas. Las personas pueden hacer tareas basa´ndose en
instrucciones concisas y enfrenta´ndose a una gran variedad de eventualidades. El
secuenciamiento condicional propone una estructura computacional para codiﬁcar el
tipo de conocimiento procedural que contienen las instrucciones. Diﬁere de la ejecucio´n
de planes tradicionales en que los constructores de control para componer las primitivas
no esta´n limitados a un orden parcial, condicionales y ciclos utilizados para construir
los planes SPA. Los sistemas de secuenciamiento condicional incluyen constructores
para responder a distintas circunstancias, y manejar mu´ltiples tareas interactuando en
paralelo.
Existen dos propuestas principales para el disen˜o de lenguajes de secuenciamiento
condicional. Pueden ser lenguajes completos con una sema´ntica de ejecucio´n especia-
lizada, como por ejemplo RAPs (Reactive Action Packages) [Firby 89] y PRS (Pro-
cedural Reasoning System) [Georgeﬀ, Lansky y Schoppers 87]. O tambie´n pueden ser
colocados por encima de un lenguaje de programacio´n sinta´cticamente extendible co-
mo LISP; as´ı lo hacen Behavior Language y ESL. Adema´s, la estructura del lenguaje
puede tratar todos los posibles resultados de una accio´n de una manera uniforme, o
el lenguaje puede ser estructurado para reconocer un resultado “nominal” privilegiado
de una accio´n y tratar el resto de los resultados como “fallas”. Nuevamente, RAPs y
PRS implementan la primera propuesta y ESL implementa la segunda.
La propuesta a elegir depende del objetivo con el cua´l se construye el sistema.
RAPs y PRS son lenguajes adecuados para utilizarlos como representacio´n para un
secuenciador automa´tico. La propuesta de ESL es ma´s conveniente de utilizar y es
ma´s fa´cil de extender, pero es ma´s dif´ıcil de analizar.
El Planificador
El planiﬁcador es el lugar donde se ejecutan los co´mputos que consumen tiempo. Ge-
neralmente, esto signiﬁca planiﬁcacio´n y otros algoritmos de bu´squeda exponenciales,
pero tambie´n podr´ıa incluir algoritmos de tiempo polinomial con grandes constantes
como ciertos algoritmos de procesamiento de visio´n frente a recursos computacionales
limitados. La clave del planiﬁcador es que pueden ocurrir varias transiciones de com-
portamientos entre el momento en que el algoritmo de planiﬁcacio´n es invocado y el
momento en el cual se produce el resultado. El planiﬁcador se ejecuta como uno o ma´s
hilos de control separados. No existen restricciones arquitecto´nicas en los algoritmos
del planiﬁcador, que invariablemente se escriben utilizando lenguajes de programacio´n
esta´ndar. El planiﬁcador puede hacer de interface con el resto del sistema de dos formas
diferentes. Puede producir planes para que ejecute el secuenciador o puede responder
a consultas espec´ıﬁcas del secuenciador.
4 Disen˜o del ambiente
La propuesta que se presenta es un ambiente de programacio´n para robots mo´viles
auto´nomos que puede utilizarse para la evaluacio´n de diferentes algoritmos y represen-
taciones para estos sistemas. La arquitectura para sistemas de robots que se selecciono´
es muy apropiada para lograr este objetivo. Las tres componentes son lo suﬁcientemen-
te independientes como para lograr la implementacio´n aislada de los comportamientos
individuales, los algoritmos de planiﬁcacio´n y navegacio´n, y las representaciones de los
datos.
El ambiente de programacio´n consta de un sistema de control principal, una in-
terface de usuario, un repositorio de datos y los protocolos de comunicacio´n entre
componentes, como se muestra en el esquema de la ﬁgura 2. La interface de usuario es
ba´sicamente un sistema de ventanas con menu´es que tiene como una de las funciones
ma´s importantes la seleccio´n y registracio´n de nuevas componentes, ya sean algorit-
mos o nuevas estructuras de representacio´n para los datos. Esta interface tambie´n
dispone de un editor gra´ﬁco para trazar los mapas de los entornos, y un browser para
visualizar el recorrido del robot. Adema´s, desde el menu´ es posible establecer la cone-
xio´n con el robot, seleccionar un mapa del entorno, o determinar los comportamientos,
representaciones y algoritmos a utilizar.
En el repositorio de datos se almacenan las componentes que son registradas en
el sistema. Cada componente es identiﬁcada a trave´s de un ID y debe ofrecer un
conjunto de servicios que es determinado por el ambiente de programacio´n, esto u´ltimo
permitira´ que cualquier algoritmo o estructura que se registre pueda ser activado sin
diﬁcultades. Las componentes pertenecera´n a grupos diferentes segu´n su propo´sito, ya
que cada grupo tiene deﬁnido un conjunto de servicios particulares que debe brindar.
Estos servicios fueron deﬁnidos luego de analizar varias representaciones utilizadas para
modelar los entornos y diferentes algoritmos de planiﬁcacio´n y navegacio´n. Una vez
incorporadas al sistema, las componentes se encuentran disponibles para ser activadas,
a trave´s del sistema de control.
El sistema de control tiene como tarea controlar el ﬂujo de informacio´n entre las
componentes, utilizando los protocolos de comunicacio´n. La funcio´n de los protocolos
de comunicacio´n consiste en comunicar las componentes con la ayuda del sistema de
control. Estos protocolos deﬁnen la informacio´n que podra´n intercambiar las compo-
nentes de los distintos grupos.
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Figura 2: Ambiente de Programacio´n para Robots Mo´viles Auto´nomos
Un ejemplo de una situacio´n particular en este ambiente ser´ıa primero establecer
la tarea que debe realizar el robot. Luego, el sistema comenzar´ıa controlando al robot
con un conjunto de algoritmos y representaciones deﬁnidas por defecto. Este conjunto
podr´ıa ser modiﬁcado desde el menu´, antes de iniciar la comunicacio´n con el robot.
Una vez seleccionado el tipo de control sobre el robot se iniciar´ıa la comunicacio´n con
el mismo, el cual ser´ıa controlado utilizando los algoritmos seleccionados. El sistema
podra´ determinar si el robot logro´ su objetivo o si la tarea no pudo ser concretada.
La arquitectura de control del robot que se disen˜o´, utiliza las ideas de la arquitectura
de tres niveles. En la propuesta presentada, el controlador esta conformado por un
conjunto de comportamientos elementales como seguir una direccio´n, pasar por una
puerta, etc. El comportamiento activo en un momento particular es determinado por
el secuenciador. Sin embargo, es posible elegir el conjunto de comportamientos que se
quieren que sean considerados para el control del robot. Todos los comportamientos
esta´n fuertemente acoplados a los datos que se reciben de los sensores.
Para el secuenciador se esta´ estudiando la posibilidad de incluir el lenguaje Col-
bert [Konolige 97], que es un lenguage con las ideas de PRS, de las cuales comparte
las ma´quinas de estado ﬁnito y las actividades concurrentes. Es un lenguaje que pro-
porciona constructores condicionales, de iteracio´n y de secuencia, con una sema´ntica
basada en ma´quinas de estado ﬁnito. La eleccio´n de este lenguaje no es determinante
y podr´ıa ser reemplazado por alguna de las otras alternativas.
Para el planiﬁcador, se esta´ considerando una propuesta de planiﬁcador con una es-
tructura muy sencilla en la cual la dina´mica del entorno se muestra como un diagrama
de transicio´n donde los estados son situaciones y los arcos representan acciones sim-
ples o compuestas [Baral y Gelfond 99]. Adema´s, es posible realizar tareas correctivas,
ejecutando acciones y recordando la historia del dominio. Se mantiene la informacio´n
sobre las situaciones y las acciones sobre el entorno y la deﬁnicio´n de los estados po-
sibles que se pueden suceder despue´s que se ejecute una accio´n. Tambie´n se deﬁnen
una coleccio´n de caminos que pueden interpretarse como las trayectorias posibles en
el entorno. Las tareas pueden formularse en forma de preguntas, y pueden respon-
derse utilizando programas lo´gicos. El lenguaje que se utiliza para la programacio´n y
representacio´n de la informacio´n en el planiﬁcador es A-Prolog.
5 Trabajos Futuros
Se presento´ la descripcio´n del disen˜o de un ambiente de programacio´n que en este
momento se esta´ implementando. Esta herramienta ofrecera´ un escenario en el cual
sera´ posible programar actividades para el robot de una manera sencilla. Hasta el
momento se encuentran realizadas la especiﬁcacio´n y el disen˜o del sistema, y se esta´
comenzando con su implementacio´n. Se eligio´ como lenguaje de programacio´n para el
ambiente, J++, considerando sus facilidades para la generacio´n de interfaces gra´ﬁcas y
para la comunicacio´n de bajo nivel con el robot. Se esta´ trabajando en una registracio´n
de componentes basada en DLL, la cual no es totalmente dina´mica como es el propo´sito
inicial. Sin embargo, se esta´ evaluando la alternativa dina´mica utilizando procesos
independientes para cada algoritmo. Una vez implementado este nuevo ambiente,
se prevee utilizarlo como herramienta dida´ctica en varios cursos relacionados. Como
ambiente de programacio´n dispone de la facilidad para incorporarse como instrumento
de estudio para el aprendizaje de te´cnicas de planiﬁcacio´n y control en sistemas de
robots mo´viles auto´nomos.
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