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Introduction
When forecasting economic outcomes, a large set of indicators is wishful to avoid model misspecification. However, forecasting models with large cross-sections are often subject to overparameterization leading to unstable parameter estimates and inaccurate forecasts. In vector autoregressions (VARs) the number of parameters may easily exceed the number of observations which makes classical estimation infeasible in a data-rich environment. Traditionally, factor models have been used to handle large cross-sections and achieve dimension reduction. 1 In a seminal article Bańbura, Giannone, and Reichlin (2010) argue, however, that VARs can forecast better even when the number of variables is large. They propose Bayesian methods and impose additional information in form of a Minnesota-type prior to shrink the overparameterized VAR towards a parsimonious random walk (see also Carriero, Kapetanios, and Marcellino, 2009; Giannone, Lenza, and Primiceri, 2012; D'Agostino, Gambetti, and Giannone, 2013; Koop, 2013; Carriero, Clark, and Marcellino, 2014) .
There exist, however, many possible ways to implement a Bayesian VAR (BVAR) for forecasting. In this paper we build on the results in Bańbura et al. (2010) and evaluate different variants of the BVAR which differ in the way information is condensed. In particular, we consider BVAR averaging, Bayesian factor augmented VARs (BFAVARs), as well as large BVARs.
We also include the random walk variant and the autoregressive (AR) model as benchmarks.
Moreover, we consider different specification choices which may also affect the performance of each variant. Along with the aggregation weights of the BVAR averaging and the number of factors of the BFAVAR, there are several ways to choose the degree of shrinkage. We compare the three predominant approaches of the related literature. First, we follow Bańbura et al. (2010) and select the shrinkage hyperparameter such that the average in-sample fit for our target variables is the same across variants during a training sample period. Second, we calibrate the hyperparameter by maximizing the marginal likelihood in each period as in Carriero et al. (2014) .
Finally, we follow Giannone et al. (2012) and estimate the tightness parameter by modelling it in a hierarchical fashion. Our study thus evaluates all major specification choices discussed in the prevalent literature. To our best knowledge, no one else has yet compared all these approaches within the same setup. The competing approaches are evaluated according to their out-of-sample forecast performance one step and four steps ahead. Specifically, we forecast the quarterly change in the euro area harmonized index of consumer prices (HICP) and the real 1 The idea in this literature is that the information contained in a large number of indicator variables can be summarized by a rather small number of factors that are added to the variables of interest (see, e.g., Stock and Watson, 2002 , 2005 , 2011 Forni, Hallin, Lippi, and Reichlin, 2003 , among others). 1 gross domestic product (GDP).
A feature of the analyses in Bańbura et al. (2010) and related studies is that the authors compare forecast models of fairly different size. For instance Bańbura et al. (2010) consider systems with 3, 7, 20, and 131 variables. The BVARs hence produce forecasts conditional on different information sets, making it difficult to identify whether the relative performance of the variants is result of an efficient use of information or a richer information set. While these authors focus on the potential benefits of the latter, we aim at revealing possible differences among the competing approaches with respect to the former. For each variant of the BVAR we ensure that forecasts are produced conditional on all the information that is contained in our dataset. In order to evaluate whether adding indicator variables is useful at all, we compare all variants to both the random walk variant and a univariate AR model.
Few studies exist so far which evaluate BVAR forecasts for aggregate euro area data (see, e.g., Giannone, Lenza, Momferatou, and Onorante, 2010 , for a rare exception). 2 Our dataset comprises up to 44 quarterly macroeconomic and financial indicators for the euro area spanning the years 1975 to 2011. While applications for the U.S. often build on datasets containing more than one hundred variables, we believe that such large cross-sections are typically not available for most countries. This assumption should at least be true when the time series dimension is required to be large as well. Thus, it is not clear whether conclusions drawn from the specific case of the U.S. translate to other forecast situations. In our view, we consider a set of indicators that most forecasters would probably label a typical dataset. Moreover, we emphasize at this point that the size of our cross-section is also appropriate with respect to all variants we consider. Even for BFAVARs it has been shown that about 40 series are sufficient to yield satisfactory forecast accuracy (see Bai and Ng, 2002; Boivin and Ng, 2006) . On the other hand, it has been documented that large BVARs achieve a good forecast performance with about 20-25 variables (see, e.g., Bańbura et al., 2010; Giannone et al., 2012; Koop, 2013) . Our baseline results are thus derived from a subset of 22 variables which is similar to that considered in the related literature whereas all 44 variables are considered in a robustness check.
While discriminating among BVARs based on the accuracy of their point forecasts is appropriate if the loss function of the forecaster depends solely on the forecast error, such a proceeding neglects the uncertainty surrounding the forecasts. Policymakers nowadays closely monitor the uncertainty that is associated with business cycle and inflation developments.
The density forecasts of the Bank of England's Monetary Policy Committee and the Sveriges Riksbank are prominent examples (see, e.g., Mitchell and Hall, 2005; Boero, Smith, and Wallis, 2 Results for Germany are provided by Pirschel and Wolters (2014) . 2 2011; Knüppel and Schultefrankenfeld, 2012, among others) . We hence also evaluate the density forecasts and rank the different BVAR variants on the basis of their predictive likelihood, which is the standard tool to compare density forecasts in a Bayesian setting (see, e.g., Geweke and Amisano, 2010; Clark, 2011; Giannone et al., 2012; D'Agostino et al., 2013; Koop, 2013; Carriero et al., 2014, among others) . In addition to this forecast competition, we also utilize calibration tests to assess the performance of the density forecasts in absolute terms. Given that recent work by Rossi and Sehkposyan (2013) suggests that density forecasts generated by BVARs are often not a reasonable description of actual uncertainty, it is important to investigate which specification choices help to achieve correct calibration.
The main findings are as follows. Regarding point forecasts we find that all BVARs outperform the random walk variant for HICP inflation at both horizons. The differences in forecast accuracy among these variants are small and often insignificant. For real GDP growth the large BVAR delivers the best forecast one step ahead but cannot improve on the random walk four steps ahead. Moreover, we find that neither setting the shrinkage parameter optimally nor estimating it in a hierarchical fashion, in general, helps to improve the forecast accuracy compared to the shrinkage procedure of Bańbura et al. (2010) . A similar conclusion can be drawn for the BVAR averaging. Choosing the aggregation weights in an optimal way does not improve forecast accuracy compared to a naïve equal weighting scheme. Finally, we find that BFAVARs with 1 and 3 factors perform satisfactory across target variables and forecast horizons. With respect to the density forecasts we obtain evidence that an accurate point forecast does not necessarily imply a high predictive likelihood and vice versa. In particular, it turns out that the performance of the large BVARs deteriorates when the predictive density is considered, while that of the BVAR averaging improves. And we again find that choosing the degree of shrinkage optimally or estimating it in a hierarchical fashion does not change this result. Moreover, the calibration tests suggest that most BVARs produce density forecasts that appear to be a reasonable description of the true distribution for HICP inflation, but detect a poor calibration of almost all variants with respect to real GDP growth. Finally, we demonstrate that these findings are not overly sensitive to changes in the forecast setup.
The remainder of this paper is organized as follows. In Section 2 we describe our dataset.
Section 3 develops the BVAR model and all variants we use to produce out-of-sample forecasts for euro area HICP inflation and real GDP growth. In Section 4 we explain our forecast experiment and present the main results. We evaluate the relative performance of the variants based on point and density forecasts. Moreover, we investigate how good the forecasts are in absolute terms. In Section 5 robustness checks are provided. Finally, Section 6 concludes.
2 Dataset
The full dataset comprises 44 quarterly euro area macroeconomic and financial time series covering the period 1975:1 to 2011:4. In case of aggregate euro area data both the cross-sectional and time series dimension approximately represent the maximal size available at the moment. The dataset includes the overall HICP and real GDP as the series of interest. The indicator variables cover the following seven categories: national accounts data, price indexes, international data, employment data, surveys, monetary aggregates, and financial data. For the baseline specification, we follow the common practice in the forecasting literature and achieve stationarity by differencing or log differencing (non-annualized) the data. We also consider the variables in levels in a robustness check, where we take the natural logarithm of most series, except of those that are already expressed in rates.
In most cases the series are obtained from the 12th update of the Area-wide Model (AWM) database 3 which is maintained by the European Central Bank (ECB). The historical series are backdated using individual country information in a coherent manner. The AWM database is the preferred source for researchers and policymakers alike interested in topics relevant for the euro area. In addition, we include survey data, monetary aggregates, and a share price index obtained from the Main Economic Indicators (MEI) database compiled by the Organisation for Economic Co-operation and Development (OECD). A detailed description of the dataset is provided in Appendix A.
The dataset thus includes all variables that a forecaster typically has on her wish list when forecasting euro area HICP inflation and real GDP growth. Besides the fact that forecasting euro area data is interesting in its own right, note that for countries other than the United States long time series for literally hundreds of indicator variables are not available. Hence, our dataset is also typical in the sense that it strikes a balance between the maximum availability of the cross-sectional and the time series dimension of the predictors.
Our baseline results are, however, derived from a subset of only 22 variables since the related literature found that BVARs with about 20-25 variables are in general superior to those including more variables (see, e.g., Bańbura et al., 2010; Giannone et al., 2012; Koop, 2013) . In practice, a forecaster may choose a subset of indicators from all series available either based on past experience or on the basis of sound economic arguments. The latter consideration leads to information sets like the one we consider in the baseline specification. With respect to both the number and type of indicator variables, the baseline dataset is thus similar to those considered 3 See also Fagan, Henry, and Mestre (2005) . The vintage we use is as of September 2012. 4 in the related literature. We provide details on its exact composition in Appendix A. Note that we use the full dataset as a robustness check.
Finally, we have to stress at this point that consistent vintage data is not available since the euro area did not exist before January 1999. While the absence of real-time data is a potential drawback in studies where the objective is to conduct a realistic out-of-sample forecast experiment, we believe it is not in our case. The forecast experiment in this paper is understood as a model validation exercise designed to investigate which variant of the BVAR deals best with the problem of overparameterization that is inevitably inherent in models with large cross-sections.
Evaluating out-of-sample forecasts is an appropriate and established procedure to do so since forecasts reflect all sources of error typically associated with the modeling of economic outcomes including parameter uncertainty and model misspecification.
Forecasting with a BVAR Model
In this section we develop the BVAR model and all the variants we use. Moreover, we discuss different specification choices for the hyperparameters and the lag length.
BVAR Model
We consider the following VAR model
where y t is a n × 1 vector of variables including, among others, HICP inflation and real GDP growth; c is a n × 1 vector of intercepts; B i are n × n matrices of coefficients; i = 1, ..., p denotes the lags included; u t is a n × 1 vector of normally distributed residual terms with zero mean and covariance matrix Σ; and data are available for t = 1 − p, ..., T . Let us denote y = (y 1 , ..., y T ) ′ , (1) can be rewritten as y = xB + u. Moreover, let β = vec (B) with vec (·) being the column stacking operator and k = n (1 + np). Then β is a k × 1 vector containing all coefficients of the model.
In the forecast experiment we estimate the VAR on up to n = 44 variables including p = 4 lags of each variable (hence k = 7, 788). Such a large dimensional system of multivariate regressions is, however, not estimable without imposing additional prior beliefs on the parameters. In addition, there is evidence that even VARs with only a handful of variables might benefit from imposing prior information (see, e.g., Robertson and Tallman, 1999, among others) . We follow common practice and use a variant of the Minnesota prior to deal with the dense parameterization of the model. The basic idea is that a random walk with drift is a reasonable description of the data generating process behind most macroeconomic and financial time series when considered in levels. In addition, the prior captures the belief that own lags are more informative than those of other variables and that more recent lags contain more information than more distant ones. For differenced data a white noise process is the appropriate prior. The VAR is hence centered around the prior mean y i,t = c i + u i,t (or y i,t = c i + y i,t−1 + u i,t for level data) and
imposing the white noise prior amounts to shrinking the coefficients towards zero.
In contrast to the original Minnesota prior developed in Litterman (1980 Litterman ( , 1986 , we do not assume the residual covariance matrix Σ to be known and diagonal. Instead, we use a generalized version of the prior proposed in Karlsson (1993, 1997) which allows for correlation among residual terms. The evidence in Bańbura et al. (2010) as well as Robertson and Tallman (1999) suggests that a generalized Minnesota prior produces accurate forecasts for major macroeconomic series such as GDP growth or inflation even though the n (n + 1) /2 distinct elements of Σ have to be estimated on top of the k coefficients. In particular, we consider a conjugate Normal-Inverse-Wishart prior of the following form:
where ⊗ denotes the Kronecker product and the elements Ψ, d, b, and Ω are functions of hyperparameters. The conjugate prior implies a likelihood and posterior that come from the same family of distributions and hence makes Bayesian inference feasible for researchers even for n being large. 4 We follow Bańbura et al. (2010) and implement the prior by constructing the following set of artificial observations:
where diag (·) denotes a diagonal matrix. The hyperparameters δ i are either set equal to 1, reflecting the prior belief that the variables are characterized by high persistence (level data), or set to 0 for variables showing strong mean reversion (differenced data). The hyperparameters σ i account for the different scale and variability of the series and are set equal to the standard deviation of a residual from a univariate autoregression for the variable y i,t on a training sample running from 1975:2 to 1990:1. The lag order is the same as in the VAR (p = 4). The hyperparameter ǫ is set to a very small number (10 −4 ), reflecting a diffuse prior for the intercept terms.
Finally, the hyperparameter λ determines the degree of shrinkage and hence the tightness of the prior. As λ → ∞ the prior becomes uninformative and posterior expectations coincide with the ordinary least squares (OLS) estimates. For λ → 0 the posterior equals the prior and the information variables do not influence the estimation outcome. The hyperparameter λ is hence the key parameter in the BVAR and its calibration (or estimation) for each model variant is discussed in detail below.
To further improve the forecast accuracy of BVARs, the literature proposes to impose additional information in form of a "sum-of-coefficients" prior (see, e.g., Doan, Litterman, and Sims, 1984; Bańbura et al., 2010; Giannone et al., 2012, among others) . This prior is implemented by generating n artificial observations and reflects the belief that a no-change forecast is a good forecast at the beginning of a sample period. In particular, we construct:
where τ = 10λ and the hyperparameters µ i capture some prior belief about the average level of variable y i,t . Consistent with the calibration of the σ i 's, we set µ i equal to the average value of y i,t in the training sample period 1975:2 to 1990:1.
The artificial observations are added on top of the data matrices, which are then used for inference. The augmented regression model reads as
where
Adding artificial observations solves the matrix inversion problem which arises in VARs with large cross-sections.
The posterior of the parameters can be computed in closed form as a function of the hyperparameters:
whereΣ andβ are the covariance matrix and the coefficients from an OLS regression of y * on
x * , respectively.
The one-step-ahead predictive density p (y T +1 |β, Σ, y) is also available in closed form. Moreover, we fully exploit the conjugacy of the prior and make use of the fact that after integrating out Σ, draws for the one-step-ahead predictive density can be directly obtained from its marginal posterior which follows a multivariate t-distribution (see Koop, 2013) . In particular, the predictive mean is given by
while the predictive covariance matrix is
Drawing from the marginal posterior is convenient and fast, even for systems with more than 20 variables. When forecasting more than one period ahead, however, an analytical expression for the predictive mean and its covariance matrix is not available. In this case we follow Koop (2013) and rely on the direct forecasting method. In particular, we consider
For h > 1 the problem is hence converted into one which involves only one-step-ahead forecasting, and draws for the predictive density can again be obtained from the marginal posterior.
Model Variants
We consider the following variants of the BVAR which provide us with different ways to deal with the overparameterization problem and condense the information in the dataset.
Random Walk
As a benchmark we consider the random walk variant. Random walk forecasts are obtained by imposing a dogmatic prior (hence λ → 0). 5 The posterior beliefs are thus not shaped by the indicator variables, and the random walk is a natural benchmark to investigate whether using these series is useful at all in forecasting. The predictive mean for HICP inflation and real GDP growth is therefore equal to the estimated constant. Note that this term may adapt over time, providing a naïve but competitive benchmark for any forecast model. 5 In practice we set λ = 10 −4 . 8 BVAR Averaging with Equal Weights Recent studies argue that averaging forecasts is a simple though successful method to handle a large dataset and improve out-of-sample forecast accuracy (see, e.g., Clark and McCracken, 2010; Aiolfi, Capistrán, and Timmermann, 2011; Barnett, Mumtaz, and Theodoridis, 2012; Henzel and Mayr, 2013; Wolters, 2014, among others) .
The idea is motivated by portfolio diversification or hedging arguments, guaranteeing insurance against large forecast errors. In this second variant we thus estimate m = n − 2 threevariable BVARs each including HICP inflation and real GDP growth as well as one indicator variable at a time. We then average the forecasts of the individual models. By segmenting the set of indicators and estimating a battery of parsimonious models, pooling is a way to condense information and avoid parameter proliferation. Therefore, we assume that no shrinkage is needed, and we impose an uninformative prior (λ → ∞). 6 We obtain the predictive density for HICP inflation and real GDP growth by combining predictive densities of different models as follows:
where w T −1 = (w T −1,1 ...w T −1,m ) contains nonnegative weights which sum to one. Thus, the linear combination of predictive densities is again a predictive density (see Hall and Mitchell, 2007; Aastveit, Gerdrup, Jore, and Thorsrud, 2011; Geweke and Amisano, 2011, 2012, among others) .
In this variant we fix w T −1,i at 1/m for all T and i. Such a naïve equal weighting scheme has been found to perform astonishingly well by several authors (see, e.g., Clark and McCracken, 2010; Henzel and Mayr, 2013, among others) .
BVAR Averaging with Optimal Weights
The third variant is identical to the previous one with the exception that the weights are now chosen optimally and computed in real time. In particular, we follow Aastveit et al. (2011) as well as Geweke and Amisano (2011, 2012) and calculate in each period T that vector w * T −1 which maximizes the historical (log) predictive likelihood:
The real-time optimal weights vector can be easily computed using a standard numerical solution algorithm. 7 It should be noted, however, that maximizing the historical predictive likelihood does not necessarily guarantee a better out-of-sample forecast accuracy compared to a 6 In practice we set λ = 10 4 . 7 We use the Matlab routine "fmincon". 9 naïve equal weighting scheme since the approach introduces an additional estimation uncertainty regarding the weights. Moreover, historical weights might be a poor approximation of current weights, particularly when structural breaks are present in the data.
BFAVAR with 1 Factor
It is often argued that factor augmented regression models are successful in achieving dimension reduction when forecasting macroeconomic time series (see, e.g. Stock and Watson, 2002 , 2005 , 2011 Forni et al., 2003; Barhoumi, Darné, and Ferrara, 2013, among others). The idea is that a bulk of the variation in the indicator variables may be explained by a rather small number of factors which are added to a model with the variables of interest. Here, we consider a BFAVAR including HICP inflation and real GDP growth and one factor. To estimate the parameters we follow Bernanke, Boivin, and Eliasz (2005) and use a two-step approach. In the first step we difference the indicator variables (if needed) to achieve stationarity and standardize them by subtracting the mean and dividing by the standard deviation. In principal, we obtain k factors by extracting the first k principal components from these standardized series. In the second step we augment the BVAR by the first factor and estimate the system using the Bayesian methods outlined above. As the BFAVAR system consists of only three variables, overparameterization is not a major problem and little shrinkage is needed.
BFAVAR with 3 Factors
Since adding one factor might not be sufficient to capture the dynamics in our dataset, we augment the BVAR from above with k = 3 factors. Given that a VAR with five variables is already large and likely subject to overparameterization, we use Bayesian shrinkage to further reduce the dimension of the system. Note that both BFAVAR variants hence combine the advantages of the factor approach with that of Bayesian shrinkage.
Large BVAR In the last variant we estimate the BVAR on all the 22 series at the same time. The literature refers to this variant as a large BVAR (see, e.g., Bańbura et al., 2010; Giannone et al., 2012; Koop, 2013, among others) . In order to deal with the dense parameterization of the model, the model is estimated using Bayesian shrinkage. Given the large dimensionality of the system, we shrink a lot in this case.
Finally, the BVAR variants are accompanied by univariate AR models for HICP inflation and real GDP growth. Such models are the industry standard and an additional competitive benchmark besides the random walk variant. We estimate the AR models using an uninformative prior, while the lag length p is selected via the Bayesian Information Criterion (BIC).
Choice for Hyperparameters
There are different ways to choose the degree of shrinkage λ which will have an impact on the forecast performance of each BVAR variant. As emphasized by De Mol, Giannone, and Reichlin (2008) , a requirement for the hyperparameter λ is that the degree of shrinkage increases with the number of parameters, i.e. λ → 0 if n → ∞.
Bańbura, Giannone, and Reichlin (2010) One way to determine λ rests on the assumption that small VAR systems are parsimonious and hence do not suffer from overparameterization. The procedure follows Bańbura et al. (2010) by choosing λ such that the in-sample fit of a BVAR is the same as that of a parsimonious VAR. Specifically, we set the degree of shrinkage such that the average in-sample fit of each BVAR variant for HICP inflation and real GDP growth during the training sample period 1975:2 to 1990:1 is identical to the fit of the three-dimensional
BVARs used for BVAR averaging. We obtain the desired magnitude of fit by performing a search over a fine grid for λ. This procedure ensures that we shrink more when the size of the model increases, and it maintains the comparability across variants. For that reason we also apply Bayesian shrinkage to the BFAVAR with one factor.
We should emphasize, however, that this procedure is not optimal in the sense that the choice for λ is not based on any optimality criterion. Moreover, the shrinkage parameter does not evolve over time but is kept fix at the value obtained during the training sample period. Carriero et al. (2014) and Giannone et al. (2012) have recently proposed different procedures to overcome these potential drawbacks. Both methods are straightforward to be implemented, and we consider them for both BFAVAR variants as well as the large BVAR. In this context we also discuss how the lag length p, which has been fixed so far at the frequency of the data, may be chosen optimally.
Carriero, Clark, and Marcellino (2014)
One possibility is to choose the optimal degree of shrinkage λ * T and the optimal lag length p * T at each point in time by maximizing the (log) marginal likelihood of the model:
while the marginal likelihood p (y) can be obtained in closed form 8 by integrating out the uncertainty about the parameters of the model θ, i.e.
We optimize over the two-dimensional grid λ ∈ (0.01, 0.02, ..., 5) and p ∈ (1, 2, ..., 8) and choose in each period that pair which maximizes p (y). Note that the optimal value for λ decreases when more lags are included. Moreover, we update the remaining hyperparameters in each period accordingly (rolling training sample).
Giannone, Lenza, and Primiceri (2012) Alternatively, λ can be treated as an additional unknown parameter and estimated in a hierarchical fashion. The procedure is even more flexible since it also relaxes some of the simplifying choices made for the remaining hyperparameters.
Both the main diagonal of the prior covariance matrix Σ and the scaling parameter τ are also treated as unknown. This variant thus requires to add one more layer to the prior structure by placing a prior on the hyperparameters -a hyperprior. Let γ collect all the unknown hyperparameters of the model, i.e. γ = (λ, σ 1 , ..., σ n , τ ) ′ . It can be shown that the marginal posterior for γ, i.e. after integrating out the uncertainty about the model's parameters, is:
where p (y|γ) is the marginal likelihood of the model (conditional on γ) and p (γ) is the hyperprior. The latter reflects how confident we are about the values for γ. We follow common practice and choose relatively diffuse hyperpriors. For λ and τ we use Gamma densities with mode equal to 0.2 and 1, and standard deviations of 0.4 and 1, respectively. The prior on the diagonal elements of Σ is an Inverse-Gamma with scale and shape equal to 0.005 2 . Since the joint posterior distribution for the predictive density and γ is not available in closed form, we use a Metropolis-Hastings algorithm to simulate the distribution. 9 The sampler uses Markov chain Monte Carlo methods and generates γ from the marginal posterior with a Metropolis-Hastings update. After convergence of the sampler, the predictive density can be drawn from its marginal distribution conditional on γ. In contrast to the procedures proposed in Bańbura et al. (2010) and Carriero et al. (2014) , this variant hence accounts for the uncertainty related to the choice of the hyperparameters such as λ. As a result, this procedure may have an impact on the shape of the predictive density. Finally, it should be noted that the lag length is again set equal to four and that parsimony is achieved only via optimal estimation of the hyperparameters. 9 The Metropolis-Hastings algorithm is outlined in detail in Appendix C.
4 Model Validation
In this section we evaluate the performance of the different BVAR variants in terms of out-ofsample forecast accuracy. We first explain our forecast experiment and discuss the choice for the shrinkage parameter across model variants. We then present results for the predictive mean and the entire predictive density of HICP inflation and real GDP growth. Moreover, we assess how good the forecasts are in absolute terms.
Forecast Experiment
We use each BVAR variant to produce out-of-sample forecasts for HICP inflation and real GDP growth for two horizons (h = 1 and h = 4). For h = 1 we start with the sample period from 1976:1 to 1990:4 and generate the predictive density of each variant for 1991:1. This procedure is iterated forward until 2011:3, producing forecasts for 2011:4, always using the most recent 15 years of data and hence yields a sequence of 84 density forecasts for each variant. For h = 4
we start with the sample period from 1975:2 to 1990:1, also producing predictive densities for 1991:1 and iterate accordingly. The evaluation period thus runs from 1991:1 to 2011:4 for both horizons. Since our evaluation period is relatively long, we investigate the subsample stability of the results in a robustness check.
For the baseline specification we prefer a rolling-window forecast scheme to a recursive (or expanding) scheme, which uses all the past observations, since a rolling scheme may better handle parameter instabilities that are likely to be present in aggregate euro area data. Moreover, it is consistent with the conventional view that more recent observations are more informative than those at the very beginning of a sample period. In addition, the statistical tests we use to compare the forecast performance explicitly build on an asymptotically non-vanishing estimation uncertainty; an assumption which would, however, be violated in an expanding-window forecast scheme (see Giacomini and White, 2006; Amisano and Giacomini, 2007) . In a robustness check, however, we evaluate how sensitive our results are with respect to this setup and repeat the forecast experiment using a recursive scheme.
The choice for the size of the estimation window is motivated by two competing influences.
On the one hand, the window should not be too small since otherwise a meaningful estimation of the BVAR would not be possible. On the other hand, the window should not be too large since otherwise the sequence of density forecasts would be too short for inference. In particular, the likelihood ratio tests require a relatively large number of observations. An estimation window of 15 years seems to account well for both concerns.
Degree of Shrinkage
We document the choice for the shrinkage parameter λ in the first (h = 1) and second (h = 4) column of Table 1 . Since we estimate a different model for each forecast horizon we also obtain a different λ for each horizon. The numbers in the first panel are the result of the calibration procedure as proposed by Bańbura et al. (2010) which equates the average in-sample fit for HICP inflation and real GDP growth across variants (except for the random walk benchmark for which λ = 0). As we have emphasized above, we assume that the overparameterization problem does not occur for the BVAR averaging, and we use an uninformative prior (λ = ∞) in this case. For the BFAVAR with one factor, it turns out that parameter proliferation is not really an issue, and we shrink only a little (0.328 for h = 1 and 0.519 for h = 4). In case of the BFAVAR with three factors the prior becomes tighter and λ is 0.105 and 0.151, respectively. For the large BVAR with all 22 variables we have to impose a lot more shrinkage, and λ reduces to 0.052 at h = 1 and 0.051 at h = 4. In the second panel λ is obtained by maximizing the marginal likelihood as in Carriero et al. (2014) . Since the optimal choice for the tightness parameter varies over time (it does so only a little actually), we report the average choice for λ across periods. Given that the lag length p is determined simultaneously, the numbers are not directly comparable to those in the first panel. It turns out, however, that the optimal choice for p is in most periods 1 or 2, which requires less shrinkage than a model with p = 4. In the third panel we document the average posterior mean for λ across periods when a hyperprior is used as in Giannone et al. (2012) . The numbers are similar to those in the second panel although the lag length is set to p = 4. However, in the latter case the remaining hyperparameters (Σ, τ ) are also estimated in real time, and numbers are hence hard to compare. In particular, the elements of Σ show substantial variation over time.
Predictive Mean
We first evaluate the different BVAR variants and the AR model by the accuracy of their point forecasts. Let the superscript m denote the predictive mean. We measure out-of-sample forecast accuracy for model j with respect to variable i at horizon h in terms of RMSE:
where H = 4 is the maximal forecast horizon, and T 0 +H = 64 and T 1 = 147 are the start (1991:1) and end (2011:4) of the evaluation period, respectively. For a forecaster with a quadratic loss function the predictive mean is the optimal forecast and the RMSE is an appropriate measure to 14 Criterion (BIC) . The evaluation period runs from 1991:1 to 2011:4 and the forecast horizon h is in quarters. For h = 4 we use a direct forecast. The lower the RMSE is the better is the forecast accuracy of a model. The BVAR variants include the random walk, the BVAR averaging with equal weights and optimal weights obtained by maximizing the historical predictive density, the BFAVAR with 1 and 3 factor(s), and the large BVAR with 22 variables. The hyperparameter λ is set in the first panel such that the average in-sample fit for HICP inflation and GDP growth of all BVAR variants is the same during the training sample 1975:2 to 1990:1, while p = 4. In the second panel p and λ are chosen by maximizing the marginal likelihood. We report the average choice for λ across periods. In the third panel we impose a prior on the hyperparameters and estimate the variants in a hierarchical fashion, while p = 4. We report the average posterior mean for λ across periods. discriminate among models (see Weiss, 1996) . In Table D .1 in Appendix D reveals that these differences in forecast ability are significant at a 5 percent 15 of the other BVAR variants compared to the random walk benchmark or due to the additional information contained in the set of indicators. Given that the AR model is also inferior to almost all BVAR variants (though only slightly), we believe that the indicator variables indeed contain valuable information regarding the prospective path of HICP inflation.
Second, we obtain rather small differences in forecast accuracy for HICP inflation among the BVAR variants. Only for h = 4, the BVAR averaging, both with equal and optimal weights, appears to underperform the other variants. Overall, the RMSE ranges between 0.25 and 0.26 at h = 1 as well as 0.28 and 0.33 at h = 4. In Table D .1 in Appendix D we provide a Giacomini and White (2006) test of conditional predictive ability of the point forecast. It turns out that the differences among the variants are insignificant in the majority of cases. Apparently, the way information is condensed within the BVAR setting has a limited impact on the forecast accuracy of the predictive mean for HICP inflation. Moreover, the forecast accuracy does hardly change when the lag length, the hyperparameters, or the aggregation weights are chosen optimally.
Third, for real GDP growth, all models tend to outperform the random walk benchmark at h = 1. In contrast to HICP inflation, the random walk (jointly with one large BVAR variant) delivers the best forecast for real GDP growth at h = 4, closely tracked by the AR model, suggesting that the set of indicators has limited information about quarterly changes in real GDP one year ahead. This relatively poor forecast performance of most BVAR variants with respect to real GDP growth in the longer run is probably due to the fact that the series shows little to no persistence and unpredictable shocks may thus account for large parts of the dynamics.
Fourth, the differences among the BVAR variants are somewhat larger than for HICP inflation. The RMSE varies between 0.44 and 0.57 at h = 1 as well as 0.63 and 0.75 at h = 4. The large BVAR with p and λ optimized and that with hyperpriors deliver the best forecast performance at h = 1. Both variants perform significantly better than the BVAR averaging (compare Table D .1 in Appendix D). In most cases, the differences in predictive ability between the BVAR variants are, however, insignificant. Overall, there appears to be a slight dominance of the three large BVAR variants but the versions of the BFAVAR with 3 factors are also competitive.
Predictive Density
In the previous subsection we have compared different models in terms of RMSE, which is appropriate if the forecaster is concerned only about the accuracy of the predictive mean but indiflevel according to a Giacomini and White (2006) test of conditional predictive ability.
ferent to the uncertainty that is surrounding it. In this subsection we relax this strong assumption and consider the entire density of the forecasts. In particular, we rank BVAR variants based on the predictive likelihood, which is a convenient way of comparing models in a Bayesian setting and has become the standard in the related literature (see, e.g., Geweke and Amisano, 2010; Giannone et al., 2012; D'Agostino et al., 2013; Koop, 2013, among others) . The larger the predictive likelihood is the higher is the probability that a variant generates a forecast that equals (or is close to) the realized value of the variable given the history of the data (y) and the parameters (β, Σ). The perfect BVAR variant would hence be characterized by a forecast which attaches a probability of 100% to the actual outcome.
In Table 2 we document the average of the log predictive likelihood of model j with respect to variable i at horizon h evaluated at the realization y i,T :
Table 2 reveals that the random walk produces the worst forecast for HICP inflation at both horizons, which is in line with our previous results for the point forecasts. However, we find that the ranking of the BVAR variants changes when the focus shifts from the predictive mean to the entire density of the forecasts. Particularly, the performance of the large BVAR deteriorates. In most cases, it is now not much better than the AR model, if at all. Despite its quite accurate mean forecast, the large BVAR apparently attaches a too low probability to events that actually occur. Even when the lag length and the shrinkage parameter are chosen optimally, or a prior on the hyperparameters is imposed, the large BVAR variants underperform the competing approaches. By contrast, the BFAVAR with three factors still performs well when forecast uncertainty is taken into account. When compared to the other variants it is now delivering the best forecast at both horizons, while the BFAVAR with only one factor is also competitive. For both BFAVARs we find that choosing the lag length or the shrinkage parameter in an optimal way does, in general, not help to improve predictive ability. Notably, the BVAR averaging, both with equal and optimal weights, which underperforms the competing approaches in terms of RMSE, now ranks between the BFAVARs and the large BVARs. Optimizing the aggregation weights with respect to in-sample forecast accuracy does not improve out-of-sample predictive ability.
For both horizons of real GDP growth, the random walk and the large BVAR jointly display the poorest forecast performance. As in the case of HICP inflation, the ranking among the BVAR variants is reversed when compared to the ranking based on RMSE. Again, the predictive density of the large BVAR attaches a too low probability to events that actually occur, and taking the uncertainty regarding the prior choice into account does little to nothing to overcome this problem. In contrast, both BVAR averaging variants, which produced rather inaccurate mean forecasts, now perform rather well and appear to dominate many of the other approaches at h = 4. The best predictive ability at both horizons, however, displays the BFAVAR with one factor when a hyperprior is imposed. However, the additional gain of estimating the hyperparameters of the BFAVAR compared to the shrinkage procedure used in Bańbura et al. (2010) appears to be small.
In the following, we investigate whether the predictive likelihoods reported in Table 2 are significantly different from each other. We follow Amisano and Giacomini (2007) and construct for two competing density forecasts j and k an average of likelihood ratios:
The test is a conventional likelihood ratio test which is often used for model selection (see, e.g., Giannone et al., 2012, among others) and based on the statistic
whereσ is an estimate of the standard deviation of LR j,k i,h . The null hypothesis of equal performance of j and k is rejected at the 5 percent level whenever |t| > 1.96. In case of rejection, one would choose j (k) whenever LR j,k i,h is positive (negative). We perform pairwise likelihood ratio tests using our sequence of 84 density forecasts and summarize their results for HICP inflation and real GDP growth in Tables 3 and 4, respectively. The tables read as follows. A + (−) means that the model under consideration (column) significantly outperforms (underperforms) its benchmark model (row) in terms of predictive ability, while a · denotes insignificance. Table 3 reveals that, when forecasting HICP inflation, the random walk as well as the AR model perform poorly, and none of the BVAR variants is significantly outperformed by these benchmark models. Making use of the set of indicator variables is apparently beneficial in this circumstance. For h = 1 we find that both BFAVARs, when combined with a shrinkage procedure as proposed by Bańbura et al. (2010) , significantly outperform most of their competitors.
Optimizing the lag length or the tightness of the prior does not improve forecast ability further. Likewise, there is no additional gain obtained from estimating the hyperparameters as suggested by Giannone et al. (2012) . The same conclusion can be drawn for the choice of the aggregation weights when averaging BVAR forecasts since the differences among both BVAR averaging variants are insignificant. Finally, the large BVAR with p and λ optimal as in Carriero et al.
(2014) is dominated at the short horizon by nearly all its competitors, including the large BVAR with the shrinkage procedure as in Bańbura et al. (2010) . For h = 4 similar results obtain when compared to h = 1. Overall, the BFAVARs tend to significantly outperform the other approaches whereas the large BVAR variants never dominate the competing variants.
For real GDP growth the picture is different. Table 4 shows that none of the BVAR variants is able to significantly outperform the AR or the random walk. Moreover, the differences among almost all BVAR variants are insignificant. As for HICP inflation, the large BVAR with p and λ optimized appears to deliver a poor forecast for real GDP growth and is significantly worse than the BFAVAR combined with the shrinkage approach of Bańbura et al. (2010) . At h = 4 real GDP growth is apparently difficult to forecast since the AR is significantly better than most BVAR variants, and we thus conclude that the indicators contain little to no information about real GDP growth four quarters ahead. But we find that both large BVAR variants with optimally chosen hyperparameters are significantly outperformed by all BFAVAR variants, suggesting that neither choosing the lag length and the degree of shrinkage in an optimal fashion nor the estimation of the hyperparameters helps to improve forecast ability of the large BVAR.
In sum, we find that an accurate mean forecast does not necessarily imply a high predictive likelihood and vice versa. Model selection based on RMSE only may thus be misleading if the forecaster is also concerned about forecast uncertainty. Overall, the BFAVARs -which combine the advantages of factor analysis and Bayesian shrinkage -deliver a good forecast performance in all setups. Moreover, optimizing the lag length and the shrinkage parameter, or imposing a prior on the hyperparameters does not necessarily help to improve predictive ability. Likewise, we cannot reduce the forecast error by optimizing aggregation weights when averaging BVAR forecasts.
Probability Integral Transform
While the relative performance of Bayesian forecast models is commonly compared on the basis of predictive likelihoods, in this section we use the probability integral transform (PIT) to assess how good the predictive densities are in absolute terms. In contrast to predictive likelihoods, which are a local measure since they depend only on the predictive density evaluated at the realization, the PIT provides a non-local assessment of the predictive ability of a forecast model (see Geweke and Amisano, 2010) . Given that recent work by Rossi and Sehkposyan (2013) suggests that predictive densities generated by BVAR models are often not a reasonable description of actual uncertainty, we investigate which specification choices are helpful to achieve correct calibration. Moreover, we may obtain some insights about the reasons behind the unsatisfying predictive ability of the large BVARs in terms of density forecasting.
We first decompose each predictive density into intervals, each covering 10 percent of the probability mass. We then assign each realization to the corresponding interval. If a predictive density would be a reasonable description of the the true distribution of the data, each probability band should contain 10 percent of the realizations (about 8 in our case). This procedure has been developed by Diebold, Gunther, and Tay (1998) and can be formalized as follows. 11 For a proposed predictive density p the PIT is the corresponding cumulative density function (CDF) evaluated at the realized value y i,T :
If the proposed predictive density is consistent with the true predictive density, the density of
is an independent and identically distributed U (0, 1) and its CDF is the 45 • line.
11 See also Diebold, Hahn, and Tay (1999) . 20 
Notes: see notes to Tables 1 and 3. We provide a graphical assessment of the PITs for HICP inflation and real GDP growth in Figures 1 and 2 , respectively. Following Rossi and Sehkposyan (2013) In case of HICP inflation we obtain support for the conclusions drawn in the previous subsections. The performance of the random walk variant is again rather poor, and Figure 1 shows that too little weight is given to the lower tail of the distribution. In contrast, most BVAR variants as well as the AR model produce predictive densities that appear to be a reasonable description of the true distribution of the data. However, we reject uniformity of the PITs for the large BVAR with shrinkage as proposed by Bańbura et al. (2010) . Such a result is in line with the unsatisfying predictive ability of this variant. The plot of the PITs suggests that the large BVAR attaches a too low probability to very low or negative inflation rates, and, at the same time, too much weight is given to the upper tails of the distribution of inflation. However, we cannot reject uniformity for the large BVAR at a 5 percent level when we take the uncertainty surrounding the choice for the hyperparameters into account. While using hyperpriors apparently helps to generate a more realistic density forecast, our results in Section 4 show that this is not sufficient to outperform the other variants. The BFAVAR with 1 factor combined with shrinkage as in Bańbura et al. (2010) appears to be well calibrated at both horizons, whereas optimizing the lag length and the degree of shrinkage, or imposing a hyperprior, leads to a rejection of correct calibration at h = 4. Moreover, we again find that all BFAVAR variants with 3 factors have a good predictive ability for HICP inflation at both horizons.
Given the evidence of the previous subsections, it is not surprising that our findings are different for real GDP growth. With only few exceptions, uniformity is rejected by both tests at the 5 percent level. A notable exception is the BFAVAR with 3 factors (h = 1) where the optimal choice of the hyperparameters helps to achieve a realistic density forecast. Similarly, the large BVAR appears to benefit slightly from optimally chosen hyperparameters. A visual assessment of the plots in Figure 2 suggests that most BVAR variants apparently generate too little mass in the lower tail of the distribution since too many realizations appear to fall into the bins covering the first 10-20% of the probability mass. That is, they underestimate the occurrence of low or even negative real GDP growth rates. 
Robustness
In the previous section we have shown how the ranking of the BVAR variants changes when the focus is on different target variables, different forecast horizons, and alternative loss functions.
Moreover, we explored which specification choices may help to achieve correct calibration. In this section we investigate the sensitivity of our findings with respect to the following features of our forecast experiment. First, we consider the full dataset. Second, we employ a recursive (or expanding) rather than a rolling estimation scheme. Third, we explore the subsample stability of our results. And finally, we let the variables enter the models in levels rather than first differences. The corresponding tables are all provided in Appendix D.
Full Dataset So far we have used a subset of 22 variables of our dataset, thereby neglecting indicators that are potentially useful for forecasting. In the first robustness check we extend the information set and repeat the forecast experiment with the full cross-section consisting of 44 time series.
While the accuracy of the point forecasts hardly changes across variants when the size of the cross-section increases, each variant appears to be affected differently when we consider the density forecasts. For instance, we find that the predictive ability of the BFAVARs and the BVAR averaging improves. The forecast performance of the BFAVARs improves since a larger crosssection potentially helps to better identify the common factors while the size of the system to be estimated does not increase. The BVAR averaging probably benefits from the fact that more (density) forecasts enter the pooled prediction, which makes it less vulnerable to outliers. By contrast, we find that the performance of the large BVARs worsens further when we enlarge the set of indicator variables. The existing literature on large BVARs is clear about the fact that models with about 20-25 variables are in general superior to larger systems. Likewise, our results suggest that the large BVAR variant cannot benefit from a larger information set.
Moreover, it appears that the additional gains of the larger information set are more pronounced for HICP inflation than for real GDP growth, which is not surprising since we have already learned that the information variables seem to be more relevant for the former than for the latter. Overall, using a larger information set thus underpins our baseline results.
Recursive Estimation Scheme Our baseline results are obtained from a rolling estimation scheme. Such a proceeding is advisable when the data generating process is subject to structural breaks since the estimated parameters are allowed to change quickly over time. When the data generating process is rather stable over time, however, discarding distant observations may introduce unnecessary high estimation uncertainty. In the second robustness check we thus use a recursive (or expanding) window to estimate the models.
It turns out that the ranking of the variants based on the RMSE is not affected by such a forecast setup. Turning to the predictive likelihood, we find that all approaches benefit substantially when we use an expanding window. Furthermore, we obtain some evidence that the predictive ability of the large BVARs improves more than that of the other variants when more observations enter the estimation. The large BVAR with shrinkage as in Bańbura et al. (2010) now shows the highest predictive likelihood for HICP inflation at both horizons. The improvement in predictive ability is, however, restricted to this large BVAR variant. The variant with λ and p optimized and that with hyperpriors still underperform most of their competitors. When real GDP growth is considered, the ranking among the BVAR variants is hardly affected. The large BVAR now tends to be slightly better than the BVAR averaging for h = 1, while the BFAVARs with three factors still have the highest predictive ability. For h = 4 the predictive ability of the large BVARs is still unsatisfactory.
Subsample Stability
In the third robustness check we shorten the evaluation period and concentrate on the sample 1999:1 to 2011:4. We choose that period to evaluate the subsample stability of our results for the following reasons. First, this sample excludes the period of inflation convergence which may have changed the properties of the inflation process. Second, we begin with the creation of the euro area in January 1999 which mimics the situation encountered by researchers forecasting the euro area at that time. And third, this sample represents the period in which a common monetary policy was in effect. Note that shortening the evaluation period comes at the cost of less precise estimates for RMSE and the predictive likelihood.
All in all, we find that our results are robust to the choice of the evaluation period. The relative performance of the BVAR variants hardly changes when the evaluation period is shortened.
The only exception is the random walk variant that now shows a better performance in terms of RMSE than before when we consider HICP inflation. Given that the predictive mean of the random walk adapts only slowly over time, it does not come as a surprise that excluding the period of inflation convergence reduces the forecast error of that benchmark model.
Level Specification
In the last robustness check the variables enter the models in levels rather than in first differences. We remain within the same estimation framework as before with the exception that we impose the random walk prior for all variables. A closed form solution for the marginal posterior of the predictive density for HICP inflation and real GDP growth is, however, not available in this case. For that reason we evaluate the levels directly.
Overall, the ranking remains relatively stable when we consider the variables in levels. For HICP inflation and h = 1, our results suggest that the differences among the BVAR variants 27 evaluated by the RMSE remain small and the relative performance of the BVAR variants is not affected by this specification choice. The BVAR averaging seems to benefit from a specification in levels at h = 4. For real GDP growth, the differences in RMSE remain small as well. One exception should be noted. While the large BVAR with hyperpriors as in Giannone et al. (2012) remains among the best performing variants, the large BVARs with shrinkage as in Bańbura et al. (2010) or Carriero et al. (2014) appear to perform worse when we consider the variables in levels. Turning to the density forecasts, we still find that all large BVAR variants are outperformed by the other approaches while the BFAVARs deliver the best forecasts. Choosing p and λ optimal or using hyperpriors does not, in general, help to improve the forecast performance. In fact, the large BVAR with p and λ optimal now shows the lowest predictive ability among the different BVAR variants for all variables and horizons.
Conclusion
Recent articles suggest that VARs with Bayesian shrinkage produce accurate point and density forecasts even when the number of variables becomes large. However, there are numerous ways to implement the BVAR approach and these specification choices may affect predictive ability. In this paper we evaluate different variants of the BVAR within the same framework. In particular, we consider BVAR averaging with equal and optimal weights, BFAVARs with 1 and 3 factors, as well as large BVARs. Moreover, we use the three predominant approaches of the related literature to determine the hyperparameters of the models, in particular the tightness of the prior. We thus evaluate all major specification choices discussed in the prevalent literature.
To be able to investigate how efficiently these BVAR variants process information contained in a large dataset, we condition our analysis on a given amount of information. The variants are then evaluated according to their out-of-sample forecast performance.
We first evaluate the predictive mean and find that all variants outperform the random walk variant for HICP inflation at h = 1 and h = 4, while the differences in forecast accuracy between these variants are small and often insignificant. For real GDP growth the large BVAR variants deliver the best forecast at h = 1 but cannot improve on the random walk at h = 4.
Moreover, we find that neither setting the shrinkage hyperparameter optimally nor estimating it in a hierarchical fashion helps to improve the forecast accuracy compared to a simple shrinkage procedure of Bańbura et al. (2010) . Likewise, choosing the aggregation weights for the BVAR averaging in an optimal way does not, in general, improve forecast accuracy compared to a naïve equal weighting scheme. Finally, we find that both BFAVARs perform satisfactory across target variables and forecast horizons.
When we evaluate the entire predictive density, we obtain evidence that an accurate mean forecast does not necessarily imply a high predictive likelihood and vice versa. In particular, it turns out that the performance of the large BVARs deteriorates when the predictive density is considered, while that of the BVAR averaging improves. And we again find that choosing the degree of shrinkage optimally or estimating it in a hierarchical fashion does not, in general, lead to better predictive ability. Moreover, we use calibration tests in order to assess how good the predictive densities are in absolute terms rather than competing against each other. While all BVARs except for the large BVAR variant produce predictive densities that appear to be a reasonable description of the true distribution for HICP inflation, the calibration tests detect a poor calibration of all variants with respect to real GDP growth. It appears that the large BVAR assigns too little weight to very low inflation rates, while it gives too much weight to the upper tails of the distribution.
All in all, our findings are robust to changes in the forecast setup. However, robustness checks also suggest that especially the performance of the large BVARs seems to depend on the features of the forecast experiment such as the size of the cross-section, the number of observations used for estimation or whether we use variables in levels or differences. While most BVAR variants appear to benefit from a larger information set, the large BVARs apparently lose forecast ability when we increase the size of the dataset. It appears that there is an upper limit to the number of predictors where the benefits from the large BVAR are retained. Such a result suggests that a preselection device could help to determine the (subset of) variables that should enter the information set of the large BVAR.
We have shown how the ranking of the different variants depends on the forecast situation at hand. Given the evidence of this paper, we believe that there is no consistent outperformance of a particular BVAR variant. Particularly, the loss function of the forecaster seems to be of great importance for the ranking. Overall, we find that a factor augmented BVAR with three factors is competitive in all setups. Hence, it appears to be advisable to combine the factor approach which helps to eliminate noisy signals from the different indicator variables with Bayesian shrinkage to further reduce estimation uncertainty. For future research it might also be fruitful to assess the performance of more flexible models. For instance, the introduction of stochastic volatility to explicitly account for changes in the shock process may help to achieve correct calibration. Moreover, modeling time varying parameters may improve forecast accuracy in an unstable environment. The work of Clark (2011) , Barnett et al. (2012) , and Marcellino (2012, 2013) 
B Marginal Likelihood
According to Carriero et al. (2014) the analytical expression for the marginal likelihood is:
and with Γ N (·) denoting the N-variate gamma function. See Giannone et al. (2012) for a similar expression.
C Markov Chain Monte Carlo Estimation
This appendix outlines the Metropolis-Hastings algorithm we use to simulate the joint posterior of the predictive density and the hyperparameters γ. Moreover, we assess the convergence of the Markov chain with inefficiency factors.
C.1 Metropolis-Hastings Algorithm
The steps are:
Step 1: Choose a starting point γ 0 . We use the posterior mode, which is obtained by numerical optimization. 12 Then run a loop over the following steps.
Step 2: Draw a proposal γ * from a jumping distribution J γ * |γ j−1 = N γ j−1 , c · Σ m , where Σ m is the inverse of the Hessian computed at the posterior mode, and c is a scaling constant chosen to obtain an acceptance ratio of about 20 percent.
Step 3: Compute the acceptance ratio:
Step 4: Randomly draw ν from U (0, 1).
Step 5: Accept or discard the proposal γ * according to the following rule, and update, if necessary, the jumping distribution: 12 We use the Matlab routine "fmincon".
In total, we perform 20,000 iterations of the sampler, discarding the first 10,000 for convergence.
Conditional on the retained draws, the predictive density can be obtained from its marginal posterior. Below we present inefficiency factors, showing that the chain has converged.
C.2 Convergence
In order to check for the convergence of the Markov chain, we follow Primiceri (2005) and calculate inefficiency factors (IFs) for all the hyperparameters of each BVAR variant (in total, we have 420 for the BFAVAR with 1 factor, 588 for the BFAVAR with 3 factors, and 2,016 for the large BVAR, respectively). The IF is defined as 1 + 2 ∞ s=1 ρ s , where ρ s is the estimated autocorrelation of the chain at lag s. Since independence sampling produces an IF that is equal to one and dependence sampling typically produces an IF greater than one, the IF quantifies the relative efficiency loss in the computation of posterior draws from dependent versus independent samples. In practice, values around 20 are regarded as efficient (see, e.g., Primiceri, 2005, among others), meaning that the econometrician needs to draw 20 times as many draws as from uncorrelated samples.
Following Berg (2014) , we calculate the IFs as the inverse of the relative numerical efficiency measure (RNE) of Geweke (1992) :
where S (ω) denotes the spectral density of the sequence of draws at frequency ω. We estimate the spectral densities by smoothing the periodograms in the frequency domain using a 4 percent tapered window as in Primiceri (2005) .
In Figure C .1 we document the IFs for the three BVAR variants at both forecast horizons.
The numbers all range between 5 and 25, providing some evidence that the posterior draws for the hyperparameters come from a converged distribution. Even the large BVAR with more than 2,000 hyperparameters shows IFs that are only slightly higher than those for the BFAVARs. All in all, we regard these numbers as satisfactory. 
D Additional Tables
In this section we provide additional material for our paper to which we refer to in the main text.
In particular, we document the results of a Giacomini and White (2006) test of equal conditional predictive ability of the point forecast for HICP inflation and real GDP growth. Moreoever, we show the outcome of an Anderson-Darling (AD) as well as a Kolmogorov-Smirnov (KS) test of uniformity of the probability integral transform (PIT) for the different BVAR variants and the AR model. And finally, we provide the corresponding tables to our robustness checks. We report the root mean sqared error (RMSE) and the predictive likelihood for the BVAR variants and the AR model when (a) the full sample including all 44 variables is considered; (b) a recursive rather than a rolling estimation scheme is used; (c) the evaluation period is shortend to 1999:1 to 2011:4; (d) the variables enter the models in levels instead of first differences. For further details we refer to the main text. 
