In this article, the multihorizon predictive power of the Hybrid New Keynesian Phillips Curve (HNKPC) is analysed by making use of several close-and open-economy specifications for the headline inflation of six developed countries. The key element is the use of direct measures of inflation expectations -Consensus Forecast -embedded in a compact-scale Global VAR (GVAR) environment, becoming the baseline open-economy HNKPC (OE-HNKPC) specification. These OE-HNKPC point forecasts are evaluated using the Root Mean Squared Forecast Error (RMSFE) statistic and statistically compared with several benchmarks, including traditional atheoretical models. Several OE-HNKPC as well as a closed-economy HNKPC (CE-HNKPC) specifications are also analysed. The results indicate that in four out of six countries, the CE-HNKPC is the best forecasting model, whereas for the same countries, a parsimonious OE-HNKPC is the second-best alternative, and in most cases, outperforming traditional statistical benchmarks. The RMSFE is obviously affected by the unanticipated effects of the Great Financial Crisis (GFC), spoiling out the performance of a number of competing forecasts. However, when considering an evaluation sample just before the crisis, both the CE-HNKPC and the parsimonious OE-HNKPC still come out as the best forecasting models. Furthermore, these preferred models also do an excellent job tracking inflation better than the best atheoretical models during the GFC.
I. Introduction
Policymakers have always considered accurate forecasts among the key inputs for both conjunctural economic assessment and policy analysis. During the last decades, the increasing globalisation and the advent of powerful computing capacity for big data have pressured the development of macromodels explicitly including interaction terms of as many countries as possible.
For the particular case of monetary policy, the challenge of modelling external inflationary pressures has to deal also with the link between past and future domestic inflation rates. This link reflects the traditional inertia exhibited by backward-looking price setting firms and a forward-looking component provided by rational expectations agents' behaviour. One successful proposal is the Hybrid New Keynesian Phillips Curve (HNKPC), introduced by Galí and Gertler (1999) , and analysed further in López-Salido (2001, 2005) .
To sketch its foundations, assume a staggered price-setting scheme à la Calvo (Calvo, 1983) . Let 1 − θ be the fraction of firms that change prices at a given period, and 1 − ω the fraction of firms that set prices optimally in a forward-looking manner. Hence, the HNKPC consists of a weighted average between past and future values of inflation plus a driving processỹ t , leading to the HNKPC baseline equation:
where π t is headline inflation, E t [π f t,t+h ] =π t is the inflation expectation at period f measured with a forecast made h-steps-ahead at period t, andỹ t is a real marginal cost measure. {γ , λ b , λ f , σ 2 ε } are parameters to be estimated, and ε t is a cost-push shock, ε t ∼ iidN (0, σ 2 ε ). This specification constitutes a reduced form coming from the optimisation problem of a structural NKPC where:
where β is a discount factor. Note that equation (1) results in a convenient specification for forecasting purposes and allowing many price settings. 1,2 Pesaran, Schuermann, and Weiner (2004) and Dees, Di Mauro, Pesaran, and Smith (2007) have developed a special structural vector autoregressive (SVAR) modelling technique that captures explicitly the interaction between a domestic economy and a block of foreign ones. This is the so-called Global VAR (GVAR) methodology, fully described in Chudik and Pesaran (2016) .
As analysed in Dees, Pesaran, Smith, and Smith (2009) , the use of GVAR allows simultaneity for instrumental variables (IV) and the number of potential IV can be large. These characteristics are certainly convenient for a forecasting device, as it is possible to include a wide range of variables controlling at the same time for endogeneity and bias in a one-step estimation.
In this article, the multihorizon predictive power of the HNKPC making use of a compact-scale 3 GVAR for headline inflation is analysed, hence becoming an openeconomy HNKPC (OE-HNKPC). The OE-HNKPC includes six developed economies (four countries plus two regions) spread across the world and exhibiting different inflationary experiences. 4 Several robustness specifications are also used. The analysed monthly sample covers from 2000.1 until 2017.5, divided into the estimation sample (2000.1-2005.12 ) and the evaluation sample (2006.1-2017.5) . A special focus is given to the period 2006.1-2008.8 (32 observations; just before the Great Financial Crisis; GFC) due to some atypical projections obtained with the OE-HNKPC specifications; hence, evaluating it in normal times too. A particular focus to the performance of the GFC is also given. The analysed forecast horizons are h = {1, 6, 12, 24}-months ahead. I also analyse a close-economy HNKPC (CE-HNKPC) in two versions (uniequational and VAR-based specification) to isolate and evaluate the role of openness when compared to the OE-HNKPC in the forecasting task. 5 Several robustness specifications for the OE-HNKPC are also analysed. These include a parsimonious version plus different country-aggregation schemes.
The main contribution of this article is the multihorizon out-of-sample forecast comparison between the CE-HNKPC and a multi-country GVAR-based version of the OE-HNKPC obtained in a single-equation at the same time. Moreover, the compact-scale makes the OE-HNKPC (as well as robustness exercises) easier to handle and hence, isolating the predictive power exclusively due to the specification. Finally, the use of direct measures of inflation expectations -Consensus Forecast -result in another key feature of this model evaluation.
All point forecasts are evaluated using the Root Mean Squared Forecast Error (RMSFE) statistic and statistically compared with several benchmarks using the Giacomini and White (2006) procedure. These benchmarks belong to traditional statistical modelling, such as autoregressions, the exponential smoothing model, and the random walk model (henceforth, AR, ES, and RW).
The results indicate that in four out of six countries, the CE-HNKPC comes out as the best forecasting model, whereas for the same countries, a parsimonious OE-HNKPC is the second-best alternative, and in most of the cases, outperforming traditional statistical benchmarks. The RMSFE is obviously affected by the unanticipated effects of the GFC, spoiling out the performance of a number of competing forecasts. However, when considering an evaluation sample just before the GFC, both the CE-HNKPC and the parsimonious OE-HNKPC still come out as the best forecasting models. Furthermore, these preferred models also do an excellent job tracking inflation better than the best atheoretical models during the GFC.
The rest of the article proceeds as follows. Section 2, reviews the relevant literature concerning the many topics that confluent in this article. Section 3, fully describes the econometrics methods used for the HNKPC, competing benchmarks, and robustness exercises. It also details the statistical inference carried out for the out-of-sample results. Section 4 presents the results divided into estimation diagnostics and forecast accuracy. Section 5 concludes.
II. Literature review
The quest for accurate inflation forecasts has a long tradition in macroeconometrics and central banking literature. Given that inflation typically presents a high level of persistence, close to a unit root, its modelling has concerned many econometric issues with economic policy implications. There are two broad views of forecasting a macroeconomic variable, which are particularly visible for the case of inflation: the atheoretical statistical manner, and the economics-based procedure. 6 The atheoretical or statistical manner refers to the case when the prediction comes from a model without economic fundamentals, and the appropriate model is obtained purely based on statistical tests' results. A review of these models can be found in Pincheira and Medel (2015) and the references therein.
When inflation is forecast with economic models, the task is typically made with a Phillips Curve specification. This consists in a trade-off between an activity measure and a price level. 7 The HNKPC, however, includes more economic elements since it is derived from an optimisation problem in the style of modern macroeconomics. It was introduced by Galí and Gertler (1999) and extended in Galí et al. (2001 Galí et al. ( , 2005 . Closer literature analysing the hypothesis of the HNKPC can be found in Wouters (2003, 2007) , Levin, Onatski, Williams, and Williams (2005) , and Rabanal and Rubio (2005) . 8 Some articles using direct measures of expectations are Paloviita and Mayes (2005) using Consensus Forecasts for 11 European countries, Nason and Smith (2008) for the US -using the Survey of Professional Forecasters (SPF) -, Henzel and Wollmershäuser (2008) -using CESifo World Economic Survey for Italy -, Paloviita (2009) for the Euro Area, and Medel (2015) for Chile -using the Central Bank of Chile's SPF.
Most HNKPC estimations concern developed countries. Some examples are Roberts (1997) and Brissimis and Magginas (2008) for the US, Jean-Baptiste (2012) for the UK, McAdam and Willman (2003) for the Euro Area, Jondeu and Le Bihan (2005) for the UK and major Euro Area countries together, and Paloviita and Mayes (2005) for a panel of OECD member countries.
Several articles analyse the out-of-sample behaviour of the HNKPC in different versions. Kichian and Rumler (2014) analyse the case for Canada using an open economy version, defining a marginal cost measure based on certain commodity prices. In the same vein, Rumler and Valderrama (2010) analyse the case of Austria, Balakrishnan and López-Salido (2002) , Batini, Jackson, and Nickell (2005) , and Posch and Rumler (2015) of the UK, Canova (2007) and Leith and Malley (2007) of G-7 countries, Rumler (2007) of Euro Area countries, and Mihailov, Rumler, and Scharler (2011) of selected OECD countries.
6 A recent survey of the many inflation forecasting methods can be found in Faust and Wright (2014) . 7 An interesting exercise is conducted in Granger and Jeon (2011) which studies how the original Phillips Curve paper could be estimated with the time-series econometrics known 50 years later. This is made using the same original variables and sample, and providing some extensions for robustness. 8 It is relevant to statistically test the hypothesis of the NKPC as some research suggests that must be flat in the (π t , x t ) plane.
See Kuester, Müller, and Stöling (2009) and the references therein for details.
The evidence is rather mixed between the HNKPC and time-series benchmarks. However, the simple AR model more often than not results in a superior predictive method. The GVAR methodology was introduced by Pesaran et al. (2004) in search for a flexible procedure able to include key interactions across a big number of countries. Contained in the companion GVAR handbook, two chapters are devoted to the particular task of forecasting. Smith (2013) contains an analysis of a huge exercise for 134 variables from 26 regions made up of 33 countries, covering about 90% of world GDP. As the scale of the exercise is large and the heterogeneity of the countries is present, a special forecast accuracy assessment is developed, averaging forecast errors across horizons and regions. The article follows closely that previously published by Pesaran, Schuermann, and Smith (2009) . Assenmacher (2013) describes the second forecasting exercise using the GVAR and follows closely the previous work by Assenmacher-Wesche and Geissmann (2012) for the Swiss economy. The authors find considerable prediction gains specially in the short-run, compared to the case of the simple country-specific VAR(1) model.
Another forecasting application of the GVAR can be found in De Waal, Van Eyden, and Gupta (2015) for the South African economy. The authors make use of the baseline setup available online to analyse the accuracy of inflation and output forecasts comparing with some equally rich procedures. Their results support the GVAR as a good forecasting device in the long-run, being outperformed in the short run by both a Bayesian VAR and a vector error correction model augmented with foreign variables.
The exercise analysed in this article is considered of a compact rather than small scale simply because despite covering few countries, they concentrate a high share of the world's GDP (as opposed to include few countries with small world GDP participation). It is kept at the minimum complexity to evaluate sharply the evolution of the GVAR-based model accuracy. Note that, as Hansen (2009) argues, the relationship between in-sample fit and forecast accuracy is unclear, but forecasts tend to be worst with overfitted models. So, if the aim is to forecast a particular set of variables based on the GVAR, it is preferred to include explanatory variables contributing to capture the variance of inflation series. The results of this article are plainly favouring a parsimonious version of the OE-HNKPC, reflecting the relevance of including more information in the model keeping the number of estimates coefficients at a minimum.
III. Econometric setup
In this section both kinds of specifications are described as well as some robustness exercises. Also, as part of the methodological procedures used for out-of-sample statistical inference, I define the RMSFE ratio and the Giacomini and White (2006; GW) testing procedure. In Annex A the atheoretical statistical models are described. In Annex B the dataset compound by actual and expected inflation is fully characterised. Finally, in Annex C the output gap construction is outlined by making use of forecasts to avoid the end-of-sample problem.
III.1. The open-economy HNKPC
For description purposes (following closely Pesaran et al., 2004) , assume that there are i = 0, 1, . . . , N + 1 countries across time t = 1, . . . , T, where the country i = 0 is the reference country (the US). Now, assume that each country is modelled using k i domestic and k * i foreign variables (hereafter, ' * ' will refer to foreign variables). In this article, for each country k i = k * i = 3, and hence k = 6. So, for each country i the k i × 1 vector x it = [π i,t−1 ;π it ;ỹ it ] and the vector of order k * i × 1 of foreign variables x * it = [π * i,t−1 ;π * it ;ỹ * it ] (which may be understood as VAR's exogenous block) are defined. Hence, a GVAR-based version of the HNKPC is:
where a i0 is a k i × 1 vector containing constants to be estimated, Φ i is a k i × k i matrix containing lagged coefficients, Λ i0 is a k i × k * i matrix containing the foreign variables relevant for the country i, and ε it is k i × 1 vector of errors. Notice that equation (3) could include more lags of the foreign variables vector, and it nests the VAR(1) if Λ i0 = . . . = Λ ip * = 0. It is assumed that ε it ∼ iid(0, Σ ii ), hence, errors are uncorrelated and with mean equal to 0. Note that ls = C[ε lt , ε st ] with l = s, and ii is nonsingular. Since x * it is included in the estimation, ε it already contain some foreign information.
The foreign variables included in
constitute a weighted average of the same variable defined for the remaining N countries:
where {{ω π ij }, {ωπ ij }, {ω˜y ij }} N j=0 is the set of N weights for each of the k * i foreign variables relevant for the country i. The simplest weight scheme is the equally-weighted average with ω π ij = ωπ ij = ω˜y ij = 1/N, for all i = j, but other fixed as well as dynamic weights could be used (as is the case of this article; see Annex B.1). Obviously, as the sequences {ω x ij } are weights, N j=0 ω x ij = 1. By now, equation (3) represents a VARX * (1,1) model, i.e. a VAR(1) model including exogenous variables x * . So, the advantage of the GVAR method is that it actually models all the variables contained in the weighted average. Hence, it includes the N + 1 vectors x it . This is made by stacking all the countries into one equation using the predetermined weights. As the weights are known, it is possible to estimate the equations separately and then continue with the stacking step.
Define the next
Equation (3) could be rewritten as:
where A i contains contemporaneous restrictions, 0] . If the foreign variables are included with a lag, then their coefficient matrix
. A global vector x t (suppressing the i-index) will be of the shape x t = [x 0t , x 1t , . . . , x Nt ] , and the order in which the foreign variables enters x it and the stacking order are irrelevant. To have a view on the matrices involved, it is suggested to have a look at the A i shape for the case considered in this article:
Now, once that all the x it vectors are already contained in the z it vectors, it is easy to notice the following identity:
where
× k matrix containing the known country-level weights. Pesaran et al. (2004) label equation (8) as 'the link', as it links the country-specific model (z it ) using all the global variables (x t ). The shape of the W i matrix when i = 0 is the following: 
and the 3 × 3 submatrix of zeros (below the 3 × 3 identity submatrix) is moving one block (of 3 columns) to the right when the country is changed across i = 1, . . . , 5. Using the link equation in the country-specific model delivers:
and A i W i and B i W i are both k i × k matrices. Stacking these equations yields:
where:
As G is a k × k matrix and of full rank generally, it is nonsingular allowing the GVAR representation:
which can be solved recursively as a SVAR (1) Mauro & Pesaran, 2013) . However, as above mentioned and given that the inner interest is on forecasting, a parsimonious version of equation (13) is also used, which corresponds to equation (3).
III.2. The closed-economy HNKPC
This subsection follows closely the description of the forecasting exercise for the Chilean inflation reported in Medel (2015) . The baseline specification is the univariate equation (1). To avoid part of the simultaneity in the variables of the right-hand side, equation (1) is estimated with the Generalised Method of Moments (GMM). 9 Nevertheless, this method eliminates methodological simultaneity only, as the series exhibits a high correlation given their underlying data generating process. I make use of lagged observations of the same variables as IV. Recall that the problem that GMM addresses is the orthogonality condition E t [x t ε t ] that no longer holds. Hence, we need to 'instrumentalise' the x t matrix with another one, say m t , containing IV ( ≥ k) which fulfils:
In this context, a formal test for IVs' suitability is analysed through the Hansen's J-statistic:
whereŵ T is an × symmetric and positive-definite weighting matrix, as it weight the moments considered in the estimations. Hence, GMM finds the vector of coefficients:
that minimises equation (15). As J(β,ŵ T ) ∼ χ 2 −k , along with the estimated coefficients the p-value that tests the null hypothesis: E T [J(β,ŵ T )] = 0 is also reported. If p-value > α%, the IV are valid at the α%-level of significance, and the specification qualifies to be the forecasting model.
The estimation of the weighting matrix is made according to Hansen (1982) 's recommendation (the inverse of the covariance matrix, i.e.ŵ T =ŝ −1 ), and avoiding potential autocorrelation with the Newey and West (1987) heteroskedasticity autocorrelation correction (HAC) method. The estimation of both covariance matrices, for the two stages: IV and final regression, is set in the same manner. The whitening lag specification is set automatic, to be selected according the Bayesian Information Criterion (BIC) choosing in a maximum of three lags (following the rule T 1/3 ). These uniequational HNKPC (opposite to the VAR version) are estimated through the GMM estimator to find a particular specification using the estimation sample, and following a General-to-Specific (GETS) strategy for the first stage regression. There are certain reasons to prefer GMM as estimation method. First, and following Galí, Gertler, and López-Salido (2005) , the GMM results are robust to the Non Linear IV GMM (NLIVGMM) estimator, which has been criticised by, for instance, Lindé (2005) and Rudd and Whelan (2005) . This is a good reason to keep GMM since the NLIVGMM estimation requires more computer time and is more sensitive to the IV choice in a univariate ensemble. However, to perform the forecasting estimations, the OLS estimator is used following the same methodology used by Jean-Baptiste (2012) for the UK. 10 As emphasised by Cochrane (2001) , the choice between one or another maximum likelihood estimator for univariate cases is a trade-off, and no consensus has been achieved as yet.
III.3. Robustness exercises
Two different specifications for each CE-and OE-HNKPC versions are analysed as robustness exercises. First, notice that the output gap enters the baseline specification contemporaneously, becoming difficult to estimate model coefficients since the output gap depends on lagged inflation and vice versa. This is why GMM comes out as an appropriate estimation method. In economic terms, it is also plausible that past values of the output gap may still influence current inflation dynamics, and hence, must be reflected in the second-stage estimation. A way to tackle this issue consists in using of a 12-order moving average version of the output gap, and re-doing the whole exercise with this transformed variable. As the CE as well as the OE-HNKPC make use of this variable, in both models it is replaced and further analysed with an MA version of the output gap (labelled with 'MA').
Second, unlike the uniequational HNKPC (referred to the second-stage estimation, hereafter 'UEq') I also analyse a VAR(1)-based version of the CE-HNKPC to further ease a comparison with the OE-HNKPC, and better isolate the influence of the trade partners in forecast accuracy. This version is labelled 'VAR'.
For the OE-HNKPC, robustness results are provided in two strands: specification and weights. Regarding the specification, an MA version of the output gap is also considered. Moreover, as parsimony is a desirable model characteristic when forecasting -and the information set is kept fixed -I also analyse the compact GVAR-version of the equation (3) (labelled 'X*').
In terms of weights, four schemes to consider trading partners in the OE-HNKPC are used: a fixed-sample first principal component weight, an equally-weighted scheme, a trade-based weights, and a dynamic first principal component scheme (labelled 'PC1', 'EW', 'Trade', and 'PC2'). More details are found in Annex B.1.
Overall, the competing models are the RW (acting as a pivot), AR, and ES as atheoretical statistical models; the CE-HNKPC in its 'UEq' and 'VAR' versions, and using the output gap MA version ('MA'). For the open-economy there are the OE-HNKPC-PC1, OE-HNKPC-EW, OE-HNKPC-Trade, OE-HNKPC-PC2, plus the parsimonious 'X*' and 'MA' versions, totalising 23 forecasting models. The CE-HNKPC and OE-HNKPC-PC1 (neither VAR nor MA versions) act as baseline models.
III.4. Out-of-sample assessment
The statistical measure used to evaluate the accuracy of point forecast is the RMSFE:
where π t+h|t is the h-step ahead forecast of π t+h|t+h made at period t. Note that this statistic is computed given a forecasting horizon h, and hence, the difference T − t is variable depending on h-i.
e. T = T(h).
To make a more plausible comparison with the RW, the analysed statistic corresponds to the RMSFE ratio defined as:
where M is the set of 22 competing models (23 minus the RW). Hence, as the RW acts as a pivot, values greater than unity imply a worse performance of the competing model.
Figures below unity represent a 'predictive gain' of (1-RMSFE ratio)% compared to the RW. Note that this evaluation is specifically made by 'country × variable' forecast elements (the identifier is unique). This is because the interest is on inflation rather than on the output gap or on inflation expectations. Nevertheless, from the OE-HNKPC it is possible to evaluate the predictive accuracy of all the variables comprising a single country, a region, or a set of variables (where the 'country × variable' elements are no longer unique). Obviously, several pooling techniques could be used to evaluate all or sets of forecasts coming from the OE-HNKPC. Note that the pooling evaluation techniques hide particular patterns of the OE-HNKPC forecasting ability. For instance, the OE-HNKPC could be statistically better than other competing model due to a particularly well-done job at forecasting the output gap, expected inflation, or any variable other than inflation. Hence, all the conclusions arisen at least from these articles, must be read conditional to the case of inflation (and a compact-scale estimation). Indeed, the results presented in, for instance, Ericsson and Reisman (2012) entail a high degree of heterogeneity across countries and variables.
To investigate to what extent the predictive gains are statistically significant, I make use of the unconditional one-sided t-type GW test providing the advantage of comparing forecasting methods instead of forecasting models. As the null hypothesis (NH) is defined as the competing model (m) has a superior predictive ability compared to the RW, a one-side t-type GW statistic is used accordingly.
Formally, I test the NH:
using the Newey and West (1987) HAC estimator of the standard deviation of d m h . The NH is rejected if the subsequent t-statistic is greater than t α% ; corresponding to the tabulated value of a normal distribution with probability α%.
IV. Results

IV.1. In-sample results
This section analyses both kinds of results: in-and out-of-sample. For forecasting purposes, I use a recursive sample scheme to better adapt the model to data, knowing at the same time the stability of key model parameters. The in-sample estimations comprise just the estimation sample, whereas for the out-of-sample evaluation I use the evaluation sample. A special focus to the GFC is finally given.
IV.1.1. The OE-HNKPC diagnostics
Notice from Table 1 (upper panel) that traditionally used alternative information criteria deliver overfitted specifications, particularly the Akaike IC and, to a lesser extent, the Hannan-Quinn IC. The latter increases the lag length with respect to the BIC in just one lag, for the Canadian case. In sum, BIC parsimony is contributing to forecast accuracy as it avoids exaggerating inflation dynamics from both domestic and foreign blocks. Remarkably, the BIC is systematically suggesting one-lag order for all countries. These results are important, because the Akaike IC imply the estimation of 1080 coefficients, the HannanQuinn 288, and the BIC 252. This fact represents efficiency gains in a broad sense while facilitating a comparison with the remaining VAR-based benchmarks.
Another diagnostic check of model suitability towards forecasting purposes comprise residuals' behaviour. In Annex D the corresponding 18 series are depicted, exhibiting the expected white noise behaviour. This reflects that the model is suitable as an (actual) inflation representation (see Annex D for more details). The adjusted goodness-of-fit coefficient is also presented. It ranges from 0.699 (Canada and Switzerland) to 0.799 (US), which may be considered high for all purposes; and higher than the baseline CE-HNKPC (shown in Table 2 ). An exception to this satisfactory fit is the Euro Zone case, achieving an adjusted goodness-of-fit coefficient of 0.466, representing only a 58% of the best case (US). Notice that this worse adjustment for the Euro Zone is also the case with the baseline CE-HNKPC ( Table 2) .
The foreign variables in the x * it vector of equation (3), and hence in equation (13), may be viewed actually as a VAR exogenous block, providing a deeper understanding on the mechanics inside the proposed VAR versions of the OE-HNKPC. Prior to performing a formal Granger causality test for block exogeneity, two observations are in order. First, for forecasting purposes, the most important inference should be made with out-of-sample results (e.g. forecast errors). As so, the block exogeneity test is conducted to investigate the extent to which the OE-HNKPC empirically obeys to its theoretical foundations; not invalidating the forecasting results in case that minor deviations arise. Second, domestic expected inflation could not be necessarily considered exogenous to, for instance, actual inflation, as the former is made from the information contained in the latter. The same could occur with the foreign version of this variable. For both the domestic and foreign output gap, it could also be the case that due to the simultaneity of its determination; it may be caused by both kinds of inflation series. In sum, Table 1 (lower panel) empirically describes the most plausible case considering all countries jointly for statistical inference, in which foreign expected inflation does not cause any domestic variable (recalling that a block is exogenous if it does not Granger cause any other variables of the VAR). Thus, not surprisingly, in not a single country does the x * it vector act as an exogenous block in full. Notice, however, that in this setup, foreign inflation expectations act as an exogenous block to the domestic variables at any level of confidence; a result that is not supported within the remaining two foreign variables. Moreover, this result is shared across all countries. Arguably, the foreign actual inflation could be also considered as exogenous when using 5% of significance, not causing the output gap of Japan. In sum, the endogeneity of the single-country case is partially solved when moving to the multi-country case. As the HNKPC make use of expectations variable, it is virtually impossible to statistically not reject block exogeneity. 11 As Ericsson and Reisman (2012) argue, the GVAR could be too permissive in the way how to identify the model; thus, leading to unstable parameters. Following this argument, and complementing previous results, in Figure 1 the model's key coefficients are presented in a recursive manner. In panel I, all lagged actual inflation coefficients are depicted, deserving at least two observations. First, the coefficient for Switzerland starts and ends in the positive region, but showing negative values within a time span between 2007 and 2011. These are obtained during major turbulences for the Swiss inflation and normalised after, despite that Swiss inflation has been erratic after the GFC. Second, the US is the only country (despite a few observations for the Euro Zone) that ends with a value greater than unity. As Fuhrer (2011) shows, unit root is not an issue exclusively circumscribed to the partial autocorrelation coefficient in a (V)ARX specification, as the persistence coefficient includes the variance of x t and other stable roots components. However, this issue is relevant to check for the US to learn that, particularly in the last disinflation episode, the lagged inflation coefficient outweighs that of the expected inflation, which in turn becomes meaningless. Regarding the remaining countries, sharp swings are noticed but in no contradiction with the NKPC hypothesis.
Panel II shows the expected inflation coefficient (not restricted to λ b + λ f = 1). All these coefficients are contained within the range (−0.2,0.3), by far more compacted than that of lagged inflation, making a major difference with respect to the CE-HNKPC case. This is so because a share of domestic expected inflation is proxied by both actual and expected foreign inflation. This also increases the number of coefficients to be estimated with a high degree of correlation between the variables, and thus, statistical inference based on point estimates should be made with more caution than the CE-HNKPC case. Overall, all these figures are shown to ease a comparison with the CE-HNKPC estimates (displayed below). Roughly speaking, the OE-HNKPC presents more volatile estimates across the sample, at the same time revealing more instability but more adaptability which could be fruitful when forecasting.
Finally, panel III depicts the output gap coefficient. Major volatility with this parameter is found, but tending to stabilise from 2014 onwards. While at the beginning of this time period point estimates range from 1.0 (EUR, SWI) to -0.9 (CAN), at the end of the sample it is more compressed within (-0.4,0.5), with major swings for the Euro Zone accounting for the worst fit. Similarly, these estimates are much more volatile than those of the CE-HNKPC. Some important features are the jumps noticed for Switzerland in 2011 and Japan in mid-2014, and a sudden fall for the US at the end of 2015. The case of Switzerland is particularly unique, as the output gap increases sharply during the crisis, as opposed to the remaining countries, that show a V-shaped dynamic. This fact reflects the higher sensitivity of the estimates to data, which is less pronounced with the CE-HNKPC.
IV.1.2. The CE-HNKPC diagnostics
The in-sample CE-HNKPC diagnostics entail coefficient estimates (the expected sign according to the theory), IV suitability, and a stability analysis through recursive estimates. The way how IV operates is the following. In the first stage, the estimator finds the portions of the endogenous and exogenous variables that can be attributed to the IV. This stage involves estimating an OLS regression of each variable in the model on the set of IV. The second stage is a regression of the original equation, with all the variables replaced by the fitted values from the first-stage regressions. The coefficients of this regression are the estimates shown in Table 2 . Notice that these results are presented for the same specification across the countries. The only difference comes in the first stage regression, using different IV-sets that are reported in the lower panel of Table 2 . Also, the dependent variable in all cases is the difference between actual inflation and the inflation target of each country (assuming 2% per year for the US). However, forecasts are made for actual inflation.
The J-statistic p-value suggests that the IV are all valid at conventional levels of confidence (recalling that the NH is IV are valid). Moreover, the statistical hypothesis proposed by the HNKPC is also fulfilled at 10% of confidence for all countries (except the output gap of Switzerland at 15%), showing positive coefficients for lagged and expected inflation plus the output gap. The adjusted goodness-of-fit coefficient is adequate except for the Euro Zone and Switzerland. Yet this fact should not be necessarily read as a poor out-ofsample behaviour. As will be shown later, the Euro Zone provides promising results with the CE-HNKPC.
Notice that in the half of the countries (US, CAN, SWI), the expected inflation coefficient is greater than that of the lagged inflation. The output gap influence is around 15-30% that of the lagged inflation, except for Japan and the UK where it is of negligible size, albeit statistically significant.
Figure 2 depicts key model coefficients across the evaluation sample, mimicking Figure 1 . However, as above mentioned, an extra panel is added to statistically evaluate the IV suitability across time.
Overall, panels I and II show smoothed estimates compared to the OE-HNKPC case, due to the estimation method and the smaller number of estimated coefficients in the second stage regression. All estimations are made without imposing the restriction λ b + λ f = 1, and thus, it is easy to notice that the US shows the greatest volatility in its model coefficients. The GFC surely affects model stability for the US, particularly for both inflation-related coefficients. For the Euro Zone, and despite the coefficient restriction, the trade-off logic between lagged and expected inflation is noticed during 2012, affecting also the IV suitability pattern.
Panel III shows that the US output gap coefficient is also affected by major disruptions during the GFC, but estimates go back in track sooner than those of remaining variables. For countries other than the US, all estimations are smoother. Notice, however, that the output gap of Switzerland at the end of the sample achieves -0.04, ending as not statistically significant (p-value: 0.252).
According to panel IV, all IV are valid across the sample (above 10% level of significance), even for the Euro Zone at the end of the sample (whose J-statistic p-value is actually 10%).
Overall, the NKPC hypothesis is not rejected for the CE-HNKPC specification for the countries considered. Nevertheless, using a small sample for this kind of estimations, major instability is found in some periods of higher inflation volatility affecting the out-of-sample performance of the NKPC.
IV.2. Out-of-sample results
As mentioned above, the out-of-sample results comprise the RMSFE ratio to ease a comparison with the benchmark RW. These results are shown and analysed country by country. 
Author's elaboration.
Note that in some cases, and specially with the OE-HNKPC-PC1 and PC2 at h > 1, several outliers are found due to the difficulty to maximise the maximum likelihood function. These outliers are removed from the analysis and indicated in the corresponding forecasting errors graphs.
IV.2.1. United States
For the US, Table 3 shows the RMSFE ratio for the two analysed sample spans (the evaluation sample and the shortened evaluation sample). However, the differences between them seems merely quantitative as qualitatively the results generally hold when the sample is shrunk. In particular, the most promising models are the AR, CE-HNKPC-UEq, and OE-HNKPC-X*. It must be said that the estimation of the all OE-HNKPC coefficients (without the 'X*') does not deliver accurate results, despite some precision gains at h = 24 after the GFC, but not statistically significant. When using the evaluation sample, the best model at h = 1 is the AR, followed by the CE-HNKPC-UEq which is actually the best at h = 6; in turn followed by its three remaining variations. At the same time, the OE-HNKPC-X* starts exhibiting competitive results persistently until h = 24. At h = 12, the results concentrate most of the statistically significant differences with respect to the RW. The best models are the CE-HNKPC-UEq and its MA version. Then, the OE-HNKPC-Trade-X* outperforms the AR, the ES, and the CE-HNKPC-VAR and VAR-MA specifications. Two observations are worth mentioning. First, the fact that the MA versions of the CE-HNKPC provide good forecasting results, validates the 12-order MA version of the output gap. Second, that this is not the case with the OE-HNKPC-[ · ]-MA versions and that, actually, the X* non-MA version is the best, suggest that the information contained in the past values of domestic output gap could be partially replicated with the current trading-partners output gap. Following this argument, the other X*-specification should not perform so poorly, which is a fact observed using the shortened evaluation sample.
Finally, at h = 24 there are several candidates outperforming the RW, but only four of them statistically significantly: AR, ES, CE-HNKPC-VAR-MA, and OE-HNKPC-Trade-X*. The most precise forecast on average is the AR, closely followed by the OE-HNKPCTrade-X*. This last result is helpful since it indicates that trade-partners information on inflation, expectations, and output gap, already complement inflation forecast rewardingly in a reasonable medium-term horizon.
The results obtained with the shortened sample, after the GFC -and more akin to 'normal' times -do not change dramatically and, overall, tighten both CE-and OE-HNKPC results. At h = 1 still the AR is the best model, facing just one weak competitor (OE-HNKPC-Trade-X*-MA). At h = 6, the OE-HNKPC-[ · ]-X* is no longer an option, whereas the Trade-X*-MA, despite being the only statistically significant model, is also the best forecasting model for this horizon. Again, at h = 12 there are many candidates outperforming the RW statistically, but this time, the CE-HNKPC-UEq is marginally outperformed by the OE-HNKPC-PC2-X*. Continuous trade-partners weight adjustments are then preferred to any other weighting scheme. At h = 24, however, not a single model statistically outperforms the RW -asserting that the RW is a good method in samples with lower volatility.
When analysing the forecasting errors across time, Figure 3 suggests that at h = {1, 6} the errors move roughly in tandem. Major differences are found at h = {12, 24} during the GFC and in 2012-3. Notice that errors are shown without distinguishing between them because of only having a gist on the overall joint models' dynamic. The model that better tracks inflation during the GFC -a topic reviewed later -is the CE-HNKPC for both h > 1 horizons. Notice also that the dispersion in the last part of the sample has increased after a period of relatively sharp swings during the recent disinflation episode.
In sum, when the sample incorporates periods of high inflation volatility, the CE-HNKPC comes out as the most appropriate economic (opposite to statistical) model at all horizons, whereas when excluding the GFC, the compact OE-HNKPC-Trade-X* version is the best at horizons of one year.
IV.2.2. Canada
The RMSFE ratio estimates for Canada are shown in Table 4 . This case is easier to analyse compared to the US as the results are more homogeneous. Simpler models (AR, ES, and CE-HNKPC) are better than the second-best alternatives OE-HNKPC-X*-[ · ]; a result also obtained with the shortened evaluation sample.
At h = 1 neither of the proposed models is statistically superior to the RW for both samples. Nevertheless, some predictive gains are obtained mainly with the AR, ES, and CE-HNKPC models. At h = 6, the CE-HNKPC is the best option in its four specifications; particularly the baseline uniequational version. When using the shortened sample, the AR emerges as the best model, just outperforming the ES and CE-HNKPC-VAR-MA.
The RW begin to spoil out its results at h = {12, 24}, when all the simpler models perform better, as so does the OE-HNKPC-[ · ]-X*-similarly to the case of the US. At h = 12, all OE-HNKPC-[ · ]-X* are superior to the RW and statistically significant. However, the best performances are obtained with the AR, and the CE-HNKPC (UEq and VAR-MA). When using the shortened sample, the AR reaches top three in performance, just behind a tie between the OE-HNKPC-PC1-X* and PC2. An analogous situation is obtained at h = 24, in which the AR comes out as the best, closely followed by the CE-HNKPC-UEq-MA, and then the OE-HNKPC-[ · ]-X* family. When using the shortened sample, however, the RW becomes more demanding reducing the number of possible competitors. Despite some precision gains observed with both CE-HNKPC-VAR and three OE-HNKPC-[ · ]-X* specifications, the best model is the ES. Overall, for Canada, considering the whole evaluation sample, the family of proposed HNKPC emerges as a valid forecasting device. Moreover, when excluding the period of higher volatility due to the GFC, the atheoretical statistical model comes out with the most precise forecasts on average. This behaviour, considering the sharp swings of Canadian inflation just hovering through the target in the aftermath of the GFC, makes difficult for a competing model to outperform simple benchmarks. This phenomenon has been proposed in Stock and Watson (2007) for the US, in their well-known 'Why Has US Inflation Become Harder to Forecast?' paper.
When analysing the forecasting errors across time (Figure 4 ), they exhibit a good behaviour without systematic components at h = 1. However, for the remaining horizons, virtually all models fail by overpredicting the mild disinflation of 2012, just when inflation goes back to track after the GFC episode. Within the proposed framework, this behaviour obeys to an output gap widening, still in the negative region. Hence, predictive enhancements could proceed from using another economic slack measure with a (monotone) upward trend for that period.
IV.2.3. Euro zone
The RMSFE ratio estimates for the Euro Zone are shown in Table 5 . When using the evaluation sample, just a few candidates arise to beat the RW; all CE-HNKPC type: UEq, 
UEq-MA, and VAR-MA. The OE specifications show more precise results than the RW on average, but none of them is statistically significant. So, at both shorter-term horizons h = {1, 6} there is no competing forecast superior to the RW, and actually the ES, some CE-HNKPC, and the OE-HNKPC-[ · ]-MA are significantly worse than the RW (the latter also at h = 12). For h = {12, 24} some competing benchmarks becomes superior to the RW. These are the CE-HNKPC-[ · ]-MA at h = 12 and the CE-HNKPC-UEq and VAR-MA at h = 24. No other single forecast is statistically superior to the RW; thus, the CE-HNKPC-VAR-MA results as the best.
As the situation excluding the GFC is dramatically the opposite, an initial result is that the proposed models, despite including current and prospective main trade-partners information, do not help to predict the Euro Zone inflation before the GFC.
When moving to the sample after the GFC, it is easy to notice the poor predictive ability of the RW, rendering all models statistically superior. At least four reasons are behind this fact. First, the European policymakers may have the ability to keep inflation close to the target the most of the time, which could be captured by the model conditional mean and expected inflation despite continuous short-lived inflationary shocks. Hence, the RW performs poorly while competing models are reverting to the mean. Second, the annual change transformation of the CPI which leads to annual inflation does not completely dissipate seasonality. Hence, models that contain information of the 12-month behind (e.g. output gap), would yield fruitful forecasting results. This comparison is particularly disadvantaging for the RW, as it forecasts with the last observation available only. Third, the output gap may influence also through seasonality, and regular components may still be present after the seasonal adjustment for its construction is applied. This could be fairly the case as the model used to prevent the 'end-of-sample' problem (Table C2) , is a seasonal model. Four, as the Euro Zone is composed by many different countries, probably with different inflationary experiences facing different shocks, the time series aggregation may suffocate inflationary shocks naturally (due to the aggregation) in a period within 12 months. Hence, a relatively high expected inflation coefficient acts as a natural stabiliser (as expectations fluctuate much less that actual inflation), rather than actual lagged inflation containing all realised shocks. Notice that this is specially the case pointed out by panel II of Figure 2 .
The best results at h = {12, 24}, thus, are obtained with the CE-HNKPC-VAR-MA, followed by the AR and the OE-HNKPC-Trade-X*-MA. Notice that the MA output gap appears as a common characteristic of the best models, unlike the previous cases of the US and Canada. Finally, at h = 24, the CE-HNKPC-UEq and the MA version (the best for this horizon), plus the baseline OE-HNKPC with all weighting schemes result as appropriate models.
When checking the forecasting errors across time ( Figure 5) , and besides the obvious irruption of the GFC, some models fail to track disinflation during the span 2010-2012; similar to the case of Canada. At the end of the sample, when actual inflation takes negative values, the dispersion of forecasts is increased the longer the horizon is.
In sum, for the Euro Zone, predictive gains are noticed at medium-term horizons. Both CE-and OE-HNKPC provide the best results, and particularly those making use of the MA version of the output gap. 
IV.2.4. Japan
Japan poses a special challenge for any competing model as its inflation exhibits a smooth and controlled dynamic. The RMSFE ratio estimates are presented in Table 6 . Simple models do a fairly good job at multihorizon forecasting; however, the size of the tradable sector of this economy opens a promising role for the OE-HNKPC. The OE-HNKPC-[ · ]-X* family indeed shows always a superior performance compared to the RW at h = {1, 6}, with the PC1-X*-MA and PC2-X*-MA being actually the best models at h = 1. At h = {6, 12}, however, the best results are obtained with the CE-HNKPC-VAR, and considering h = {12, 24}, the number of statistically superior models is dramatically reduced (only three models at h = 12 and two at h = 24. At h = 24, the best model is the AR, followed by the OE-HNKPC-Trade-X*.
When using the shortened sample the results turn more favourable to the RW, particularly at h = {1, 6} where no statistical gains are verifiable. At h = 12, the OE-HNKPCTrade-X* is the only OE specification displaying predictive gains, which vanishes at longer horizons. For this horizon, the best model is the CE-HNKPC-VAR, followed by the ES, and the OE as the last valid option. At h = 24, the CE-HNKPC lasts as the best model again, this time displaying huge predictive gains in its UEq and UEq-MA versions.
Overall, the CE-HNKPC family models come out as the best in most of the occasions, whereas the OE-HNKPC is better at capturing increased inflation volatility when including the GFC sample. Notice that during 2014, the Japanese inflation displays another sudden rise and fall in inflation (the highest register of the last 32 years; contained in the shortened evaluation sample). But, the OE specifications do not track well this dynamic because it was due to domestic factors (a rise in consumption taxes), not related to either global inflation or Japanese trading partners. By analysing the forecasting errors across time (Figure 6 ), both the GFC and the taxes rise of 2014 were mostly unnoticed by all the models; the former causing an overprediction of the inflation rate, while the latter an underprediction, easily noticeable at h = 1.
IV.2.5. Switzerland
The RMSFE ratio results for Switzerland are presented in Table 7 . Notice that this case as well as the next one for the UK, are the less auspicious for any benchmark model. Despite some predictive gains surrounding 10% (but statistically non-significant), superior models appear just at h = 12 onwards. Moreover, at h = {12, 24} just one single model out of 22 alternatives result as superior to the RW for each horizon: the AR and the ES, respectively.
When excluding the GFC, the results are more favourable to the proposed candidates. In particular,-and again with no superior model at h = {1, 6}-the OE-HNKPC-PC1-X* and PC2-X* are the best alternatives at h = 12; but the remaining OE-HNKPC-[ · ]-MA and OE-HNKPC-[ · ]-X* are also valid. Lastly, at h = 24 there is not a forecast superior to the RW.
Note that the forecasting errors across time (Figure 7 ) does not reveal a dramatically different behaviour with respect to the remaining countries. A possible explanation of the poor performance of the HNKPC-based forecasts relies on the output gap dynamic of Figure C1 , where the GFC is virtually unnoticed. Actually, just when excluding the GFC the HNKPC models become superior to the RW, including that with MA output gap.
Overall, the OE-HNKPC-[ · ]-MA, OE-HNKPC-[ · ]-X*, and one CE case result as the best at forecasting models at 12-month ahead when excluding the GFC. This poor performance of the HNKPC is likely due to an anomalous output gap behaviour. 
Author's elaboration. 
Evaluation sample Shortened evalution sample AR 
IV.2.6. United Kingdom
The results for the UK are presented in Table 8 . These are by far the least auspicious results for any candidate model. Moreover, there is no model statistically superior to the RW when using the evaluation sample. Even more, just two out of 88 cases (across models and horizons) exhibit predictive gains: the ES at h = {12, 24}. A slightly different result is obtained when excluding the GFC sample. In this case, the ES show again a predictive gain at h = 12, this time statistically significant. More importantly, the baseline OE-HNKPC family shows significant predictive gains surrounding 15% at h = 24. Despite the OE-HNKPC-EW-X* and Trade-X* at h = 1, there are no more cases outperforming the RW. When checking the forecasting errors' behaviour (Figure 8) , it is easier to understand that the poor behaviour of the competing models is largely due to the GFC, in which all models move in tandem overpredicting the inflation rate. After the GFC, and as shown by Figure B1 , the UK inflation transited smoothly surrounding the 2% target, making it more difficult to any candidate to beat the RW.
IV.2.7. The out-of-sample performance during the great financial crisis
This subsection focuses on the performance of selected models during the GFC, greatly motivated by the results of Del Negro, Giannoni, and Schorfheide (2015) . 12 In particular, the AR, CE-HNKPC-UEq, and OE-HNKPC-PC1-X* models are analysed during the 2008.8-2011.1 sample (30 observations). These models, however, are chosen ex post, based on the previous subsection's results. Accordingly, the results for the UK, while presented for reference, are excluded from further analysis.
The RMSFE ratios are presented in Table 9 . Notice that in only two out of 45 cases (excluding the UK) the atheoretical AR model is superior to the economic-based options (Japan and Switzerland at h = 12). The CE-HNKPC-UEq comes out as the best model in nine cases, and the OE-HNKPC-PC2-X* in the four remaining cases.
At h = 1, the average RMSFE ratio of the best models achieves 0.873 (min = 0.828), whereas 0.660 (min = 0.546) for the best model at h = 6, and 0.635 (min = 0.522) at h = 12. The AR model is the best at h = 12 only, displaying an average RMSFE ratio of 0.773; 22% higher than the average for this horizon. These predictive gains are of an important magnitude, and thus, support the proposal of the HNKPC as a suitable forecasting device.
In Figure 9 , the forecasting errors across the GFC sample are presented. A remarkable common feature of almost all panels is the AR model behaviour overpredicting the inflation rate -due to its rapid fall in 2010 in all cases -which is better captured by both HNKPC. Another noticeable feature is that the OE exhibit more volatile results than the CE, especially for Japan at h > 1 and the Euro Zone at h = 12, during the end of 2009 and the beginning of 2010.
Overall, the CE-HNKPC-UEq is the best model when tracking inflation during the GFC, which is a result easily extrapolated to other major volatility episodes as suggested by the results of subsection IV.2 when using the complete evaluation sample. Second best model is the OE-HNKPC-PC2-X*, which actually is the best in specific cases; to then move to the atheoretical AR model. This is relevant as it gives robust support to the previously stated conclusions, when pointing out (CE-and OE-X*) HNKPC as better forecasting models to remaining competitors.
V. Summary and concluding remarks
In this article, the multihorizon predictive ability of the HNKPC for the headline inflation of six developed economies is analysed. To that end, a family of close-and open-economy HNKPC models are defined and compared to traditional atheoretical statistical models. The analysed forecast horizons are 1, 6, 12, and 24-months ahead. The monthly sample covers from 2000.1 until 2017.5, divided into the estimation sample and two subsamples for evaluation: a complete block spanning 2006.1-2017.5, and an alternative sample just before the GFC (2006 GFC ( .1-2008 ; more akin to 'normal' times. A focus to the performance of the GFC is also given, but in a reduced setup.
The main contribution of this article is the multihorizon out-of-sample forecast comparison between the CE-HNKPC and a multi-country GVAR-based version of the OE-HNKPC obtained in a single-equation at the same time. Moreover, this compact-scale OE-HNKPC make the model easier to handle and isolating better the predictive power exclusively due to the specification. Finally, the use of Consensus Forecast results in another key feature of this model evaluation. Several robustness specifications for both kinds of HNKPC are also used. Particularly for the case of the OE-HNKPC, I use a reduced-rank VAR which eventually delivers better forecasting results as it avoids the overfitting problem associated with a large number of estimated coefficients.
All point forecasts are evaluated using the RMSFE statistic and statistically compared with several benchmarks using the GW procedure. These benchmarks belong to traditional statistical modelling, such as the AR, ES, and RW.
The results indicate that in four of the six countries, the CE-HNKPC is the best forecasting model, whereas for the same countries, a parsimonious OE-HNKPC is the second-best alternative, and in most of the cases, outperforming traditional statistical benchmarks. The RMSFE is obviously affected by the unanticipated effects of the GFC, spoiling out the performance of a number of competing forecasts. However, when considering an evaluation sample just before the GFC, both the CE-HNKPC and the parsimonious OE-HNKPC still comes out as the best forecasting models. Furthermore, these preferred models also do an excellent job tracking inflation better than the best atheoretical models during the GFC, providing a solid ground for the HNKPC as an accurate forecasting device.
A.2. The random walk forecasts
The RW consists of the special AR(1) case where φ in equation (A1) is not estimated and is restricted to φ = 1 instead. This restriction, although simple, entails several methodological and economic consequences. The most significant impact is that it turns inflation into a non-stationary variable theoretically without available statistical inference and divergent predictions with the forecasting horizons. Due to this non-stationarity, it sounds unlikely -at least theoretically -to have room for stabilising policymaking, since past unpredictable shocks do not vanish over time. For forecasting purposes, it does not comprise a major setback since over-differentiation does not necessarily jeopardise the accuracy (Dickey & Pantula, 1987) .
Yet the empirical evidence has been overwhelmingly in favour of the RW. This is due to the benefit of misspecification that more than offsets the parameter uncertainty arisen from finite sample estimation.
In this article, I use a driftless RW forecast, following the argument presented in Medel and Pincheira (2016) and Pincheira and Medel (2016) that driftless RW-based forecasts are unbiased. Iterating forward the AR(1) model, I have:
If π t is modelled with a driftless RW, i.e. φ = 1 andπ = 0, the optimal forecast becomes π t+h = π t at any horizon. Hence, the h-step-ahead forecast error
More details can be found in Medel and Pincheira (2016) .
A.3. Exponential smoothing forecasts
The exponential smoothing (ES) corresponds per se to a forecasting model. The version used in this article corresponds to the single ES, but there are more specifications available such as the double ES and the Holt-Winters model (see Hyndman, Koehler, Ord, & Snyder, 2008) . The prediction for h-steps ahead is the same independently of the horizon:
with 0 < α ≤ 1. Note that if α = 1, the ES coincides with the RW model. The model has been also used for forecasting purposes with relative success for the same reasons of the RW.
B. Data
There are two kinds of data: inflation time series and the output gap, which is constructed using the Industrial Production (IP) index. The source of actual headline inflation and the IP of all countries is the OECD Database, whereas for inflation expectations it is the monthly Consensus Forecast (CF) report published by Consensus Economics. The whole sample span comprises from 2000.1 to 2017.5 (209 observations). For in-sample modelling diagnostic checking, the first six years of observations (2000.1-2005.12 ) are used, and the remaining part for evaluation purposes (137 observations; 2006.1-2017.5 ). As mentioned above, the predictive ability of all the models is analysed with a shortened evaluation sample (2006.1-2008.8, 32 observations) for an analysis of model behaviour prior to the Great Financial Crisis (GFC); and a GFC sample comprising 30 observations (2008.8-2011 .1).
B.1. Inflation time series
As the six considered countries are developed, a similar dynamic is expected during the sample. The descriptive statistics of the series are presented in Table B1 for three samples. Actual inflation is transformed using the annual percentage change of the CPI. This is made to fit the specification used by the expectation series. CF survey is entirely reported for the same transformation (for the inflation variable); even if CPI-basket re-definitions will be undertaken. The expectation series are also the limiting variable for the sample span, starting in 2000. Inflation and IP are available in a useful quality since the 1960s (assuming a backward reconstruction for the Euro Zone).
From Table B1 it is noticeable that the means of the series are similar across countries, close to 2%, except for Japan and Switzerland. For the evaluation sample, and due to the major disruptions in 2008-9, inflation decreased, except for Japan and the UK. Consequently, the standard deviation has slightly increased for all the countries also.
Notice that for the full sample, the Augmented Dickey-Fuller (ADF) is presented testing for stationarity. According to the ADF test, the inflation series are stationary at 10% of confidence, except the UK, at 12.5%. As the OE-HNKPC specifications make use of a weighting scheme, in this article four of them are used. The first is the static principal component approach (PC1), which obtains weight from the first principal component calculated with the estimation sample, and they are kept fixed across the evaluation sample. These weights are re-scaled by country, as the weight of the reference country is set to zero when estimating the remaining coefficients. The second weighting scheme is an equally weighted (EW) scheme, which can be understood as an assignment of the same probability of shock influence on reference country inflation dynamics. The third approach is related to that originally proposed in Di Mauro and Pesaran (2013) , based on trade (Trade), which could be understood again as the most likely influence of a foreign country's shock on the reference country. Finally, as a reliable forecasting exercise tends to make use of the information conditional on the last period available, a recursive principal component scheme is used (PC2). This case is similar to PC1 with the only difference that the first principal component is estimated each time that a new available observation is added. First three (static) weighting schemes are presented in Table B2 , where the reference country is in rows and partners across columns (hence, each row adds to one). Figure B1 presents the CPI time series plot for both the log-level and the annual percentage change series. There are three salient features. The most obvious is the different dynamics in the CPI level of Japan, which seems already stationary. As mentioned, the use of a stationary transformation of another already stationary series may not have an important deal for either forecast accuracy or out-of-sample inference (Dickey & Pantula, 1987) .
A second feature is that for the six countries the dynamics on both types of series during the crisis of 2008-9 shows a similar hump-shaped pattern (in level) and, consequently, a V-shaped pattern in the annual change.
One last final distinctive feature is that the dynamics of inflation during the estimation sample, except again for Japan, is similar between countries and with little variation in the annual change. This is a relevant ingredient to take into consideration for the model evaluation, i.e. the ability to capture out-of-sample forecasts with a variance higher to that of the estimation sample. This fact -forecasting with higher evolving volatility -per se represents a natural robustness check for any modelling strategy.
B.2. Inflation expectations time series
The CF expectations are reported monthly, providing the point forecast of 15-20 agencies and private consultants for several variables at two fixed horizons: December of the current and next year. The names of the respondents are explicitly revealed along with their forecasts, making possible a one-by-one accuracy analysis.
However, as the estimation is made with constant frequency using recursive estimation, it is needed to adjust the series to have a unique rolling-event forecast. The approach used in this article is to create one series with a weighting scheme of the two forecasts in order to better accommodate the information to the targeted rolling-horizon. Hence, the CF forecast series for each month are weighted according to:
The last six columns of Table B1 show the descriptive statistics of the weighted CF series. A more suitable way to visualise this is presented in the boxplots of Figure B2 . In this figure six pairs of Figure B2 . Descriptive statistics of actual inflation and weighted inflation expectations. Source: Author's elaboration.
boxplots are presented, each pair showing first the actual and then the CF (weighted) statistics using the full sample. Note that the CF weighted series fulfils three desirable features in a forecast series: the mean (green dot) is close to the mean of the actual series; the volatility (proxied with the width of the blue box) is smaller than that of the actual series; and finally, CF exhibits fewer outliers (orange and red dots) than the target variable.
C. Output gap building blocks
One of the major drawbacks when estimating the NKPC is the impossibility to accurately measure excess demand-i.e. marginal costs. As the CE-and the OE-HNKPC specifications make use of this measure, it is more challenging to have a stable series as new observations are added. The typical alternative to the marginal cost variable is the output gap (ỹ t )-i.e. the difference between the current and potential output. 13 As the estimations are made with monthly data, the industrial production (IP) index is used as a proxy of quarterly GDP. Table C1 presents the descriptive statistics of these series for all countries and for two sample spans: the estimation and the evaluation sample, for the annual percentage change ( 12 ) of the level series. All the output gap time series are depicted in Figure C1 . Figure C1 . Output gap estimates. Shaded area: shortened evaluation sample. Source: Author's elaboration.
Basically, instability in the output gap arises with the 'end-of-sample' problem of filtering, especially when the Hodrick-Prescott (HP) procedure is used to obtain the potential output: an unobservable component. To alleviate this setback, I follow the approach proposed by Mise, Kim, and Newbold (2005) . This consists of adding forecast observations to level series prior to performing any filtering procedure. Note that the seasonal adjustment is made with X-12-ARIMA in its default mode, and the filtering method is HP (λ = 129, 600).
The ARMA forecasting model for IP corresponds to 12 y t = c + φ 12 y t−1 + ε t + θ 1 ε t−1 + θ 12 ε t−12 + θ 1 θ 12 ε t−13 with ε t ∼ iidN (0, σ 2 ε ). This is the so-called airline model (Box & Jenkins, 1970) which has proved to be a model that fits macroeconomic data with substantial success (Ghysels et al., 2006) . The in-sample estimates are presented in Table C2 , which also reveals robust results across countries, and a correct specification according to the Durbin-Watson statistic, defined as DW = T t=2 (ε t − ε t−1 ) 2 / T t=1 ε 2 t ≈ 2(1 − ρ ε ), where ρ ε is errors' autocorrelation. Stock and Watson (1999) suggests that especially when the aim is to forecast, the output gap measure provides a convenient alternative since it relies basically on a univariate ensemble. Also, some of the major problems associated with output gap -instead of using marginal costs -are rather an empirical issue. The forecasts provided by the models in Table C2 tackle part of the 'end-ofsample' problem.
D. More on baseline OE-HNKPC diagnostics
It should be noted that when the objective of an economic model is to forecast, the diagnostic checking must be done accordingly. This implies giving less relevance to the particular estimated parameter size or even significance as the idea is not to test the economic theory behind the specification (see Kostenko & Hyndman, 2008 , for a discussion on this matter) but, instead, its predictive Figure D1 . OE-HNKPC-PC1 residuals time series. Estimation sample. Source: Author's elaboration.
capacity. However, the model must fulfil certain stability conditions to deliver computable (in their moments) forecasts. A short-cut for model suitability is their residuals behaviour.
In Figure D1 , all the residual series by countries and variables are presented. Each panel also provides theR 2 and the standard error of the models' residual. There are some remarkable facts to analyse. First, all models' regressions present well-behaved residuals, easily associable with a white noise behaviour and with few outliers.
Second, the adjustment according to theR 2 statistic shows a good explanatory power of the baseline OE-HNKPC. For actual inflation, except for the Euro Zone, theR 2 ranges from 0.67 to 0.80. For the output gap, same goodness-of-fit is noticeable for five countries -excluding Switzerland -with R 2 values reaching 0.93. For CF series the best adjustment is found according to this measure, with an averageR 2 of 0.86.
Third, regarding the adjustment of the CF series, two facts unadverted by the forecasters are found. These occur in 2001 for the US, Canada, Japan, Switzerland, and the UK, and in 2003 for the Euro Zone. Nevertheless, and due to the interaction terms contained in the OE-HNKPC specifications, these errors do not provide further disruptions in the fit of the model.
