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a b s t r a c t
A four-parameter family of orthogonal polynomials in two discrete variables is defined for
a weight function of basic hypergeometric type. The polynomials, which are expressed in
terms of univariate big q-Jacobi polynomials, form an extension of Dunkl’s bivariate (little)
q-Jacobi polynomials [C.F. Dunkl, Orthogonal polynomials in two variables of q-Hahn and
q-Jacobi type, SIAM J. Algebr. DiscreteMethods 1 (1980) 137–151].We prove orthogonality
property of the new polynomials, and show that they satisfy a three-term relation in a
vector-matrix notation, as well as a second-order partial q-difference equation.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In this paper we introduce bivariate orthogonal big q-Jacobi polynomials,
Pn,k(x, y; a, b, c, d; q) := Pn−k(y; a, bcq2k+1, dqk; q) yk (dq/y; q)k Pk (x/y; c, b, d/y; q)
(n ∈ N; k = 0, 1, . . . , n), (1.1)
where q ∈ (0, 1), 0 < aq, bq, cq < 1, d < 0, and
Pm(t; A, B, C; q) := 3φ2
(
q−m, ABqm+1, t; Aq, Cq | q; q) (m ≥ 0)
are univariate big q-Jacobi polynomials (see, e.g., [1, Section 7.3], or [2, Section 3.5]). (The notation used in the paper is
explained in the last paragraphs of this section.)
General properties of discrete orthogonal polynomials of several variables were discussed in [3]. Notice that there exist
some multivariate extensions of discrete q-classical orthogonal polynomials. Dunkl [4] introduced bivariate q-Hahn, and
(little) q-Jacobi polynomials. Gasper and Rahman [5] proposed multivariate q-Racah polynomials, from which systems
of multivariate q-Hahn, q-Krawtchouk, q-Meixner, and q-Charlier polynomials follow as special or limit cases. Bivariate
big q-Jacobi polynomials (1.1) occupy an important place in a hierarchy of bivariate extensions of q-classical orthogonal
polynomials, i.e., in a two-variable extension of the q-Askey tableau [2]. Note that limiting forms of these polynomials are
the above-mentioned bivariate little q-Jacobi polynomials, as well as triangle Jacobi polynomials ([6]; see also [7, p. 86]).
In Section 2, we give some basic properties of polynomials (1.1). More specifically, in Section 2.1, we show that they form
an orthogonal system with respect to the weight function
W (x, y; a, b, c, d; q) := (dq/y, x/(cy), x/d, y/a, y/d; q)∞
y (d/(cy), cqy/d, x/y, bx/d, y; q)∞
.
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Let Pn := [Pn,0, Pn,1, . . . , Pn,n]T, where Pn,k := Pn,k(x, y; a, b, c, d; q). In Section 2.2, we show that the following three-term
relation holds:
z Pn = An,zPn+1 + Bn,zPn + Cn,zPn−1 (z = x, y; n ≥ 0),
where An,z , Bn,z and Cn,z are matrices of appropriate dimensions, and P−1 := 0. In Section 2.3, we show that for any n ≥ 0,
and 0 ≤ k ≤ n the polynomial Pn,k(x, y; a, b, c, d; q) satisfies a linear second-order partial q-difference equation. In the
Appendix, we give some auxilliary results on the univariate big q-Jacobi polynomials, needed in the paper.
We end this section with a list of notation and terminology used in the paper. For more details the reader is referred to
the monographs [1] or [8] or the report [2]. The q-shifted factorial is defined for any c ∈ C by (c; q)k :=
∏k−1
j=0 (1 − c qj)
(k ≥ 0). Assuming that 0 < q < 1, we also put (c; q)∞ :=
∏∞
j=0(1 − c qj). In what follows, we make use of the
convention (c1, c2, . . . , cm; q)k := (c1; q)k · · · (cm; q)k (k = 0, 1, . . . or∞). For c ∈ C, we define the q-number [ c ]q
by [ c ]q := (qc − 1)/(q− 1). The generalized q-binomial coefficient is given by[
n
k, l
]
q
:= (q; q)n
(q; q)k (q; q)l (q; q)n−k−l
(0 ≤ k+ l ≤ n).
Partial q-derivative operator with respect to x is defined for q ∈ C \ {1} by
Dq,xf (x, y) := f (qx, y)− f (x, y)
(q− 1)x .
The q-integral is defined by∫ b
a
f (x) dqx := b(1− q)
∞∑
k=0
f (bqk) qk − a(1− q)
∞∑
k=0
f (aqk) qk. (1.2)
The basic hypergeometric series is defined by (see, e.g., [1, Section 10.9])
rφs (a1, . . . , ar; b1, . . . , bs | q; z) :=
∞∑
k=0
(a1, . . . , ar; q)k
(q, b1, . . . , bs; q)k
(
(−1)kq
(
k
2
))1+s−r
zk,
where r, s ∈ Z+ and a1, . . . , ar , b1, . . . , bs, z ∈ C.
2. Fundamental properties of the bivariate big q-Jacobi polynomials
We define the bivariate big q-Jacobi polynomials by
Pn,k(x, y; a, b, c, d; q) := Pn−k(y; a, bcq2k+1, dqk; q) yk (dq/y; q)k Pk (x/y; c, b, d/y; q)
(n ∈ N; k = 0, 1, . . . , n), (2.1)
where q ∈ (0, 1), 0 < aq, bq, cq < 1, d < 0, and
Pm(t; A, B, C; q) := 3φ2
(
q−m, ABqm+1, t; Aq, Cq | q; q) (m ≥ 0)
are univariate big q-Jacobi polynomials (see, e.g., [1, Section 7.3], or [2, Section 3.5]; in the Appendix, we recall basic data of
these polynomials, and give some of their properties which are used in this section).
Notice that
Pn,k(x, y; a, b, c, 0; q) = γn,k p∗n,k(x, y; a, b, c | q)
with γn,k := (−1)nan−kckq
(
k
2
)
+
(
n−k
2
)
+n (bq; q)k
(cq; q)k
(bcq2k+2; q)n−k
(aq; q)n−k , where the polynomials
p∗n,k(x, y; a, b, c | q) := p∗n−k(y; bcq2k+1, a|q) yk p∗k(x/y; b, c|q)
are closely related to Dunkl’s bivariate (little) q-Jacobi polynomials [4]. Here we use the notation p∗m(x; a, b | q) :=
pm(x/(bq); a, b | q), where
pm(x; a, b | q) := 2φ1
(
q−m, abqm+1; aq | q; qx)
are little q-Jacobi polynomials of one variable (see, e.g., [8, p. 182], or [2, Section 3.12]). Notice that
lim
q→1 p
∗
n,k(x, y; qα, qβ , qγ | q) = constn,k(α, β, γ ) · P (α+1/2,β+1/2,γ+1/2)n,k (1− y, x),
where P (A,B,C)n,k (u, v) are the triangle Jacobi polynomials (see [7, p. 86], or [6]). In [9,10], we gave connections of triangle and
Dunkl’s polynomials with two-variable (classical) Bernstein and q-Bernstein polynomials, respectively.
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2.1. Orthogonality property
Theorem 2.1. Polynomials Pn,k(x, y; q) ≡ Pn,k(x, y; a, b, c, d; q), where 0 < aq, bq, cq < 1, d < 0, satisfy the orthogonality
relation∫ aq
dq
∫ cqy
dq
W (x, y; a, b, c, d; q) Pn,k(x, y; q) Pm,l(x, y; q) dqx dqy
= Λn,k(a, b, c, d; q) δn,m δk,l, (2.2)
where
W (x, y; a, b, c, d; q) :=
(
dq/y, c−1x/y, x/d, y/a, y/d; q)∞
y
(
c−1d/y, cqy/d, x/y, bx/d, y; q)∞ , (2.3)
is a positive weight function,
Λn,k(a, b, c, d; q) := pi−1k (b, c, d; q) λn−k(a, bcq2k+1, dqk; q)
with
pik(b, c, d; q) := q
−(k+1)2(1− bcq2k+1) (c, bcq; q)k (bq, cq; q)∞
ck+1d2k(1− q)(1− bcq) (q, bq; q)k
(
q, bcq2; q)∞ ,
and the notation used being that of (A.4).
Proof. Notice that by (1.2), the functional
L(f ) :=
∫ aq
dq
∫ cqy
dq
f (x, y)W (x, y; a, b, c, d; q) dqx dqy,
may be expressed as
L(f ) =
∑
(x,y)∈S
ε(x, y) f (x, y)W (x, y; a, b, c, d; q),
where S := S1 ∪ S2 ∪ S3, and S1 := {(acqi+1, aqj+1) | j = 0, 1, . . . ; i ≥ j + 1}, S2 := {(aqi+1, dqj+1) | i, j = 0, 1, . . .},
S3 := {(dqi+1, dqj+1) | j = 0, 1, . . . ; i ≤ j}, ε(x, y) being a rather simple positive function. Now, an easy analysis shows
that the functionW (x, y; a, b, c, d; q) is positive on S.
It can be checked thatW (x, y; a, b, c, d; q) = pi−1k (b, c, d; q)V (x, y; a, b, c, d; q), where
V (x, y; a, b, c, d; q) := w(y; a, bcq
2k+1, dqk; q) w(x/y; c, b, d/y; q)
y2k+1(dq/y; q)2k λk(c, b, d/y; q)
,
and we use the notation of (A.3) and (A.4). We have∫ aq
dq
∫ cqy
dq
V (x, y; a, b, c, d; q) Pn,k(x, y; q) Pm,l(x, y; q) dqx dqy
=
∫ aq
dq
w(y; a, bcq2k+1, dqk; q) yl (dq/y; q)l
yk+1 (dq/y; q)k λk(c, b, d/y; q)
× Pn−k(y; a, bcq2k+1, dqk; q)Pm−l(y; a, bcq2l+1, dql; q)
×
∫ cqy
dq
w(x/y; c, b, d/y; q)Pk (x/y; c, b, d/y; q) Pl (x/y; c, b, d/y; q) dqx dqy.
By (A.2), the inner integral equals y λk(c, b, d/y; q) δk,l, hence∫ aq
dq
∫ cqy
dq
V (x, y; a, b, c, d; q) Pn,k(x, y; q) Pm,l(x, y; q) dqx dqy = δk,l I,
where
I :=
∫ aq
dq
w(y; a, bcq2k+1, dqk; q)Pn−k(y; a, bcq2k+1, dqk; q)Pm−k(y; a, bcq2k+1, dqk; q) dqy.
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Observe that the function w(y; a, bcq2k+1, dqk; q) contains the factor (y/(dqk); q)∞ (cf. (A.3)). Now, under certain
assumptions on the function f , we have∫ aq
dq
(
y/(dqk); q)∞ f (y) dqy = ∫ aq
dqk+1
(
y/(dqk); q)∞ f (y) dqy,
so that, using again (A.2), we obtain I = δn,m λn−k(a, bcq2k+1, dqk; q). Hence follows Eq. (2.2). 
2.2. The three-term relation
According to the general theory of orthogonal polynomials in several variables (see [7, Section 3.2]), a three-term relation
holds in a vector-matrix form. We show that for the polynomials (2.1) this property has the following formulation.
Theorem 2.2. Denote by Pn the column polynomial vector
Pn := [Pn,0, Pn,1, . . . , Pn,n]T, (2.4)
where Pn,k := Pn,k(x, y; a, b, c, d; q). For n ≥ 0, the following relation holds:
z Pn = An,zPn+1 + Bn,zPn + Cn,zPn−1 (z = x, y), (2.5)
where we define P−1 := 0, and where An,z , Bn,z and Cn,z are matrices of the size (n + 1) × (n + 2), (n + 1) × (n + 1) and
(n+ 1)× n, respectively, given by the formulas
An,y :=

an,0
an,1
. . .
an,n 0
 , Bn,y :=

bn,0
bn,1
. . .
bn,n
 , (2.6)
Cn,y :=

cn,0
cn,1
. . .
cn,n−1
0
 , (2.7)
where
an,k := (1− aqn−k+1)(1− abcqn+k+2)(1− dqn+1)/
(
abcq2n+2; q)2 (0 ≤ k ≤ n), (2.8)
bn,k := 1− an,k − cn,k (0 ≤ k ≤ n; cnn := 0), (2.9)
cn,k := adqn+1(qn−k − 1)(1− bcqn+k+1)(1− abcd−1qn+1)/
(
abcq2n+1; q)2 (0 ≤ k ≤ n− 1); (2.10)
and
An,x :=

fn,0 gn,0
en,1 fn,1 gn,1
. . .
. . .
. . .
en,n−1 fn,n−1 gn,n−1 0
en,n fn,n gn,n
 , (2.11)
where
en,k := τkbcqk(dqk − 1)(1− dqn+1)(aqn−k+1; q)2/(abcq2n+2; q)2 (1 ≤ k ≤ n),
fn,k := an,k(bcqkτk − σk + 1) (0 ≤ k ≤ n),
gn,k := σk (1− dqn+1)(abcqn+k+2; q)2/[(1− dqk+1)(abcq2n+2; q)2] (0 ≤ k ≤ n);
Bn,x :=

sn,0 tn,0
rn,1 sn,1 tn,1
. . .
. . .
. . .
rn,n−1 sn,n−1 tn,n−1
rn,n sn,n
 , (2.12)
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where
rn,k := τk zn(dqk − 1)(1− aqn−k+1)(1− bcqn+k+1) (1 ≤ k ≤ n),
sn,k := bn,k (bcqkτk − σk + 1)+ d(qk+1σk − τk) (0 ≤ k ≤ n),
tn,k := qk+1σk zn(1− qn−k)(1− abcqn+k+2)/(1− dqk+1) (0 ≤ k ≤ n− 1)
with zn :=
{
abcqn+1(1+ q− dqn+1)− d} /[(1− abcq2n+1)(1− abcq2n+3)]; and, finally,
Cn,x :=

vn,0 wn,0
un,1 vn,1 wn,1
. . .
. . .
. . .
un,n−1 vn,n−1
un,n
 , (2.13)
where
un,k := τkaqn−k+1(dqk − 1)(abcqn+1 − d)(bcqn+k; q)2/(abcq2n+1; q)2 (1 ≤ k ≤ n),
vn,k := cn,k(bcqkτk − σk + 1) (0 ≤ k ≤ n− 1),
wn,k := abcσkqn+2k+3(abcqn+1 − d)(qn−k−1; q)2/[(1− dqk+1)(abcq2n+1; q)2] (0 ≤ k ≤ n− 2).
Here
σk := (1− cq
k+1)(1− bcqk+1)
(bcq2k+1; q)2 , τk := −
cqk+1(1− qk)(1− bqk)
(bcq2k; q)2 . (2.14)
In Eqs. (2.6), (2.7) and (2.11)–(2.13), the elements of matrices, which are not shown, are equal to zero.
Proof. (i) Using (2.1) and the three-term recurrence satisfied by the univariate big q-Jacobi polynomials (cf. (A.5), in the
Appendix), we obtain
y Pn,k(x, y; a, b, c, d; q)
= y Pn−k(y; a, bcq2k+1, dqk; q) yk (dq/y; q)k Pk (x/y; c, b, d/y; q)
= {an,k Pn−k+1(y; a, bcq2k+1, dqk; q)+ bn,k Pn−k(y; a, bcq2k+1, dqk; q)
+ cn,k Pn−k(y; a, bcq2k+1, dqk; q)
}
yk (dq/y; q)k Pk (x/y; c, b, d/y; q)
= an,k Pn+1,k(x, y; a, b, c, d; q)+ bn,k Pn,k(x, y; a, b, c, d; q)+ cn,k Pn−1,k(x, y; a, b, c, d; q), (2.15)
where the notation used is that of (2.8)–(2.10). The obtained result justifies (2.5) with z = y.
(ii) Again, using (2.1) and (A.5), we obtain
x Pn,k(x, y; a, b, c, d; q)
= y Pn−k(y; a, bcq2k+1, dqk; q) yk (dq/y; q)k · (x/y) Pk (x/y; c, b, d/y; q)
= σk Pn−k(y; a, bcq2k+1, dqk; q) yk+1 (dq/y; q)k+1 Pk+1 (x/y; c, b, d/y; q)
− [σk(y− dqk+1)+ τk(d− bcqky)− y] Pn,k(x, y; a, b, c, d; q)
+ τk (y− dqk)(d− bcqky) Pn−k(y; a, bcq2k+1, dqk; q)yk−1 (dq/y; q)k−1 Pk−1 (x/y; c, b, d/y; q)
with the notation used being that of (2.14). By Propositions A.1 and A.2 (see Appendix), we have
Pn−k(y; a, bcq2k+1, dqk; q) =
n−k∑
j=n−k−2
Cj Pj(y; a, bcq2k+3, dqk+1; q),
(y− dqk)(d− bcqky) Pn−k(y; a, bcq2k+1, dqk; q) =
n−k+2∑
j=n−k
Dj Pj(y; a, bcq2k−1, dqk−1; q),
where Cj := Cn−k,j(a, bcq2k+1, dqk), Dj := q−k−1 Dn−k,j(a, bcq2k+1, dqk), notation used being that of (A.7) and (A.9). Using
these results as well as Eq. (2.15), being the scalar form of (2.5) with z = y, we obtain
x Pn,k(x, y; a, b, c, d; q) =
n+1∑
m=n−1
k+1∑
l=k−1
ξm,l Pm,l(x, y; a, b, c, d; q)
with ξm,k−1 := τk Dm−k+1, ξm,k := ηm,k (bcqkτk − σk + 1) + δm,n(dqk+1σk − dτk), ξm,k+1 := σk Cm−k+1, where ηm,k :=
δm,n+1 an,k + δm,n bn,k + δm,n−1 cn,k (m = n− 1, n, n+ 1). Hence, we arrived to the scalar form of (2.5) with z = x. 
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2.3. Second-order partial q-difference equation
The main result of this subsection is given in the following theorem.
Theorem 2.3. For n ≥ 0 and 0 ≤ k ≤ n, polynomial Pn,k(x, y; q) ≡ Pn,k(x, y; a, b, c, d; q) satisfies the partial q-difference
equation
LnPn,k(x, y; q) ≡ { l11(x)Dq,xDq−1,x + l22(y)Dq,yDq−1,y + l−12(x, y)Dq−1,xDq−1,y
+l+12(x, y)Dq,xDq,y +m1(x)Dq,x +m2(y)Dq,y + µnI}Pn,k(x, y; q) = 0 (2.16)
with I denoting the identity operator, and
l11(x) := (x− dq)(x− acq2), l22(y) := (y− aq)(y− dq),
l−12(x, y) := q−1(x− dq)(y− aq), l+12(x, y) := acq3(bx− d)(y− 1),
m1(x) :=
{
(abcq3 − 1)(x− 1)− (acq2 − 1)(dq− 1)} /(q− 1),
m2(y) :=
{
(abcq3 − 1)(y− 1)− (aq− 1)(dq− 1)} /(q− 1),
µn := −[ n ]qq1−n(abcqn+2 − 1)/(q− 1).
In the proof of the theorem, which will be preceded by three lemmas, we shall use the bivariate generalized Bernstein
polynomials of total degree n, defined by [10]
Bnk,l(x, y;ω|q) := (ω; q)−1n
[
n
k, l
]
q
xk (ω/x; q)k yl (x/y; q)l (y; q)n−k−l , (2.17)
where 0 ≤ k + l ≤ n. Here ω is a real parameter, ω 6= 1, q−1, . . . , q1−n. In what follows, we adopt the convention that
Bnk,l(x, y;ω|q) = 0, if k < 0, or l < 0, or k + l > n. Notice that when q → 1, polynomials (2.17), being a two-variable
analogue of univariate generalized Bernstein polynomials introduced in [11] (see also [12]), reduce to classical Bernstein
polynomials in two variables (see, e.g., [13, Section 18.4]).
Lemma 2.4. For n ≥ 0 and 0 ≤ k+ l ≤ n, the following identity holds:
Ln Bnk,l(x, y; dq|q) = q1−n
[ n ]q
1− q
{
acqn−k+2(bqk − 1) Bn−1k−1,l(x, y; dq|q)
+ (aqn−k−l − 1) Bn−1k,l (x, y; dq|q)+ aqn−k−l+1(cql − 1) Bn−1k,l−1(x, y; dq|q)
}
.
Lemma 2.5 ([10]). For any k, n ∈ N such that 0 ≤ k ≤ n, we have
Pn,k(x, y; a, b, c, d; q) =
n−k∑
i=0
n−i∑
j=0
A∗i,j(n, k) B
n
n−i−j,j(x, y; dq|q), (2.18)
where
A∗i,j(n, k) := (abcqn+2)i
(
dq, qi−n; q)k (q−n−k−1/(bc); q)i
(q−n; q)k (aq; q)i
fi,j (2.19)
with
fi,j := 3φ2
(
q−j, q−k, bcqk+1; qi−n, cq | q; q) . (2.20)
Lemma 2.6. Quantity (2.20) satisfies the following recurrence relation:
cqj+k+1(qi−n − 1)(bqn−i−j − 1) fi,j − (qi+k−n − 1)(bcqn−i+k+1 − 1) fi+1,j
+ qk(qi−n − 1)(cqj+1 − 1) fi,j+1 = 0 (0 ≤ i ≤ n− k; 0 ≤ j ≤ n− i− 1; fn−k+1,j := 0).
Proof of Theorem 2.3. Apply the operator Ln to both members of Eq. (2.18) (see Lemma 2.5) to obtain
Ln Pn,k(x, y; a, b, c, d; q) =
n−k∑
i=0
n−i∑
j=0
A∗i,j(n, k) Ln B
n
n−i−j,j(x, y; dq|q). (2.21)
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By Lemma 2.4, we have
Ln Bnn−i−j,j(x, y; dq|q) = q1−n
[ n ]q
1− q
{
acqi+j+2(bqn−i−j − 1) Bn−1n−i−j−1,j(x, y; dq|q)
+ (aqi − 1) Bn−1n−i−j,j(x, y; dq|q)+ aqi+1(cqj − 1) Bn−1n−i−j,j−1(x, y; dq|q)
}
.
Hence, the second member of (2.21) can be written, after a rearrangement, as
q1−n
[ n ]q
1− q
n−k∑
i=0
n−i−1∑
j=0
{
acqi+j+2 (bqn−i−j − 1) A∗i,j(n, k)+ (aqi+1 − 1) A∗i+1,j(n, k)
+ aqi+1(cqj+1 − 1) A∗i,j+1(n, k)
}
Bn−1n−i−j−1,j(x, y; dq|q).
Now, the expression in parantheses {. . .} can be written, in view of (2.19), as
aqi−k+1(aqi+1 − 1)(abcqn+2)i
(
dq, qi−n; q)k (q−n−k−1/(bc); q)i
(1− qi−n) (q−n; q)k (aq; q)i+1
× {cqj+k+1(qi−n − 1)(bqn−i−j − 1) fi,j − (qi+k−n − 1)(bcqn+k−i+1 − 1) fi+1,j + qk(qi−n − 1)(cqj+1 − 1) fi,j+1} ,
which, by Lemma 2.6, equals zero. Hence the thesis. 
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Appendix A. Auxilliary results on the univariate big q-Jacobi polynomials
The big q-Jacobi polynomials of a single variable (see, e. g., [8, Section 7.3], or [2, Section 3.5])
Pk(x) ≡ Pk(x; a, b, c; q) := 3φ2
(
q−k, abqk+1, x; aq, cq | q; q) , (A.1)
a, b and c being parameters, 0 < aq, bq < 1, c < 0, satisfy the orthogonality relation∫ aq
cq
w(x; a, b, c; q)Pk(x) Pl(x) dqx = λk(a, b, c; q)δkl, (A.2)
where
w(x; a, b, c; q) := (x/a, x/c; q)∞/(x, bx/c; q)∞, (A.3)
and
λk(a, b, c; q) := M (1− abq)
(1− abq2k+1)
(q, bq, abq/c; q)k
(aq, abq, cq; q)k (−acq
2)kq
(
k
2
)
(A.4)
withM := aq(1− q) (q, abq2, c/a, aq/c; q)∞/(aq, bq, cq, abq/c; q)∞.
Also, they satisfy the three-term recurrence relation
x Pk(x) = Ak Pk+1 − (Ak + Bk − 1) Pk(x)+ Bk Pk−1(x) (k ≥ 0), (A.5)
where P0(x) ≡ 1, P−1(x) ≡ 0, and
Ak := (1− aqk+1)(1− abqk+1)(1− cqk+1)/
(
abq2k+1; q)2 ,
Bk := −acqk+1 (1− qk)(1− bqk)(1− abc−1qk)/
(
abq2k; q)2 .
Proposition A.1. The formula
Pn(x; a, b, c; q) =
n∑
k=n−2
Cn,k(a, b, c; q) Pk(x; a, bq2, cq; q) (A.6)
holds with
Cn,n(a, b, c; q) := (1− cqn+1)
(
abqn+1; q)2 /[(1− cq) (abq2n+1; q)2 ],
Cn,n−1(a, b, c; q) := q{abq
n(1+ q− cqn+1)− c}(1− qn)(1− abqn+1)
(1− cq)(1− abq2n)(1− abq2n+2) ,
Cn,n−2(a, b, c; q) := abqn+2(abqn − c)
(
qn−1; q)2 /[(1− cq) (abq2n; q)2 ].
 (A.7)
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Proposition A.2. The formula
(x− c)(cq− bx) Pn(x; a, b, c; q) =
n+2∑
k=n
Dn,k(a, b, c; q) Pk(x; a, b/q2, c/q; q) (A.8)
holds with
Dn,n+2(a, b, c; q) := b(c − 1)(1− cqn+1)
(
aqn+1; q)2 / (abq2n+1; q)2 ,
Dn,n+1(a, b, c; q) := q{abqn(1+ q− cqn+1)− c} (c − 1)(1− aq
n+1)(1− bqn)
(1− abq2n)(1− abq2n+2) ,
Dn,n(a, b, c; q) := aqn+2(c − 1)(abqn − c)
(
bqn−1; q)2 / (abq2n; q)2 .
 (A.9)
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