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THE TRACE FORMULA FOR A POINT SCATTERER
ON A HYPERBOLIC SURFACE WITH ONE CUSP
HENRIK UEBERSCHA¨R
Abstract. We prove an exact trace formula for the Laplacian with a
delta potential - also known as a point scatterer - on a non-compact
hyperbolic surface of finite volume with one cusp. Our formula is an
analogue of the Selberg trace formula. We express the difference of
perturbed and unperturbed trace as a smooth term plus a sum over
combinations of diffractive orbits.
1. Introduction
Selberg’s trace formula is a central tool in the spectral theory of automor-
phic forms [8, 9, 12] and has important applications in number theory [7].
It also plays a central role in the theory of quantum chaos [2] as an exact
analogue of Gutzwiller’s celebrated trace formula [4, 5, 16] which links the
distribution of the energy levels of a classically chaotic quantum system to
the actions of periodic orbits. Selberg proved his trace formula in 1956 for
the Laplacian on weakly symmetric Riemannian spaces [21].
Among number theorists point scatterers attracted attention in the early
80s when D. Hejhal gave the mathematical explanation to the appearance
of Riemann zeros in a numerical experiment of H. Haas [6]. In 1977 Haas
had produced zeros of the Riemann zeta function when he computed the
eigenvalues of the Laplacian on the modular domain. In 1979 Hejhal demys-
tified [10] this phenomenon when he showed that the apparent eigenfunc-
tions which Haas had discovered featured a logarithmic singularity, which
was hard to detect numerically, at the point z0 = e
iπ/3 and thus failed to be
eigenfunctions of the Laplacian. The full mathematical explanation of these
pseudo-eigenfunctions was given by Colin de Verdie`re [3] in 1983 by reveal-
ing them to be eigenfunctions of rank one perturbations of the Laplacian by
a delta potential at the conic singularity.
Furthermore, point scatterers on flat tori are of interest as models of the
transition between integrability and chaos in quantum systems. Whereas
their classical dynamics is close to integrable, the associated quantum sys-
tem is not. In [19] it is shown that the wave functions of a point scatterer
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on the torus become generically equidistributed in position space. A simi-
lar phenomenon occurs for the Dirichlet or Neumann Laplacian on rational
polygons [15]. The exact trace formula for a point scatterer also has inter-
esting applications [20] regarding the investigation of its eigenvalue spacing
distribution.
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2. Background and Results
2.1. The Laplacian on a hyperbolic surface. Denote by H the hyper-
bolic halfplane with Riemannian metric ds2 = y−2(dx2 + dy2) and volume
element dµ(z) = y−2dx dy. The Laplace-Beltrami operator on H is given by
∆ = y2
(
∂2
∂x2
+
∂2
∂y2
)
.
Let PSL(2,R) = SL(2,R)/{id,− id}. The group of orientation preserving
isometries of H is given by the Mo¨bius transformations
(2.1) z → az + b
cz + d
,
(
a b
c d
)
∈ PSL(2,R).
Let Γ ⊂ PSL(2,R) be a discrete subgroup such that the quotientX = Γ\H
has one cusp and finite volume. We may assume that the cusp is at ∞.
Denote the stabiliser of the cusp by Γ∞. For s ∈ C, Re s > 1, and z ∈ X we
define the Eisenstein series on X by
(2.2) E(z, s) =
∑
γ∈Γ∞\Γ
(Im(γz))s.
The function E(z, s) extends meromorphically in s to all of C and satisfies
the functional equation
(2.3) E(z, s) = ϕ(s)E(z, 1 − s)
where ϕ(s) denotes the scattering coefficient, and in the cusp, as y = Im z →
+∞ we have the asymptotics
E(z, s) ∼ ys + ϕ(s)y1−s.
We define the automorphic Green’s function GΓs (z, w) as the resolvent
kernel of the Laplacian on X which satisfies
(2.4) (∆ + s(1− s))GΓs (·, w) = δw.
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In particular (cf. [12], p. 105, eq. (7.19)) it satisfies the functional equation
(2.5) G1−s(z, w) = Gs(z, w) − E(z, s)E(w, 1 − s)
1− 2s .
The spectrum of the Laplacian on L2(X) consists of a discrete part (Maass
forms) and a continous part (Eisenstein series). We have three types of
eigenfunctions.
(i) Residual Maass forms; (∆ + λk)ϕk = 0, λk ∈ [0, 14 ] which arise as
residues of Eisenstein series,
(ii) Maass cusp forms; (∆ + λk)ϕk = 0, λk > 0, and in the cusp as
y → +∞, ϕk(x+ iy) = O(e−2πy),
(iii) Eisenstein series; (∆ + 14 + r
2)E(z, 12 + ir) = 0, r ≥ 0.
2.2. Definition of the point scatterer. In this section we will merely
review the basic set-up. For a more detailed introduction see section 3.3
in [22] or section 2 in [19]. For additional background reading consult [1],
Chapter 1, and [18], Chapter 10.
Denote by δz0 the Dirac mass at z0 ∈ X. Formally we associate a point
scatterer with the operator ∆α,z0 = ∆+αδz0(δz0 , ·), where α ∈ R∗ = R\{0}
is a coupling constant. Von Neumann’s self-adjoint extension theory allows
us to realise the formal operator −∆α,z0 as a self-adjoint extension (SAE)
of the positive symmetric operator −∆|D0 , the positive Laplacian restricted
to functions which vanish at z0, where
D0 = C
∞
0 (X \ {z0}) ∩ L2(X).
The symmetric operator −∆|D0 has deficiency indices (1, 1). The defi-
ciency elements are the automorphic Green functions GΓt (·, z0), GΓt¯ (·, z0),
where t(1 − t) = i, Re t > 12 . It therefore admits a one-parameter family
of self-adjoint extensions which we will denote by {−∆ϕ}ϕ∈(−π,π). In fact
there is a one-to-one correspondence between the coupling constant α ∈ R∗
and the parameter ϕ = ϕ(α) of the corresponding SAE (cf. [1], p. 34. Thm.
1.3.2)
(2.6) − α lim
z→z0
ImGΓt (z, z0) = cot
ϕ
2
.
The domain associated with the SAE −∆ϕ is given by
(2.7) Dϕ = {f = g + cGΓt + ceiϕGΓt¯ | (g, c) ∈ D0 × C}
and it acts as
−∆ϕf = −∆g + ciGΓt − cieiϕGΓt¯ .
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2.3. The spectrum. Fix real α ∈ R∗ and z0 ∈ X. We are interested in
solutions to the equation
(2.8) (∆ϕ + λ)ψλ = 0.
If ψλ ∈ L2(X), the solutions fall into two groups:
(i) Old eigenfunctions; λ ∈ σd(−∆) and either has multiplicity ≥ 2 or
the old eigenfunction vanishes at z0
(ii) New eigenfunctions; λ /∈ σd(−∆), the corresponding eigenfunctions
are automorphic Green functions, the new eigenvalues are obtained
from a spectral equation,
1
α
= lim
z→z0
{G1/2+iρ(z, z0)− ReGt(z, z0)}, λ = 14 + ρ2.
We will show in Theorem 3 that for λ ≥ 14 this spectral equation is
equivalent to
1
α
= lim
z→z0
{ReG1/2+iρ(z, z0)− ReGt(z, z0)},
E(z0,
1
2 + ir) = 0.
For more information about the discrete spectrum see also section 2.1 in
[22]. The generalised solutions to (2.8) are analogues Eα(z, 12 + ir) of the
Eisenstein series (2.2) with eigenvalue λ = 14 + r
2, r ∈ R. They will be
derived in section 4.
2.4. Results. The spectrum of −∆ϕ on X has a continuous part [14 ,∞)
which corresponds to perturbed Eisenstein series and a discrete part (cf.
[3], Thm. 3) consisting of perturbed cusp forms and a finite number of
perturbed residual Maass forms. The perturbed Eisenstein series play the
analogous role of the scattering solutions in the unperturbed case. They
satisfy a functional equation similar to that satisfied by classical Eisenstein
series. We give the proof of the following Theorem in section 4.1.
Theorem 1. The generalised eigenfunctions of −∆ϕ are the perturbations
of the Eisenstein series
(2.9) Eα(z, s) = E(z, s) − E(z0, s)
Sα(s)
GΓs (z, z0)
where Sα(s) denotes the spectral function of −∆ϕ (see section 3). The per-
turbed Eisenstein series satisfy
(2.10) (∆ϕ + s(1− s))Eα(z, s) = 0.
In the cusp they have the asymptotics
(2.11) Eα(x+ iy, s) = ys + ϕα(s)y
1−s +O(e−2πy), y →∞,
where ϕα(s) is the scattering coefficient for the perturbed Laplacian −∆ϕ.
They satisfy the funtional equation
(2.12) Eα(z, s) = ϕα(s)E
α(z, 1− s).
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The cuspidal part of the discrete spectrum includes possible degenerate
eigenvalues (with multiplicity > 1) of the Laplacian, but may also include
new eigenvalues. To simplify notation we will only list the new eigenvalues
which have multiplicity one
(2.13) λα−M < λ
α
−M+1 < · · · < 14 ≤ λα0 < λα1 < · · · < λαj < · · · .
The small eigenvalues {λαj }−1j=−M correspond to eigenfunctions which are
either residues of Eα(z, s) or perturbed cusp forms. We will refer to the
residues as residual Maass forms. We will sometimes refer to the small
eigenvalues as the residual spectrum, although some of them may be as-
sociated with cusp forms instead of residues of the Eisenstein series. The
remaining eigenvalues {λαj }j≥0 correspond to eigenfunctions which decay ex-
ponentially in the cusp and have a logarithmic singularity at z0. We will
refer to such eigenfunctions as pseudo cusp forms and the associated eigen-
values as the pseudo cuspidal spectrum. For a detailed discussion of the
perturbed discrete spectrum see section 2.4.
We now turn to our second main result, the trace formula for surfaces with
one cusp, which we will prove in section 5. We interpret the sum over closed
geodesics in the trace formula as a sum over diffractive orbits, where we sum
over the number of visits to z0 and all combinations of orbits connecting z0
to itself on X.
Definition 2.1. Let σ ≥ 12 and δ > 0. We define Hσ, δ to be the space of
functions h : C→ C, s. t.
(i) h(ρ) = h(−ρ) ,
(ii) h is analytic in the strip |Im ρ| ≤ σ,
(iii) |h(ρ)| ≪ (1 + |Re ρ|)−2−δ uniformly in the strip |Im ρ| ≤ σ.
Let mΓ = |I|, where
(2.14) I = {γ ∈ Γ | γz0 = z0}.
Let ψ(s) = 12πΓ
′(s)/Γ(s), where Γ(s) denotes the Gamma function. For
h ∈ Hσ,δ, β ∈ R and k ∈ N we define the following integral transform of h
(2.15) gβ,k(t) =
(−1)k
2πik
∫ −iν+∞
−iν−∞
h′(ρ)e−iρtdρ
(1 +mΓβψ(
1
2 + iρ))
k
,
where ν > vβ ∈ (0, σ) if 1 +mΓβψ(12 + iρ) has a zero −ivβ in the interval
(0,−iσ), and ν = 0 otherwise. In fact there is at most one zero of 1 +
mΓβψ(
1
2 + iρ) in the halfplane Im ρ < 0 and it lies on the imaginary axis
(for a proof see [22], p. 4).
The following trace formula is our main result.
Theorem 2. Suppose Γ ⊂ PSL(2,R) is a discrete subgroup, such that X =
Γ\H has one cusp and Vol(X) < +∞. Let (α, z0) ∈ R∗ × X. Let σ > 12
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satisfy
(2.16) (12 + σ)
1/2 log(12 + σ) > C(Γ, α, z0)
and also choose ν as above. Let
(2.17) β = β(α) =


α
1−c0α
, α ∈ R \ {− 1c0}
− 1c0 , α = ±∞
where
(2.18) c0 = mΓReψ(t) + Re
∑
γ∈Γ\I
Gt(z0, γz0).
For any δ > 0 and h ∈ Hσ, δ we have the identity∑
j≥−M
h(ραj )−
∑
j≥−M
h(ρj)
=
1
2π
∫ −iν+∞
−iν−∞
h(ρ)
mΓβψ
′(12 + iρ)
1 +mΓβψ(
1
2 + iρ)
dρ+ 12δΓh(0)
+
1
4π
∫ ∞
−∞
h(ρ)
{
ϕ′α
ϕα
(12 + iρ)−
ϕ′
ϕ
(12 + iρ)
}
dρ
+
∞∑
k=1
βk
∑
γ1,··· ,γk∈Γ\I
∫ ∞
lγ1,z0
· · ·
∫ ∞
lγk,z0
gβ,k(t1 + ...+ tk)
∏k
n=1 dtn∏k
n=1
√
cosh tn − cosh lγn,z0
(2.19)
where
(2.20) δΓ =


1, if 14 is not an eigenvalue of the Laplacian
0, otherwise.
3. The spectral function
We begin with the definition of the spectral function which contains infor-
mation about new eigenvalues and resonances of the operator −∆ϕ in form
of its zeros, as well as information about the eigenvalues of the Laplacian in
form of its poles.
Definition 3.1. Let α ∈ R∗ and t(1 − t) = i. We define the following
meromorphic function as the spectral function
(3.1) Sα(s) =
1
α
+ lim
z→z0
{GΓs (z, z0)− ReGΓt (z, z0)}.
And for Re s > 1 we have the expression (cf. [22], Prop. 4 which holds for
any discrete subgroup)
(3.2) Sα(s) =
1
β
+mΓψ(s) +
∑
γ∈Γ\I
Gs(z0, γz0)
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We proceed with a theorem which locates the zeros and poles of the
spectral function and states their interpretation as eigenvalues or resonances
of the operators −∆ϕ and −∆.
Theorem 3. Sα(s) has the following zeros and poles.
(i) Re s > 1: There is a zero of order one at 12 + (
1
4 − λα−M )1/2 provided
the lowest perturbed eigenvalue satisfies λα−M < 0.
(ii) 12 < Re s ≤ 1: We have zeros of order one and simple poles in
(
1
2 , 1
]
corresponding to perturbed and unperturbed eigenvalues < 14 .
(iii) Re s = 12 : There are simple poles corresponding to unperturbed eigen-
values ≥ 14 and a pole at s = 12 which is of order 2 if λ = 14 is in the
discrete spectrum, otherwise it is simple. We also have zeros of or-
der one corresponding to simultaneous solutions of E(z0,
1
2 + it) = 0
and Re
{
Sα(
1
2 + it)
}
= 0, i. e. new eigenvalues.
(iv) Re s < 12 : We have zeros corresponding to perturbed resonances and
poles corresponding to unperturbed resonances. There are also simple
poles in [0, 12) which correspond to the small eigenvalues as in (ii).
Proof. It can be seen from its meromorphic continuation that the regularised
automorphic Green’s function (GΓs −GΓt )(z, w) has simple poles correspond-
ing to the eigenvalues of the Laplacian on the critical line and the interval
[0, 1], as well as poles corresponding to the resonances of the Laplacian in
Re s < 12 . If λ =
1
4 is an eigenvalue then it follows that G
Γ
s (z, w) has a pole
of order 2 at s = 12 and otherwise a simple pole (cf. [12], p. 106 bottom).
The function Sα(s) inherits these poles. See for instance Thm. 3.5, p. 250,
in [9].
We proceed with locating the zeros of Sα(s). The zeros of Sα(s) corre-
spond to eigenfunctions of ∆ϕ (cf. [22], p. 10, Prop. 3). If Re s ≥ 12 the
zeros correspond to new eigenvalues and the corresponding eigenfunctions
are in L2(X) and so self-adjointness of ∆ϕ rules out any zeros s in Re s ≥ 12 ,
Im s 6= 0. However, if Re s < 12 the zeros correspond to resonances and
generalised non-L2 eigenfunctions which may have Im s 6= 0.
Let us consider the critical line. We recall that Sα(s) satisfies the func-
tional equation
(3.3) Sα(s) = Sα(1− s)− E(z0, s)E(z0, 1 − s)
1− 2s .
Now letting s = 12 + it, t ∈ R∗, we compute the imaginary part of Sα(12 + it)
Im
{
Sα(
1
2 + it)
}
=
1
2i
{
Sα(
1
2 + it)− Sα(12 − it)
}
=
∣∣E(z0, 12 + it)∣∣2
4t
(3.4)
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and write
(3.5) Sα(
1
2 + it) = Re
{
Sα(
1
2 + it)
}
+ i
∣∣E(z0, 12 + it)∣∣2
4t
so, since α is real, Sα(s) has a zero
1
2 + it 6= 12 on the critical line if and only
if
(3.6) E(z0,
1
2 + it) = 0, Re
{
Sα(
1
2 + it)
}
= 0.
Let ρα be a solution of the above equation. We recall the spectral expansion
of the automorphic Green’s function for Re s > 12
GΓ1
2
+iρ
(z, w) =
1
2π
∫ ∞
0
E(z, 12 + iρ
′)E(w, 12 − iρ′)
ρ′2 − ρ2 dρ
′
+
∞∑
j=−M
ϕj(z)ϕj(w)
ρ2j − ρ2
,
(3.7)
where {ϕj}∞j=−M is an orthonormal basis of Maass forms. Since E(z0, 12 +
iρα) = 0, we have
d
dρ
∣∣∣∣∣
ρ=ρα
Re
{
Sα(
1
2 + iρ)
}
=
ρα
2π
∫ ∞
−∞
|E(z0, 12 + iρ′)|2
(ρ′2 − ρα2)2 dρ
′ + 2ρα
∞∑
j=−M
|ϕj(z0)|2
(ρ2j − ρ2α)2
,
(3.8)
which shows that ρα, must be a zero of order one, since ρα 6= 0.
Now let us look at zeros on the real line. Let ρ = −iv, v > 0 to ensure
s = 12 + v >
1
2 . We obtain for the derivative of Sα(
1
2 + v) with respect to
the variable v
d
dv
Sα(
1
2
+ v) =− v
π
∫ ∞
0
∣∣E(z0, 12 + iρ′)∣∣2
(ρ′2 + v2)2
dρ′
− 2v
∞∑
j=−M
|ϕj(z0)|2
(ρ2j + v
2)2
.
(3.9)
Since Sα(
1
2 + v) is a real function on the real line, has poles in the interval
[0, 12 ] and is monotonic in between these poles, we conclude that it must take
its zeros in between these poles. If limv→+∞ |Sα(12 + v)| =∞, then there is
a zero of order one at ρα−M > ρ−M . Because of monotonicity of Sα(
1
2 +v) on
the half-line (12 ,∞) we conclude that there are only finitely many zeros in
Re s > 12 . They correspond to perturbed eigenvalues less than
1
4 . As we will
see later the corresponding eigenfunctions, which are automorphic Green’s
functions, are residues of the perturbed Eisenstein series unless E(z0,
1
2+v) =
0.
With regard to zeros in (−∞, 12) no such argument works, since the spec-
tral expansion is not valid. Such zeros correspond to perturbed resonances
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if E(z0, s) 6= 0 since the associated Green’s functions fail to be in L2(X).
If E(z0, s) = 0 the zero corresponds to a zero 1 − s ∈ (12 ,∞) since the
functional equation for Sα(s) implies Sα(s) = Sα(1− s). 
Colin de Verdiere observes in [3] that for almost all pairs (α, z0) ∈ R∗×X
the new cuspidal part of the perturbed discrete spectrum is empty. We
easily confirm this from the particular form of the spectral function Sα(s)
on the critical line.
Proposition 4. The equation
(3.10) E(z0,
1
2 + ir) = 0, Re
{
Sα(
1
2 + ir)
}
= 0, r ∈ R,
has no solutions for almost all α ∈ R∗.
Proof. Fix z0 ∈ X. Let
(3.11) Sz0 = {r ∈ R | E(z0, 12 + ir) = 0}
which is countable since E(z0, s) is meromorphic in s. Also let
(3.12) g(r) = Re lim
z→z0
{GΓ1/2+ir − 12GΓt − 12GΓt¯ }(z, z0).
We define
(3.13) Az0 = {−g(r)−1 | r ∈ Sz0 , g(r) 6= 0},
and claim that for any α /∈ Az0 ∪{0} equation (3.10) has no solution. To see
this suppose the contrary. So there exists r0 ∈ R such that E(z0, 12+ir0) = 0
and g(r0) = −α−1 6= 0 which leads to a contradiction since α /∈ Az0 . The
result follows since Az0 is countable. 
4. Perturbed Eisenstein series
The Eisenstein series E(z, s) are generalised eigenfunctions of the Lapla-
cian on such a hyperbolic surface with one cusp. In analogy with this defini-
tion we introduce an analogue of the Eisenstein series for the operator ∆ϕ.
In order to admit non-L2 eigenfunctions we enrich the domain Dϕ of ∆ϕ by
introducing the larger space
(4.1) D∗0 = C
∞
0 (X \ {z0})
where we have dropped the condition of square-integrability. We introduce
the larger domain
(4.2) D∗ϕ(α) = {g + cGΓt(·, z0) + c eiϕ(α)GΓt¯(·, z0)|(g, c) ∈ D∗0×C}
As before ∆ϕ acts on f ∈ D∗ϕ as
(4.3) ∆ϕf = ∆g − ciGΓt (z, z0) + cieiϕGΓt¯ (z, z0).
We define the perturbed Eisenstein series on X to be the solution to
(4.4) (∆ϕ + s(1− s))Eα(z, s) = 0,
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for any s ∈ C with
(4.5) Eα(·, s) ∈ D∗ϕ.
In the cusp we have the asymptotics
(4.6) Eα(x+ iy, s) = ys + ϕα(s)y
1−s +O(e−2πy), y →∞,
for some ϕα(s) ∈ C which will be a meromorphic function in s.
We now derive Eα(z, s) and prove a perturbative analogue of the func-
tional equation (2.5) which explains the connection between Eα(z, s) and
the automorphic Green’s function.
Lemma 5. The perturbed Eisenstein series is given by
(4.7) Eα(z, s) = E(z, s) − E(z0, s)
Sα(s)
GΓs (z, z0)
and satisfies
(4.8) GΓ1−s(z, z0) = θα(s)G
Γ
s (z, z0)−
E(z0, s)E
α(z, 1 − s)
1− 2s ,
where
(4.9) θα(s) =
Sα(1− s)
Sα(s)
.
Proof. Let s ∈ C and Sα(s) 6= 0. First of all we show that Eα(z, s) as given
by (4.7) is in D∗ϕ. We define
(4.10) Sα(z, s) =
1
1 + eiϕ
{GΓs −GΓt }(z, z0) +
eiϕ
1 + eiϕ
{GΓs −GΓt¯ }(z, z0).
In view of the identity (2.6) a simple calculation confirms
Sα(s) = lim
z→z0
Sα(z, s).
For the automorphic Green’s function we have the decomposition
(4.11) GΓs (z, z0) = Sα(z, s) +
1
1 + eiϕ
GΓt (z, z0) +
eiϕ
1 + eiϕ
GΓt¯ (z, z0).
Substituting this back into (4.7) we obtain the decomposition of Eα(z, s)
Eα(z, s) =E(z, s) − E(z0, s)Sα(z, s)
Sα(s)
− E(z0, s)
Sα(s)
{
1
1 + eiϕ
GΓt (z, z0) +
eiϕ
1 + eiϕ
GΓt¯ (z, z0)
}
,
(4.12)
which shows that Eα(·, s) ∈ D∗ϕ since
lim
z→z0
{
E(z, s) −E(z0, s)Sα(z, s)
Sα(s)
}
=E(z0, s)
{
1− limz→z0 Sα(z, s)
Sα(s)
}
= 0.
(4.13)
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We also see that
(∆ϕ + s(1− s))Eα(z, s)
= (∆ + s(1− s))
{
E(z, s) − E(z0, s)Sα(z, s)
Sα(s)
}
− 1
1 + eiϕ
E(z0, s)
Sα(s)
(s(1− s)− i)GΓt (z, z0)
− e
iϕ
1 + eiϕ
E(z0, s)
Sα(s)
(s(1− s) + i)GΓt¯ (z, z0),
(4.14)
and because of
(4.15) (∆ + s(1− s))E(z, s) = 0,
and
(∆ + s(1− s))Sα(z, s) = 1
1 + eiϕ
(−s(1− s) + i)GΓt (z, z0)
+
eiϕ
1 + eiϕ
(−s(1− s)− i)GΓt¯ (z, z0),
(4.16)
which follows from the iterated resolvent identity
(λ∓ i) 1
∆ + s(1− s)
1
∆± i =
1
∆± i −
1
∆ + s(1− s) ,
we have
(4.17) (∆ϕ + s(1− s))Eα(z, s) = 0.
In order to prove (4.8) we rewrite Eα(z, s) as
Eα(z, s) =E(z, s)− E(z0, s)
Sα(s)
GΓs (z, z0)
=
{
1− 2s
E(z0, 1− s) −
E(z0, s)
sα(s)
}
GΓs (z, z0)
− 1− 2s
E(z0, 1− s)G
Γ
1−s(z, z0),
(4.18)
where (2.5) was substituted. Consequently one gets the equation
Eα(z, s)E(z0, 1− s)
1− 2s
=
{
1− E(z0, 1− s)E(z0, s)
(1− 2s)Sα(s)
}
GΓs (z, z0)−GΓ1−s(z, z0).
(4.19)
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So let
θα(s) = 1− E(z0, 1− s)E(z0, s)
(1− 2s)Sα(s)
= 1− limz→z0(G
Γ
s −GΓ1−s)(z, z0)
Sα(s)
=
Sα(s)− limz→z0(GΓs −GΓ1−s)(z, z0)
Sα(s)
=
Sα(1− s)
Sα(s)
.
(4.20)

Remark 5.1. We note from (4.7) that the eigenvalues corresponding to resid-
ual Maass forms have an interpretation as residues of Eα(z, s) provided
E(z0, s) 6= 0.
It is now a straightforward corollary of the previous lemma to derive the
functional equation and therefore the scattering coefficient ϕα(s, z0) for the
perturbed Eisenstein series Eα(z, s).
Corollary 6.
(4.21) Eα(z, s) = ϕα(s)E
α(z, 1− s),
where the scattering coefficient is given by
(4.22) ϕα(s) = ϕ(s)
Sα(1− s)
Sα(s)
.
Proof. We use relation (4.8) to derive the functional equation for Eα(z, s).
We have
Eα(z, s) =− 1− 2s
E(z0, 1− s)
[
θα(s)G
Γ
s (z, z0)−GΓ1−s(z, z0)
]
=− 1− 2s
ϕ(1 − s)E(z0, s)
[
θα(s)G
Γ
s (z, z0)−GΓ1−s(z, z0)
]
=ϕ(s)
1− 2s
E(z0, s)
θα(s)
[
θα(1− s)GΓ1−s(z, z0)−GΓs (z, z0)
]
=ϕ(s)θα(s)E
α(z, 1− s)
(4.23)
which is the desired result. 
5. Bounding the spectral function
We continue with the construction of a sequence of line segments {[TN , TN−
iσ]}N∈N crossing the strip R × [0,−iσ] on which the relative zeta function
Sα(
1
2 + iρ) admits a uniform upper bound of order e
c(Γ,α,z0)T 2N lnTN for some
positive constant c(Γ, α, z0). We suspect that at least in the case of arith-
metic groups it is possible to do much better and in fact achieve a polynomial
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bound. However, for a generic non-compact surface with one cusp the gen-
eral bound on the respective Eisenstein series (cf. Thm. 12.9(d) in [9]) gives
the above bound which will suffice for our purposes.
As in the compact case the proof uses the spectral expansion of Sα(s).
The discrete part of the relative zeta function admits a uniform bound of
polynomial growth for a suitably chosen sequence of line segments and the
proof follows exactly the same lines as the proof of Proposition 9 in [22].
The case of the existence of only finitely many cusp forms is trivial.
In order to obtain the analogous bound for the continuous part we require
a bound on the scattering coefficient ϕ(s) close to the critical line.
Lemma 7. Let ξ = s − 12 and σ ≥ 12 . If 0 ≤ −Re ξ ≤ σ and | Im ξ| → ∞
then there exists a positive constant C1(Γ) s. t.
(5.1) |ϕ(s)| ≪Γ,σ eC1(Γ)(σ+| Im ξ|)
∏
γj<2|Imξ|+2
∣∣∣∣ξ − ηj − iγjξ + ηj + iγj
∣∣∣∣
∣∣∣∣ξ − ηj + iγjξ + ηj − iγj
∣∣∣∣ .
Proof. The scattering coefficient ϕ(s) is (see [9], Prop. 12.6, p. 157) of the
general form
(5.2) ϕ(s) = ϕ(12 )e
Aξ
M∏
k=1
ξ − iρ−k
ξ + iρ−k
∞∏
j=0
ξ − ηj − iγj
ξ + ηj + iγj
ξ − ηj + iγj
ξ + ηj − iγj , A > 0,
where the infinite product is convergent whenever ξ 6= ηj ± iγj. For all j we
have ηj > 0 and γj ≥ 0. We also have (cf. Prop. 12.5, p. 156 [9])
(5.3)
+∞∑
j=0
ηj
1 + γ2j
< +∞.
The first two terms are trivially bounded. We split the infinite product into
two parts. The first term is estimated as follows (cf. [9], p. 159, (**) and
the fourth line from the bottom)
∣∣∣∣∣∣log
∏
γj≥2|Imξ|+2
∣∣∣∣ξ − ηj − iγjξ + ηj + iγj
ξ − ηj + iγj
ξ + ηj − iγj
∣∣∣∣
∣∣∣∣∣∣
≤
∑
γj≥2|Imξ|+2
∣∣∣∣∣log
(
1− 4ξηj
(ηj + ξ)2 + γ2j
)∣∣∣∣∣ .
(5.4)
14 HENRIK UEBERSCHA¨R
We note that for | Im ξ| large we have
4|ξ|ηj
|(ηj + ξ)2 + γ2j |
≤ 4|ξ|ηj|Re{(ηj + ξ)2 + γ2j }|
≤ 4|ξ|ηj
(ηj +Re ξ)2 + γ
2
j − (Im ξ)2
≤ 4|ξ|ηj
γ2j − (Im ξ)2
≤ 4|ξ|ηj3
4γ
2
j + 1
≤ 4|ξ|ηj
3(Im ξ)2 + 4
≤ 4(σ + | Im ξ|)
3(Im ξ)2 + 4
< 12
(5.5)
where we have used that γj ≥ 2| Im ξ| + 2 implies 14γ2j ≥ (Im ξ)2 + 1. Note
that for |z| < 12 we have
(5.6) | log(1− z)| ≤
∞∑
k=1
|z|k
k
≤ 2|z|,
and as a consequence we have the estimate
∑
γj≥2|Imξ|+2
∣∣∣∣∣log
(
1− 4ξηj
(ηj + ξ)2 + γ2j
)∣∣∣∣∣
≤ 8|ξ|
∑
γj≥2|Imξ|+2
ηj
|(ηj + ξ)2 + γ2j |
≤ 8|ξ|
∑
γj≥2|Imξ|+2
ηj
1 + 34γ
2
j
≤ 32
3
|ξ|
+∞∑
j=0
ηj
1 + γ2j
.
(5.7)
Let C1(Γ) =
32
3
∑+∞
j=0
ηj
1+γ2j
. Then
(5.8)
∏
γj≥2|Imξ|+2
∣∣∣∣ξ − ηj − iγjξ + ηj + iγj
ξ − ηj + iγj
ξ + ηj − iγj
∣∣∣∣ ≤ eC1(Γ)|ξ| ≤ eC1(Γ)(σ+| Im ξ|).

To be able to control a residual term which, as we will see, arises from
the continous part of the spectral function we also require a bound on the
Eisenstein series on subsets of the strip 12 ≤ Re s ≤ 32 .
Lemma 8. Let c0 > 0. For any T ∈ R there exists T0 with |T −T0| ≤ c0T−20
such that
(5.9) |E(z0, 12 + t+ iT0)| ≪ T 20 e3T0
for all t ∈ [0, 1].
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Proof. We have the following bounds (cf. Thm. 12.9.(d), p. 164, Prop.
12.7, p. 161 [9], (10.13), p. 142 [12])
(5.10) |E(z0, σ + it)| ≪
√
w(t) e3|t|,
uniformly for 12 ≤ σ ≤ 32 , where w satisfies
(5.11) ∀t ∈ R : w(t) ≥ 1
and, making use of (10.13) in [12] and running through the same argument
as on pp. 161-62 in [9], w furthermore satisfies
(5.12)
∫ R
−R
w(t)dt≪ R2.
Using bound (5.12) we infer
(5.13)
∫ T+c0T−2
T−c0T−2
w(r)dr ≤ c1T 2
for some uniform constant c1 > 0. Now suppose for a contradiction that for
all r with |r − T | ≤ c0T−2 we have w(r) > c1c
−1
0
2 T
4. This implies
(5.14)
∫ T+c0T−2
T−c0T−2
w(r)dr > 2c0T
−2 c1c
−1
0
2
T 4 = c1T
2
which is a contradiction to the above bound. So we conclude that there
exists T0 with |T −T0| ≤ c0T−2 such that w(T0) ≤ c1c
−1
0
2 T
4. This implies by
bound (5.10)
(5.15) |E(z0, 12 + t+ iT0)| ≪ T 20 e3T0
for t ∈ [0, 1]. 
By using Lemmas 7 and 8 we can establish a bound on the relative zeta
function on intervals crossing the strip | Im ρ| ≤ σ in between its poles and
zeros. We bound the sum over the discrete spectrum analogously as in [22]
(cf. Proposition 9, p. 17).
Proposition 9. There exists a sequence {TN}N∈N in R+, limN→∞ TN =
+∞, such that for all N and t ∈ [0, σ] we have the uniform bound
(5.16) |Sα(12 + iρN (t))| ≪ eC2(Γ)T
2
N lnTN ,
where ρN (t) = TN − it and C2(Γ) is some positive constant.
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Proof. Recall that for Im ρ < 0 the relative zeta function Sα(
1
2 +iρ) is given
by
Sα(
1
2 + iρ) =α
−1 +
∑
j
|ϕj(z0)|2
(
1
ρ2j − ρ2
− Re
[
1
ρ2j − ρ(η)2
])
+
1
4π
∫ +∞
−∞
E(z0,
1
2 + ir)E(z0,
1
2 − ir)(
1
r2 − ρ2 −Re
[
1
r2 − ρ(η)2
])
dr.
(5.17)
Sα(
1
2 + iρ) can be continued meromorphically to the full complex plane by
shifting the contour of integration and collecting a residue. We will require
a continuation to the real line in order to establish the desired bound. We
first have to introduce some notation.
Define γ : [−1, 1] 7→ R−
(5.18) γ(t) =


− 1, if t ∈ [−13 , 13 ],
− 1 + 32(t− 13 ), if t ∈ [13 , 1],
− 1 + 32(13 + t), if t ∈ [−1,−13 ].
We define a contour ΓN (t), where ρN (t) = TN − it, t ∈ [0, σ], by the
parametrisation
(5.19) ΓN (t)(u) =


u, if |u− TN | > 16cT−1N
or if |u− TN | ≤ 16cT−1N and t ≥ 112cT−1N ,
u+ iT−1N γ(6c
−1TN (u− TN )),
if |u− TN | ≤ 16cT−1N and 0 ≤ t < 112cT−1N ,
for u ∈ R+ and c > 0 is a constant which we will determine later on in the
proof. To simplify notation we will also denote this decomposition by
(5.20) ΓN (t) = (R+\[TN − 16cT−1N , TN + 16cT−1N ]) ∪ γN (t).
Let
(5.21) δN (t) =
{
1, if 0 ≤ t < 112cT−1N
0, if t ≥ 112cT−1N .
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Then we have
Sα(
1
2 + iρN (t))
= α−1 +
∑
j
|ϕj(z0)|2
(
1
ρ2j − ρN (t)2
− Re
[
1
ρ2j − ρ(η)2
])
− δN (t)
E(z0,
1
2 + iρN (t))E(z0,
1
2 − iρN (t))
2iρN (t)
+
1
2π
∫
ΓN (t)
E(z0,
1
2 + ir)E(z0,
1
2 − ir)(
1
r2 − ρN (t)2 − Re
[
1
r2 − ρ(η)2
])
dr.
(5.22)
Recall that the set {γj}∞j=0 denotes the real parts of the resonances of
E(z, 12 + iρ) (since iρ = ξ = s − 12). Let K = {γj}∞j=0 ∪ {ρi}∞i=0 = {κl}∞l=0.
One has the upper bound (cf. (7.11), p. 101 [12])
(5.23) #{j | γj ≤ R} ≪ R2,
which implies
(5.24) #{l | κl ≤ R} = #{j | γj ≤ R}+#{i | ρi ≤ R} ≪ R2.
Therefore we can pick an infinite sequence τN =
1
2 (κN + κN+1) with |κN −
κN+1| ≥ c1τ−1N . Take c0 = 16c1 in Lemma 8. So for every N there exists TN
with |TN − τN | ≤ 16c1T−1N such that
(5.25) |E(z0, 12 + t+ iTN )| ≪ T 2Ne3TN .
We also note |κN − κN+1| ≥ cT−1N for some 0 < c < c1 and TN sufficiently
large. This implies for all j
(5.26) |ρN (t)− κj | ≥ |TN − κj | ≥ 13 |κN − κN+1| ≥ 13cT−1N .
We now turn to estimating Sα(
1
2+iρN (t)) where we use the representation
(5.22). We split the integral into two parts, where we can drop the real part
in the regularisation term for simplicity,∫
ΓN (t)
E(z0,
1
2 + ir)E(z0,
1
2 − ir)
(
1
r2 − ρN (t)2 −
1
r2 − ρ(η)2
)
dr
=
{∫
|r−TN |>cT
−1
N
/6
+
∫
γN (t)
}
E(z0,
1
2 + ir)E(z0,
1
2 − ir)(
1
r2 − ρN (t)2 −
1
r2 − ρ(η)2
)
dr.
(5.27)
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We bound the tail as follows
|ρN (t)2 − ρ(η)2|
∫ ∞
TN+cT
−1
N
/6
∣∣E(z0, 12 + ir)∣∣2 dr
|r2 − ρN (t)2||r2 − ρ(η)2|
≪T 2N
{∫ TN+1
TN+
1
6 cT
−1
N
+
∞∑
k=1
∫ TN+k+1
TN+k
} ∣∣E(z0, 12 + ir)∣∣2 dr
|r2 − ρN (t)2||r2 − ρ(η)2|
≪T 2N + T 2N
∞∑
k=2
(TN + k)
2
|(TN + k)2 − ρN (t)2||(TN + k)2 − ρ(η)2|
(5.28)
where we have used the mean value bound on Eisenstein series
(5.29)
∫ T
0
|E(z0, 12 + it)|2dt≪ T 2
which follows straight away from Prop. 7.2., p. 101 in [12].
Let
(5.30) b(υ, ω, ξ) =
υ2
(υ2 − ω)(υ2 + ξ) .
We continue with the estimate as follows
T 2N


⌊TN ⌋∑
k=2
+
∞∑
k=⌈TN ⌉

 b(TN + k, ρN (t), 14)
≤ T 3N max
2≤k≤⌊TN ⌋
b(TN + k, ρN (t),
1
4) + T
2
N
∞∑
k=⌈TN ⌉
b(TN + k, ρN (t),
1
4)
(5.31)
It follows from Re{ρN (t)2} = T 2N − t2 that
max
2≤k≤⌊TN ⌋
b(TN + k, ρN (t),
1
4)≪ T−1N .
On the other hand the sum can be bounded by an integral as follows
∞∑
k=⌈TN ⌉
b(TN + k, T
2
N − t2, 14)
≪
∫ ∞
⌈TN ⌉
b(TN + x, T
2
N − t2, 14)dx
= T−1N
∫ ∞
T−1
N
⌈TN ⌉
b(1 + y, 1− T−2N t2, 14T−2N )dy
≪ T−1N
(5.32)
We obtain the following bound for the tail
(5.33) |ρN (t)2 − ρ(η)2|
∫ ∞
TN+cT
−1
N
/6
∣∣E(z0, 12 + ir)∣∣2 dr
|r2 − ρN (t)2||r2 − ρ(η)2| ≪ T
2
N
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We bound the central part by∫ 1
−1
|E(z0, 12 + i[γN (t)](r))|2
|ϕ(12 − i[γN (t)](r))|
|[γN (t)](r)2 − ρN (t)2||[γN (t)](r)2 − ρ(η)2|
∣∣∣∣d[γN (t)](r)dr
∣∣∣∣ dt
≪T 2N
∫ TN+cT−1N /6
TN−cT
−1
N
/6
w(r)e6|r|dr sup
r∈ γN (t)
|ϕ(12 − ir)|
|r2 − ρN (t)2||r2 − ρ(η)2|
≪T 4Ne6TN sup
r∈ γN (t)
|ϕ(12 − ir)|
|r2 − ρN (t)2||r2 − ρ(η)2|
(5.34)
which follows from (5.10) and (5.12).
For r ∈ γN (t) we have
(5.35) |r − ρN (t)| ≥ 112cT−1N
and for TN large
(5.36) |r + ρN (t)| = TN +O(T−1N ), |r2 − ρ(η)2| = T 2N +O(1).
Hence
(5.37) sup
r∈γN (t)
1
|r2 − ρN (t)2||r2 − ρ(η)2| ≪ TN .
Let ξ = −ir and r ∈ γN (t). Assume γj < 2| Im ξ|+ 2. Then we have
(5.38) |ξ + ηj ± iγj| = |Re ξ + ηj + i Im ξ ± iγj | ≥ | Im ξ ± γj | ≥ 13cT−1N
by the choice of the sequence {TN}N .
Let η = supj ηj. We know that η < +∞ (cf. [9], last line in the proof of
Prop. 12.5, p. 157). We thus have
|ξ − ηj + i Im ξ ± iγj | ≤ |Re ξ|+ ηj + | Im ξ|+ |γj |
≤ σ + η + 2| Im ξ|+ 2≪ TN .(5.39)
This implies∏
γj<2|Imξ|+2
∣∣∣∣ξ − ηj − iγjξ + ηj + iγj
∣∣∣∣
∣∣∣∣ξ − ηj + iγjξ + ηj − iγj
∣∣∣∣≪T 4#{j|γj<2|Imξ|+2}N
≤T 4c˜(Γ)(2(TN+cT
−1
N
/6)+2)2
N
≪ e16c˜(Γ)T 2N lnTN
(5.40)
for some positive constant c˜(Γ), where the bound in the second line follows
from (5.23). Together with Lemma 7 we obtain
(5.41) sup
r∈γN (t)
|ϕ(12 − ir)| ≪ e16cT
2
N lnTN .
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For the residual term we have
∣∣∣∣∣E(z0,
1
2 + iρN (t))E(z0,
1
2 − iρN (t))
2ρN (t)
∣∣∣∣∣
=
|E(z0, 12 + t+ iTN )|2|ϕ(12 − t− iTN )|
2|TN − it|
≪ T 3Ne6TN+16cT
2
N lnTN
(5.42)
where we have used (5.25) and (5.40). Since we know that the sum in (5.22)
is polynomially bounded in TN the result follows straightaway. 
6. The trace formula
The key idea in the proof of the trace formula is to exploit the properties
of the relative zeta function Sα(s). In particular this means the zeros and
poles of Sα(s) which are associated with the perturbed and unperturbed
discrete spectrum. We also need to make use of its link with the perturbed
Eisenstein series via the scattering coefficient
(6.1) ϕα(s) = ϕ(s)
Sα(1− s)
Sα(s)
.
Let B(T ) = [iσ,−iσ]× [−T, T ] such that ∂B(T ) does not contain any zeros
or poles of Sα(s). Similarly to the compact case the strategy in the proof of
the trace formula is to first of all prove a truncated version. We then absorb
the resonances into an integral along the critical line. Finally we prove the
necessary bounds to justify the limit T → ∞. Throughout the proof we
shall assume that α ∈ R\{0} is generic in the sense that there are only
finitely many new perturbed eigenvalues (i. e. ignoring possible inherited
degenerate eigenvalues of ∆). Proposition 4 shows that the exceptional
set is at most countable. So once we have obtained the proof of the trace
formula for generic α we can extend the result to any α by continuity. Here
it will be crucial that any resonances near the critical line are controlled by
Proposition 12.
Let us begin by deriving an expression involving the resonances. We can
express the sum over perturbed and unperturbed resonances in the strip
0 < Im ρ < σ in terms of the following integral. We also pick up the small
perturbed eigenvalues, since those are encoded in the perturbation factor of
the perturbed scattering coefficient ϕα(s)/ϕ(s) = θα(s).
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Lemma 10. Choose σ, T as above. Let h ∈ Hσ,δ. Then
−
∑
rj∈B(T )
h(rj) +
∑
rαj ∈B(T )
h(rαj )−
∑
ραj ∈(0,−iσ)
h(ραj )
=
1
2πi
[∫ −iσ+T
−iσ−T
−
∫ T
−T
]
h(ρ)
d
dρ
log θα(
1
2 + iρ)dρ
+
1
2πi
[∫ −iσ−T
−T
+
∫ T
−iσ+T
]
h(ρ)
d
dρ
log θα(
1
2 + iρ)dρ.
(6.2)
Proof. We prove the result by contour integration along the boundary of the
box [0,−iσ] × [−T, T ]. Since we are integrating h against the logarithmic
derivative of the meromorphic function θα
(
1
2 + iρ
)
, when we shift across the
contour from the line Im ρ = −σ to the real line we collect a residue −kh(ρ′)
at every pole ρ′ of order k of θα
(
1
2 + iρ
)
and a residue kh(ρ′) at every zero
ρ′ of order k. The function
(6.3) θα(
1
2 + iρ) =
Sα(
1
2 − iρ)
Sα(
1
2 + iρ)
has no zeros or poles corresponding to the unperturbed eigenvalues {ρj}j
since the corresponding poles cancel because of symmetry
(6.4) 0 = Sα(
1
2 + iρj)
−1 = Sα(
1
2 − iρj)−1
where the zeros are of order one. Sα(
1
2 − iρ) has poles corresponding to
the unperturbed resonances at {−rj}j inside the box [0,−iσ]× [−T, T ] and
for each of them we collect a residue −h(−rj) = −h(rj). It also has zeros
corresponding to perturbed resonances at {−rαj }j inside the box [0,−iσ] ×
[−T, T ]. For each of them we pick up a residue h(−rαj ) = h(rαj ). The
function Sα(
1
2+iρ)
−1 has simple poles in the interval (0,−iσ) corresponding
to the small perturbed eigenvalues at {ραj }−1j=−M . For each of them we pick
up a residue −h(−ραj ) = −h(ραj ). The result follows from Cauchy’s residue
theorem where we count multiplicities separately. 
We use the previous Lemma to prove a truncated trace formula. In the
following let σ ≥ 12 , δ > 0 and h ∈ Hσ,δ.
Proposition 11. Let δΓ = 1 if λ =
1
4 is not an eigenvalue of the Laplacian
and δΓ = 0 otherwise. Then we have∑
ραj ∈B(T )
h(ραj )−
∑
ρj∈B(T )
h(ρj)
=
1
2π
[∫ −iσ+T
−iσ−T
+
∫ −T−iσ
−T
+
∫ T
T−iσ
]
h(ρ)
S′α
Sα
(12 + iρ)dρ
+ 12δΓh(0) +
1
4π
∫ T
−T
h(ρ)
θ′α
θα
(12 + iρ)dρ.
(6.5)
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Proof. We introduce the symmetric function
(6.6) Ψ(s) = Sα(s)Sα(1− s).
and claim that
1
πi
[∫ −iσ+T
−iσ−T
+
∫ iσ+T
−iσ+T
]
h(ρ)
d
dρ
log Ψ(12 + iρ)dρ
= − 2δΓh(0) + 4
∑
ραj ∈(−T,T )
h(ραj )− 4
∑
ρj∈B(T )
h(ρj)− 2
∑
rj∈B(T )
h(rj)
+ 2
∑
ραj ∈(0,−iσ)
h(ραj ) + 2
∑
rαj ∈B(T )
h(rαj ).
(6.7)
The above identity is easily proven by contour integration along the bound-
ary of the box [iσ,−iσ] × [−T, T ]. We simply have to count all zeros and
poles of Ψ(s) that lie inside the box. From Theorem 3 we know that
Sα(
1
2 + iρ) has simple poles at {ρj}ρj∈B(T ) and {−ρj}ρj∈B(T ) correspond-
ing to eigenvalues {λj}ρj∈B(T ), λj = 14 + ρ2j . They have the same residues,
ie. −h(ρj) = −h(−ρj) and −h(ρ−j) = −h(−ρ−j), because of evenness of h.
So we collect residues −2∑ρj∈B(T ) h(ρj) altogether. We also collect residues
−∑rj∈B(T ) h(rj) at the unperturbed resonances {rj}rj∈B(T ) that lie inside
the box.
Also from Theorem 3 we know that Sα(s) has zeros of order one at
{ραj }ραj ∈(−T,T ) and {−ραj }ραj ∈(−T,T ) corresponding to the perturbed eigen-
values {λαj }ραj ∈(−T,T ), where λαj = 14 + ραj 2 ≥ 14 , since the condition for the
existence of a zero on the critical line implies E(z0,
1
2+iρ
α
j ) = 0 and therefore
by (3.3)
(6.8) 0 = Sα(
1
2 + iρ
α
j ) = Sα(
1
2 − iραj ),
so the residues are the same and altogether we collect 2
∑
ραj ∈(−T,T )
h(ραj ).
It is crucial to note that in the case of the small perturbed eigenval-
ues it is not a requirement that E(z0, s) vanishes at the corresponding
point. Therefore we may have only one zero of order one corresponding to a
small eigenvalue 14 + ρ
α
−j
2 at ρα−j ∈ (0,−iσ). Altogether we collect residues∑
ραj ∈(0,−iσ)
h(ραj ). For the perturbed resonances {rαj }rαj ∈B(T ), which corre-
spond to zeros of Sα(
1
2 + iρ) in the halfplane Im ρ > 0, we collect residues∑
rαj ∈B(T )
h(rαj ). Finally, if λ =
1
4 is an eigenvalue we collect a residue
−2h(0) at s = 12 since the pole is of order 2. If λ = 14 is not an eigenvalue,
then we collect a residue −h(0) and we shall write this separately in the
final summation over residues, since it has no interpretation with respect to
an eigenvalue.
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By evenness of h and Ψ we can write
1
2πi
∫
∂B
h(ρ)
d
dρ
logΨ(12 + iρ)dρ
=
1
πi
[∫ −iσ+T
−iσ−T
+
∫ iσ+T
−iσ+T
]
h(ρ)
d
dρ
logΨ(12 + iρ)dρ
(6.9)
By Cauchy’s residue theorem the RHS equals the sum over the residues
collected. By evenness of h and Ψ(12 + iρ) = Sα(
1
2 + iρ)Sα(
1
2 − iρ) the sum
over the residues equals exactly twice the sums over residues listed above.
This proves the above claim. We now apply the previous Lemma in order
to express the resonances which appear above in terms of an integral and a
finite sum over the small perturbed eigenvalues. We have
− 2
∑
rj∈B(T )
h(rj) + 2
∑
rαj ∈B(T )
h(rαj )
=
1
πi
[∫ −iσ+T
−iσ−T
−
∫ T
−T
+
∫ −iσ−T
−T
+
∫ T
−iσ+T
]
h(ρ)
d
dρ
log θα(
1
2 + iρ)dρ
+ 2
∑
ραj ∈(0,−iσ)
h(ραj ).
(6.10)
After substituting and dividing through by 4 we obtain
1
4πi
[∫ −iσ+T
−iσ−T
+
∫ iσ+T
−iσ+T
]
h(ρ)
d
dρ
logΨ(12 + iρ)dρ
=− 12δΓh(0) +
∑
ραj ∈B(T )
h(ραj )−
∑
ρj∈B(T )
h(ρj)
+
1
4πi
[∫ −iσ+T
−iσ−T
−
∫ T
−T
]
h(ρ)
d
dρ
log θα(
1
2 + iρ)dρ
+
1
4πi
[∫ −iσ−T
−T
+
∫ T
−iσ+T
]
h(ρ)
d
dρ
log θα(
1
2 + iρ)dρ
(6.11)
We can rewrite
(6.12)
∫ iσ+T
T
h(ρ)
d
dρ
logΨ(12 + iρ)dρ =
∫ −iσ−T
−T
h(ρ)
d
dρ
logΨ(12 + iρ)dρ
since the integrand is odd. Therefore, noting the relation
(6.13) Ψ(s) = Sα(s)
2θα(s),
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we have
1
4πi
∫ iσ+T
−iσ+T
h(ρ)
d
dρ
logΨ(12 + iρ)dρ
− 1
4πi
[∫ −iσ−T
−T
+
∫ T
−iσ+T
]
h(ρ)
d
dρ
log θα(
1
2 + iρ)dρ
=
1
2πi
[∫ −T−iσ
−T
+
∫ T
T−iσ
]
h(ρ)
d
dρ
log Sα(
1
2 + iρ)dρ.
(6.14)
Similarly we have
1
4πi
∫ −iσ+T
−iσ−T
h(ρ)
d
dρ
log Ψ(12 + iρ)dρ
− 1
4πi
∫ −iσ+T
−iσ−T
h(ρ)
d
dρ
log θα(
1
2 + iρ)dρ
=
1
2πi
∫ −iσ+T
−iσ−T
h(ρ)
d
dρ
log Sα(
1
2 + iρ)dρ.
(6.15)
So finally we can rewrite equation (6.11) as
1
2πi
[∫ −iσ+T
−iσ−T
+
∫ −T−iσ
−T
+
∫ T
T−iσ
]
h(ρ)
d
dρ
logSα(
1
2 + iρ)dρ
= − 12δΓh(0) +
∑
ραj ∈B(T )
h
(
ραj
)− ∑
ρj∈B(T )
h (ρj)
− 1
4πi
∫ T
−T
h(ρ)
d
dρ
log θα(
1
2 + iρ)dρ,
(6.16)
which is the desired result. 
For the proof of the trace formula we need to be able to control the term
containing the scattering coefficients. We state this result in the following
proposition.
Proposition 12. For any h ∈ Hσ, δ
(6.17)
1
4π
∫ +∞
−∞
h(ρ)
{
ϕ′α
ϕα
(12 + iρ)−
ϕ′
ϕ
(12 + iρ)
}
dρ
converges absolutely.
Proof. We recall that the perturbed scattering coefficient is given by
(6.18) ϕα(s) = ϕ(s)
Sα(1− s)
Sα(s)
.
Consequently,
(6.19)
ϕ′α
ϕα
(s)− ϕ
′
ϕ
(s) =
d
ds
log
Sα(1− s)
Sα(s)
,
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and therefore
1
4π
∫ T
−T
h(ρ)
{
ϕ′α
ϕα
(12 + iρ)−
ϕ′
ϕ
(12 + iρ)
}
dρ
=
1
4πi
∫ T
−T
h(ρ)
d
dρ
log
Sα(
1
2 − iρ)
Sα(
1
2 + iρ)
dρ
=
1
2πi
h(T ) log
Sα(
1
2 − iT )
Sα(
1
2 + iT )
− 1
4πi
∫ T
−T
h′(ρ) log
Sα(
1
2 − iρ)
Sα(
1
2 + iρ)
dρ.
(6.20)
So in order to prove the existence of the limit as T →∞ we have to estimate
(6.21) log
Sα(
1
2 − iρ)
Sα(
1
2 + iρ)
for ρ ∈ R. We know that
(6.22) Sα(
1
2 + iρ) = r(ρ)e
iθ(ρ),
where θ(ρ) = argSα(
1
2+iρ) and r(ρ) =
∣∣Sα(12 + iρ)∣∣. We recall the functional
equation
(6.23) Sα(s) = Sα(1− s)− E(z0, s)E(z0, 1 − s)
1− 2s ,
and see as a consequence
(6.24) r(ρ) sin θ(ρ) = ImSα(
1
2 + iρ) =
1
4ρ
∣∣E(z0, 12 + iρ)∣∣2 .
This together with meromorphicity of Sα(s) implies |θ(ρ)| ≤ π. In fact
this bound holds in the strip −σ ≤ Im ρ ≤ 0. To see this observe that for
Re ρ > 0 we have
ImSα(
1
2 + iρ)
= − Re ρ Im ρ
2π
∫ +∞
0
|E(z0, 12 + ir)|2dr
(Re ρ)2 − r2 − (Im ρ)2)2 + 4(Re ρ)2(Im ρ)2
− Re ρ Im ρ
∞∑
j=−M
|ϕj(z0)|2
((Re ρ)2 − ρ2j − (Im ρ)2)2 + 4(Re ρ)2(Im ρ)2
≥ 0
(6.25)
From the functional equation we see
(6.26) lim
Im ρ→0
ImSα(
1
2 + iρ) =
|E(z0, 12 + iRe ρ)|2
2Re ρ
≥ 0.
From this observation and since Sα(
1
2 + iρ) is meromorphic, it follows that
Sα(
1
2+i·) maps any smooth curve in the strip −σ ≤ Im ρ ≤ 0 which contains
no poles of Sα(
1
2+iρ) to a smooth curve in the upper halfplane. In particular
this implies that the winding number of any such curve is 0. This implies
0 ≤ argSα(12 + iρ) ≤ π for Re ρ > 0 and −σ ≤ Im ρ ≤ 0 away from poles.
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In the same way one sees that −π ≤ argSα(12 + iρ) ≤ 0 for Re ρ < 0 and−σ ≤ Im ρ ≤ 0 away from poles.
So we have
(6.27)
∣∣∣∣∣log Sα(
1
2 − iρ)
Sα(
1
2 + iρ)
∣∣∣∣∣ =
∣∣∣∣∣log r(−ρ)e
−iθ(ρ)
r(ρ)eiθ(ρ)
∣∣∣∣∣ = 2 |θ(ρ)| ≤ 2π,
where we have used
(6.28) r(ρ) = |Sα(12 + iρ)| = |Sα(12 + iρ)| = |Sα(12 − iρ)| = r(−ρ).
and the fact that Sα(
1
2 + iρ)Sα(
1
2 − iρ) is analytic on the real line.
Now we can estimate the tail as follows
1
4π
∣∣∣∣
∫ ∞
T
h(ρ)
{
ϕ′α
ϕα
(12 + iρ)−
ϕ′
ϕ
(12 + iρ)
}
dρ
∣∣∣∣
=
1
4π
∣∣∣∣∣
∫ ∞
T
h(ρ)
d
dρ
log
Sα(
1
2 − iρ)
Sα(
1
2 + iρ)
dρ
∣∣∣∣∣
≤ 1
4π
|h(T )|
∣∣∣∣∣log Sα(
1
2 − iT )
Sα(
1
2 + iT )
∣∣∣∣∣
+
1
4π
∣∣∣∣∣
∫ ∞
T
h′(ρ) log
Sα(
1
2 − iρ)
Sα(
1
2 + iρ)
dρ
∣∣∣∣∣
≤ 1
4π
|h(T )|
∣∣∣∣∣log Sα(
1
2 − iT )
Sα(
1
2 + iT )
∣∣∣∣∣
+
1
4π
∫ ∞
T
|h′(ρ)|
∣∣∣∣∣log Sα(
1
2 − iρ)
Sα(
1
2 + iρ)
∣∣∣∣∣ dρ.
(6.29)
We only have to estimate one tail because the relation
(6.30)
ϕ′(s)
ϕ(s)
=
ϕ′(1− s)
ϕ(1− s)
implies that the integrand is even on the critical line. As an immediate
consequence of the decay of h and the above bound on the logarithm we
conclude
(6.31) lim
T→∞
1
4π
|h(T )|
∣∣∣∣∣log Sα(
1
2 − iT )
Sα(
1
2 + iT )
∣∣∣∣∣ = 0.
Since h ∈ Hσ,δ we have the estimate
(6.32) |h′(ρ)| ≪ (1 + |Re ρ|)−2−δ
uniformly in the strip | Im ρ| ≤ σ − ǫ for any 0 < ǫ < σ. So we obtain
(6.33) lim
T→∞
1
4π
∫ ∞
T
|h′(ρ)|
∣∣∣∣∣log Sα(
1
2 − iρ)
Sα(
1
2 + iρ)
∣∣∣∣∣ dρ = 0.
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We conclude
lim
T→∞
1
4π
∫ T
−T
h(ρ)
{
ϕ′α
ϕα
(12 + iρ)−
ϕ′
ϕ
(12 + iρ)
}
dρ
=
1
4π
∫ ∞
−∞
h(ρ)
{
ϕ′α
ϕα
(12 + iρ)−
ϕ′
ϕ
(12 + iρ)
}
dρ.
(6.34)

With the previous work we are able to justify the existence of the limit
T →∞ of the truncated trace formula (6.5).
Corollary 13. Let {Tn} be any sequence in R+ in between eigenvalues
{ρj}+∞j=0, {ραj }+∞j=0 and real parts of resonances {Re rj}+∞j=0 and accumulat-
ing at +∞. Then the limit
(6.35)
1
2πi
lim
n→∞
{∫ Tn
−iσ+Tn
+
∫ −iσ−Tn
−Tn
}
h(ρ)
d
dρ
log Sα(
1
2 + iρ)dρ
exists.
Proof. We have the identity
1
2πi
{∫ Tn
−iσ+Tn
+
∫ −iσ−Tn
−Tn
}
h(ρ)
d
dρ
log Sα(
1
2 + iρ)dρ
=
∑
ραj ∈B(Tn)
h(ραj )−
∑
ρj∈B(Tn)
h(ρj)
− 1
2πi
∫ −iσ+Tn
−iσ−Tn
h(ρ)
d
dρ
logSα(
1
2 + iρ)dρ
− 12δΓh(0) −
1
4π
∫ Tn
−Tn
h(ρ)
θ′α
θα
(12 + iρ)dρ.
(6.36)
The standard upper bound on the number of eigenvalues and the decay of
h imply that the sums over the eigenvalues converge absolutely. By Propo-
sition 12 the limit
(6.37) lim
T→∞
1
4π
∫ T
−T
h(ρ)
θ′α
θα
(12 + iρ)dρ =
1
4π
∫ ∞
−∞
h(ρ)
θ′α
θα
(12 + iρ)dρ
exists. Finally, for Im ρ = −σ, we have as a consequence of Lemma 9
(6.38) Sα(
1
2 + iρ) = mψ(
1
2 + iρ) +O(1)
which implies, for Im ρ = −σ and |ρ| large, using boundedness of argSα(12 +
iρ) away from poles,
(6.39) log Sα(
1
2 + iρ) = O(log log |ρ|).
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From an integration by parts we have∫ −iσ+T
−iσ−T
h(ρ)
d
dρ
log Sα(
1
2 + iρ)dρ
= h(−iσ + T ) log Sα(12 + σ + iT )
− h(−iσ − T ) log Sα(12 + σ − iT )
−
∫ −iσ+T
−iσ−T
h′(ρ) log Sα(
1
2 + iρ)dρ
(6.40)
which implies
lim
T→∞
∫ −iσ+T
−iσ−T
h(ρ)
d
dρ
logSα(
1
2 + iρ)dρ
= lim
T→∞
∫ −iσ+T
−iσ−T
h′(ρ) log Sα(
1
2 + iρ)dρ
(6.41)
since
lim
T→+∞
h(−iσ + T ) log Sα(12 + σ + iT )
= lim
T→+∞
h(−iσ − T ) log Sα(12 + σ − iT ) = 0.
(6.42)
Now the integral on the RHS of (6.41) clearly converges because of (6.39)
and h ∈ Hσ,δ. Consequently the limit of the boundary term exists as we
stretch the box to infinity. 
We can now apply Proposition 9 making use of the particular test func-
tion, which is constructed in Lemma 11 in [22], to derive a bound on a
sequence of integrals which will eventually lead to the required bound on
the corresponding sequence of boundary terms (6.35) which we require in
order to show that its limit vanishes.
Proposition 14. There exists {TN(j)}j ⊂ R+, limj→∞ TN(j) = ∞, such
that for any ǫ > 0 we have
(6.43)
∫ TN(j)
TN(j)−iσ
∣∣ log |Sα(12 + iρ)|∣∣|dρ| ≪ǫ T 2+ǫN(j).
Proof. Consider the sequence {TN}N of Proposition 9. We choose the sub-
sequence {TN(j)}j as in Lemma 11 in [22]. Fix ǫ > 0. We pick the test
function hǫ ∈ Hσ,ǫ given in this lemma (the explicit construction is given in
the appendix of [22]) and we recall its properties
(6.44) hǫ(ρ) = hǫ(ρ¯)
and uniformly in ρ ∈ [TN(j), TN(j) − iσ]
(6.45) |Reh′ǫ(ρ)| ≫ T−2−ǫN(j) .
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We have by integration by parts{∫ TN(j)
TN(j)−iσ
+
∫ −TN(j)−iσ
−TN(j)
}
hǫ(ρ)
d
dρ
logSα(
1
2 + iρ)dρ
= hǫ(TN(j)) log Sα(
1
2 + iTN(j))
− hǫ(TN(j) − iσ) log Sα(12 + σ + iTN(j))
+ hǫ(−TN(j) − iσ) log Sα(12 + σ − iTN(j))
− hǫ(−TN(j)) log Sα(12 − iTN(j))
−
{∫ TN(j)
TN(j)−iσ
+
∫ −TN(j)−iσ
−TN(j)
}
h′ǫ(ρ) log Sα(
1
2 + iρ)dρ.
(6.46)
We know that the LHS converges. Recall
|Sα(12 + σ ± iTN(j))| ∼ ψ(12 + σ ± iTN(j))
∼ log TN(j), j →∞.
(6.47)
We have
(6.48) |hǫ(ρ)| ≪ (1 + |Re ρ|)−2−ǫ
uniformly for | Im ρ| ≤ σ. It follows that the second and third term converge
to zero as j →∞. For the first term and very similarly for the fourth term
we have
hǫ(TN(j)) log Sα(
1
2 + iTN(j))
= hǫ(TN(j)) log |Sα(12 + iTN(j))|
+ ihǫ(TN(j)) arg Sα(
1
2 + iTN(j)).
(6.49)
We can rewrite the fifth term as{∫ TN(j)
TN(j)−iσ
+
∫ −TN(j)−iσ
−TN(j)
}
h′ǫ(ρ) log |Sα(12 + iρ)|dρ
+ i
{∫ TN(j)
TN(j)−iσ
+
∫ −TN(j)−iσ
−TN(j)
}
h′ǫ(ρ) arg Sα(
1
2 + iρ)dρ
(6.50)
Recall that argSα(
1
2 + iρ) is bounded away from poles in −σ ≤ Im ρ ≤ 0.
This implies | arg Sα(12 + iρ)| ≪ 1 for ρ ∈ [TN (j), TN (j) − iσ], as we recall
that the sequence {TN(j)}j is chosen such that the intervals do not contain
any poles of Sα(
1
2 + iρ). It hence follows
(6.51) |hǫ(±TN(j))|| arg(Sα(12 ± iTN(j)))| ≪ T−2−ǫN(j)
and
(6.52)
{∫ TN(j)
TN(j)−iσ
+
∫ −TN(j)−iσ
−TN(j)
}
h′ǫ(ρ) arg Sα(
1
2 + iρ)dρ≪ T−2−ǫN .
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Combining all this we conclude that the limit of
{hǫ(TN(j))− hǫ(−TN(j))} log |Sα(12 + iTN(j))|
−
{∫ TN(j)
TN(j)−iσ
+
∫ −TN(j)−iσ
−TN(j)
}
h′ǫ(ρ) log |Sα(12 + iρ)|dρ
(6.53)
which we can rewrite as
=
∫ TN(j)
TN(j)−iσ
{h′ǫ(ρ)− h′ǫ(−ρ¯)} log |Sα(12 + iρ)|dρ
= − 2i
∫ σ
0
Reh′ǫ(TN(j) + i(r − σ)) log |Sα(12 + σ − r + iTN(j))|dr
(6.54)
exists as j → ∞. We have used evenness of hǫ and h′ǫ(−ρ¯) = −h′ǫ(ρ¯) =
−h′ǫ(ρ). From Proposition 9 we know that there exists a positive constant
c(Γ) such that
(6.55) log{c(Γ)e−16C2(Γ)T 2N(j) lnTN(j) |Sα(12 + iρ)|} ≤ 0
for all j and ρ ∈ [TN(j), TN(j) − iσ]. From Lemma 25 we have for ρ ∈
[TN(j) − iσ, TN(j)] and TN(j) large that −Reh′ǫ(ρ) = |Reh′ǫ(ρ)| >> T−2−ǫN(j)
uniformly in j and ρ. Let Ej = e
−16C2(Γ)T 2N(j) lnTN(j) . Hence
T−2−ǫN(j)
∫ σ
0
∣∣log {c(Γ)Ej |Sα(12 + σ − r + iTN(j))|}∣∣ dr
≪
∫ σ
0
|Reh′ǫ(TN(j) + i(r − σ))|
× ∣∣log {c(Γ)Ej |Sα(12 + σ − r + iTN(j))|}∣∣ dr
=
∣∣∣∣∣
∫ σ
0
Reh′ǫ(TN(j) + i(r − σ))
× log {c(Γ)Ej |Sα(12 + σ − r + iTN(j))|} dr
∣∣∣∣∣
(6.56)
which converges as j →∞. It follows for any δ > 0∫ TN(j)
TN(j)−iσ
∣∣ log |Sα(12 + iρ)|∣∣|dρ|
=
∫ σ
0
∣∣ log{c(Γ)Ej |Sα(12 + σ − r + iTN(j))}∣∣dr
+O(T 2N(j) lnTN(j))
≪T 2+δN(j).
(6.57)

We can now apply Proposition 14 to derive the vanishing of the sequence
of boundary terms (6.35).
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Theorem 15. Let δ, ǫ > 0 and {TN(j)}j as above. Then for any h ∈ Hσ+ǫ,δ
(6.58) lim
TN(j)→∞
∫ TN(j)
TN(j)−iσ
h(ρ)
S′α
Sα
(12 + iρ)dρ = 0.
Proof. We follow the same lines as in Proposition 14. In exactly the same
way as in the proof above we obtain the identity (6.54) for h ∈ Hσ+ǫ,δ ⊂ Hσ,δ.
So
lim
j→∞
{∫ TN(j)
TN(j)−iσ
+
∫ −TN(j)−iσ
−TN(j)
}
h(ρ)
d
dρ
log Sα(
1
2 + iρ)dρ
= lim
j→∞
∫ TN(j)
TN(j)−iσ
{h′(ρ)− h′(−ρ¯)} log |Sα(12 + iρ)|dρ.
(6.59)
The limit vanishes since∫ TN(j)
TN(j)−iσ
|{h′(ρ)− h′(−ρ¯)}|∣∣ log |Sα(12 + iρ)|∣∣|dρ|
≪ T−2−δN(j)
∫ TN(j)
TN(j)−iσ
∣∣ log |Sα(12 + iρ)|∣∣dρ|.
(6.60)
where we have used Proposition 14 and observe that by Cauchy’s theorem
h ∈ Hσ+ǫ,δ implies
(6.61) |h′(ρ)| ≪ (1 + |Re ρ|)−2−δ
uniformly in | Im ρ| ≤ σ. 
As an application of Theorem 15 we can now prove the trace formula.
Let h ∈ Hσ,δ for any σ > 12 and δ > 0. We will make a specific choice of σ
below. We observe that∫ −iσ+T
−iσ−T
h(ρ)
S′α
Sα
(12 + iρ)dρ
=h(−iσ + T ) log Sα(12 + σ + iT )
− h(−iσ − T ) log Sα(12 + σ − iT )
−
∫ −iσ+T
−iσ−T
h′(ρ) log Sα(
1
2 + iρ)dρ
(6.62)
and, because of (6.47), (6.25) and the decay of h,
(6.63) lim
T→∞
h(−iσ ± T ) log Sα(12 + σ ± iT ) = 0.
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Thus we can take T →∞ in (6.5) to obtain∑
j≥−M
h(ραj )−
∑
j≥−M
h(ρj)
= − 1
2πi
∫ −iσ+∞
−iσ−∞
h′(ρ) log Sα(
1
2 + iρ)dρ
+ 12δΓh(0) +
1
4π
∫ +∞
−∞
h(ρ)
θ′α
θα
(12 + iρ)dρ.
(6.64)
where we have used Theorem 15, Proposition 12, the existence of the limit
(6.41), the standard bound on the unperturbed cuspidal spectrum and our
choice of generic α which ensures that the sum over perturbed eigenvalues is
finite. Since Sα(s) depends continuously on α 6= 0 and Proposition 12 gives
us control over the resonances we can extend (6.64) to the countable set of
non-generic values of α. In particular Proposition 12 and the fact that the
zeros of of Sα(s) move continuously under variation of α 6= 0 imply that the
trace over unperturbed eigenvalues will converge absolutely.
The first term on the RHS can now be split as follows
− 1
2πi
∫ −iσ+∞
−iσ−∞
h′(ρ) log Sα(
1
2 + iρ)dρ
=
1
2πi
∫ −iσ+∞
−iσ−∞
h(ρ)
mΓβψ
′(12 + iρ)
1 +mΓβψ(
1
2 + iρ)
dρ
+
1
2πi
∫ −iσ+∞
−iσ−∞
h′(ρ) log

1 +
G
Γ\I
1/2+iρ(z0, z0)
1 +mΓβψ(
1
2 + iρ)

 dρ
(6.65)
where
G
Γ\I
1/2+iρ(z0, z0) =
∑
γ∈Γ\I
G1/2+iρ(z0, γz0).
The following bound justifies expanding the logarithm on the r.h.s. into a
power series for sufficiently large σ.
Lemma 16. Let σ ≥ 12 be large enough such that (2.16) is satisfied. Then
(6.66)
∣∣∣∣∣∣
G
Γ\I
1/2+iρ(z0, z0)
1 +mΓβψ(
1
2 + iρ)
∣∣∣∣∣∣ < 1.
Proof. For Im ρ = −σ we have the bound (cf. Lemma 5 in [22], which works
for any discrete subgroup)
(6.67) |GΓ\I1/2+iρ(z0, z0)| ≪
1√
σ
.
Also note |ψ(12 +iρ)| ≫ log(12 +σ) for Im ρ = −σ. So there exists a constant
C(Γ, α, z0) > 0 which depends on the implied constant in (6.67), such that
(2.16) implies the result. 
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Following the arguments of the compact case (cf. [22], eq. (5.47)-(5.58),
pp. 17-19) we obtain
− 1
2πi
∫ −iσ+∞
−iσ−∞
h′(ρ) log Sα(
1
2 + iρ)dρ
=
1
2π
∫ −iν+∞
−iν−∞
h(ρ)
mΓβψ
′(12 + iρ)
1 +mΓβψ(
1
2 + iρ)
dρ
+
∞∑
k=1
βk
∑
γ1,··· ,γk∈Γ\I
∫ ∞
lγ1,z0
· · ·
∫ ∞
lγk,z0
gβ,k(t1 + ...+ tk)
∏k
n=1 dtn∏k
n=1
√
cosh tn − cosh lγn,z0
(6.68)
where ν = ν(α) is chosen as above and
(6.69) gβ,k(t) =
(−1)k
2πik
∫ −iν+∞
−iν−∞
h′(ρ)e−iρtdρ
(1 +mΓβψ(
1
2 + iρ))
k
.
Because of the identity
(6.70) ϕα(s) = θα(s)ϕ(s)
we rewrite the second term as
(6.71)
1
4π
∫ ∞
−∞
h(ρ)
{
ϕ′α
ϕα
(12 + iρ)−
ϕ′
ϕ
(12 + iρ)
}
dρ.
This concludes the proof of Theorem 2.
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