In this paper; we present a scheme for identifying instances of events and extracting information about them. The scheme can handle all events with which an action can be associated, which covers most types of events. Our system basically tries to extract semantic infomzationf" the syntactic structure given by the link grammar system [9] to any English sentence. The instances of events are identified by finding all sentences in the text where the verb, which best represents the action in the event, or one of its synonymsihyponyms occurs as a main verb. Then, infomtion about that instance of the event is derived using a set of rules which we have developed to identify the subject and object as well as the modifiers of all verbs and noum in any English sentence, making use of the structure given by the link parser: The scheme was tested on the Reuters corpus and gave recall andprecision even upto 100%.
Introduction
In recent times, the ever-burgeoning growth of information on the Internet has turned out to be an information glut rather than being a handy reference. The main reasons for this being the vest spread of the Internet and the lack of any organization of data. Under such circumstances, information filtering (IF) and extraction (E) attain prime importance. The difference between IF and I E is in the level at which they operate. While IF involves classification of documents based on the type of information they contain, E is concerned with identifying the parts of a text related to a certain fact. The interest among research groups to build E systems has been high since the beginning of the Message Understanding Conferences (MUCs) and Text Retrieval Conferences (TRECs) in the late 1980s. This interest was sustained by the\TIPSTER program which ran through the last decade. The systems developed for these conferences performed admirably well but they were mainly N. Balakrishnan, K. R. Ramakrishnan Supercomputer Education and Research Center Indian Institute of Science Bangalore, India {balk @serc, krr@ee}.iisc.emet.in based on domain-dependent rules whose formulation required painstaking effort over a long time. Recently, the onus bas shifted to techniques based on wrappers and Hidden Markov Models (HMMs). Wrapper-based techniques exploit the semi-structured form of information available on the Internet. The generation of the wrapper has also been automated [3] [7], making it highly suitable for use with semi-structured information. A review of wrapper-based IE schemes can be found in [6] . On Our scheme operates on natural language text and does not require any training data. It makes use of the syntactic structure assigned to the input text by the link parser. The link grammar is a robust system which handles almost all aspects of English grammar. Although it is a dictionarybased system, it can handle sentences admirably well even if they have I or 2 words which are not in the dictionary and also, predict the pan-of-speech for these words with a fair degree of accuracy. Surprisingly, the link grammar system has hardly been made use of for IE except in a few instances
. Even in these cases, they seem to have wrongly assumed that a subject-verb relationship is indicated only by the 'S' link (explained later in Section II). Here, we present a scheme to extract out instances of some chosen event from a set of documents. Our scheme can handle all events which are characterized by some action, which is a property of almost all events. The main component of our scheme is a set of rules which can be applied to first identify all the main verbs, i.e., the verbs which truly represent the action in the verb phrase, in the text and then predict the subject for each of these. The scheme also helps to find out the object of the verb, when present, as well as the modifiers of all verbs and nouns. This would be of great use in building databases after documents have been clustered based on their theme. For example, to extract out all instances of 'murder' in a set of crime-related documents, it would suffice to find all occurrences of the verb 'kill' or one of its synonymshyponyms in the text and then find their subjects, objects and their modifiers. Hence, this scheme is of great relevance in the present day world where the need to extract out information, based on a user's query, from a seemingly infinite source of documents, is at its peak. The rest of the paper has been divided into the following sections : 
Link Grammar System
The link grammar system assigns a syntactic structure to natural language text. It is a dictionary-based system. Each word in the dictionary is associated with a set of links. A linkending with '+' implies that that word has to make that link with some word to its right and similarly '-' stands for a link with a word to its left. A typical entry in the dictionary is
This means that man must make a 'D' link with some word to its left and make exactly one out of a ' 0 link to its left or a 'S' link to its right. The dictionary also classifies the words according to their parts of speech. So, when a sentence is given as input to the link parser it searches for those words in the dictionary and tries to build a linkage structure which satisfies the following three rules:-1. Planarity : The links do not cross when drawn above the words.
Connectivity :
The links suffice to connect all the words of the sequence together.
3. Satisfaction : The links satisfy the linking requirements of each word in the sentence.
Exclusion :
No two links may connect the same pair of words.
Also, the words are tagged according to their parts of speech. Nouns are tagged with 'n', verbs are tagged with 'v', prepositions are tagged with 'p' and so on.
Some Important Links
The following is a list explaining the significance of some of the important linkages of the link grammar system which have been used in our scheme:. 
Rules for Prediction
At the core of our event information extraction scheme is the set of rules that we have come up with to predict the subject and object of a verb as well as modifiers of all verbs and nouns. Our subjectlobject prediction scheme begins once the sentence has been passed through the link parser and the linkage for that sentence has been obtained. As the link grammar requires that no two links cross each other, no two links connect the same pair of words and all the words form one unit, the linkage structure can be represented in the form of a tree. The elements of the tree are then analyzed to first find the main verbs and then if possible, find their subjects and objects.
Identifying the Main Verbs
The link parser itself tags the verbs of the sentence with a 'v' tag but all of them are. not main verbs and all of them do not require subjects. Here, a main verb is considered to be the word in the verb phrase which actually represents the action done, i.e., words l i e infinitives (eg -to, will), modal verbs (eg -must, should) and sometimes forms of "be" (like in "he was playing") are neglected. Also, verbs do not need subjects when they are acting as an adjective. Fig. 1) 2. Infinitives, modal verbs and forms of "be", when followed by a verb are neglected. This is done by neglecting all words which make a 'P, 'PP or 'I' link with some word to their right. Also, if a verb makes a 'TO link with "to" which in tnm makes a 'I' link with some word, then both are neglected. (Refer Fig. 2) 3. In some cases, adjectives are also treated as verbs because they too form ' P links with forms of "be" and,
'MV' and 'TO' links with modifying phrases just l i e verbs. This is necessary to predict the subjects of verbs occurring in modifying phrases. (Refer Fig. 3 
Subject and Object Prediction
After all the main verbs have been identified, the subject and object (if it exists) for each of them is predicted based on the following rules. F i t , lets go through the rules for subject prediction. The rules are applied in hierarchical fashion with the next rule being applied only if the subject is not found with all the rules before it. The only exception is that rule 4 is applied only if the subject is found in a rule before it. Also, each rule is applied not only to the main verb identified but also to each word occurring in the verb phrase. In some cases, the actual subject may be connected by a 'MX*r' link to the subject found by any one of the above three rules. (Refer Fig. 7) wherein the phrase is connected to the verb with 'TO link, then its subject is the object (if it exists) of the verb it modifies. If the verb which is modified does not have an object then its subject is the required subject. (Refer Fig. 11) 9. In the extreme case of all the above rules failing, the subject of the verb is taken as any noun to which the verb is connected with a ' M link. This rule need not be correct at all times.
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From the above rules it is clear that to find the subject, the object of the verb (if it exists) and the modifying phrases of I l l I
I 1 I
John ' who was ' a ' died. both the verb and the object will also have to be found. The rules for finding the object are as follows:.
1.
Here too, the most basic way of finding the object is to find the word which makes either an 'O', 'OD or 'OT' link with the verb. . Also, as already mentioned, in the case of passive sentences, the subject and object are interchanged.
After finding the verb, subject and object, their modifiers have to be found as they are required to find the subject and object of verbs occurring later. Any phrase which forms a complete linkage structure on its own and is connected to a verb by a 'MV' or 'TO' link is classified as a verbmodifying phrase. eg - In Fig. 10 , the phrase "using a rod" modifies the verb 'hit'. Similarly, for subjects and objects, in fact for any noun, a phrase is said to modify them if it forms a complete linkage structure on its own and is connected to the noun by means of a 'M' link. eg -In Fig. 13 , the phrase "known as thugs" modifies the noun 'people'. It has to be noted that the subject may not be deducible in all cases from the information given in the article. For instance, in the sentence "He is said to have killed him.", it is not possible to deduce who is the subject for the verb said from the article alone. Such verbs are called 'agentless passives'.
Event Information Extraction
The inspiration behind our scheme is the modus operandi used by us, humans, to extract information from text. When we search for some event in a document, we usually first think of some key words, the presence of which we think will most probably indicate an instance of the required event. We then make a quick scan of the document, searching for the words thought of in the previous step and whenever found, we focus on that sentence and process it further.
Our scheme is based on similar lines but is limited to events which can be characterized by some action. This subset in fact covers almost all kinds of events. Taking inspiration from OUI "instinctive" ability, our scheme follows the following steps :-1, First, the user has to give as input some key verb which hdshe thinks best represents the action which characterizes the required event.
2. Next, we take all synonyms and hyponyms of the chosen key verb. A hyponym of a word is essentially similar in meaning but is more specific.
3. Now we run the chosen documents through the link grammar parser which tags the words according to part of speech and assigns a syntactic structure to the sentence.
4.
We now search for all occurrences of the verbs identified in step 2. We only select those instances where they occur as main verbs.
5.
Having identified all sentences where either the key verb or one of its synonymshyponyms acts as a main verb, we now use the rules enumerated in the previous section to identify the subject and object (if present)
of the verb as well as the modifiers of all three (verb, subject and object).
Each occurrence of the key verb, or one of its synonymshypnyms, as a main verb is considered to be one occurrence of the required event. So, by finding the subject, object as well as all available modifiers, almost all i n f o mtion about that instance of the event can be extracted from the document.
Results
As is pretty obvious from the scheme outlined above, the heart of the system lies in the working of the rules for prediction of subject, object and their modifiers. The rules for this scheme were derived by running the link parser on articles from various online newspapers. The newspapers were chosen from different regions ('The Times' -UK, 'Rediff' -India, 'New York Times' -USA) to account for different writing styles. Also, the articles covered different themes like weather reports, politics, statements of people and editorials. The abstracts of some papers were also used to take into consideration technical style of writing. On the whole, around 100 articles were used to ascertain that the rules did work. To test these rules Next, in the 100 .articles chosen above (20 articles from each of the 5 categories mentioned), a search was done for all events of either "buying" or "selling" using the scheme outlined in Section IV. The verbs "buy" and "sell"
were used as the key verbs for the events "buying" and "selling", respectively. So, all synonyms and hyponyms of the verbs "buy" and "sell" were found using WordNet [l] and all occurrences of these as main verbs were determined using the link grammar structure of all sentences in each document. Considering each such occurrence as one instance of the respective event, all information about it was extracted out. The success of this scheme as well was measured using recall and precision which in this case are An instance of the event was considered to be identified correctly if an instance of the event is indeed described in that sentence and if the subject and object (if present) were identified correctly. In most articles, the cause for low recall in the subject prediction scheme was seen to be the presence of agentless passives. On the other hand, the cause for low precision was seen to be presence of verbs which have their subjects in other parts of the article rather than the sentence in which they occur. Also, to predict the subject of verbs which occur later in the sentence, the system uses the subject and object of verbs occurring before it in the sentence. Hence, if the subject or object of a verb is predicted incorrectly, the error is carried forward through the rest of the sentence.
In the case of the event information extraction testing, the need for information filtering, i.e., classify documents based on their theme, is clearly shown by the low precision for "buying" events in the articles belonging to categories Foreign Exchange and Money Supply. This is because the synonyms of "buy" like "acquire" tend to denote different meanings in such situations. In the case of articles belonging to categories Acquisitions or Earnings, the verb "acquire" usually stands for "obtaining something with money". Whereas in other domains like foreign exchange, "acquire" may stand for just "obtaining something" not necessarily with money. So, it is important that text classification be done before trying to extract information about events. But, on the whole, the recall and precision shown by both the subject prediction scheme as well as the event information extraction system are high enough to make them feasible in real-life situations.
Conclusion
We presented a scheme for identifying instances of events in documents and extracting information about them.
This scheme employed a set of rules which we proposed for prediction of verbs and their subjects and objects using the syntactic structure assigned by the link grammar system. The system was tested on the Reuters corpus and the results were found to be highly encouraging.
Future Work
In the subject prediction scheme, the linkage of each sentence is considered one by one. If the subject is in some other sentence as is usually the case in articles like Yesterday, an earthquake, of magnitude 6.0 on the Richter scale, hit the city. It is one of the worst disasters in recent times. Hundreds are feared dead and thousands more injured.
Here, the subject for injured is the earthquake but as it occurs in a different sentence, it cannot be detected by the scheme described above. To handle such instances, some kind of inter-sentence linkage structure will have to be developed.
Another area that could improve the accuracy of the system is to disambiguate co-reference (amphora resolution), i.e., find each pronoun stands for which noun in the article. For instance, in the above article, it is tough to decide "it" in the second sentence stands for earthquake unless its known that a city cannot be a disaster. This will help in finding the true subject. The subject prediction scheme could also be developed to identify 'cause and effect' relationships.
