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Abstract 
Il presente lavoro è volto a esplorare alcune dinamiche acquisizionali relative ai processi di 
maturazione della competenza morfologica in apprendenti bambini. In quest‟ottica, sono riportate due 
differenti simulazioni computazionali dei processi di apprendimento della morfologia flessiva in 
Italiano e in Inglese. La prima simulazione, propria di un quadro connessionista classico, dà conto in 
modo inadeguato delle differenti scale temporali nell‟apprendimento di alcune forme flesse verbali in 
inglese e italiano. La letteratura sull‟argomento (Pizzuto & Caselli 1992, Noccetti 2003) documenta in 
modo convergente una maggiore rapidità nell‟apprendimento delle forme del presente indicativo da 
parte dei bambini italiani rispetto al ritmo di acquisizione delle forme verbali corrispondenti (la forma 
di base e la terza persona singolare in  -s) da parte di bambini di madre lingua inglese.  La seconda 
simulazione, basata su un modello di memorie associative „a cascata‟ addestrate tramite protocollo 
non-supervisionato, rende conto in maniera non banale del paradosso acquisizionale, confermato su 
base inter-linguistica da un recente studio di Dressler e colleghi (Bittner et al., 2003), secondo cui 
sistemi flessivi più complessi e completi sono appresi con maggiore facilità di sistemi flessivi più 
semplici ed estesamente sincretici. 
 
1 PREMESSA 
Il problema logico dell‟acquisizione della competenza morfologica da parte del 
parlante è stato tradotto, in vari ambiti disciplinari e con diversi obiettivi sia pratici 
che teorici, in procedure algoritmiche valutabili empiricamente simulando al 
computer una o più sessioni di apprendimento. In tutti i casi, si parte dall‟analisi di 
una serie di forme che costituiscono il campione di addestramento o corpus di input 
della procedura. Le forme in questione possono essere corredate dall‟insieme di tratti 
morfologici a loro associati (ad es. 1s del presente indicativo), oppure no. Nel primo 
caso si parla comunemente di addestramento supervisionato, e di addestramento non 
supervisionato nel secondo caso.  
L‟obiettivo della fase di addestramento varia secondo il tipo di approccio al 
problema. La procedura di acquisizione, per alcuni studiosi, deve essere in grado di 
fornire, alla fine del periodo di addestramento, un‟analisi morfologica corretta delle 
forme attestate nel corpus. L‟analisi consiste generalmente nell‟individuazione dei 
confini di morfema tra i costituenti morfologici delle forme in questione (Harris, 
1968; Hafer e Weiss, 1974; van den Bosh, 1997), oppure nel loro raggruppamento in 
classi morfologicamente coerenti (Skousen, 1989), o ancora in schemi (o regole) di 
relazione morfo-fonologica tra forme (Ling e Marinov 1993). Secondo altri studiosi, 
invece, l‟obiettivo dell‟apprendimento morfologico risiede nell‟acquisizione della 
capacità di generare forme flesse a partire da una base lessicale nota (Rumelhart e 
McClelland, 1986; Ling, 1994). 
Un altro parametro di variazione è dato dai criteri di valutazione della bontà dei 
risultati ottenuti. La stragrande maggioranza degli approcci al problema utilizza criteri 
interni di valutazione, relativi ad esempio all‟accuratezza della ripartizione in classi 
morfologiche naturali o al numero di forme corrette automaticamente generate dalla 
procedura. La misura del successo dell‟algoritmo è data solamente dal risultato finale, 
non dal modo in cui sia stato conseguito, o da quanto rapidamente è stato raggiunto.  
In altri casi, invece, gli studiosi hanno fatto appello a criteri meta-grammaticali di 
“adeguatezza descrittiva”, che impongono una valutazione globale della risposta della 
procedura nei termini del numero delle classi o dei morfemi individuati, o ancora 
delle regole morfo-fonologiche estratte (Kazakov, 1997; Goldsmith, 2001). In questi 
casi, l‟interesse dello studioso risiede soprattutto nel tentativo di emulare le 
“procedure di scoperta” („discovery procedures‟) che portano un linguista a preferire 
una certa analisi morfologica rispetto ad un‟altra, quando quest‟ultima risulti 
“debolmente equivalente” ma meno compatta (o economica) rispetto alla prima.  
In altri ambiti, lo scopo principale della simulazione al computer è di riprodurre il 
comportamento linguistico del bambino nelle sue fasi evolutive, piuttosto che la 
metodologia descrittiva del linguista. L‟enfasi, in questo caso, è posta sull‟aspetto 
incrementale del problema: tipicamente, il bambino non aspetta che l‟evidenza 
attestata gli consenta di convergere su una generalizzazione sicuramente corretta, ma 
tenta comunque, al bisogno, di generare una forma sconosciuta, indipendentemente 
dal suo stadio di maturazione linguistica e dalle probabilità di generare una forma 
erronea.  
2 CONNESSIONISMO E MORFOLOGIA 
I primi lavori sull‟impiego di modelli connessionisti per l‟acquisizione della 
morfologia hanno visto l‟implementazione di correlatori di configurazioni („pattern 
associators‟) per l‟apprendimento della relazione tra la rappresentazione fonologica di 
una forma lessicale di base e la corrispettiva forma target. Il primo, ormai classico 
esempio di questo approccio è la simulazione dell‟apprendimento di coppie di forme 
verbali inglesi del tipo go-went e walk-walked in Rumelhart & McClelland (1986), 
dove le rappresentazioni morfologiche sono ottenute attraverso una codifica per tratti 
dipendenti dal contesto detti “Wickelfeatures”.   
Un punto cruciale della simulazione di Rumelhart e colleghi è che l‟apprendimento 
morfologico viene considerato come un processo graduale, che si sviluppa all‟interno 
di una dinamica temporale nella quale fasi intermedie di „iper-regolarizzazione‟ (con 
esiti del tipo goed per went) possono disegnare, durante i cicli di apprendimento, le 
ben note curve  “a U” osservate nelle fasi di sviluppo della competenza morfologica 
nel bambino. Il paradigma connessionista ha inoltre dimostrato che un unico 
meccanismo di elaborazione del dato linguistico può spiegare la produzione di forme 
regolari e irregolari senza la necessità di postulare differenti schemi di apprendimento 
per le due classi di forme. Sul fronte opposto, per i sostenitori del cosiddetto „dual-
route model‟, soltanto le forme flesse irregolari sono memorizzate per intero, mentre 
quelle regolari sono decomposte in morfemi e generate a partire da questi ultimi 
mediante regole (Prasada & Pinker, 1993; Clahsen, 1999).  
Sebbene il dibattito sull‟apprendimento morfologico tra meccanismi rule-based e 
meccanismi associativi o network-based (dibattito in parte correlato alla disputa tra 
modelli simbolici e modelli sub-simbolici di rappresentazione) sembra di non 
immediata soluzione (Pinker & Ullman, 2002a-b; McClelland & Patterson, 2002), è 
possibile trarre un bilancio largamente positivo dei tentativi di implementazione di 
sistemi neurali per lo studio dell‟acquisione morfologica. A più di vent‟anni dai lavori 
pionieristici di Rumelhart e McClelland, il paradigma connessionista continua a 
giocare un ruolo importante di interfaccia tra comportamento osservato e il possibile 
substrato neurofisiologico ad esso associato (Catani & ffytche 2005), con un interesse 
particolare per le dinamiche psico-computazionali soggiacenti l‟elaborazione del dato 
linguistico (Westermann & Plunkett 2007). A ciò si aggiunga la possibilità di 
assemblare e far interagire in parallelo diversi sistemi neurali dedicati, in modo da 
progettare architetture che tengano conto di una visione modulare del trattamento 
della parola, distribuito su più domini (ortografico, fonologico, morfologico, 
morfosintattico e semantico; Joanisse & Seidenberg, 1999, Plaut & Kello,1999, St. 
John & McClelland, 1990). Infine, più di recente, alcuni modelli connessionisti sono 
stati impiegati per simulare computazionalmente lo stretto legame tra memoria a 
lungo termine e memoria di lavoro (Baddeley 2000) nelle fasi di rappresentazione, 
ritenzione e apprendimento delle forme lessicali come sequenze temporali di segmenti 
fonologici (Herreros et al., 2006, Botvinick & Plaut, 2006). 
2.1 L’ipotesi derivazionale 
Nonostante questi indubbi meriti, tuttavia, il paradigma connessionista sembra 
essere rimasto in larga parte legato a una visione della competenza morfologica di 
impostazione “derivazionale” (Baayen 2007, Pirrelli 2007), sulla quale, anche in 
ambito teorico, sono state di recente espresse numerose perplessità (cf. par. 3). La 
maggior parte dei modelli connessionisti si basa infatti sulla tacita assunzione che il 
processo di apprendimento morfologico si riduca a una semplice funzione di 
corrispondenza tra una forma di base (ad es. go) e la forma flessa corrispondente 
(went), quest‟ultima definita come forma target. L‟algoritmo utilizzato è il „back-error 
propagation‟, capace di minimizzare l‟errore della funzione di corrispondenza formale 
tra rappresentazioni di input e rappresentazioni di output. Generalizzazioni tra coppie 
che presentano funzioni simili (ad es. love-loved e walk-walked da una parte, sing-
sang e ring-rang dall‟altra) sono apprese in virtù del fatto che queste coppie generano 
aree sovrapposte di attivazione distribuita sia nello strato neurale di input, che in 
quello di output e in quello intermedio (o latente), responsabile del collegamento tra i 
primi due strati. Aree comuni di attivazione rinforzano gradualmente la loro reciproca 
connessione nel corso dell‟apprendimento.  
Sembra assai improbabile, tuttavia, che un parlante italiano possa coniugare 
correttamente un verbo, o interpretare una qualsiasi forma flessa, sulla base delle 
informazioni relative a una sola forma esponente, sia essa la radice verbale, il tema 
verbale, o una forma flessa che contenga indicazioni non ambigue della classe di 
coniugazione cui un verbo appartiene. La diffusa variabilità dei processi di 
formazione della base tematica in italiano (Pirrelli 2000) rende l‟ipotesi della 
corrispondenza a due adeguata a spiegare soltanto il comportamento dei verbi 
regolari.  
La possibilità di classificare un verbo come appartenente a un certo schema 
flessionale (o macro-paradigma) è relativamente indipendente da una configurazione 
di tratti localizzati in una forma specifica, ma appare piuttosto il risultato di una 
funzione multi-dimensionale, il cui dominio, distribuito su più forme dello stesso 
paradigma, può variare al variare del verbo. Tale funzione multi-dimensionale è 
condizionata da effetti di attrazione analogica che non si applicano localmente a una 
singola coppia di parole definita dalla forma di base e dalla corrispondente forma 
flessa, ma riguardano un insieme di forme paradigmaticamente correlate, secondo 
quello che Burzio (2004) definisce lo split base effect. Analogie paradigmatiche 
possono emergere quindi solo se una forma flessa è messa in relazione globale con 
tutte le altre forme del sistema. Non è chiaro in che misura architetture connessioniste 
classiche possano modellare analogie multi-dimensionali di questa portata senza 
risentire di effetti di interferenza caotica tra aree di attivazione sovrapposte ma 
concorrenti.   
3 L’IPOTESI PARADIGMATICA 
La riscoperta del ruolo centrale del paradigma nello studio della morfologia sia 
flessionale che derivazionale si deve al contributo fondamentale di studiosi del calibro 
di Matthews (1974, 1992), Anderson (1992), Aronoff (1994), Carstairs-McCarthy 
(1992, 1994) e Stump (2001). Quest‟ultimo ha recentemente definito l‟approccio 
“Word & Paradigm” come “inferenziale” („inferential‟), per distinguerlo da un 
approccio “lessicale” („lexical‟) in cui radici lessicali e suffissi sono entrambi 
classificati come morfemi nel senso bloomfieldiano di unità segniche minime di 
forma e contenuto, dotate, come tali, di entrate indipendenti nel lessico morfologico. 
Al contrario, in un approccio “inferenziale”, solo radici e temi sono considerati segni 
lessicali in senso proprio (Beard, 1995), mentre i suffissi costituiscono parte 
integrante delle regole morfologiche. Questa posizione teorica è condivisa 
dall‟approccio “Item & Process” (Hockett 1954), con la differenza significativa, 
tuttavia, che nel modello “Word & Paradigm” il contenuto di un‟operazione 
morfologica è parte delle condizioni di applicazione di una regola (o input), non il 
risultato della sua applicazione (o output). 
Blevins (2006) rielabora la proposta di Stump per introdurre una nuova dimensione 
classificatoria. Lo studioso traccia una distinzione tra approcci che si propongono di 
costruire forme morfologiche complesse a partire da costituenti semplici 
(„constructional approaches‟), e approcci che si limitano a estrapolare relazioni di 
implicazione tra forme lessicali piene („abstractive approaches‟). Un esempio 
autorevole di approccio “Word & Paradigm” in un‟ottica “costruzionista” è proprio il 
lavoro di Stump. L‟ipotesi alternativa che la competenza morfologica possa essere 
modellata come una rete di implicazioni lessicali tra forme piene risale, invece, a 
Matthews (1974, 1992) e Bybee (1995) ed è stata più di recente rilanciata, da 
differenti angolature, da Pirrelli (2000), Burzio (2004), Maiden (2003) e dallo stesso 
Blevins (2004). Nelle pagine che seguono intendiamo riflettere sulle implicazioni di 
questa prospettiva dal punto di vista dei problemi di acquisizione morfologica.    
Le dimensioni del paradigma 
    La Tabella 1 (v. infra) raccoglie le voci del presente indicativo di 6 verbi italiani, 
ordinati dall‟alto verso il basso per numero decrescente di allomorfie del tema 
(Pirrelli 2000). Ad esempio, nella prima riga, il verbo DOLERE presenta il numero 
massimo di quattro allomorfie tematiche, rispettivamente dolg-, duol-, dol- e dogl-. 
Nell‟ultima riga, il verbo TEMERE presenta un solo tema in tutte le forme del presente, 
comportandosi, da questo punto di vista,  come un verbo regolare della prima 
coniugazione. Le righe della tabella definiscono relazioni intra-lessicali (o intra-
paradigmatiche). Le colonne della tabella organizzano forme che occupano la stessa 
posizione nella griglia del paradigma (o forme paradigmaticamente omologhe) 
all‟interno di paradigmi diversi. Entrambe le dimensioni di Tabella 1, quella 
orizzontale (o intra-paradigmatica) e quella verticale (o inter-paradigmatica) giocano 
un ruolo fondamentale nel regimentare la competenza morfologica di un parlante. 
Come vedremo, dimensione orizzontale e dimensione verticale si co-determinano 
nell‟apprendimento morfologico.   
Cominciamo col considerare le relazioni di implicazione tra forme appartenenti 
allo stesso paradigma, che possono essere espresse da equivalenze lessicali del tipo 
seguente: 
 
[1] tengo   tenete 
  piaccio  piacete 
 siedo   sedete 
 
 
 
 
 
 
 
 
 
 
 
 
Tabella 1 
 
Si noti che la relazione di doppia implicazione rende vacua l‟ipotesi di una base 
unica: ogni forma può essere, in linea di principio, inferita a partire da qualsiasi altra 
forma del suo stesso paradigma. La relazione, inoltre, rende esplicito il vincolo in 
abstentia imposto dal paradigma, in quanto ciascun termine della relazione (ciascuna 
forma di uno stesso paradigma) è in distribuzione complementare rispetto all‟altro 
termine. Da questo punto di vista, le relazioni logiche espresse in [1] sono di natura 
differente rispetto ai „lexical entailments‟ violabili proposti da Burzio (ad es. 1999, 
2006), che coinvolgono costituenti compresenti nella stessa rappresentazione lessicale 
(STEM + o  STEM   o).   
Se tutte le forme verbali del presente indicativo dell‟italiano variassero in modo 
non sistematico e imprevedibile, ogni forma in Tabella 1 dovrebbe implicare ed essere 
implicata da ciascun‟altra forma. Dovremmo dunque avere, per il solo presente 
indicativo, 15 implicazioni bidirezionali del tipo indicato in [1]. In realtà alcune 
relazioni lessicali sono privilegiate rispetto ad altre in quanto esprimono delle 
importanti generalizzazioni inter-paradigmatiche, generalizzazioni, cioè, che valgono 
per intere famiglie di paradigmi. Si consideri ad esempio la [2]: 
 
[2] tengo  tengono  
 
La [2] è estremamente stabile nella coniugazione italiana (Pirrelli 2000) e dà 
origine al seguente schema inter-paradigmatico: 
 
[3] X + o  X + ono. 
 
Lo schema [3] sancisce che la base tematica X associata alla prima persona 
singolare del presente indicativo è identica a quella che troviamo nella terza persona 
plurale dello stesso tempo. Questa regolarità vale sia per i verbi con funzione tematica 
costante o sistematicamente variabile (i cosiddetti verbi “regolari” del tipo CANTARE, 
dolgonodoletedogliamoduoleduolidolgodolere
tengonoteneteteniamotienetienitengovenire
valgonovaletevaliamovalevalivalgovalere
piaccionopiacetepiacciamopiacepiacipiacciopiacere
siedonosedetesediamosiedesiedisiedosedere
3p2p1p3s2s1spres ind
temonotemetetemiamotemetemitemotemere
TEMERE ma anche FINIRE)
1
, sia con i verbi a funzione tematica non sistematica (o 
verbi “irregolari”). Ne fanno eccezione solo un esiguo gruppo di verbi altamente 
suppletivi dell‟italiano, come ESSERE e AVERE (Pirrelli & Battista, 2000) Per tutti gli 
altri verbi esistono, in italiano, al massimo quattro relazioni di identità tematica (del 
tipo X + o  X + ono) all‟interno del presente indicativo, come testimoniato dalla 
flessione del verbo DOLERE in Tabella 1, dove differenti sfumature di colore stanno a 
indicare le aree del paradigma in cui ricorre una stessa base tematica. Queste relazioni 
si basano sul principio di massimizzazione del tema (Bonami & Boyé 2003, Taylor 
2008), e ci consentono di individuare la parte stabilmente associata all‟entrata 
lessicale del verbo all‟interno di un insieme di forme flesse intra-paradigmaticamente 
correlate.
2
  
Un‟altra importante generalizzazione intra-paradigmatica è illustrata dalla seguente 
implicazione lessicale: 
 
[4] tengo  tenete 
 
 La [4] rappresenta una relazione di alternanza tematica, nella quale un tema con 
ampliamento in velare (teng-) nella prima personale singolare del presente indicativo 
perde l‟ampliamento nella seconda persona  plurale. Anche in questo caso la relazione 
ha una portata inter-paradigmatica e si applica a un insieme significativo di verbi 
dello stesso tipo, sia della seconda (ad es. VALERE) che della terza coniugazione (ad 
es. SALIRE), secondo lo schema lessicale seguente: 
 
[5]  X + g + o  X + {e,i}+ te 
 
Nello schema, la X simboleggia la parte invariante comune a entrambe le forme. 
Un aspetto non secondario della competenza morfologica di un parlante italiano 
risiede nella sua capacità di estrapolare ed estendere schemi di variazione tematica 
come quello in [5]. Pirrelli (2000) mostra che è possibile generalizzare 
produttivamente una relazione come la [5] sulla base di un semplice principio di 
analogia proporzionale: 
 
[6] tengo :: tenete = valgo :: X 
 
dove la X = valete per applicazione dello schema in [5]. 
La portata inter-paradigmatica di [5] rappresenta tuttavia un problema delicato. Lo 
schema si limita infatti a descrivere il cambiamento formale alla base della relazione 
intra-paradigmatica tra la prima persona singolare del presente indicativo di un verbo 
con ampliamento in velare e la seconda persona plurale dello stesso verbo, ma è 
seriamente sotto-determinata per ciò che riguarda il contesto strutturale nel quale il 
cambiamento si applica. Infatti, non tutti i cosiddetti verbi con ampliamento in velare 
si comportano come VALERE, TENERE o VENIRE, come illustrato dai seguenti schemi: 
 
[7] X + lg + o  X + gli + ete  {SCEGLIERE, COGLIERE, TOGLIERE ecc.} 
                                                 
1
 Si veda anche, in relazione a questo problema, il contributo di Giraudo, Montermini e Pirrelli in 
questo volume di atti. 
2
 Una relazione intra-paradigmatica più complessa è la seguente: se la base tematica della prima 
persona singolare del presente indicativo è uguale a quella della seconda persona plurale (cioè non 
presenta un‟allomorfia irregolare) allora anche la seconda e la terza persona del plurale sono costruite 
sulla stessa base regolare. 
X + i + ng + o  X + i + ng + ete  {SPINGERE, TINGERE, FINGERE ecc.}  
X + e + ng + o  X + e + gn + ete {SPEGNERE} 
 
Pirrelli (2000) invoca il principio di massima analogia per risolvere questi casi. In 
presenza di più esiti in competizione, prevale la relazione che si applica nel contesto 
più specifico. Un‟idea analoga, seppure formulata in un quadro teorico assai diverso, 
è alla base del principio della “generalizzazione minima” („minimal generalization 
principle‟) proposto da Pinker & Prince (1988) e implementato da Albright & Hayes 
(2003). 
 
 
 
 
 
 
 
 
 
 
 
 
 
Tabella 2 
 
Il principio si fonda sull‟esistenza di relazioni di implicazione lessicale tra forme 
flesse appartenenti allo stesso paradigma, non diversamente da quanto illustrato in [1]. 
Ciascuna di queste relazioni consente di separare il cambiamento strutturale dal suo 
contesto di applicazione. Il principio di generalizzazione minima richiede il confronto 
tra coppie di relazioni di implicazione che presentino lo stesso cambiamento 
strutturale.  Si prendano ad esempio le due relazioni bado  badare e dirado  
diradare (v. Tabella 2). Il confronto tra i rispettivi contesti consente di individuare le 
similarità condivise, sia a livello segmentale che a livello di tratti fonologici. 
Procedendo da destra verso sinistra, i contesti bad e dirad presentano la stessa 
sottosequenza segmentale ad e una serie di tratti condivisi tra i segmenti 
corrispondenti alla b e alla r. Infine, viene indicato come residuo tutto quello che le 
due sotto-sequenze non presentano in comune. La regola generale che ne possiamo 
ricavare è espressa nell‟ultima riga di Tabella 2 e può essere parafrasata in questo 
modo: 
 
“La regola di formazione dell’infinito della prima coniugazione a partire dalla 
forma corrispondente della prima persona singolare del presente indicativo 
consiste nella sostituzione della terminazione -o con -are e si applica a tutti i 
temi verbali che finiscono in consonante sonora + ad” 
 
La regola è molto specifica, e rappresenta il passo minimo di generalizzazione 
compatibile con l‟evidenza attestata (la coppia di relazioni bado  badare e dirado 
 diradare). L‟ipotesi alla base di questo principio è che un apprendente dell‟italiano 
esposto al tipo di evidenza in questione non pervenga alla generalizzazione più ampia 
compatibile con i dati di input, ma viceversa cerchi di discostarsi dall‟input il meno 
possibile. Questo comporta la generazione di una pletora di regole ad hoc, molte delle 
o  areadbbado
adX
o  areadrdidirado
cambiamentosegmenti
condivisi
tratti
condivisi
residuo














...
...
voiced
con
quali condividono parte del contesto di applicazione ed entrano così in competizione 
tra loro. Una regola prevale sulle altre se, data una forma in input, il suo contesto di 
applicazione è più specifico, cioè rappresenta il contesto più ampio compatibile con la 
forma in questione. Albright & Hayes ipotizzano inoltre che ciascuna di queste regole 
ad hoc riceva dall‟apprendente una sorta di indice di affidabilità (IA o „reliability 
score‟), calcolato come il rapporto tra il numero di (coppie di) forme flesse 
compatibili con il cambiamento strutturale associato alla regola e il numero di (coppie 
di) forme flesse compatibili con il suo contesto di applicazione. L‟indice rappresenta 
per tanto una misura di quante volte una regola si applica con successo, sulla base 
dell‟evidenza disponibile, rispetto a quante volte si dovrebbe applicare dato il 
contesto. 
Per riassumere questo excursus, il principio di minima generalizzazione si basa 
sull‟ipotesi che l‟organizzazione paradigmatica della flessione si dispieghi come una 
rete di relazioni di implicazione lessicale intra-paradigmatica, che si schematizzano 
nella forma di regole molto specifiche applicate inter-paradigmaticamente in modo 
concorrente. Il parlante è in grado di valutare l‟affidabilità di questi schemi, sulla base 
del successo della loro applicazione. Infine, Albright  & Hayes (2003) formulano e 
testano empiricamente con successo l‟ipotesi che il grado di accettabilità di una forma 
sconosciuta generata a partire da una forma nota è una funzione diretta dell‟indice di 
affidabilità della regola che la ha generata. 
2.1 Conseguenze sull’apprendimento: relazioni analogiche locali e globali 
Dal nostro punto di vista, il principio di generalizzazione minima illustra alcuni 
aspetti cruciali dell‟organizzazione paradigmatica e del suo impatto sulle strategie di 
apprendimento morfologico. In primo luogo, ogni regola definisce un cambiamento 
strutturale sulla base di relazioni intra-paradigmatiche (ad es. “-o  -are”). Tuttavia, 
il contesto di applicazione della regola non può che essere definito su base inter-
paradigmatica, attraverso il confronto di una serie di relazioni lessicali 
paradigmaticamente omologhe. Ogni regola o schema, definisce infatti le condizioni 
per estendere un cambiamento strutturale, definito all‟interno di un singolo 
paradigma, a un altro paradigma. Per ottenere questo risultato, un parlante deve essere 
sensibile a una serie di elementi contestuali che determinano l‟applicabilità di una 
regola, pervenendo in questo modo all‟organizzazione di insiemi di forme 
paradigmaticamente omologhe che condividono questi elementi  (le colonne di 
Tabella 1). 
Albright & Hayes (2003) osservano correttamente che le similarità rilevanti per 
definire il contesto di applicazione di una regola non possono essere catturate da una 
nozione pre-teorica di analogia, non strutturata o locale, in quanto quest‟ultima si 
applica diversamente a seconda delle coppie di forme considerate (ad es. spingo e 
spengo presentano un‟analogia diversa rispetto a spingo e tingo). Viceversa, la 
similarità contestuale rilevante per l‟applicazione di uno schema è determinata 
globalmente, cioè indipendentemente dalle coppie di forme considerate. In linea con 
questa osservazione, Pirrelli (2000) argomenta a favore di una nozione di analogia 
basata sulla nozione di macro-paradigma: le analogie rilevanti sono quelle più fertili 
dal punto di vista inter-paradigmatico, quelle cioè che danno conto delle classi più 
ampie possibili di paradigmi, o macro-paradigmi. Da questo punto di vista 
un‟analogia proporzionale del tipo 
 
[8] tengo :: tiene = vengo :: viene 
 ha una portata molto più ristretta di 
 
[9] tengo :: tenete = valgo :: valete. 
 
Riassumendo, pervenire alla formulazione di regole intra-paradigmatiche corrette è 
alla base della capacità del bambino di acquisire una competenza morfologica 
produttiva. La definizione del contesto di applicazione di queste regole, tuttavia, 
dipende dalla capacità di organizzare lo spazio delle forme flesse in sottoclassi di 
forme inter-paradigmaticamente correlate. In ciascuna di queste sottoclassi, le forme 
sono legate tra loro da relazioni di similarità rilevanti dal punto di vista morfologico. 
La Figura 1 illustra una rappresentazione topologica di questo tipo organizzazione, 
relativamente alle forme della seconda persona plurale del presente indicativo di verbi 
della seconda coniugazione. Le forme sono disposte su uno spazio bidimensionale in 
modo tale che la loro distanza reciproca rifletta il loro grado di similarità formale. 
Tuttavia, se la nozione di similarità rilevante per definire il contesto di applicazione di 
regole valide è globale, cioè definita su un insieme di forme, e non su analogie 
occasionali tra coppie di forme, un problema cruciale dell‟apprendimento 
morfologico è spiegare come possa il bambino pervenire a questa organizzazione 
globale sulla base di una strategia di apprendimento incrementale, basata su legami 
associativi locali. Le simulazioni computazionali di algoritmi di apprendimento 
morfologico possono servire a gettare luce su questo apparente paradosso. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4 UN CASO DI STUDIO 
Nelle pagine precedenti abbiamo illustrato due approcci radicalmente differenti 
alla modellazione della competenza morfologica. Il primo e più tradizionale approccio 
derivazionale alla flessione, presuppone l‟esistenza di una base unica, e modella la 
produzione di una forma flessa come una funzione di proiezione della sua base 
lessicale (comunemente una radice o un tema) sulla forma target. Il secondo 
approccio, che chiameremo paradigmatico o distribuito, modella la competenza 
morfologica come il risultato di un processo di organizzazione globale di forme flesse 
in relazione di mutua implicazione. Le relazioni di implicazione lessicale sono 
definite su base intra-paradigmatica, in quanto riguardano forme che appartengono 
allo stesso paradigma. Tuttavia, le condizioni di applicabilità di queste relazioni si 
basano su famiglie di forme paradigmaticamente omologhe, forme cioè che occupano 
- e,t,e,#
- r,g,e,t,e,#
- i,n,g,e,t,e,#
- g,l,i,e,t,e,#
la stessa cella in paradigmi diversi e che sono accomunate da tratti simili. Nelle 
pagine che seguono metteremo a confronto due architetture neurali artificiali che sono 
in grado di simulare il modello derivazionale e quello paradigmatico della 
competenza morfologica a livello flessionale. Verificare il comportamento di queste 
due architetture su un compito circoscritto come l‟apprendimento del presente 
indicativo in italiano e in inglese ci servirà a capire meglio i problemi con cui i 
modelli si confrontano e la loro capacità di riprodurre il comportamento dei bambini 
nell‟acquisizione delle corrispondenti forme flesse. Partiamo con una breve 
illustrazione del problema che intendiamo affrontare. 
2.1 Il sistema verbale italiano e inglese. Il caso terza persona singolare in  -s  
La letteratura psicolinguistica ha più volte documentato le varie fasi acquisizionali 
che i bambini esibiscono durante la formazione della loro competenza morfologica 
prima di giungere alla maturazione e alla parziale padronanza del sistema verbale 
della lingua (Brown, 1973; Gülzow, 2003; Braine 1976; MacWhinney 1978; Radford 
1990). Le differenze dei diversi stadi acquisizionali si traducono spesso in ritardi di 
produzione, empiricamente osservati e registrati, di alcuni costrutti con morfema 
libero e più in generale di costrutti verbali basici, spesso governati da regole anche 
generali.    
Nel suo studio ormai classico, Brown documenta una precocità di apprendimento nei 
bambini inglesi per i costrutti con affisso -ing (Brown, 1973). Tale affisso risulta 
correttamente prodotto nel 90% dei casi con contesto obbligatorio da bambini nella 
cosiddetta fase II, periodo in cui la lunghezza media di enunciato (MLU) non supera il 
2.25. Di contro, la comparsa dell‟affisso verbale –s, della terza persona singolare 
presente, si registra relativamente tardi, nelle fasi IV e V, in cui l‟MLU varia tra 3.50 
e 4.00 (Brown, 1973).  
Sul versante italiano, l‟analisi comparativa (Pizzuto & Caselli, 1993) ha documentato 
una certa rapidità di acquisizione della terza persona dell‟italiano rispetto all‟inglese 
in soggetti aventi medesime condizioni. Ricerche più recenti (Gülzow, 2003; Dressler, 
1997; Bitter et al. 2003; Noccetti, 2003) cercano di inquadrare il problema 
dell‟acquisizione verbale facendo appello al semplice dominio morfologico, cercando 
quindi di isolare l‟acquisizione morfologica verbale dalla componente sintattica e dai 
consueti processi di combinazione morfo-sintattica presenti nelle produzioni verbali.  
È all‟interno di questo paradigma che si colloca il lavoro di Dressler (2000) e colleghi 
sullo sviluppo della competenza morfologica in uno spettro assai ampio di lingue. 
All‟interno di tale ricerca l‟acquisizione della morfologia flessionale è stato indagata 
focalizzandosi sulle proprietà strutturali del paradigma e sul suo ruolo cruciale 
all‟interno della dinamica di apprendimento. In questi studi (Dressler, 1997; Dressler 
2000) l‟acquisizione flessionale si articola in due fasi: una prima denominata pre-
morfologica, a cui ne fa seguito una seconda detta proto-morfologica.  
La fase pre-morfologica è tendenzialmente caratterizzata da un persistente uso di  
verbi nella forma non-finita, bassa frequenza (sia per tipo che per unità) dei verbi, 
assenza dei processi di ipergeneralizzazione e corrispondenza verbale uno-a-uno.  
La transizione tra le due fasi è marcata da un incremento di produttività flessionale a 
cui fa seguito l‟insorgenza di micro-paradigmi (Kilani-Schoch, 2003), nei quali le 
forme di micro-sistemi verbali (almeno tre forme per ogni lessema) vengono messe in 
relazione le une con le altre in maniera non ambigua e contrastiva. Noccetti (2003) 
documenta ad esempio l‟insorgenza di mircro-paradigmi italiani osservando che la 
transizione tra pre e proto-morfologia avviene in tempi relativamente precoci 
(MLU=2.0), in contrasto con un consistente ritardo per la marca –s della terza persona 
presente nei bambini inglesi. 
La letteratura psicolinguistica sembra dunque documentare in modo convergente un 
strano paradosso acquisizionale: una maggiore rapidità nell‟apprendimento delle 
forme del presente indicativo da parte dei bambini italiani rispetto al ritmo di 
apprendimento delle forme verbali corrispondenti (la forma di base e la terza persona 
singolare in  -s) da parte di bambini di madre-lingua inglese. La maggiore rapidità di 
acquisizione di paradigmi verbali „non-uniformi‟ trova una sorprendente conferma su 
base inter-linguistica (Bittner et al., 2003): coniugazioni più complesse e complete 
sono apprese con maggiore facilità rispetto a morfologie più semplici ed estesamente 
sincretiche. 
La finalità delle simulazioni che seguono cercano quindi di rendere conto delle di 
questo apparente paradosso con particolare riferimento al caso della terza persona 
singolare in inglese e in italiano. 
 
5 SIMULAZIONI COMPUTAZIONALI 
 
La nostra serie di simulazioni ha previsto l‟impiego di due distinti sistemi ad 
apprendimento automatico: a) un semplice percettrone (Rosenblatt, 1958) addestrato 
tramite classico protocollo supervisionato e b) un sistema ad apprendimento non 
supervsionato basato su una architettura di mappe neurali auto-organizzanti (Self-
Organizing Maps, SOM, Kohonen 2000) a cascata (Calderone et al. 2007).  
 
5.1 Protocollo supervisionato: il Percettrone 
 
Il percettrone (Rosenblatt, 1958), è una delle prime reti neurali in grado di 
categorizzare stimoli presentati in ingresso tramite un protocollo di addestramento 
detto „supervisionato‟.  
Si parla, in questo caso, di „apprendimento supervisionato‟, nel senso che vi è 
presenza di un supervisore esterno che informa il sistema sulle corrette risposte di 
output da esibire in uscita. 
In termini di architettura fisica, un percettrone semplice si presenta come una rete 
avente uno strato di neuroni di ingresso e uno strato di neuroni di uscita 
Computazionalmente, un percettrone descrive il funzionamento di ogni singolo  
neurone eseguendo una somma pesata dei suoi ingressi ed emettendo un'uscita "1" se 
la somma è maggiore di un certo valore di soglia modificabile, o "0" altrimenti.  
L'apprendimento, così inteso, è un processo di modifica dei valori dei pesi delle 
connessioni tra i neuroni di ingresso e quelli di output.  
L‟algoritmo di addestramento consiste nella modifica dei pesi in modo da 
minimizzare una particolare funzione di errore che tenga conto della differenza tra 
l'uscita fornita dalla rete e quella desiderata.  
In una simulazione computazionale tesa a modellizzare le dinamiche acquisizionali in 
morfologia verbale, l‟uso e l‟implementazione di un percettrone supervisionato 
consente di ottenere una funzione lineare di mapping tra forme verbali di base (dati di 
input) e le corrispettive forme flesse derivate (dati di output). 
All‟interno delle nostre simulazioni (vedi paragrafi seguenti) abbiamo adottato una 
rappresentazione vettoriale binaria per ciascuna delle forme verbali considerate nel 
corpus di addestramento. Tale rappresentazione tiene conto dei tratti fonologici di 
ogni segmento componente la sequenza verbale e li traduce in valori binari. 
  
5.2 Protocollo non supervisionato: le SOMs a cascata 
 
La SOM è una struttura connessionistica i cui neuroni sono organizzati all‟interno di 
una griglia mono-dimensionale o più spesso bi-dimensionale. 
[spiega il ruolo di recettori svolto dai neuroni altrimenti il resto è poco chiaro] 
La mappa riceve in ingresso vettori di input e, ad addestramento ultimato, è in grado 
di esibire sulla sua superficie un‟organizzazione topologica di tutti i dati vettoriali 
acquisiti, in modo tale che dati simili sono disposti su aree contigue della mappa.   
Il sistema si compone di due cicli di due diversi livelli SOM, definenti due diverse 
conoscenze linguistiche. [detto male, non si capisce … quale sistema? cosa sono i 
livelli SOM? aiutati con la figura di lingue e linguaggio] 
Il primo livello di apprendimento è di tipo sostanzialmente „fonotattico‟. In questo 
livello il sistema acquisisce una conoscenza di sotto-sequenze fonotattiche altamente 
attestate in italiano per mezzo di un corpus di addestramento variegato e 
rappresentativo. Il corpus utilizzato è „Childes Italia‟, sezione „Calambrone‟. REF 
reso in trascrizione fonologica e convertito in vettori binari.  
A questo primo stadio, la SOM evidenzia un ordinamento topologico di tipo 
„fonotattico‟. A titolo d‟esempio, una sequenza ricorrente come /sta/ sarà 
rappresentata sulla mappa di primo livello da un grappolo di nodi contigui attivi, 
circondati da altri nodi che risultano sensibili a sequenze simili: /st+ V/, /s+ Occl.+ V, 
ecc. Questa prima organizzazione „fonotattica‟ riflette quindi non solo la similarità 
morfo-fonologica delle sequenze di input, ma è in grado al contempo di tenere conto 
della loro frequenza di tali sequenze, attivando aree più vaste di grappoli di nodi 
contigui in corrispondenza di sequenze più frequenti. 
Il secondo livello di conoscenza, definito da una seconda SOM, tiene conto 
dell‟organizzazione del livello di parola. In questo livello la SOM perviene ad una 
organizzazione di tipo „morfologico‟ in cui cioè parole (nel nostro caso specifico, 
forme verbali) morfo-fonologiche simili vengono raggruppati insieme all‟interno 
della mappa. In dettaglio, la SOM di secondo livello, utilizza gli stati di attivazioni 
della prima SOM (conoscenza fonotattica) per ricreare la rappresentazione (vettoriale) 
dell‟intera parola e sulla base del nuovo input inizializza un nuovo processo di 
apprendimento/organizzazione. L‟organizzazione esibita dalla mappa definisce una 
pertinentizzazione paradigmatica, testimoniata dalla formazione di clusters di forme 
verbali che condividono i medesimi attributi morfosintattici. [anche qui: mi sembra 
confuso e detto male] 
 
4.4 Contrasto paradigmatico 
 
Due simulazioni sono state condotte al fine di valutare il comportamento dei due 
modelli (quello derivazionale e quello paradigmatico) su due differenti corpora di 
addestramento, italiano e inglese, entrambi campionati dalla tree-bank TRESSI 
(REF). La prima simulazione ha previsto l‟utilizzo di un classico percettrone 
(Rosenblatt, 1958) supervisionato, in fase di addestramento, con le forme flesse delle 
rispettive forme di base.[ma non l‟abbiamo già detto?] Le forme target appartengono 
a 4 distinte classi morfosintattiche (forma di base, participio passato, terza persona 
singolare e forma progressiva per l‟inglese; participio passato, terza persona 
singolare, terza persona plurale, infinito per l‟italiano). 
 
  
 
Figure 1. Comportamento del percettrone (con protocollo supervisionato) addestrato su dati 
inglesi ed italiani (in alto) e organizzazione topologica del sistema di SOMs ‘a cascata’ per i 
medesimi dati (in basso). Si noti il diverso risultato per la classe della terza persona singolare tra 
inglese ed italiano nei rispettivi due modelli.  
 
La Figura 1 riporta il comportamento del sistema monitorato durante diversi cicli di 
apprendimento. Il percettrone non esibisce nessun gradiente percettivo [cos‟è un 
gradiente percettivo? vuoi dire trattamento differenziale?] mostrando invece una 
uniforme e non significativa convergenza alla minimizzazione dell‟errore per tutte le 
4 classi morfologiche. In termini puramente computazionali, in effetti, pervenire a una 
generalizzazione morfologica come quella alla base della terza persona singolare 
inglese è un risultato piuttosto scontato data la facilità del compito: forma base + -s. Il 
comportamento del percettrone dimostra proprio questo. 
La stessa classe morfosintattica riceve invece un trattamento diverso nella nostra 
seconda simulazione, facente uso del nostro sistema di SOM a cascata (Calderone et 
al., 2007).  
In italiano, la terza persona risulta avere una salienza percettiva maggiore rispetto 
all‟inglese e di conseguenza una maggiore facilità di apprendimento. Tale rapidità di 
convergenza è testimoniata, nei nostri termini, da una organizzazione topologica su 
una mappa bidimensionale (Figura 1, in basso) per le rispettive 4 classi morfologiche.  
 
4.5 Micro-classi paradigmatiche 
 
Da una più attenta analisi si evince che il contrasto paradigmatico non si limita solo a 
organizzare il sistema verbale in  macro-classi inter-paradigmatiche, ma definisce 
anche la micro-struttura di una macro-classe. Emerge infatti che i medesimi 
meccanismi di constrasto e di analogia morfologica guidano le organizzazioni spaziali 
dei singoli grappoli di nodi, specializzati su base morfosintattica. All‟interno di una 
macro-classe come il PARTICIPIO PASSATO emerge infatti una organizzazione in micro-
classi in cui le varie forme del participio passato vengono spazialmente disposte in 
base a polarizzazioni formali di diversa intensità [cosi‟ lo direbbe Parisi … cerchiamo 
un linguaggio più piano]. La variabilità di realizzazione del PARTICIPIO PASSATO è 
spazialmente tradotta da raggruppamenti di forme verbali con la medesima 
terminazione desinenziale.  
 
 
 
Figure 2. Micro-contrasto paradigmatico. Organizzazione in micro-classi regolari sotto-regolari 
tra le varie forme verbali del PARTICIPIO PASSATO. Il valore di attivazione neurale per ogni 
singola forma è reso graficamente dalla sua proporzione con la grandezza dei caratteri. 
 
Nella Figura 2, ad esempio, si distinguono facilmente aeree di organizzazione in /so/ 
(in basso nella mappa) e aeree con desinenza /tto/ (al centro), quasi a marcare un 
distacco dalla regolarità /ato/ (o al limite /V+ t +V/) e definire quindi un continnum di 
ideale prototipicità/regolarità vs. irregolarità (si noti la posizione della forma /stato/ in 
alto al centro e isolata dalle restanti forme). 
Tali organizzazioni spaziali registrano in dettaglio anche effetti di frequenza sia per 
tipo che per unità (Pirrelli et al. 2004). In particolare la variabilità per tipo (e cioè il 
numero di forme differenti appartenenti a una stessa micro-classe) determina 
l‟estensione spaziale della stessa. La frequenza per unità (la frequenza di una forma 
specifica all‟interno del corpus) ne definisce il suo valore di attivazione neurale (in 
Figura 2, il valore di attivazione neurale per ogni singola forma è reso graficamente 
dalla sua proporzione con la grandezza dei caratteri)[che vuol dire? la stessa frase è 
ripetuta nella didascalia ma non si capisce]. 
 
 
5. Conclusioni 
 
La maggioranza degli studi dedicati all‟apprendimento automatico della morfologia, 
compresi i modelli connessionisti a protocollo supervisionato, ha cercato di modellare 
il problema esclusivamente nei termini di una funzione di proiezione tra forma 
verbale di base e forma flessa, le cui condizioni siano unicamente da cercare 
all‟interno del contesto locale delle forme in questione. Ad esempio, una forma come 
tenete viene messa in relazione a tengo attraverso due operazioni formali: sostituzione 
della terminazione flessionale -o con -ete e cancellazione di velare. Il fatto che le 
condizioni di applicazione di queste relazioni intra-paradigmatiche richiedono 
l‟organizzazione sistematica e globale di tutte le forme del presente con ampliamento 
in velare in una serie di micro-classi inter-paradigmatiche è stato riconosciuto soltanto 
di recente nella letteratura computazionale dedicata all‟apprendimento automatico 
della morfologia (Gaussier, 1999; Pirrelli e Yvon, 1999; Pirrelli, 2000; Goldsmith, 
2001).  
In questi modelli, tuttavia, il paradigma costituisce un principio di 
organizzazione linguistica definito a priori, del tutto estrinseco rispetto all‟algoritmo 
di apprendimento. In nessun caso ci è dato di osservare un processo di auto-
organizzazione paradigmatica delle forme flesse a partire da dati sparsi e incompleti.  
Di contro, il modello di apprendimento basato sull‟uso SOMs „a cascata‟ 
sembra in grado di convergere su configurazioni inter-paradigmatiche, dando conto 
non solo di fenomeni di organizzazione del sistema flessivo per basi multiple (split 
base effect) ma anche di effetti di maggiore e minore facilità di convergenza 
nell‟apprendimento infantile che risulterebbero altrimenti del tutto paradossali, o 
quanto meno controintuitivi, dal punto di vista di un‟ipotesi derivazionale della 
produttività morfologica.  
Il tipo di evidenza simulativa da noi offerta conferma la centralità della 
nozione di paradigma non solo nel dibattito teorico contemporaneo sui fondamenti 
della morfologia ma anche come chiave interpretativa dei dati di apprendimento 
linguistico infantile a nostra disposizione.  
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