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Abstract
The macroscopic behavior of the solution of a coupled system of partial differential equations
arising in the modeling of reaction-diffusion processes in periodic porous media is analyzed. Our
mathematical model can be used for studying several metabolic processes taking place in living
cells, in which biochemical species can diffuse in the cytosol and react both in the cytosol and
also on the organellar membranes. The coupling of the concentrations of the biochemical species
is realized via various properly scaled nonlinear reaction terms. These nonlinearities, which
model, at the microscopic scale, various volume or surface reaction processes, give rise in the
macroscopic model to different effects, such as the appearance of additional source or sink terms
or of a non-standard diffusion matrix.
Keywords: homogenization; nonlinear flux conditions; reaction-diffusion equations.
AMS subject classifications: 35B27; 35K57; 35Q92.
1 Introduction
The goal of this paper is to analyze, via periodic homogenization techniques, the macroscopic
behavior of the solution of a coupled system of partial differential equations arising in the modeling
of reaction-diffusion phenomena in periodic porous media. Our results can be useful for studying
some metabolic processes occurring in biological cells, in which biochemical species can diffuse in
the cytosol and react both in the cytosol and also on the membranes of various organelles, which
are present in the cytoplasm, such as chloroplasts, endoplasmic reticulum or mitochondria.
From a mathematical point of view, we consider a perforated domain Ω∗ε, obtained by removing
from a smooth domain Ω a set of periodically distributed inclusions, ε being a positive small
parameter related to the size and the periodicity of the structure. For applications in biology, the
domain Ω can be seen, in a simplified setting, as the cytoplasm of a biological cell, consisting of the
cytosol Ω∗ε and of various organelles S
ε, periodically distributed, with period ε, in the cytoplasm (see
Section 2). In such a geometry, we consider, at the microscale, a coupled system of three reaction-
diffusion equations, governing the evolution of the concentration of three types of biochemical species
(metabolites) in the perforated domain (cytosol), with suitable nonlinear boundary conditions at
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the surface of the inclusions (at the organellar membranes) and initial conditions. On the outer
cellular membrane ∂Ω, we impose Dirichlet conditions (see system (2.1) and [19]).
The model assumes that the coupling between the concentrations of the biochemical species is
realized through nonlinear reaction terms, appearing in the perforated domain and at the boundary
of the inclusions, as well. In particular, the coupling phenomenon at the boundary of the inclu-
sions is described by imposing different nonlinear flux conditions for the three concentration fields.
The nonlinear functions appearing in these flux conditions depend on the concentrations of the
three species and are properly scaled, depending on the processes occurring at the membranes of
the cellular organelles. The nonlinearities of our model were inspired by kinetics corresponding
to multi-species enzyme catalyzed reactions, which are generalizations of the classical Michaelis-
Menten kinetics to multi-species reactions. A rigorous mathematical model for such processes is
analyzed in [25]÷[27], but with a different scaling and taking into account more complex phenom-
ena.
The main mathematical difficulties behind our study come from the strong coupling between the
equations governing the evolution of the concentrations of the biochemical species and, also, from
the particular scaling of the nonlinear boundary terms. As a matter of fact, the novelty of our
paper consists exactly in the special coupling and scaling of the boundary terms. The form of the
nonlinearities arising at the microscale and this non-standard coupling lead, at the macroscale, to
the appearance of additional source or sink terms and of a non-standard diffusion matrix, which is
not constant (see Theorem 24 and Corollary 25). Hence, we show that some fast reactions occurring,
at the microscale, on the boundaries of Sε (see the second equation in system (2.1)) could lead, at
the macroscale, to a cross - diffusion system (see for this terminology the recent papers [37] and [38]).
The metabolic pathway which our system better fits is the fatty acid activation on the outer
mitochondrial membrane (see [41]). Such a reactive system involves three metabolites, a fatty acid,
the adenosine triphosphate (ATP) and the coenzyme A (CoA), which can diffuse in the cytosol and
can also react on the mitochondrial membrane with different rate, with ATP being the slowest one.
They can react in the cytosol thanks to the enzyme acyl coa - synthetase present on the outer mito-
chondrial membrane. Since this metabolic pathway is strongly ATP-dependent, the concentration
of ATP itself limits the mithocondrial availability of fatty acid and CoA. This aspect could well
explain why, in our limit problem, the effective diffusion matrices of the fastest metabolites depend
on the concentration of the slowest one. Indeed, a shortage of ATP in the cytosol would imply the
stop of the enzyme catalyzed reaction previously described limiting the diffusion of the fatty acid
and the CoA in the whole cell.
Our results might find some applicability also in the case of a porous medium in which various
chemical substances are allowed to diffuse and to react inside and on the walls of the porous medium
and in multiscale modeling of colloidal dynamics in porous media (see, for instance, [33] and [39]).
As already mentioned, the problem we consider here comprises nonlinear terms, properly (differ-
ently) scaled, asking, therefore, for different analytical techniques. For obtaining our macroscopic
model, we use suitable extension operators (see [16], [32], [10], and [43]) and the periodic unfolding
method, adapted to time-dependent functions (see, for instance, [13], [14], [15], [8], and [9]).
Related homogenization problems for reaction-diffusion problems in porous media were ad-
dressed, for instance, in [33], [34], [35], [46], [44], [45], [24], [25], [26], [27], [30], [42], [40], [49],
[50], and [51]. Problems involving fast surface reaction terms can be encountered, for instance, in
[7], [3], [4], and [36]. As far as we know, there are only a few recent papers in which homogenized
matrices depending on the solution itself appear. Non-constant homogenized matrices in which a
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nonlinear function depending on the solution of the macroscopic problem appears can be found,
in different contexts from ours and for particular types of nonlinearities, in the recent papers [3],
[36], and [11]. For the case in which the homogenized matrix depends on the solution of the limit
problem, we also refer the reader to [4], [5], [6], [51], and [20].
The rest of the paper is structured as follows: in Section 2, we describe the geometry of the
periodic porous medium and we set the microscopic problem. Existence and uniqueness results and
a priori estimates for the solution of our microscopic problem are obtained in Section 3. The main
homogenization results of this paper are stated and proven in Section 4.
2 Setting of the problem
We start this section by describing the geometry of the problem. We assume that the porous
medium possesses a periodic microstructure. Let Y = (0, 1)n be the reference cell and S be a closed
strict subset of Y with the boundary Γ := ∂S being Lipschitz continuous. We restrict ourselves to
the case in which S is connected, but this assumption can be easily removed, since we can deal with
the case in which S has a finite number of connected components. Let Y ∗ := Y \ S. The sets S
and Y ∗ will be the reference inclusion and the perforated cell, respectively. Now, let us consider a
bounded connected smooth open set Ω in Rn, with a Lipschitz boundary ∂Ω (we shall be interested
in the physically relevant cases n = 2 or n = 3). Let us notice that, for simplicity, we restrict
ourselves here to a case in which the domain Ω is supposed to be representable by a finite union of
axis-parallel cuboids with corner coordinates in Zn (see [29], [10], and [32]), but the results given
in this paper still hold true for more general domains Ω (see [10] and [32]). Let ε ∈ (0, 1) be a
small positive parameter, related to the characteristic dimensions of the structure and which takes
values in a sequence of strictly positive numbers tending to zero, such that the stretched domain
ε−1Ω can be represented as a finite union of axis-parallel cuboids having corner coordinates in Zn.
For each k ∈ Zn, let Yk = k + Y ∗, Γk := k + Γ, and Kε := {k ∈ Zn | εYk ⊂ Ω}. Then, setting
Sε :=
⋃
k∈Kε
ε(k+S), the perforated domain Ω∗ε is obtained by removing from Ω the set of inclusions
Sε, i.e. Ω∗ε := Ω\Sε. Moreover, if Γε :=
⋃
k∈Kε
εΓk denotes the inner boundary of the porous medium,
it holds that Γε ∩ ∂Ω = ∅.
In such a periodic microstructure, we shall consider a coupled system of nonlinear reaction-
diffusion equations, with suitable boundary and initial conditions. The coupling phenomenon at
the boundary of the inclusions is described by imposing suitably scaled nonlinear flux conditions for
the concentrations. More precisely, if we denote by [0, T ], with T > 0, the time interval of interest,
we shall analyze the effective behavior, as the small parameter ε→ 0, of the solution (cε1, cε2, cε3) of
the following system:
∂tc
ε
i − div(Dεi∇cεi ) = F εi (x, cε1, cε2, cε3) in (0, T ) × Ω∗ε, i ∈ {1, 2, 3}
Dεi∇cεi · νε =
1
ε
Gi(c
ε
1, c
ε
2, c
ε
3) on (0, T )× Γε, i ∈ {1, 2}
Dε3∇cε3 · νε = εGε3(x, cε1, cε2, cε3) on (0, T )× Γε
cεi = 0 on (0, T )× ∂Ω, i ∈ {1, 2, 3}
cεi (0) = c
0
i in Ω
∗
ε, i ∈ {1, 2, 3},
(2.1)
where νε is the unit outward normal to Γε.
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In (2.1), the concentrations cεi of the chemical species (metabolites), the diffusion matrix D
ε and
the nonlinear reactions rates F εi , i ∈ {1, 2, 3}, Gi, i ∈ {1, 2}, and Gε3 satisfy suitable conditions.
More precisely, we make the following assumptions on the data (see also [25, 18, 20]):
(H1) For i ∈ {1, 2, 3}, the diffusion matrices are given by Dεi (x) = Di
(x
ε
)
, where
1. Di ∈ (L∞(Y ))n×n is a Y -periodic and symmetric matrix-field;
2. for any ξ ∈ Rn, α|ξ|2 ≤ (Di(y)ξ, ξ) ≤ β|ξ|2, almost everywhere in Y , for some positive real
constants α and β.
(H2) For i ∈ {1, 2, 3}, the reaction rates are given by F εi (x, s1, s2, s3) = Fi(xε , s1, s2, s3), where
Fi : R
n × R3 → R satisfies the following hypotheses:
1. Fi is continuous;
2. Fi(·, s) is a Y -periodic function for all s ∈ R3;
3. Fi(y, ·) is Lipschitz continuous for all y ∈ Rn with constant independent of y;
4. Fi(y, 0) = 0 for all y ∈ Rn.
(H3) For i ∈ {1, 2}, the nonlinear functions in the first flux condition are given by
Gi(s1, s2, s3) = (−1)i (s1 − s2) H (s3) , (2.2)
where H : R→ R∗+ satisfies the following hypotheses:
1. there exists a positive constant l such that
0 ≤ H(s) ≤ l <∞ for all s ∈ R;
2. H(0) = 0;
3. H ∈ C1(R);
4. there exists a positive constant L such that
|H ′(s)| ≤ L <∞ for all s ∈ R.
(H4) The nonlinear function in the second flux condition is given byG
ε
3(x, s1, s2, s3) = G3
(
x
ε , s1, s2, s3
)
,
where G3 : R
n × R3 → R satisfies the following hypotheses:
1. G3 is continuous;
2. G3(·, s) is a Y -periodic function for all s ∈ R3;
3. G3(y, ·) is Lipschitz continuous for all y ∈ Rn with constant independent of y;
4. G3(y, 0) = 0 for all y ∈ Rn.
4
(H5) Set (·)− = min {·, 0}. We assume that for a.e. (x, s) ∈ Rn × R3 it holds
F ε1 (x, s1, s2, s3) (s1)− + F
ε
2 (x, s1, s2, s3) (s2)− + F
ε
3 (x, s1, s2, s3) (s3)−
≤ C1
(∣∣(s1)−∣∣2 + ∣∣(s2)−∣∣2 + ∣∣(s3)−∣∣2) (2.3)
and
Gε3(x, s1, s2, s3) (s3)− ≤ C2
(∣∣(s1)−∣∣2 + ∣∣(s2)−∣∣2 + ∣∣(s3)−∣∣2) , (2.4)
with C1 and C2 positive constants independent of ε.
(H6) There exist Λ > 0 and A > 0 such that (see [27]), for i ∈ {1, 2, 3},
Fi(·, s) ≤ Asi for all s ∈ R3 with si ≥ Λ,
G3(·, s) ≤ As3 for all s ∈ R3 with s3 ≥ Λ.
(2.5)
(H7) The initial concentrations c
0
i ∈ L2(Ω), i ∈ {1, 2, 3}, are assumed to be non-negative and
bounded independently with respect to ε by a constant Λ (the same constant as the one in assump-
tion (H6), i.e. for i ∈ {1, 2, 3} it holds
0 ≤ c0i ≤ Λ. (2.6)
From the Lipschitz continuity, we obtain that for all (x, s) ∈ Rn × R3 the following growth
conditions hold:
|F εi (x, s1, s2, s3)| ≤ C3(1 + |s1|+ |s2|+ |s3|), i ∈ {1, 2, 3} (2.7)
and
|Gε3(x, s1, s2, s3)| ≤ C4(1 + |s1|+ |s2|+ |s3|), (2.8)
with C3 and C4 positive constants independent of ε.
Moreover by (H2)4 and (H4)4, (2.7) and (2.8) become
|F εi (x, s1, s2, s3)| ≤ C5(|s1|+ |s2|+ |s3|), i ∈ {1, 2, 3}
and
|Gε3(x, s1, s2, s3)| ≤ C6(|s1|+ |s2|+ |s3|).
Remark 1 For simplicity, we assume that all the parameters involved in our model are time inde-
pendent, but the case in which they depend on time can be also treated.
Remark 2 We point out that we don’t have too much freedom for our nonlinearities and for their
scalings, since, when working with systems, it is difficult to ensure positivity, essential boundedness
and, most important, strong convergence results.
Remark 3 The adsorption/desorption processes and the reactions taking place at the surface of
the inclusions depend on many factors, such as the nature of the molecules (various molecules can
have very low or very high adsorption, some molecules can adsorb and react with other molecules,
which do not adsorb), the value of the concentrations of the involved species, the nature of the solid
surface, the total surface area of the adsorbent, etc. So, various surface kinetics corresponding
to multi-species enzyme catalyzed reactions, such as Langmuir or Eley-Rideal mechanisms, can be
considered in order to describe the nonlinear fluxes at the surface of the inclusions. The fact that
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the reactions of the biochemical species at the surface Γε are assumed to be fast or slow is reflected
in the different scaling of the corresponding fluxes in equations (2.1)2,3. Such a specific scaling
will lead, at the macroscale, to different effects, namely a non-standard homogenized matrix and an
additional source or sink term, respectively (see Theorem 24 and Corollary 25).
Example 1. Let us give here some concrete examples of nonlinear functions Fi, for i ∈ {1, 2, 3} (see,
also, [25], Section 5 in [26], and Chapter 4 in [27]).
If a0(y) is a positive bounded measurable Y -periodic function, ck > 0 and k ∈ {0, 1}3, then
Fi(y, s1, s2, s3) = a0(y)
s1s2s3∑
|k|≤3 cks
k
.
For simplicity, we can take all the coefficients in front of our variables to be equal to one. Thus, we
consider functions Fi, for 1 ≤ i ≤ 3, of the following form:
Fi(y, s1, s2, s3) = a0(y)
s1s2s3
1 + s1 + s2 + s3 + s1s2 + s1s3 + s2s3 + s1s2s3
.
Other possible concrete examples could be:
F1(y, s1, s2, s3) = a0(y)
s1s2
1 + s1 + s2 + s1s2 + s1s2s3
+ s1,
F2(y, s1, s2, s3) =
s2s3
1 + s2 + s3 + s2s3 + s1s2s3
,
F3(y, s1, s2, s3) =
s1s3
1 + s1 + s3 + s1s3 + s1s2s3
+ s3.
A very simplified setting could be to assume that each Fi depends only on the corresponding
concentration si and it is given by the Michaelis-Menten kinetics arising in biochemistry when deal-
ing with enzyme-catalyzed reactions.
Example 2. For G3 we might take, for instance, kinetics similar to the ones used for Fi or
kinetics of the form
G3(s1, s2, s3) = a(y)
s41
1 + s41
s3 + s3,
where a(y) is a positive bounded measurable Y -periodic function.
Example 3. As an example for a nonlinear function H in (2.2), we can consider the Langmuir
kinetics, i.e.
H(s) =
as
1 + bs
, a, b > 0. (2.9)
Thus, for a concrete relevant example of nonlinear functions Gi, for i ∈ {1, 2}, we have
Gi(s1, s2, s3) = (−1)ia(s1 − s2)s3
1 + bs3
. (2.10)
We remark, that with this choice, the boundary term involving function H is well-defined. Indeed,
the function in (2.10) satisfies assumption (H3) since the concentration fields c
ε
i , for i ∈ {1, 2, 3},
are positive and essentially bounded, as we shall prove in Section 3.
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For negative values of variables, in the above functions singularities may appear. To handle
this type of nonlinearity, as in [25]÷[27], we first consider the modified kinetics with the modulus
appearing in all the terms in the denominator. After proving existence and uniqueness results for
the problem with the modified kinetics, we prove that the solution is nonnegative, and, so, it is also
a solution of the original problem (see, for instance, Example 1 in [24]).
Remark 4 Actually, having in mind (2.9), it would be enough to put 0 < H ′ ≤ L in order to
consider a one to one and increasing function as done for instance in [3]. In this sense, our
assumption (H3)4 is more general from the mathematical point of view.
The assumptions we made are natural structural assumptions. Most of them are mathematical
requirements, which, however, have a strong physical justification, as underlined in the following
remarks.
Remark 5 Hypotheses (H1), (H2)1,2,3, (H3), and (H4)1,2,3 are, on one hand, mathematical and
are needed for proving existence and uniqueness results and estimates for the microscopic model.
In general, apart from linear functions, one has to assume Lipschitz or monotonicity conditions to
ensure well-posedness. (H2)1,2,3 is also needed to prove strong convergence. However, (H2) and
(H4) are standard hypotheses used for this kind of problems in the literature, describing chemical
reactions which are relevant in many concrete applications. In biology and in chemistry, many im-
portant processes behave like having a monotone or a Lipschitz character and, so, our hypotheses on
the nonlinear functions Fi and Gi are physically justified. Also, the regularity conditions imposed
for our nonlinearities are technical requirements. This kind of regularity can probably be improved.
The conditions asked in (H3) for Gi are not standard, but such nonlinearities are still relevant for
describing several chemical reactions, such as those implied in the Eley-Rideal mechanisms. We
notice that (H2)4 and (H4)4 are just physical assumptions: in absence of concentrations, we do
expect no reaction to occur. These conditions are not relevant from a mathematical point of view.
Technically, such conditions can be removed.
Remark 6 Hypotheses (H5), (H6), (H7) and again (H3) are needed for ensuring the non-negativity
and the essential boundedness of the solutions, such properties being, in fact, reasonable from a bio-
logical point of view (see, for example, [26] and [27]). For instance, (H5) is a technical requirement
and it ensures the positivity of our concentrations. However, we mention that other choices are still
possible. In fact, we could ask, as in [31], that Fi(·, s) ≥ 0, for all s = (s1, s2, s3) with si ≤ 0. This
means, in fact, that if a chemical species vanishes, then it can only be produced.
The main difficulties behind our study come from the strong coupling between the equations
governing the evolution of the concentration fields, from the nonlinearity of the model and from the
interesting interface phenomena (which are far from being perfectly understood) appearing in the
heterogeneous media under consideration.
3 The microscopic model
3.1 Existence and uniqueness for the microscopic model
The following lemma will be used several times throughout the paper (see [25, Lemma 5]).
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Lemma 7 (i) Let Ω be an arbitrary Lipschitz domain and δ > 0. Then,
‖u‖2L2(∂Ω) ≤ Cδ‖u‖2L2(Ω) + δ‖∇u‖2L2(Ω), (3.1)
for all u ∈ H1(Ω) and with a constant Cδ > 0 depending on δ.
(ii) Let p ∈ [1,+∞) and uε ∈ Lp(Ω∗ε). Since the trace operator from W 1,p(Y ∗) into Lp(Γ) is
continuous, one has
ε‖uε‖pLp(Γε) ≤ C
(
‖uε‖pLp(Ω∗ε) + ε
p‖∇uε‖pLp(Ω∗ε)
)
. (3.2)
(iii) Under the same assumptions as in (ii) and for an arbitrary δ > 0, we have
ε‖uε‖pLp(Γε) ≤ Cδ‖uε‖pLp(Ω∗ε) + δε
p‖∇uε‖pLp(Ω∗ε). (3.3)
For giving the definition of a weak solution of the system (2.1), following [25], for any Banach space
V , we denote its dual by V ′ and we introduce the space
W (0, T ;V, V ′) := {u ∈ L2 (0, T ;V ) : ∂tu ∈ L2 (0, T ;V ′)},
where the time derivative ∂tu is understood in the distributional sense. It is a Banach space if it is
endowed with the norm of the graph
‖u‖W := ‖u‖L2(0,T ;V ) + ‖∂tu‖L2(0,T ;V ′).
We denote
H1∂Ω(Ω
∗
ε) = { v ∈ H1(Ω∗ε) | v = 0 on ∂Ω}.
Definition 8 We say that (cε1, c
ε
2, c
ε
3) ∈ W
(
0, T ;H1∂Ω(Ω
∗
ε), (H
1
∂Ω(Ω
∗
ε))
′
)3
is a weak solution of prob-
lem (2.1) if for any v ∈ H1∂Ω(Ω∗ε) and for a.e. t ∈ (0, T ) it holds that, for i ∈ {1, 2},
〈∂tcεi , v〉Ω∗ε +
∫
Ω∗ε
Dεi∇cεi · ∇vdx =
∫
Ω∗ε
F εi (x, c
ε
1, c
ε
2, c
ε
3)v dx+
1
ε
∫
Γε
Gi(c
ε
1, c
ε
2, c
ε
3)v dσx
〈∂tcε3, v〉Ω∗ε +
∫
Ω∗ε
Dε3∇cε3 · ∇vdx =
∫
Ω∗ε
F ε3 (x, c
ε
1, c
ε
2, c
ε
3)v dx+ ε
∫
Γε
Gε3(x, c
ε
1, c
ε
2, c
ε
3)v dσx,
(3.4)
together with the initial conditions
cεi (0) = c
0
i in Ω
∗
ε, i ∈ {1, 2, 3}. (3.5)
Here, we denoted by 〈·, ·〉Ω∗ε the duality pairing 〈·, ·〉H1∂Ω(Ω∗ε),(H1∂Ω(Ω∗ε))′ of H
1
∂Ω(Ω
∗
ε) with its dual space
(H1∂Ω(Ω
∗
ε))
′.
Theorem 9 There exists a unique weak solution (cε1, c
ε
2, c
ε
3) of problem (2.1).
Proof. We can argue in a similar manner as in [25] (see, also [27], [29], and [30]). Indeed, we can use
Schaefer’s fixed point theorem. To this end, following [25], one can define the fixed point operator F :
X → X, where X = L2
(
0, T ;Hβ∂Ω(Ω
∗
ε)
)3
, for β ∈ (12 , 1). For ĉε = (ĉε1, ĉε2, ĉε3) ∈ X, let F(ĉε) = cε =
(cε1, c
ε
2, c
ε
3), where c
ε ∈ W (0, T ;H1∂Ω(Ω∗ε), (H1∂Ω(Ω∗ε))′)3 is the unique solution of the linearization
of the system (2.1) (i.e. in (2.1) we replace, for i ∈ {1, 2, 3}, F εi (x, cε1, cε2, cε3) by F εi (x, ĉε1, ĉε2, ĉε3),
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Gi(c
ε
1, c
ε
2, c
ε
3) by Gi(ĉ
ε
1, ĉ
ε
2, ĉ
ε
3), for i ∈ {1, 2}, and Gε3(x, cε1, cε2, cε3) by Gε3(x, ĉε1, ĉε2, ĉε3), respectively).
Due to the fact that the embedding
W (0, T ;H1∂Ω(Ω∗ε), (H1∂Ω(Ω∗ε))′)3 →֒ X
is compact, using estimates similar to those in Lemma 12 below, one gets that the operator F is
continuous and compact and the set {c ∈ X | c = λF(c), for some λ ∈ [0, 1]} is bounded in X. Then,
Schaefer’s theorem gives the existence of a weak solution of problem (2.1). As in [25], the uniqueness
follows from the Lipschitz continuity of the functions F εi and G
ε
i and Gronwall’s inequality.
In what follows, we prove the nonnegativity and the uniform boundedness from above of the con-
centration fields cεi , for i ∈ {1, 2, 3}, which is a reasonable condition from the point of view of
applications in biology. In order to show nonnegativity, we have to take into account the fact that,
for i ∈ {1, 2, 3}, the generalized time derivative ∂tcεi is only an element of L2(0, T ; ((H1∂Ω(Ω∗ε))′) and
we don’t know if the time derivative of (cεi )− exists or not. So, as in [25], we regularize the solution
cεi with the aid of Steklov average and we obtain an integral inequality for the concentrations c
ε
i .
Theorem 10 Let (cε1, c
ε
2, c
ε
3) be the weak solution of problem (2.1). Then, for a.e. t ∈ (0, T ) and
for i ∈ {1, 2, 3}, we have
cεi (·, x) ≥ 0 a.e. in Ω∗ε. (3.6)
Proof. We start by proving that, for i ∈ {1, 2}, for a.e. t ∈ (0, T ) we have
1
2
‖(cεi )−(t)‖2L2(Ω∗ε) + α ‖∇(c
ε
i )−‖2L2(0,t;L2(Ω∗ε))
≤
∫ t
0
∫
Ω∗ε
F εi (x, c
ε
1, c
ε
2, c
ε
3)(c
ε
i )−dxds+
1
ε
∫ t
0
∫
Γε
Gi(c
ε
1, c
ε
2, c
ε
3)(c
ε
i )−dσx ds,
(3.7)
while for i = 3 we have
1
2
‖(cε3)−(t)‖2L2(Ω∗ε) + α ‖∇(c
ε
3)−‖2L2(0,t;L2(Ω∗ε))
≤
∫ t
0
∫
Ω∗ε
F ε3 (x, c
ε
1, c
ε
2, c
ε
3)(c
ε
3)−dxds+ ε
∫ t
0
∫
Γε
Gε3(x, c
ε
1, c
ε
2, c
ε
3)(c
ε
3)−dσx ds.
(3.8)
From the first equation in (3.4), after integration in time from t to t + h, by integration by parts
in the time derivative term and by multiplying the whole equation by
1
h
, we get for all t, h ∈ (0, T )
with (t+ h) ∈ (0, T ) and for all v ∈ H1∂Ω(Ω∗ε)
1
h
∫
Ω∗ε
(cεi (t+ h)− cεi (t)) v dx+
1
h
∫ t+h
t
∫
Ω∗ε
Dεi∇cεi · ∇v dxds
=
1
h
∫ t+h
t
∫
Ω∗ε
F εi (x, c
ε
1, c
ε
2, c
ε
3)v dxds+
1
hε
∫ t+h
t
∫
Γε
Gi(c
ε
1, c
ε
2, c
ε
3)v dσx ds, i ∈ {1, 2}.
(3.9)
Using the Steklov average, defined for a function u ∈ L2(0, T ;L2(D)) withD ⊂ Rn open, t, h ∈ (0, T )
by
[u]h(t) :=

1
h
∫ t+h
t
u(s, ·) ds for t ∈ (0, T − h],
0 for t > T − h,
(3.10)
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we obtain ∫
Ω∗ε
∂t[c
ε
i ]hv dx+
∫
Ω∗ε
Dεi∇[cεi ]h · ∇vdx
=
∫
Ω∗ε
[F εi (x, c
ε
1, c
ε
2, c
ε
3)]hv dx+
1
ε
∫
Γε
[Gi(c
ε
1, c
ε
2, c
ε
3)]hv dσx, i ∈ {1, 2}.
(3.11)
We have ∂t[c
ε
i ]h ∈ L2(0, T ;L2(Ω∗ε)) for all 0 < h < δ and therefore ∂t([cεi ]h)− ∈ L2(0, T − δ;L2(Ω∗ε)).
For the function [cεi ]h it holds that
〈∂t[cεi ]h(t), ([cεi ]h(t))−〉Ω∗ε =
1
2
d
dt
‖([cεi ]h)−‖2L2(Ω∗ε)
and we obtain by integration from 0 to t ∈ (0, T ) and testing the first equation in (3.4) with
v = ([cεi ]h)−, due to the definition of the cut off function (c
ε
i )− and assumption (H1)2, for small h
and i ∈ {1, 2}
1
2
‖([cεi ]h)−(t)‖2L2(Ω∗ε) −
1
2
‖([cεi ]h)−(0)‖2L2(Ω∗ε) + α ‖∇([c
ε
i ]h)−‖2L2(0,t;L2(Ω∗ε))
≤
∫ t
0
∫
Ω∗ε
[F εi (x, c
ε
1, c
ε
2, c
ε
3)]h([c
ε
i ]h)−dxds+
1
ε
∫ t
0
∫
Γε
[Gi(c
ε
1, c
ε
2, c
ε
3)]h([c
ε
i ]h)−dσx ds.
(3.12)
Using the properties of the Steklov average, we can pass to the limit as h → 0 in (3.12) and by
assumption (H7) we use that the initial concentration fields are nonnegative, i.e. (c
ε
i (0))− = 0, to
obtain (3.7). In a similar manner one can obtain (3.8).
Summing up equations (3.7) for i ∈ {1, 2} and (3.8), we get
1
2
‖(cε1)−(t)‖2L2(Ω∗ε) +
1
2
‖(cε2)−(t)‖2L2(Ω∗ε) +
1
2
‖(cε3)−(t)‖2L2(Ω∗ε)+
α
(
‖∇(cε1)−‖2L2(0,t;L2(Ω∗ε)) + ‖∇(cε2)−‖
2
L2(0,t;L2(Ω∗ε))
+ ‖∇(cε3)−‖2L2(0,t;L2(Ω∗ε))
)
≤
∫ t
0
∫
Ω∗ε
[F ε1 (x, c
ε
1, c
ε
2, c
ε
3)(c
ε
1)− + F
ε
2 (x, c
ε
1, c
ε
2, c
ε
3)(c
ε
2)− + F
ε
3 (x, c
ε
1, c
ε
2, c
ε
3)(c
ε
3)−] dxds
+
1
ε
∫ t
0
∫
Γε
[G1(c
ε
1, c
ε
2, c
ε
3)(c
ε
1)− +G2(c
ε
1, c
ε
2, c
ε
3)(c
ε
2)−] dσx ds
+ε
∫ t
0
∫
Γε
Gε3(x, c
ε
1, c
ε
2, c
ε
3)(c
ε
3)−dσx ds.
(3.13)
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By taking into account (2.2), (2.3) and (2.4), we obtain
1
2
(
‖(cε1)−(t)‖2L2(Ω∗ε) + ‖(cε2)−(t)‖
2
L2(Ω∗ε)
+ ‖(cε3)−(t)‖2L2(Ω∗ε)
)
+α
(
‖∇(cε1)−‖2L2(0,t;L2(Ω∗ε)) + ‖∇(cε2)−‖
2
L2(0,t;L2(Ω∗ε))
+ ‖∇(cε3)−‖2L2(0,t;L2(Ω∗ε))
)
≤ C1
∫ t
0
(
‖(cε1)−(s)‖2L2(Ω∗ε) + ‖(c
ε
2)−(s)‖2L2(Ω∗ε) + ‖(c
ε
3)−(s)‖2L2(Ω∗ε)
)
ds
+C2 ε
∫ t
0
(
‖(cε1)−(s)‖2L2(Γε) + ‖(cε2)−(s)‖2L2(Γε) + ‖(cε3)−(s)‖2L2(Γε)
)
ds
+
1
ε
∫ t
0
∫
Γε
(cε1 − cε2)H (cε3) [(cε2)− − (cε1)−] dσx ds.
Since the function H is positive, by the definition of (cεi )−, it is easy to show that
1
ε
∫ t
0
∫
Γε
(cε1 − cε2)H (cε3) [(cε2)− − (cε1)−] dσx ds ≤ 0, (3.14)
and, hence, we get
1
2
(
‖(cε1)−(t)‖2L2(Ω∗ε) + ‖(cε2)−(t)‖
2
L2(Ω∗ε)
+ ‖(cε3)−(t)‖2L2(Ω∗ε)
)
+α
(
‖∇(cε1)−‖2L2(0,t;L2(Ω∗ε)) + ‖∇(cε2)−‖
2
L2(0,t;L2(Ω∗ε))
+ ‖∇(cε3)−‖2L2(0,t;L2(Ω∗ε))
)
≤ C1
∫ t
0
(
‖(cε1)−(s)‖2L2(Ω∗ε) + ‖(c
ε
2)−(s)‖2L2(Ω∗ε) + ‖(c
ε
3)−(s)‖2L2(Ω∗ε)
)
ds
+C2 ε
∫ t
0
(
‖(cε1)−(s)‖2L2(Γε) + ‖(cε2)−(s)‖2L2(Γε) + ‖(cε3)−(s)‖2L2(Γε)
)
ds.
Using Gronwall’s inequality, we are led, as in [25], to (3.6).
Following the same argument as in [27], we prove that cεi , i ∈ {1, 2, 3}, are essentially bounded.
Theorem 11 Let (cε1, c
ε
2, c
ε
3) be the weak solution of problem (2.1). Then, for a.e. t ∈ (0, T ) and
for i ∈ {1, 2, 3}, there exists a constant C > 0 independent of ε such that
‖cεi‖L∞((0,T )×Ω∗ε) ≤ C. (3.15)
Proof. Set (·)+ = max {·, 0}. Let A and Λ be as in assumptions (H6) and (H7) and let us consider,
for i ∈ {1, 2, 3}, v = e−tA(cεi e−tA − Λ)+ as test function in (3.4). Then, we obtain, for i ∈ {1, 2},
〈∂tcεi , e−tA(cεi e−tA − Λ)+〉Ω∗ε +
∫
Ω∗ε
Dεi∇cεi · ∇e−tA(cεi e−tA − Λ)+ dx
=
∫
Ω∗ε
F εi (x, c
ε
1, c
ε
2, c
ε
3)e
−tA(cεi e
−tA − Λ)+ dx+ 1
ε
∫
Γε
Gi(c
ε
1, c
ε
2, c
ε
3)e
−tA(cεi e
−tA − Λ)+ dσx
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and, for i = 3,
〈∂tcε3, e−tA(cε3 e−tA − Λ)+〉Ω∗ε +
∫
Ω∗ε
Dε3∇cε3 · ∇e−tA(cε3 e−tA − Λ)+ dx
=
∫
Ω∗ε
F ε3 (x, c
ε
1, c
ε
2, c
ε
3)e
−tA(cε3 e
−tA − Λ)+ dx+ ε
∫
Γε
Gε3(x, c
ε
1, c
ε
2, c
ε
3)e
−tA(cε3 e
−tA − Λ)+ dσx.
Using assumption (H6) and (2.2), for i ∈ {1, 2}, we have
〈∂tcεi , e−tA(cεi e−tA − Λ)+〉Ω∗ε +
∫
Ω∗ε
Dεi∇cεi · ∇e−tA(cεi e−tA − Λ)+ dx
≤
∫
Ω∗ε
Ae−tAcεi (c
ε
i e
−tA − Λ)+ dx+ 1
ε
∫
Γε
(−1)ie−tA(cε1 − cε2)H (c3)
(
cεi e
−tA − Λ)
+
dσx
(3.16)
and, for i = 3,
〈∂tcε3, e−tA(cε3 e−tA − Λ)+〉Ω∗ε +
∫
Ω∗ε
Dε3∇cε3 · ∇e−tA(cε3 e−tA − Λ)+ dx
≤
∫
Ω∗ε
Ae−tAcε3(c
ε
3 e
−tA − Λ)+ dx+ ε
∫
Γε
Ae−tAcε3(c
ε
3 e
−tA − Λ)+ dσx
=
∫
Ω∗ε
Ae−tAcε3(c
ε
3 e
−tA − Λ)+ dx+Aε
∥∥(cε3 e−tA − Λ)+∥∥2L2(Γε) dσx +Aε∫
Γε
Λ(cε3 e
−tA − Λ)+ dσx.
(3.17)
On the other hand, for i ∈ {1, 2, 3}, one has
〈∂tcεi , e−tA(cεi e−tA − Λ)+〉Ω∗ε
= 〈∂t(cεi e−tA − Λ), (cεi e−tA − Λ)+〉Ω∗ε + 〈Ae−tAcεi , (cεi e−tA − Λ)+〉Ω∗ε .
(3.18)
Therefore, summing up (3.16) for i ∈ {1, 2}, by assumption (H1)2 we obtain
d
dt
∥∥(cε1 e−tA − Λ)+∥∥2L2(Ω∗ε) + ddt ∥∥(cε2 e−tA − Λ)+∥∥2L2(Ω∗ε)
+α
(∥∥∇(cε1 e−tA − Λ)+∥∥2L2(Ω∗ε) + ∥∥∇(cε2 e−tA − Λ)+∥∥2L2(Ω∗ε))
≤ 1
ε
∫
Γε
[
(cε1e
−tA − Λ)− (cε2e−tA − Λ)
]
H (c3)
[
(cε2e
−tA − Λ)+ − (cε1e−tA − Λ)+
]
dσx.
By arguing as to prove (3.14), we get that the second member of the previous inequality is non
positive and then
d
dt
∥∥(cε1 e−tA − Λ)+∥∥2L2(Ω∗ε) + ddt ∥∥(cε2 e−tA − Λ)+∥∥2L2(Ω∗ε) ≤ 0.
Integrating in time and taking into account that the initial data are bounded, we get the essential
boundedness of cε1 and c
ε
2.
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From (3.17), taking into account (3.18) and assumption (H1)2, we get
d
dt
∥∥(cε3 e−tA − Λ)+∥∥2L2(Ω∗ε) + α ∥∥∇(cε3 e−tA − Λ)+∥∥2L2(Ω∗ε)
≤ C
(
ε
∥∥(cε3 e−tA − Λ)+∥∥2L2(Γε) + ε∫
Γε
Λ(cε3 e
−tA − Λ)+ dσx
)
.
Now, exactly as in [27, Proposition 3.38], we are led to the essential boundedness of cε3.
3.2 Estimates for the microscopic model
Our goal is to obtain the effective behavior of the solutions of the microscopic system (2.1). To this
aim, we need to pass to the limit, with ε → 0, in the variational formulation of the microscopic
model, by using compactness results with respect to suitable topologies. Thus, we need to prove a
priori estimates for our solution.
Lemma 12 For the solution (cε1, c
ε
2, c
ε
3) of problem (2.1), there exists a positive constant C > 0,
independent of ε, such that the following estimates hold true:
‖cεi ‖L∞(0,T ;L2(Ω∗ε)) ≤ C i ∈ {1, 2, 3}, (3.19)
‖cεi‖L2(0,T ;H1(Ω∗ε)) ≤ C i ∈ {1, 2, 3}, (3.20)
‖cε1 − cε2‖L2(0,T ;L2(Γε)) ≤ C
√
ε, (3.21)
√
ε‖cε3‖L2(0,T ;L2(Γε)) ≤ C, (3.22)
‖∂tcεi ‖L2(0,T ;(H1
0
(Ω∗ε))
′) ≤ C i ∈ {1, 2}, (3.23)
‖∂tcε3‖L2(0,T ;(H1
∂Ω
(Ω∗ε))
′) ≤ C. (3.24)
Proof. Let us prove (3.19). To this end, we test the first equation in (3.4) with cεi , for i ∈ {1, 2},
and the second one with cε3, respectively. We get
1
2
d
dt
‖cεi‖2L2(Ω∗ε) +
∫
Ω∗ε
Dεi∇cεi · ∇cεidx =
∫
Ω∗ε
F εi (x, c
ε
1, c
ε
2, c
ε
3)c
ε
idx+
1
ε
∫
Γε
Gi(c
ε
1, c
ε
2, c
ε
3)c
ε
idσx
and
1
2
d
dt
‖cε3‖2L2(Ω∗ε) +
∫
Ω∗ε
Dε3∇cε3 · ∇cε3dx =
∫
Ω∗ε
F ε3 (x, c
ε
1, c
ε
2, c
ε
3)c
ε
3dx+ ε
∫
Γε
Gε3(x, c
ε
1, c
ε
2, c
ε
3)c
ε
3dσx.
Then, by (2.2) and assumption (H1)2, we get
1
2
(
d
dt
‖cε1‖2L2(Ω∗ε) +
d
dt
‖cε1‖2L2(Ω∗ε) +
d
dt
‖cε3‖2L2(Ω∗ε)
)
+α
(
‖∇cε1‖2L2(Ω∗ε) + ‖∇c
ε
2‖2L2(Ω∗ε) + ‖∇c
ε
3‖2L2(Ω∗ε)
)
≤
∫
Ω∗ε
F ε1 (x, c
ε
1, c
ε
2, c
ε
3)c
ε
1dx+
∫
Ω∗ε
F ε2 (x, c
ε
1, c
ε
2, c
ε
3)c
ε
2dx+
∫
Ω∗ε
F ε3 (x, c
ε
1, c
ε
2, c
ε
3)c
ε
3dx
+ε
∫
Γε
Gε3(x, c
ε
1, c
ε
2, c
ε
3)c
ε
3dσx −
1
ε
∫
Γε
(cε1 − cε2)2H (c3) dσx.
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Since H is nonnegative, by using the growth conditions (2.7) and (2.8) for F εi and G
ε
3, respectively,
we have
1
2
(
d
dt
‖cε1‖2L2(Ω∗ε) +
d
dt
‖cε1‖2L2(Ω∗ε) +
d
dt
‖cε3‖2L2(Ω∗ε)
)
+α
(
‖∇cε1‖2L2(Ω∗ε) + ‖∇c
ε
2‖2L2(Ω∗ε) + ‖∇c
ε
3‖2L2(Ω∗ε)
)
≤ C
∫
Ω∗ε
(1 + |cε1|+ |cε2|+ |cε3|)(|cε1|+ |cε2|+ |cε3|)dx+ Cε
∫
Γε
(1 + |cε1|+ |cε2|+ |cε3|)|cε3|dσx.
(3.25)
Using the inequality 2ab ≤ a2 + b2, the fact that |Γε| ≤ Cε−1, |Ω∗ε| ≤ C and ε < 1, as well as the
modified trace inequality from Lemma 7(iii), as in [25] or [27], we are led to
d
dt
(
‖cε1‖2L2(Ω∗ε) + ‖c
ε
2‖2L2(Ω∗ε) + ‖c
ε
3‖2L2(Ω∗ε)
)
+ α
(
‖∇cε1‖2L2(Ω∗ε) + ‖∇c
ε
2‖2L2(Ω∗ε) + ‖∇c
ε
3‖2L2(Ω∗ε)
)
≤ C1 + C2
(
‖cε1‖2L2(Ω∗ε) + ‖c
ε
2‖2L2(Ω∗ε) + ‖c
ε
3‖2L2(Ω∗ε)
)
.
(3.26)
Integrating with respect to time and using Gronwall’s inequality, we obtain the pointwise bound-
edness of ‖cεi‖L2(Ω∗ε), i ∈ {1, 2, 3} in (0, T ), i.e. (3.19). Then, (3.19) and estimate (3.26) imply
inequality (3.20).
In order to prove estimate (3.21), let us test the first equation in the variational formulation
(3.4), written for i = 1 and i = 2 with cε1 and c
ε
2, respectively. Summing up these two equations,
moving the boundary terms in the left-hand side and taking into account (2.2), (3.6) and (3.15), we
are led to (3.21).
In order to prove the estimates for the time derivative of the concentration fields, i.e. inequality
(3.23), we test the first equation in (3.4) with v ∈ H10 (Ω∗ε), such that ‖v‖H1
0
(Ω∗ε)
≤ 1. Using similar
arguments as before and the estimates (3.20), we get (3.23) for i ∈ 1, 2.
In fact, for cε3 we get a slightly better estimate, as in [25]. It is enough to test the second equation in
(3.4) with v ∈ H1∂Ω(Ω∗ε) such that ‖v‖H1∂Ω(Ω∗ε) ≤ 1 and using similar arguments as before. Estimate
(3.22) follows directly from (3.20) and Lemma 7(ii).
4 Homogenization results by the periodic unfolding method
In this section, we are interested in obtaining the effective behavior, as ε → 0, of the solution
(cε1, c
ε
2, c
ε
3) of problem (3.4)-(3.5). To this aim, we shall use the a priori estimates given in Lemma
12 to derive convergence results for the sequences (cε1, c
ε
2, c
ε
3). In order to pass to the limit in
the nonlinear terms in the variational formulation of (2.1), we need to establish strong convergence
results. For using classical compactness results, we shall extend the functions (cε1, c
ε
2, c
ε
3) to the whole
domain Ω and we shall use unfolding operators, which transform functions on varying domains to
functions on fixed domains (see, for instance, [13], [14], [15], [21], [8], and [9]). Through the unfolding
method, which is more or less equivalent to the two-scale convergence (see [2] and [47]), we can
handle easier the nonlinearities on Γε.
4.1 The time-dependent unfolding operator
In this subsection, we start by briefly recalling the definition and the main properties of the un-
folding operator T ∗ε introduced, for time-dependent functions, in [23] (see also [22]). Since time
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is a parameter, the results in [23] are direct generalizations of the corresponding ones from [13].
For a more general setting of unfolding operators with time, we refer to [8] (see also [9]). For the
unfolding operator defined in fixed domains, we refer the reader to [14]. In the sequel, for z ∈ Rn,
we use [z]Y to denote its integer part k, such that z − [z]Y ∈ Y , and we set
{z}Y = z − [z]Y ∈ Y in Rn.
Then, for x ∈ Rn, one has
x = ε
([x
ε
]
Y
+
{x
ε
}
Y
)
.
In order to define the periodic unfolding operators, let us introduce the following sets as in [13, 14].
Let
Ω̂ε = interior
 ⋃
k∈Kε
ε(k+ Y )
 , Λε = Ω \ Ω̂ε, (4.1)
where Kε is the same as in Section 2. Set
Ω̂∗ε = Ω̂ε \ Sε, Λ∗ε = Ω∗ε \ Ω̂∗ε. (4.2)
Moreover, throughout the paper we denote:
• u˜: the zero extension to the whole Ω of a function u defined on Ω∗ε,
• ME (f) := 1|E|
∫
E
f dx, the average on E of any function f ∈ L1 (E).
Let us first recall the unfolding operator Tε for the fixed domain Ω× (0, T ) introduced in [14] (see
also [28] where the properties of Tε are stated without proofs). Using the same notation as in [14],
let us give the following definition:
Definition 13 Let T > 0. For p ∈ [1,+∞) and q ∈ [1 + ∞], we define the operator Tε :
Lq(0, T ;Lp(Ω))→ Lq(0, T ;Lp(Ω × Y )) as follows:
Tε (ϕ) (t, x, y) =

ϕ
(
t, ε
[x
ε
]
Y
+ εy
)
a.e. for (t, x, y) ∈ (0, T ) × Ω̂ε × Y
0 a.e. for (t, x, y) ∈ (0, T ) × Λε × Y.
Concerning perforated domains, we have the definition below (see [23]):
Definition 14 Let T > 0. For p ∈ [1,+∞) and q ∈ [1 + ∞], we define the operator T ∗ε :
Lq(0, T ;Lp(Ω∗ε))→ Lq(0, T ;Lp(Ω× Y ∗)) as follows:
T ∗ε (ϕ) (t, x, y) =

ϕ
(
t, ε
[x
ε
]
Y
+ εy
)
a.e. for (t, x, y) ∈ (0, T )× Ω̂ε × Y ∗
0 a.e. for (t, x, y) ∈ (0, T )× Λε × Y ∗.
Following the Remark 2.5 in [13], since the time variable acts as a simple parameter, the relationship
between Tε and T ∗ε is given, for any ϕ defined on (0, T ) × Ω∗ε, by
T ∗ε (ϕ) = Tε(ϕ˜)|Ω×Y ∗ . (4.3)
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Actually, the previous equality still holds with every extension of ϕ from Ω∗ε into Ω. In particular,
for ϕ defined on Ω, we have
T ∗ε (ϕ|Ω∗ε ) = Tε(ϕ)|Ω×Y ∗ .
Hence, the operator T ∗ε inherits the properties of the operator Tε (see [23, 22]) and for the reader’s
convenience they are recalled in the sequel.
In particular, some immediate consequences of Definition 14 are:
(i) T ∗ε (ϕψ) = T ∗ε (ϕ) T ∗ε (ψ), for every ϕ,ψ ∈ Lq(0, T ;Lp(Ω∗ε));
(ii) T ∗ε (ϕψ) = T ∗ε (ϕ)ψ, for every ϕ ∈ Lp(Ω∗ε) and ψ ∈ Lq(0, T );
(iii) ∇y [T ∗ε (ϕ)] = εT ∗ε (∇ϕ) for every ϕ ∈ Lq(0, T ;W 1,p (Ω∗ε));
(iv) T ∗ε
(
ϕ
(
t, xε
))
= ϕ(t, y) a.e. in (0, T )×Ω×Y ∗ for any Y−periodic function ϕ ∈ Lq(0, T ;Lp(Y ∗));
(v) for all ϕ ∈ Lq(0, T ;Lp(Ω∗ε)), we get
∂
∂t
(T ∗ε (ϕ))(t, x, y) =
∂ϕ
∂t
(
t, ε
[x
ε
]
Y
+ εy
)
= T ∗ε
(
∂ϕ
∂t
)
(t, x, y) for a.e. (t, x, y) ∈ (0, T )×Ω×Y ∗.
(4.4)
Proposition 15 Let T > 0. For p ∈ [1,+∞[ and q ∈ [1,+∞], let ϕε ∈ Lq(0, T ;L1 (Ω∗ε)) satisfying∫ T
0
∫
Λ∗ε
|ϕε|dxdt→ 0.
Then, one has ∫ T
0
∫
Ω∗ε
ϕε dxdt− 1|Y |
∫ T
0
∫
Ω×Y ∗
T ∗ε (ϕε) dxdy dt→ 0.
As usual, this is denoted by∫ T
0
∫
Ω∗ε
ϕε dxdt ⋍
1
|Y |
∫ T
0
∫
Ω×Y ∗
T ∗ε (ϕε) dxdy dt.
As a consequence, we have:
(i) for every ϕ ∈ Lq(0, T ;Lp (Ω∗ε)), one gets
‖T ∗ε (ϕ)‖Lq(0,T ;Lp(Ω×Y ∗)) ≤ |Y |1/p ‖ϕ‖Lq(0,T ;Lp(Ω∗ε)) ,
which means that the operator T ∗ε is continuous from Lq(0, T ;Lp(Ω∗ε)) to Lq(0, T ;Lp(Ω×Y ∗));
(ii) for every ϕ ∈ Lq(0, T ;W 1,p (Ω∗ε)), one has T ∗ε (ϕ) ∈ Lq(0, T ;L2
(
Ω,W 1,p (Y ∗))
)
;
(iii) for p, q ∈ (1,+∞], let ϕε ∈ Lq(0, T ;Lp(Ω∗ε)) and ψ ∈ Lq
′
(0, T ;Lp
′
(Ω∗ε)), with
1
p
+
1
p′
= 1,
1
q
+
1
q′
= 1 such that
‖ϕε‖Lq(0,T ;Lp(Ω∗ε)) ≤ C and ‖ψ‖Lq′ (0,T ;Lp′(Ω∗ε)) ≤ C (4.5)
with C a positive constant independent of ε. Then,∫ T
0
∫
Ω∗ε
ϕεψ dxdt ⋍
1
|Y |
∫ T
0
∫
Ω×Y ∗
T ∗ε (ϕε) T ∗ε (ψ) dxdy dt;
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(iv) for p, q ∈ (1,+∞], let ϕε ∈ Lq(0, T ;Lp(Ω∗ε)) and ψε ∈ Lq
′
(0, T ;Lp0(Ω∗ε)), with
1
p
+
1
p0
< 1,
1
q
+
1
q′
= 1 such that
‖ϕε‖Lq(0,T ;Lp(Ω∗ε)) ≤ C and ‖ψε‖Lq′ (0,T ;Lp0 (Ω∗ε)) ≤ C (4.6)
with C a positive constant independent of ε. Then∫ T
0
∫
Ω∗ε
ϕεψε dxdt ⋍
1
|Y |
∫ T
0
∫
Ω×Y ∗
T ∗ε (ϕε) T ∗ε (ψε) dxdy dt.
Moreover, we have the following convergence properties.
Proposition 16 (i) Let ϕ ∈ Lq(0, T ;Lp (Ω)). Then,
T ∗ε (ϕ) −→ ϕ strongly in Lq(0, T ;Lp (Ω× Y ∗)).
(ii) Let ϕε ∈ Lq(0, T ;Lp (Ω)) such that ϕε −→ ϕ strongly in Lq(0, T ;Lp (Ω)). Then,
T ∗ε (ϕε) −→ ϕ strongly in Lq(0, T ;Lp (Ω× Y ∗)).
(iii) Let ϕε ∈ Lq(0, T ;Lp (Ω∗ε)) satisfy ‖ϕε‖Lq(0,T ;Lp(Ω∗ε)) ≤ C and
T ∗ε (ϕε)⇀ ϕ̂ weakly in Lq(0, T ;Lp (Ω× Y ∗)).
Then,
ϕ˜ε ⇀
|Y ∗|
|Y | MY ∗ (ϕ̂) weakly in L
q(0, T ;Lp (Ω)).
Let us finally recall a known result about the convergences of the previously introduced unfolding
operators Tε and T ∗ε , applied to bounded sequences in H1(Ω) and H1(Ω∗ε), respectively.
Theorem 17 Let vε be a sequence in L
2(0, T ;H1(Ω)) such that
‖vε‖L2(0,T ;H1(Ω)) ≤ C,
with C a positive constant independent of ε. Then, there exist v ∈ L2(0, T ;H1(Ω)) and v̂ ∈
L2
(
0, T ;L2(Ω,H1per(Y )/R)
)
such that, up to a subsequence,{ Tε (vε)⇀ v weakly in L2 (0, T ;L2(Ω,H1 (Y ))) ,
Tε (∇vε)⇀ ∇v +∇yv̂ weakly in L2(0, T ;L2 (Ω× Y )).
(4.7)
Theorem 18 Let vε be a sequence in L
2(0, T ;H1(Ω∗ε)) such that
‖vε‖L2(0,T ;H1(Ω∗ε)) ≤ C,
with C a positive constant independent of ε. Then, there exist v ∈ L2(0, T ;H1(Ω)) and v̂ ∈
L2
(
0, T ;L2(Ω,H1per(Y
∗)/R)
)
such that, up to a subsequence,{ T ∗ε (vε)⇀ v weakly in L2 (0, T ;L2(Ω,H1 (Y ∗))) ,
T ∗ε (∇vε)⇀ ∇v +∇yv̂ weakly in L2(0, T ;L2 (Ω× Y ∗)).
(4.8)
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Using the same notation as in [13] (see, also, [12] and [22]), let us give the following definition:
Definition 19 Let T > 0. For any function ϕ which is Lebesgue measurable on Γε, we define the
boundary unfolding operator T bε as follows:
T bε (ϕ) (t, x, y) = ϕ
(
t, ε
[x
ε
]
Y
+ εy
)
for a.e. (t, x, y) ∈ (0, T ) × Ω× Γ.
Proposition 20 Let p, q ∈ [1,+∞[ and T > 0. The operator T bε is linear and continuous from
Lq(0, T ;Lp(Γε)) to Lq(0, T ;Lp(Ω× Γ)). Moreover,
(i) For every ϕ ∈ Lq(0, T ;L1 (Γε)), one gets
1
ε|Y |
∫
Ω×Γ
T bε (ϕ)(t, x, y) dxdσy =
∫
Γε
ϕ(t, x) dσx, (4.9)
for a.e. t ∈ (0, T ).
(ii) For every ϕ ∈ Lq(0, T ;Lp (Γε)), one gets
‖T bε (ϕ)‖Lq(0,T ;Lp(Ω×Γ)) ≤ |Y |1/pε1/p‖ϕ‖Lq(0,T ;Lp(Γε)). (4.10)
Remark 21 We shall be interested in working with these unfolding operators only for our particular
form of the domain Ω (see Section 2). Hence, for such a geometry, it holds Λ̂ε = Λ̂
∗
ε = ∅.
4.2 Weak and strong convergence results
Under the assumptions we imposed on the geometry and on the data, we can use extensions for
time-dependent functions to the whole of the domain Ω. Following [10] and [32] (see, also, [1],
[16], [25], and [43]), in our geometry, for i ∈ {1, 2, 3}, there exists a linear and bounded extension
operator Lεi : L2(0, T ;H1∂Ω(Ω∗ε))→ L2(0, T ;H10 (Ω)). We denote
Lεi (cεi ) = cεi . (4.11)
We remark that the above linear and bounded extension operator to the whole of Ω preserves the
non-negativity, the essential boundedness and the a priori estimates (3.19)-(3.22) obtained for the
solution (cε1, c
ε
2, c
ε
3). Moreover, as in [29] and [30], it follows that
cεi ∈ L2((0, T ),H10 (Ω)) ∩H1((0, T ), (H10 (Ω))
′
) ∩ L∞((0, T ) × Ω),
with bounds independent of ε, and there exists c′i ∈ L2(0, T ;H10 (Ω)) such that, for i ∈ {1, 2, 3},
cεi → c′i strongly in L2((0, T ) × Ω). (4.12)
Let us fix i ∈ {1, 2, 3}. For the function cεi ∈ W
(
0, T ;H1∂Ω(Ω
∗
ε), (H
1
∂Ω(Ω
∗
ε))
′
)
, we consider the
time derivative ∂tc˜
ε
i ∈ L2(0, T ; (H10 (Ω))′) of the extension by zero of cεi . It is obvious that the
generalized time derivative of c˜εi exists and it holds
〈∂tc˜εi (t), v〉Ω = 〈∂tcεi (t), v|Ω∗ε 〉Ω∗ε ∀v ∈ H10 (Ω) and a.e. t ∈ (0, T ), (4.13)
which implies
‖∂tc˜εi ‖L2(0,T ;(H1
0
(Ω))′) ≤ ‖∂tcεi‖L2(0,T ;(H1
0
(Ω∗ε))
′). (4.14)
In the next lemma, we collect the main compactness results we have for the solution of our micro-
scopic problem (2.1) obtained by using the properties of the time-dependent unfolding operator T ∗ε
for perforated domains recalled in Section 4.1 and the a priori estimates proved in Lemma 12.
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Lemma 22 Let (cε1, c
ε
2, c
ε
3) be the unique solution of problem (3.4)-(3.5). Then, up to a subsequence,
there exist c and c3 ∈ L2(0, T ;H10 (Ω)), ĉi ∈ L2((0, T )×Ω;H1per(Y ∗)/R), with i ∈ {1, 2, 3}, such that,
for ε→ 0, we have
i) T ∗ε (cεi )⇀ c weakly in L2((0, T ) × Ω,H1(Y ∗)),
ii) T ∗ε (∇cεi )⇀ ∇c+∇y ĉi weakly in L2((0, T ) × Ω× Y ∗),
iii) T ∗ε (cεi )→ c strongly in L2((0, T )× Ω× Y ∗),
iv) T bε (cεi )→ c strongly in L2((0, T )× Ω× Γ),
v) ∂tc˜
ε
i ⇀ |Y ∗|∂tc weakly in L2(0, T ; (H10 (Ω))′),
(4.15)
for i ∈ {1, 2} and
i) T ∗ε (cε3)⇀ c3 weakly in L2((0, T ) ×Ω,H1(Y ∗)),
ii) T ∗ε (∇cε3)⇀ ∇c3 +∇y ĉ3 weakly in L2((0, T ) ×Ω× Y ∗),
iii) T ∗ε (cε3)→ c3 strongly in L2((0, T ) × Ω× Y ∗),
iv) T bε (cε3)→ c3 strongly in L2((0, T ) × Ω× Γ),
v) ∂tc˜
ε
3 ⇀ |Y ∗|∂tc3 weakly in L2(0, T ; (H10 (Ω))′).
(4.16)
Proof. Let us fix i ∈ {1, 2, 3}. By (3.20) of Lemma 12 and Theorem 18, it follows that there
exist ci ∈ L2(0, T ;H10 (Ω)) and ĉi ∈ L2((0, T )×Ω;H1per(Y ∗)/R) such that, up to a subsequence still
denoted by ε, the following convergences hold
i) T ∗ε (cεi )⇀ ci weakly in L2((0, T ) × Ω,H1(Y ∗)),
ii) T ∗ε (∇cεi )⇀ ∇ci +∇y ĉi weakly in L2((0, T ) × Ω× Y ∗).
(4.17)
On the other hand, by Theorem 17 and (4.12), we get
Tε(c
ε
i )→ c′i in L2((0, T ) ×Ω× Y ),
which implies
Tε(c
ε
i )|Ω×Y ∗ → (c′i)|Ω×Y ∗ = c′i in L2((0, T ) × Ω× Y ∗),
since c′i doesn’t depends on y. On the other hand, by (4.3) it holds
Tε(c
ε
i )|Ω×Y ∗ = T
∗
ε (c
ε
i ).
Hence, we can deduce that
T ∗ε (c
ε
i )→ c′i in L2((0, T )× Ω× Y ∗).
Due to (4.17)i), by uniqueness c′i = ci and we get indeed
T ∗ε (cεi )→ ci strongly in L2((0, T )× Ω× Y ∗). (4.18)
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Moreover, by Lemma 12, acting as in [25, Proposition 12], we get
T bε (cεi )→ ci strongly in L2((0, T ) × Ω× Γ). (4.19)
We remark that, for i ∈ {1, 2, 3}, ci ∈ W
(
0, T ;H10 (Ω), (H
1
0 (Ω))
′
)
. Now it remains to prove that
c1 = c2 = c in (0, T ) × Ω. To this, let us observe that, by (3.21) and (4.10), we get
‖T bε (cε2)− c1‖L2((0,T )×Ω×Γ) ≤ ‖T bε (cε2)− T bε (cε1)‖L2((0,T )×Ω×Γ) + ‖T bε (cε1)− c1‖L2((0,T )×Ω×Γ)
≤ √ε‖cε2 − cε1‖L2((0,T )×Γε) + ‖T bε (cε1)− c1‖L2((0,T )×Ω×Γ)
≤ Cε+ ‖T bε (cε1)− c1‖L2((0,T )×Ω×Γ).
(4.20)
Hence, when ε tends to zero, by (4.19) it holds
T bε (cε2)→ c1 strongly in L2((0, T ) × Ω× Γ),
which means that c1 = c2 in (0, T )×Ω×Γ. Since c1 and c2 are independent of y, we obtain c1 = c2
in the whole (0, T )× Ω.
By (3.23) and (4.14), there existsWi ∈ L2(0, T ; (H10 (Ω))′) such that, up to a subsequence, we obtain
∂tc˜
ε
i ⇀Wi weakly in L
2(0, T ; (H10 (Ω))
′). (4.21)
An easy integration by parts, Proposition 16(iii) and (4.17) show that Wi =
|Y ∗|
|Y | ∂tci. Hence,
∂tc˜
ε
i ⇀
|Y ∗|
|Y | ∂tci weakly in L
2(0, T ; (H10 (Ω))
′). (4.22)
Finally, (4.17), (4.18), (4.19), and (4.22) imply (4.15) for i ∈ {1, 2} and (4.16) for i = 3.
Remark 23 In order to use classical compactness results and to obtain convergences of the micro-
scopic solution, we are forced to extend, at first, the functions (cε1, c
ε
2, c
ε
3) to the whole domain Ω
by means of a suitable uniform extension operator before unfolding. Indeed, by using the a priori
uniform estimate (3.20) of Lemma 12 and Theorem 18 we could get only weak convergences of cεi
and T ∗ε (c
ε
i ), i ∈ {1, 2, 3}. Moreover, due to the less regularity of the time derivative, these weak
convergences can’t be improved unlike in [23]. When handling nonlinear terms, as in our paper,
weak convergence isn’t enough, but we need also strong convergence with respect to suitable topolo-
gies. More generally, we can deduce that when dealing with the homogenization by unfolding in
a perforated domain, if there exists a classical uniform extension operator, it is like we could act
directly with T ∗ε . On the other hand, if we cannot construct such a uniform extension operator, due
to some particular reasons (for example, the lack of regularity of the boundary of the holes), we can
homogenize as well (this is the main advantage of the unfolding), but, in the presence of nonlinear
terms, we are forced to prove a convergence like (4.18).
4.3 The macroscopic model
The main convergence result of this paper is stated in the next theorem, where we take into account
that |Y | = 1.
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Theorem 24 Let (cε1, c
ε
2, c
ε
3) be the solution of system (3.4)-(3.5). Then, under the assumptions
(H1)÷(H)7, there exist c and c3 ∈ L2(0, T ;H10 (Ω)) and ĉi ∈ L2((0, T )×Ω;H1per(Y ∗)/R), i ∈ {1, 2, 3},
such that 
i) T ∗ε (cεi )⇀ c weakly in L2((0, T )× Ω;H1(Y ∗)),
ii) T ∗ε (∇cεi )⇀ ∇c+∇y ĉi weakly in L2((0, T )× Ω× Y ∗),
iii) T ∗ε (cεi )→ c strongly in L2((0, T ) × Ω× Y ∗),
(4.23)
for i ∈ {1, 2} and
i) T ∗ε (cε3)⇀ c3 weakly in L2((0, T ) × Ω;H1(Y ∗)),
ii) T ∗ε (∇cε3)⇀ ∇c3 +∇y ĉ3 weakly in L2((0, T ) × Ω× Y ∗),
iii) T ∗ε (cε3)→ c3 strongly in L2((0, T )× Ω× Y ∗),
(4.24)
where (c, ĉ1, ĉ2, c3, ĉ3) is the unique solution of the following problem

Find (c, c3) ∈ (L2(0, T ;H10 (Ω)))2 and ĉi ∈ L2((0, T ) × Ω;H1per(Y ∗)/R), i ∈ {1, 2, 3}, such that
2|Y ∗| 〈∂tc, ϕ〉Ω +
∫
Ω×Y ∗
D1(y)(∇c +∇y ĉ1)(∇ϕ +∇yΨ1) dxdy
+
∫
Ω×Y ∗
D2(y)(∇c+∇y ĉ2)(∇ϕ+∇yΨ2) dxdy +
∫
Ω×Γ
(ĉ1 − ĉ2)H(c3)(Ψ1 −Ψ2) dxdσy
=
∫
Ω×Y ∗
F1(y, c, c, c3)ϕdxdy +
∫
Ω×Y ∗
F2(y, c, c, c3)ϕdxdy,
|Y ∗| 〈∂tc3, ϕ〉Ω +
∫
Ω×Y ∗
D3(y)(∇c3 +∇y ĉ3)(∇ϕ+∇yΨ3) dxdy
=
∫
Ω×Γ
G3(y, c, c, c3)ϕdxdσy +
∫
Ω×Y ∗
F3(y, c, c, c3)ϕdxdy,
in D′(0, T ) and for all ϕ ∈ H10 (Ω), Ψi ∈ L2(Ω;H1per(Y ∗)),
c(x, 0) = (c01 + c
0
2)/2 in Ω,
c3(x, 0) = c
0
3 in Ω.
(4.25)
Proof. By Lemma 22, we get convergences (4.23) and (4.24), up to a subsequence, still denoted by
ε. It remains to prove that (c, ĉ1, ĉ2, c3, ĉ3) is solution of the limit problem (4.25). To this aim, let
vεi (x) = ϕ(x) + εωi(x)ψ
ε
i (x), (4.26)
where ϕ,ωi ∈ D(Ω), ψεi (x) = ψi
(x
ε
)
, and ψi ∈ H1per(Y ∗).
Since T ∗ε (∇vεi ) = T ∗ε (ϕ) + εT ∗ε (∇ω) T ∗ε (ψεi ) + T ∗ε (ω) T ∗ε (∇yψεi ), we have
T ∗ε (vεi )→ ϕ strongly in L2(Ω× Y ∗),
T ∗ε (∇vεi )→ ∇ϕ+ ωi∇yψi strongly in L2(Ω× Y ∗).
(4.27)
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In order to get the first equation in (4.25), let us take v = vε1 and v = v
ε
2 as test functions in
the first equation in (3.4), written for i = 1 and i = 2, respectively. Multiplying these equations by
w ∈ D(0, T ), integrating by parts and summing them up, we get
−
∫ T
0
∫
Ω∗ε
cε1 v
ε
1w
′dxdt−
∫ T
0
∫
Ω∗ε
cε2 v
ε
2w
′ dxdt
+
∫ T
0
∫
Ω∗ε
Dε1∇cε1 · ∇vε1 w dxdt+
∫ T
0
∫
Ω∗ε
Dε2∇cε2 · ∇vε2 w dxdt
=
1
ε
∫ T
0
∫
Γε
(G1(c
ε
1, c
ε
2, c
ε
3)v
ε
1 +G2(c
ε
1, c
ε
2, c
ε
3)v
ε
2)w dσx dt
+
∫ T
0
∫
Ωε
F ε1 (x, c
ε
1, c
ε
2, c
ε
3)v
ε
1 w dxdt+
∫ T
0
∫
Ωε
F ε2 (x, c
ε
1, c
ε
2, c
ε
3)v
ε
2 w dxdt.
By (2.2) we obtain
−
∫ T
0
∫
Ω∗ε
cε1 v
ε
1w
′dxdt−
∫ T
0
∫
Ω∗ε
cε2 v
ε
2w
′ dxdt+
∫ T
0
∫
Ω∗ε
Dε1∇cε1 · ∇vε1 w dxdt
+
∫ T
0
∫
Ω∗ε
Dε2∇cε2 · ∇vε2 w dxdt+
∫ T
0
∫
Γε
(cε1 − cε2)H (cε3) (ω1 ψε1 − ω2 ψε2)w dσx dt
=
∫ T
0
∫
Ω∗ε
F ε1 (x, c
ε
1, c
ε
2, c
ε
3)v
ε
1 w dxdt+
∫ T
0
∫
Ω∗ε
F ε2 (x, c
ε
1, c
ε
2, c
ε
3)v
ε
2 w dxdt.
(4.28)
By Proposition 15 and Proposition 20, we unfold (4.28) by means of the operators T ∗ε and T bε and
by assumption (H1)1 we have
−
∫ T
0
∫
Ω×Y ∗
T ∗ε (cε1)T ∗ε (vε1)w ′dx dy dt−
∫ T
0
∫
Ω×Y ∗
T ∗ε (cε2)T ∗ε (vε2)w ′ dxdy dt
+
∫ T
0
∫
Ω×Y ∗
D1(y)T ∗ε (∇cε1) · T ∗ε (∇vε1)w dxdy dt+
∫ T
0
∫
Ω×Y ∗
D2(y)T ∗ε (∇cε2) · T ∗ε (∇vε2)w dxdy dt
+
∫ T
0
∫
Ω×Γ
T bε
(
cε1 − cε2
ε
H(cε3)
)
(ω1 T ∗ε (ψε1)− ω2 T ∗ε (ψε2))w dσx dy dt
=
∫ T
0
∫
Ω×Y ∗
T ∗ε (F ε1 (x, cε1, cε2, cε3))T ∗ε (vε1)w dxdy dt
+
∫ T
0
∫
Ω×Y ∗
T ∗ε (F ε2 (x, cε1, cε2, cε3))T ∗ε (vε2)w dxdy dt.
(4.29)
In order to obtain the macroscopic problem, we want to pass to the limit with ε→ 0 in (4.29), by
using the convergence results for the microscopic solutions proved in the previous section. To this
aim, let us analyze at first the nonlinear terms.
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By assumption (H2), due to the strong convergences (4.23)iii and (4.24)iii , for i ∈ {1, 2, 3}, one has
T ∗ε (F εi (x, cε1, cε2, cε3))→ Fi(y, c1, c2, c3) strongly in L2((0, T ) × Ω× Y ∗). (4.30)
On the other hand, assumptions (H3)2,4 imply that the function H is globally Lipschitz-continuous
and it holds |H(s)| ≤ L|s|. Consequently H(v) ∈ L2(0, T ;L2(Ω × Γ)) if v ∈ L2(0, T ;L2(Ω × Γ)).
Hence, the boundary term involving the function H is well-defined, since the concentration fields
are essentially bounded. Moreover, by (3.21) and (4.10), we get∥∥T bε ((cε1 − cε2)H(cε3))∥∥L2((0,T )×Ω×Γ) =
= ‖(T bε (cε1)− T bε (cε2))‖L2((0,T )×Ω×Γ)‖H(T bε (cε3))‖L∞((0,T )×Ω×Γ) ≤ C ε.
(4.31)
Therefore, there exists a function U ∈ L2((0, T ) × Ω× Γ) such that
T bε
(
cε1 − cε2
ε
H(cε3)
)
⇀ U weakly in L2((0, T ) × Ω× Γ). (4.32)
In order to identify the function U , let us define in (0, T )× Ω∗ε the function
U ε :=
cε1 − cε2
ε
H(cε3).
Clearly, U ε ∈ L2(0, T ;H1(Ω∗ε)). Moreover, the a priori estimate (3.21) yields
√
ε||U ε||L2((0,T )×Γε) ≤ C (4.33)
and since the chain rule applies according to [48], Lemma 1.1 and H ′ is bounded due to assumption
H3, by (3.19) we get
ε||∇U ε||L2((0,T )×Ω∗ε) ≤ ||∇cε1 −∇cε2||L2((0,T )×Ω∗ε)||H(cε3)||L∞((0,T )×Ω∗ε)
+||cε1 − cε2||L∞((0,T )×Ω∗ε)||H ′(cε3)||L∞((0,T )×Ω∗ε)||∇cε3||L2((0,T )×Ω∗ε) ≤ C.
(4.34)
Estimates (4.33) and (4.34), by using Lemma 6.1 in [17], imply
||U ε||L2((0,T )×Ω∗ε) ≤ C
(
ε||∇U ε||L2((0,T )×Ω∗ε) +
√
ε||U ε||L2((0,T )×Γε)
) ≤ C.
Now, we can apply Proposition 2.8 in [23] and get the existence of Û ∈ L2(0, T ;L2(Ω;H1(Y ∗)))
such that
T ∗ε (U ε)⇀ Û weakly in L2((0, T ) × Ω;H1(Y ∗)) (4.35)
and
T ∗ε (ε∇U ε)⇀ ∇yÛ weakly in L2((0, T ) × Ω× Y ∗). (4.36)
By the definition of the boundary unfolding operator T bε as the trace on Γ of T
∗
ε , due to the continuity
of the trace operator, by (4.32) and (4.35), we deduce that U is indeed the trace on Γ of Û . The
equality U = Û in (0, T ) × Ω × Γ shows that it is enough to identify the function Û . We are able
to calculate the limit (4.35). Indeed, for Ψ ∈ D((0, T ) × Ω × Y ∗)n, by using the properties of the
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unfolding operator for perforated domains, we get∫ T
0
∫
Ω×Y ∗
T ∗ε (ε∇U ε)Ψ(x, y, t) dxdy dt =
∫ T
0
∫
Ω×Y ∗
T ∗ε ((∇cε1 −∇cε2)H(cε3))Ψ(x, y, t) dxdy dt
+
∫ T
0
∫
Ω×Y ∗
T ∗ε
(
(cε1 − cε2)H
′
(cε3)∇cε3
)
Ψ(x, y, t) dxdy dt
=
∫ T
0
∫
Ω×Y ∗
((T ∗ε (∇cε1)− T ∗ε (∇cε2))H(T ∗ε (cε3))Ψ(x, y, t) dxdy dt
+
∫ T
0
∫
Ω×Y ∗
(
(T ∗ε (cε1)− T ∗ε (cε2))T ∗ε (H
′
(cε3))T
∗
ε (∇cε3)
)
Ψ(x, y, t) dxdy dt.
(4.37)
We remark now that, according to (3.6), (3.15) and assumption (H3)3, we have that
|T ∗ε (H
′
(cε3))| = |H
′
(T ∗ε (cε3))| ≤ L in L∞((0, T ) × Ω× Y ∗),
hence by (4.23)iii) and (4.24)ii), we get∫ T
0
∫
Ω×Y ∗
(
(T ∗ε (cε1)− T ∗ε (cε2))T ∗ε (H
′
(cε3))T
∗
ε (∇cε3)
)
Ψ(x, y, t) dxdy dt→ 0. (4.38)
Using now convergence (4.24)iii) and assumption (H3) we obtain
T ∗ε (H(cε3)) = H(T ∗ε (cε3))→ H(c3) strongly in L2((0, T ) × Ω× Y ∗). (4.39)
Hence, by (4.23)ii), (4.38) and (4.39), we obtain∫ T
0
∫
Ω×Y ∗
T ∗ε (ε∇U ε)Ψ(x, y, t) dxdy dt→
∫ T
0
∫
Ω×Y
(∇y ĉ1 −∇y ĉ2)H(c3)Ψ(x, y, t) dxdy dt.
for any Ψ ∈ D((0, T ) × Ω× Y ∗)n.
Comparing with (4.36) and taking into account the fact that H does not depend on the variable y
and the functions ĉ1 and ĉ2 are defined up to an additive function depending on t and x only, we
obtain Û = (ĉ1 − ĉ2)H(c3). So, finally
U = Û = (ĉ1 − ĉ2)H(c3). (4.40)
Thus, by (4.27), (4.30), (4.32) and (4.40) we can pass to the limit as ε → 0 in (4.29) and we
obtain:
−2|Y ∗|
∫ T
0
∫
Ω
cϕw′ dxdt+
∫ T
0
∫
Ω×Y ∗
D1(y)(∇c+∇y ĉ1)(∇ϕ+ ω1∇yψ1)w dxdy dt
+
∫ T
0
∫
Ω×Y ∗
D2(y)(∇c+∇y ĉ2)(∇ϕ+ ω2∇yψ2)w dxdy dt
+
∫ T
0
∫
Ω×Γ
(ĉ1 − ĉ2)H(c3)(ω1ψ1 − ω2ψ2)w dxdσy dt
=
∫ T
0
∫
Ω×Y ∗
F1(y, c, c, c3)ϕw dxdy dt+
∫ T
0
∫
Ω×Y ∗
F2(y, c, c, c3)ϕw dxdy dt,
24
for every ϕ,ωi ∈ D(Ω), ψi ∈ H1per(Y ∗) and w ∈ D(0, T ) which, by density, leads to the first equation
in (4.25).
In a similar way, by (4.30) and since due to assumption (H4) and the strong convergences (4.24)iii
we get
Tε(Gε3(x, cε1, cε2, cε3))→ G3(y, c, c, c3) strongly in L2((0, T ) × Ω× Γ), (4.41)
we obtain the equation governing the evolution of the concentration cε3, as ε→ 0, which reads:
−|Y ∗|
∫ T
0
∫
Ω
c3ϕ∂tw dxdt+
∫ T
0
∫
Ω×Y ∗
D3(y)(∇c3 +∇y ĉ3)(∇ϕ+ ω3∇yψ3)w dxdy dt
=
∫ T
0
∫
Ω×Γ
G3(y, c, c, c3)ϕwdxdσydt+
∫ T
0
∫
Ω×Y ∗
F3(y, c, c, c3)ϕw dxdy dt
for every ϕ,ωi ∈ D(Ω), ψi ∈ H1per(Y ∗) and w ∈ D(0, T ) which, by density, gives the second equation
in (4.25).
The initial condition is obtained in a standard way.
Corollary 25 Let (cε1, c
ε
2, c
ε
3) be the solution of system (3.4) - (3.5). Then, if the assumptions
(H1)÷ (H5) hold, there exist c and c3 in L2(0, T ;H10 (Ω)) such that convergences (4.23) and (4.24)
hold and the pair (c, c3) is the unique solution of the coupled system
2
∂c
∂t
− div(B(c3)∇c) =MY ∗(F1(·, c, c, c3)) +MY ∗(F2(·, c, c, c3)) in (0, T ) × Ω
∂c3
∂t
− div(D0∇c3) =MY ∗(F3(·, c, c, c3)) + |Γ||Y ∗|MΓ(G3(·, c, c, c3)) in (0, T ) × Ω
c(x, 0) = (c01 + c
0
2)/2 in Ω
c3(x, 0) = c
0
3 in Ω.
(4.42)
The positive definite constant homogenized diffusion matrix D0 is given, for i, j ∈ {1, . . . , n}, by its
entries
D0ij =MY ∗
(
(D3(y))ij −
n∑
k=1
(D3(y))ik
∂χj
∂yk
(y)
)
, (4.43)
where, for j ∈ {1, . . . , n}, χj ∈ H1
per
(Y ∗)/R verifies the local problem
−divy
(
D3(y)(∇yχj − ej)
)
= 0 in Y ∗,
D3(y)(∇yχj − ej) · ν = 0 on Γ,
χj Y-periodic such that MY ∗(χj) = 0,
(4.44)
where ν is the outward unit normal to the boundary Γ.
For every s ∈ R, the non-constant matrix B(s) is defined, for i, j ∈ {1, . . . , n}, by its entries
(B(s))ij =MY ∗
(
(D1(y))ij −
n∑
k=1
(D1(y))ik
∂χj1
∂yk
(y, s)
)
+MY ∗
(
(D2(y))ij −
n∑
k=1
(D2(y))ik
∂χj2
∂yk
(y, s)
)
,
(4.45)
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where the pair (χj1(·, s), χj2(·, s)) ∈ H1per(Y ∗)/R × H1per(Y ∗)/R is, up to the addition of the same
constant to χj1(·, s) and χj2(·, s), the unique solution of the local problem
−divy
(
D1(y)(∇yχj1 − ej)
)
= 0 in Y ∗,
−divy
(
D2(y)(∇yχj2 − ej)
)
= 0 in Y ∗,
D1(y)(∇yχj1 − ej) · ν = −H(s)(χj1 − χj2) on Γ,
D2(y)(∇yχj2 − ej) · ν = H(s)(χj1 − χj2) on Γ,
χji Y-periodic , i ∈ {1, 2} and such that MY ∗(χj1) = 0,
(4.46)
where ν is the outward unit normal to the boundary Γ.
Proof. Taking ϕ = 0 in the second equation in (4.25), we get∫
Ω×Y ∗
D3(y)(∇c3 +∇y ĉ3)∇yΨ3 dxdy = 0 in D′(0, T ).
for all Ψ3 ∈ L2(Ω;H1per(Y ∗)). Hence, for a.e. t ∈ (0, T ), we get
−divy (D3(y)∇y ĉ3) = divy(D3(y)∇c3) in Ω× Y ∗,
D3(y)∇y ĉ3 · ν = −D3(y)∇c3 · ν on Ω× Γ,
ĉ3 periodic in y.
(4.47)
By linearity, we get, for a.e. t ∈ (0, T ) and (x, y) ∈ Ω× Y ∗,
ĉ3(t, x, y) = −
n∑
j=1
χj(y)
∂c3
∂xj
(t, x), (4.48)
where χj , j ∈ {1, . . . , n}, are the solutions of the local problems (4.44).
Taking Ψ3 = 0 in the second equation of (4.25), we get
|Y ∗|〈∂tc3, ϕ〉Ω +
∫
Ω×Y ∗
D3(y)(∇c3 +∇y ĉ3)∇ϕdxdy
=
∫
Ω×Γ
G3(y, c, c, c3)ϕdxdσy +
∫
Ω×Y ∗
F3(y, c, c, c3)ϕdxdy, in D′(0, T ).
Replacing ĉ3 given by (4.48) in the previous equality, we obtain
|Y ∗|〈∂tc3, ϕ〉Ω +
∫
Ω
n∑
i=1
n∑
j=1
(∫
Y ∗
(
(D3(y))ij −
n∑
k=1
(D3(y))ik
∂χj
∂yk
(y)
)
dy
)
∂c3
∂xj
∂ϕ
∂xi
dx
=
∫
Ω×Γ
G3(y, c, c, c3)ϕdxdσy +
∫
Ω×Y ∗
F3(y, c, c, c3)ϕdxdy in D′(0, T )
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for all ϕ ∈ H10 (Ω), which means that (c, c3) satisfies the following problem
∂c3
∂t
−
n∑
i=1
∂
∂xi
n∑
j=1
(
1
|Y ∗|
∫
Y ∗
(
(D3(y))ij −
n∑
k=1
(D3(y))ik
∂χj
∂yi
(y)
)
dy
)
∂c3
∂xj
=
|Γ|
|Y ∗|MΓ(G3(·, c, c, c3)) +MY ∗(F3(·, c, c, c3)) in (0, T ) × Ω,
c3 = 0 on (0, T ) × ∂Ω.
Thus, we are led to the homogenized equation for c3 in (4.42), where the constant matrix D
0 is
defined through (4.43).
Let us take now ϕ = 0 in the first equation in (4.25). We have:∫
Ω×Y ∗
D1(y)(∇c +∇y ĉ1)∇yΨ1 dxdy +
∫
Ω×Y ∗
D2(y)(∇c +∇y ĉ2)∇yΨ2 dxdy
+
∫
Ω×Γ
(ĉ1 − ĉ2)H(c3)(Ψ1 −Ψ2) dxdσy = 0 in D′(0, T ),
for all Ψi ∈ L2(Ω;H1per(Y ∗)), i ∈ {1, 2}. Hence, for a.e. t ∈ (0, T ), we have
−divy (D1(y)∇y ĉ1) = divy(D1(y)∇c) in Ω× Y ∗,
−divy (D2(y)∇y ĉ2) = divy(D2(y)∇c) in Ω× Y ∗,
D1(y)∇y ĉ1 · ν = −D1(y)∇c · ν −H(c3)(ĉ1 − ĉ2) on Ω× Γ,
D2(y)∇y ĉ2 · ν = −D2(y)∇c · ν +H(c3)(ĉ1 − ĉ2) on Ω× Γ,
ĉi periodic in y, i ∈ {1, 2}.
(4.49)
Then, acting as previously, for a.e. t ∈ (0, T ) and (x, y) ∈ Ω× Y ∗, we get
ĉ1(t, x, y) = −
n∑
j=1
χj1(y, c3(t, x))
∂c
∂xj
(t, x) in (0, T )× Ω× Y ∗, (4.50)
ĉ2(t, x, y) = −
n∑
j=1
χj2(y, c3(t, x))
∂c
∂xj
(t, x) in (0, T )× Ω× Y ∗, (4.51)
where χjk(c3), k ∈ {1, 2} and j ∈ {1, . . . , n}, up to the addition of the same constant, are the unique
solutions of the local problems (4.46).
Taking Ψ1 = Ψ2 = 0 in the first equation of (4.25), we get
2|Y ∗| 〈∂tc, ϕ〉Ω +
∫
Ω×Y ∗
D1(y)(∇c +∇y ĉ1)∇ϕdxdy +
∫
Ω×Y ∗
D2(y)(∇c+∇y ĉ2)∇ϕdxdy
=
∫
Ω×Y ∗
F1(y, c, c, c3)ϕdxdy +
∫
Ω×Y ∗
F2(y, c, c, c3)ϕdxdy, in D′(0, T ).
(4.52)
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Replacing ĉi, i ∈ {1, 2}, given by (4.50) and (4.51) in the previous equality, we obtain
2|Y ∗|〈∂tc, ϕ〉Ω +
∫
Ω
n∑
i=1
n∑
j=1
(∫
Y ∗
(
(D1(y))ij −
n∑
k=1
(D1(y))ik
∂χj1
∂yk
(y)
)
dy
)
∂c
∂xj
∂ϕ
∂xi
dx
+
∫
Ω
n∑
i=1
n∑
j=1
(∫
Y ∗
(
(D2(y))ij −
n∑
k=1
(D2(y))ik
∂χj2
∂yk
(y)
)
dy
)
∂c
∂xj
∂ϕ
∂xi
dx
=
∫
Ω×Y ∗
F1(y, c, c, c3)ϕdxdy +
∫
Ω×Y ∗
F2(y, c, c, c3)ϕdxdy in D′(0, T )
for all ϕ ∈ H10 (Ω), which means that (c, c3) satisfies the following problem
2
∂c
∂t
−
n∑
i=1
∂
∂xi
n∑
j=1
2∑
l=1
(
1
|Y ∗|
∫
Y ∗
(
(Dl(y))ij −
n∑
k=1
(Dl(y))ik
∂χjl
∂yi
(y)
)
dy
)
∂c
∂xj
=MY ∗(F1(·, c, c, c3)) +MY ∗(F2(·, c, c, c3)) in (0, T )× Ω,
c = 0 on (0, T ) × ∂Ω.
Thus, we are led to the homogenized equation for c in (4.42), where the non-constant matrix B(c3)
is defined through (4.45).
We remark that, for any given s ∈ R, under the assumptions (H1) and (H3), one can prove,
by using Lax-Milgram theorem, the existence and the uniqueness, up to a constant, of a solution
(χj1(·, s), χj2(·, s)) ∈ H1per(Y ∗)/R×H1per(Y ∗)/R for problem (4.46). The value of the constant needs
to be the same.
The constant homogenized matrix D0 is positive definite. By assumption (H3), the non-constant
homogenized matrix B is uniformly coercive and uniformly bounded from above. Therefore, as in
[3], this implies the uniqueness of the solution of the limit problem and, thus, all the above conver-
gence results hold for the whole sequences. So, the couple (c, c3) is the unique solution of problem
(4.42), where the matrices D0 and B are defined by (4.43) and (4.45), respectively.
Remark 26 We point out that in system (4.42) we have two homogenized matrices, a standard one
D0 and a non-constant one B, generated by the special coupling and scalings of the boundary terms
in the microscopic system (2.1). Moreover, it is easy to prove that the positive definite constant
homogenized diffusion matrix D0 can be written also as
D0ij =
1
|Y ∗|
∫
Y ∗
D3(y)
(
ei −∇yχi
) (
ej −∇yχj
)
dy for i, j ∈ {1, . . . , n} (4.53)
and, for every s ∈ R, the non-constant dispersion matrix B(s) can also be written as
(B(s))ij =
1
|Y ∗|
∫
Y ∗
D1(y)
(
ei −∇yχi1
) (
ej −∇yχj1
)
dy +
1
|Y ∗|
∫
Y ∗
D2(y)
(
ei −∇yχi2
) (
ej −∇yχj2
)
dy
+
1
|Y ∗|
∫
Γ
H(s)
(
χi1 − χi2
) (
χj1 − χj2
)
dσy, for i, j ∈ {1, . . . , n}.
(4.54)
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Here, for i ∈ {1, . . . , n}, χi ∈ H1
per
(Y ∗)/R verifies the local problem (4.44), while for every s ∈ R,
χi1(·, s), χi2(·, s) ∈ H1per(Y ∗)/R are, up to the addition of the same constant, the unique solutions of
the local problem (4.46).
Remark 27 The fact that the non-linearity with respect to cε3 passes from the reaction term, at the
microscopic level, to the diffusion term, at the macroscopic one (see (4.42)), is a manifestation of
the different scaling of reaction terms on the boundary (see (2.1)). In other words, the diffusion of
concentration cε3 on the boundary is slower than the ones of c
ε
1 and c
ε
2. In particular, we observe that
for small values of the concentration c3, due to the Lipschitz continuity property of the function H
and the fact that H(0) = 0, the cell problems (4.46) become decoupled and the dispersion tensor B is
the sum of two matrices of the same type of D0 carrying at the macroscopic level the contributions
of each concentration cεi , i ∈ {1, 2}. On the other hand, for large values of c3, if in particular H
is of Langmuir type (see (2.9)), as in [3], we have the saturation effect of the Langmuir isotherm.
In this case, since by (2.9) the limit of H(s) for s → ∞ is the constant a
b
, if we assume that c3
goes to infinity, then the cell problem corresponding to such an infinite reaction limit is no longer
dependent on the homogenized solution c3, but it remains coupled. Of course, other mathematical
settings could be considered in place of (2.2) for getting such an effect and they will be dealt with in
a forecoming paper.
Remark 28 If in the microscopic system (2.1) all the reaction terms on Γε are scaled with ε, as,
for instance, in [25], i.e. if we consider the system
∂tc
ε
i − div(Dεi∇cεi ) = F εi (x, cε1, cε2, cε3) in (0, T ) ×Ω∗ε, i ∈ {1, 2, 3},
Dεi∇cεi · νε = εGi(cε1, cε2, cε3) on (0, T )× Γε, i ∈ {1, 2},
Dε3∇cε3 · νε = εGε3(x, cε1, cε2, cε3) on (0, T )× Γε,
cεi = 0 on (0, T )× ∂Ω, i ∈ {1, 2, 3},
cεi (0) = c
0
i in Ω
∗
ε, i ∈ {1, 2, 3},
(4.55)
then it is not difficult to see that there exist ci ∈ L2(0, T ;H10 (Ω)) and ĉi ∈ L2((0, T )×Ω;H1per(Y ∗)/R),
i ∈ {1, 2, 3}, such that
T ∗ε (cεi )⇀ ci weakly in L2((0, T )× Ω;H1(Y ∗)),
T ∗ε (∇cεi )⇀ ∇ci +∇y ĉi weakly in L2((0, T )× Ω× Y ∗),
T ∗ε (cεi )→ ci strongly in L2((0, T ) × Ω× Y ∗).
(4.56)
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In this case, the limit function (c1, c2, c3) in (4.56) is the unique solution of the following system:
∂c1
∂t
− div(D01∇c1) =MY ∗(F1(·, c1, c2, c3))− (c1 − c2)
|Γ|
|Y ∗| H(c3) in (0, T ) × Ω,
∂c2
∂t
− div(D02∇c2) = MY ∗(F2(·, c1, c2, c3)) + (c1 − c2)
|Γ|
|Y ∗| H(c3) in (0, T ) × Ω,
∂c3
∂t
− div(D03∇c3) =MY ∗(F3(·, c1, c2, c3)) +
|Γ|
|Y ∗|MΓ(G3(·, c1, c2, c3)) in (0, T ) × Ω,
ci = 0 on (0, T ) × ∂Ω,
ci(x, 0) = c
0
i in Ω,
where the entries of the positive definite constant homogenized diffusion matrices D0i , i ∈ {1, 2, 3},
are of the same type of (4.43).
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