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Abstract
We consider a Nevanlinna–Pick type interpolation problem for Carathéodory functions, where
the values of the function and its derivatives up to certain orders are given at finitely many points
of the unit disk. The set of all solutions of this problem is described by means of the orthogonal
rational functions which play here a similar role as the orthogonal polynomials on the unit circle in
the classical case of the trigonometric moment problem. In particular, we use a connection between
Szegö and Schur parameters which in the classical situation was discovered by Ja.L. Geronimus.
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1. Introduction
A function f is a Carathéodory function or belongs to the Carathéodory class C if it
maps the open unit disk D holomorphically into the closed right-half plane. Recall that this
is equivalent to the following: f is continuous on D and the kernel
Cf (z, ζ ) := f (z) + f (ζ )1 − zζ , z, ζ ∈ D,
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functions (or problem (MNP) for short) consists of the following. Given n mutually dif-
ferent points zj ∈ D, j = 1,2, . . . , n, and for each point values wjs , s = 0,1, . . . , lj − 1,
j = 1,2, . . . , n. Find criteria for the existence of a function f ∈ C such that its values and
the values of its derivatives up to orders lj − 1 at the points zj are determined by the given
numbers, more exactly that the relations
1
s!f
(s)(zj ) = wjs, s = 0,1, . . . , lj − 1, j = 1,2, . . . , n, (1.1)
hold; and if such functions f exist find criteria for the uniqueness of f , and in the case of
non-uniqueness describe all of them.
Such problems for C or similar classes of holomorphic functions were considered, e.g.,
in [2,6,11–13,23–25]. Note that the problem (MNP) can be conceived as a generalization
on the one hand of the trigonometric moment problem or of the Schur and Carathéodory
coefficient problem (see [1,4]), and on the other hand of the classical Nevanlinna–Pick
problem (see [18,19]).
The new feature in this paper is that we make essential use of the orthogonal rational
functions which were introduced by Djrbashian [8] and studied intensively by Bultheel
et al. [3] and other papers cited there. The role of the orthogonal rational functions here
is analogous to the role of orthogonal polynomials in the study of the trigonometric and
Hamburger moment problems.
By S we denote the class of all Schur functions: these are the functions which map the
open unit disk D holomorphically into its closure D. Already in [21], Schur introduced
in this class S an algorithm which leads to a sequence of numbers, the so-called Schur
parameters. As discovered by Geronimus (see [16], and [7] for a matrix extension), the
Schur parameters are closely connected with the Szegö parameters, introduced by Szegö
(cf. [22]) through recurrence relations for the orthogonal polynomials. In the present pa-
per Schur parameters corresponding to the Schur–Nevanlinna algorithm play an essential
role for the solution of the problem (MNP). In particular, they determine the recurrence
relations for the orthogonal rational functions (cf. [3, Section 6.4] and Section 6 below).
The starting point of the study of the problem (MNP) is the so-called generalized
Schwarz–Pick matrix P∆ formed from the given data, see (2.4) below. For the solvabil-
ity of a given problem the non-negativity of P∆ is a necessary and sufficient condition,
and its positivity is a necessary and sufficient condition for the existence of infinitely many
solutions. As the main result of this note, in the case of non-uniqueness (also called the
indeterminate case) we give a description of all solutions by means of the linear fractional
transformation
f (z) = ψ
[m]
m (z) − bαm(z)ψm(z)g(z)
ϕ
[m]
m (z)+ bαm(z)ϕm(z)g(z)
, z ∈ D. (1.2)
Here ϕm,ψm are orthonormal rational functions of first and second kind, respectively, and
ψ
[m]
m ,ϕ
[m]
m denote their adjoint functions, bαm is a Blaschke factor, and if the parameter
function g runs through the Schur class S then the function f runs through the class C∆ of
all solutions of the given problem (MNP). We mention that already in [3] some particular
solutions of the problem (MNP) were described by means of orthogonal rational functions
on the unit circle T; we make use of these solutions in Section 5.
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Schwarz–Pick matrix P∆ of the given data set. In Section 3 the corresponding rational
functions and adjoint rational functions are introduced: they have poles of orders at most lj
in the points (zj )−1, j = 1,2, . . . , n, in particular, they are holomorphic on D. In Section 4
these rational functions are orthonormalized with respect to an inner product given by P∆,
which leads to the orthonormal rational functions. They are used in Sections 5 and 6 for
the proof of the description (1.2) of all solutions of the problem (MNP) under the assump-
tion P∆ > 0. In Section 7 we give another description of these solutions by an analogous
linear fractional transformation based on rational functions x and y and their adjoints x[m]
and y[m], which are expressed more explicitly by the given data. Finally, in Section 8 we
consider the case of a degenerated matrix P∆ and describe the unique solution which exists
in this case.
2. Generalized Schwarz–Pick matrices
Given n ∈ N, mutually different points z1, z2, . . . , zn ∈ D, numbers l1, l2, . . . , ln ∈ N
and wjs ∈ C, s = 0,1, . . . , lj − 1, j = 1,2, . . . , n. We denote this data set by ∆,
∆ := ((zj )nj=1; wjs, s = 0,1, . . . , lj − 1, j = 1,2, . . . , n), (2.1)
and put
m :=
n∑
j=1
lj − 1. (2.2)
Further, we introduce the complex (lj × lk)-matrices
Pjk :=
(
p
s,t
jk
)
s=0,1,...,lj−1
t=0,1,...,lk−1
, j, k = 1,2, . . . , n,
with entries (compare (2.5) below)
p
s,t
jk :=
s∑
h=0
min{t,h}∑
r=0
(h + t − r)!
(t − r)!r!(h − r)!
zt−rj zkh−r
(1 − zj zk)h+t−r+1 wj,s−h
+
t∑
h=0
min{s,h}∑
r=0
(h + s − r)!
(s − r)!r!(h − r)!
zh−rj zks−r
(1 − zj zk)h+s−r+1 wk,t−h,
s = 0,1, . . . , lj − 1, t = 0,1, . . . , lk − 1, (2.3)
and the generalized Schwarz–Pick matrix of size (m + 1) × (m + 1),
P∆ := (Pjk)nj,k=1. (2.4)
Clearly, in the case l1 = l2 = · · · = ln = 1 we obtain the classical Schwarz–Pick matrix
P∆ =
(
wj0 + wk0
1 − z z
)n
.j k j,k=1
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we have
p
s,t
jk =
1
s!t !
∂s+t
∂vs∂wt
f (v) + f (w)
1 − vw
∣∣∣∣ v=zj
w=zk
. (2.5)
We define the (lj × lk)-matrices
Zjk :=
(
1
s!t !
∂s+t
∂vs∂wt
1
1 − vw
∣∣∣∣ v=zj
w=zk
)
s=0,1,...,lj−1
t=0,1,...,lk−1
, j, k = 1,2, . . . , n, (2.6)
the (lj × lj )-matrices
Wjj :=

wj0 0 . . . 0
wj1 wj0
. . .
...
...
. . .
. . . 0
wj,lj−1 . . . wj1 wj0
 , j = 1,2, . . . , n, (2.7)
and the matrices
Z := (Zjk)nj,k=1, W := diag(W11,W22, . . . ,Wnn).
A straightforward calculation leads to the relations
Pjk = WjjZjk + ZjkW∗kk, j, k = 1,2, . . . , n, (2.8)
or, equivalently,
P∆ = WZ + ZW∗. (2.9)
Observe that here the matrix Z depends only on the points z1, z2, . . . , zn, whereas the
matrix W depends only on the given numbers wjs .
For a given data set ∆ with non-vanishing wj0, j = 1,2, . . . , n, we denote by ∆′ the
data set which consists of the same points z1, z2, . . . , zn ∈ D as in ∆ and with numbers w′js
which are the entries of the matrix W−1. From well-known relations between the Taylor
coefficients of a non-zero function f and 1/f it follows that
f ∈ C∆ ⇔ 1
f
∈ C∆′
and we obtain, from (2.9),
P∆′ = W−1Z + ZW−∗ = W−1P∆W−∗. (2.10)
The next theorem is well known; see [6,11,23]. It follows also from (3.5), Theorems 6.3
and 8.1 below.
Theorem 2.1. For a given data set ∆ as in (2.1), the problem (MNP) has a solution if and
only if P∆  0; under this assumption the solution is unique if and only if det P∆ = 0.
We say the problem (MNP) is in the indeterminate (determinate, respectively) case if
P∆ > 0 (P∆  0 and det P∆ = 0, respectively).
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In this section, following [3], for a given data set ∆ as in (2.1) we construct a space of
rational functions which are holomorphic in the closed unit disk D. Applying, if necessary,
a conformal mapping of the disk D onto itself, without loss of generality we can assume
that
z1 = 0 (3.1)
(cf. [3, Corollary 6.2.4]). We introduce the rational functions
ejs(v) := v
s
(1 − zjv)s+1 , s = 0,1, . . . , lj − 1, j = 1,2, . . . , n; (3.2)
their linear span is denoted by H∆. In (3.2) the independent variable v runs through the
open unit disk D. However, relations for elements of H∆ can also be considered in C for
all points where the functions involved are holomorphic, that is for v = (z2)−1, . . . , (zn)−1.
On H∆ we define an inner product by the relations
〈ekt , ejs〉 := 12p
s,t
jk , s = 0,1, . . . , lj − 1, t = 0,1, . . . , lk − 1,
j, k = 1,2, . . . , n. (3.3)
Suppose for a moment that the data set ∆ belongs to a function f ∈ C , that is the
relations (1.1) hold. According to a theorem of Riesz and Herglotz, there exists a unique
Borel measure µ on the unit circle T such that
f (z) = if (0)+
∫
T
u + z
u − z µ(du), z ∈ D. (3.4)
Since
1
1 − vw
(
u + v
u − v +
u + w
u − w
)
= 2
(1 − vu)(1 − wu), v,w ∈ D, u ∈ T,
with the rational functions ejs from (3.2) we obtain
1
s!t !
∂s+t
∂vs∂wt
(
1
1 − vw
(
u + v
u − v +
u + w
u − w
))∣∣∣∣ v=zj
w=zk
= 2u
sut
(1 − zj u)s+1(1 − zku)t+1 = 2ejs(u)ekt (u), u ∈ T.
Thus, in view of (3.3), (2.5) and (3.4) for s = 0,1, . . . , lj − 1, t = 0,1, . . . , lk − 1, j, k =
1,2, . . . , n it holds
〈ekt , ejs〉 = 12p
s,t
jk =
∫
T
ejs(u)ekt (u)µ(du),
and hence
〈x, y〉 =
∫
y(u)x(u)µ(du), x, y ∈ H∆. (3.5)
T
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f ∈ C∆.
Now we suppose again that a data set ∆ as in (2.1) is given. With the points
z1, z2, . . . , zn we form the sequence (αk)mk=0 in which zj appears according to its mul-
tiplicity lj ,
αk := zj if
j−1∑
r=1
lr  k <
j∑
r=1
lr , j = 1,2, . . . , n. (3.6)
Correspondingly, we denote
ek(v) := ejs(v), k = s +
j−1∑
r=1
lr , s = 0,1, . . . , lj − 1, j = 1,2, . . . , n. (3.7)
Clearly, the space H∆ can be identified with Cm+1, where the function x = ∑mk=0 ξkek
corresponds to the column vector
x = ( ξ0 ξ1 . . . ξm )T . (3.8)
Then, in view of (3.3), for this x and y =∑mk=0 ηkek ∈H∆, y = (η0 η1 . . . ηm )T, we
have
〈x, y〉 = 1
2
y∗P∆x. (3.9)
With the new enumeration we write P∆ = (pjk)mj,k=0. Evidently,
〈ek, ej 〉 = 12pjk, j, k = 0,1, . . . ,m.
The principal submatrices of P∆ are denoted by Pk ,
Pk =
p00 . . . p0k... . . . ...
pk0 . . . pkk
 , k = 0,1, . . . ,m, (3.10)
in particular, Pm = P∆. For k = 0,1, . . . ,m, Hk is the linear span of all rational functions
e0, e1, . . . , ek with inner product given by the generalized Schwarz–Pick matrix Pk .
For z ∈ D, bz denotes the corresponding elementary Blaschke factor
bz(v) :=
{
z
|z|
z−v
1−zv if z = 0,
v if z = 0, (3.11)
and for k = 0,1, . . . ,m we introduce the Blaschke product (of degree k with respect to the
points α1, . . . , αk) as
Bk(v) :=
{1 if k = 0,∏k
j=1 bαj (v) if k = 1,2, . . . ,m. (3.12)
Recall that a general Blaschke product of degree k is a function of the form Bk , multiplied
possibly by a constant of modulus one. It is easy to see that the functions B0,B1, . . . ,Bk
form also a basis of the space Hk , k = 0,1, . . . ,m.
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(with respect to α0, α1, . . . , αk) is defined by the formula
x[k](v) := Bk(v)x
(
1
v
)
. (3.13)
The mapping x → x[k] has the following properties (here x, y ∈Hk):
(I) x[k] ∈ Hk , (x[k])[k] = x , k = 0,1, . . . ,m;
(II) x[k](αk) = 0 ⇔ x ∈ Hk−1, k = 1,2, . . . ,m;
(III) 〈x, y〉 = 〈y[k], x[k]〉, k = 0,1, . . . ,m.
More relations for x[k] can be found in [3, Section 2.2].
We introduce the following vector functions e and e[m]:
e(v) := ( e0(v) e1(v) . . . em(v) )T, (3.14)
e[m](v) := ( e[m]0 (v) e[m]1 (v) . . . e[m]m (v) )T. (3.15)
Now we suppose that the generalized Schwarz–Pick matrix P∆, corresponding to the data
set ∆ in (2.1) is positive,
P∆ > 0. (3.16)
Then (H∆, 〈·, ·〉) is a finite-dimensional Hilbert space. In analogy to [3, Theorem 2.2.2], it
has a reproducing kernel K given by
K(v,w) := 2e(v)TP−1∆ e(w), (3.17)
where for a vector x, x denotes the vector with complex conjugate components; the inverse
P−1∆ exists because of the assumption (3.16).
We set
Kw(v) := K(v,w). (3.18)
If m = 0, then Kw(v) = 1/
w10, v ∈ D; see (3.17), (3.2), (2.3). The case m > 0 is consid-
ered in the following proposition.
Proposition 3.1. If m > 0, the following relations hold for v,w ∈ D:
(a) Kw ∈ Hm and 〈x,Kw〉 = x(w), x ∈Hm;
(b) K(v,w) = −2
det Pm
det
(
Pm e(w)
e(v)T 0
)
;
(c) K [m]w (v) = K [m]v (w);
(d) K [m]αm (v) =
2e[m]m (αm)
det Pm
∣∣∣∣∣∣∣∣
p00 . . . p0,m−1 p0m
...
. . .
...
...
pm−1,0 . . . pm−1,m−1 pm−1,m
e0(v) . . . em−1(v) em(v)
∣∣∣∣∣∣∣∣ ;
(e) K(αm,αm) = 2
∣∣e[m]m (αm)∣∣2 det Pm−1 ;det Pm
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Proof. (a) Observing (3.17) and (3.9) we see that Kw ∈ Hm. Furthermore, if x =∑m
k=0 ξkek and x = ( ξ0 ξ1 . . . ξm )T then
〈x,Kw〉 = 12
(
2P−1m e(w)
)∗Pmx
= ( e0(w) e1(w) . . . em(w) )

ξ0
ξ1
...
ξm
= x(w), x ∈ Hm.
(b) Because of the assumption (3.16) and the Schur factorization we get
det
(
Pm e(w)
e(v)T 0
)
= det Pm · det
(
0 − e(v)TP−1m e(w)
)
and it remains to apply (3.17).
(c) In view of (a) and the properties (I) and (II) of adjoint rational functions it follows
that
K [m]w (v) =
〈
K [m]w ,Kv
〉= 〈K [m]v ,Kw 〉= K [m]v (w).
(d) Using (c), (3.13), (b), Pm = P∗m, and the property (II) of adjoint rational functions
we obtain
K [m]αm (v) = K [m]v (αm) =
−2
det Pm
det
(
Pm e[m](αm)
e(v)T 0
)
= −2
det Pm
∣∣∣∣∣∣∣∣∣∣
p00 . . . p0m 0
...
...
...
pm−1,0 . . . pm−1,m 0
pm0 . . . pmm e
[m]
m (αm)
e0(v) . . . em(v) 0
∣∣∣∣∣∣∣∣∣∣
= 2e
[m]
m (αm)
det Pm
∣∣∣∣∣∣∣∣
p00 . . . p0,m−1 p0m
...
. . .
...
...
pm−1,0 . . . pm−1,m−1 pm−1,m
e0(v) . . . em−1(v) em(v)
∣∣∣∣∣∣∣∣ .
(e) Following the proof of (d), an application of (3.13), (d), Pm = P∗m, and the properties
(I) and (II) of adjoint rational functions leads to
K(αm,αm) =
(
K [m]αm
)[m]
(αm) = 2e
[m]
m (αm)
det Pm
∣∣∣∣∣∣∣∣∣
p00 . . . p0,m−1 e[m]0 (αm)
...
. . .
...
...
pm−1,0 . . . pm−1,m−1 e[m]m−1(αm)
[m]
∣∣∣∣∣∣∣∣∣
pm0 . . . pm,m−1 em (αm)
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[m]
m (αm)
det Pm
∣∣∣∣∣∣∣∣
p00 . . . p0,m−1 0
...
. . .
...
...
pm−1,0 . . . pm−1,m−1 0
pm0 . . . pm,m−1 e[m]m (αm)
∣∣∣∣∣∣∣∣
= 2e
[m]
m (αm)
det Pm
e[m]m (αm)detPm−1 = 2
∣∣e[m]m (αm)∣∣2 det Pm−1det Pm .
(f) Property (III) of adjoint rational functions and (a) imply〈
K [m]αm , x
〉= 〈x[m],Kαm〉 = x[m](αm), x ∈Hm,
such that the assertion follows from (II). 
From the relation in the proof of (e) it follows that∣∣∣∣∣∣∣∣∣
p00 . . . p0,m−1 e[m]0 (αm)
...
. . .
...
...
pm−1,0 . . . pm−1,m−1 e[m]m−1(αm)
pm0 . . . pm,m−1 e[m]m (αm)
∣∣∣∣∣∣∣∣∣= e
[m]
m (αm)det Pm−1, (3.19)
which we shall use later.
4. Orthogonal rational functions
Let again a data set ∆ be given such that the assumption P∆ > 0 is satisfied. The follow-
ing definition is in accordance with [3]. The sequence (ϕk)mk=0 of elements of H∆ = Hm is
called an orthonormal system corresponding to ∆ if it has the following properties:
(i) ϕk ∈Hk , k = 0,1, . . . ,m;
(ii) 〈ϕj ,ϕk〉 = δjk , j, k = 0,1, . . . ,m.
Note that this definition depends on the order of the points α0, α1, . . . , αm, that is, on the
order of the points z1, z2, . . . , zn.
Remark 4.1. If (ϕk)mk=0 is an orthonormal system corresponding to ∆, then the functions
ϕk are linearly independent. In particular, for k = 1,2, . . . ,m, the elements ϕ0, ϕ1, . . . , ϕk
form a basis of Hk and ϕk ∈Hk \Hk−1.
This remark implies that the assumption (3.16) is necessary for the existence of an
orthonormal system corresponding to ∆. For the following connection of the orthonormal
system with the reproducing kernel K we refer to [3, Theorem 2.2.3].
Lemma 4.2. Let K and Kw be given as in (3.17) and (3.18), respectively, and let
(ϕk)
m
k=0 be an orthonormal system corresponding to ∆. Then the following relations hold
(v,w ∈ D):
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m∑
k=0
ϕk(v)ϕk(w) =
m∑
k=0
ϕ
[m]
k (v)ϕ
[m]
k (w);
(b) Kαm(v) = ϕ[m]m (v)ϕ[m]m (αm), K [m]αm (v) = ϕ[m]m (αm)ϕm(v);
(c) K(αm,αm) =
∣∣ϕ[m]m (αm)∣∣2.
In the next lemma we formulate the Christoffel–Darboux formulae (see [3, Theo-
rem 3.1.3]).
Lemma 4.3. If (ϕk)mk=0 is an orthonormal system corresponding to ∆, then for k =
1,2, . . . ,m the following relations hold:
(
1 − bαk (v)bαk (w)
) k−1∑
j=0
ϕj (v)ϕj (w) = ϕ[k]k (v)ϕ[k]k (w) − ϕk(v)ϕk(w),
(
1 − bαk (v)bαk (w)
) k∑
j=0
ϕj (v)ϕj (w) = ϕ[k]k (v)ϕ[k]k (w) − bαk (v)ϕk(v)bαk (w)ϕk(w).
Remark 4.4. Let (ϕk)mk=0 be an orthonormal system corresponding to ∆. For r =
1,2, . . . ,m, Lemma 4.3 implies that the rational function ϕ[r]r does not vanish in D and
that ϕr/ϕ[r]r is a Schur function, in fact, it is a Blaschke product of degree r . Obviously,
ϕ0 is a non-zero constant, therefore the second formula in Lemma 4.3 holds also for k = 0
and ϕ0/ϕ[0]0 is a constant of modulus one.
The assumption (3.16) implies that
Pk > 0, k = 0,1, . . . ,m.
Hence, for k = 0,1, . . . ,m, there can be defined a kernel Kk as K in (3.17) with
respect to the principal submatrix Pk and the corresponding (k + 1)-vector function
( e0 e1 . . . ek )
T instead of P∆ and e, i.e.,
Kk(v,w) := 2
(
e0(v) e1(v) . . . ek(v)
)
P−1k
(
e0(w) e1(w) . . . ek(w)
)∗
,
Kk,w(v) := Kk(v,w).
The relations (i) and (ii) at the beginning of this section determine the orthonormal
system (ϕk)mk=0 only up to constant factors of modulus one. In [3] mostly the following
orthonormal system (φk)mk=0 is used:
φk(v) := 1√
Kk(αk,αk)
K
[k]
k,αk
(v), k = 0,1, . . . ,m.
Then φ0(v) = 1/√
w10 and (cf. Proposition 3.1(d), (e)) for k = 1,2, . . . ,m,
φk(v) = e
[k]
k (αk)
|e[k]k (αk)|
√
2
det[Pk−1Pk]
∣∣∣∣∣∣∣∣
p00 . . . p0,k−1 p0k
...
. . .
...
...
pk−1,0 . . . pk−1,k−1 pk−1,k
∣∣∣∣∣∣∣∣ . (4.1)
e0(v) . . . ek−1(v) ek(v)
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u0, u1, . . . , um ∈ T such that
ϕk = ukφk, k = 0,1, . . . ,m. (4.2)
In [3, Section 4.1] recurrence relations for the orthonormal system (φk)mk=0 correspond-
ing to ∆ were proved. We fix now the orthonormal system (ϕk)mk=0, that is we fix the
constants uk in (4.2), and derive corresponding recurrence relations. Let
ηk :=
{−1 if αk = 0,
αk|αk | if αk = 0,
k = 0,1, . . . ,m, (4.3)
set
ϕ0(v) := 1√
w10 , (4.4)
and choose ϕk such that
arg
[
ϕ
[k]
k (αk−1)
]= arg[ ηkηk−1
1 − αkαk−1 ϕ
[k−1]
k−1 (αk−1)
]
, k = 1,2, . . . ,m. (4.5)
In this way, the orthonormal system (ϕk)mk=0 corresponding to ∆ is uniquely determined.
Further, define
λk := ηkηk−1 ϕk(αk−1)
ϕ
[k]
k (αk−1)
, k = 1,2, . . . ,m; (4.6)
Remark 4.4 implies that λk ∈ D.
Theorem 4.5. Let (ϕk)mk=0 be the orthonormal system corresponding to ∆ which satisfies
(4.4) and (4.5). For k = 1,2, . . . ,m the following recurrence relation holds:
ϕk(v) = βk 1 − αk−1v1 − αkv
(
bαk−1(v)ϕk−1(v) + λkϕ[k−1]k−1 (v)
) (4.7)
with
βk :=
√
1 − |αk|2
(1 − |αk−1|2)(1 − |λk|2) .
Proof. Let k ∈ {1,2, . . . ,m}. Since bαk−1(αk−1) = 0 (see (3.11)), Lemma 4.3 yields
ϕ
[k]
k (v)ϕ
[k]
k (αk−1) − ϕk(v)ϕk(αk−1)
= (1 − bαk (v)bαk (αk−1) ) k−1∑
j=0
ϕj (v)ϕj (αk−1)
= (1 − bαk (v)bαk (αk−1) )(1 − bαk−1(v)bαk−1(αk−1) ) k−1∑
j=0
ϕj (v)ϕj (αk−1)
= (1 − bαk (v)bαk (αk−1) )ϕ[k−1](v)ϕ[k−1](αk−1).k−1 k−1
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1 − bαk (v)bαk (αk−1) =
(1 − |αk|2)(1 − vαk−1)
(1 − αkv)(1 − αkαk−1) , (4.8)
and (4.5), we obtain√
1 − |λk|2 =
√(
1 − |αk|2
)(
1 − |αk−1|2
) ηkηk−1ϕ[k−1]k−1 (αk−1)
(1 − αkαk−1)ϕ[k]k (αk−1)
and, finally,
ϕ
[k]
k (v) − ηkηk−1λkϕk(v)
= 1
ϕ
[k]
k (αk−1)
(
ϕ
[k]
k (v)ϕ
[k]
k (αk−1) − ϕk(v)ϕk(αk−1)
)
= (1 − bαk (v)bαk (αk−1) )(ϕ[k−1]k−1 (αk−1)
ϕ
[k]
k (αk−1)
)
ϕ
[k−1]
k−1 (v)
= ηkηk−1(1 − αkαk−1)
√
1 − |λk|2√
(1 − |αk |2)(1 − |αk−1|2)
(
1 − bαk (v)bαk (αk−1)
)
ϕ
[k−1]
k−1 (v). (4.9)
From (4.9), (3.13) and property (I) of adjoint rational functions it follows that
ϕk(v) − ηkηk−1λkϕ[k]k (v)
= ηkηk−1(1 − αkαk−1)
√
1 − |λk|2√
(1 − |αk |2)(1 − |αk−1|2)
(
bαk (v) − bαk(αk−1)
)
ϕk−1(v).
Replacing ϕ[k]k (v) according to (4.9) and using the identities (4.8) and
ηkηk−1(1 − αkαk−1)√
(1 − |αk |2)(1 − |αk−1|2)
(
bαk (v) − bαk (αk−1)
)
=
√
1 − |αk|2
1 − |αk−1|2
1 − αk−1v
1 − αkv bαk−1(v),
the relation (4.7) follows. 
The recurrence relations in Theorem 4.5 are different from those in [3, Section 4.1]
because of the normalization (4.4) and (4.5). We call the orthonormal system (ϕk)mk=0,
satisfying (4.4) and (4.5), the canonical orthonormal system of first kind corresponding
to ∆. If m > 0, the associated numbers λk , k = 1,2, . . . ,m, from (4.6) are called the Szegö
parameters of the orthonormal system (ϕk)mk=0 or of the data set ∆. With the points αk
and 
w01 being fixed the Szegö parameters determine the orthonormal system. These con-
siderations imply the following characterization of the solution set C∆ through the Szegö
parameters, compare [3, Theorem 6.2.1]. Here, for a given function f ∈ C , we introduce
the set
∆f :=
(
(zj )
n
j=1; (lj )nj=1;
1
s!f
(s)(zj ), s = 0,1, . . . , lj − 1, j = 1,2, . . . , n
)
.
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ing to ∆, let (λk)mk=1 be the sequence of Szegö parameters of ∆, and let f ∈ C . Thefollowing statements are equivalent:
(i) f ∈ C∆;
(ii) f (0) = w10, P∆f > 0, and (ϕk)mk=0 is the canonical orthonormal system of first
kind corresponding to ∆f ;
(iii) f (0) = w10, P∆f > 0, and (λk)mk=1 is the sequence of Szegö parameters of ∆f .
If a complex number w10 with 
w10 > 0 and arbitrary λ1, λ2, . . . , λm ∈ D are given,
and we define a system (ϕk)mk=0 of rational functions by the recurrence relations (4.7),
then in view of a Favard type theorem (see [3, Section 8.1]) there exists an f ∈ C such
that (ϕk)mk=0 is the canonical orthonormal system of first kind corresponding to ∆f . In
particular, let ∆ be a data set with associated sequence of Szegö parameters (λk)mk=1, and
let (ψk)mk=0 be the system of functions defined by the relations
ψ0(v) :=
√
w10
and, for k = 1,2, . . . ,m,
ψk(v) := βk 1 − αk−1v1 − αkv
(
bαk−1(v)ψk−1(v) − λkψ [k−1]k−1 (v)
) (4.10)
with βk as in Theorem 4.5. Then there exists h ∈ C such that (ψk)mk=0 is the canonical
orthonormal system of first kind corresponding to ∆h. This system (ψk)mk=0 is called
the canonical orthonormal system of second kind corresponding to ∆. Observe that the
difference between (4.7) and (4.10) consists in the different signs in front of the Szegö
parameters λk .
With the matrix functions
k(v) :=
(−bαk(v)ψk(v) ψ [k]k (v)
bαk (v)ϕk(v) ϕ
[k]
k (v)
)
, k = 0,1, . . . ,m,
and
̂k(v) := 1√
1 − |λk|2
(
1 λk
λk 1
)(
bαk (v) 0
0 ηkηk−1
)
, k = 1,2, . . . ,m,
the recurrence relations (4.7) and (4.10) can be written in matricial form as
k(v) =
√
1 − |αk|2
1 − |αk−1|2
1 − αk−1v
1 − αkv k−1(v)̂k(v), k = 1,2, . . . ,m.
Setting, in addition,
̂0(v) := 1√
2
0(v) = 1√
2
(−v√
w10 √
w10
v 1√
w10
1√
w10
)
,
then for k = 0,1, . . . ,m it holds
k(v) =
√
2(1 − |αk|2)
̂0(v)̂1(v) . . . ̂k(v). (4.11)1 − αkv
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bαm(v)
(
ϕm(v)ψ
[m]
m (v) + ψm(v)ϕ[m]m (v)
)= −2ηm 1 − |αm|2
(1 − αmv)2 vBm(v). (4.12)
In the following, we shall often suppose that w10 = 1, which is not a restriction of
generality. In fact, if f ∈ C such that P∆f > 0 then 
f (0) = 0, and the function f̂ :=
(f − if (0))/
f (0) also belongs to C and has the properties P∆f̂ = (1/
f (0))P∆f and
f̂ (0) = 1. If (ϕk)mk=0 and (ψk)mk=0 are the canonical orthonormal systems of first and second
kind corresponding to ∆f , then(√
f (0)ϕk)mk=0 and ( 1√
f (0)ψk
)m
k=0
are the canonical orthonormal systems of first and second kind, respectively, corresponding
to ∆f̂ .
5. Solution of the problem (MNP) in the indeterminate case, I
In the following we use the well-known connection between the classes C and S and a
version of Schwarz’s lemma. Recall that if z ∈ D then bz denotes the elementary Blaschke
factor corresponding to z; see (3.11).
(A) If f ∈ C then
g := 1 − f
1 + f ∈ S and f =
1 − g
1 + g ;
conversely, if g ∈ S such that g(v) = −1 then
f := 1 − g
1 + g ∈ C.
(B) (Schwarz’s lemma) If g ∈ S such that g(z) = 0 then also h := g/bz ∈ S .
We suppose now that we are given a data set ∆ as in (2.1) with
z1 = 0, w10 = 0.
For g ∈ S , Remark 4.4 implies that
ϕ[m]m (z) + bαm(z)ϕm(z)g(z) = 0, z ∈ D. (5.1)
A particular solution of the problem (MNP) is given in [3]. We use it in a slightly modified
form. Observe that from (3.13), (4.12) and (3.11) we obtain

[ψ [m]m (u)ϕ[m]m (u)]= 12 (ψ [m]m (u)ϕ[m]m (u) + ψ [m]m (u)ϕ[m]m (u))
= 1Bm(u)
(
ψ [m]m (u)ϕm(u) + ψm(u)ϕ[m]m (u)
)
2
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2
Bm(u)bαm(u)bαm(u)
(
ϕm(u)ψ
[m]
m (u) + ψm(u)ϕ[m]m (u)
)
= 1
2
Bm(u)bαm(u)
(
−2ηm 1 − |αm|
2
(1 − αmu)2 uBm(u)
)
= 1 − |αm|
2
|u − αm|2 , u ∈ T,
hence


[
ψ
[m]
m (u)
ϕ
[m]
m (u)
]
= 
[ψ
[m]
m (u)ϕ
[m]
m (u)]
|ϕ[m]m (u)|2
= 1 − |αm|
2
|u − αm|2|ϕm(u)|2 , u ∈ T.
Therefore the function f0,
f0(z) := ψ
[m]
m (z)
ϕ
[m]
m (z)
, z ∈ D, (5.2)
belongs to C . In particular (cf. (3.4)), there is a Borel measure µ0 on T such that
f0(z) =
∫
T
u + z
u − z µ0(du), z ∈ D.
As in [3, Theorem 4.2.6], one can see that
µ0(A) = 12π
∫
A
1 − |αm|2
|u − αm|2
1
|ϕm(u)|2 λ(du), A ∈B,
where B stands for the σ -algebra of all Borel subsets of T and λ denotes the Lebesgue
measure on T.
Next we show that f0 satisfies the conditions
1
s!f
(s)
0 (zj ) = wjs, s = 0,1, . . . , lj − 1, j = 1,2, . . . , n,
i.e., that f0 ∈ C∆. In view of the equivalence of the statements (i) and (ii) in Corollary 4.6
this follows if we show that (ϕk)mk=0 is the canonical orthonormal system of first kind
corresponding to ∆f0 . Since for x, y ∈ Hm the inner product 〈x, y〉, defined by means of
the matrix P∆f0 , is obtained by integrating yx with respect to the measure µ0 (see (3.5))
along T, we have to prove that∫
T
ϕk(u)ϕj (u)µ0(du) = δjk, j, k = 0,1, . . . ,m.
In fact, this can be done as in [3, Lemma 8.1.3], which includes an application of Poisson’s
integral formula.
Summing up, we have obtained the following lemma.
Lemma 5.1. If P∆ > 0 then the function f0 given by (5.2) belongs to C∆.
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(cf. [9,10,20]). If
=
(
a b
c d
)
is a complex (2 × 2)-matrix and w ∈ C such that cw + d = 0, define
T(w) := aw + b
cw + d . (5.3)
Note that the relation
T1
(
T2(w)
)= T12(w) (5.4)
holds, and that in the case det = 0 the inverse mapping T −1 is given by
T −1 (w) = T−1(w) =
dw − b
−cw + a . (5.5)
Further, we denote
J :=
(
1 0
0 −1
)
, J1 :=
(
0 −1
−1 0
)
.
The (2 × 2)-matrix function (z) is said to be J-contractive (J–J1-contractive, respec-
tively), if
(z)∗J(z) J
(
(z)∗J1(z) J, respectively
)
.
Proposition 5.2. Let ∆ be a data set (2.1) with z1 = 0, w10 = 1, and P∆ > 0. For each
g ∈ S , the function f ,
f (z) = ψ
[m]
m (z) − bαm(z)ψm(z)g(z)
ϕ
[m]
m (z)+ bαm(z)ϕm(z)g(z)
, z ∈ D, (5.6)
belongs to C∆.
Proof. With the matrix function
(z) := 1 − αmz√
2(1 − |αm|2)
(−bαm(z)ψm(z) ψ [m]m (z)
bαm(z)ϕm(z) ϕ
[m]
m (z)
)
, z ∈ D,
the relation (5.6) can be written as f (z) = T(z)(g(z)). Let z ∈ D. First we observe that the
matrix(z) is J–J1-contractive. Indeed, this follows from (4.11) and the relations
1
2
(−z 1
z 1
)∗
J1
(−z 1
z 1
)
 J,
1
1 − |λk|2
(
1 λk
λk 1
)∗
J
(
1 λk
λk 1
)
= J,(
bαk (z) 0
0 η η
)∗
J
(
bαk (z) 0
0 η η
)
 J, k = 1,2, . . . ,m,k k−1 k k−1
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J-contractive. Therefore is a J–J1-contractive holomorphic matrix function and hence,
by a well-known result on linear fractional transformations (cf. (5.1), [14, Lemma 8]),
T maps the class S into the class C . It follows that in (5.6) g ∈ S implies f ∈ C .
Now let f0 be defined by (5.2). In view of (5.1), (5.6) and (4.12) we obtain that
f (z) − f0(z) = ψ
[m]
m (z) − bαm(z)ψm(z)g(z)
ϕ
[m]
m (z) + bαm(z)ϕm(z)g(z)
− ψ
[m]
m (z)
ϕ
[m]
m (z)
= −bαm(z)g(z)
(
ψm(z)ϕ
[m]
m (z) + ϕm(z)ψ [m]m (z)
)(
ϕ
[m]
m (z) + bαm(z)ϕm(z)g(z)
)
ϕ
[m]
m (z)
= 2ηm(1 − |αm|
2)g(z)
(1 − αmz)2
(
ϕ
[m]
m (z) + bαm(z)ϕm(z)g(z)
)
ϕ
[m]
m (z)
zBm(z). (5.7)
Since the Blaschke product zBm(z), z ∈ D, has a zero of order lj at the point zj , j =
1,2, . . . , n, and we know from Lemma 5.1 that f0 ∈ C∆ is satisfied, the relation (5.7) and
f ∈ C imply f ∈ C∆. 
6. Solution of the problem (MNP) in the indeterminate case, II
First we recall the Schur–Nevanlinna algorithm for Schur functions based on Schwarz’s
lemma (B) above. Given a function h ∈ S and points γ1, γ2, . . . ∈ D. We set h1 := h and
consider s1 := h1(γ1). If s1 ∈ D we can define
h2(z) := 1
bγ1(z)
h1(z) − s1
1 − s1h1(z)
and, if for k = 1,2, . . . the function hk is defined and
sk := hk(γk) (6.1)
belongs to D, then
hk+1(z) := 1
bγk (z)
hk(z) − sk
1 − skhk(z) , k = 1,2, . . . . (6.2)
The relation (6.2) can also be written as
hk(z) = bγk (z)hk+1(z) + sk
skbγk(z)hk+1(z) + 1
= T̂k(z)
(
hk+1(z)
)
with
̂k(z) :=
(
bγk(z) sk
skbγk(z) 1
)
=
(
1 sk
sk 1
)(
bγk (z) 0
0 1
)
(6.3)
and hence
h(z) ≡ h1(z) = T̂1(z)
(
T̂2(z)
(
. . .
(
T̂k(z)
(
hk+1(z)
)
. . .
)))
= T̂ ̂ ̂ (hk+1(z)). (6.4)1(z)2(z)...k(z)
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(that is after obtaining hk and sk ) if and only if sk ∈ T. In particular, the Schur–Nevanlinna
algorithm breaks down after the kth step if and only if h is a Blaschke product of degree
k − 1. Therefore, in view of (A), (B), and the properties of the Cayley transform we have
the following remark (cf. [15,17]).
Remark 6.1. If f ∈ C , f (0) = 1, then the holomorphic function h given by
h(z) := 1
z
1 − f (z)
1 + f (z) (6.5)
belongs to the class S , and the Schur–Nevanlinna algorithm can be carried out (at least)
m + 1 times for h if and only if P∆f > 0. The relation (6.5) can also be written as
f (z) = 1 − zh(z)
1 + zh(z) . (6.6)
If h ∈ S , γ1, γ2, γ3, . . . ∈ D, and the Schur–Nevanlinna algorithm can be carried out
(at least) r times, then the sequence (sk)rk=1 from (6.1) is called the sequence of Schur
parameters associated with the pair
[
h, (γk)
r
k=1
]
.
Proposition 6.2. Let ∆ be a data set (2.1) with z1 = 0, w10 = 1, such that P∆ > 0, denote
by (λk)mk=1 the sequence of Szegö parameters of ∆ and let ηk be given by (4.3). If f ∈ C∆
and h ∈ S is given by (6.5) then
(a) (−λkηk−1)mk=1 is the sequence of Schur parameters associated with the pair[h, (αk)mk=1];
(b) There exists a unique function g ∈ S such that the representation (1.2) holds.
Proof. Let z ∈ D. If m = 0 then (6.6) with g = h implies the representation (1.2). Now
suppose that m > 0. In view of f ∈ C∆, P∆ > 0, and Remark 6.1 the Schur–Nevanlinna
algorithm for h can be carried out (at least) m + 1 times. In particular (see (6.1)–(6.4)),
we find Schur parameters s1, s2, . . . , sm ∈ D associated with the pair
[
h, (αk)
m
k=1
]
, and a
unique Schur function hm+1 such that the relation
h(z) = T(z)
(
hm+1(z)
) (6.7)
holds, where
(z) :=

m∏
k=1
̂k(z)
(:= ̂1(z)̂2(z) . . .̂m(z)).
Observing (6.3), (4.3), and α0 = 0 we can write
(z) =
( 
m∏
k=1
1√
1 − |sk|2
(
1 −skηk−1
−skηk−1 1
)(
bαk(z) 0
0 ηkηk−1
))
×
(
1 0
0 −η
)
. (6.8)m
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(ϕ˜k)
m
k=0 and (ψ˜k)
m
k=0 by ϕ˜0(v) := 1, ψ˜0(v) := 1 and, for k = 1,2, . . . ,m,
ϕ˜k(v) :=
√
1 − |αk|2
(1 − |αk−1|2)(1 − |χk|2)
1 − αk−1v
1 − αkv
(
bαk−1(v)ϕ˜k−1(v) + χkϕ˜ [k−1]k−1 (v)
)
,
ψ˜k(v) :=
√
1 − |αk|2
(1 − |αk−1|2)(1 − |χk|2)
1 − αk−1v
1 − αkv
(
bαk−1(v)ψ˜k−1(v) − χkψ˜ [k−1]k−1 (v)
)
,
where
χk := −skηk−1.
Then, similarly as in (4.11), with
˜k(v) := 1√
1 − |χk|2
(
1 χk
χk 1
)(
bαk (v) 0
0 ηkηk−1
)
, k = 1,2, . . . ,m,
we obtain the identity(−bαm(v)ψ˜m(v) ψ˜ [m]m (v)
bαm(v)ϕ˜m(v) ϕ˜
[m]
m (v)
)
=
√
1 − |αm|2
1 − αmv
(−v 1
v 1
) m∏
k=1
˜k(v)
and the relation (6.8) yields
(z) =
( 
m∏
k=1
˜k(z)
)(
1 0
0 −ηm
)
.
Hence, from (6.5), (6.7) and (5.4) we see that
f (z) = ψ˜
[m]
m (z) − bαm(z)ψ˜m(z)(−ηmhm+1(z))
ϕ˜
[m]
m (z) + bαm(z)ϕ˜m(z)(−ηmhm+1(z))
. (6.9)
According to the construction of ϕ˜m and ψ˜m, the considerations before Lemma 5.1 imply
that the function f˜0,
f˜0(z) := ψ˜
[m]
m (z)
ϕ˜
[m]
m (z)
, z ∈ D,
belongs to C , and that (χk)mk=1 is the sequence of Szegö parameters of ∆f˜0 . Consequently,
Proposition 5.2 and relation (6.9) yield
f ∈ C∆f˜0 ,
and the equivalence of (i) and (iii) in Corollary 4.6 shows that (χk)mk=1 is the sequence
of Szegö parameters of ∆f . Thus, in view of the assumption f ∈ C∆ and the choice of
(χk)
m
k=1, the proof is complete. 
The Propositions 5.2 and 6.2 imply the description (1.2) of the solutions of the problem
(MNP) using the last elements ϕm and ψm of the canonical orthonormal systems of first
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result can easily be extended to the general case. In particular, for w10 = 0 we obtain the
following main result of this note.
Theorem 6.3. Let ∆ be a data set (2.1) with z1 = 0, w10 = 0, and P∆ > 0. Then the
relation
f (z) = ψ
[m]
m (z) − bαm(z)ψm(z)g(z)
ϕ
[m]
m (z)+ bαm(z)ϕm(z)g(z)
, z ∈ D, (6.10)
establishes a bijective correspondence between the set C∆ of all solutions f of the problem
(MNP) and the class S of all Schur functions g.
If in (6.10) a constant function g(z) = c is chosen the corresponding solutions of the
problem (MNP) were discussed in [3, Theorems 6.1.3 and 6.4.3] for the cases c ∈ T and
c ∈ D.
7. Additional remarks
From Theorem 6.3 one can obtain the following result (cf. [3, Theorem 6.2.5]) which
completes the considerations in Section 4.
Proposition 7.1. If f ∈ C , P∆f > 0, and f (0) = 0, then also 1/f ∈ C , P∆1/f > 0, and(1/f (0)) = 0. Moreover, the canonical orthonormal system (ϕk)mk=0 ((ψk)mk=0, respec-
tively) of first (second, respectively) kind corresponding to ∆f is the canonical orthonor-
mal system of second ( first, respectively) kind corresponding to ∆1/f .
Proof. Let (ϕk)mk=0 ((ψk)mk=0, respectively) be the canonical orthonormal system of first
(second, respectively) kind corresponding to ∆f . Because of Theorem 6.3 there exists
g ∈ S such that the representation
f (z) = ψ
[m]
m (z) − bαm(z)ψm(z)g(z)
ϕ
[m]
m (z)+ bαm(z)ϕm(z)g(z)
, z ∈ D, (7.1)
holds. On the other hand, the considerations around (4.10) show that there is h ∈ C such that
(ψk)
m
k=0 is the canonical orthonormal system of first kind corresponding to ∆h. Comparing
(4.7) and (4.10), it follows that (ϕk)mk=0 is then the canonical orthonormal system of second
kind corresponding to ∆h. Consequently, the roles of ϕm and ψm are interchanged, such
that (5.1) and (7.1) imply
f (z) = 0, 1
f (z)
= ϕ
[m]
m (z) − bαm(z)ϕm(z)
(−g(z))
ψ
[m]
m (z) + bαm(z)ψm(z)
(−g(z)) , z ∈ D.
An application of Theorem 6.3 with ∆ := ∆h yields 1/f ∈ C , P∆1/f > 0, (1/f (0) = 0,
and the equivalence of (i) and (ii) in Corollary 4.6 implies that (ψk)mk=0 is the canonical
orthonormal system of first kind corresponding to ∆1/f . Hence (ϕk)mk=0 is the canonical
orthonormal system of second kind corresponding to ∆1/f . 
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f (z) =
√
w10 − z√
w10g(z)
1/
√
w10 − z/√
w10g(z) .
This description of all solutions follows immediately from (A) and (B) at the beginning of
Section 5. If m > 0 then the orthonormal rational functions in (6.10) can be replaced by
the following functions x and y , which are expressed more explicitly be the given data
x(v) :=
∣∣∣∣∣∣∣∣
p00 . . . p0,m−1 p0m
...
. . .
...
...
pm−1,0 . . . pm−1,m−1 pm−1,m
e0(v) . . . em−1(v) em(v)
∣∣∣∣∣∣∣∣ , (7.2)
y(v) :=
∣∣∣∣∣∣∣∣
p00 . . . p0,m−1 p0m
...
. . .
...
...
pm−1,0 . . . pm−1,m−1 pm−1,m
( e0(v) . . . em−1(v) em(v) )W∗
∣∣∣∣∣∣∣∣ . (7.3)
Note that the function x coincides up to a constant factor with the function φm in (4.1).
The relations (4.1) and (4.2) imply that
ϕm(v) = c e
[m]
m (αm)
|e[m]m (αm)|
√
2
det[Pm−1Pm]x(v) (7.4)
with some c ∈ T. We shall show that also
ψm(v) = c e
[m]
m (αm)
|e[m]m (αm)|
√
2
det[Pm−1Pm]y(v). (7.5)
To this end, with ∆′ from (2.10) we set P∆′ =: P′m = (p′jk)mj,k=0, and P′m−1 denotes the
matrix which is obtained from P′m by deleting the (m + 1)th row and column. By Propo-
sition 7.1, the canonical orthonormal system of second kind corresponding to ∆ is the
canonical orthonormal system of first kind corresponding to ∆′. Therefore (4.1) and (4.2)
imply
ψm(v) = d e
[m]
m (αm)
|e[m]m (αm)|
√
2
det[P′m−1P′m]
y˜(v) (7.6)
with some d ∈ T, and
y˜(v) :=
∣∣∣∣∣∣∣∣∣
p′00 . . . p′0,m−1 p′0m
...
. . .
...
...
p′m−1,0 . . . p′m−1,m−1 p′m−1,m
e0(v) . . . em−1(v) em(v)
∣∣∣∣∣∣∣∣∣ . (7.7)
For an ((m + 1) × (m + 1))-matrix A we denote by Â the (m × (m + 1))-matrix which is
obtained from A by deleting the last row. If the matrix of the determinant appearing on the
right-hand side of (7.7) is denoted by Y˜(v) we can write
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j=1 |wj0|2lj
det
[
WY˜(v)W∗
]
= wn0∏n
j=1 |wj0|2lj
det
[(
Ŵ
0 . . . 0 1
)
Y˜(v)W∗
]
.
Using the relation Pm = WP′mW∗, see (2.10), the matrix in square brackets on the right-
hand side can be transformed as follows:(
Ŵ
0 . . . 0 1
)
Y˜(v)W∗ =
(
Ŵ
0 . . . 0 1
)(
P̂′m
e0(v) . . . em−1(v) em(v)
)
W∗
=
(
P̂m
(e0(v) . . . em−1(v) em(v) )W∗
)
,
and we get
y˜(v) = wn0∏n
j=1 |wj0|2lj
y(v). (7.8)
On the other hand, using (3.19) we obtain
ϕ[m]m (αm) = c
e
[m]
m (αm)
|e[m]m (αm)|
√
2
det[Pm−1Pm]x
[m](αm) = c
∣∣e[m]m (αm)∣∣
√
2 detPm−1
det Pm
,
and, analogously, from (7.6),
ψ [m]m (αm) = d
∣∣e[m]m (αm)∣∣
√
2 detP′m−1
det P′m
.
Now Lemma 5.1 and the relations
det Pm = |detWm|2 det P′m, det Pm−1 = |detWm−1|2 det P′m−1,
where Wm := W and Wm−1 stands for the matrix which is obtained from Wm by deleting
the (m + 1)th row and column of Wm, imply
wn0 = ψ
[m]
m (αm)
ϕ
[m]
m (αm)
= cd
√
det P′m−1
det P′m
det Pm
det Pm−1
= cd|wn0|,
or d = c|wn0|/wn0. Thus the relations (7.6) and (7.8) yield
ψm(v) = d e
[m]
m (αm)
|e[m]m (αm)|
√
2
det[P′m−1P′m]
wn0∏n
j=1 |wj0|2lj
y(v)
= c |wn0|
wn0
e
[m]
m (αm)
|e[m]m (αm)|
√
2
det[P′m−1P′m]
wn0∏n
j=1 |wj0|2lj
y(v)
= c e
[m]
m (αm)
|e[m]m (αm)|
√
2
det[P′m−1P′m]
|wn0|∏n
j=1 |wj0|2lj
y(v)
= c e
[m]
m (αm)
|e[m](α )|
√
2|detWm−1|2|detWm|2
det[Pm−1Pm]
|wn0|∏n |w |2lj y(v)m m j=1 j0
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[m]
m (αm)
|e[m]m (αm)|
√
2
det[Pm−1Pm]y(v),
that is (7.5).
As a consequence, Theorem 6.3 can be formulated as follows.
Theorem 7.2. Let ∆ be a data set (2.1) with m > 0, z1 = 0, w10 = 0, and P∆ > 0. Then
the relation
f (z) = y
[m](z) − bαm(z)y(z)g(z)
x[m](z) + bαm(z)x(z)g(z)
, z ∈ D, (7.9)
establishes a bijective correspondence between the set C∆ of all solutions f of the problem
(MNP) and the class S of all Schur functions g.
Evidently, the relations (3.13), (7.2) and (7.3) imply
x[m](v) =
∣∣∣∣∣∣∣∣∣
p00 . . . p0,m−1 e[m]0 (v)
...
. . .
...
...
pm−1,0 . . . pm−1,m−1 e[m]m−1(v)
pm0 . . . pm,m−1 e[m]m (v)
∣∣∣∣∣∣∣∣∣ , (7.10)
y[m](v) =
∣∣∣∣∣∣∣∣∣
p00 . . . p0,m−1
...
. . .
...
pm−1,0 . . . pm−1,m−1
pm0 . . . pm,m−1
W

e
[m]
0 (v)
...
e
[m]
m−1(v)
e
[m]
m (v)

∣∣∣∣∣∣∣∣∣ . (7.11)
Hence the coefficients on the right-hand side of (7.9) can be directly computed from the
given data ∆.
If in (6.10) z ∈ D is fixed then the set
K∆(z) :=
{
f (z): f ∈ C∆
} (7.12)
is a closed disk in the right-half plane, the boundary of which is sometimes called Weyl
circle. Using the properties of linear fractional transformations it can easily be shown that
the center cz and the radius rz of this Weyl circle are in case m > 0 given by
cz = ψ
[m]
m (z)ϕ
[m]
m (z)+ |bαm(z)|2ψm(z)ϕm(z)
|ϕ[m]m (z)|2 − |bαm(z)ϕm(z)|2
, (7.13)
rz = |bαm(z)||ϕm(z)ψ
[m]
m (z) + ψm(z)ϕ[m]m (z)|
|ϕ[m]m (z)|2 − |bαm(z)ϕm(z)|2
, (7.14)
and for m = 0 by
cz = 1 + |z|
2
2 2
w10, rz =
|z|
2 2
w10.1 − |z| 1 − |z|
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(7.2) and (7.3). In fact, an application of (7.4), (7.5), (4.12), and(
1 − |bαm(z)|2
)
K(z, z) = ∣∣ϕ[m]m (z)∣∣2 − ∣∣bαm(z)ϕm(z)∣∣2
(this follows from Lemma 4.2 (a) and Lemma 4.3) yields the representations
cz = 2(y
[m](z)x[m](z) + |bαm(z)|2y(z)x(z))
det[Pm−1Pm](1 − |bαm(z)|2)K(z, z)
, rz = 2|zBm(z)|
(1 − |z|2)K(z, z),
where K(z, z) is given by (3.17) and Bm(z) is the Blaschke product; see (3.12).
Following the geometrical considerations, one can also see that the Weyl circle with
center cz and radius rz can be described as an Apollonius circle (cf. [5,16]) with parameters
a1,z := ψ
[m]
m (z)
ϕ
[m]
m (z)
, a2,z := −ψm(z)
ϕm(z)
, dz :=
∣∣∣∣ ϕm(z)
ϕ
[m]
m (z)
∣∣∣∣.
In the case m = 0 we have
a1,z = 
w10, a2,z = −
w10, dz = 1,
and, if m > 0, as an easy consequence of (7.4), (7.5), and (3.13) we obtain
a1,z = y
[m](z)
x[m](z)
, a2,z = −y(z)
x(z)
, dz =
∣∣∣∣ x(z)x[m](z)
∣∣∣∣.
Summing up, we have proved
Proposition 7.3. Let ∆ be a data set (2.1) with z1 = 0, w10 = 0, and P∆ > 0. If z ∈ D is
fixed then the set K∆(z) in (7.12) can be described as follows:
K∆(z) =
{
w: |w − cz| rz
}
, K∆(z) =
{
v:
∣∣∣∣v − a1,zv − a2,z
∣∣∣∣ ∣∣bαm(z)∣∣dz}
with cz, rz, a1,z, a2,z, and dz given by the relations above.
The following corollary is an easy consequence of Propositions 7.3, 7.1, and Re-
mark 4.4.
Corollary 7.4. Let ∆ be a data set (2.1) with m > 0, z1 = 0, w10 = 0, and P∆ > 0. If
z ∈ D \ {z1, z2, . . . , zn} is fixed, then for the solutions f ∈ C∆ the following estimates hold:∣∣f (z) − cz∣∣< 2|zBm(z)|
(1 − |z|2)|ϕ[m]m (z)|2
= det[Pm−1Pm]|zBm(z)|
(1 − |z|2)|x[m](z)|2 ,

f (z) < 1 + |bαm(z)|
2
1 − |bαm(z)|2
∣∣∣∣ψ [m]m (z)
ϕ
[m]
m (z)
∣∣∣∣+ 2|zBm(z)|
(1 − |z|2)|ϕ[m]m (z)|2
= 1 + |bαm(z)|
2
1 − |bαm(z)|2
∣∣∣∣y[m](z)x[m](z)
∣∣∣∣+ det[Pm−1Pm]|zBm(z)|(1 − |z|2)|x[m](z)|2 .
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R ∈ [0,1] we can also study the range of the values f (z), f ∈ C∆, obtained from the
representation (1.2) with g ∈ S such that |g(z)|  R. Then, as in [5, Section 3] for the
Carathéodory extension problem, one gets a corresponding Weyl circle which can also be
described as an Apollonius circle.
8. Solution of the problem (MNP) in the determinate case
Now we assume that the matrix P∆ is degenerated, det P∆ = det Pm = 0.
Theorem 8.1. Let ∆ be a data set (2.1) with z1 = 0, w10 = 0, P∆  0, and det P∆ = 0.
Then the problem (MNP) for ∆ has exactly one solution.
Proof. First we show that the problem (MNP) with det P∆ = 0 has at most one solution
f ∈ C∆. We consider a non-zero (m + 1)-vector x0 with the property P∆x0 = 0 and the
corresponding function x0, cf. (3.8). With the integral representation (3.4) of f and the
relation (3.9) we obtain
0 = x∗0P∆x0 = 〈x0, x0〉 =
∫
T
∣∣x0(v)∣∣2 µ(dv).
Therefore the measure µ is concentrated (at most) on the finite set of all (mutually differ-
ent) zeros u1, u2, . . . , um′ ∈ T of the function x0, this set is independent of the solution f ,
and we have
f (z) =
m′∑
r=1
ur + z
ur − z ar, z ∈ D, (8.1)
with non-negative numbers ar, r = 1,2, . . . ,m′. Choosing a function x ∈Hm which is one
at uj and zero at ur , r = j , it follows that
aj = 〈x, x〉 = x∗P∆x,
and hence also the coefficients ar in (8.1) are independent of f . Therefore the problem
(MNP) has at most one solution.
In order to show that a solution of the problem (MNP) exists we replace the given data
set ∆ by
∆(k) := ((zj )nj=1; (lj )nj=1; w(k)js , s = 0,1, . . . , lj − 1, j = 1,2, . . . , n),
where
w
(k)
js :=
{
wj0 + 1k if s = 0,
wjs if s = 0, s = 0,1, . . . , lj − 1, j = 1,2, . . . , n.
Since, for k ∈ N, the constant function hk(u) = 1/k, u ∈ D, is a Carathéodory function
with P∆hk > 0 (see, e.g., [17, Example 12]), we have P∆(k) > 0, k ∈ N, and, evidently,
lim P∆(k) = P∆.
k→∞
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the set of Carathéodory functions, augmented by the constant function h with h(z) = ∞, is
compact with respect to the topology of locally uniform convergence in D, a subsequence
of the sequence (fk)k∈N converges to a function f0. Since the values of the functions fk
at the points zj , j = 1,2, . . . , n, are finite and tend to wj0, the limit f0 is not identically
equal to ∞. Evidently, the function f0 is a solution of the problem (MNP) for ∆. 
An explicit form of the unique solution in Theorem 8.1 for the degenerate case can be
obtained as follows. Denote this solution by f0. If m = 0 or Pm = 0, then f0 is obviously
the constant function with value 0. Therefore we suppose in the following that m > 0. First
we also suppose that
det Pm−1 = 0. (8.2)
Then the rational function x[m] in (7.10) is not identically equal to zero. If x[m]k , y[m]k denote
the functions in (7.10), (7.11) which correspond to ∆(k) from the proof of Theorem 8.1,
k = 1,2, . . . , then as a solution fk in this proof the function
fk(z) = y
[m]
k (z)
x
[m]
k (z)
, z ∈ D,
can be chosen. Evidently, if k → ∞ the functions x[m]k , y[m]k converge to y[m] and x[m],
respectively, uniformly on D, and hence we obtain for the solution f0,
f0(z) = y
[m](z)
x[m](z)
, z ∈ D. (8.3)
If the condition (8.2) is not satisfied but P∆ = 0, and m′ < m is the smallest positive
integer such that det Pm′ = 0, det Pm′−1 = 0, we consider the problem (MNP) for the cor-
responding data set ∆′. According to what was said above it has the unique solution
y[m′](z)
x[m′](z)
, z ∈ D.
On the other hand, the solution f0 the problem (MNP) for the data set ∆ is obviously also
a solution of the problem (MNP) for the data set ∆′. It follows that
f0(z) = y
[m′](z)
x[m′](z)
, z ∈ D. (8.4)
The solution f0 in (8.3) or (8.4) admits a representation (8.1), in the first case with
m′ = m. The mutually different points u1, u2, . . . , um′ ∈ T are the zeros of the function
x[m′], the positive numbers a1, a2, . . . , am′ can be calculated as follows. With some non-
zero c ∈ C we have
x[m′](z) = c
∏m′
=1(u − z)∏m′ .
=1(1 − αz)
H. Langer, A. Lasarow / J. Math. Anal. Appl. 293 (2004) 605–632 631Now we compare the relations (8.4) and (8.1). It follows for k ∈ {1,2, . . . ,m′} that
(uk − z)
m′∑
=1
u + z
u − za =
y[m′](z)
∏m′
=1(1 − αz)
c
∏m′
=1
=k
(u − z)
,
and hence
2ukak = y
[m′](uk)
∏m′
=1(1 − αuk)
c
∏m′
=1
=k
(u − uk)
.
On the other hand
x[m′](0) = c
m′∏
=1
u,
and, observing that u ∈ T, we obtain finally
ak = y
[m′](uk)
∏m′
=1(1 − αuk)
2x[m′](0)
∏m
=1
=k
(1 − uuk) , k = 1,2, . . . ,m
′.
We mention that the function f0 in (8.3) is also a solution of the problem (MNP) for
det P∆ = 0 which is obtained from (7.9) by choosing g(z) ≡ 0. According to (7.10), (7.11),
and the Schur factorization, it can also be written as
f0(z) =
(∑ln−1
s=0 wnse
[m]
m−s (z)
)− (pm0 . . . pm,m−1)P−1m−1Wm−1
 e[m]0 (z)...
e
[m]
m−1(z)

e
[m]
m (z) − (pm0 . . .pm,m−1)P−1m−1
 e[m]0 (z)...
e
[m]
m−1(z)
 , z ∈ D.
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