This supplementary material contains the further simulation where the assumptions are violated and the proofs of the theorems in detail.
S1. FURTHER SIMULATION pendix) for the asymptotic properties. Simulation studies were carried out to examine our proposed estimators when the assumptions are violated. In the scenario of n = 200 and log ε ∼ N (0, 0.25), we generated U in three cases. In case 1, U was generated from the standardized Beta(2, 4) distribution and scaled to have standard deviation of 0.5, and hence the skewness of U is 0.467 and the symmetry condition is moderately violated. In case 2, U was generated from the standardized χ 2 1 truncated at 5 and divided by 2, and hence the measurement error U is extremely skewed with skewness 1.68. In case 3, U was generated from t(5) and scaled to have standard deviation 0.5 and hence the Condition C5 in the Appendix is violated. The simulation results was displayed in Table S2 .
Insert Table S2 here
In all the cases considered, both the proposed estimators and the CLS estimator of α 0 and γ 0 are of far smaller bias than both the naive estimators, and hence the three method can still correct the bias for the estimators of α 0 and γ 0 . Except for CMS, the bias of the estimators of c 0 for all the other methods are also small. In conclusion, the proposed CMS method is sensitive to the assumption of U whereas the proposed CEE method and the CLS method are robust.
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Proof: For simplification, denote U cms (β) = n i=1 n −1 i n i r=1T * (O i,r , β).
Step 1: Proof of asymptotic normality of n −1/2 U cms (β 0 ).
Note that
Thus, the term A 1 can be decomposed as
S2. THE PROOF OF THEOREM
For A 1,1 and A 1,2 , we have
Thus, we can obtain
Similar to A 1 , the term A 2 can be represented as
Therefore, according to Condition C3, we have
Given any γ, by definition
Owning to (S2.2), the consistency ofφ 0 (γ) and limñ/n = 1 − ρ 1 , we obtain
According to (S2.3) and the consistency ofφ 1 (γ), we obtain
Combining (S2.3), (S2.4) and (S2.5), we have i (γ)) = 2ϕ 0 (γ)ϕ 1 (γ) for any given γ, we have that E(r i ) = 0. Furthermore, A 3 = n i=1 v i , and E(v i ) = 0, under Condition C3. Summarizing the preceding S2. THE PROOF OF THEOREM results, we have
From the above discussion, it follows that v i − ξ i Jr i , i ∈ A k is i.i.d with mean zero and the terms between A k and A l are independent for k = l. It then follows from the multivariate central limit theorem that
Step 2: Proof of asymptotic normality of n 1/2 (β cms − β 0 ).
Denote V n (β) = n −1 ∂U cms (β)/∂β T and recall thatR
(2) 
We also note that
Recall thatR
(2)
after, under Condition C5, it follows from the uniform law of large numbers
we can obtain that sup β∈Θ V n (β) − V (β) → 0 in probability. Condition 
where β * lies on the line segment between β 0 andβ cms . Therefore,
Proof of Theorem 2.
Step 1: Proof of asymptotic normality of n −1/2 U cee (β 0 )
Similar to the proof of Theorem 1 and according to Condition C3, we have
Plugging both (S2.8) and (S2.9) into (S2.7) yields
(S2.10)
Combining (S2.10) with (S2.3) and (S2.6), we have
any given γ, we have that E(r i,k ) = 0. Summarizing the preceding results, we have
ρ kri,k + o p (n 1/2 ).
From the above discussion, we have thatṽ i − ξ i J m k=1 ρ kri,k , i ∈ A k is i.i.d with mean zero and the terms between A k and A l are independent for k = l. It then follows from the multivariate central limit theorem that
Step 2: Proof of asymptotic normality of n 1/2 (β cee − β 0 ) .
DenoteṼ n (β) = n −1 ∂U cee (β)/∂β T and recall thatŘ
i (−β)}.
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DenoteR
where η 2 (n i , γ) = ∂η 1 (n i , γ)/∂γ T . Owning to the fact that
and C5, it follows from the uniform law of large numbers that, in a neighbor-
i (−β)} converges to a non-
Takeη 2 (n i , γ) = ∂η 1 (n i , γ)/∂γ T . Owning toη 1 (n i , γ) = ∂η 0 (n i , γ)/∂γ T andη 2 (n i , γ) = ∂η 1 (n i , γ)/∂γ T ,Ř
i (β) can be obtained by replacing η k (n i , γ)
in R
i (β) withη k (n i , γ), where k = 0, 1, 2. By a simple calculation, we have
Recall that η 0 (n i , γ) = ϕ n i 0 (γ/n i ) and η 1 (n i , γ) = ϕ n i −1 0 (γ/n i )ϕ 1 (γ/n i ). And η k (n i , γ) can be obtained by replacing the ϕ s (·) in η k (n i , γ) withφ s (·) where k = 0, 1, 2 and s = 0, 1, 2. In the proof of Theorem 1, we have known that
S2. THE PROOF OF THEOREM
under Condition C5, sup γ∈B φ k (γ) − ϕ k (γ) → 0 in probability, where k = 0, 1, 2. Thus, we have that sup γ∈B η k (n i , γ) − η k (n i , γ) → 0 in probability, where k = 0, 1, 2 and n i = 1, . . . , m. Therefore, we can obtain that sup β∈Θ Ṽ n (β) − V (β) → 0 in probability. Condition C2 guarantees that the limit ofṼ n (β) is nonnegative definite everywhere and positive definite at β 0 . It follows from the proof of Theorem 2 of Foutz (1977) thatβ cee exists and is unique in Θ with probability converging to 1 as n → ∞ and β cee p − → β 0 . By the Taylor series expansion,
where β lies on the line segment between β 0 andβ cee . Therefore,
Proof of Theorem 3.
The proof of Theorem 3 can be obtained by takingR
(1)
Proof of Lemma 1.
i,r (−β 0 )} ⊗2 . Some simple algebraic manipulation yields that
Owing to the fact that
we can obtain that
Under the assumptions that ε i and Z i are independent and E(Z i ) = 0, we have
When r = s, it follows from the independence of U i,r and U i,s given the condition Y i and Z i that
Summarizing the above results, we have that
Similarly, we can obtain that
Proof of Theorem 4.
For later convenience, we decompose Σ * cms −Σ * cee as the sum of the following three terms:
which involves the term E(Z ⊗2 ),
which involves the term (JΣγ 0 ) ⊗2 , and
which involves the term JΣJ T .
We divide our proof into three steps. First, we need to verify D 1 ≥ 0.
It is easy to see that g 0 (x) = x k−1 −1 ≥ 0 for any x ≥ 1. Thanks to the fact that g 0 (1) = 0, we obtain that g 0 (x) ≥ 0
We have g 1 (x) = g 2 (x) ≥ 0 and g 2 (x) = g 1 (x) ≥ 0 for any
x ≥ 0. Thus, g 1 (x) and g 2 (x) are increasing when x > 0. Thus, g (x) ≥ 0.
In addition, g(0) = 0. Thus, g(x) ≥ 0 for any x ≥ 0. Recalling that
) and E(Z ⊗2 ) ≥ 0, we see that D 1 ≥ 0.
S2. THE PROOF OF THEOREM
Next, we show that D 2 ≥ 0. Since g 2 (x) is an increasing function for
x > 0, we have
where the first inequality is due to exp(γ T 0 Σγ 0 ) − k −1 exp(k −1 γ T 0 Σγ 0 ) ≥ 0, and the second inequality is a consequence of g 2 (γ T
Finally, we need to prove that D 3 ≥ 0. Note that g 1 (x) is increasing when x > 0, we deduce
Summarizing the above results, we have Σ * cms − Σ * cee ≥ 0. 
