During meiosis in yeast, global splicing efficiency increases and then decreases. Here we provide evidence that splicing improves due to reduced competition for the splicing machinery. The timing of this regulation corresponds to repression and reactivation of ribosomal protein genes (RPGs) during meiosis. In vegetative cells, RPG repression by rapamycin treatment also increases splicing efficiency. Downregulation of the RPG-dedicated transcription factor gene IFH1 genetically suppresses two spliceosome mutations, prp11-1 and prp4-1, and globally restores splicing efficiency in prp4-1 cells. We conclude that the splicing apparatus is limiting and that pre-messenger RNAs compete. Splicing efficiency of a pre-mRNA therefore depends not just on its own concentration and affinity for limiting splicing factor(s), but also on those of competing pre-mRNAs. Competition between RNAs for limiting processing factors appears to be a general condition in eukaryotes for a variety of posttranscriptional control mechanisms including microRNA (miRNA) repression, polyadenylation, and splicing.
INTRODUCTION
Pre-mRNA splicing is a fundamental step of eukaryotic gene expression. It can vary in complexity from removal of a single intron to elaborate patterns of alternative splicing that create multiple distinct messenger RNAs (mRNAs). This complex set of mRNAs diversifies the functionalities of proteins that can be produced from a gene. Alternative splicing patterns arise from differences in key pre-mRNA features, such as splice site strength (Roca et al., 2005; Yeo and Burge, 2004) , secondary structure (Hiller et al., 2007; Howe and Ares, 1997; Kreahling and Graveley, 2005; Plass et al., 2012; Shepard and Hertel, 2008) , or transcription elongation rates (de la Mata et al., 2003; Howe et al., 2003; Kornblihtt, 2005; Roberts et al., 1998) , as well as trans-acting splicing factors that bind pre-mRNA to differentially enhance or repress spliceosome recruitment (Black, 2003; Nilsen and Graveley, 2010) . The regulation of alternative splicing is generally attributed to the changing activities of trans-acting splicing factors that control the likelihood of local spliceosome assembly.
Recent studies have attempted to capture the regulatory networks for individual splicing factors, usually by depleting or overexpressing a specific splicing factor and measuring changes in alternative splicing across the genome. Combining analyses of the global differences in tissue-specific alternative splicing (e.g., Barbosa-Morais et al., 2012; Merkin et al., 2012; Pan et al., 2004 Pan et al., , 2008 Sugnet et al., 2006; Wang et al., 2008) , tissue-specific splicing factor expression (e.g., Buckanovich et al., 1993; Calarco et al., 2009; Jin et al., 2003; Markovtsov et al., 2000; Underwood et al., 2005; Warzecha et al., 2009) , and changes in splicing factor expression and splicing during differentiation (e.g., Boutz et al., 2007; Gabut et al., 2011; Kalsotra et al., 2008) reveals that alternative splicing is deeply integrated into the gene expression programs that define cell identity and state. To understand gene expression, splicing regulatory networks must be connected with transcriptional and posttranscriptional regulatory networks (reviewed in Kalsotra and Cooper, 2011) , such as those of microRNAs (miRNAs), so that the contribution of splicing regulation to a change in cell identity or state can be understood. A largely ignored aspect of splicing regulation concerns systems-level accounting of substrate concentrations and availability of required factors. Recent reports suggest competition phenomena in splicing (Berg et al., 2012; Du et al., 2010; Kaida et al., 2010; Kanadia et al., 2003; Yin et al., 2012) , indicating that splicing may also be regulated by changes in competition for a fixed level of factor activity.
In a previous study of meiosis in Saccharomyces cerevisiae, we identified relationships between two transcriptional regulatory networks and the Mer1 splicing regulatory network and examined the roles of the four target transcripts controlled by the Mer1 splicing factor (Munding et al., 2010) . We also observed a general increase in splicing efficiency during meiosis (see also Juneau et al., 2007 ) that we could not assign to any particular trans-acting factor. Here, we identify the molecular basis for this improvement and provide evidence that the global increase in splicing is due to relief of competition for the splicing apparatus that occurs during the repression of ribosomal protein genes (RPGs) early in meiosis. This phenomenon is not restricted to meiosis, since blocking RPG transcription with rapamycin in vegetative cells also improves splicing. Downregulating transcription of RPGs suppresses temperature-sensitive (ts) growth of the prp4-1 and prp11-1 spliceosome mutations and rescues splicing defects for nearly all intron-containing genes. These results imply that competition for limiting splicing machinery can be exploited to control splicing of less competitive substrates through transcriptional control of the overall substrate pool.
RESULTS

A Global Increase in Splicing during Meiosis
Splicing of numerous meiosis-specific transcripts, including four that depend on the meiosis-specific splicing factor Mer1 (Cooper et al., 2000; Davis et al., 2000; Engebrecht et al., 1991; Munding et al., 2010; Nakagawa and Ogawa, 1999) , improves early in meiosis (Juneau et al., 2007; Munding et al., 2010) . In our previous study, strain SK1 was induced to enter a rapid, synchronous meiosis, and RNA was analyzed on splicing-sensitive microarrays (Munding et al., 2010) . In addition to meiotic transcripts, we noticed that constitutively expressed transcripts also showed improved splicing. We detect improved splicing by a decrease in intron accumulation index (IAI; a measure of the change in ratios of intron signal to exon 2 signal between two samples; Clark et al., 2002) . Measurement of splicing efficiency for genes undergoing transcriptional repression is confounded by the rapid loss of measurable pre-mRNA. For this reason, we examined the 156 intron-containing genes (ICGs) whose expression does not decrease more than 2-fold during mid-meiosis (55% of total ICGs; Figure 1 ). Splicing improved during mid-meiosis and then declined ( Figure 1A , blue indicates reduced IAI, interpreted as improved splicing, data in Table S1 , available online).
To determine a threshold for calling a change in splicing efficiency, we assessed noise in the data by estimating variation in the IAI distribution between replicate samples that should not show splicing changes (see Experimental Procedures; Figure 1B, control distribution; Table S1 ). We compared the distribution of IAI changes between time zero and the indicated time point for the set of 156 IGCs to this control (background) distribution ( Figure 1B ). Splicing globally increases in mid-meiosis, peaking at 5 hr. Of the 156 genes, 61 (39%) improve in splicing efficiency by at least 1.4-fold at 2 of 3 mid-meiotic time points (2 hr, 5 hr, or 7 hr; Figure 1C ). Among the genes whose splicing improves during mid-meiosis, most (48/61) are constitutively Table S1 for data file. Bottom: changes in RPG expression during the meiotic time course. Purple represents a decrease in gene expression. (B) Distribution of intron accumulation indices from the microarray data at 2, 5, 7, and 9 hr meiotic time points relative to the zero time point, and a control distribution from self comparison of replicates (see Experimental Procedures). Red line marks a 40% increase in splicing efficiency (IAI < À0.5) used as a threshold for significant splicing change. Numbers in red indicate the fraction of events in each distribution that exceeded the threshold. p values are derived from a one-tailed t test comparison of the individual 2, 5, 7, or 9 hr distributions to the control. (C) Classification of splicing changes at midmeiotic time points (2, 5, and 7 hr) for the 156 events whose expression does not decrease more than 2-fold during mid-meiosis. Bold letters indicate splicing change. NC indicates no change. Txn UP indicates genes that are transcriptionally induced R2-fold during mid-meiosis. Txn NC indicates genes whose expression changes %2-fold during mid-meiosis. Numbers in parentheses indicate the number of genes in each category. (D) RT-qPCR measurement of percent of introncontaining transcript at the indicated time after induction of meiosis for two meiosis-specific genes (left panel) and two constitutively expressed genes (right panel). Error bars represent ± 1 SD. See also Table S1. expressed without known meiosis-specific functions ( Figure 1C) . Only a few genes (10/156, 6%) appear to decrease more than 1.4-fold in splicing efficiency, about as many as expected by chance given the control distribution ( Figures 1B and 1C) . We validated improved splicing for four genes by RT-qPCR (Figure 1D) . We conclude that splicing for both meiotic and constitutively expressed ICGs globally increases during mid-meiosis. We hypothesize that a splicing regulatory mechanism not specifically restricted to meiotic transcripts is active during midmeiosis to activate splicing globally.
Splicing Is Less Efficient when Ribosomal Protein Genes Are Expressed
Meiosis in yeast is triggered in part by nutrient signaling (Mitchell, 1994; Neiman, 2011) , which also leads to transcriptional repression of RPGs (Chu et al., 1998; Gasch et al., 2000; Munding et al., 2010; Primig et al., 2000; Warner, 1999) . RPGs represent the largest functional class of ICGs in S. cerevisiae (101 of 293 ICGs are RPGs). Given their high expression, RPG pre-mRNAs comprise $90% of the splicing substrates in a vegetative cell (Ares et al., 1999; Lopez and Sé raphin, 1999; Warner, 1999) . After their repression early in meiosis, RPGs are induced in late meiosis (Chu et al., 1998; Munding et al., 2010; Primig et al., 2000) , even though the starvation conditions continue. We wondered whether the increase in splicing during meiosis might be due to the reduction of RPG pre-mRNAs that normally occupy the spliceosome during vegetative growth. This idea is consistent with the timing of both improved splicing during RPG repression early in meiosis and loss of efficient splicing during RPG induction at about 9 hr ( Figures 1A and 1B) . Based on this, we tested the hypothesis that RPG expression reduces the splicing of other pre-mRNAs.
We first asked whether splicing of meiotic transcripts normally expressed only in the absence of RPG expression is less efficient during vegetative growth when RPGs are highly expressed. During vegetative growth, meiotic genes are repressed by Ume6 (Mitchell, 1994; Munding et al., 2010; Strich et al., 1994; Williams et al., 2002) . Thus, we evaluated splicing in vegetative ume6D cells in which derepressed meiotic genes and RPGs are simultaneously expressed ( Figure 2A ). Transcripts from SPO22, MEI4, and PCH2 are highly expressed and efficiently spliced during meiosis ( Figure 2A , lanes 1, 4, and 7) and are not expressed in wild-type vegetative cells ( Figure 2A , lanes 2, 5, and 8). Deletion of UME6 in vegetative cells allows expression and some splicing of SPO22, MEI4, and PCH2 ( Figure 2A , lanes 3, 6, and 9). However, splicing is less efficient in vegetative cells in which RPGs are expressed. Quantification confirms that splicing is reduced by 25%-45% during vegetative growth as compared to midmeiosis ( Figure 2B ).
Splicing Improves Globally when RPGs Are Repressed
If poor splicing of meiotic transcripts in vegetative ume6D cells (Figure 2 ) is due to RPG expression, then splicing should improve upon repression of RPGs. RPG transcription is promoted by nutrients through the conserved protein kinase target of rapamycin (TOR) (Cardenas et al., 1999; Hardwick et al., 1999; Powers and Walter, 1999) . TOR is inactivated by rapamycin (Heitman et al., 1991) , leading to rapid RPG repression (Hardwick et al., 1999; Powers and Walter, 1999) . We treated vegetative ume6D cells with rapamycin (200 ng/ml) and monitored levels of pre-mRNA and mRNA for RPGs as well as non-RPGs. Upon rapamycin addition, steady-state levels of RPG pre-mRNA decay immediately, with a half-life of <7 min ( Figure 3A ), likely due to the combination of transcription inhibition and rapid splicing. RPG mRNAs decay more slowly than pre-mRNAs, with half-lives similar to those reported by others ( Figure 3A , Holstege et al., 1998; Li et al., 1999; Wang et al., 2002) . Splicing efficiency of non-RPG premRNAs improves within 7 min of rapamycin addition ( Figure 3B ). This improvement is mediated through TOR because cells lacking Fpr1, a cofactor required for rapamycin binding to TOR (Heitman et al., 1991; Lorenz and Heitman, 1995) , do not show improved splicing after rapamycin treatment ( Figure S1A ).
Most unspliced pre-mRNAs are decayed by nonsense-mediated mRNA decay (NMD) (Burckin et al., 2005; Sayani et al., 2008) after export to the cytoplasm (Kuperwasser et al., 2004) . To exclude the possibility that rapamycin mimics improved splicing by increasing NMD, we tested cells lacking the essential NMD factor Upf1 (Leeds et al., 1991) . In these cells, the steadystate levels of unspliced transcripts are much higher than in wildtype ( Figure S1B) ; nonetheless, treatment with rapamycin results in dramatically increased splicing efficiency ( Figure S1C ). (B) Quantification of splicing from at least three biological replicates. Dark gray bar indicates splicing efficiency at t = 5 hr after induction of meiosis; light gray bar indicates splicing efficiency in ume6D vegetative cells. Note that ume6D also derepresses MER1, which encodes a meiotic splicing factor necessary for SPO22 pre-mRNA splicing (Munding et al., 2010) . Error bars represent ± 1 SD.
To explore the transcriptome-wide effect on splicing after RPG repression, we performed RNA sequencing (RNA-seq). We evaluated expression of intron-containing RNA (measured by intronic reads) and total RNA (measured by exon 2 reads) of both RPGs and non-RPGs in cells treated with rapamycin for 10 and 60 min ( Figure 3C ). RPG pre-mRNAs decreased to $20% of initial levels within 10 min of rapamycin treatment, whereas total RPG RNA (mostly mRNA) only fell substantially after 60 min ( Figure 3C , left panel). In comparison, non-RPG expression remained relatively unchanged ( Figure 3C , right panel). We evaluated splicing in cells treated with rapamycin for 10 min relative to untreated cells, using a cutoff of a 1.25-fold change in splicing (jIAIj R 0.3), a threshold established using a control distribution (see Experimental Procedures and Figure S1D) . Of the 116 ICGs whose expression changed less than 2-fold upon rapamycin treatment, 68 improved in splicing efficiency by at least 25% ( Figures 3D and S1D) . Thus, in both vegetative and meiotic cells, RPG expression is associated with inefficient splicing of other transcripts.
Downregulation of an RPG-Dedicated Transcription Factor Suppresses Spliceosomal Defects
While searching for a way to manipulate RPG expression without rapamycin, we found a report from John Woolford's lab regarding extragenic ''supersuppressors'' that rescued multiple spliceosomal mutations (Maddock et al., 1994) . One class of suppressors was found in the SPP42 gene, now also known as FHL1 and since shown to encode one of several transcription factors dedicated primarily to RPG transcription (Martin et al., 2004; Rudra et al., 2005; Schawalder et al., 2004; Wade et al., 2004; Zhao et al., 2006) . Our hypothesis that pre-mRNAs compete for a limiting splicing apparatus prompted a new interpretation of their suppressor results. If RPG pre-mRNAs compete with essential pre-mRNAs, then competition might be exacerbated in a strain with a compromised spliceosome, for example the ts prp4-1 and prp11-1 strains (Galisson and Legrain, 1993; Hartwell, 1967) . Furthermore, if ts growth is a consequence of failure to splice growthrate-limiting pre-mRNAs, this defect might be suppressed by relieving the competition for the compromised splicing machinery. The ability of spp42-1 to suppress multiple different splicing mutations (Maddock et al., 1994) and its subsequent identification as a dedicated RPG transcription factor suggested that it reduced RPG expression and relieved competition.
To test the idea that downregulation of an RPG-dedicated transcription factor might suppress different ts spliceosome mutations, we constructed strains carrying either the ts prp4-1 or prp11-1 alleles and a glucose-repressible promoter controlling expression of the dedicated RPG transcription factor encoded by IFH1, a protein required by FHL1/SPP42 to promote RPG transcription (Rudra et al., 2005; Schawalder et al., 2004) . PRP4 encodes a protein in the U4/U6 small nuclear ribonucleoprotein particle (snRNP), which enters the spliceosome as part of the U4/U6-U5 tri-snRNP, whereas PRP11 encodes a subunit of the U2-associated SF3a complex that establishes U2 snRNP association with the intron branchpoint at an early step (see Will and Lü hrmann, 2011 for review). These two proteins contribute to very different steps in the splicing pathway. The prp4-1; GAL-IFH1 and the prp11-1; GAL-IFH1 strains grow similarly to their corresponding IFH1 strains at permissive temperature (26 C) on glucose medium. But at the nonpermissive temperature (30 C for prp4-1; IFH1 and 33 C for prp11-1; IFH1), both ts mutations are suppressed by downregulation of IFH1, as signified by improved growth on glucose-containing media (Figure 4A ). Using qPCR, we find that at 26 C on glucose, prp4-1; GAL-IFH1 cells express reduced levels of IFH1 and RPG mRNAs ( Figure 4B ). These genetic observations suggest that a modest decrease in the RPG pre-mRNA pool rescues growth defects of the prp4-1 strain by improving splicing of other essential transcripts.
To confirm this, we performed RNA-seq and examined the global effect of IFH1 downregulation on splicing of other transcripts. We compared splicing for genes whose expression does not change more than 2-fold in prp4-1; GAL-IFH1 cells to prp4-1; IFH1 cells. Of 225 ICGs, 209 (93%) improve in splicing by at least 1.25-fold in prp4-1; GAL-IFH1 cells (Figure 4C ). This includes most RPG (88/93) as well as non-RPG (121/132) splicing events. Validation for four genes by RTqPCR shows that splicing is restored by downregulation of IFH1 ( Figure 4D ). We conclude that subtle downregulation of a dedicated RPG transcription factor can rescue spliceosomal defects through an unusual suppression mechanism. We infer that by reducing the overall load of RPG pre-mRNAs, the demand on the compromised spliceosome is sufficiently relieved to allow splicing of inefficiently spliced essential transcripts. The RNA-seq data incidentally revealed that the mutant Prp4-1 protein has the substitution F320S in a WD repeat domain (data not shown).
To exclude the possibility that the increase in splicing observed in these three conditions (meiosis, rapamycin treatment, and IFH1 downregulation) is associated with improved expression of the splicing machinery, we evaluated expression of the 5 snRNAs and 110 genes encoding splicing proteins in all 3 treatments (Table S2) . Although expression differs across conditions, no global upregulation of the splicing apparatus is observed under any condition. Furthermore, there is no single gene whose expression is correlated with splicing improvement in all conditions (Table S2) . Late in meiosis, RPGs are induced and splicing efficiency goes down ( Figures 1A and 1B) . In a preliminary attempt to increase competition in vegetative cells, we overexpressed the actin intron from a strong promoter and observed reduced splicing for several weakly competitive pre-mRNAs (data not shown). We conclude that pre-mRNAs compete with each other for a limiting splicing apparatus and that increased splicing is associated with relief of competition by reduced RPG expression.
Pre-mRNA Substrates Compete at an Early
Step of Spliceosome Recruitment Inspection of the splice sites in pre-mRNAs that compete poorly revealed many with canonical splice-site and branchpoint sequences, without convincing enrichment for any single feature that might identify a poorly competitive pre-mRNA. To explore whether substrates with suboptimal splicing signals vary in their competitive ability, we used ACT1-CUP1 reporters (Lesser and Guthrie, 1993) containing mutations in the 5 0 splice site (5 0 ss), branchpoint (bp), and 3 0 splice site (3 0 ss; Figure 5A ). We tested the effect of rapamycin treatment on reporter splicing in vegetative cells, expecting that a substrate altered in a feature required for competition would show the most improvement in response to RPG repression. Of the seven different mutants tested, only two branchpoint mutants (C256A and A259C) improved in splicing after treatment with rapamycin ( Figure 5B ). We separately evaluated first and second steps of splicing and found that rapamycin significantly improves the first step for both C256A and A259C mutant pre-mRNAs ( Figure 5C ). Other substrates with defects in the first step, such as the 5 0 ss mutant U2A, did not significantly improve ( Figure 5B ). While A259C also shows improvement in the second step, this effect is likely a consequence of the 2-fold improvement in the first step. The 3 0 ss mutant U301G (defective in the second step of catalysis) showed no significant improvement ( Figure 5B ). Attempts to identify the limiting component by overexpressing individual factors known to act at the branchpoint failed to improve splicing (data not shown). Taken together, these data indicate that competition is likely to involve factors acting with the intron branchpoint to commit the pre-mRNA to splicing.
DISCUSSION
These results provide strong evidence that pre-mRNAs compete for the splicing apparatus. For this reason, changes in the composition of the pre-mRNA pool in the nucleus have a significant impact on splicing regulation. By manipulating the composition of the pool of competing pre-mRNAs through transcription (Figures 3 and 4) , we show that the balance of splicing competition is important for cell function. The ability of competing RNAs to influence splicing by a transcompetition control mechanism appears related to a larger group of phenomena described in vertebrate cells in which competition between RNAs for a limiting regulatory factor leads to global changes in gene expression. This mechanism is established for miRNA regulation, whereby repression of an mRNA by a miRNA is affected by the level of other competing RNAs (called competitive endogenous RNAs, ceRNAs; Salmena et al., 2011) . This process, first described in plants and called target mimicry (Franco-Zorrilla et al., 2007) , also regulates muscle development (Cesana et al., 2011) and affects cancer progression (Poliseno et al., 2010) 
in animals.
Our results indicate that a parallel mechanism is at work in splicing regulation, whereby pre-mRNAs compete for limiting splicing machinery, and splicing of many introns is influenced by changes in the composition of the transcript pool. In the case of splicing, the competing RNAs are also substrates, rather than inert decoys.
Evidence that splicing regulation is subject to the composition of a pool of endogenous competing RNAs is not limited to yeast. In models of the human disease myotonic dystrophy, abnormal expression of a CUG repeat expansion RNA acts as a ceRNA for the MBNL1 splicing factor, mimicking a loss of MBNL1 function in splicing (Du et Table S2. 2000), indicating that pre-mRNAs compete for MBNL1. Similarly, small nucleolar long noncoding RNAs (sno-lncRNAs) have been identified as a kind of ceRNA for pre-mRNAs dependent on the splicing factor RBFOX2 (Yeo et al., 2009; Yin et al., 2012) . Under conditions in which sno-lncRNAs are depleted (such as in Prader-Willi syndrome; Yin et al., 2012) , competition for RBFOX2 is relieved. A third example involves the U1 snRNP, which appears limiting for an activity that influences polyadenylation site selection (Berg et al., 2012; Kaida et al., 2010) . When the levels of pre-mRNA increase, the spectrum of poly(A) sites utilized in the cell changes, creating mRNAs with alternative 3 0 UTRs, with each pre-mRNA presumably acting as a ceRNA for all the others. Thus, understanding posttranscriptional gene regulation requires accounting of changes in the levels of the limiting regulatory factor as well as changes in composition of the larger transcript pool that affects competition for that limiting factor. What Conditions Are Required for Transcompetition Control? Splicing can be regulated by changes in physical levels, specific activity, or localization of splicing factors that control the rate-limiting step of splicing in a transcript-specific fashion (Black, 2003; Nilsen and Graveley, 2010) . Transcompetition control accounts for changes in splicing factor activity observed by altering the effective load of premRNAs that also employ the limiting factor or other RNAs that occupy the factor. Thus, splicing regulation may be achieved by either changing the abundance of a limiting factor (or exchanging one limiting factor for another) or by altering the dynamics of competition by changing the composition of the RNA pool ( Figure 6A) . These systems-level considerations argue that understanding the demand for the splicing machinery and how pre-mRNA competition changes during development will be required to integrate regulatory networks into their gene expression programs. In mammalian systems, induction of gene expression programs can result in large changes in the composition of the transcript pool (Berg et al., 2012) , altering competition for the splicing machinery. Under such conditions, the competitive advantage of alternative exons for the splicing machinery may be decreased, resulting in a shift of mRNA isoforms.
The principles of transcompetition control can be explained using a modification of the general Michaelis-Menten model for competitive inhibition in which two different substrates (S 1 and S 2 ) compete ( Figure 6B ). In this case, when the spliceosome is limiting, the amount of mRNA product (P 1 ) depends on both the concentration of pre-mRNA S 1 ([S 1 ]) and its splicing rate (k 1 ) as well as the concentration ([S 2 ]) and splicing rate (k 2 ) of the competing pre-mRNA substrate ( Figures 6B and S2 ). This simple model shows that splicing regulation can be achieved by altering the competitive status of a target pre-mRNA through modulation of the levels of other RNAs that compete for a limiting factor. In a cell, there are thousands of competing introns, each with its own affinity for the spliceosome; as the concentration of any one of them changes, the splicing efficiency of all the others must then change as well. Similar to the queuing theory (Cookson et al., 2011) , in which degradation of unrelated proteins dependent on a common enzyme become coupled due to competition for the enzyme, change in the demand for the spliceosome leads to coregulation of pre-mRNAs with similar competitive abilities.
Functional Importance of Transcompetition Control
The striking relationship between RPG expression and the change in splicing efficiency during meiosis suggests a role for transcompetition control in maintaining separation between the meiotic and vegetative gene expression states. Weakly competitive introns reduce the chances that meiotic genes would be expressed during vegetative growth. Repression of RPGs may have become necessary to allow sufficient splicing during meiosis. However, it is not known whether meiosis can proceed in the absence of RPG repression. Thus, there is no direct evidence that transcompetition control is required for meiosis.
Strong evidence for the functional importance of balanced competition comes from the suppression of splicing defects upon downregulation of RPGs (Figure 4) . Rescue of the ts phenotype of prp4-1 and prp11-1 arises from poor splicing of essential pre-mRNAs because they are outcompeted by RPG pre-mRNAs. Restoring the competitive balance decreases the demand on the splicing machinery by reducing the load represented by intron-containing RPGs and allows improved splicing of essential non-RPG pre-mRNAs that then increases viability of the prp4-1 and prp11-1 strains.
A number of human diseases are associated with missense mutations in core spliceosome components (reviewed in Padgett, 2012) , such as Prp8 and Prp31 (retinitis pigmentosa) and SF3B1 (myelodysplastic syndrome and chronic lymphocytic leukemia). These cases may mirror the subtle loss of splicing capacity observed for the prp4-1 and prp11-1 mutations and alter the competitive landscape for splicing, contributing to disease. Different pre-mRNAs clearly have distinct dependencies on conserved components of the splicing machinery (Burckin et al., 2005; Clark et al., 2002; Park et al., 2004; Pleiss et al., 2007) , suggesting that transcripts may compete for different limiting factors depending on the context. Thus, the key to understanding why certain mutations in conserved splicing factor genes lead to specific diseases may lie in the nature of the composition of the transcript pool in the specific cell type affected and the specific functions of the proteins encoded by the pre-mRNAs that do not compete well for splicing in that context.
EXPERIMENTAL PROCEDURES Strains and Plasmids
Strains are listed in Table S3 . GAL-IFH1 strains were constructed (Longtine et al., 1998; Wach et al., 1997) and verified by PCR so that the GAL1 promoter (marked by the Saccharomyces kluyveri HIS3 gene) was placed upstream of IFH1. Strains carrying the prp4-1 or prp11-1 mutations were provided by S. Ruby (Ruby et al., 1993) . The prp4-1; GAL-IFH1 and prp11-1; GAL-IFH1 strains were constructed by crossing to the GAL-IFH1 strain. ACT1-CUP1 reporter plasmids ( Figure 5 ) are from Lesser and Guthrie (1993) .
Media and Culture Conditions
Standard methods for yeast culture conditions were used (Sherman, 1991) . Rapamycin was added to cells grown to optical density 600 (OD 600 ) z 0.5 at 200 ng/ml for the indicated time. All yeast strains were grown at 30 C unless otherwise indicated.
RNA Isolation RNA was isolated as described in Ares (2012) . Total meiotic RNA was extracted according to Method 2 to ensure uniform RNA extraction from late spore stages. Total vegetative RNA was prepared from cells grown to OD 600 = 0.5 according to Method 1.
Transcriptome Profiling
Microarray data (Munding et al., 2010) is from the Gene Expression Omnibus under accession number GSE24686. RNA-seq data in Figure 3 is from two When competitor premRNA levels are low, demand for the limiting factor (LF) is low, resulting in efficient inclusion of the weakly competitive cassette exon. When competitor pre-mRNA levels are high, competitor pre-mRNAs titrate increased amounts of the limiting factor, resulting in much less efficient inclusion of the weakly competitive cassette exon. (B) Left: Michaelis-Menten scheme showing two substrates with different affinities (S 1 and S 2 ) competing for the same enzyme, E. Formation of products P 1 and P 2 is determined by the concentration of each substrate and the substrate's K M when the enzyme is limiting. Right: splicing scheme of two substrates competing for a limiting splicing machinery (pink circle). In this example, both substrates are present at the same initial concentration, but the orange substrate outcompetes the blue substrate due to its higher affinity (k 1 >> k 2 ). Note that rates of enzyme-substrate complex (ES) formation will also change between pre-mRNAs of equal affinity when one is at a higher concentration. See also Figure S2 .
independent rapamycin time courses. RNA-seq data in Figure 4 represents one culture from each strain (grown to OD 600 z 0.5 in YEPD medium at 26 C). Details on the methodology and analysis of the microarray and RNAseq data are included in the Supplemental Information.
RT-PCR and qPCR
Reverse transcribed RNA (complementary DNA, cDNA) was amplified using the primers in Table S4 . Semiquantitative RT-PCR was carried out by limiting cycle numbers to 21 and using cDNA derived from 300 ng of total RNA. Estimates of splicing efficiency used the Agilent 2100 Bioanalyzer. qPCR was performed using a master mix (Fermentas). Additional experimental details are included in the Supplemental Information.
Primer Extension
At least three colonies of BY4741 transformed with each ACT1-CUP1 reporter plasmid were grown to OD = 0.5 in synthetic complete dextrose (SCD) medium lacking leucine. Next, 5 mg of total RNA was annealed to 0.1 ng of PE1 primer (5 0 -CCTTCATTTTGGAAGTTA-3 0 ), and the primer was extended as previously described (Perriman and Ares, 2007) . Extension products were analyzed on a Typhoon imaging system (GE Healthcare). First-step splicing efficiency was calculated as (M + L) / (M + L + P); second-step splicing efficiency was calculated as M / (M + L); and total splicing efficiency was calculated as M / (M + L + P), where M is mRNA, L is lariat intermediate, and P is pre-mRNA.
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