There will be a time when your library will need to evaluate all of your electronic resources. How would you do it? In response to a cut to our materials budget, we have developed a method that condenses a large amount of information into a few select criteria. In this day-long workshop, we walked through the process using the Decision Grid process developed at the University of Maryland at College Park (Foudy and McManus, p. 533-538) as a starting point. The workshop leaders first demonstrated each step of our process, and then the participants worked in small groups (5-7) using their own experiences and a sample data set of their own. The steps covered included selecting and defining the criteria, gathering and analyzing the data, and determining how to make final decisions. We covered some technical aspects of gathering and analyzing data, including using Excel functions. We also included discussions about the criteria and ways of eliciting honest and useful feedback from librarians and patrons. The participants received a flash drive with Excel templates that included formulas, as well as completed sheets with sample data, and the presentation files.
Introduction
The dual financial pressures on libraries has been well documented (Kolowich, 2012; Tillack, 2014; Lowry, 2011) , with relative reductions in funding (Cuillier & Stoffle, 2011; Kelley & Lee, 2011; Powell, 2011) and relative increases in serials costs (Baveye, 2010; Fowler & Arcand, 2005) . Individual libraries have developed their own responses to these pressures, including diversifying their funding models and reducing hours and staff. It is probably not surprising the most common response, though, has been to reduce resources, particularly subscription resources, whose expenses must be met year after year (Weir, 2010) . Once considered a minor portion of the collections budget, serials and databases have come to be the second biggest expense for a library, after salaries and benefits (Baveye, 2010) . Although serials and databases can be low-hanging fruit, they are often also forbidden fruit, viewed as a measure of collection quality by stakeholders.
There may be as many methods for deselecting resources as there are libraries. Unfortunately, many of these methods are based on historical practices (and thus, historical information), qualitative reasons that are difficult to articulate, or the volume of protest (actual and/or expected). With the infiltration of business practices in the field of higher education and public administration, there is a growing expectation that such decisions would be based more on documented evidence or information or data, and less on ill-defined and difficult to document perceptions.
Towards that end, the members of the Collection Development Unit of the University of North Texas (UNT) Libraries conducted this workshop to present the methods they used in a comprehensive evaluation of subscription resources for the express purpose of selecting resources for cancellation. Our goal was to describe our methods, explain the purposes of the methods and measures, and enable other librarians to apply the broader methods to their own collections.
Background
The UNT Libraries has been faced with cuts to its collections budgets for three of the last four fiscal years. Between 2010 and 2015, our budget has been more or less flat; combined with an average 7% inflation rate on materials (particularly high for subscription resources), this is an effective decrease of 32%. In late 2013, the Collections Management Division was advised to prepare for yet another $1M cut. While efforts had been made in previous years to, essentially, "cut the fat" by eliminating duplicate subscriptions, print or print plus online, and highly irregular continuations, we knew that this impending decrease would be "cutting bone." Our goal was to base our decisions on data that most closely matched the Libraries' values.
While researching methods, we found and distributed amongst ourselves copies of the article written by Gerri Foudy and Alecia McManus, "Using a decision grid to build consensus in electronic resources cancellation decisions." Although published nearly ten years before (2005), the article provided the foundation for a method that we believed would be most useful to us. The authors, from the University of Maryland at College Park, developed a rubric for evaluating their databases, with criteria based on aspects of their collection that they considered important, including accessibility, cost-effectiveness, breadth and audience of the content, and uniqueness of the content (Foudy & McManus, 2005) .
UNT and the University of Maryland at College Park are similar institutions, with similar enrollment and funding models, and most, importantly for our project, similar goals for our respective projects. We were able to modify the method to fit our own collection development model and adjusted the criteria to include more objective measures, rather than subjective ratings. Workshop participants were encouraged to similarly "tweak" the method to address local concerns and to balance subjective and objective evidence.
Selecting and Defining Criteria
As mentioned above, we wanted to base our deselection decisions on the values of the UNT Libraries. These values were derived through an examination of the strategic plans of both the university and the libraries. Three core values were identified: an emphasis on undergraduate and graduate education over the faculty's individually driven research; the need to demonstrate the cost-effectiveness of our collection; and the need to view the collection holistically and not as a sum of separate subjectbased collections.
Based on these values, and using the Foudy & McManus article as a foundation, we established the following criteria for evaluation: costeffectiveness, ease of use, breadth and audience, and uniqueness of content. While the authors included ease of use in the criterion for access, other aspects of "access," such as format and technical reliability, were either no longer relevant (all subscription resources under consideration were online), or did not vary enough to be a factor (nearly all were reliable).
While Foudy & McManus rated resources on cost-
per-search and being (or not being) a "rapid inflator," they did not detail how they developed these ratings. Rather than convert data that is already quantified into a subjective rating, we used the actual cost-per-use and change in price as the raw "score."
For the other three criteria, our criteria was fairly closely aligned with those described in the article. Ease of use, breadth and audience, and uniqueness of content were all rated subjectively by subject-specialist librarians based on a threelevel scale. Unlike the University of Maryland, who used small teams of librarians in broad disciplines, we asked all of the librarians to rate all of the resources, except for those that would be totally irrelevant to their fields. We wanted the broadest opinions, and we also viewed it as a learning opportunity for our librarians, who often are not aware of the possible relevance of these resources. While the librarians were required to provide one of the three ratings for each resources, we did encourage them to provide notes or comments about their score, if they wanted to qualify their score. For the overall rating, we used the mode (most common rating), and we included all comments in the final list.
Regarding these measures, we quickly realized that both the scale and the direction of these ratings or scores were not the same. Typically, for scores, higher is better (as in 1, 2, 3, etc.), and for ratings, lower is better (1 st , 2 nd , 3 rd , etc.). Furthermore, the scales were very different, with the cost-effectiveness scores ranging from near zero or even below zero for changes in expenditures to upwards of hundreds; whereas, the rating scales were set from 1 to 3. To ensure that all the measures would be comparable for each resource, we used the distribution of the resource within the entire list of resources of its type. Using the percentile as the score for each measure provided the same scale (0 to 1) and same direction (higher is better) for all measures.
Gathering and Analyzing Data
The decision to make before actually gathering and analyzing the data is where to store the data. There are a myriad of options, from within the integrated library system (ILS) or your electronic resources management system (ERMS) to more open systems, such as a wiki or intranet. The most important decision is to designate one tool or file as the "master repository." This file should contain the final forms of data from all the other sources. After this decision is made, then the titles of the resources should be collected, and other relevant information (such as subject area, type of resource, and type of subscription) and a unique identifier selected. This last item is key to linking all the data together across all the other files or repositories. The other relevant information can be used to analyze deselections by subgroups.
Most librarians who evaluate electronic resources include cost-per-use in their analysis. It is clear that neither cost nor usage alone can provide the contextual information needed to make rational decisions. As indicated above, however, we needed to be clear regarding the definitions and sources of each of these key parts of the cost-per-use equation. While there are multiple sources for cost (e.g., ILS, publisher's quotes, subscription agents, Ulrich's) and multiple measures of usage (sessions, downloads, etc.), we realized that using the same source and the same measure was most important when evaluating these resources. Important aspects to consider when gathering the cost-peruse is the use of pro-or super-rated prices or onetime discounts or credits, changes to titles or platforms, and lack of usage data altogether.
Another important aspect of the cost-per-use calculation is which usage measure to use. We knew usage measures varied greatly by resources, but we wanted to use the measure that was closest to the end user's experience. We quickly realized that this "highest and best use measure" depended upon the type of resource, notably e-journals, e-books, indexing databases, online reference resources, and audiovisual streaming. With a few exceptions, the resources in each group reported the same use measures; for instance, all e-journals and packages reported fulltext views and downloads, while most indexing databases reported record or abstract views. Once the data is gathered and vetted, however, calculating the cost-per-use in Excel is quite easy-by dividing the cost by the usage.
Gathering data on the more subjective criteria was only slightly more difficult than gathering usage and cost data. For our purposes, we developed a rubric (see Figure 1 ) of three levels on each of the three criteria: Ease of Use, Breadth/Audience, and Uniqueness to the Curriculum. The levels were defined by the Collection Development Librarian, based loosely on the definitions used by Foudy & McManus. While there was no piloting of this rubric or other methods to test validity, we agreed it would suit our purpose. We had learned some lessons from previous attempts to gather librarian and faculty input. For instance, each serial item is assigned to a fund code representing a certain subject area; that fund is overseen by a subject-specialist librarian. In this round of feedback gathering, we asked our subject-specialist librarians to rate not only resources purchased using "their" funds, but also interdisciplinary or multidisciplinary resources that may be relevant to their fields. In addition, we used data validation techniques to ensure that the librarians provided one and only one of the three levels for each criteria, instead of variations thereof (e.g., 1.5 or 2a, 2b, 2c or even color codes). We emphasized that they had the opportunity to provide as much additional information as they liked in a text box, and that such information would be taken into consideration.
The primary purposes of analyzing data are to look for patterns and outliers, and to apply context, comparing like against like. Because of their inherent differences, particularly in measures of usage, we grouped the resources by broad types: individual e-journal subscriptions, e-journal packages, literature (or indexing) databases, and online reference resources (which included streaming media, given there were so few of these). The resources would be compared only to others of their own kind, thus avoiding the difficulty of comparing apples with oranges.
Because of the issues related to scale and references mentioned above, we decided to use percentile distributions or rankings to show where any one resource falls among others of its type. The Excel formula PercentRank.inc enables easy calculation of the percent rank of any one value within a list or "array." Simply calculating the percentile ranking was easiest for the cost, usage, and cost-per-use measures, with one exception. The direction of the scales differed among these three measures. While higher usage was better, lower cost and cost-per-use was better. To adjust for this discrepancy and make all the measures in the same direction, we subtracted the percentile rank for cost-per-use (and subsequently, the cost) from 1, which effectively reversed the direction, making those in the highest 75 th percentile the best performing.
Additional calculations would be needed for the subjective measures, due in no small part to the very narrow range (1 to 3). We realized that of the three criteria mentioned above, uniqueness to the curriculum was most important to us, followed by breadth/audience, then ease of use. Thus, we weighted these ratings accordingly (3:2:1), and generated a weighted average. This composite score resulted in a wide enough range to apply the percentile rankings.
While percentile rankings do provide an efficient method of comparing resources, we added one more element to make our job easier. We used Excel's feature of "conditional formatting" to apply a color scale to the values using a similar approach as the percentile rankings. The resulting spreadsheet ( Figure 2 ) provides a quick example of the final list of resources with all of the data necessary to start making final decisions.
Making Final Decisions
While it may seem easiest to evaluate resources based strictly and solely on the objective data, we understood that subjective information would be needed to make difficult decisions. We also recognized the importance of both objective and subjective information to meet our goal of holistic planning, through which we hoped to balance the needs of all stakeholders. Such planning requires trust between the collection development decision makers and the library's patron groups. To foster confidence in our actions, we planned ahead to enable smooth, clear communication and transparent decision making.
For this major deselection project, we found it very helpful to have a way to view big-picture effects as decisions were made, alongside a means to envision progress toward our goal of a specific savings amount. Using a single Excel file containing all the relevant data needed to make title-by-title decisions will enable you to develop different scenarios regarding what to cut to reach each target. In our case, a "Status" column for each item under consideration showed either "Keep" or "Drop"; and if "Drop," a calculation was automatically made to show the new price ($0) and the savings (the renewal price). Additionally, we developed summary tables of costs and savings by format and/or subject area to aid in reaching our goals of transparent and fair distribution of cuts. Excel offers a number of tools to help with this, including the SumIf function, which sums a value based on a specific criteria. In our case, we used SumIf to add up the savings for all items with both a status of "Drop" and certain fund code. This allows you to change the status of any number of resources and see the effect of these changes in real time on the distribution of costs and savings across the subject areas (see Figures 3 and 4) . These features of Excel provide the tools to make it easier to communicate and negotiate with the key stakeholders, whether they are "squeaky wheels" or silent users. Communicating with our stakeholders was a major challenge. We needed to communicate with and consider the points of view of students, over 30 subject departments, subject librarians, the university administration, the library administration, and even vendors. There is also the silent user, the undergraduate student user, who is not always considered in such decisions. Compiling the data was immensely helpful. Most patrons, when shown the data that went into the decision, were supportive. Many were surprised by data, like low use, that contradicted their impressions of importance; a few were able to point out flaws in our data or different ways to access the same information. Thanks to the data we collected, we were able to make our stakeholders understand our reasoning, even though they did not always agree with our conclusions. The real-time scenario planning tools we created in Excel were also invaluable as we negotiated with stakeholders and incorporated feedback.
Conclusion
Data-driven decision making takes planning, coordination, and documentation. Combining objective and subjective data is difficult and timeconsuming, but it's worth it in the end. We do not believe you could do a very good job with just one or the other. 
