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Abstrat
Im Bereih der medizinishen Geräte haben eingebettete Systeme verstärkt Einzug gehal-
ten. Niht nur in Operationssälen oder Intensivstationen, auh im Bereih der Prothesen-
steuerung spielt moderne Computertehnik in zunehmendem Maÿe eine Rolle, auh und
insbesondere im Bereih der Prothesensteuerung durh elektronish vorverarbeitete Ner-
vensignale. Die zur Signalverarbeitung eingesetzte, vortrainierte selbst-organisierende
Karte stöÿt jedoh auf das Problem, sih den verändernden Gegebenheiten in den Ner-
vensignalen des Patienten niht anpassen zu können. In dieser Arbeit wird die Möglih-
keit untersuht, die Steuerung der Handprothese mit einer Nahlernfunktion auszustat-
ten, um während des Einsatzes der Prothese auf die Veränderungen der Nervensignale
des Patienten reagieren zu können. Da diese Veränderungen höhst individuell verlaufen,
werden Parameter eingeführt, mit denen das Nahlernverfahren an die Gegebenheiten
des Patienten angepasst werden kann. Vershiedene denkbare Lernstrategien werden
untersuht und hinsihtlih ihrer Ezienz und ihrer Aktualität bewertet. Um die Ver-
wendbarkeit der Implementierung siherzustellen, muss darauf geahtet werden, dass der
entstehende SystemC-Code keine Elemente des niht synthetisierbaren Subsets enthält.
Zusätzlih wird die Synthetisierbarkeit mit dem Agility-Compiler untersuht.
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1 Einleitung
1.1 Motivation
Betrahtet man die Entwiklung der Handprothesen seit der berühmten Hand des Götz
von Berlihingen über den Sauerbruh-Arm [8℄, bis zur modernen myoelektrishen
1
Pro-
these, so ist festzustellen, dass neben einer kosmetishen Korrektur des verbliebenen
Armstumpfs durh unbeweglihe Prothesen stets auh eine wenigstens teilweise Wieder-
herstellung der ursprünglihen Handfunktion durh beweglihe Handprothesen das Ziel
war und ist.
Bereits Anfang des 19. Jahrhunderts wurde die sogenannte 3-Zug-Bandage entwikelt,
welhe dem Patienten die Bewegung eines hakenförmigen Greifers durh Bewegung der
anderen Shulter über drei mehanishe Züge ermöglihte. Diese 3-Zug-Bandage wurde
besonders nah dem 1. Weltkrieg populär, als viele, vor allem billige Prothesen gebrauht
wurden. Mitte der 1950er-Jahre begann die Entwiklung von myoelektrishen Prothe-
sen, bei denen der myoelektronishe Eekt
2
zur Gewinnung von Steuersignalen für die
Prothese genutzt wird. Diese Art der Signalaufnahme ist jedoh niht frei von Proble-
men. Zum einen muss der Kontakt zwishen der Haut und der Elektrode gleihbleibend
gut sein, was sih durh die natürlihe Shweiÿabsonderung der Haut shwierig gestal-
tet. Zum anderen werden die myoelektrishen Signale von Muskeln abgenommen, die
normalerweise nihts mit der Bewegung der Hand zu tun haben. Der Patient muss also
1
Myoelektrik bezeihnet die durh biohemishe Prozesse in den Muskelzellen erzeugte elektrishe
Spannung im Mikrovoltbereih, die auf der Hautoberähe des Menshen messbar ist und zur Steue-
rung von Prothesen benutzt werden kann.
2
Die aktive Bewegung von Muskeln ist auf der Haut als von der Bewegung abhängige Potenzialdierenz
messbar.
1
1 Einleitung
Bild 1.1 Prinzip des regenerativen Mikrokontaktes. Nahdem der Nerv operativ durhtrennt
wurde, werden die beiden Nervenstümpfe in den Führungskanal eingeführt. Der Nerv, der vom
proximalen zum distalen Stumpf regeneriert, muss durh den siebartigen Mikrokontakt wahsen
(aus [2℄)
ein intensives Training durhlaufen, um die Prothese steuern zu können, was gerade bei
älteren Patienten zu monatelangem oder ganz erfolglosem Training führt.
Mit dem ständig wahsenden Wissen über das biologishe Nervensystem und dem Auf-
kommen des Neuronal Computing
3
ist es möglih geworden, Signale zur Steuerung einer
Prothese direkt an den im Armstumpf verbliebenen Nervensträngen aufzunehmen. Im
Jahr 1998 stellte M. Bogdan eine moderne Variante einer Prothesensteuerung vor, die
Nervensignale des Patienten mit Hilfe künstliher neuronaler Netze (KNN) verarbeitet
und es dem Patienten damit erlaubt, die Prothese auf relativ natürlihe Weise selbst
zu steuern [2℄. Die Nervensignale werden dabei mit Hilfe einer regenerativen Elektrode
(Bild 1.1) aufgenommen, mit einem vorher trainierten KNN klassiziert und shlieÿlih
als Steuersignale für die Prothese ausgegeben.
Das von M. Bogdan beshriebene System wurde bereits von J.B. Freuer in Module par-
titioniert (siehe Bild 1.2). Das System erhält seine Eingaben über einen InputStream,
der normalerweise aus den vom Nerv abgenommenen Signalen besteht. Zu Simulati-
onszweken werden jedoh aufbereitete Signale
4
aus einer Datei gelesen. Die Klasse
PeakSearh() ermittelt die in diesem Signalstrom enthaltenen Peaks. Sind die ermittel-
ten Peaks innerhalb der eng gestekten Klassizierungsgrenzen, werden sie an die Funk-
3
Unter Neuronal Computing versteht man die Informations- und Signalverarbeitung von und in
neuronalen Netzwerken sowie die Interpretation und Stimulation von Nervensignalen.
4
Kontraktions-Nervensignale aus dem Darmtrakt eines Tashenkrebses (Caner pagurus).
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Bild 1.2 Datenuss-Diagramm der Handprothesensteuerung (aus [6℄)
tion KrebsKlassif() weitergereiht. Dort werden die Peaks entsprehend des zugehöri-
gen Wertes aus der Clusterkarte in önende bzw. shlieÿende Peaks eingeteilt. Abhängig
vom Kontext der vorher aufgetretenen Peaks werden in den Klassen KrebsOnline()
und EvalFore() die entsprehenden Anteile an önenden und shlieÿenden Kräften
ermittelt. In der Klasse SteuerHand() werden die Kräfte zusammengefasst und an die
Prothese ausgegeben bzw. für die Simulation in eine Datei geshrieben [6℄.
J.B. Freuer hat das System bereits als Modell sowohl mit hannel- als auh mit signal-
basierter Kommunikation in SystemC
5
realisiert. In einer Arbeit von R. Metzger [12℄
wurde das System bis zur Synthesereife
6
weiterentwikelt.
5
SystemC ist eine auf C/C++ basierende System- bzw. Hardwarebeshreibungssprahe, die sowohl
die abstrakte Lösung von Problemen als auh die spätere Simulation auf der Register-Transfer-Ebene
ermögliht.
6
Synthese bedeutet in diesem Fall, dass die funktionale Beshreibung des Modells in einer Hardwa-
rebeshreibungssprahe durh ein Synthesewerkzeug in eine Gatter-Netzliste umgewandelt wird, die
sih direkt in Hardware abbilden lässt.
3
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1.2 Zielstellung
Die Grundidee, die Nervensignale mit Hilfe einer regenerativen Elektrode aufzuneh-
men, führt zu einem systemimmanenten Problem: Zwar kann man die Nervensignale
zur Steuerung der Prothese nutzen, weil die Nervenstränge im peripheren Nervensystem
regenerieren und durh die Elektrode wahsen. Die Regeneration (und auh die Degene-
ration) der Nervenstränge endet jedoh niht nah der Implantation der Prothese und
ihrer Steuerung. Vielmehr sorgt die fortwährende Re-/Degeneration dafür, dass die Ner-
vensignale ihre Form ändern und das Training des Systems, das vor der Implantation
stattgefunden hat, wertlos wird, da die aufgenommenen Nervensignale zu weit von den
zum Training benutzten Nervensignalen entfernt sind und so niht mehr als Steuersignale
erkannt werden.
Das Ziel dieser Arbeit ist es, dieses Problem zu lösen, indem das signalverarbeitende KNN
eine Lernfähigkeit erhält, die es ihm erlaubt, auf veränderte Nervensignale zu reagieren
und seine Funktionsfähigkeit zu erhalten. Da die Re-/Degeneration der Nervensignale
bei jedem Patienten untershiedlih verläuft, muss die Lernfähigkeit so implementiert
werden, dass sie dem jeweiligen Verhalten angepasst werden kann. Dies steht der sta-
tishen Realisierung als Prothesensteuerung niht entgegen, da dafür rekongurierbare
Rehensysteme
7
wie FPGAs
8
zum Einsatz kommen.
Vorliegende Arbeit basiert auf Entwiklungen von R. Metzger [12℄. Mit den geeigneten
Synthesewerkzeugen kann seine Version bereits als SoC
9
realisiert werden. Um diesen
wihtigen Status niht zu verlieren, muss sih die Entwiklung der Nahlernfähigkeit auf
das synthesefähige Subset
10
von SystemC beshränken.
7
Rekongurierbare Rehensysteme sind Rehensysteme, deren Funktion dynamish geändert werden
kann, ohne dass ein neuer Chip produziert werden muss. Moderne Entwiklungen im Gebiet der
partiellen Rekonguration erlauben sogar die Rekonguration eines Teils des Rehensystems, während
der restlihe Teil seinen Betrieb fortsetzt.
8
Field Programmable Gate Array.
9
System on Chip  Integration aller Teile des Systems auf einem Chip.
10
Das bedeutet, dass keine Flieÿ- bzw. Festkommadatentypen, keine Zeiger und keine Konstrukte vom
Typ SC_THREAD vorkommen dürfen. Die eigentlih ebenfalls verbotenen Dateioperationen müssen
für die hier notwendige Simulation, bei der die Daten zum besseren Vergleih in eine Datei ausgegeben
werden, erlaubt bleiben. R. Metzger hat jedoh in [12℄ aufgezeigt, wie der letzte Shritt in Rihtung
Hardwaresynthese aussieht.
4
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2.1 Eingebettete Systeme
In der Literatur [5, 11℄ werden eingebettete Systeme oft folgendermaÿen deniert: Ein-
gebettete Systeme sind informationsverarbeitende Systeme, die in ein gröÿeres Produkt
integriert sind. Dabei geshieht die Einbettung im Allgemeinen so, dass sie von auÿen
niht oder nur indirekt bemerkt werden kann. Die dafür notwendige Miniaturisierung,
die mit der Entwiklung des ICs
1
Ende der 1950er Jahre begann [16℄ und sih bis heute
stetig fortsetzt, hat zur Begriihkeit des unsihtbaren bzw. vershwindenden Compu-
ters geführt. Dabei vershwinden die Computer jedoh niht tatsählih, sondern mahen
Platz für die Systeme, die um sie herumgebaut werden.
Wie weit eingebettete Systeme heute verbreitet sind, wird ersihtlih, wenn man die Viel-
zahl der Möglihkeiten betrahtet, die mit eingebetteten Systemen realisiert wurden. Die
mannigfaltige Produktpalette reiht dabei von miniaturisierten Lifestyle-Aessoires, wie
Mobiltelefonen und MP3-Playern, bis zu sehr komplexen Systemen, wie Kraftfahrzeu-
gen und Flugzeugen. Auh auf dem Gebiet der medizinishen Geräte haben eingebettete
Systeme immer mehr an Einuss gewonnen. Moderne Operationssäle sind voll mit elek-
tronishen Geräten, die den Patienten überwahen oder sogar selbst operieren. Aber auh
auÿerhalb des Operationssaals haben eingebettete Systeme ihren Platz in der Medizin-
tehnik gefunden, unter anderem im Bereih der heute oft von auÿen programmierbaren
Herzshrittmaher und in der Prothetik.
1
Integrated Ciruit.
5
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2.1.1 Anforderungen
All diese eingebetteten Systeme vereint, dass an sie bestimmte Anforderungen bezüglih
ihrer Verlässlihkeit und ihrer Ezienz gestellt werden, die unbedingt erfüllt werden
müssen, da sonst die korrekte Funktion des eingebetteten und auh des übergeordneten
Gerätes niht sihergestellt werden kann.
2.1.1.1 Verlässlihkeit
Verlässlihkeit setzt sih aus vershiedenen Faktoren zusammen [11℄:
• Verfügbarkeit bedeutet zum einen, dass die Zuverlässigkeit sehr hoh, also
die Wahrsheinlihkeit des Ausfalls des Systems sehr gering sein muss, und zum
anderen, dass die Wartbarkeit sehr gut ist, dass also ein ausgefallenes System
innerhalb kürzester Zeit wiederhergestellt werden kann.
• Die Siherheit muss gewährleistet sein, ein ausgefallenes System darf also keinen
Shaden anrihten.
• Niht zuletzt muss auh stets die Integrität des Systems gesihert sein, und zwar
sowohl hinsihtlih der Vertraulihkeit interner Daten als auh der Authentizität
des Datenverkehrs innerhalb und ausserhalb des Systems.
2.1.1.2 Ezienz
Neben der Verlässlihkeit spielt die Ezienz beim Entwurf eingebetteter Systeme ei-
ne groÿe Rolle. Oft werden eingebettete Systeme an Stellen eingesetzt, an denen mit
Ressouren sparsam umgegangen werden muss. Während normale Computer in ihrem
Platz- und Energiebedarf im Allgemeinen wenig oder gar niht eingeshränkt sind, gel-
ten für eingebettete Systeme in der Regel starke Einshränkungen hinsihtlih des zur
Verfügung stehenden Platzes, der verfügbaren Energie und der Zeitshranken, innerhalb
derer das eingebettete System seine Funktionen erfüllen muss:
• Viele eingebettete Systeme, z. B. auh die in dieser Arbeit untersuhte Handpro-
thesensteuerung, sind auf Batterien oder Akkus zur Stromversorgung angewiesen.
6
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Im Gegensatz zu den Anforderungen an moderne eingebettete Systeme wie etwa
MP3-Player o. ä., die immer shneller steigen, entwikelt sih die zur Verfügung
stehende Batteriekapazität nur langsam. Daher muss auf der Seite des Energiever-
brauhers, also des eingebetteten Systems, auf Energieezienz geahtet werden.
• Um den Verbrauh der Energie niht unnötig in die Höhe zu treiben und auh
das System niht mit zusätzlihen Elementen wie Festplatten zu belasten, muss
der zur Verfügung stehende Speiherplatz für den Code möglihst ezient genutzt
werden. Die Speiherezienz ist besonders wihtig, da ihre Vernahlässigung
einen negativen Einuss auf alle anderen Ezienzgebiete hat.
• Prinzipiell muss jedes eingebettete System seine Funktion innerhalb bestimmter,
harter Zeitgrenzen erfüllen. Neben weniger kritishen Systemen, wie etwa der in-
ternen Steuerung einer Washmashine, haben gerade Systeme im medizinishen
Bereih hohe Anforderungen an die Laufzeit-Ezienz, da das Überleben des Pa-
tienten davon abhängen kann, ob das System seine Aufgabe shnell genug erfüllt.
• Bei der Entwiklung eingebetteter Systeme, die in tragbaren Geräten zum Ein-
satz kommen, sei es als Unterhaltungs-, Kommunikations- oder medizinishes Ge-
rät, muss die Gewihtsezienz eine Rolle spielen. Diese Geräte dürfen niht zu
shwer sein, da sonst u.U. ihre Funktion verloren geht.
• Niht nur für die in groÿen Stükzahlen hergestellten eingebetteten Systeme aus
dem Bereih der Konsumelektronik ist die Preisezienz ein wihtiger Faktor.
Auh Geräte wie Herzshrittmaher oder Prothesen, die in eher kleinen Stükzah-
len hergestellt werden, dürfen niht zu teuer werden, da diese Geräte im Allgemei-
nen von älteren Patienten benötigt werden, die sih teure Geräte im Allgemeinen
niht leisten können. Es gilt daher, bereits bei der Entwiklung auf die Kosten
zu ahten und die vorhandenen Budgets für Hardware und Softwareentwiklung
ezient zu gestalten.
Das in dieser Arbeit untersuhte eingebettete System einer Handprothesensteuerung
zählt zur Klasse der reaktiven eingebetteten Systeme. Charakteristish für diese Art
eingebetteter Systeme ist die kontinuierlihe Interaktion des Systems mit seiner Umwelt
und die Vorgabe der Verarbeitungsgeshwindigkeit durh die Umwelt [11℄. Da es sih um
ein medizinishes Gerät handelt, gelten alle in diesem Kapitel genannten Bedingungen
bzgl. Verlässlihkeit und Ezienz in besonderem Maÿe.
7
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2.1.2 SystemC
Übliherweise werden bei der Entwiklung eingebetteter Systeme zuerst Prototypen in
einer Hohsprahe wie C++ entwikelt und später in eine Hardwarebeshreibungsspra-
he wie Verilog oder VHDL
2
umgesetzt. Dieser Übersetzungsshritt ist jedoh sehr
fehleranfällig und geht meist mit einer wenigstens teilweisen Neuimplementierung des
Systems in der Hardwarebeshreibungssprahe einher. Um diese Diskrepanz zwishen
der Prototyping-Sprahe und der Hardwarebeshreibungssprahe zu überbrüken, wur-
de SystemC 1999 von der Open SystemC Initiative
3
(OSCI) standardisiert und kostenlos
zur Verfügung gestellt.
SystemC ist dabei allerdings keine eigenständige Sprahe, sondern steht als eine Klas-
senbibliothek für C++ zur Verfügung. Dies bringt jedoh einige entsheidende Vorteile
mit sih:
• Die in SystemC entworfenen Systeme können im Prinzip mit jedem üblihen C++-
Compiler übersetzt werden. Softwareentwikler können daher auf ihre gewohnten
Entwiklungsumgebungen zurükgreifen.
• Es entfällt der oben angesprohene Übersetzungsshritt zur Hardwarebeshrei-
bungssprahe, da SystemC-Code mit Hilfe externer Werkzeuge (z. B. von Agility)
direkt synthetisiert werden kann.
Aufgrund des oenliegenden Sprahstandards der OSCI hat SystemC mittlerweile eine
weite Verbreitung gefunden.
Mit Hilfe von SystemC können Modelle eingebetteter Systeme auf hohem Abstraktions-
grad entwikelt werden. So können shnell erste Prototypen erzeugt werden, die bereits
die geforderten Funktionen erfüllen, ohne auf die spezishen Eigenheiten der Zielplatt-
form eingehen zu müssen [6℄. Um die Synthesefähigkeit des Modells herzustellen, ist es
möglih, das Modell Shritt für Shritt zu verfeinern (vgl. Bild 2.1). Dabei können ein-
2
Very High Speed Integrated Ciruit Hardware Desription Language.
3
Die OSCI besteht aus vielen namhaften Herstellern von Hardware für eingebettete Systeme wie Intel,
ARM, Synopsys et.
8
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Bild 2.1 Verfeinerungszyklus bei der Entwiklung eingebetteter Systeme in SystemC (aus [6℄)
zelne Teile des Modells verfeinert werden, bis eine synthesefähige Version entstanden ist,
ohne das gesamte Modell in Mitleidenshaft zu ziehen.
2.2 Künstlihe neuronale Netze (KNN)
Während biologishe neuronale Netze, wie etwa das zentrale Nervensystem des Men-
shen, in der Lage sind, eine massive parallele Verarbeitung durhzuführen, arbeiten
die meisten aktuellen Computersysteme nur sequentiell oder lediglih partiell parallel.
Selbst der zum aktuellen Zeitpunkt
4
leistungsfähigste Superomputer ist weit von der
Leistungsfähigkeit eines biologishen neuronalen Netzes entfernt (Tabelle 2.1).
Tabelle 2.1 Die Rehenleistung des aktuell besten Superomputers im Vergleih mit der
Rehenleistung der Neuronen, die beim menshlihen Sehen innerviert sind
BlueGene (IBM) menshlihes Sehen
Operationen pro Sekunde 478,2 × 1012 1× 1015
Grundähe 232,5m
2 ≤ 10 m3
Darüber hinaus besitzen biologishe neuronale Netze einigende herausragende Eigen-
shaften, die in Computersystemen bisher nur teilweise oder unter extrem hohem Auf-
wand realisiert werden konnten:
• Lernfähigkeit,
• kognitive Fähigkeiten,
4
Top500-Liste vom November 2007 (http://www.top500.org)
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• assoziatives Gedähtnis,
• massive parallele Verarbeitung.
Diese Überlegenheit biologisher neuronaler Netze in diesen Disziplinen hat zur Ent-
wiklung künstliher neuronaler Netze (KNN) geführt, mit denen die Eigenshaften und
Vorteile natürliher neuronaler Netze in Computersystemen genutzt werden sollen.
2.2.1 Historisher Überblik
Erste Anfänge der Entwiklung künstliher neuronaler Netze gehen bis ins Jahr 1943
zurük. Damals beshrieben W. MCulloh und W. Pitts erstmals Nervenzellen als lo-
gishe Elemente mit booleshen Eigenshaften [14℄. Die MCulloh-Pitts-Zelle ist ein
Shwellenwert-Element mit mehreren Eingängen und einem Ausgang. Die Zelle feuert,
wenn die Summe der Eingangssignale den eingestellten Shwellwert übershreitet. Dies
entspriht dem Aktionspotential einer neurobiologishen Zelle, das diese aussendet, wenn
das Membranpotential hinreihend stark depolarisiert wird. Mit MCulloh-Pitts-Zellen
kann man u. a. AND-, OR- und NOT-Gatter simulieren (siehe Bild 2.2). Damit bilden
sie eine vollständige Basis der booleshen Algebra.
Unabhängig davon entwikelte der Psyhologe D.O. Hebb 1949 die erste und einfahste
neuronale Lernregel [3℄: Wenn eine Zelle j eine Eingabe von Zelle i erhält und beide
gleihzeitig stark aktiviert sind, dann erhöhe die Gewihtung der Verbindung von Zelle j
Bild 2.2 MCulloh-Pitts-Zellen mit den Funktionen AND, OR und NOT. Die Zahlen in den
Zellkörpern geben die Shwelle an, bei deren Erreihen die Zelle feuert. Die NOT-Zelle hat
einen inhibitorishen Eingang, sie feuert also nur, wenn die Eingangsleitung x1 niht erregt ist
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nah Zelle i. Je häuger also Neuron i mit Neuron j gleihzeitig aktiv ist, umso ausge-
prägter ist die Verbindung zwishen diesen beiden Neuronen. Auh wenn diese Lernregel
sehr eingängig ersheint, so ist doh bis heute unklar, ob die Regel beim Menshen tat-
sählih allgemeingültig ist. Allerdings bildete die hebbshe Lernregel die Grundlage für
das knapp zehn Jahre später von F. Rosenblatt entwikelte Perzeptron, welhes mit
einer leiht abgewandelten Lernregel arbeitet. Das Perzeptron besteht aus einer oder
mehreren Shihten
5
, zusammengesetzt aus MCulloh-Pitts-Zellen, wobei jede Zelle mit
allen Zellen der folgenden Shiht verknüpft ist
6
. Durh die Integration der hebbshen
Lernregel kann das Perzeptron als eines der ersten Gehirnmodelle aufgefasst werden,
das erfolgreih die Fähigkeit zu lernen demonstrierte.
Eine wesentlihe Verbesserung des Perzeptrons konnte durh die Einführung des
Bakpropagation-Verfahrens erreiht werden, welhes erstmals 1974 durh P. Werbos
formuliert und durh die Arbeit von D.E. Rumelhart et al. im Jahr 1986 bekannt wur-
de. Dieses Verfahren gehört zur Klasse der überwahten korrigierenden Lernverfahren
(vgl. Bild 2.3), da stets ein externer Trainer existieren muss, der den erwarteten Ziel-
wert kennt und den Fehler aus der Dierenz dieses Zielwertes und der Ausgabe des
KNN berehnen kann. Dieser Fehler wird dann von der Ausgabe- zur Eingabeshiht
zurükpropagiert (daher der Name des Verfahrens), wobei die Gewihte der Verbindun-
gen zwishen den Neuronen so verändert werden, dass das Ergebnis des KNN bei einer
neuerlihen Berehnung mit den gleihen Eingabedaten näher am erwarteten Zielwert
Bild 2.3 Klassen von Lernverfahren. Modelle wie das Perzeptron mit Bakpropagation gehören
in die Klasse der überwahten Lernverfahren, selbst-organisierende Karten benutzen dagegen
ein unüberwahtes Lernen
5
Sind mehrere Shihten involviert, bezeihnet man diese in der Reihenfolge ihres Auftretens mit
Eingabeshiht, verdekte Shiht und Ausgabeshiht.
6
Dieses Prinzip trägt den Namen Feed-Forward-Netzwerk. Es gibt weitere Topologien, bei denen
bestimmte Zellen einer oder vershiedener Ebenen durh Shortuts direkt miteinander verbunden sind.
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liegt. Obwohl das Verfahren einige biologishe Unstimmigkeiten enthält, hat die brei-
te Anwendbarkeit des Bakpropagation-Modells eine Fülle neuer Forshungsaktivitäten
ausgelöst [14℄.
Einen anderen Ansatz, der auf unüberwahtem Lernen basiert, stellen die selbst-
organisierenden Karten
7
(im Original Self-Organizing Maps, daher die Abkürzung
SOM) dar, die T. Kohonen im Jahr 1982 erstmals formuliert hat. Als Vorbild diente
T. Kohonen dabei die Fähigkeit des Gehirns, dreidimensionale visuelle Eingaben auf
denierte zweidimensionale Bereihe des visuellen Kortex abbilden zu können [2℄.
2.2.2 Kohonens selbst-organisierende Karte (SOM)
Das Modell der selbst-organisierenden Karte geht im Allgemeinen von einer zweidimen-
sionalen Shiht von Neuronen aus, die alle parallel mit dem Eingangssignal versorgt
werden. Die Neuronen einer SOM sind dabei in einem Gitternetz angeordnet, in dem
jedes Neuron stets die gleihen Nahbarneuronen behält. Die Erregung der Neuronen
beshränkt sih auf ein räumlih lokalisiertes Gebiet; die Lage dieses Gebietes wird von
den Neuronen bestimmt, die auf den Reiz am stärksten ansprehen. Ist diese Lage mit
Merkmalen des Eingangssignals korreliert, so wirkt die Neuronenshiht als eine topogra-
phishe Merkmalskarte, da Reize mit ähnlihen Merkmalen zu eng beieinanderliegenden
Erregungsorten führen [14℄. Um die Neuronen entsprehend zu ordnen durhläuft die
SOM zunähst eine Lernphase.
2.2.2.1 Lernphase
Jedes Neuron im gewählten n-dimensionalen Raum besitzt einen Gewihtsvektor ~wj =
(w1, w2, . . . , wn), dessen Werte zu Beginn der Lernphase zufällig belegt werden. Jeder Sti-
mulus besitzt einen Eingangsvektor ~x = (x1, x2, . . . , xn). Naheinander werden alle Ein-
gangsvektoren gleihverteilt zufällig mit den Gewihtsvektoren verglihen. Das Neuron,
dessen Gewihtsvektor dem Eingangsvektor am ähnlihsten ist, wird als Gewinnerneu-
ron g bezeihnet. Dieses Gewinnerneuron und seine Nahbarneuronen werden dann an
7
Sie werden manhmal auh als Kohonenkarten oder Kohonennetze bezeihnet.
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den Eingangsvektor angepasst. Dieses Lernverfahren kann durh folgenden Algorithmus
beshrieben werden [14℄:
1. Wähle einen gleihverteilt zufälligen Eingangsvektor aus der Menge der Trainings-
stimuli.
2. Bestimme das Gewinnerneuron g mit der Bedingung der kleinsten euklidishen
Distanz:
||~x− ~w
g
|| = min(||~x− ~wj||) (2.1)
3. Adaptiere das Gewinnerneuron und seine Nahbarneuronen durh Veränderung
ihres Gewihtsvektors:
~wj(t+ 1) = ~wj(t) + η(t)hgj(t)[~x(t)− ~wj(t)] , (2.2)
wobei t = 0, 1, 2, . . . der aktuellen Koordinate auf der Zeitahse und η(t) der zeitlih
veränderbaren Lernrate entspriht.
Die Nahbarshaftsfunktion h
gj(t) spielt eine zentrale Rolle bei der Adaption. Sie be-
stimmt, welhe Neuronen zur ebenfalls adaptierten Nahbarshaft gehören. Eine einfahe
Methode, die Nahbarshaft zu bestimmen, ist die Denition einer Menge von Nahbar-
neuronen des Gewinnerneurons N
g
, deren Elemente mit wahsendem t stetig abnehmen.
Die Werte der Nahbarshaftsfunktion h
gj(t) werden dann folgendermaÿen bestimmt:
h
gj(t) =
{
1 falls j ∈ N
g
0 sonst
(2.3)
Die Lernrate η(t) der Nahbarneuronen wird mit einer monoton fallenden Funktion α(t)
mit 0 < α(t) < 1 beshrieben, so dass die Lernrate mit der Zeit abnimmt [9℄.
Als ebenfalls gut geeignete Alternative empehlt T. Kohonen die Gauÿ-Funktion [9℄:
h
gj = α(t) · exp
(
−
||r
g
− rj||
2
2σ2(t)
)
(2.4)
wobei α(t) wieder als eine monoton fallende Funktion die Änderung der Lernrate mit fort-
shreitender Zeit beshreibt. Die Nahbarshaft, also die Menge der adaptierten Nah-
barneuronen, wird durh die (ebenfalls monoton fallende) Funktion σ(t) bestimmt. Mit
13
2 Grundlagen
der entstehenden Gauÿ-Gloke kann die Abhängigkeit der Lernrate von der Entfernung
vom Gewinnerneuron wesentlih genauer dargestellt werden.
Das Training der SOM geshieht iterativ, der Karte werden naheinander alle Trainings-
stimuli präsentiert. Die Adaption der Karte ist dabei am Anfang des Trainings relativ
groÿ, damit sih die Karte im Eingaberaum ausbreiten kann. Die Gröÿe der adaptierten
Nahbarshaft und der Adaption selbst sinkt mit Fortgang des Trainings, so dass die
Karte gegen Ende des Trainings eine Konvergenzphase durhläuft, in der groÿe, ergeb-
nisverfälshende Sprünge vermieden werden sollen [2℄.
2.2.2.2 Anwendungsphase
Nah dem Ende des Trainings geht die SOM in die Anwendungsphase über, in der Stimuli
präsentiert werden, die niht aus der Menge der Trainingsstimuli stammen. Durh die
Ermittlung des Gewinnerneurons mit Gleihung (2.1) wird dem Stimulus eine Lage auf
der Neuronenkarte zugeordnet, wodurh er entsprehend seiner Merkmale topologish
klassiziert wird.
Dies ist der Zeitpunkt, in dem die Prothesensteuerung in den Armstumpf des Pati-
enten implantiert wird, um die mit der regenerativen Mikroelektrode vom Nerv abge-
nommenen Signale zur Steuerung der Handprothese auszuwerten. Wie in Abshnitt 1.2
bereits erwähnt, begegnet die Prothesensteuerung nun dem Problem, dass sih die Ner-
vensignale mit der Zeit durh die natürlihe Re- und Degeneration der Nerven verän-
dern.
2.2.2.3 Erweiterte Lernphase
Um dieses Problem zu lösen, darf die SOM niht in die statishe Anwendungsphase
übergehen, sondern muss mit geänderten Parametern in der erweiterten Lernphase ver-
bleiben, um sih den veränderlihen Nervensignalen dynamish anpassen zu können.
Diese erweiterte Lernphase stellt ein zyklish wiederkehrendes Ende der normalen Lern-
phase dar, in der nur das Ende der Konvergenzphase durhgeführt wird. In Kapitel 2.3
werden vershiedene Lernstrategien für diese erweiterte Lernphase diskutiert.
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2.3 Lernstrategien in der erweiterten Lernphase
Bei den grundsätzlihen Überlegungen zur erweiterten Lernphase sind zwei Dinge maÿ-
geblih:
• Zum einen stehen die in Abshnitt 2.1 besprohenen Anforderungen bzgl. Verläss-
lihkeit und Ezienz eingebetteter Systeme immer im Vordergrund.
• Zum anderen muss auf die Tatsahe Rüksiht genommen werden, dass sih kei-
ne a-priori-Aussagen über das tatsählihe Re-/Degenerationsverhalten des Ner-
vengewebes des Patienten mahen lassen. Sowohl Geshwindigkeit als auh Be-
trag der Änderung sind, bedingt durh die vershiedenen körperlihen Gegeben-
heiten bzw. die untershiedlihen Verletzungen, von Patient zu Patient unter-
shiedlih.
In diesem Abshnitt sollen einige Lernstrategien für die erweiterte Lernphase der SOM
diskutiert werden.
2.3.1 Nebenläuges Lernen
Die Idee des nebenläugen Lernens basiert auf der Idee, den Moment, ab dem die
von der regenerativen Elektrode gelieferten Nervensignale zu weit von den zum Trai-
ning benutzten Stimuli abweihen, einfah bestimmen zu können. Nah dem Trai-
ning wird dabei die SOM verdoppelt und während des Betriebes folgendermaÿen ge-
nutzt:
• SOM1 wird, wie im Original vorgesehen, zum Klassizieren der eingehenden Si-
gnale in Cluster benutzt, wobei die Gewihtsvektoren ~w1j der Neuronen in SOM1
unverändert bleiben.
• SOM2 wird dagegen niht zum Klassizieren der Nervensignale benutzt. Stattdes-
sen lernt diese Karte anhand der eingehenden Nervensignale und adaptiert die
Gewihtsvektoren ~w2j der einzelnen Neuronen.
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Nahdem eine Zeitspanne s vergangen ist, werden die Gewihtsvektoren ~w1j und ~w
2
j mit-
einander verglihen. Ist der Abstand |~w1j − ~w
2
j | für zu viele Neuronen gröÿer als ein
vorher bestimmter Abstand ∆, werden die Gewihtsvektoren ~w2j aus SOM2 in SOM1
übernommen. Die derart mit einem Update versorgte SOM1 nutzt dann die aktu-
ellen Gewihtsvektoren zum Klassizieren der Nervensignale, während SOM2 weiter-
lernt.
Diese Lernstrategie erlaubt einen einfahen Vergleih zwishen den antrainierten und
den veränderten Nervensignalen. Des Weiteren ist die Aktualität der klassizierenden
SOM gewährleistet. R. Metzger hat jedoh bereits in [12℄ aufgezeigt, dass die massen-
hafte Vorhaltung von Daten, wie sie bei einer SOM auftreten, sehr viele Ressouren
verbrauht. Die Verdopplung der vorzuhaltenden Daten vershärft dieses Problem zu-
sätzlih. Wie bereits im Abshnitt 2.1.1.2 verdeutliht, ist dies niht nur ein Problem des
Speiherplatzes, ein Mehrbedarf an teurem und energiefressendem Speiher senkt auh
die Energie- und Preisezienz (vgl. Bild 2.4b).
2.3.2 Stetiges Lernen
Um das Problem des übergroÿen Speiherbedarfs zu umgehen, muss auf eine Verdoppe-
lung der SOM verzihtet werden. Das führt zur Idee, jeden Stimulus in einer einzigen
SOM doppelt zu nutzen:
• Zuerst wird der Stimulus ausgewertet, um den passenden Cluster für die Steuerung
der Handprothese herauszunden.
• Danah wird der Stimulus als Nahlernstimulus genutzt, wobei die Gewihtsvek-
toren ~wj der Neuronen entsprehend adaptiert werden.
Diese stetige Strategie übertrit die nebenläuge Lernstrategie im Punkt der Aktuali-
tät, da jeder Stimulus sofort zur Adaption genutzt wird, ohne s abzuwarten. Im Bereih
der Speiherezienz ist die stetige Lernstrategie ebenfalls besser, da die doppelte Da-
tenhaltung entfällt (vgl. Bild 2.4b). Negativ ist jedoh, dass bei dieser Strategie die
Laufzeit jeder Stimulusverarbeitung verlängert wird, was hinsihtlih der sehr eng ge-
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Bild 2.4 Der Graph in Teilbild a zeigt die Entwiklung der Präzision p im Laufe der Zeit t für
zyklishes (orange) und bedarfsorientiertes Nahlernen (blau). Beim bedarfsorientierten Nah-
lernen sinkt p unter den kritishen Wert p

(gestrihelte Linie), so dass der Patient die man-
gelnde Präzision bemerkt. Beim zyklishen Nahlernen sinkt p eine voreingestellte Zeitspanne
s und wird rehtzeitig, in der Zeitspanne s0, aktualisiert. Im Teilbild b werden die diskutierten
Lernstrategien hinsihtlih ihrer Ezienz e und ihrer Aktualität a verglihen. Das Lernen nah
Bedarf (LnB) ist am ezientesten, nebenläuges (NlL) und ständiges (StL) Lernen sind am
aktuellsten. Einen guten Kompromiss zwishen Ezienz und Aktualität bietet das zyklishe
Lernen (ZyL)
stekten Zeitshranken bei medizinishen Geräten und auh im Blik auf die geminderte
Energiezienz durh vermehrte Rehenoperationen niht tolerierbar ist.
2.3.3 Lernen nah Bedarf
Die Verlängerung der Rehenzeit für die Stimulusverarbeitung lässt sih niht vollständig
vermeiden, ein gewisses Maÿ an Ezienzeinbuÿen muss für den Vorgang des Nahlernens
in Kauf genommen werden. Der zusätzlihe Rehenaufwand kann jedoh minimiert wer-
den, indem der Nahlernprozess erst dann begonnen wird, wenn er wirklih notwendig
ist.
Wie bereits oben erwähnt, kann jedoh für den einzelnen Patienten keinerlei Aussage
getroen werden, wie shnell oder stark die Re-/Degeneration des Nervengewebes vor-
anshreitet. Da dem Patienten ein regelmäÿiger Eingri in die Prothesensteuerung zur
Bedarfsfeststellung niht zuzumuten ist, muss der Bedarf anhand äuÿerer Merkmale fest-
gestellt werden. Das bedeutet, dass die Prothesensteuerung nahtrainiert werden muss,
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wenn ihre Präzision p unter einen kritishen Wert p

sinkt, der den Wert bezeihnet, ab
dem die mangelnde Präzision für den Patienten als Funktionsstörung spürbar ist (vgl.
Bild 2.4a). Eine vershlehterte Funktionalität ist für den Patienten allerdings eine groÿe
psyhishe Belastung, da sie mögliherweise zu einem Zeitpunkt auftritt, an dem sih
der Patient gerade an seine funktionierende Prothese gewöhnt hat. Zudem ist sie für ihn
immer wieder spürbar.
Durh den bedarfsgesteuerten Ansatz wird bei dieser Nahlernstrategie keine Rehen-
operation zu viel durhgeführt, wodurh sie höhst ezient ist (vgl. Bild 2.4b). Das Ziel,
das Nahtraining der Prothesensteuerung so unauällig wie möglih durhzuführen und
beim Patienten keine zusätzlihe psyhishe Belastung zu verursahen, kann mit der
bedarfsgesteuerten Nahlernstrategie jedoh niht erreiht werden.
2.3.4 Zyklishes Lernen
Um die gute Ezienz des bedarfsgesteuerten Ansatzes zu nutzen, ohne den Patien-
ten zu sehr zu belasten, ist eine Kombination mit dem zeitgesteuerten Ansatz aus
Abshnitt 2.3.1 sinnvoll. Dabei arbeitet die SOM zunähst so, als hätte sie keine
Nahlernfähigkeit. Nah einer Zeitspanne s geht die SOM für eine kurze Zeitspan-
ne s0 in einen Trainingsmodus über, der wie in Abshnitt 2.3.2 beshrieben funktio-
niert.
Die Zeitspannen s und s0 können während der Rehabilitationsphase des Patienten nah
der Implantation der Prothese und ihrer Steuerung experimentell bestimmt werden. Da
der Patient bereits klinish überwaht wird, während er sih an eine Prothese gewöhnt
und diese zu benutzen lernt, stellt die Rekonguration keine zusätzlihe psyhishe Be-
lastung auÿerhalb der Eingewöhnungsphase dar.
Der Vorteil gegenüber dem bedarfsgesteuerten Ansatz besteht darin, dass die Prothesen-
steuerung nah der korrekten Einstellung der Parameter s und s0 in den Nahlernmodus
geht, bevor die Präzision der Prothesensteuerung unter den kritishen Wert p

sinkt, bei
dem der Patient die nahlassende Präzision bemerkt (vgl. Bild 2.4a).
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Diese Lernstrategie stellt einen guten Kompromiss zwishen dem stets aktuellen, aber
ezienzshwahen nebenläugen Ansatz und dem ezienten, aber teilweise gefährlih
inaktuellen bedarfsorientierten Ansatz dar (vgl. Bild 2.4b). Daher wird die Implemen-
tierung dieser Strategie im folgenden Kapitel untersuht.
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Aus der in Kapitel 2.3 als erfolgversprehend herausgehobenen Lernstrategie des zykli-
shen Lernens ergeben sih einige Elemente, die in den Code der Handprothesensteue-
rung neu einzuführen sind. Dazu gehören die Parameter s und s0, die dafür sorgen, dass
der Nahlernprozess an jeden Patienten individuell angepasst werden kann. Auÿerdem
wird eine Untersheidung benötigt, ob die Nahlernphase gerade aktuell ist, und es müs-
sen die Lernparameter für den Adaptionsprozess der Neuronen in der SOM (vgl. Bild 3.1)
festgelegt werden. Bei allen Erweiterungen muss jedoh darauf geahtet werden, dass die
Synthetisierbarkeit niht verloren geht.
3.1 Die Nahlernstrategie
Da die Nervensignale mit einer kontinuierlihen Frequenz aufgenommen werden, die dem
Takt des Gesamtsystems entspriht, ist es ohne Probleme möglih, die Länge des Para-
meters s anhand der bereits empfangenen und verarbeiteten Nervensignale zu messen.
Der dafür nötige Zähler muss in die Klasse PeakSearh(), da dort alle empfangenen
Nervensignale verarbeitet werden. Der Zähler ist vom Typ s_int<n>. Die Wortbreite n
kann dabei jeden Wert ≤64 bit annehmen, was völlig ausreihend1 ist, um den Werte-
bereih des Zählers beliebig denieren zu können. Als Ausgangswert wird n = 32 bit
gewählt, womit ein Zeitraum von a. einem Tag abgedekt werden kann. Diese Wort-
breite ist von aktueller Hardware ohne Probleme zu verarbeiten.
1
Würde man als Wortbreite 64 bit wählen und die von M. Bogdan beshriebene Abtastrate der Nerven-
signale von 50 kHz zugrunde legen, so könnte der Zähler reihlih 11,6 Millionen Jahre lang Samples
zählen, ohne überzulaufen.
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Bild 3.1 Alter (links) und neuer (rehts) Programmablauf gegenübergestellt
Um die Klasse KrebsKlassif(), in der die Klassizierung mit Hilfe der SOM und des-
halb auh das Nahlernen der SOM durhgeführt wird, davon in Kenntnis zu setzen,
dass s abgelaufen sind, wird ein neues Signal2 eingeführt. Dieses Signal wird zu Beginn
auf 0 gesetzt. Sobald s abgelaufen ist und s0 beginnt, wird dieses Signal auf 1 gesetzt.
Da ein Erfolg des Nahlernens nur eintreten kann, wenn eine bestimmte Anzahl an Sti-
muli zum Nahlernen genutzt wurde, wird s0 niht in Abhängigkeit von den in der Klasse
PeakSearh() empfangenen Nervensignalen gebraht, sondern zählt die zum Nahler-
nen genutzten Stimuli in der Klasse KrebsKlassif(). Ist s0 abgelaufen, wird das oben
erwähnte Signal wieder auf 0 gesetzt und die Zeitspanne s beginnt erneut abzulau-
fen. Um Rundungsfehler zu vermeiden, sollte s0 eine durh vier teilbare Zahl sein (vgl.
Abshnitt 3.2.1). Alle notwendigen Änderungen im SystemC-Code sind im Anhang A
verzeihnet.
2
peakSearhKrebsKlassif_RetrainAtiveSig
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3.2 Die erweiterte Lernphase der SOM
3.2.1 Die Funktion der Lernrate
Um zu vermeiden, dass die Nahlernfähigkeit der SOM übermäÿig viel Rehenzeit benö-
tigt, soll die Lernrate des Gewinnerneurons η(t) möglihst niht aus einer Funktion α(t)
berehnet werden, sondern aus diskreten Werten bestehen. Die gewählten Werte sind in
Tabelle 3.1 angegeben. Sie sind Erfahrungswerte aus den in Kapitel 4 durhgeführten
Tests und lehnen sih an die Empfehlung von T. Kohonen
3
an. Die Werte wurden au-
ÿerdem mit Blik auf die Ganzzahlarithmetik der Handprothesensteuerung gewählt, sie
alle sind negative Potenzen von 2 und erzeugen so bei der notwendigen Umformung in
Ganzzahlen (vgl. Anhang B) keine Rundungsfehler.
Tabelle 3.1 Die gewählten Lernraten (η1η5 sind die im SystemC-Code verwendeten Kon-
stantenbezeihner)
Zeitabshnitt Lernrate η
g
Lernrate der
Nahbarneuronen
0
s0
4
η1 = 0,25 0,125
s0
4

s0
2
η2 = 0,125 0,0625
s0
2

3s0
4
η3 = 0,0625 0,03125
3s0
4
s0 η4 = 0,03125 η5 = 0,015625
3.2.2 Die Funktion der Nahbarshaftsneuronen
Die verwendete SOM hat eine Ausdehnung von 10×10 Neuronen. T. Kohonen empehlt
für das Ende der normalen Lernphase eine kleine Nahbarshaft, so dass keine gröÿeren
Änderungen mehr in der Anordnung der Neuronen in der Karte verursaht werden [9℄.
Da die erweiterte Lernphase einem zyklish wiederkehrenden Ende der normalen Lern-
phase entspriht und sih die Werte der Nervensignale nah dem Ablauf von s nur bis
3
Er empehlt, das Ende der Lernphase mit einer Lernrate von 0,02 oder kleiner abzushlieÿen [9℄.
22
3 Implementierung
Bild 3.2 Das Gewinnerneuron g (shwarz ) und seine Nahbarn (grau)
zu einem gewissem Maÿ
4
von den Trainingswerten entfernt haben, wird der Nahbar-
shaftsradius auf r = 1 festgelegt (vgl. Bild 3.2). Diese Festlegung geshieht mit Blik
auf die sparsame Verwendung der gegebenen Ressouren und der sehr kleinen Ausdeh-
nung der Karte. Zwar weist die in Abshnitt 2.2.2.1 angesprohene Gauÿ-Funktion eine
höhere Präzision auf als die statishe, ganzzahlige Festlegung. Statishe Werte können
jedoh ressourenshonender realisiert werden als eine komplexe, ständig zu berehnende
Funktion.
Um diese Ungenauigkeit etwas zu neutralisieren, haben die Nahbarneuronen niht die
gleihe Lernrate wie das Gewinnerneuron. Vielmehr beträgt die Lernrate des Nahbar-
neurons j nur die Hälfte der Lernrate des Gewinnerneurons g (vgl. Tabelle 3.1 in Ab-
shnitt 3.2.1). Die Skala wird durh den Wert 0,015625, ebenfalls eine negative Potenz
von 2, nah unten erweitert.
3.2.3 Der Lernalgorithmus
Die algorithmishe Realisierung des Lernvorgangs in SystemC gliedert sih in folgende
Shritte (vgl. auh Bild 3.3):
4
Zwar ist nihts über die Geshwindigkeit und die Gröÿe der Re-/Degeneration bekannt, es ist jedoh
davon auszugehen, dass die Änderungen linear und ohne groÿe Sprünge geshehen.
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1. Bestimmung der Position auf der Zeitahse. Dazu werden bitweise Vershiebeope-
rationen benutzt, die ezienter und ressourenshonender sind als die entsprehen-
den Operationen mit Division (vgl. Tabelle 3.2).
2. Ermitteln der Lernrate des Gewinnerneurons und der Nahbarneuronen aus den
gewählten Werten (vgl. Tabelle 3.1). Die Lernrate ist abhängig von der Position
auf der Zeitahse sowie der Lage des zu adaptierenden Neurons.
3. Adaption des Gewinnerneurons, wobei die drei Bestandteile w1, w2, w3 des Ge-
wihtsvektors ~w einzeln gemäÿ Gleihung (2.2) adaptiert werden. Zur Verdeutli-
hung werden Adaptionsgleihung und SystemC-Code in Tabelle 3.3 gegenüberge-
stellt.
4. Überprüfung der Position der Nahbarneuronen. Für den Fall, dass das Gewin-
nerneuron am Rand der SOM liegt wird damit verhindert, dass Nahbarneuronen
adaptiert werden, die auÿerhalb der SOM liegen.
5. Adaption der Nahbarneuronen, wobei die drei Bestandteile w1, w2, w3 der Ge-
wihtsvektoren ~wj einzeln gemäÿ Gleihung (2.2) adaptiert werden.
Bild 3.3 Programmablauf der erweiterten Lernphase
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Tabelle 3.2 Die Shiebeoperationen zur Zeitbestimmung
Rehnung mit Rehnung ohne Ergebnis
Shiebeoperation Shiebeoperation
t < s0 ≫ 1 t <
s
2
Wenn ja, dann läuft die erste Hälfte von s0
t < s0 ≫ 2 t <
s
4
Wenn ja, dann läuft das erste Viertel von s0,
wenn nein, dann läuft das zweite Viertel
s0 − t < s0 ≫ 2 s0 − t <
s
4
Wenn ja, dann läuft das vierte Viertel von s0,
wenn nein, dann läuft das dritte Viertel
Tabelle 3.3 Adaptionsgleihung und ihre Realisation in SystemC. Die Nahbarshaftsfunktion
h
gj spielt in diesem Fall keine Rolle, da Ausdehnung und Lernrate der Nahbarshaft statish
festgelegt sind
Gleihung (2.2) SystemC-Code (vgl. Listing B.4)
~wj(t+ 1) = ~wj(t) mapMaxVal[winnerNeuron℄ = mapMaxVal[winnerNeuron℄
+ η(t) · [~x(t)− ~wj(t)] + eta1 ∗ (peakMaxValue − mapMaxVal[winnerNeuron℄)
Das entstandene System besteht also aus drei ineinandergeshahtelten Elementen, der
Zeitpunktberehnung (auÿen), der Lagebestimmung der Nahbarneuronen und dem ei-
gentlihen Adaptionsshritt (innen). Die dafür notwendigen Ergänzungen im SystemC-
Code, die ohne die synthetisierungsgefährdenden Sprahbestandteile von SystemC rea-
lisiert wurden (vgl Abshnitt 4.4), sind im Anhang B verzeihnet.
Um zu überprüfen, dass der hinzugefügte SystemC-Code auÿerhalb seiner Funktion
keinen Einuss auf das Ergebnis hat, wurde die Lernfunktion über den Parameter s
deaktiviert
5
und mit dem Unix-Tool diff nahgewiesen, dass sih die ausgegebenen
Steuerinformationen niht von den vor der Implementierung aufgezeihneten Referenz-
informationen untersheiden.
5
Setzt man s auf einen Wert, der die Anzahl der gesamt verfügbaren Samples übersteigt, wird der
Lernalgorithmus niht gestartet
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4.1 Datenbasis
Da bisher keine mittels regenerativer Elektrode aufgenommenen menshlihen Nervensi-
gnale vorliegen, wurde auf die von M. Bogdan und J.B. Freuer benutzten Kontraktions-
Nervensignale eines Tashenkrebses (Caner Pagurus) zurükgegrien. Diese Signale
wurden mit einer Abtastrate von 50 kHz aufgenommen und danah mit der von M. Bog-
dan beshriebenen Signalvorverarbeitung aufbereitet [2℄. Der in einer Datei vorliegende
Datensatz umfasst 34602 Samples, was für eine eingehende Betrahtung niht ausreiht
1
.
Da T. Kohonen für diesen Fall empehlt, die vorhandenen Daten mehrmals hinterein-
ander zu verwenden, wurde der vorliegende Datensatz in zehn- und in hundertfaher
Vervielfältigung verwendet.
4.2 Lernfähigkeit
Der Abstand zwishen dem Eingabevektor ~x(t) und dem Gewihtsvektor ~w
g
(t) des un-
adaptierten Gewinnerneurons ist ein Maÿ für die Lernfähigkeit der Neuronen der SOM.
Dabei gilt als Bewertungsregel: Je kürzer der Abstand ||~x(t) − ~w
g
(t)|| ist, umso besser
ist die SOM durh das Training auf die Eingabestimuli vorbereitet worden. Dies wirkt
sih auf die Präzision p der Handprothesensteuerung aus, die höher ist, wenn die SOM
gut trainiert ist.
1
T. Kohonen empehlt für eine gute statistishe Genauigkeit mindestens die fünfhundertfahe Anzahl
der Neuronen als Samples bzw. Stimuli [9℄.
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Bild 4.1 Der euklidishe Abstand des Eingabevektors vom Gewinnerneuron ||~x− ~wg|| mit den
verzehnfahten Daten und deaktivierter Nahlernfähigkeit (s = ∞, s0 = 0)
Zuerst wurden die Referenzdaten auf Anomalien untersuht, die das Ergebnis verzer-
ren können. Wie in Bild 4.1 gut zu erkennen ist, enthalten die Referenzdaten des Ta-
shenkrebses einige Peaks, deren Eingangsvektoren einen groÿen Abstand zu den Ge-
wihtsvektoren der vortrainierten Neuronen der SOM haben. Diese Peaks wurden niht
entfernt, um das Ergebnis der Messungen niht zu verfälshen, sie shlagen sih je-
doh unübersehbar in allen Testmessungen mit der Nahlernfähigkeit der Karte nie-
der.
Um die generelle Lernfähigkeit der SOM zu überprüfen, wurden die zehnfah vervielfäl-
tigten Referenzdaten des Tashenkrebses mit stetigem Lernen (s = 0, s0 =∞) verarbei-
tet. Das Ergebnis ist in Bild 4.2 zu sehen. Nah einer kurzen Phase von a. 300 Peaks, in
der die Abstände vom Eingabevektor zum Gewinnerneuron leiht ansteigen
2
, sinkt der
Abstand auf weniger als ein Fünftel des ursprünglihen Abstands (vgl. Bild 4.1). Nah
etwa 600 Peaks ist der Abstand zwishen dem Eingabevektor und dem Gewihtsvektor
2
Da die SOM vortrainiert ist, zerstören neue Adaptionsshritte zunähst die Ordnung der Neuronen.
27
4 Simulation
 0
 10
 20
 30
 40
 50
 0  200  400  600  800  1000  1200  1400
[x
 -
 w
g
]
Peak
Bild 4.2 Der euklidishe Abstand des Eingabevektors vom Gewinnerneuron ||~x− ~wg|| mit den
verzehnfahten Daten und stetigem Lernen (s = 0, s0 = ∞)
des unadaptierten Gewinnerneurons auf ein Minimum geshrumpft. Die Gewihtsvekto-
ren sind also auf die neuen Stimuli eingestellt, die Präzision p ist hoh.
4.3 Lernstrategie
Zur Demonstration der Leistungsfähigkeit der in Abshnitt 2.3.4 besprohenen zykli-
shen Lernstrategie wurden die zehnfah vervielfältigten Daten des Tashenkrebses so
bearbeitet, dass sih eine langsame, aber stetige Vershiebung ergibt, wie sie auh bei
den Nervensignalen aus einer regenerativen Elektrode zu erwarten ist. Die Daten wurden
mit folgender Funktion modiziert:
x
neu
= x
alt
+
c
2516521
, (4.1)
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Bild 4.3 Referenzdatensatz (links) und modizierter Datensatz (rehts) im Vergleih
wobei x der Wert des Samples und c seine laufende Nummer ist. Das letzte Sample
(mit der Nummer 346020) wird also um 0,1375
3
erhöht. Bild 4.3 zeigt die Datensätze
im Vergleih.
Das Ergebnis der Abstandsmessung ohne Lernfunktion (s = ∞) ist in Bild 4.4 oben
links zu sehen. Ab Peak 900 haben sih die Samplewerte soweit von den ursprünglihen
entfernt, dass die gemessenen Abstände zwishen Eingabevektor und Gewihtsvektor des
unadaptierten Gewinnerneurons immer gröÿer werden. Die Präzision der Klassizierung
sinkt und würde bei Fortshreiten dieses Prozesses unter den kritishen Wert p

fallen.
Um diesem Prozess entgegenzuwirken, wurde das zyklishe Lernen zunähst mit den Wer-
ten s = 173010 und s0 = 750 aktiviert. Damit wurde das Datenmaterial halbiert, wobei
in der ersten Hälfte nihts passiert und in der zweiten Hälfte gelernt wird. Bild 4.4 oben
rehts zeigt die Auswirkungen dieses Lernzyklus auf den Abstand zwishen Eingabevek-
tor und Gewihtsvektor des unadaptierten Gewinnerneurons: Bis Peak 750 entspriht
das Bild dem Bild des Abstands ohne Lernen, nah Peak 750 erhöht sih der Abstand
jedoh niht generell, sondern bleibt fast komplett auf kleinem Niveau. Die einzelnen
groÿen Abstände sind ein Ergebnis der in Abshnitt 4.1 beshriebenen Auälligkeiten in
den Referenzdaten des Tashenkrebses.
3
Dieser Wert wurde experimentell bestimmt. Werden die Daten zu stark geändert, ergeben sie für die
Signalerkennungsklasse PeakSearh() keinen Sinn mehr und werden niht mehr als Nervensignale
erkannt. Mit dem gewählten Wert tritt dieser Eekt niht ein.
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Bild 4.4 Der euklidishe Abstand des Eingabevektors vom Gewinnerneuron ||~x − ~wg|| mit
den modifzierten Daten. Oben links mit deaktivierter Nahlernfähigkeit (s = ∞), oben rehts
mit (s = 173010, s0 = 750), unten links mit (s = 86505, s0 = 375), unten rehts mit (s =
43252, s0 = 187)
Bild 4.4 unten links zeigt die Abstandsmessung mit den Werten s = 86505 und s0 = 375,
was einer Viertelung der Daten entspriht. Es ist zu sehen, dass im ersten Viertel nihts
passiert, während der Abstand im zweiten Viertel deutlih geringer ausfällt als bei der
Abstandsmessung ohne Lernen. Von Peak 750 bis Peak 1125 lernt die SOM niht, so dass
die Abstände durh die Veränderung der Nervensignale wieder deutlih anwahsen. Bei
Peak 1125 setzt der Nahlernvorgang erneut ein, woraus sofort in geringere Abstände
resultieren.
Eine weitere Verdoppelung der Zyklusfrequenz (s = 43252, s0 = 187) ist in Bild 4.4
unten rehts zu sehen. Dieser Zyklus ist bereits kurz genug, um eine wesentlihe Ver-
gröÿerung des Abstands zwishen Eingabevektor und unadaptiertem Gewinnerneuron
und damit ein generelles Absinken der Präzision p zu verhindern. Das Ergebnis lieÿe
sih noh weiter verbessern, indem s = 0 gesetzt wird, also stetiges Lernen aktiviert
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wird. Dies würde jedoh die Ezienz des gesamten eingebetteten Systems zu sehr be-
lasten.
4.4 Hardwaresynthese
Einer der wesentlihen Vorteile der Sprahe SystemC ist ihre Fähigkeit, die bei eingebet-
teten Systemen oft entstehende Lüke zwishen der zur Entwiklung eingesetzten Hoh-
sprahe und der später zur Synthetisierung genutzten Hardwarebeshreibungssprahe zu
shlieÿen. Bei der Entwiklung eingebetteter Systeme mit SystemC gerät der Entwik-
ler jedoh aufgrund der reihhaltigen Möglihkeiten von C++ leiht in die Verlegenheit,
niht synthetisierbaren Code zu erzeugen. Daher muss bereits bei der Entwiklung darauf
geahtet werden, nur Befehle des synthetisierbaren Subsets zu verwenden.
Für die Realisierung der Nahlernfähigkeit der SOM wurden nur Befehle benutzt, deren
Synthetisierbarkeit bereits von R. Metzger nahgewiesen ist [12℄. Die einzige Ausnah-
me stellt das neu eingeführte bidirektionale Signal vom Typ s_inout dar. Um dessen
Synthetisierbarkeit zu zeigen, wurde der SystemC-Code mit dem Agility-Compiler
4
der
Firma Catalyti getestet.
Vor dem Test mussten die niht synthetisierbaren und nur für die Simulation eingefügten
Dateioperationen sowie die mit out und err erfolgenden Programmausgaben entfernt
werden. Auÿerdem mussten die neuen, ursprünglih als s_inout<bool> deklarierten
Ports in s_inout<s_logi> umdeklariert werden. Dies ist eine Eigenheit des Agility-
Compilers, die bei anderen Compilern mögliherweise niht auftritt.
Nahdem diese minimalen Änderungen durhgeführt wurden, wurde der SystemC-Code
durh den Agility-Compiler als synthetisierbar eingestuft. Damit steht einer direkten
Weiterverarbeitung des Systems nihts im Wege.
4
Version 1.2
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5 Zusammenfassung und Ausblik
5.1 Zusammenfassung
In dieser Arbeit wurde die Möglihkeit untersuht, eine Handprothesensteuerung mit
einer Nahlernfunktion auszurüsten, um während des Einsatzes der Prothese auf die
Veränderungen der Nervensignale des Patienten reagieren zu können. Da diese Verände-
rungen höhst individuell verlaufen, wurden Parameter eingeführt, mit denen das Nah-
lernverfahren an die Gegebenheiten des Patienten angepasst werden kann. Vershiedene
denkbare Lernstrategien wurden betrahtet und hinsihtlih ihrer Ezienz und ihrer
Aktualität bewertet. Die tehnish realisierbaren Strategien und die dazu notwendigen
Parametereinstellungen sind in Tabelle 5.1 aufgeführt.
Um die Verwendbarkeit der Implementierung siherzustellen, wurde darauf geahtet,
dass der entstandene Code keine Elemente des niht synthetisierbaren Subsets von Sys-
temC enthält. Auÿerdem wurde die Synthetisierbarkeit mit dem Agility-Compiler un-
tersuht und veriziert.
Wie den Messungen in Kapitel 4 zu entnehmen ist, hat sih die zyklishe Lernstrategie als
geeignet erwiesen, die Präzision p auf hohem Niveau zu halten. Bei keiner der gewählten
Tabelle 5.1 Realisierbare Lernstrategien und ihre Parameter. Die Werte n und m orientieren
sih am individuellen Bedarf des Patienten
Lernstrategie Wartezeit s Lernzeit s0
Kein Lernen ∞ 0
Stetiges Lernen 0 ∞
Zyklishes Lernen n m
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exemplarishen Kombinationen von s und s0 wird der Abstand zu groÿ, die Präzision p
bleibt immer hinreihend weit vom kritishen Wert p

entfernt. Darüber hinaus shränkt
die genutzte zyklishe Lernstrategie den Ressourenverbrauh und die Rehenzeit ein,
ohne dass die Aktualität zu sehr darunter leidet.
Die stetige Lernstrategie hat ebenfalls ihre Tauglihkeit gezeigt, sie belastet jedoh die
Ressouren des eingebetteten Systems zu sehr. Angesihts der stetig wahsenden Leis-
tungsfähigkeit von Rehnersystemen im Allgemeinen und eingebetteten Systemen im
Speziellen sollte diese Lernstrategie jedoh niht aus den Augen verloren werden, da mit
steigender Leistungsfähigkeit eingebetteter Systeme die Anwendung der stetigen Lern-
strategie in den Bereih des Möglihen rükt.
5.2 Ausblik
Die hier vorgestellten Lernstrategien sind bisher nur theoretish betrahtet und unter-
suht worden. Ihre Praxistauglihkeit werden sie in weiteren Untersuhungen beweisen
müssen. Dafür ist es jedoh notwendig, dass Nervensignale von Patienten zur Verfü-
gung stehen, da nur dann die Lernstrategien unter realen Bedingungen getestet werden
können.
Die von R. Metzger untersuhte Hardwareumsetzung der Handprothesensteuerung er-
folgte mit einem Prototyping-Board. Weitere Untersuhungen im Bereih der Hardwa-
reumsetzung, besonders im Zusammenhang mit einer Miniaturisierung bis zur Implan-
tierbarkeit sind notwendig, um weitere Shritte zur realen Anwendung zu gehen. Weitere
Forshung ist auh im Bereih der drahtlosen Rekongurierbarkeit der Handprothesen-
steuerung notwendig, da dem Patienten eine Datenshnittstelle im Unterarm niht
zugemutet werden kann.
33
A Umsetzung der Nahlernstrategie
in SystemC
In diesem Anhang sind die neuen Codebestandteile aufgeführt, die im Zusammenhang
mit der Implementierung der Nahlernstrategie stehen.
Listing A.1 Der neue bidirektionale Port der Klasse PeakSearh() wird in peaksearh.h
deniert
s_inout<s_log i> retra inOutAt ive ;
Listing A.2 Der neue bidirektionale Port der Klasse KrebsKlassif() wird in krebsklassif.h
deniert
s_inout<s_log i> r e t r a i n InA t i v e ;
Listing A.3 Die beiden neuen Ports werden in main.pp mit einem neuen Signal verbunden
s_s igna l<s_log i> peakSearhKrebsKlass i f_Retra inAt iveS ig ;
peakSearh . ret ra inOutAt ive ( peakSearhKrebsKlass i f_Retra inAt iveS ig ) ;
k r e b sK l a s s i f . r e t r a i n InA t i v e ( peakSearhKrebsKlass i f_RetrainAt iveS ig ) ;
Listing A.4 In peaksearh.pp kann mit der Konstante s die Zeitspanne bis zum Beginn der
erweiterten Lernphase eingestellt werden. Wenn s abgelaufen ist, wird das Benahrihtigungs-
signal auf true gesetzt. Wurde dieses Signal in der Klasse KrebsKlassif() zurük auf false
gesetzt (vgl. Listing A.5), beginnt s von vorne
onst s_int<32> s = ( s_int <32>)(50000);
s_int<32> sampleCounter = 0 ;
retra inOutAt ive = ( s_log i  ) fa l se ;
sampleCounter++;
i f ( sampleCounter == s )
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ret ra inOutAt ive = ( s_log i  ) true ;
}
i f ( sampleCounter >= s && retra inOutAt ive == ( s_log i  ) fa l se ) {
sampleCounter = 0 ;
}
Listing A.5 Das Pendant zu Listing A.4. In krebsklassif.pp startet der Peakzähler, wenn
das Signal auf true gesetzt wurde. Wenn der Zähler den voreingestellten Wert s0 erreiht hat,
stoppt er und setzt das Signal auf false zurük
onst s_int<32> s0 = ( s_int <32>)(100);
[ . . . ℄
i f ( r e t r a i n InA t i v e == ( s_log i  ) true ) {
peakCounter++;
i f ( peakCounter == s0 ) {
r e t r a i n InA t i v e = ( s_log i  ) fa l se ;
peakCounter = 0 ;
}
}
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Lernphase in SystemC
Listing B.1 Die in Tabelle 3.1 angegebenen Lernraten werden in peaksearh.pp für die
Umformung in Ganzzahlen mit 1024 multipliziert
s_int<20> eta1 = 256 ;
s_int<20> eta2 = 128 ;
s_int<20> eta3 = 64 ;
s_int<20> eta4 = 32 ;
s_int<20> eta5 = 16 ;
Listing B.2 Die Steuerung für den zeitlihen Ablauf in peaksearh.pp (vgl. Bild 3.3)
i f ( r e t r a i n InA t i v e == true ) {
// Im Zeitraum s0
i f ( peakCounter < ( s0 >> 1) ) {
// Ers te Hae l f t e von s0
i f ( peakCounter < ( s0 >> 2) ) {
// Ers t e s V i e r t e l von s0
}
else {
// Zwei tes V i e r t e l von s0
}
}
else {
// Zweite Hae l f t e von s0
i f ( ( s0 − peakCounter ) <= ( s0 >> 2) ) {
// Vie r t e s V i e r t e l von s0
}
else {
// Dr i t t e s V i e r t e l von s0
}
}
}
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Listing B.3 Um zu verhindern, dass Nahbarneuronen von am Rand liegenden Gewinner-
neuronen auÿerhalb der Karte adaptiert werden, ist in peaksearh.pp eine genaue Abfrage
notwendig
i f ( ( winnerNeuron > 9) && ( ( winnerNeuron % 10) > 0) ) {
// l i n k s oben
}
i f ( winnerNeuron > 9) {
// oben
}
i f ( ( winnerNeuron > 9) && ( ( winnerNeuron % 10) < 9) ) {
// r e h t s oben
}
i f ( ( winnerNeuron % 10) < 9) {
// r e h t s
}
i f ( ( winnerNeuron < 90) && ( ( winnerNeuron % 10) < 9) ) {
// r e h t s unten
}
i f ( winnerNeuron < 90) {
// unten
}
i f ( ( winnerNeuron < 90) && ( ( winnerNeuron % 10) > 0) ) {
// l i n k s unten
}
i f ( ( winnerNeuron % 10) > 0) {
// l i n k s
}
Listing B.4 Die Berehnung der Adaptionsshritte in peaksearh.pp am Beispiel des
Gewinnerneurons im ersten Viertel von s0
mapMaxVal [ winnerNeuron ℄
= mapMaxVal [ winnerNeuron ℄ + ( ( ( ( s_int <20>)(peakMaxValue
− mapMaxVal [ winnerNeuron℄)<<10) ∗ eta1 ) >> 20 ) ;
mapBaseWidth [ winnerNeuron ℄
= mapBaseWidth [ winnerNeuron ℄ + ( ( ( ( s_int <20>)((peakBaseWidth ∗4)
− mapBaseWidth [ winnerNeuron ℄ ) << 10) ∗ eta1 ) >> 20 ) ;
mapArea [ winnerNeuron ℄
= mapArea [ winnerNeuron ℄ + ( ( ( ( s_int <23>)(( s_int <13>)((peakArea
− ( ( ( s_int <15>)(mapArea [ winnerNeuron ℄ ) ) << 2) ) >> 2) ) << 10)
∗ eta1 ) >> 20 ) ;
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