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INTRODUÇÃO 
 
 
O problema de otimização global , isto é , encontrar o máximo ou mínimo global 
de uma função, aparece em muitas situações práticas na economia, estatística e 
ciências da engenharia. Apesar de sua clara importância e dos esforços de pesquisas 
realizados, a situação dos algoritmos determinísticos para resolver problemas de 
otimização global, tem sido insatisfatória. A situação é satisfatória para funções 
relativamente simples quando a função (derivada) é diferenciável e as raízes da 
derivada da função podem ser computadas analiticamente . 
Os processos determinísticos que, em geral, geram seqüências monótonas de 
soluções, encontram vários tipos de problemas: a solução final é fortemente 
dependente do ponto de partida; tendem a ficar presos em ótimos locais; requerem 
propriedades diferenciáveis da função a minimizar e; dependem da estrutura  de seu 
domínio.  
Os processos de busca aleatória tentam evitar estes problemas por um processo 
de aleatorização, realizando uma busca global no domínio da função e/ou relaxando 
transitoriamente a optimalidade. Dentre os métodos de otimização aleatória, 
destacamos o algoritmo simulated annealing, nome devido a sua similitude com um 
processo físico chamado recozimento, usado para remover defeitos de metais e cristais. 
Algoritmos simulated annealing têm sido cada vez mais estudados, sobretudo do 
ponto de vista matemático, motivado pela sua boa performance para encontrar mínimos 
globais, evidenciada por simulações computacionais. Ainda existem questões 
fundamentais a serem pesquisadas tais como a rapidez de convergência do algoritmo. 
Acreditamos que a análise do algoritmo simulated annealing é uma boa maneira de 
iniciação ao estudo dos métodos de otimização global não deterministicos. 
A Heurística do método simulated annealing encontra-se nos trabalhos de 
Metropolis et al (1953), que propôs um método para computar a distribuição de 
equilíbrio de um conjunto de partículas expostas a altas temperaturas, usando uma 
simulação computacional. Os primeiros autores que conectaram os métodos de 
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Metropolis et al (1953) com problemas de otimização foram Kirkpatrick et al (1983), 
dando assim origem aos algoritmos tipo simulated annealing.   
O primeiro estudo rigoroso deste algoritmo no contexto de cadeias de Markov 
não – homogêneas pode ser encontrado em Gibas (1986). Condições necessárias e 
suficientes para a convergência do algoritmo em problemas de otimização discreta, 
foram apresentadas por Hajek (1988). Anily e Federgruen (1987) estudam estes 
algoritmos para probabilidades de aceitação gerais e Cruz e Dorea (1998) apresentam 
condições simples para a convergência do algoritmo que generalizam os resultados de 
Anily e Federgruen . 
Ainda em relação à bibliografia básica destacamos os trabalhos de Dekkers & 
Aarts (1991) e Bélisle (1992) que mostram a convergência destes algoritmos quando a 
probabilidade de aceitação é exponencial e a função objetiva f é uniformemente 
contínua. A  abordagem de Bélisle (1992) é direta, sem fazer uso da teoria de cadeia de 
Markov,  sendo este um dos poucos trabalhos deste tipo, merecendo por isto uma 
atenção especial. Em Dorea, Cruz e Baigorri (1999) podemos encontrar condições 
suficientes para a convergência quando a hipótese de continuidade uniforme não é 
assumida. 
Em relação à bibliografia básica em cadeia de Markov citamos o texto de 
Isaacson and Madsen (1976) e a tese de doutorado de Cruz (1998). O texto de 
Isaacson and Madsen constitui um dos poucos sobre cadeias de Markov não-
homogêneas. Neste se encontra um bom resumo dos resultados teóricos mais 
relevantes, contendo também muitas referências de artigos de pesquisa.  
 
METODOLOGIA 
 
O estudo começou com uma revisão de conceitos básicos sobre matrizes 
estocásticas. Foram assim revisados os conceitos de matriz estocástica, matriz 
irredutível, matriz aperiódica, entre outros. Na continuação,  foram sumariados e 
adaptados resultados sobre a convergência de produtos de matrizes estocásticas. Foi 
notado que o algoritmo simulated annealing  tem associado uma cadeia de markov não-
homogênea, e a convergência do algoritmo foi estabelecida através da convergência da 
cadeia associada. 
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CAPÍTULO 1 
 
 
CONVERGÊNCIA DE MATRIZES ESTOCÁSTICAS 
 
  
Para um melhor entendimento deste trabalho, precisamos destacar algumas 
definições e conceitos iniciais, o que faremos a seguir. 
 
1.1 Matriz Estocástica 
 
Matriz Estocástica: É uma matriz quadrada com entradas maiores ou iguais a zero (o) 
na qual a soma de cada linha é igual a 1. Suas linhas são uma probabilidade. Assim     
P = ( )ijP  é matriz estocástica se: 
  i)   10 ≤≤ ijP
  ii)  ∑  ∀  i . 
≥
=
1
,1
j
ijP
  
Exemplos de matrizes estocásticas: 
 
P =       P = ⎟⎟⎠
⎞
⎜⎜⎝
⎛
10
01
⎟⎟
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎝
⎛
2
1
4
1
4
1
2
1
2
10
0
3
2
3
1
  P = 
⎟⎟
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎜
⎝
⎛
5
1
5
1
5
2
5
1
0
3
2
3
10
0001
00
2
1
2
1
 
 
As matrizes estocásticas estão associadas com processos estocásticos 
chamados cadeias de Markov.  
Formalmente, uma cadeia de Markov é uma seqüência  de 
variáveis aleatórias tomando valores num conjunto S satisfazendo a propriedade: 
,...,...,, 21 nXXX
P( = J / =  , =  ,  = )  = 1+nX nX ni 1−nX 1−ni 0X 0i
P( = J / = ) ,  J ,  1+nX nX ni ∀ niii ,...,, 21 ∈  S. 
A propriedade acima é chamada propriedade Markoviana e pode ser verbalizada 
como: 
 5
 
  
“Para se fazer a previsão do futuro de um processo, basta 
conhecermos o seu presente, não importando o seu 
passado” 
  
Dada uma cadeia de Markov, tomando valores em S  podemos associar uma 
seqüência de matrizes estocásticas  definidas como a seguir: ,...,...,, 21 nPPP
  )),(( jiPP nn =
onde 
  = ),( jiPn )/( 1 iXJXP nn ==+  
Se todas as matrizes  são iguais a cadeia é chamada cadeia homogênea, 
caso contrário, chama-se cadeia não homogênea. 
nP
Se  = )/( 1 iXJXP nn ==+ )/( 1 iXJXP mm ==+  ∀  n , m anotamos simplesmente  
e falamos em cadeia homogênea. 
ijP
Logo, se é uma cadeia homogênea, teremos somente uma matriz 
estocástica associada. No caso não homogênea, teremos uma seqüência de matrizes 
estocásticas associadas com a cadeia, que serão chamadas de matrizes de transição 
da cadeia. 
,..., 21 XX
Vejamos exemplos de matrizes estocásticas e sua representação por digrafos 
=1P  
⎥⎥
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎢⎢
⎣
⎡
1
100
5
1
5
3
5
1
0
4
2
2
1
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2 
1
3 
 
 
 
 
  
 =2P
⎥⎥
⎥⎥
⎦
⎤
⎢⎢
⎢⎢
⎣
⎡
XXXX
XXX
XX
XX
0
00
00
 
1 2 
3 4  
 
 
 
 
 
Propriedade 1.1: Se P e Q são matrizes estocásticas n x n , então PQ também 
é matriz estocástica. 
 
 
Corolário1.2: Se P é matriz estocástica, então nP  também é matriz estocástica 
para qualquer número natural n. 
 
 
  
1.2 Matriz Irredutível e Matriz Aperiódica 
 
Os conceitos matriz irredutível e matriz aperiódica apresentados a seguir serão 
necessários na obtenção de resultados assintóticos sobre produto de matrizes 
estocásticas. 
 
Matriz Irredutível: Uma matriz estocástica ( )jiPP ,=  é chamada irredutível se para 
qualquer i , j existe um número natural n = n(i,j) tal que  , isto é, a entrada i , j na 
matriz 
0, >njiP
nP  é maior que zero. 
 
Vejamos um exemplo: 
 
Seja  ⎟⎟⎠
⎞
⎜⎜⎝
⎛=
01
10
P
 
Note que 2P  =     assim, ⎟⎟⎠
⎞
⎜⎜⎝
⎛=⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛
10
01
01
10
.
01
10
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011 )2,1( >=p  ;  ;  ; ,logo a 
matriz P è  irredutível. 
011 )1,2( >=p 012 )1,1( >=p 012 )2,2( >=p
 
  
 
 
Vejamos outro exemplo: 
 
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
=
001
3/23/10
010
P  
 
Note que 2P  =   e        
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
010
9/29/13/2
3/23/10
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
=
3/23/10
27/227/199/2
9/29/13/2
3P
 
Assim para todo par (i,j) existe um natural n tal que ,logo P è matriz irredutível.  0, >njiP
 
 
 
 
 A verificação da irredutibilidade de uma matriz pode ser analisada de maneira 
gráfica como veremos a seguir. 
Consideremos novamente a matriz  a qual tem associada o seguinte 
digrafo: 
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
=
001
3/23/10
010
P
 
 
1  
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1/3 
  3 
1 
2/3 
  2 
  1 
 
 
  
 
 
 
 
 
 
 
 
 
  
 
 
 
  
 Note que para qualquer par de estado (i,j) existe um caminho seguindo a 
orientação do digrafo, por exemplo se começamos do estado 1 temos um caminho de 
comprimento 2 para chegarmos ao estado 3, a saber o caminho que vai de 1 a 2 e de    
2 a 3. 
 Observe também que  ;  porém 
 ,o que mostra que a  verificação da irredutibilidade de uma matriz  
pode envolver  o calculo de varias potências desta. 
01 )3,3( =P 02 )3,3( =P
03/23 )3,3( >=P
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Surge o seguinte questionamento: Considere a situação no qual o calculo das n 
primeiras potências  de uma matriz  obtemos zero numa entrada  
fixa ( , então podemos concluir que  para qualquer número natural k ? 
nPPPP ,...,,, 321 )(nxnP
00 , ji 0),( 00 =K jip
  
A seguinte proposição responde o questionamento acima. 
  
Proposição1.3:  Seja P uma matriz estocástica de ordem n x n tal que  
0),( 00 =jip  ;  ;  ...  02 ),( 00 =jip 03 ),( 00 =jip 0),( 00 =n jip
  
 então    para todo número natural m. 0),( 00 =m jip
 
 A demonstração do resultado acima utiliza o seguinte lema: 
 
  
 
Lema1.4: Seja P uma matriz estocástica n x n tal que . Então existem 
índices  tais que: 
0),( 00 >K jip
021 ,,...,, jiii k
 .O reciproco também è verdadeiro. ( ) ( ) ( ) 0... 02110 ,...,, >jiiiii kPPP
 
 A seqüência de índices  é chamada de caminho  de 
comprimento k unindo  com . Este caminho e denotado por  
. 
021 ,,...,, jiii k
0i 0j
0321 ... jiiii k →→→→→
 
 
Demonstração : 
 
 
 O resultado segue-se diretamente da definição de multiplicação de matrizes. 
Consideremos o caso k = 3 , isto é, suponhamos 
 
   logo 03 ),( 00 >jiP
   
 
  
                            ∑
=
>
n
k
jkki PP
1
2
),(),( 0. 00
portanto existe um i1 tal que  
   
    logo      e     0. 2 ),(),( 0110 >jiii PP 0),( 10 >iiP 02 ),( 01 >jiP
 
 De maneira similar,  implica que existe i2 tal que  02 ),( 01 >jiP
 
      e     assim temos  ,o que finaliza 
a prova. 
0),( 21 >iiP 0),( 02 >jiP 0.. ),(),(),( 022110 >jiiiii PPP
 
  
O conceito de ciclo será utilizado na demonstração da proposição1.3. 
Um caminho  é chamado um ciclo se i0 = j0 . 010 ... jiii →→→→
. 
 
Demonstração da Proposição 1.3: 
 
 
 Mostremos que . Suponhamos por absurdo que , segue-se do 
lema1.4 a existência  de um caminho  de i0 para j0 , assim 
 , como i0 , i1 , ... , in+1 
01 ),( 00 =+n jiP 01 ),( 00 >+n jiP
01321 ... jiiii n →→→→→ +
0... ),(...),(),( 012110 >+ jiiiii nPPP { }n,...,2,1∈  concluímos que os índices          
i0 , i1 , ... , in+1 , j0, não podem ser todos distintos, logo deve existir um ciclo                 
ir , ir+1 , ... , ir+s = ir que faz parte do caminho  ( i0 , i1 , ... , ir , ... , ir+s ir+s+1 , ... , j0 )unindo 
i0 , j0 .Retirando o ciclo ir , ir+1 , ... , ir+s obtemos o caminho (i0 , i1 , ... , ir-1 , ir+s+1 , ... , j0 ) 
unindo i0 com j0 de comprimento menor que  n+1,utilizando novamente o lema 1.4 
,obtemos uma  contradição com a hipótese  se i 0),( 00 =i jiP { }n,...,2,1∈  . 
 
 
 
Matriz Aperiódica: É uma matriz estocástica P de ordem n x n tal que:     
mdc { n ∈ N* /  } = 1 para todo índice i 0, >niiP ∈ { 1,2,...,n },onde mdc denota o máximo 
comum divisor. 
  
 Os exemplos a seguir, esclareceram o conceito de matriz aperiódica. 
 
 a) Seja   ⎟⎟⎠
⎞
⎜⎜⎝
⎛=
2/12/1
01
P
 
 verifiquemos para i = 1 temos: 
 
  ,   ,  ,     011 )1,1( >=P 012 )1,1( >=P 01)1,1( >=nP
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Assim, mdc { n ∈ N* /  } = mdc { 1,2,3,... } = 1 .De maneira similar  
mostra-se que mdc { n 
0, >niiP
∈  N* /  } = 1 para os outros valores de i. 0, >niiP
 
 
 b) Seja   
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜
⎝
⎛
=
0001
2/1002/1
0100
0010
P
 
para i = 1 temos: 
 
  ,  , 01 )1,1( =P 02 )1,1( =P 2
13
)1,1( =P  , 2
14
)1,1( =P  
 ... 
05 )1,1( =P
 
logo, mdc { n ∈ N* /  } = mdc { 3,4... } = mdc { 3,4 } = 1 .  0, >niiP
 
 
Para determinar se uma matriz é aperiódica, temos que calcular o mdc 
associado a todos os estados. Faremos então a verificação para os estados 2 , 3 e 4 da 
matriz P . 
 
para i = 2 
mdc { n ∈ N* /  } = mdc { 3,4 } = 1  02,2 >nP
para i = 3 
mdc { n ∈ N* /  } = mdc { 3,4 } = 1 03,3 >nP
 
para i = 4 
mdc { n ∈ N* /  } = mdc { 4,11 } = 1 04,4 >nP
 
 Assim,  mdc { n ∈ N* /  } = 1 para todo i 0, >niiP ∈ { 1,2,3,4 }. 
 
 Apresentamos a seguir uma matriz que não é aperiódica. 
 Seja P uma matriz estocástica de ordem 9 x 9 com a seguinte representação de 
digrafos: 
 
 
 11
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1 
 1 
4 
1 
3 
1 
2 8 1 9 
1 1 
7 
1 
6 1 
1/2 
5 
1/2 
 
 
 0
6
16
)1,1( >=P   ;  06
14
)1,1( >=P  
mdc { n ∈ N* /  } = mdc { 6,4,8,10,12,......... } = 2. 01,1 >nP
logo a matriz P não é aperiódica. 
 
 O exemplo acima mostra uma matriz com “ciclos” ,a qual não é aperiódica; uma 
conjectura ingênua seria  pensar que uma matriz com ciclos não  é aperiódica. O 
exemplo a seguir esclarece essa conjectura. 
 
 
 Consideremos a matriz P com a representação por digrafos 
 
 
 
 
 1  4 
3 
2 
 
 
 
 
 
 
 
 
  
 
 Note que  
     e   03 )1,1( >P 02 )1,1( >P
 
para i = 1 
mdc { n ∈ N* /  } = mdc { 2,3,5 ,....} = 1  01,1 >nP
para i = 2 
mdc { n ∈ N* /  } = mdc { 3,5,.... } = 1 . 02,2 >nP
para i = 3 
mdc { n ∈ N* /  } = mdc { 3,5,.... } = 1 03,3 >nP
 
para i = 4 
mdc { n ∈ N* /  } = mdc { 2,5,.... } = 1 04,4 >nP
 
 Assim,  mdc { n ∈ N* /  } = 1 para todo i 0, >niiP ∈ { 1,2,3,4 }.Logo a matriz P é  
aperiódica. 
 
 O exemplo acima é significativo, pois é comum verbalizar matriz aperiódica 
dizendo que ela não possui ciclos. Essa verbalização não é correta. 
 
1.3 Resultados Assintóticos sobre Produto de Matrizes Estocásticas 
 
Os resultados  a seguir serão fundamentais  no estudo assintotico  do algoritmo 
Simulated Annealing. Fixemos algumas definições. Uma matriz estocástica P  é 
chamada  constante se todas as linhas são iguais. Uma  matriz  estocástica P  que 
converge para uma matriz constante é  chamada ergodica. 
 
Teorema 1.5: Se P é matriz estocástica n x n irredutível e aperiódica, então: 
 
 i)   para todo i , j j
k
jik
P π=∞→ ),(lim ∈ { 1,2,...,n } 
 
 13
 
  
 ii) 0≥jπ    e    ∑
=
=
n
j
j
1
1π
O próximo resultado mostra como pode ser encontrado o limite de uma matriz 
ergodica. 
 
 
Teorema 1.6: Seja P é matriz ergodica tal que QP
k
=∞→lim  , então Q é a única matriz 
constante satisfazendo a condição Q = QP. 
 
 
 O teorema 1.5 pode ser reformulado num contexto mais geral, o que facilita sua 
aplicabilidade; 
 
Teorema 1.7: Considere uma matriz estocástica P de ordem n com a decomposição 
  onde P1 é matriz n1 x n1 e T é matriz n2 x n2. Suponha também: ⎟⎟⎠
⎞
⎜⎜⎝
⎛=
TQ
P
P
01
 
i) P1 é irredutível e aperiódica. 
 
ii)   para todo i ∑∞
=
∞<
1
),(
k
k
iiP ∈ c2 , onde c2 = { n1+1, n1+2, ... , n1+n2 } . 
 
 
então a matriz P é ergodica, mais ainda: 
 
  
    jπ   se j ∈ { 1,2,...,n1 } 
=∞→
k
jik
P ),(lim  
0 se j  ∈  c2 
 
A condição  ii)  aparentemente artificial possui uma interessante interpretação 
em termos de probabilidade de retorno ao estado i. De fato, ∑ ∞=k iiP ),(  se e somente 
se a probabilidade de retorno ao estado i é um. 
Essa condição pode ser de difícil verificação, o que nos leva a desenvolver e 
demonstrar o lema a seguir: 
 
 
Lema1.8: No teorema 1.7 podemos substituir a hipótese ii)  pela condição  ii*) 
 
     > 0  se i ∈ c2 , j  ∈  c1 
ii*)  =),( jiP
0 se i  ∈   c1 , j  ∈   c2 
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onde  c1 = { 1,2,...,n1 }  e c2 = { n1+1, ... , n1+n2 } 
 Resulta claro que a condição  ii*) é de mais fácil verificação que ii). 
 
Demonstração: 
Como P é matriz estocástica ∑ ∑
∈ ∈
=+=
1 2
1
1),(),(
ck ck
kikiic PPP . 
 Se i ∈ c2 então por hipóteses  ii)* segue-se que  
   ,  com 1),(
1
1
α== ∑
∈ck
kiic PP 10 1 ≤< α  
 Assim  
   para todo  i 1),(
1
1
α== ∑
∈ck
kiic PP ∈ c2 
 e 
  ,  1),( 1
2
2
α−== ∑
∈ck
kiic PP 110 1 <−≤ α  (*). 
  
 Seja 
  , para todo i ∑
=
=
n
k
kckiic PPP
1
),(
2
22
∈ c2 ,logo 
   
  ∑ ∑
∈ ∈
+=
1 2
222 ),(),(
2
ck ck
kckikckiic PPPPP    
  =   (pois ∑
∈ 2
2),(
ck
kcki PP 02 =kcP  se k ∈ c1) 
  =  (usando (*)) ∑
∈
−
2
),(1 )1(
ck
kiPα
  = 
2
)1( 1 icPα−  
  =  (usando (*)) 21 )1( α−
 Logo 
    para todo  i 21
2 )1(
2
α−=icP ∈ c2. 
 De maneira similar, mostra-se que: 
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  , para todo i ∑
=
−==
n
k
kckiic PPP
1
3
1
2
),(
3 )1(.
22
α ∈ c2. 
 Em geral temos  
  , para todo i ∑
=
++ −==
n
k
mm
icki
m
ic PPP
1
1
1),(
1 )1(
22
α ∈ c2. 
 Como 
   11),( 2
++ ≤ micmii PP
 concluímos que 
  . 11
1
),( )1(
++ −≤ mmiiP α
 Por último, a convergência da série geométrica   (∑∞
=
−
1
1 )1(
m
mα 11 1 <−α ), garante 
a convergência da série , para todo i ∑∞
=1
),(
m
m
iiP ∈ c2, o que finaliza a demonstração. 
O resultado a seguir é um dos resultados mais importantes sobre produto de 
matrizes estocásticas, o qual será fundamental para estabelecer a convergência do 
algoritmo Simulated Annealing. 
 
 
Teorema 1.9: Suponha uma seqüência de matrizes estocásticas P(1),P(2),P(3)...  
tais que o  PPnn =∞→ )(lim  , com P matriz ergodica, então: 
QPPP nn =∞→ )(...)2()1( ...lim  onde  
n
n
PQ ∞→= lim
  
 
 Apresentemos uma aplicação didática do teorema 4. 
Exemplo: 
Seja (P(n)) a seqüência de matrizes definida por: 
  
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎝
⎛ +−
=
3
2
3
1
sen
4
3cos
4
1
n
n
n
n
Pn   logo 
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  PPnn =⎟⎟⎠
⎞
⎜⎜⎝
⎛=
∞→ 3/23/1
4/34/1
lim
 
 
segue-se do teorema 1.5 que P é matriz ergodica, assim existe o  onde Q é 
matriz constante e Q = QP, ou seja: 
QPn
n
=∞→lim
  
  e x + y = 1 ; x, y > 0 ( ) ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛=
3/23/1
4/34/1
yxyx
  
resolvendo: 
   
⎪⎩
⎪⎨
⎧
=+
+=
1
44
yx
yxx
   
encontramos x=¼ e y=¾ 
do Teorema 1.8 concluímos que o produto de matrizes P(1).P(2).....P(n) converge para a 
matriz constante    
                                ¼    ¾   
.                                ¼    ¾     
      
 
A demonstração dos teoremas 1.5,1.6,1.7 e 1.9 podem ser encontradas em 
Isaacson, D and Madsen, Markov chains, Wiley, new York, (1975).O Lema lema 1.8 é 
de nossa autoria. 
.  
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CAPÍTULO 2 
 
 
O ALGORITMO SIMULATED ANNEALING 
 
  
2.1 INTRODUÇÃO 
 
Dada uma função  considere o problema de se estimar o mínimo 
global de f, isto é, min { f(i) / i ∈ S }. 
RSf →:
Uma abordagem aleatória bastante conhecida é o algoritmo Simulated 
Annealing, o qual gera uma seqüência x1,x2,...,xn,... de soluções as quais, 
eventualmente, identificam o mínimo global da função f. A principal virtude deste 
algoritmo é evitar os mínimos locais da função. Como veremos a seguir, a dinâmica do 
algoritmo é Markoviana, isto é, dados os valores x1,x2,...,xn geradas pelo algoritmo, o 
próximo valor xn+1 é independente dos valores x1,x2,...,xn. é justamente esta perda de 
memória que  convida a utilizar a teoria das Cadeias de Markov no estudo assintótico 
do algoritmo. 
Entre as principais questões associadas ao algoritmo destacamos: 
    i) Existe independência assintótica da solução inicial xi ? 
ii) A seqüência de valores x1,x2,...,xn,... gerada pelo algoritmo,  
converge para Sm = { x ∈ S / x ponto de mínimo de f } ? 
 Formularemos com mais precisão os questionamentos  i)  e  ii). Se x1,x2,...,xn é a 
seqüência de variáveis aleatórias associadas com o algoritmo, então  i)  é equivalente 
a: 
   ))()((lim 2111 jxixjxixP nnn ==−==∞→ = 0 
para todo i, j1, j2 em S. A condição  ii)  é equivalente a: 
 existe um vetor probabilidade ),...,,( 21 nππππ =  tal que: 
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  inn jxixP π===∞→ )(lim 1  para todo i ∈ S. 
 
 
2.2   Dinâmica do Algoritmo 
 
A formulação do algoritmo implica a escolha de uma matriz estocástica 
 e funções chamadas probabilidades de aceitação an. A matriz Q gera 
candidatos a solução do problema min { f(i) / i 
)( ),( jiQQ =
∈ S } 
Se por exemplo, considerarmos  então todos os pontos 
de S = { 1,2,...,n } possuem a mesma chance de ser escolhidos. Esta escolha de Q é 
razoável se não temos informações adicional sobre o conjunto Sm = { i ∈ S / i ponto de 
mínimo } . 
⎟⎟
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜⎜
⎜
⎝
⎛
=
nn
nnn
Q
/1..../1
:
:
/1.../1/1
 
A Dinâmica do Algoritmo é: 
 
Etapa1. Escolha-se uma solução aleatória Sx ∈1 . 
Etapa K+1. Se  é a solução da etapa k, gera-se um novo candidato  com 
probabilidade 
kx 1+KY
)/( 1 iXjYPQ kkij === +  
e toma-se 
1+kY   com probabilidade  )/( 11 kkk XYa ++
=+1kX                                                                                   . 
kX   com probabilidade 1 -  )/( 11 kkk XYa ++
 
Note que a seqüência de soluções X1, X2, ...  geradas pelo algoritmo é uma 
cadeia de Markov uma vez que Xk+1 é determinado pelo conhecimento de Xk , Yk+1, não 
sendo necessário o conhecimento dos valores anteriores X1, X2, ... , Xk-1. 
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As matrizes estocásticas associadas P1, P2, ... , Pn, ... são dadas por: 
 
 
 
 
)/(. ijaQ nij        se i≠ j 
=),( jinP                                                         . 
1 - ∑
≠ik
ik nP )(       se i = j 
 
observe que as matrizes P1, P2, ... , Pn, ... são distintas, pois as probabilidades de 
aceitação mudam a cada iteração do algoritmo.  
 
 
2.3  Convergência do Algoritmo 
 
Para estabelecer a convergência utilizaremos os resultados assintóticos sobre 
produto de matrizes estocásticas do capítulo 1. 
Suponhamos as seguintes hipóteses sobre a matriz Q e sobre as probabilidades 
de aceitação: 
 
i) Q = (Q(i,j)) tal que Q(i,j)>0 para todo i , j em S 
 
ii)         1   se f(j) ≤  f(i) 
=∞→ )/(lim ijakk                                                             . 
0 se f(j) > f(i) 
 
a) Vejamos que a seqüência de matrizes P1, P2, ..., Pn,... associadas ao 
algoritmo, convergem para uma matriz ergodica. 
 
 Por hipóteses a seqüência na é convergente, o que implica a existência do limite: 
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( )
),(
),(
),( 1limlim ji
ik
ji
nij
njin
PjiP
jiijaQ
P
n
n
=
⎪⎩
⎪⎨
⎧
=−
≠
= ∑
=
∞→∞→  
 Mostremos a ergodicidade da matriz  P = (P(i,j))  utilizando o lema 1.8. 
 Segue-se diretamente das hipóteses  i)  e  ii)  que: 
  P(i,j) = 0  se i ∈ Sm  e  j ∉ Sm , onde Sm = { min)(/ flfSl =∈  } e  
 { }Sllff ∈= /)(minmin
     
      
  P(i,j) = Qij > 0 se j ∈ Sm  e  j ≠  i 
  P(i,i) = 1 - ∑  se  i 
≠
>=
il
iiil QQ 0 ∈ Sm . 
 Temos assim as hipótese do lema1.8, o que mostra que a matriz P = (P(i,j)) é 
ergodica e: 
   para todo  j 0lim ),( >=∞→ j
n
jin
P π ∈ Sm  e todo  i ∈ S 
   para todo  j 0lim ),( =∞→
n
jin
P ∉ Sm. 
  
 b) O Teorema 1.9 garante a convergência do produto de matrizes P(1)P(2)...P(n) , 
mais ainda: 
   
⎩⎨
⎧
∉
∈>=∞→
m
mj
jinn Sjse
Sjse
PPP
0
0
)...(lim ),()()2()1(
π
  
Ou seja, temos a convergência da seqüência  x1,x2,...  para Sm. Também segue-
se a independência da primeira escolha  x1 = i. 
 
 
 
 
observe que as matrizes P(1), P(2), ... são distintas, pois as probabilidades de aceitação 
mudam a cada iteração do algoritmo.  
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  CONCLUSÕES E COSIDERAÇOES FINAIS  
 
Neste trabalho foi analisada a matemática do algoritmo, isto é, a fundamentação 
teórica que garante a convergência e independência assintotica do algoritmo. A 
convergência do algoritmo foi estudada utilizando a teoria das Cadeias de Markov não – 
homogêneas. 
Como resultado desta pesquisa destacamos,1 Foi mostrada  com detalhe a 
convergência  e independência assintótica do algoritmo Simulated Annealing, 2 Alguns 
resultados teóricos sobre produtos de matrizes estocásticas foram reformulados para 
facilitar sua utilização no estudo do algoritmo, entre os quais destacamos um critério 
para testar a irredutibilidade de uma matriz(Proposiçao1.3), também foi reformulado um 
resultado que garante a ergodiciadade de uma matriz estocástica(Lema1.8)  
A teoria  de Cadeias de Marvov não homogêneas mostrou ser um instrumento 
adequado ao estudo assintótico do algoritmo. Acreditamos que adaptações ou 
refinamentos desta teoria poderão contribuir na abordagem de questões ainda não 
fechadas, como a rapidez de convergência deste popular algoritmo. 
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