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DECOMPOSITIONS OF PREDUALS OF JBW AND JBW∗
ALGEBRAS
MARTIN BOHATA, JAN HAMHALTER AND ONDRˇEJ F.K. KALENDA
Abstract. We prove that the predual of any JBW∗-algebra is a complex 1-
Plichko space and the predual of any JBW-algebra is a real 1-Plichko space.
I.e., any such space has a countably 1-norming Markushevich basis, or, equiv-
alently, a commutative 1-projectional skeleton. This extends recent results of
the authors who proved the same for preduals of von Neumann algebras and
their self-adjoint parts. However, the more general setting of Jordan algebras
turned to be much more complicated. We use in the proof a set-theoretical
method of elementary submodels. As a byproduct we obtain a result on amal-
gamation of projectional skeletons.
1. Introduction and main results
The aim of the present paper is to show that the predual of any JBW -algebra is
1-Plichko (i.e., it has a countably 1-norming Markushevich basis or, equivalently, it
admits a commutative 1-projectional skeleton) and the same holds also for preduals
of JBW ∗-algebras. This extends previous results of the authors who showed in [4]
the same statements on preduals of von Neumann algebras and their self-adjoint
parts. JBW ∗-algebras can be viewed as a generalization of von Neumann algebras,
this class was introduced and studied in [10]; a JBW -algebra can be represented
as the self-adjoint part of a JBW ∗-algebra (see [10]). Precise definitions and a
necessary background on these algebras is given in Section 2 below.
1-Plichko spaces form one of the largest classes of Banach spaces which admit a
reasonable decomposition to separable pieces. This class and some related classes
of Banach spaces together with the associated classes of compact spaces were thor-
oughly studied for example in [22, 23, 15]. The class of 1-Plichko spaces can be
viewed as a common roof of previously studied classes of weakly compactly gener-
ated spaces [2], weaklyK-analytic Banach spaces [21], weakly countably determined
(Vasˇa´k) spaces [24, 20] and weakly Lindelo¨f determined spaces [3]. Examples of 1-
Plichko spaces include L1 spaces, order continuous Banach lattices, spaces C(G)
for a compact abelian group G [16]; preduals of von Neumann algebras and their
self-adjoint parts [4].
Let us continue by defining 1-Plichko spaces and some related classes. We will
do it using the notion of a projectional skeleton introduced in [18]. If X is a
Banach space, a projectional skeleton on X is an indexed system of bounded linear
projections (Pλ)λ∈Λ where Λ is an up-directed set such that the following conditions
are satisfied:
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(i) supλ∈Λ ‖Pλ‖ <∞,
(ii) PλX is separable for each λ,
(iii) PλPµ = PµPλ = Pλ whenever λ ≤ µ,
(iv) if (λn) is an increasing sequence in Λ, it has a supremum λ ∈ Λ and
Pλ[X ] =
⋃
n Pλn [X ],
(v) X =
⋃
λ∈Λ Pλ[X ].
The subspace D =
⋃
λ∈Λ P
∗
λ [X
∗] is called the subspace induced by the skeleton. If
‖Pλ‖ = 1 for each λ ∈ Λ, the family (Pλ)λ∈Λ is said to be 1-projectional skeleton.
The skeleton (Pλ)λ∈Λ is said to be commutative if PλPµ = PµPλ for any λ, µ ∈ Λ. A
Banach space having a commutative (1-)projectional skeleton is called (1-)Plichko.
This is not the original definition used in [15, 16] which says that X is (1-)Plichko
if X∗ admits a (1-)norming Σ-subspace. Let us recall that a subspace D ⊂ X∗ is
r-norming (r ≥ 0) if the formula
|x| = sup{|x∗(x)| : x∗ ∈ D, ‖x∗‖ ≤ 1}
defines an equivalent norm on X for which ‖ · ‖ ≤ r| · |.
Further, a subspace D ⊂ X∗ is a Σ-subspace of X∗ if there is a linearly dense
set M ⊂ X such that
D = {x∗ ∈ X∗ : {m ∈M : x∗(m) 6= 0} is countable}.
It follows from [18, Proposition 21 and Theorem 27] that a norming subspace of
X∗ is a Σ-subspace of X∗ if and only if it is induced by a commutative projectional
skeleton, therefore our definitions are equivalent to the original ones.
Finally, recall that a Banach spaceX is called weakly Lindelo¨f determined (shortly
WLD) if X∗ is a Σ-subspace of itself or, equivalently, if X∗ is induced by a com-
mutative projectional skeleton in X .
Now we can formulate our main results. The following theorem extends [4,
Theorems 1.1 and 1.4] to the more general setting of Jordan algebras. Precise
definitions of the respective algebras are in the following section.
Theorem 1.1.
• Let M be any JBW ∗-algebra. Its predual M∗ is a (complex) 1-Plichko
space. Moreover, M∗ is WLD if and only if M is σ-finite. In this case it
is even weakly compactly generated.
• Let M be any JBW -algebra. Its predual M∗ is a (real) 1-Plichko space.
Moreover, M∗ is WLD if and only if M is σ-finite. In this case it is even
weakly compactly generated.
As a corollary we get the following extension of a result of U. Haagerup [13,
Theorem IX.1] on preduals of von Neumann algebras. It follows immediately from
Theorem 1.1 and the definition of projectional skeletons. A Banach space X is
said to have separable complementation property if each countable subset of X is
contained in some separable complemented subspace of X .
Corollary 1.2.
• The predual of any JBW ∗-algebra enjoys the separable complementation
property.
• The predual of any JBW -algebra enjoys the separable complementation
property.
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Since the bidual of any JB-algebra is a JBW -algebra and the bidual of any
JB∗-algebra is a JBW ∗-algebra, the following result follows.
Corollary 1.3.
• The dual of any JB∗-algebra is a (complex) 1-Plichko space.
• The dual of any JB-algebra is a (real) 1-Plichko space.
The rest of the paper is devoted to the proof of Theorem 1.1. The proof uses
some ideas from [4] but is much more involved. As a byproduct we obtain the
following theorem which seems to be of an independent interest.
Theorem 1.4. Let X be a (real or complex) Banach space. Suppose that there
is an indexed family (Rλ)λ∈Λ of linear projections on X such that the following
assertions are satisfied.
(i) supλ∈Λ ‖Rλ‖ <∞.
(ii) Rλ[X ] is WLD for each λ ∈ Λ.
(iii) If λ, µ ∈ Λ are such that λ ≤ µ, then RλRµ = RµRλ = Rλ.
(iv) If λ1 ≤ λ2 ≤ . . . are in Λ, then λ = supn λn exists in Λ and, moreover
Rλ[X ] =
⋃
nRλn [X ].
(v) X =
⋃
λ∈ΛRλ[X ].
Then there is a projectional skeleton on X such that the subspace of X∗ induced by
the skeleton equals
⋃
λ∈ΛR
∗
λ[X
∗].
This theorem says, roughly speaking, that if X admits a “projectional skeleton”
from projections whose ranges are just WLD (not necessarily separable), then X
has also a “proper” projectional skeleton inducing the same subspace of the dual.
We do not know whether the same holds for commutative skeletons.
The rest of the paper is organized as follows: In Section 2 we collect some
basic facts on Jordan Banach algebras and their important subclasses. Section 3
is devoted to projections in JBW ∗-algebras. The main purpose of that section
is to prove Propositions 3.8 and 3.9. They are the first step towards a proof of
Theorem 1.1 and roughly say that in the respective preduals there are families of
projections satisfying the assumptions of Theorem 1.4. Section 4 contains a brief
exposition of the method of elementary submodels and several auxiliary results
needed later. In the last section the method of elementary submodels is used to
prove Theorem 1.4 and finally Theorem 1.1.
Our notation is mostly standard. We only point out that for a mapping f we
distinguish f(x) – the value of f at x – and f [A] – the image of the set A under
the mapping f . This distinction is necessary due to the use of set-theoretical tools.
2. Jordan Banach algebras
In this section we collect basic definitions and properties of Jordan algebras
which are needed in the formulations and proofs of our results. We use namely the
books [14, 1, 5] and the paper [10].
A Jordan algebra is a real or complex algebra A = (A ,+, ◦), non-associative in
general, which satisfies moreover the following two axioms:
• x ◦ y = y ◦ x for x, y ∈ A ,
• (x ◦ x) ◦ (x ◦ y) = x ◦ (y ◦ (x ◦ x)) for x, y ∈ A .
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If A = (A ,+, ·) is an associative algebra, the special Jordan product on A is
defined by x ◦ y = 12 (x · y + y · x). Then (A ,+, ◦) is a Jordan algebra. A Jordan
subalgebra of A is a subalgebra of (A ,+, ◦), i.e. a linear subspace of A closed under
the special Jordan product. Any algebra isomorphic to a Jordan subalgebra of an
associative algebra is called a special Jordan algebra. We will use several times the
Shirshov-Cohn theorem [14, Theorem 2.4.14] which says that any Jordan algebra
generated by two elements (and 1 if it is unital) is special.
An important further operation in Jordan algebras is the Jordan triple product
defined by the formula
{xyz} = (x ◦ y) ◦ z + x ◦ (y ◦ z)− (x ◦ z) ◦ y, x, y, z ∈ A .
A Jordan Banach algebra is a real or complex Jordan algebra A equipped with a
complete norm satisfying
‖x ◦ y‖ ≤ ‖x‖ · ‖y‖ for x, y ∈ A .
A JB-algebra is a real Jordan Banach algebra A satisfying moreover the follow-
ing two axioms:
• ‖x2‖ = ‖x‖2 for x ∈ A ,
• ‖x2‖ ≤ ‖x2 + y2‖ for x, y ∈ A .
A JB∗-algebra is a complex Jordan Banach algebra A equipped with an invo-
lution ∗ and satisfying moreover the following two axioms:
• ‖x∗‖ = ‖x‖ for x ∈ A ,
• ‖{xx∗x}‖ = ‖x‖3 for x ∈ A .
An element x in a JB∗-algebra is called self-adjoint if x∗ = x. The self-adjoint
part of a JB∗-algebra is the real subalgebra consisting of all self-adjoint elements.
The Jordan Banach ∗-algebra associated with any C∗-algebra is a JB∗-algebra.
The self-adjoint part of any C∗-algebra equipped with the Jordan product is a
JB-algebra. The following Theorem explains the relationship of JB-algebras and
JB∗-algebras. The first assertion is proved for example in [14, Proposition 3.8.2],
the second one, that is much more complicated, was proved by J.D.M.Wright in
[25, Theorem 2.8] for unital algebras. The non-unital case can be proved using the
procedure of adding a unit, see [14, Theorem 3.3.9].
Theorem 2.1.
• The self-adjoint part of any JB∗-algebra is a JB-algebra.
• Any JB-algebra is isomorphically isometric to the self-adjoint part of a
unique JB∗-algebra.
If A is a JB∗-algebra and x ∈ A is a self-adjoint element, the closed Jordan
subalgebra C(x) generated by x is associative (this follows from [14, Lemma 2.4.5])
and hence it is a commutative C∗-algebra (this easily follows from the axioms).
Therefore, a continuous functional calculus makes sense. An element of a JB∗-
algebra (resp. JB-algebra) is positive if it is of the form x2, where x is a self-
adjoint element. The cone of positive elements induces a partial order on a JB
algebra (resp. self-adjoint part of a JB∗-algebra) in a natural way: x ≤ y if y − x
is positive.
Further, a JBW -algebra is a JB-algebra which is linearly isometric to the dual
of a (real) Banach space, and similarly, a JBW ∗-algebra is a JB∗-algebra which is
linearly isometric to the dual of a (complex) Banach space.
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JBW -algebras are thoroughly studied in [14, Chapter 4]. The definition used
there is different – it is said that a JB-algebra M is a JBW -algebra if it is mono-
tonically complete, i.e., if any bounded increasing net in M admits a least upper
bound in M , and admits a separating set of normal functionals. A bounded linear
functional x∗ on M is called normal if x∗(xα)→ x
∗(x) for each increasing net (xα)
with supremum x. However, it is proved in [14, Theorem 4.4.16] that a JB-algebra
is monotonically complete and has separating set of normal functionals if and only
if it is isometric to a dual space. Hence, the two definitions coincide. Moreover,
the predual is unique and is formed by the normal functionals. Moreover, any
JBW -algebra is unital by [14, Lemma 4.1.17].
Unital JBW ∗-algebras were introduced and studied in [10]. However, the as-
sumption that the algebra has a unit is not restrictive, since any JBW ∗-algebra is
unital. Indeed, it was proved e.g. by Youngson in [26, Corollary 10] that a JB∗-
algebra has a unit exactly when its closed unit ball has an extreme point. Therefore
any dual JB∗-algebra has a unit because its unit ball is weak∗-compact and so it
admits an extreme point.
The relationship of JBW -algebras and JBW ∗-algebras is described in the fol-
lowing lemma. First we recall some definitions. A functional ϕ on a JB∗-algebra
A is called self-adjoint if ϕ(x) = ϕ(x∗) for all x ∈ A. In other words, a functional is
self-adjoint if it takes real values on self-adjoint elements. A functional on a JB∗-
algebra or a JBW algebra is called positive if it takes positive values on positive
elements. A state is a positive norm one functional.
In the rest of this section M will denote a fixed JBW ∗-algebra, M∗ its predual,
Msa the self-adjoint part of M (which is a JBW -algebra) and M∗sa the self-
adjoint part of M∗ (which is identified with the predual of Msa by the following
Lemma 2.2). Further, M+ will denote the positive cone of M . The following lemma
is essentially well known to experts in Jordan Banach algebras and it can be derived
from the results of [10]. But we have not found anywhere explicit formulation and
proof of the assertions (ii) and (iii) which are very useful to easily transfer results
on JBW ∗-algebras to JBW -algebras and vice versa. That’s why we give a proof.
Lemma 2.2. Let M be a JBW ∗-algebra and M∗ be its predual. Moreover, let
Msa denote the self-adjoint part of M and M∗sa denote the self-adjoint part of
M∗. Then the following assertions hold.
(i) Msa is weak
∗-closed in M and hence it is a JBW -algebra.
(ii) The operator φ : M∗sa → (Msa)∗ defined by φ(ω) = ω|Msa is an onto
linear isometry of real Banach spaces.
(iii) The operator ψ : Msa ×Msa → M defined by ψ(x, y) = x+ iy is an onto
real-linear weak∗-to-weak∗ homeomorphism.
Proof. (i) It is proved in [10, Lemma 3.1] that Msa is weak
∗-closed and then it is
deduced in [10, Theorem 3.2] that Msa is a JBW -algebra.
The assertions (ii) and (iii) essentially follow from the proof of [10, Theorem
3.2] using the general duality theory of Banach spaces. Indeed, if X is a complex
Banach space, denote by XR its real version (i.e., the same space considered as a
real space). Then the operator θ1 : M = (M∗)
∗ → ((M∗)R)∗ defined by
θ1(x)(ω) = Rex(ω), x ∈ M , ω ∈ M∗,
is a real-linear isometry and weak∗-to-weak∗ homeomorphism. Hence, in particular,
the dual of (M∗)R is canonically isometric to MR. Since Msa is weak
∗ closed in
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M (by the assertion (i)) and hence also in MR, the predual of Msa is the canonical
quotient of (M∗)R by (Msa)⊥. Denote the canonical quotient mapping by θ2. Then
θ2 can be expressed by the formula
θ2(ω)(x) = Reω(x), ω ∈ M∗, x ∈ Msa,
hence the operator φ defined in the assertion (ii) is the restriction of θ2 to M∗sa.
It follows that φ is a linear isomorphism of real Banach spaces. Finally, it is an
isometry due to [10, Lemma 2.1]. This completes the proof of the assertion (ii).
(iii) It is clear that ψ is a real-linear bijection. To see that it is weak∗-to-weak∗
continuous, it is enough to observe that for any ω ∈ M∗ and x, y ∈ Msa we have
ω(ψ(x, y)) = ω(x) + iω(y) = Reω(x) + i Imω(x) + iReω(y)− Imω(y)
and that Reω, Imω ∈ (Msa)∗.
To see that the inverse of ψ is weak∗-to-weak∗ continuous as well observe first
that
ψ−1(a) =
(
a+ a∗
2
,
a− a∗
2i
)
.
For any ω ∈ M∗sa and a ∈ M we have
ω
(
a+ a∗
2
)
=
ω(a) + ω(a)
2
and
ω
(
a− a∗
2i
)
=
ω(a)− ω(a)
2i
,
which proves the required continuity condition. 
3. Projections in JBW ∗-algebras
The aim of this section is to prove Propositions 3.8 and 3.9. They form one
of the key steps to prove the main theorem. Proposition 3.8 together with Theo-
rem 1.4 implies that the predual of any JBW ∗-algebra (or JBW -algebra) admits
a 1-projectional skeleton. Proposition 3.9 is a refinement of Proposition 3.8 and
will enable us to construct a commutative 1-projectional skeleton. A key tool in
these results is (similarly as in [4]) the notion of projection. Let us recall basic
definitions.
An element p of a JBW ∗-algebra is said to be a projection if p∗ = p and p◦p = p.
Similarly, an element p of a JBW -algebra is called projection if p ◦ p = p. In view
of Lemma 2.2 these two notions are compatible. I.e., if M is a JBW ∗-algebra,
then p ∈ M is a projection if and only if p ∈ Msa and p is a projection in the
JBW -algebra Msa. Hence, for projections in JBW
∗-algebras we may use the
results from [14, Section 4.2] on projections in JBW -algebras. On the set of all the
projections we consider the order inherited from Msa. In this order the projections
form a complete lattice by [14, Lemma 4.2.8]. Further, projections p, q are called
orthogonal if p ◦ q = 0.
For a projection p ∈ M we define the operator Up on M by the formula
Up(x) = ({pxp} =)2p ◦ (p ◦ x)− p ◦ x, x ∈ M .
The following lemma summarizes basic properties of the operator Up. Most of them
are known to experts, but we indicate the proof for the sake of completeness.
Lemma 3.1. Let p ∈ M be a projection. Then the following assertions are valid.
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(i) Up is a weak
∗-to-weak∗ continuous linear projection of norm one.
(ii) Msa is invariant for Up.
(iii) Up[M ] is a JBW
∗-subalgebra of M .
(iv) If x ∈ Up[M ]∩Msa and y ∈ Msa is such that 0 ≤ y ≤ x, then y ∈ Up[M ].
(v) Let x ∈ M . Then x ∈ Up[M ] if and only if p ◦ x = x.
(vi) If q ∈ M is a projection such that q ≤ p, then UpUq = UqUp = Uq.
(vii) U∗p [M∗] ⊂ M∗.
(viii) The positive cone of M is invariant for Up and the positive cone of M∗ is
invariant for U∗p .
(ix) If q ∈ M is a projection, then q ≤ p if and only if U∗q [M∗] ⊂ U
∗
p [M∗].
(x) If q, r ∈ M are projections such that p, q, r are pairwise orthogonal, then
Up+qUp+r = Up.
Proof. It is clear that Up is a linear operator and that Up(x
∗) = Up(x)
∗ for x ∈ M ,
in particular Msa is invariant of Up. Hence the assertion (ii) is proved. Up is a
projection by [14, (2.61) on p. 46]. The weak∗-to-weak∗ continuity of Up on Msa
follows from [14, Corollary 4.1.6], the weak∗-to-weak∗ continuity on M then follows
from Lemma 2.2(iii) using the already proved assertion (ii). Hence, the assertion
(vii) follows. To complete the proof of the assertion (i) it remains to show that
‖Up‖ ≤ 1. Since ‖p‖ = 1 and Up(x) = {pxp} for each x ∈ M , the estimate follows
from the inequality ‖{xyz}‖ ≤ ‖x‖ · ‖y‖ · ‖z‖ (see [5, Proposition 3.4.17]).
The ‘if’ part of (v) is obvious, the ‘only if’ part follows from [14, (2.62) on p.
46]. Further, by [14, Lemma 4.1.13] we get the assertion (iv) and that Up[Msa]
is a JBW -subalgebra of Msa. It follows that Up[M ] = Up[Msa] + iUp[Msa] is a
JBW ∗-subalgebra of M (using Lemma 2.2(iii)), which proves the assertion (iii).
The assertion (vi) is proved in [1, Proposition 2.26]. The positive cone of M
is invariant for Up by [14, Proposition 3.3.6] applied to the algebra Msa. The
invariance of the positive cone of M∗ then easily follows and (viii) is proved.
(ix) If q ≤ p, then it follows from (vi) that U∗q = U
∗
pU
∗
q , hence U
∗
q [M∗] ⊂ U
∗
p [M∗].
Conversely, suppose that U∗q [M∗] ⊂ U
∗
p [M∗]. Then clearly U
∗
p |M∗U
∗
q |M∗ = U
∗
q |M∗ ,
hence UqUp = Uq. It follows that
Uq(1 − p) = UqUp(1− p) = Uq(p− p) = 0,
hence q ≤ p by [14, Lemma 4.2.2(iv)⇒(iii)].
(x) First observe that whenever q, r are mutually orthogonal projections, then
q ◦ Ur(x) = 0 for each x ∈ M . Indeed, r + q is a projection and r + q ≥ r, hence
q ◦ Ur(x) = (q + r) ◦ Ur(x)− r ◦ Ur(x) = Ur(x) − Ur(x) = 0
by (vi) and (v). It follows that
Up+q(Up+r(x)) = 2(p+ q) ◦ ((p+ q) ◦ Up+r(x)) − (p+ q) ◦ Up+r(x)
= 2(p+ q) ◦ (p ◦ Up+r(x)) − p ◦ Up+r(x)
= Up(Up+r(x)) + 2q ◦ (p ◦ Up+r(x)) = Up(x).
Indeed, the first equality is just a definition of Up+q, the second follows from mutual
orthogonality of q and p+r, the third one follows from the definition of Up. Finally,
to show the fourth equality it is enough to observe that p ◦Up+r(x) ∈ Up+r[M ] by
(iii). 
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The following lemma follows from [12, Corollary 2.6], even though it is not
completely obvious for non-experts. Since the proof in [12] uses advanced structural
results on Jordan algebras, we give a more direct and elementary proof.
Lemma 3.2. Let (pn) be an increasing sequence of projections in M with supre-
mum p. Then for each ̺ ∈ M∗ we have U∗pn̺→ U
∗
p̺ in norm.
Proof. Since any ̺ ∈ M∗ is a linear combination of four normal states (this follows
from Lemma 2.2 and [14, Proposition 4.5.3]), it is enough to prove the convergence
in case ̺ is a normal state. Hence assume that ̺ is a normal state. If q ∈ M is any
projection, the Cauchy-Schwarz inequality yields
(1) |̺(q ◦ x)|2 ≤ ̺(q ◦ q∗)̺(x∗ ◦ x) ≤ ̺(q)‖x‖2, x ∈ M .
Fix n ∈ N. Observe that p and pn operator commute, i.e.,
p ◦ (pn ◦ x) = pn ◦ (p ◦ x), for x ∈ M .
Indeed, this follows from [14, Lemma 2.5.5(ii)⇒(i)] as pn ∈ Up[M ] due to Lemma 3.1(iv)
and hence p ◦ pn = Up(pn) = pn due to Lemma 3.1. Therefore we have for each
x ∈ M
Up(x) − Upn(x) = 2p ◦ (p ◦ x) − p ◦ x− 2pn ◦ (pn ◦ x) + pn ◦ x
= 2[p ◦ (p ◦ x)− pn ◦ (p ◦ x) + p ◦ (pn ◦ x) − pn ◦ (pn ◦ x)]− p ◦ x+ pn ◦ x
= 2(p− pn) ◦ ((p+ pn) ◦ x)− (p− pn) ◦ x.
Hence, combining this with (1) we get
|U∗p̺(x) − U
∗
pn̺(x)| = |̺(Upx− Upnx)|
≤ 2̺(p− pn)
1/2 · ‖(p+ pn) ◦ x‖+ ̺(p− pn)
1/2 · ‖x‖
≤ 5̺(p− pn)
1/2‖x‖,
therefore
‖U∗p̺− U
∗
pn̺‖ ≤ 5̺(p− pn)
1/2.
Since ̺(p− pn)→ 0 by normality, we conclude that U
∗
pn̺→ U
∗
p̺ in norm and the
proof is completed. 
Lemma 3.3. Let ω ∈ M∗ be a normal state.
(i) There exists the smallest projection in M such that ω(pω) = 1. (It is called
the support of ω.)
(ii) ω(x) = ω(pω ◦ x) for each x ∈ M .
(iii) Let x ∈ M+ be such that ω(x) = 0. Then pω ◦ x = 0.
Proof. The assertion (i) is proved in [1, Lemma 5.1].
Let us prove the assertion (ii). For each x ∈ M the Cauchy-Schwarz inequality
yields
|ω((1− pω) ◦ x)|
2 ≤ ω((1 − pω) ◦ (1− pω)) · ω(x
∗ ◦ x) = ω(1− pω) · ω(x
∗ ◦ x) = 0,
hence ω(x) = ω(pω ◦ x).
To prove (iii) suppose that x ∈ M+ and ω(x) = 0. Denote by r(x) the range
projection of x (i.e., the smallest projection satisfying r(x) ◦x = x, see [14, Lemma
4.2.6]). Then ω(r(x)) = 0 by [1, Proposition 2.15]. Hence ω(1 − r(x)) = 1, so
1− r(x) ≥ pω. It follows that r(x) ◦ pω = 0. Since r(pω) = pω, [1, Proposition 2.16]
shows that x ◦ pω = 0 and the proof is completed. 
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A projection p ∈ M is said to be σ-finite if any orthogonal system of smaller
projections is countable. The following lemma characterizes σ-finite projections. A
similar result in a different setting is given in [11, Theorem 3.2].
Lemma 3.4. Let p ∈ M be a nonzero projection. Then p is σ-finite if and only if
p = pω for a normal state ω ∈ M∗.
Proof. Suppose first that p = pω for a normal state ω. Let q ≤ p be any nonzero
projection. Then ω(q) > 0 since otherwise p − q would be a projection strictly
smaller than p with ω(p − q) = 1. By a standard argument we obtain that p is
σ-finite.
To prove the converse observe first that for any nonzero projection p there is a
normal state ω with pω ≤ p. Indeed, let ω0 be a normal state such that ω0(p) > 0.
Set ω = 1ω0(p)U
∗
p (ω0). Then ω is a positive functional by Lemma 3.1(viii). Moreover,
ω(1) = ω(p) = 1, hence ω is a normal state and pω ≤ p.
Now, given any σ-finite projection p, by the previous paragraph and Zorn lemma
we get a sequence of normal states (ωn) such that their supports pωn are pairwise
orthogonal and their sum is p. Let ω =
∑∞
n=1 2
−nωn. Then ω is a normal state
and ω(p) = 1. Moreover, p = pω as ω(q) > 0 for each nonzero projection q ≤ p.
(Indeed, suppose that ω(q) = 0. It follows that ω(1− q) = 1, hence 1− q ≥ pωn . It
follows that 1− q ≥ p, hence q ≤ 1− p.) 
The following lemma establishes σ-completeness of the lattice of σ-finite projec-
tions. A similar result in a different setting is given in [11, Theorem 3.4].
Lemma 3.5. Let (pn) be a sequence of σ-finite projections. Then its supremum is
σ-finite as well.
Proof. Denote by p the supremum of the sequence (pn). By Lemma 3.4 there is a
sequence of normal states (ωn) such that pn = pωn . Let ω =
∑∞
n=1 2
−nωn. Then ω
is a normal state. Moreover, since
0 ≤ ωn(1− p) ≤ ωn(1− pn) = 0,
for each n ∈ N, we get ω(1− p) = 0 and hence ω(p) = 1, so pω ≤ p. Set q = p− pω.
Then ω(q) = 0, hence ωn(q) = 0 for each n. Therefore we have for each n ∈ N
1− q ≥ pn, hence 1− q ≥ p, so
p = p ◦ (1− q) = p− p ◦ q = p− p+ p ◦ pω = p ◦ pω = pω.
Hence p is σ-finite by Lemma 3.4. 
Lemma 3.6. Let ω ∈ M∗ be arbitrary. Then there is a σ-finite projection p ∈ M
such that ω = U∗p (ω).
Proof. Let ω ∈ M∗ be arbitrary. Then there are four normal states ω1, . . . , ω4 and
numbers α1, . . . , α4 ≥ 0 such that
ω = α1ω1 − α2ω2 + i(α3ω3 − α4ω4).
Set pj = pωj for j = 1, . . . , 4. By Lemma 3.3(ii) we have for each j = 1, . . . , 4
ωj(x) = ωj(pj ◦ x), x ∈ M ,
hence clearly ωj = U
∗
pj (ωj). Let p be the supremum of the projections p1, . . . , p4.
By Lemmata 3.4 and 3.5 the projection p is σ-finite. Moreover, ωj ∈ U∗p [M∗] by
Lemma 3.1(ix). Thus ω ∈ U∗p [M∗]. 
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We continue with a proposition which is an analogue of [4, Lemma 3.3]. Re-
call that a Banach space is called weakly compactly generated (shortly WCG) if it
contains a linearly dense weakly compact subset. WCG spaces form a subclass of
WLD spaces by [2, Proposition 2]. In the proof below we use the well-known easy
fact that if there is a bounded linear operator from a Hilbert space to a Banach
space X with dense range, then X is WCG (cf. [4, Proposition 2.2]).
Proposition 3.7. Let p ∈ M be a σ-finite projection. Then U∗p [M∗] is WCG.
Proof. If p = 0 the assertion is trivial. Suppose that p 6= 0 and let ω be a normal
state such that p = pω provided by Lemma 3.4. Let us define an operator Φ : M →
M∗ by the following formula:
Φ(a)(x) = ω(a ◦ Up(x)), a, x ∈ M ,
i.e., Φ(a) = U∗pT
∗
aω, where the operator Ta is defined by x 7→ a ◦ x. Since Ta is
weak∗-to-weak∗ continuous by [14, Corollary 4.1.6], it is clear that Φ is a linear
operator mapping M into M∗, in fact into U
∗
p [M∗].
Let us further prove that the range of Φ is dense in U∗p [M∗]. We will use Hahn-
Banach theorem. To do that, suppose that x ∈ M is such that Φ(a)(x) = 0 for
each a ∈M . Take a = (Up(x))∗ = Up(x∗). Then
0 = Φ(Up(x
∗))(x) = ω(Up(x
∗) ◦ Up(x)).
As Up(x
∗)◦Up(x) is positive, we obtain by Lemma 3.3 (iii) that p◦(Up(x∗)◦Up(x)) =
0, hence Up(x
∗)◦Up(x) = 0 by Lemma 3.1(iii),(v). It follows that Up(x) = 0, hence
̺(x) = 0 for each ̺ ∈ U∗p [M∗]. Hence, the Hahn-Banach theorem yields the density
of the range of Φ in U∗p [M∗].
Finally, we have by the Cauchy-Schwarz inequality
|Φ(a)(x)|2 = |ω(a ◦ Up(x))|
2 ≤ ω(a ◦ a∗)ω(Up(x
∗) ◦ Up(x)) ≤ ω(a ◦ a
∗)‖x‖2,
hence ‖Φ(a)‖ ≤ ω(a ◦ a∗)1/2 for each a ∈ M . Define Hω to be the Hilbert space
made by the standard procedure of factorization and completion from M equipped
with the semi-inner product (x, y) 7→ ω(y∗ ◦ x). Then Φ induces a bounded linear
map of Hω into U
∗
p [M∗] having dense range. This shows that U
∗
p [M∗] is WCG. 
Proposition 3.8. Let M be a JBW ∗-algebra. Denote by Λ the set of all nonzero
σ-finite projections in M equipped with the standard order. For p ∈ Λ let Qp denote
the restriction of U∗p to M∗. Then Λ is a directed set and the following conditions
are fulfilled.
(i) Qp is a linear projection, ‖Qp‖ = 1 for each p ∈ Λ.
(ii) Qp[M∗] is WCG for each p ∈ Λ.
(iii) If p1, p2 ∈ Λ are such that p1 ≤ p2, then Qp1Qp2 = Qp2Qp1 = Qp1 .
(iv) If p1 ≤ p2 ≤ . . . are in Λ, then p = supn pn exists in Λ and, more-
over Qpn → Qp is the strong operator topology, in particular Qp[M∗] =⋃
nQpn [M∗]
(v) M∗ =
⋃
p∈ΛQp[M∗].
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Moreover, Qp[M∗sa] ⊂ M∗sa and⋃
p∈Λ
Q∗p[(M∗)
∗] =
⋃
p∈Λ
Up[M ]
= {x ∈ M : ∃p ∈ M a σ-finite projection : Up(x) = x}
= {x ∈ M : ∃p ∈ M a σ-finite projection : p ◦ x = x},⋃
p∈Λ
Q∗p[(M∗sa)
∗] =
⋃
p∈Λ
Up[Msa]
= {x ∈ Msa : ∃p ∈ M a σ-finite projection : Up(x) = x}
= {x ∈ Msa : ∃p ∈ M a σ-finite projection : p ◦ x = x}.
Further, Qp1 [M∗] ⊂ Qp2 [M∗] if and only if p1 ≤ p2.
Proof. Λ is directed by Lemma 3.5. The assertion (i) follows from Lemma 3.1(i),(vii);
the assertion (ii) is proved in Proposition 3.7; (iii) follows from Lemma 3.1(vi), the
assertion (iv) follows by using Lemma 3.2 and Lemma 3.5 and the assertion (v)
is proved in Lemma 3.6. The invariance of M∗sa follows by Lemma 3.1(ii) using
Lemma 2.2. The formulas follow from the fact that Q∗p = Up for each p ∈ Λ and
from Lemma 3.1(v). The final equivalence is due to Lemma 3.1(ix). 
Proposition 3.9. Let M be a JBW ∗-algebra. Then there is an orthogonal family
of nonzero σ-finite projections (pα)α∈Γ with sum equal to 1. Denote by Λ0 the
family of all the nonempty countable subsets of Γ ordered by inclusion. For any
C ∈ Λ0 define pC =
∑
α∈C pα and define RC = QpC .
Then the system RC , C ∈ Λ0, enjoys all the properties of the system Qp, p ∈ Λ,
from Proposition 3.8. Moreover, it is commutative, i.e., RC1RC2 = RC2RC1 ; and⋃
C∈Λ0
R∗C [(M∗)
∗] =
⋃
p∈Λ
Q∗p[(M∗)
∗] =
⋃
p∈Λ
Up[M ].
Proof. Similarly as in the proof of Lemma 3.4 we see that for any nonzero projection
p ∈ M there is a nonzero σ-finite projection q ≤ p. Therefore the existence of the
system (pα)α∈Γ follows from the Zorn lemma. Further, it is clear that Λ0 is directed.
The projections pC , C ∈ Λ0 are σ-finite by Lemma 3.5. Hence the analogues of
assertions (i)–(iv) from Proposition 3.8 are obviously fulfilled, as well as the final
equivalence. To prove the analogue of (v) and the equality it is enough to show
that for any p ∈ Λ there is C ∈ Λ0 such that p ≤ pC . So fix p ∈ Λ. Lemma 3.4
yields a normal state ω ∈ M∗ with p = pω. Then it follows by normality of ω that
1 = ω(1) =
∑
α∈Γ
ω(pα).
Let C = {α ∈ Γ : ω(pα) > 0}. Then C is countable, hence C ∈ Λ0. Moreover,
ω(pC) = 1, hence pC ≥ pω = p. Finally, to show the commutativity observe that
Lemma 3.1(x) implies RC1RC2 = RC1∩C2 for any C1, C2 ∈ Λ0 (and RC1RC2 = 0 if
C1 ∩C2 = ∅). 
4. Method of elementary submodels
In this section we briefly recall some basic facts concerning the method of ele-
mentary models which will be used to prove Theorem 1.4 and the main theorem.
This set-theoretical method can be used in various branches of mathematics. The
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use in topology was illustrated by A. Dow in [9], in functional analysis it was used
by P. Koszmider in [17]. This method was later used by W. Kubi´s in [18] to con-
struct projectional skeletons in certain Banach spaces. In [6] the method has been
slightly simplified and specified, and it was used to proving separable reduction
theorems. We briefly recall some basic facts (more details and explanations may
be found e.g. in [6] and [7]). We use the approach of [6].
We start by recalling some definitions. Let N be a fixed set and φ a formula in
the language of the set theory. Then the relativization of φ to N is the formula φN
which is obtained from φ by replacing each quantifier of the form “∀x” by “∀x ∈ N”
and each quantifier of the form “∃x” by “∃x ∈ N”.
If φ(x1, . . . , xn) is a formula with all free variables displayed (i.e., a formula
whose free variables are exactly x1, . . . , xn) then φ is said to be absolute for N if
∀a1, . . . , an ∈ N (φ
N (a1, . . . , an)↔ φ(a1, . . . , an)).
A list of formulas, φ1, . . . , φn, is said to be subformula closed if every subformula of
a formula in the list is also contained in the list.
The method is mainly based on the following theorem (a proof can be found in
[19, Chapter IV, Theorem 7.8]).
Theorem 4.1. Let φ1, . . . , φn be any formulas and Y any set. Then there exists a
set M ⊃ Y such that φ1, . . . , φn are absolute for M and |M | ≤ max(ℵ0, |Y |).
To be able to use Theorem 4.1 effectively, we will use the following notation.
Let φ1, . . . , φn be any formulas and Y be any countable set. Let M ⊃ Y be
a countable set such that φ1, . . . , φn are absolute for M . Then we say that M
is an elementary model for φ1, . . . , φn containing Y . This is denoted by M ≺
(φ1, . . . , φn;Y ).
The fact that certain formula is absolute for M will always be used in order
to satisfy the assumption of the following lemma from [8, Lemma 2.3]. Using
this lemma we can force the model M to contain all the needed objects created
(uniquely) from elements of M .
Lemma 4.2. Let φ(y, x1, . . . , xn) be a formula with all free variables shown and
Y be a countable set. Let M be a fixed set, M ≺ (φ, ∃y : φ(y, x1, . . . , xn); Y ), and
a1, . . . , an ∈ M be such that there exists a set u satisfying φ(u, a1, . . . , an). Then
there exists u ∈M such that φ(u, a1, . . . , an).
Proof. Let us give here the proof just for the sake of completeness. Using the
absoluteness of the formula ∃u : φ(u, x1, . . . , xn) there exists u ∈ M satisfying
φM (u, a1, . . . , an). Using the absoluteness of φ we get, that for this u ∈ M the
formula φ(u, a1, . . . , an) holds. 
We shall also use the following convention.
Convention. Whenever we say “for any suitable model M (the following holds
. . . )” we mean that “there exists a list of formulas φ1, . . . , φn and a countable set
Y such that for every M ≺ (φ1, . . . , φn;Y ) (the following holds . . . )”.
By using this new terminology we loose the information about the formulas
φ1, . . . , φn and the set Y . However, this is not important in applications.
The next lemma summarizes several properties of “sufficiently large” elementary
models.
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Lemma 4.3. There are formulas θ1, . . . , θm and a countable set Y0 such that any
M ≺ (θ1, . . . , θm; Y0) satisfies the following conditions:
(i) R,C,Q,Q+ iQ,Z,N ∈M and the operations of the addition and multipli-
cation on C and the standard order on R belong to M .
(ii) If f ∈ M is a mapping, then dom(f) ∈ M , rng(f) ∈ M and f [M ] ⊂ M .
Further, for any A ∈M we have f [A] ∈M as well.
(iii) If A is finite, then A ∈M if and only if A ⊂M .
(iv) If x1, . . . , xn are arbitrary, then x1, . . . , xn ∈ M if and only if the ordered
n-tuple (x1, . . . , xn) is an element of M .
(v) If A ∈M is a countable set, then A ⊂M .
(vi) If A,B ∈M , then A ∪B ∈M , A ∩B ∈M , A \B ∈M .
(vii) If A,B ∈M , then A×B ∈M .
(viii) If X ∈M is a real vector space, then X ∩M is Q-linear.
(ix) If X ∈M is a complex vector space, then X ∩M is (Q+ iQ)-linear.
(x) If X ∈M is a Banach space, then X∗ ∈M as well.
(xi) If X,Y are Banach spaces and T : X → Y is a bounded linear operator
such that X,Y, T ∈M , then T ∗ ∈M as well.
(xii) If X ∈ M is a separable metric space, then there is a dense countable set
C ⊂ X with C ∈M .
(xiii) If Γ ∈M is an up-directed set, then Γ ∩M is also up-directed.
Proof. The list θ1, . . . , θm will be formed by all the formulas provided by the results
quoted in this proof, the formulas marked below by (∗) and their subformulas. The
set Y0 will contain the respective countable sets provided by the quoted results and
the sets specified in (i).
Hence, (i) is satisfied. The validity of the first three assertions of (ii) follows
from [6, Proposition 2.9]. The last property follows (using Lemma 4.2) by the
absoluteness of the formula
∃B ∀x (x ∈ B ⇔ ∃y ∈ A : x = f(y)) (∗)
and its subformulas. The assertions (iii)–(vi) follow from [6, Proposition 2.10]. The
validity of (vii) follows (using Lemma 4.2) by the absoluteness of the formula
∃C ∀x(x ∈ C ⇔ ∃y ∈ A ∃z ∈ B : x = (y, z)) (∗)
and its subformulas.
Let us prove (viii). Let X be a real vector space belonging to M . Recall that
X is not just a set, but it is a quadruple 〈X,R,+, ·〉. By (iv) we infer that the
mappings + : X ×X → X and · : R×X → X belong to M as well. By (i) and (v)
we know that Q ⊂ M . Hence, if x ∈ X ∩M and λ ∈ Q, then λx ∈ X ∩M by (iv)
and (ii). Similarly, if x, y ∈ X ∩M , then x+ y ∈ X ∩M . So, X ∩M is Q-linear.
The proof of (ix) is analogous.
(x) Let X = 〈X,+, ·, ‖ · ‖〉 ∈ M . By (iv) we know that the mappings +, · and
‖ · ‖ belong to M as well. Hence, by absoluteness of the formula
∃X∗ ∀f(f ∈ X∗ ⇔ f is a linear functional on X
&∃r ∈ R∀x ∈ X(‖x‖ ≤ 1⇒ |f(x)| ≤ r))
(∗)
and its subformulas we get (using Lemma 4.2) that X∗ ∈ M as a set. Moreover,
by (vii) we get X∗×X∗ ∈M . Since the operations + and · on X∗ can be uniquely
described by suitable formulas (we mark them by (∗)), these operations belong to
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M as well. Similarly we can achieve that the norm on X∗ belongs to M , hence
X∗ ∈M as a normed linear space by (iv).
(xi) By (x) we get X∗, Y ∗ ∈M . By the absoluteness of the formula
∃T ∗(T ∗ : Y ∗ → X∗&∀y∗ ∈ Y ∗ : T ∗(y∗) = y∗ ◦ T ) (∗)
and its subformulas we get T ∗ ∈M (using Lemma 4.2).
(xii) Let X = 〈X, d〉 be a separable metric space belonging to M . A countable
dense subset of X belonging to M can be obtained by the absoluteness of the
formula
∃D(D ⊂ X&∃f(f is a mapping of N onto D)
&∀x ∈ X∀r ∈ R(r > 0⇒ ∃y ∈ D : d(x, y) < r))
(∗)
and its subformulas using Lemma 4.2.
(xiii) Let Γ = (Γ,≤) be an up-directed set in M . Take a, b ∈ Γ ∩M . By the
absoluteness of the formula
∃c ∈ Γ : a ≤ c&b ≤ c (∗)
we can (using Lemma 4.2) find such a c in Γ ∩M . 
5. Amalgamating projectional skeletons
The aim of this section is to prove Theorem 1.4 and Theorem 1.1. It will be done
using the method of elementary submodels described in the previous section. We
will use some ideas and results from [18]. Since our setting is a bit different (due
to the fact that we use the more precise approach of [6]) and that we need more
precise and stronger versions of the results, we indicate also the proofs.
The first lemma is a variant of [18, Lemma 4] and shows the method of con-
structing projections using elementary submodels.
Lemma 5.1. For a suitable elementary model M the following holds: Let X be a
Banach space and D ⊂ X∗ an r-norming subspace. If X ∈ M and D ∈ M , then
the following hold:
• X ∩M is a closed linear subspace of X;
• X ∩M ∩ (D ∩M)⊥ = {0};
• the canonical projection of X ∩M+(D∩M)⊥ onto X ∩M along (D∩M)⊥
has norm at most r.
Proof. Let φ1, . . . , φN be a subformula-closed list of formulas which contains the
formulas from Lemma 4.3 and the formulas below marked by (∗), let Y be a
countable subset containing the set Y0 from Lemma 4.3. Fix an arbitrary M ≺
(φ1, . . . , φN ;Y ).
Suppose that X ∈ M and D ∈ M . By Lemma 4.3(viii,ix) X ∩M is a closed
linear subspace of X . Therefore to prove the lemma it is enough to show that
‖x‖ ≤ r‖x + y‖ for any x ∈ X ∩M and y ∈ (D ∩M)⊥. So, fix such x and y.
Further, let q ∈ (r,∞) ∩Q be arbitrary. Since D is r-norming,
∃x∗ ∈ D : ‖x∗‖ = 1&|x∗(x)| ≥
1
q
‖x‖. (∗)
Since 1q ∈M (by Lemma 4.3(i,iv)) we can use Lemma 4.2 to find such an x
∗ in M .
Then
‖x‖ ≤ q|x∗(x)| = q|x∗(x + y)| ≤ q‖x+ y‖.
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This holds for any q ∈ (r,∞) ∩ Q, hence ‖x‖ ≤ r‖x + y‖ which completes the
proof. 
The projection given by the previous lemma will be denoted by PM . The im-
portant case is when PM is defined on the whole space X . This can be used to
characterize spaces with a projectional skeleton.
Lemma 5.2. Let X be a Banach space and D ⊂ X∗ a norming subspace. Then
the following two assertions are equivalent
(i) X admits a projectional skeleton such that D is contained in the subspace
induced by the skeleton.
(ii) For any suitable elementary model M
X ∩M + (D ∩M)⊥ = X.
Proof. This result is essentially proved in [18, Theorem 15]. Since we are using a
different approach to elementary submodels we indicate a proof.
(i)⇒(ii) This is essentially [18, Lemma 14]. It is easy to rewrite the proof to our
setting.
(ii)⇒(i) Let us fix a list of formulas φ1, . . . , φn containing the formulas provided
by the assumption of (ii) and the formulas provided by Lemma 5.1. Let Y be a
countable set containing the countable set provided by the assumption and that
provided by Lemma 5.1. If M is a corresponding elementary model, then we have
the projection PM with range X ∩M and kernel (D ∩M)⊥. Moreover, if M1 and
M2 are two such models satisfying M1 ⊂ M2, then PM1PM2 = PM2PM1 = PM1 .
Indeed, obviously X ∩M1 ⊂ X ∩M2 which implies PM2PM1 = PM1 . Moreover,
kerPM2 = (D ∩M2)⊥ ⊂ (D ∩M1)⊥ = kerPM1 , hence for any x ∈ X we have
PM1(x) = PM1PM2(x) + PM1(x− PM2(x)) = PM1PM2(x).
Further, if M1 ⊂ M2 ⊂ M3 ⊂ . . . is an increasing sequence of corresponding
elementary models, then M =
⋃
nMn is again such a model and clearly PM [X ] =⋃
n PMn [X ]. Therefore, the idea is to “put together” all the projections PM to get
a projectional skeleton. One possible way is described in [18] but it does not match
our setting. Let us describe an alternative way.
Fix a set R such that the formulas φ1, . . . , φn are absolute for R and Y ∪X∪D ⊂
R. Such R exists due to Theorem 4.1. (Note that R is not countable.) Now let ψ
be a Skolem function for φ1, . . . , φn, Y and R (see [7, Lemma 2.4]). In particular,
for any countable set A ⊂ R, ψ(A) ≺ (φ1, . . . , φn, Y ) and A ⊂ ψ(A). Let
Λ = {A ⊂ X ∪D;A countable & ψ(A) ∩ (X ∪D) = A}.
It easily follows from [7, Lemma 2.4] that Λ is up-directed and (Pψ(A))A∈Λ is a
projectional skeleton. Moreover, P ∗ψ(A)[X
∗] = D ∩ ψ(A)
w∗
and these subspaces
cover D. 
The previous lemma characterizes the existence of projectional skeletons, but
does not test whether the skeleton may be chosen to be commutative. Such a
characterization is given in the following lemma which is an easy consequence of
the previous one.
Lemma 5.3. Let X be a Banach space and D ⊂ X∗ a norming subspace. Then
the following two assertions are equivalent
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(i) D is contained in a Σ-subspace of X, i.e., X admits a commutative pro-
jectional skeleton such that D is contained in the subspace induced by the
skeleton.
(ii) There is a list of formulas φ1, . . . , φn and a countable set Y such that the
following holds:
• X ∩M + (D ∩M)⊥ = X for any M ≺ (φ1, . . . , φn;Y ).
• PM1 and PM2 commute whenever Mj ≺ (φ1, . . . , φn;Y ) for j = 1, 2.
Proof. The implication (i)⇒(ii) follows by a slight refinement of the proof of the
respective implication in Lemma 5.2. The converse one follows immediately from
the proof of (ii)⇒(i) of Lemma 5.2 since the skeleton is built from projections of
the form PM . 
Now we proceed to the proof of Theorem 1.4. It will be done using Lemma 5.2.
We will further need a strengthening of the implication (i)⇒(ii) for WLD spaces.
The strengthening consists in change of quantifiers – we need a finite list of formulas
which works for all Banach spaces simultaneously. It is the content of the following
lemma.
Lemma 5.4. For any suitable elementary model M the following holds: Let X be
any WLD Banach space satisfying X ∈M . Then X = X ∩M + (X∗ ∩M)⊥.
Proof. We essentially follow the proof [18, Proposition 6] with necessary modifica-
tions. Let φ1, . . . , φN be a subformula-closed list of formulas which contains the for-
mulas from Lemma 4.3, the formulas provided by Lemma 5.1 and the formulas below
marked by (∗). Let Y be a countable subset containing the set Y0 from Lemma 4.3
and the set provided by Lemma 5.1. Fix an arbitrary M ≺ (φ1, . . . , φN ;Y ).
By Lemma 4.3(x) we have X∗ ∈ M as well. It follows from Lemma 5.1 that
X ∩M+(X∗∩M)⊥ is a closed subspace of X . Hence, if X 6= X ∩M+(X∗∩M)⊥,
we may find a nonzero functional z∗ ∈ X∗ which is zero both on X ∩M and on
(X∗ ∩M)⊥. Since X is WLD,
∃Γ ⊂ X : spΓ = X & ∀x∗ ∈ X∗ : {x ∈ Γ : x∗(x) 6= 0} is countable. (∗)
By elementarity we may choose such a Γ in M . Since z∗ 6= 0, we can find x ∈ Γ
with z∗(x) 6= 0. Since z∗ ∈ ((X∗ ∩M)⊥)⊥ = X∗ ∩M
w∗
(by the Bipolar Theorem),
there is y∗ ∈ X∗ ∩M with y∗(x) 6= 0. On the other hand, by the absoluteness of
the formula
∃C : (C ⊂ Γ & ∀y ∈ Γ : (y ∈ C ⇔ y∗(y) 6= 0)) (∗)
we get that
{y ∈ Γ : y∗(y) 6= 0} ∈M.
Since the set on the left-hand side is countable, by Lemma 4.3(v) we get that
{y ∈ Γ : y∗(y) 6= 0} ⊂M , in particular x ∈M . But then z∗(x) = 0, a contradiction
completing the proof. 
The following lemma together with Lemma 5.2 yield the proof of Theorem 1.4.
Lemma 5.5. For any suitable elementary model M the following holds: Let X be
a Banach space and (Rλ)λ∈Λ a family of projections with the properties listed in
Theorem 1.4. Denote D =
⋃
λ∈ΛR
∗
λ[X
∗]. If X, D and (Rλ)λ∈Λ belong to M , then
X = X ∩M + (D ∩M)⊥.
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Proof. Let φ1, . . . , φN be a subformula-closed list of formulas which contains the
formulas from Lemma 4.3, the formulas provided by Lemmata 5.1 and 5.4 and the
formulas below marked by (∗). Let Y be a countable subset containing the set Y0
from Lemma 4.3 and the sets provided by Lemmata 5.1 and 5.4. Fix an arbitrary
M ≺ (φ1, . . . , φN ;Y ) such that {X,D, (Rλ)λ∈Λ} ⊂M .
Note that X∗ ∈ M due to Lemma 4.3(x). Since D is norming (this follows
easily from the properties (i) and (v) in Theorem 1.4), Lemma 5.1 shows that
X ∩M + (D ∩M)⊥ is a closed subspace of X . Hence, if X 6= X ∩M + (D ∩M)⊥,
we may find a nonzero functional z∗ ∈ X∗ which is zero both on X ∩ M and
on (D ∩M)⊥. Set ΛM = Λ ∩M . Since Λ ∈ M by Lemma 4.3(ii), we infer by
Lemma 4.3(xiii) that ΛM is up-directed. Since it is countable, it follows from the
properties (iii) and (iv) in Theorem 1.4 that ΛM has a supremum λ0 ∈ Λ and that
Rλ0 = SOT − limλ∈Λ0 Rλ.
Fix any λ ∈ ΛM . Then
Rλ[X ∩M ] = Rλ[X ] ∩M and R
∗
λ[D ∩M ] = R
∗
λ[X
∗] ∩M.
Indeed, the inclusions ⊃ follow from the assumption that Rλ is a projection and
the converse inclusions follow from Lemma 4.3. (The assertion (ii) implies that
Rλ ∈M , by (xi) we get R∗λ ∈M as well, hence we can conclude by using (ii) once
more.)
Since Rλ[X ] is WLD and Rλ[X ] ∈M by Lemma 4.3(ii), Lemma 5.4 yields
Rλ[X ] = Rλ[X ] ∩M + (R
∗
λ[X
∗] ∩M)⊥ ∩Rλ[X ].
Obviously z∗ (and so also R∗λ(z
∗)) is zero on Rλ[X ] ∩ M . Further, since z
∗ ∈
((D ∩M)⊥)
⊥ = D ∩M
w∗
, we get
R∗λ(z
∗) ∈ R∗λ[D ∩M ]
w∗
= R∗λ[X
∗] ∩M
w∗
,
hence R∗λ(z
∗) is zero on (R∗λ(X
∗) ∩M)⊥. Thus R
∗
λ(z
∗) = 0. Since this holds for
any λ ∈ ΛM , we conclude R∗λ0(z
∗) = 0, i.e. the restriction of z∗ to Rλ0 [X ] is the
zero functional.
To complete the proof by contradiction it is enough to show that z∗ is zero on
the kernel of Rλ0 as well. To do that it is sufficient to prove that the kernel of Rλ0
is contained in (D ∩M)⊥. Hence fix x in the kernel of Rλ0 and x
∗ ∈ D ∩M . By
the definition of D we have
∃λ ∈ Λ : R∗λ(x
∗) = x∗. (∗)
By elementarity we may find such a λ ∈ ΛM . In particular, then λ ≤ λ0. Therefore
x∗(x) = R∗λ(x
∗)(x) = R∗λ0(x
∗)(x) = x∗(Rλ0(x)) = x
∗(0) = 0.
This completes the proof. 
Proof of Theorem 1.4. Let X and (Rλ)λ∈Λ be as in Theorem 1.4. We set D =⋃
λ∈ΛR
∗
λ[X
∗]. By Lemma 5.5 and Lemma 5.2 there is a projectional skeleton on
X such that the induced subspace of X∗ contains D. Further, it follows easily
from the property (iv) that D is weak∗-countably closed. Finally, [18, Corollary 20]
shows that D is in fact equal to the the subspace induced by the skeleton. 
Now we proceed to the proof of Theorem 1.1. To ensure commutativity of the
skeleton we need some more lemmata.
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Lemma 5.6. For any suitable elementary model M the following holds:
Let X be a Banach space and D ⊂ X∗ a subspace induced by a projectional
skeleton in X. Suppose that X ∈ M and D ∈ M . Denote by PM the projection
induced by M (i.e., the projection onto X ∩M along (D ∩M)⊥). Let Q : X → X
be a bounded linear projection such that Q ∈ M . Then Q commute with PM . If
Q[X ] is moreover separable, then PMQ = QPM = Q.
Proof. Let φ1, . . . , φN be a subformula-closed list of formulas which contains the
formulas from Lemma 4.3, the formulas provided by Lemmata 5.1 and 5.4. Let Y
be a countable subset containing the set Y0 from Lemma 4.3 and the sets provided
by Lemmata 5.1 and 5.4. Fix an arbitrary M ≺ (φ1, . . . , φN ;Y ).
Since Q ∈M , by Lemma 4.3(ii) we have Q[X ∩M ] ⊂ X ∩M , hence PMQPM =
QPM . Further, by Lemma 4.3(xi) we have Q
∗ ∈M , hence Q∗[D∩M ] ⊂ D∩M due
to Lemma 4.3(ii). Since D ∩M
w∗
is the range of P ∗M , we get P
∗
MQ
∗P ∗M = Q
∗P ∗M ,
hence PMQPM = PMQ. It follows that QPM = PMQ.
Suppose that Q[X ] is moreover separable. Since Q[X ] ∈ M by Lemma 4.3(ii),
there is a countable dense set C ⊂ Q[X ] such that C ∈ M (by Lemma 4.3(xii)),
hence C ⊂M (by Lemma 4.3(v)). It follows that Q[X ]∩M is dense in Q[X ], hence
Q[X ] ⊂ X ∩M = PM [X ]. Therefore PMQ = Q which completes the proof. 
Lemma 5.7. For a suitable elementary model M the following holds: Let M be a
JBW ∗-algebra and (pα)α∈Γ an orthogonal system of σ-finite projections in M with
sum equal to 1. Let Λ0 and pC , RC , C ∈ Λ0 be defined as in Proposition 3.9. Set
D =
⋃
C∈Λ0
R∗C [M ]. For any C ∈ Λ0 let (SC,j)j∈JC be a commutative projectional
skeleton in RC [M∗]. Suppose that M contains M , M∗, D, (pα)α∈Γ, (RC)C∈Λ0 and
((SC,j)j∈JC )C∈Λ0 . Denote by PM the projection induced by M . Then the following
assertions are fulfilled:
(a) PM commutes with RC for each C ⊂ Γ ∩M .
(b) For any C ∈ Λ0 ∩M there is jC ∈ JC such that PM restricted to RC [M∗]
equals SC,jC .
(c) Let C = Γ ∩M . Then PMRC = RCPM = PM .
Proof. Let φ1, . . . , φN be a subformula-closed list of formulas which contains the
formulas from Lemma 4.3, the formulas provided by Lemmata 5.1 and 5.4 and
the formulas below marked by (∗). Let Y be a countable subset containing the
set Y0 from Lemma 4.3 and the sets provided by Lemmata 5.1 and 5.6. Fix an
arbitrary M ≺ (φ1, . . . , φN ;Y ) containing M , M∗, D, (pα)α∈Γ, (RC)C∈Λ0 and
((SC,j)j∈JC )C∈Λ0 .
Fix any C ⊂ Γ∩M . For any finite subset F ⊂ C we get F ∈M by Lemma 4.3(iii).
Then RF ∈ M by Lemma 4.3(ii). Therefore by Lemma 5.6 we deduce that RF
commutes with PM . Since RC is the SOT-limit of these projectionsRF , we conclude
that RC commutes with PM as well. This completes the proof of the assertion (a).
Let us continue by proving (b). Fix C ∈ Λ0 ∩M . Then C is a countable subset
of Γ, thus C ⊂ Γ∩M by Lemma 4.3(v). By (a) it follows that PM commutes with
RC . In particular, PM restricted to RC [M∗] is a projection on RC [M∗]. Further,
since C ∈M , we get (SC,j)j∈JC ∈M , hence also JC ∈M (we apply Lemma 4.3(ii)
twice).
It follows by Lemma 4.3(xiii) that JC ∩M is a countable up-directed set, denote
by jC its supremum. For any j ∈ JC ∩M we have PMSC,j = SC,jPM = SC,j by
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Lemma 5.6. Hence, by proceeding to the SOT-limit we get
PMSC,jC = SC,jCPM = SC,jC .
To complete the proof of (b) it suffices to observe that the range of PMRC is
contained in the range of SC,jC . But
PM [RC [M∗]] = RC [PM [M∗]] = RC [M∗ ∩M ] ⊂ RC [M∗ ∩M ]
and for any ω ∈ M∗ ∩M we have RC(ω) ∈ RC [M∗] ∩M . Since
∃j ∈ JC : SC,jω = ω, (∗)
elementarity yields such a j ∈ JC ∩M . Therefore SC,jCω = ω.
Finally, let us prove (c). The first equality follows from (a). To complete the
proof it is enough to show that the range of PM is contained in the range of RC .
Since the range of PM is M∗ ∩M , it suffices to observe that M∗ ∩M ⊂ RC [M∗].
But this can be proved by repeating the argument from the proof of (b). 
Proof of Theorem 1.1. We start by proving the theorem for JBW ∗-algebras. To
this end we will use Lemma 5.3. Let M be any JBW ∗-algebra and let (pα)α∈Γ, Λ0
and pC , RC , C ∈ Λ0 be defined as in Proposition 3.9. Set D =
⋃
C∈Λ0
R∗CM . For
any C ∈ Λ0 let (SC,j)j∈JC be a commutative projectional skeleton in RCM∗.
Let φ1, . . . , φN be a subformula-closed list of formulas which contains the for-
mulas from Lemma 4.3, the formulas provided by Lemmata 5.1 and 5.4. Let Y
be a countable subset containing the set Y0 from Lemma 4.3 and the sets pro-
vided by Lemmata 5.1 and 5.6 and containing also M , M∗, D, (pα)α∈Γ, (RC)C∈Λ0
and ((SC,j)j∈JC )C∈Λ0 . Let M1 and M2 be two elementary models for φ1, . . . , φN
containing Y .
Let C1 = M1 ∩ Γ, C2 = M2 ∩ Γ and C = C1 ∩ C2. Let C = {γn;n ∈ N} and
Fn = {γ1, . . . , γn}. Since C ⊂M1 ∩M2 and Fn is finite, we get Fn ∈M1 ∩M2 for
each n (by Lemma 4.3(iii)). Therefore, by Lemma 5.7 we find jn, kn ∈ JFn such
that
PM1 |RFn [M∗] = SFn,jn and PM2 |RFn [M∗] = SFn,kn .
Fix any ω ∈ M∗. We have
PM1PM2ω = (PM1RC1)(PM2RC2)ω = PM1RC1RC2PM2ω = PM1RCPM2ω
= PM1PM2RCω = lim
n
PM1PM2RFnω = lim
n
PM1SFn,knRFnω
= lim
n
SFn,jnSFn,knRFnω.
Similarly we get
PM2PM1ω = limn
SFn,knSFn,jnRFnω.
Since the projections SFn,kn and SFn,jn commute, we conclude that PM1 and PM2
commute as well.
If M is σ-finite, then M∗ is WCG by Proposition 3.7 applied to p = 1. Next
suppose that M is not σ-finite. Similarly as in the proof of [4, Theorem 1.1] to
show that M∗ is not WLD it suffices to prove that it contains an isometric copy of
ℓ1(Γ) for an uncountable set Γ. Such a set Γ will be provided by Proposition 3.9 –
it is uncountable due to Lemma 3.5. For any α ∈ Γ let ωα be a normal state such
that pα = pωα (it exists due to Lemma 3.4). We claim that the closed linear span
of (ωα)α∈Γ in M∗ is isometric to ℓ
1(Γ). To prove the claim fix a finite set F ⊂ Γ
and cα ∈ C for α ∈ F . For each α ∈ F fix a complex unit θα such that θαcα = |cα|.
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Set x =
∑
α∈F θαpα. Then x
∗ =
∑
α∈F θαpα and hence x
∗ ◦ x =
∑
α∈F pα = pF .
Hence,
{xx∗x} = 2(x ◦ x∗) ◦ x− (x ◦ x) ◦ x∗
= 2
((∑
α∈F
θαpα
)
◦
(∑
α∈F
θαpα
))
◦
(∑
α∈F
θαpα
)
−
((∑
α∈F
θαpα
)
◦
(∑
α∈F
θαpα
))
◦
(∑
α∈F
θαpα
)
= 2
(∑
α∈F
pα
)
◦
(∑
α∈F
θαpα
)
−
(∑
α∈F
θ2αpα
)
◦
(∑
α∈F
θαpα
)
= 2
(∑
α∈F
θαpα
)
−
(∑
α∈F
θαpα
)
= 2x− x = x.
So, ‖x‖3 = ‖{xx∗x}‖ = ‖x‖, hence ‖x‖ = 1 (unless the trivial case F = ∅). Further,∥∥∥∥∥
∑
α∈F
cαωpα
∥∥∥∥∥ ≥
∣∣∣∣∣
∑
α∈F
cαωpα(x)
∣∣∣∣∣ =
∑
α∈F
|cα|.
Since the converse inequality is obvious, we conclude that ‖
∑
α∈F cαωpα‖ =
∑
α∈F |cα|,
which completes the proof.
Finally, let us prove the theorem in case of JBW -algebras. Let A be a JBW -
algebra. By Lemma 2.1 there is a unique JB∗-algebra M such that the A is
isometrically isomorphic to Msa. By [10, Theorem 3.4] M is a JBW
∗-algebra.
Moreover, A∗ is isometric to M∗sa by Lemma 2.2, hence it is enough to prove
the statement for M∗sa. Let (pα)α∈Γ, Λ0 and pC , RC , C ∈ Λ0 be defined as in
Proposition 3.9. It follows from Lemma 3.1 that the projections RC preserve M∗sa.
Define by RsaC the restriction of RC to M∗sa, considered as a projection on M∗sa.
Since RsaC [M∗sa] is a complemented subspace of the WCG space RC [M∗], it is WCG
as well. Hence, we can fix, for each C ∈ Λ0, a commutative projectional skeleton
(SC,j)j∈JC in R
sa
C [M∗sa]. Using an obvious analogue of Lemma 5.7 for M∗sa we can
prove that M∗sa satisfies the assumptions of Lemma 5.3 to conclude in the same
way as in case of M . The assertions on σ-finite and non-σ-finite JBW -algebras
can be done in the same way as in case of JBW ∗-algebras. 
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