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We present direct numerical simulations of the different two-dimensional flow regimes generated
by a constant spatially periodic forcing balanced by viscous dissipation and large scale drag with
a dimensionless damping rate 1/Rh. The linear response to the forcing is a 6 × 6 square array of
counter-rotating vortices, which is stable when the Reynolds number Re or Rh are small. After
identifying the sequence of bifurcations that lead to a spatially and temporally chaotic regime of the
flow when Re and Rh are increased, we study the transitions between the different turbulent regimes
observed for large Re by varying Rh. A large scale circulation at the box size (the condensate state)
is the dominant mode in the limit of vanishing large scale drag (Rh large). When Rh is decreased,
the condensate becomes unstable and a regime with random reversals between two large scale
circulations of opposite signs is generated. It involves a bimodal probability density function of the
large scale velocity that continuously bifurcates to a Gaussian distribution when Rh is decreased
further.
PACS numbers: 47.27.-i, 47.27.E-,47.27.Cn,47.27.De
I. INTRODUCTION
Two-dimensional modeling of turbulent flows has been
widely used in atmospheric, oceanic, and astrophysical
flows when the velocity field depends weakly on the third
dimension either due to geometrical constraints or due
to an externally applied field. A characteristic feature
of two-dimensional turbulence is the inverse cascade of
energy from the forcing scale to larger scales. In the
absence of large scale dissipation, the energy accumulates
in a so-called condensed flow that takes the form of a
coherent vortex of the size of the domain [1].
Laboratory experiments on Kolmogorov flows, i.e.
flows driven by a spatially periodic force, have been first
performed to study large scale instabilities [2, 3] and
nearly two-dimensional turbulence [4, 5]. These flows
are generated by applying an electromagnetic force to
a thin layer of electrically conducting fluid. The linear
response takes the form of a periodic array of counter-
rotating vortices. Besides the Reynolds number, Re, the
stability of this flow also depends on the dimensionless
number Rh. It characterizes the linear dissipation pro-
portional to Rh−1, that results from the friction on the
bottom boundary. As the forcing strength is increased,
various instabilities make the flow turbulent.
Stability analysis and direct numerical simulations
played a central role in getting a comprehensive pic-
ture of various dynamical features of the flow observed
in the laboratory experiments. Meshalkin and Sinai
[6] performed the first linear stability analysis of the
Kolmogorov flow generated by one dimensional forcing.
More complex forcings have been investigated analyti-
cally [7, 8]. Using direct numerical simulations, several
authors have studied the sequence of bifurcations that
lead to a chaotic behavior. Most of these studies consider
a one-dimensional forcing. In contrast, Braun et al. [9]
studied the case of an 8× 8 square forcing and reported
several periodic branches, torus, and chaotic solutions
that occur before the generation of large scale structures.
Thess [10] was the first to take into account the friction
at the bottom boundary in the stability analysis of Kol-
mogorov flows. He showed how the marginal stability
curve of the linear response to the forcing depends on Re
and Rh.
In turbulent flows, friction is required to dissipate the
kinetic energy transferred to large scales by the inverse
cascade. When friction is too small, energy accumulates
at the largest available scale. This leads to the formation
of a large scale circulation (LSC) containing most of the
kinetic energy of the flow, as predicted by Kraichnan [1].
When friction is increased, condensation does not occur
any longer, and a turbulent flow with large scale charac-
teristics compatible with an inverse cascade of energy is
obtained. Both regimes have been observed by Somme-
ria [4] who also reported random reversals of the LSC [4].
The scaling law of the energy spectrum related to the in-
verse cascade has been verified more precisely [5], and
the effect of the condensate on the statistical properties
of the turbulent flow has been investigated [11].
Tsang and Young [12] reported the saturation mech-
anism of the injected power in 2D turbulence: the large
scale velocity field advects the array of vortices at the
forcing scale and detunes them from the periodic forc-
ing, thus leading to a decrease in the injected power into
the flow. This process has been studied further by Gallet
and Young who provided an analytical model of the con-
densed state in the absence of large scale dissipation [13].
When friction is increased, LSC displays reversals. Their
mean frequency increases with friction [4]. Reversals have
been subsequently studied by Gallet et al. [14] using di-
rect numerical simulations and have been compared to
other reversals of a vector field such as reversals of the
magnetic field generated by dynamo action.
Most of the past numerical and experimental investi-
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2gations focus so far on the transition from the laminar to
the turbulent state of the flow. Studies that investigate
the possible mechanism leading to transitions from the
condensate state to reversals are lacking.
In this paper, we consider two-dimensional Kol-
mogorov flows driven by a forcing that generates 6 × 6
counter-rotating vortices. We study the parameter space
and identify all the possible flow regimes together with
their bifurcations. We mainly focus on the reversal and
condensate regimes.
The structure of the paper is as follows. In Sec. II we
present the governing equations and the numerical pro-
cedure. Sec. III discusses the different regimes of the
flow obtained when the Reynolds number and the fric-
tion on the bottom boundary are varied. We present the
energy budget of the flow in Sec. IV. The dynamics of the
LSC reversals is discussed in Sec V, and the condensed
state is presented in Sec. VI. We focus on the dynamical
interplay between the large scale Fourier modes during
reversals and in the condensate state. Finally, our con-
clusions are given in Sec. VII.
II. GOVERNING EQUATIONS AND
NUMERICAL PROCEDURE
We consider a numerical model of a laboratory exper-
iment in which a thin horizontal layer of liquid metal is
submitted to a vertical magnetic field [4, 14]. An elec-
tric current is injected into the liquid metal through a
square array of 6× 6 alternate sources and sinks made of
electrodes flush with the bottom boundary. The Lorentz
force, i.e. the cross product of the radial current den-
sity in the fluid and the applied magnetic field, drives a
square array of 6×6 counter-rotating vortices. This flow
becomes unstable and a turbulent regime can be obtained
when the forcing is large compared to the dissipation. In
the limit of large magnetic field, the flow is approximately
two-dimensional, and it can be modeled using the follow-
ing equations [4] written in a dimensionless form
∂u
∂t
+ (u · ∇)u = −∇σ − 1
Rh
u+
1
Re
∇2u+ F, (1)
∇ · u = 0, (2)
where u = (u, v) is the velocity field that obeys the
incompressibility condition (2), and σ is the pressure
field. The second term on the right hand side repre-
sents the frictional force in the Hartman layer at the
bottom of the container. The third term is the viscous
force, and F = (Fx, Fy) mimics the Lorentz force. The
non-dimensional parameters are the Reynolds number,
Re = UL/ν, which is the ratio of the inertial term to
the viscous one, and Rh = τU/L, which represents the
ratio of the inertial term to the friction on the bottom
boundary. Here, U is a characteristic large scale velocity,
L is the length of the square container, and 1/τ is the
damping rate related to the friction. The above equa-
tion has been made dimensionless using the length scale
L and the velocity scale U .
We consider free-slip boundary conditions for the ve-
locity field
u = ∂xv = 0 at x = 0, 1; (3)
v = ∂yu = 0 at y = 0, 1. (4)
To implement the above boundary conditions, we employ
the following basis functions in our spectral simulation:
u(x, y) =
∑
l,m
4uˆlm sinpilx cospimy, (5)
v(x, y) = −
∑
l,m
4vˆlm cospilx sinpimy, (6)
where the positive integers (l,m) represent the wavenum-
ber indices along the x- and y- directions respectively.
Note that in the physical space, the indices (l,m) corre-
spond to l vortices along the x direction, and m vortices
along the y direction. Note that uˆlm and vˆlm are real.
The above non-dimensional equations [Eqs. (1-2)]
are solved using an object-oriented pseudo-spectral
code Tarang-1.0 [15]. We employ the fourth-order
Runge-Kutta scheme with dynamically adjusted dt =
∆x/20
√
Eu (the CFL condition) for time advancement.
Here ∆x is the grid resolution, and Eu is the total ki-
netic energy. The 2/3 dealiasing scheme is used for all
the runs.
The applied forcing is
F = F0
[
sin(6pix) cos(6piy)
− cos(6pix) sin(6piy)
]
, (7)
where F0 = 0.5 is the amplitude of the force. The present
form of the forcing is chosen to generate an array of 6×6
counter-rotating vortices in the limit of small Re or Rh [4,
14]. We perform runs for a wide range of parameters:
Re (Re = 102-104) and Rh (Rh = 10−2-102). We choose
a uniform grid varying from 642 to 5122 depending on
the parameter values. The adequacy of the resolution is
verified by performing a grid-independence test.
III. THE DIFFERENT FLOW REGIMES
The flow generated by the spatially periodic forcing
(for a given F0 and wavenumber k = (6pi, 6pi)) depends
on Re and Rh. For low Re and low Rh, the solution of
Eq. (1) is proportional to the forcing, i.e.,
uˆ66
(
1
Rh
+
72pi2
Re
)
= F0, (8)
which is a stable solution. These states are plotted us-
ing black filled circles in Fig. 1. Since Eq. (1) involves
two dissipative terms, the effective Reynolds number with
forcing on (6, 6) mode can be defined as
Reeff =
1
1
Rh +
72pi2
Re
. (9)
3FIG. 1. The different flow regimes in the parameter space
(Re-Rh): linear response to the forcing (•), stationary non-
linear regime (I), time-periodic regime (∗), quasi-periodic
regime (H), chaotic regime with non zero mean flow (J),
chaotic regime with zero mean flow (), random reversals
of the large scale flow (F), condensate state (N). The full
line is the marginal stability curve of the linear response to
the forcing calculated by Thess [10].
We expect the linear response to the forcing to be stable
as long as Reeff is less than a certain constant value
of order one. This justifies the form of the fit of the
results obtained by Thess [10] that we have plotted as
the marginal stability curve in Fig. 1:
0.68
Rh
+
280
Re
= 1. (10)
Although the aforementioned fit is in a fair agreement
with the data obtained by Thess, more complex behav-
iors exist in Thess’ detailed analysis, such as bicritical
points at which the geometry of the most unstable mode
changes. The instability generates a flow at the largest
possible scale in the limit of large Rh, whereas subhar-
monic patterns can be observed first for smaller Rh. It is
not the purpose of our study to find these stability limits
using direct numerical simulations. When we increase the
parameters Rh or Re, modes other than (6, 6) get gen-
erated; these new modes are saturated by the nonlinear
terms u · ∇u.
A. Bifurcation from laminar to chaotic states
We describe first a sequence of bifurcations from lam-
inar to complex flows that are observed along two lines
of the parameter space displayed in Fig.1, first increasing
Rh for Re = 5000 (vertical arrow), then increasing Re
for Rh = 100 (horizontal arrow).
For Re = 5000, the patterns corresponding to the lin-
ear response to the forcing are stable for Rh . 0.5. The
flow consists of a 6 × 6 square array of counter-rotating
vortices shown in Fig 2(a). For Rh ∼ 0.8, we observe an
emergence of modes other than the forcing mode, which
FIG. 2. Vorticity patterns for Re = 5000: (a) Linear re-
sponse to the forcing (Rh = 0.5), (b) stationary non-linear
regime (Rh = 0.8), (c) time-periodic regime (Rh = 1.32),
(d) quasiperiodic regime (Rh = 1.34), (e) chaotic flow with
zero-mean velocity (Rh = 10), and (f) condensate state
(Rh = 100).
is quite evident from the distortion of the flow structure
(see Fig 2(b)). At higher Rh, Rh = 1.32, merger of
similar signed vortices is illustrated by the snapshot dis-
played in Fig. 2(c). This regime involves periodic oscilla-
tions of the vortices. A further increase of Rh yields suc-
cessive transitions to quasiperiodic, and then to chaotic
patterns (details to be discussed below); here the flow
becomes more and more disordered in space, as shown in
Figs. 2(d,e). However, a different trend is observed for
very large Rh for which the uˆ11 mode becomes dominant.
For Rh = 100, an intense central vortex associated with
a large scale circulation is observed in Fig. 2(f).
We use the amplitude of the Fourier mode uˆ11 to dis-
tinguish the regimes discussed above. To further quantify
the dynamics, in Fig. 3 we plot the phase space projection
along the uˆ11 and uˆ66 axes. For Re = 5000 and Rh ∼ 0.8,
Fig. 3(a) shows a stationary state with uˆ11 6= 0. It corre-
sponds to the pattern displayed in Fig. 2(b). These sta-
tionary states are located using right triangles in Fig. 1.
As described above, they are generated either by a pitch-
fork bifurcation from the linear flow regime or by a more
complex sequence of bifurcations [10]. A further increase
of Rh to 1.32 leads to a limit cycle generated through a
supercritical Hopf bifurcation and displayed in Fig. 3(b).
The corresponding spatial pattern is shown in Fig. 2(c).
In Fig. 1, these limit cycles are shown using (∗). For
Rh ∼ 1.34, another Hopf (to be precise Neimark-Sacker)
bifurcation yields a quasi-periodic state, as illustrated in
Fig. 3(c). The spatial pattern is displayed in Fig. 2(d)).
These states are located using downward triangles in
Fig. 1. This regime becomes chaotic when Rh is slightly
4FIG. 3. Phase space projection on the forcing mode uˆ66 and
the large scale Fourier mode uˆ11 for Re=5000 at low Rh: (a)
Non-linear stationary state (Rh = 0.8), (b) periodic regime
(Rh = 1.32), (c) Quasi-periodic regime (Rh = 1.34) and (d)
chaotic regime with zero-mean (Rh = 1.5).
increased (Rh = 1.38).
A further increase of Rh (Rh = 1.5) changes the sys-
tem behavior to another kind of chaotic attractor, which
is larger and symmetric in uˆ11, as shown in Fig. 3(d).
For these regimes, the mean value of uˆ11 vanishes, and
the reflection symmetry with respect to x = 1/2 and
y = 1/2 is statistically restored (compared to the at-
tractor of Fig. 3(c)). These patterns are shown using
squares in Fig. 1. A similar sequence of bifurcations from
the linear flow to a chaotic regime is observed in experi-
ments [16].
The power spectral densities of the large scale mode re-
lated to the periodic, quasiperiodic, and chaotic regimes
described above are displayed in Fig. 4. The limit cy-
cle for Rh = 1.32 involves a fundamental frequency
f1 = 6.9 together with its harmonics (see Fig. 4(a)). The
power spectrum for the quasiperiodic state correspond-
ing to Rh = 1.34 involves another frequency f2 = 2.4
and the linear combinations of f1 and f2 (see Fig. 4(b)).
These peaks become enlarged by an increasing amount
of low frequency noise as displayed in Fig. 4(c) that cor-
responds to a chaotic regime with a non zero mean flow
(Rh = 1.38). As Rh is increased further, the two sym-
metric attractors merge, and a fully chaotic regime with
zero mean flow is obtained (Fig. 4(d) for Rh = 1.5). The
noise level displays an exponential decay as a function of
frequency.
A similar sequence of bifurcations is observed when
we increase Re at fixed Rh = 100 (horizontal arrow in
Fig.1). The linear response to the spatial forcing is stable
for Re = 200 (Fig. 5(a)). When Re is increased, the flow
bifurcates to another stationary flow that involves modes
other than (6,6), in particular the large scale mode (1, 1)
(see Fig. 5(b)). Further increase of Re yields succes-
FIG. 4. Power spectral density of the mode uˆ11 for Re = 5000:
(a) Rh = 1.32 (periodic state), (b) Rh = 1.34 (quasi-periodic
state), (c) Rh = 1.38 (chaotic state with uˆ11 6= 0) and (d)
Rh = 1.5 (chaotic state with uˆ11 = 0).
FIG. 5. Vorticity patterns for various states at Rh = 100:
(a) laminar state (Re = 200) , (b) Stationary non-linear state
(Re=500), (c) and (d) condensate state respectively at Re =
1500 and Re = 7500.
sive bifurcations to time-periodic and chaotic flows with
non zero large scale flow. The large scale mode becomes
more and more important as Re is increased further(see
Fig. 5(c, d)).
In the next subsection we will describe how new pat-
terns emerge when Rh is increased beyond the chaotic
regime.
5B. Transition from chaotic to condensate states
In the previous subsection, we discussed in detail the
system dynamics for Rh = 0 to 10 with Re = 5000. We
obtained patterns corresponding to fixed point, periodic,
quasiperiodic, and chaotic states. For the chaotic state
at Rh = 10, the large scale velocity mode uˆ11 randomly
changes sign, as depicted in the time series of Fig. 6(a)
(corresponding to Fig. 2(e)). The probability density
function (PDF) of uˆ11 is displayed in Fig. 7. It is close
to a gaussian with a maximum for uˆ11 = 0.
As Rh is increased further to 30, uˆ11 fluctuates more
strongly, as evident from the time series of Fig. 6(b).
More importantly, the PDF of uˆ11 exhibits two peaks at
±u0 as shown in Fig. 7. This transition from a gaussian
with a mean value uˆ11 = 0 to a double-peaked symmetric
PDF when Rh is increased can be considered as the low
Rh border of the reversal regime.
A further increase of Rh to 50 shows the chaotically
reversing regime more clearly, as illustrated in Fig. 6(c).
The maximum of the PDF of uˆ11 occurs at larger u0. In
addition, the residence time in one of the states with op-
posite large scale circulations becomes much longer than
the eddy turn-over time. The average residence time in-
creases when Rh is increased further.
Finally, when Rh = 100, the large scale circulation no
longer changes sign, and a “condensed” state is obtained
(see Fig. 6(d)). The large scale circulation displays in-
termittent fluctuations around a mean nonzero value of
uˆ11. The flow pattern of a condensed state is shown in
Figs. 2(f) and 5(c,d). In Fig. 7, we plot the PDF of uˆ11
for Rh = 100, which shows fluctuations around a positive
uˆ11, consistent with the time series depicted in Fig. 6(d).
In the condensed state, the attractors corresponding to
both directions of the large scale circulation are discon-
nected in phase space.
The aforementioned condensed state has been at-
tributed to the inverse cascade of energy from the forc-
ing scale to the largest possible scale [1]. Another
viewpoint has been put forward recently by Gallet and
Young [13]. They found the condensate as an approxi-
mate nonlinear solution of Eq. (1) in the absence of fric-
tion (1/Rh = 0). For the (6, 6) forcing, the condensate is
generated through a pitchfork bifurcation from the linear
flow regime as Re is increased, and it stays stationary up
to Re ∼ 1000. It is evident from our simulations that the
large scale mode (1, 1) starts playing a major role as soon
as the linear response to the forcing becomes unstable,
and this mode is used to characterize the different flow
regimes.
Our simulations illustrate that for Re > 1000, the
(1, 1) mode is dominant in the limit of large Rh which
corresponds to a small dissipation rate at large scales. It
is interesting to observe how the condensate disappears
when Rh is decreased. We observe in Fig. 1 that it bi-
furcates to a regime with random reversals of the large
scale circulation and then to the chaotic regime with zero
mean flow.
FIG. 6. For Re = 5000: direct recordings of the large scale
mode when Rh is increased from Rh = 10 (chaotic regime) to
Rh = 100 (condensed state). Random reversals between two
states with opposites values of the LSC velocity are clearly
visible for Rh = 55 but could be already guessed for Rh = 30.
FIG. 7. Probability density function of the large scale Fourier
mode uˆ11 for different Rh with Re = 5000. The PDF is
Gaussian for Rh = 10 (◦) and its most probable value is
uˆ11 = 0. When Rh is increased, the distribution bifurcates to
a bimodal PDF displayed for Rh = 20 (). It becomes more
and more pronounced as Rh is increased further: Rh = 30
(O), Rh = 40 (/), Rh = 75 (•). For Rh = 100, no reversal
is observed on the simulation time. The system is in the
condensed state (∗). The dashed line is the Gaussian fit.
6IV. ENERGY BUDGET
The aforementioned dynamical regimes involve energy
exchanges among the Fourier modes due to nonlinear in-
teractions. These interactions generate energy transfer
from the injected power by the periodic forcing to the
small-scale viscous dissipation and the large-scale drag.
An integration over space of the scalar product of Eq. (1)
with the velocity yields the following equation for the en-
ergy budget:
dEu
dt
= I − s − L, (11)
where
Eu =
∫ ∫
1
2
u2 dxdy (12)
is the kinetic energy,
I =
∫ ∫
F · u dxdy = 2F0uˆ66 (13)
is the injected power (note that uˆ66 = vˆ66 because of
incompressibility),
L =
1
Rh
∫ ∫
u2 dxdy =
2Eu
Rh
(14)
is the large scale dissipation, and
s =
1
Re
∫ ∫
(∇× u)2 dxdy (15)
is the small scale viscous dissipation. Note that s is most
active at small length scales, while L is most active at
large length scales since Eu is strongest at large scales.
In a statistically stationary regime, we obtain
〈I〉 = 〈s + L〉 = 〈s〉+ 2
Rh
〈Eu〉, (16)
where 〈•〉 stands for the time average.
In Fig. 8, we plot I, Eu, L, and s versus Rh for
Re = 2000, Re = 5000 and Re = 10000. We first ob-
serve that the mean injected power 〈I〉 decreases when
Rh is increased. This is in agreement with the mechanism
proposed by Tsang and Young [12]; the advection of the
vortices at the forcing scale by the large scale flow detunes
the vortices from the spatial forcing thus decreasing its
efficiency. As the energy of the large scale flow increases
with Rh (Fig. 8 and Fig. 9), the detuning of the forcing
becomes stronger, thus leading to the decrease of 〈I〉.
This mechanism operates here even though the present
simulations are not in a regime in which viscous dissipa-
tion is negligible compared to the large scale drag. This
regime was achieved in reference [12] since the scale sep-
aration between the forcing scale and the box scale was
much larger than in our simulations and hyperviscosity
was used. In our case, mean viscous dissipation 〈s〉 and
FIG. 8. Variation of the injected power, kinetic energy, and
dissipation rates with Rh for: (a) Re = 2000, (b) Re = 5000,
and (c) Re = 104.
large scale drag 〈L〉 are of the same order in the chaotic
regimes when Re > 5000 and Rh > 10. For Re = 2000,
〈s〉 becomes large compared to 〈L〉 for the largest values
of Rh.
An interesting trend displayed in Fig. 8 is the relative
magnitude of 〈s〉 with respect to 〈L〉 when Rh is varied.
For Rh = 1, the linear response to the forcing is stable
and one expects 〈s〉  〈L〉 when Re is large. When Rh
is increased and the flow becomes chaotic, one observes
that 〈s〉 first increases whereas 〈L〉 decreases. The value
of Rh for which they become equal increases with Re.
As described above, our simulations are not per-
formed in a turbulent regime for which 〈s〉  〈L〉 that
would correspond to the two-dimensional turbulence phe-
nomenology in which the injected power cascades to large
scales and is mostly dissipated by large scale drag. Only
for the largest Reynolds number, Re = 104, we have 〈L〉
a few times larger than 〈s〉 for Rh = 10 but their ratio is
of order one for Rh = 100. We expect that 〈L〉/〈s〉 will
be larger for Re = 105 which is the value of the Reynolds
number reached in the experiments [4, 16]. Increasing
scale separation between the forcing and the box size will
also allow the development of the inverse cascade, thus
increasing 〈L〉/〈s〉. However, even though our simula-
tions are not conducted in this regime, the condensed
state predicted by two- dimensional turbulence is well
observed.
The normalized energy Eˆ11 (respectively Eˆ66) of the
mode uˆ11 (respectively uˆ66) is displayed versus Rh for
Re = 2000, 5000 and 104 in Fig. 9. We define Eˆ11 =
7FIG. 9. Variation of the normalized energy Eˆ11 (respectively
Eˆ66) of the mode uˆ11 (respectively uˆ66) with Rh for different
Re.
uˆ211/Eu and Eˆ66 = uˆ
2
66/Eu where Eu is the kinetic energy
of the flow. Eˆ66 strongly decreases when Rh is increased
such that the linear response to the forcing becomes un-
stable, while Eˆ11 increases. As said above, this phe-
nomenon is observed even though we are not in a regime
with a well developed inverse cascade with 〈s〉  〈L〉.
FIG. 10. Cross-correlation between the injected power I, ki-
netic energy Eu and viscous dissipation s for different values
of Rh and Re = 5000.
The temporal cross-correlation between the injected
power I and the kinetic energy Eu, C
IEu(τ), and the
temporal cross-correlation between I and the viscous dis-
sipation s, C
Is(τ), are displayed in Fig. 10. The corre-
lation reach unity in the chaotic regime with zero mean
(Rh = 1.5, see Fig. 10(a)). The maximum of the corre-
lation decreases as Rh is increased, because the flow is
much more disordered in space for Rh = 10 or Rh = 55
(reversal regime) than for Rh = 1.5. For these values
of Rh, the cross-correlation of injected power with small
scale dissipation is larger than the correlation of injected
power with large scale dissipation since L = Eu/Rh
(Fig. 10(b, c)). In the condensed state, the opposite
is observed (Fig. 10(d)). The maximum of the cross-
correlation is for positive time lag τ > 0, thus kinetic
energy or large scale dissipation and viscous dissipation
lag behind injected power. In the turbulent regimes
(Rh = 10 or Rh = 55), the time lag is of the order
of one eddy turn-over time.
V. REVERSALS OF THE LARGE-SCALE
CIRCULATION (LSC)
As described in earlier sections, random reversals of
the LSC are observed for Re > 1000 and intermediate
values of Rh in a rather extended domain of (Re-Rh)
parameter space (Fig. 1). These reversals regimes are
illustrated in Fig. 6(c) using the time series of uˆ11 and
plotted in Fig. 1 using (F). The PDF of uˆ11 displayed in
Fig. 7 shows two maxima at ±u0 for the reversal states.
FIG. 11. Time series of large scale circulation uˆ11 (red) dis-
playing random reversals as well as excursions for Re = 2000
and Rh = 65. The kinetic energy Eu (blue) jumps between
two states of low, respectively high, mean values. Correspond-
ingly the injected power I (black) and viscous dissipation s
(green) display weak, respectively strong fluctuations.
Fig. 11 shows time series of uˆ11, injected power I, ki-
netic energy Eu, and viscous dissipation s for Re = 2000
and Rh = 65. Besides reversals, one also observes excur-
sions or aborted reversals for which the amplitude of uˆ11
starts decreasing as if a reversal were initiated, but the
flow then comes back to the state with the same sign of
uˆ11 instead of reversing. The value of Eu increases some-
what during the reversals. The high energy state (during
the transition) is associated with a larger dissipation at
large scale, and is also related to higher levels of injected
8power I and viscous dissipation s. Thus, I, Eu, s, and
L exhibit small spikes during reversals and excursions
(see below).
In Fig. 12(a,b) we present the phase-space projection
uˆ11-uˆ66 for (Re = 2000, Rh = 65) and (Re = 10
4, Rh =
55). For (Re = 2000, Rh = 65), the low energy state
corresponds to the dense lobes at the bottom of the at-
tractor. The high energy state, which also corresponds
to a larger injected power, i.e. a larger mean value of
uˆ66, corresponds the regions with medium density. Only
these regions are connected by trajectories correspond-
ing to reversals. For Re = 2000 and Rh = 80, the two
dense lobes get disconnected and become the condensed
state. The presence of low and high energy injection
states, corresponding respectively to high and low am-
plitudes of u11, is in good agreement with the saturation
mechanism mentioned above.
For (Re = 104, Rh = 55), the low energy state no
longer exists (see Fig. 12(b)). The mode uˆ11 reverses be-
tween positive and negative values, but the peak of the
PDF u0 is lower than that for (Re = 2000, Rh = 65).
Similar features involving two turbulent states with dif-
ferent level of fluctuations in relation with condensation
have been described in experiments [18].
FIG. 12. Phase space projection on the modes uˆ11-uˆ66 for the
reversal regime with Re = 2000 (a) and Re = 104 (b). Two
types of attractors are displayed: one with low fluctuations
and another with high fluctuations coexist for Re = 2000,
whereas the low fluctuating state is absent for Re = 104. The
reversals always take place between the two high fluctuating
attractors.
Further information about the statistical properties of
the low and high energy states can be obtained from
the PDF displayed in Fig. 13. The PDFs of Eu show
symmetric fluctuations about the mean in both states.
In contrast, the PDF of the injected power I is roughly
Gaussian in the high energy state whereas it is asymmet-
ric with an exponential tail toward large values in the low
energy state. A similar trend is observed for the PDF of
FIG. 13. PDF of the injected power (I), viscous dissipation
(s) and total kinetic energy (Eu) during low (L) and high
(H) energy states as observed in Fig. 11. The dashed line
superimposed on I(H) is a Gaussian fit.
viscous dissipation s. The PDFs of the low energy state
have a similar shape to the ones of the condensed state.
FIG. 14. Time series of the Fourier modes: uˆ11 (red), uˆ12
(black), uˆ21 (blue), uˆ22 (green), and uˆ66 (cyan), for Re = 2000
and Rh = 60.
Next we consider the time series of some of the domi-
nant modes during a reversal of the LSC in Fig. 14. We
plot the time series of uˆ11, uˆ22, uˆ21, and uˆ66. Clearly,
(1, 1) mode switches sign, while the mode (6, 6) does not
change sign. The other modes display large fluctuations
compared to their mean value. However, we observe that
the mode (2, 2) keeps a positive mean. This trend is not
observed for the modes (1, 2) and (2, 1) which exhibit
their strongest fluctuations during the reversal.
9In Appendix B we classify the reversing modes based
on group theoretic arguments, and show that the Fourier
modes {E} = (even, even), {O} = (odd, odd), {M1} =
(even, odd), {M2} = (odd, even) should behave dur-
ing reversals according to a small number of possible
scenarios. One of them is: {O} → {−O}; {E} →
{E}; {M1,M2} = . That is, the even modes do not
change sign, the odd modes change sign, and the mixed
modes {M1} and {M2} have zero mean. A similar fea-
ture has been observed for the flow reversals in two-
dimensional turbulent convection: all the odd modes
(e.g., (1, 1), (3, 3), etc.) change sign, while the even
modes (e.g., (2, 2)) keep the same sign [19, 20]. How-
ever, in the present study, these possible scenarios are
blurred by strong turbulent fluctuations.
Gallet et al. [14] studied the evolution of (1, 1), (2, 1),
and (1, 2) modes using numerical simulations, and ob-
tained similar results, that is, uˆ11 reverses, but uˆ21 and
uˆ12 fluctuate around zero, with strong fluctuations dur-
ing a reversal. Gallet et al. [14] based their arguments on
reflection symmetries about x and y axes passing through
the centre of the box. The symmetry arguments of Gallet
et al. [14] and those given in the appendix are equivalent.
Gallet et al. [14] proposed a low dimensional model
of reversals of the LSC driven by a (6, 6) forcing us-
ing the modes (1,2) and (2,1) which have a quadrupo-
lar like symmetry interacting with the large scale mode
(1,1) which has a dipolar like symmetry. The possible
triad through which (1,2), (2,1) and (1,1) could interact
is [(1,2), (2,1), (1,1)]. However, this interaction is forbid-
den due to the symmetry of (1,1) mode under a rotation
by pi/2. A closer inspection shows that the interacting
triads responsible for reversals are {(1, 1), (2, 2), (3, 1)}
and {(1, 1), (2, 2), (1, 3)}.
FIG. 15. Snapshots of vorticity and velocity fields during
a reversal as shown in Fig. 14. (a) before the reversal; (b)
initiation of the reversal; (c) and (d) during the reversal; (e)
ending of reversal; and (f) after the reversal. (1,1) is the
dominant Fourier mode before and after the reversal. (2,2)
mode is active at the beginning of the reversal, followed by
(2,1) and (1,2) modes during the reversal.
The flow structure at various stages during the reversal
is shown in Fig. 15. The vorticity levels are represented
with different colors and the velocity field is indicated
with arrows. Fig. 15(a) shows the LSC rotating in the
counterclockwise direction. The single eddy breaks into
four eddies as shown in Fig. 15(b). This structure is
followed transiently by two-eddy structures (Fig. 15(b-
e)). Finally the upper eddy starts pushing the lower one
and a single eddy rotating clockwise occupies the box
(see Fig. 15(f)). Thus this suggests [(1, 1) → (2, 2) →
(1, 2) ↔ (2, 1) → −(1, 1)] to be a possible sequence of
the flow structures during the reversal.
VI. TRANSITION FROM THE REVERSAL
REGIME TO THE CONDENSATE STATE
As we increase Rh, the flow stops reversing beyond
some Rh, and we observe a condensate state. The con-
densed states are exhibited in Fig. 1 using (N), and their
flow profile is displayed in Figs. 2(f) and 5(c,d).
As discussed in the previous section, for small Rh, flow
reversals occurs due to nonlinear interactions among the
modes of the triads {(1, 1), (2, 2), (3, 1)} and the triad
{(1, 1), (2, 2), (1, 3)}. For the reversal, it is critical that
the secondary mode (2, 2) be of significant strength. We
compute this ratio |uˆ22/uˆ11| and plot it as a function of
Rh for Re = 2000, 5000 and 104 in Fig. 16. We observe
that the ratio |uˆ22/uˆ11| decreases with increasing Rh, and
it is very small (∼ 10−2) for large Rh & 100. This is the
reason why reversals stop at large Rh, and we obtain a
condensate state. Note that the relative strengthening of
uˆ11 mode compared to the secondary modes occurs due
to an inverse cascade of energy. Very similar phenomena
was observed by Chandra and Verma [19, 20] for thermal
convection in two-dimensional box geometry; the reversal
stopped at large Rayleigh number due to small value of
the ratio |uˆ22/uˆ11|.
The phase space projection on the modes uˆ11-uˆ66
shown in Fig. 17 compares the attractor related to the
condensate state (in black) to the one related to the rever-
sal regime (in grey). The fluctuations in the condensed
state increase when Re is increased. For Re = 2000,
the attractor corresponding to the low energy state of
the reversal regime transforms into the attractor of the
condensate.
Finally, it is instructive to consider the cross-
correlation between the injected power I and the ki-
netic energy of the large scale mode uˆ211 in the rever-
sal regime and the condensate state. Fig. 18 shows that
the large scale flow and the injected power are anticor-
related, i.e. the cross-correlation reaches large negative
values for some time lag. This is in agreement with the
mechanism proposed by Tsang and Young [12] in which
the large scale flow detunes the small scale pattern from
the forcing thus decreasing the injected power. However,
the sign of the time lag changes with Rh. In the rever-
sal regime, it is positive, thus the kinetic energy of the
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FIG. 16. Relative energy (E22/E11) of the mode uˆ22 with re-
spect to uˆ11 versus Rh for different values of Re. The small-
est values of the relative energy are reached in the condensate
state.
FIG. 17. Phase space projection on the modes uˆ11-uˆ66 for the
reversal regime (Rh = 65) and the condensate state (Rh =
100) for Re = 2000 (a) and Re = 104 (b).
large scale mode lags behind the injected power. Con-
sequently, reversals may result from fluctuations in the
energy budget. The opposite is observed in the conden-
sate state for which the injected power lags behind the
large scale flow. Detuning induced by the large scale flow
controls the injected power.
As described above, the condensate state has been pre-
dicted in the framework of two-dimensional turbulence
phenomenology [1]. Its observation in direct numeri-
cal simulations has been first performed using the two-
FIG. 18. Cross-correlation between the injected power I and
the large scale kinetic energy uˆ211 in the reversal regime (grey)
and in the condensate state (black) for Re = 2000 (a) and
Re = 5000 (b).
dimensional Navier-Stokes equation without large scale
drag and using hyperviscosity to regularize the small
scales [21, 22]. In addition, the forcing was applied at
small scale with respect to the box size and consists of
white noise. The later provides a constant injected power
and scale separation and hyperviscosity allow a well de-
veloped inverse cascade of energy. We have shown here
that a condensate can be obtained even when both the
large scale drag and small scale viscous dissipation play
a significant role in the energy budget. A different ap-
proach for the condensed state has been recently provided
by showing that it can be understood has a nonlinear
solution of the two-dimensional Navier-Stokes equation
without large scale drag. In the limit Re→∞, the LSC
detunes the linear response to the constant and spatially
periodic forcing, such that the injected power becomes
vanishingly small [13]. This approach strongly differs
from the phenomenology of two-dimensional turbulence
as far as the injected power is concerned. It looks to
fit better with the flow configuration we studied in this
work.
VII. CONCLUSIONS
We performed a numerical study of a two-dimensional
Kolmogorov flow generated by a spatially periodic and
constant force and linearly damped by a drag force with
a decay rate 1/Rh. When the Reynolds number Re or
Rh are small, the linear response to the forcing is stable,
and the system takes the form of a square arrays of 6× 6
alternate counter-rotating vortices. We studied variation
of patterns for various Re and Rh, but focussed on vary-
ing Rh for a particular Re, more specifically Re = 5000.
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When Rh was increased, the flow becomes unstable, and
it follows a sequence of transitions to a fixed point, peri-
odic, quasiperiodic, and chaotic states. The most dom-
inant Fourier mode uˆ11 that represents the large-scale
flow describes the aforementioned states very well.
We observed two kinds of chaotic states: a first one
with a nonzero mean value of uˆ11, and the second one
with a zero mean value of uˆ11. The second chaotic state
occurs for larger Rh. On further increase of Rh, the PDF
of the mode uˆ11 transitions from a gaussian distribution
to a bimodal distribution. The maxima of the bimodal
distribution are related to LSC with opposite values of
the velocity. The distribution becomes more and more
peaked as Rh is increased, thus leading to flow reversals,
in which the mode uˆ11 randomly switches between two
quasi-stationary states.
A further increase in Rh to around 100 leads to cessa-
tion of flow reversals, and we obtain a condensate state
in which the flow moves continuously in one direction.
We attribute the condensate state to weakening of the
secondary mode uˆ22 that plays a very critical role in the
flow reversal. The relative strengthening of uˆ11 over the
secondary modes is due to the inverse cascade of energy
in two-dimensional flow.
Very similar phenomena were observed by Chandra
and Verma [19, 20] for turbulent convection in a two-
dimensional square box. They obtained flow reversals
after a series of bifurcations, as the Rayleigh number
was increased. However, the flow reversals stopped for
very large Rayleigh number due to weakening of the sec-
ondary mode uˆ23. Chandra and Verma [19, 20] argue
that the most dominant triads responsible for the flow
reversals in turbulent convection are (1, 1), (2, 2), (1, 3)
and (1, 1), (2, 2), (3, 1), which appears to be the same in
the Kolmogorov flow discussed in this paper.
All these transitions are in fair agreement with exper-
imental observations [4, 16] thus showing that the two-
dimensional modeling of the flow with stress-free bound-
ary conditions is a reasonable approximation. Taking
into account rigid boundary conditions can be impor-
tant in the absence of large scale drag (1/Rh = 0) when
reversals are generated by random forcing [25, 26]. In
that case, it has been found that reversals are induced
by generation of vorticity in the lateral boundary layers.
However, this does not correspond to the experimental
configurations quoted above or to our numerical simula-
tions.
Reversals of a vector field are widely observed in geo-
physics or astrophysics. The so-called quasi-biennial os-
cillation is an example of a large scale almost cyclic re-
versing flow in the turbulent atmosphere. It is a roughly
periodic oscillation in the strength and direction of the
zonal (east-west) wind in the lower and middle strato-
sphere over the equator of the Earth’s atmosphere [27].
The magnetic field of the Earth and the sun also display
random (respectively roughly periodic) reversals. Rever-
sals of a large scale velocity field over a turbulent back-
ground in thermal convection [19, 20, 29] or of a magnetic
field generated through the dynamo effect by a von Kar-
man swirling flow [28] have been studied in the past years
in laboratory experiments. Although the dynamo exper-
iment involves flows with much larger turbulent fluctua-
tions than the convection experiment or the Kolmogorov
flow, it has been found that reversals of the magnetic field
follow well defined trajectories in phase space (see Fig.
7 in [28]). This clearly differs from the reversals stud-
ied here (see Fig. 12). Although we have identified some
intermediate structures that correspond to the Fourier,
modes (2,1), (1,2) and (2,2) during reversals, it seems
unlikely that low dimensional models similar to the ones
designed for reversals of the magnetic field [30, 31] can
capture all the features of reversals of the LSC in Kol-
mogorov flows. Turbulent fluctuations are difficult to
disentangle from the dynamics of the dominant modes
in the present situation, such that a different approach
should be found to describe these bifurcations between
different turbulent regimes.
Appendix A: Energy transfers among Fourier modes
in Kolmogorov flows
As described in Sec. II, we force the (6, 6) Fourier
mode, hence the energy input to the system is via this
mode. The nonlinearity however enables energy trans-
fers to other modes. In this paper we focus on the en-
ergy transfer to the (1,1) mode, which contributes most
significantly to the large-scale circulation (LSC).
The equation for the energy of a mode k = (kx, ky) is
∂
∂t
1
2
uˆ(k)
2
= T (k)−
(
1
Rh
+
k2
Re
)
uˆ(k)
2
+ fˆ(k) · uˆ(k),
(A1)
where uˆ(k) = (uˆ(k), vˆ(k)) are the Fourier component of
the velocity, fˆ(k) is the Fourier component of the force,
and T (k) is the rate of energy transfer into uˆ(k) mode
from all other modes via nonlinear triad interactions. Dar
et al. [23] and Verma [24] showed that
T (k) =
∑
p
S(k|p|q) (A2)
with q = k− p, and
S(k|p|q) = −[(k · uˆ(q))(uˆ(k) · uˆ(p)] (A3)
is the “mode-to-mode energy transfer” from mode p
to k with q acting as a mediator. Note that uˆ(k) =
(uˆ(k), vˆ(k)) is a real vector. Using the incompressibility
condition [Eq. (2)], the above expression becomes
S(k|p|q) = pikx
(
kyqx
kxqy
− 1
)(
pxkx
pyky
+ 1
)
uˆ(q)uˆ(k)uˆ(p).
(A4)
The above expression for the mode-to-mode energy
transfer is very useful. We can deduce the energy
transfer rate from the (6, 6) mode to the (1, 1) mode
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using this formula. Clearly, {(1, 1), (6, 6), (5, 7)} and
{(1, 1), (6, 6), (7, 5)} form two important triads for the
above energy transfers. Hence,
S((1, 1)|(6, 6)|(5, 7)) = −4pi
7
uˆ(1, 1)uˆ(6, 6)uˆ(5, 7),(A5)
S((1, 1)|(5, 7)|(6, 6)) = 0. (A6)
S((6, 6)|(1, 1)|(5, 7)) = −S((1, 1)|(6, 6)|(5, 7)) (A7)
S((1, 1)|(6, 6)|(7, 5)) = 4pi
5
uˆ(1, 1)uˆ(6, 6)uˆ(7, 5), (A8)
S((1, 1)|(7, 5)|(6, 6)) = 0. (A9)
S((6, 6)|(1, 1)|(7, 5)) = −S((1, 1)|(6, 6)|(7, 5)) (A10)
It is interesting to note that in the triad
{(1, 1), (6, 6), (5, 7)}, (6, 6) mode supplies energy to
(1, 1) [Eq. (A5)], but (5, 7) does not supply energy to
(1, 1) [Eq. (A6)].
We have not analysed the energy exchanges among all
the modes in great detail. However our analysis shows
that (1, 1) is the most important mode and it receives
energy from the (6, 6) mode. Under steady state, the
energy received by (1, 1) mode is transferred to higher
modes, e.g. (2, 2). These modes in turn transfer energy
to other modes.
Appendix B: Symmetry of flow reversals in
Kolmogorov flow
The dynamical equation in Fourier space correspond-
ing to Eq. (1) is given by
∂uˆj(k)
∂t
= −ki
∑
p+q=k
uˆj(q)uˆi(p)− kiσ(k) (B1)
−
(
1
Rh
+
k2
Re
)
uˆi(k) + fˆi(k)
Symmetry arguments can be very useful in deducing the
nature of Fourier modes after the reversal, specially when
we apply constant forcing to a single Fourier mode (e.g.,
f(k0)), or to a small number of modes. These arguments
are based on geometrical symmetries like reflections or
rotation [14] , or “even-odd” symmetries of the interact-
ing Fourier modes [32]. In the following discussion, we
generalise the arguments of Verma et al. [32] for the Kol-
mogorov’s flow.
For the 2D box, the Fourier modes come in four cate-
gories: {E} = (even, even), {O} = (odd, odd), {M1} =
(even, odd), and {M2} = (odd, even). For example, (1,1)
is an odd mode, and (2,2) is an even mode. These ele-
ments form an abelian group called “Klein four-group”,
which is a direct product of two cyclic groups of two el-
ements each, i.e. Z2 × Z2 (see Table 1).
When a particular Fourier mode is forced with a con-
stant forcing, i.e. fˆi(k), then the reversal rules depend
on which class the forcing wavenumber belong to. Using
the product rule, we can make the following deductions
on the reversing modes.
TABLE I. Rules of nonlinear interactions among the Fourier
modes in 2D Kolmogorov flow. The elements form the Klein
four-group Z2 × Z2.
× E M1 M2 O
E E M1 M2 O
M1 M1 E O M2
M2 M2 O E M1
O O M2 M1 E
1. {E} modes cannot change sign during a reversal.
2. If a constant forcing is applied to {E} modes (e.g.,
f(6, 6) = const.), then the Fourier modes can be-
long to one of the six classes:
{O} → {−O}; {E} → {E}; {M1,M2} = ;
{M1} → {−M1}; {E} → {E}; {O,M2} = ;
{M2} → {−M2}; {E} → {E}; {O,M1} = ;
{O} → {−O}; {M1} → {−M1}; {M2} → {M2};
{E} → {E};
{O} → {−O}; {M2} → {−M2}; {M1} → {M1};
{E} → {E};
{M1} → {−M1}; {M2} → {−M2}; {O} → {O};
{E} → {E},
where  is a small number, and it represents fluc-
tuating modes around zero.
The above conclusion also follows from the fact that
{M1} and {M2} are symmetric under mirror reflec-
tions Sx and Sy respectively, while the {O} modes
are odd under Sx and Sy symmetry operations [14].
3. If a constant forcing is applied to O type mode,
then {O} modes do not change sign. Clearly,
{E} modes do not change sign. Hence, {M1} →
{−M1}; {M2} → {−M2}; {O} → {O}; {E} →
{E}.
Hence, {M1} and {M2} change during a reversal.
It follows from the fact that {O} modes are even
under rotation by pi, but {M1} and {M2} are odd
under this operation.
4. For a constant forcing of the {M1} type mode, then
{O} → {−O}; {M2} → {−M2}; {M1} → {M1};
{E} → {E}. Similarly, for constant forcing of
{M2} type modes, {O} → {−O}; {M1} → {−M1};
{M2} → {M2}; {E} → {E}.
5. For mixed constant forcing like f(E) + f(O), the
modes follow the reversal rules same as that for
constant forcing of odd modes. However, the re-
versals would be suppressed under forcing of the
type f(O) + f(M1) or f(O) + f(M2).
The above rules cover all the symmetry rules for con-
stant forcing. The present paper deals with f(6, 6) forcing
which comes under {E} category. Our result shows that
the (1, 1) mode reverses, the (2, 2) mode maintains the
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sign of its average value, while (1, 2) and (2, 1) fluctuate
around zero during reversals. Hence, the Fourier modes
under the forcing of f(6, 6) mode belong to {O} → {−O};
{E} → {E}; {M1,M2} =  class.
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