Abstract-This paper decribes a new reliable method, based on Modal Interval Analysis (MZd) and Set Inversion (SI) techniques, for the characterization of solution sets defined by Quantified Constraints Satisfaction Problems ( Q C S P ) over continuous domains. The presented methodology, called Quantified Set lnvenion (QSI), can be used over a wide range of engineering problems involving uncertain nonlinear models. Finally, an application on parameter identification is pmented.
I. INTRODUCTION
Many engineering problems, like in control engineering, can he formulated in a logical form by means of some kind of first order predicate formulas: formulas with the logical quantifiers, universal and existential, a set of real continuous functions, equalities or inequalities and variables ranging over real interval domains. More recently, this formulation has been referenced by different authors under the names: Generalized Constraints Satisfaction Problems [27] or Quantified Constraints Satisfaction Problems ( Q C S P )
A. Stare-of-the-Art
Up to now, Cylindrical Algebraic Decomposition [29] , [7] , [12] , for which a practical implementation exists [4], has been the most extended method to solve this type of problems. However, this technique is only well suited for small or middle-size problems because of its computational complexity. Moreover, it often generates huge output consisting on highly complicated algebraic expressions which are not useful for many applications and it does not provide partial information before computing the total result.
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Methods that appear lately [Ill, [2] try to avoid some of these problems restricting oneself to approximate instead of exact solutions, using solvers based on numerical methods. However, these algorithms are also restricted to very special cases (e.g. quantified variables only occur once, only one quantifier,etc.). Recently, some of these deficiencies have been partially removed by Ratschan [24] but, a lot of work remains to he done before obtaining an efficient and general method.
Many practical examples exist on the resolution of Q C S P using the different existing approaches, for 
PROBLEM STATEMENT
A Quantified Constraint (QC) is an algebraic expression over the reah which contains quantifiers (3,V), predicate symbols (e.g.,=, <, 5). function symbols (e.g.+, -, x, sin, exp), rational constants and variables x = {zl,. . . , zn} ranging over reds domains
. . >Dn}.
An example of a QC is the following one,
where x is a universally (V) quantified variable and p and r are free variable. linking a set of variables under consideration. A solution to a numeric constraint satisfaction problem C S P = (z, D , C ( z ) ) is an instantiation of the variables of x for which both inclusion in the associated domains and all the constraints of C ( z ) are satisfied. All the solutions of a constraint satisfaction problem thus constitute the set (2) Now suppose that the constraints C ( x ) depend on some parameters p 1 , p 2 , . . . , P I about which we only know that they belong to some intervals P I , Pz, . . . , Pl. Moreover, these parameters have an associated quantifier Q E {V, 3). . . , P I } is the set of parameters of the constraints system considered, { P I , P2,. . . , Pl} is a set of intervals containing the possible values of these parameters,
. c< E C I is a permutation of the numbers 1,. . . ,1.
The sets of the form (3) will he referred to as quantified solutions sets to the numerical quantified constraints satisfaction problem QCSP = ( x , D , C ( z ) ) . Given a box X (ca?esian product of intervals), an algorithm which does set inversion is based on a branchand-hound technique and the 3 followings set of rules:
This logic formula, used to prove that a box X is contained in the solution set, is equivalent to the following interval computation and interval inclusions
O u t ( f ( X ) ) G y ,
where f ( X ) are the ranges of the function components over the interval vector X and O u t ( f ( X ) ) are outer approximations o f f (X).
This logic formula, used to prove that a box X does not belongs to the solution set, is easily proved by means of the following interval computation and interval inclusions O u t ( f ( X ) ) G T . In order to obtain the second rule, used to prove that a box X does not belongs to the solution set, the following implication is used:
This logical formula is, analogously, equivalent to the
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following interval exclusion:
IMfYx, Pu, P E ) ) P Z,
where P O is a proper interval, X , P E improper ones, I n n ( f ' ( X , P u , P E ) ) is an inner approximation of the the *-semantic extension of the continuous function f , and 
A. Parumerer Identification
The problem treated in this section is a well known problem of the literature. It has been taken from [16] , which at the same time has been inspired from 1231.
B. Pmblem Srutement by two main characteristics:
The present problem of parameter identification is defined i. The process model A nonlinear process which depends on the variable t and two parameters x1 and x2 is used. The theoretical model of the process is:
ii. The eonctraints to he satisfied The constraints imposed by the system are:
where Y, corresponds to the uncertainty associated to the measure yi and Ti represents the uncertainty associated to the measurement time ti. Table ll shows the uncertainty associated to y and t. QSZ generates in 20 seconds on a Peutium llI lGHz, the paving of fig. 3 . where the darker region corresponds to the solution set C, the grey region corresponds to the non solution set E and the white region is undefined.
D. Analysis of the Results
Comparing the obtained results with the ones obtained by other existing algorithms [161, [19] , for which an efficient implementation [22] exists for the second one, it can be said that any relevant difference can be observed in terms of the solution and computational performances.
However, the method proposed in 1191 should be better in terms of computational complexity for a higher order problem (e.g. more parameter to identify) due to the use of constraint propagation techniques [SI, 1211.
The main difference between the presented algorithm and the mentioned ones does not lie on the computational complexity but on the conceptual complexity. While in the Q S l algorithm the set tules used to prove if a box X is inside or not from the solution set are achieved by means of simple interval computations provided by M A the other algorithms needs from more complex strategies to carry on the same task.
V. CONCLUSIONS AND FUTURE WORKS

A. Conclusions
The contribution of this paper has been to introduce a new algorithm, based on M I A and S I techniques, for the characterization of solution sets defined by numerical QCSP. The applicability of the method to engineering problems has been shown by means of a well known problem of the literature on parameter identification. A comparison with other existing techniques has also been carried out concluding that the presented algorithm introduces more simplicity to the problem of characterizing the set defined by a QCSP.
B. Future Works
I ) Reducing the complexity via Constraint Propagation:
In order to reduce the non polynomial complexity of the SI algorithm due to the branching, a narrowing operator (a contractor) for quantified constraints will be provided. This contractor, based on constraint propagation techniques and M I A , allows the contraction of an initial box X containing the solution set C to another one X' such that X' still contains E. [6] M. Msller C. Chvuvin and A. Wcber. An application a i quantifier elimination to maulematid bidon. i n CompuarAIgebm in Science and Engineering. World Scierrtifc, pages 287-296, 1994.
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