Abstract. We consider the lower bound of nodal sets of Steklov eigenfunctions on smooth Riemannian manifolds with boundary-the eigenfunctions of the Dirichlet-toNeumann map. Let N λ be its nodal set. Assume that zero is a regular value of Steklov eigenfunctions. We show that
Introduction
In this paper, we consider the lower bound estimates for the Steklov eigenfunctions on a smooth Riemannian manifold (N , h) with boundary (M, g) , where dimN = n + 1 and h| M = g. The Steklov eigenvalue problem is formulated as △ h φ λ (x) = 0, x ∈ N , ∂φ λ ∂ν (x) = λφ λ (x), x ∈ ∂N = M.
Here, ν is an unit outer normal vector on M. The Steklov eigenvalues can also be reduced to the boundary M. Then the φ λ becomes the eigenfunction of Dirichlet-to-Neumann operator, i.e.
Λφ λ = λφ λ . The Dirichlet-to-Neumann operator Λ is defined as
Hf is the harmonic extension of f , i.e. △ h u(x) = 0, x ∈ N , u(x) = f (x), x ∈ ∂N = M with u = Hf . Moreover, the operator Λ is a self-adjoint operator from H 1 2 (M) to H The eigenvalues 0 = λ 0 < λ 1 ≤ λ 2 ≤ λ 3 , · · · , are ordered in ascending order with counted multiplicity. For simplicity, we choose n + 1 as the dimension of N , which is a little bit different from the previous work by [BL] and [Zel] . The nodal sets are zero level sets of eigenfunctions. We want to study the asymptotical behavior of the size of nodal sets of Steklov eigenfunctions for large λ. Recently, some remarkable progresses have been made for the upper bound of the size of nodal sets for analytic manifolds. Bellova and Lin [BL] proved that if N is an analytic domain in R n , then the H n−2 -Hausdorff measure of nodal sets of Steklov eigenfunctions has an upper bound of Cλ 6 with C depending only on N . Later on, Zelditch [Zel] improved their results and showed that the optimal upper bound for the nodal sets is Cλ for real analytic manifolds. The optimality can be seen from the case that the manifold is a ball.
So far, nothing seems to be known for the lower bound of the nodal sets of Steklov eigenfunctions, even for analytic manifolds. The main goal of our paper is to address the lower bound of nodal sets over general compact smooth manifold. Quite different from the case for the Laplacian-Beltrami operator, the Dirichlet-to-Neumann operator is a nonlocal operator, which causes additional difficulty. Fortunately, since we are measuring the whole size of the nodal sets which can be considered as "partial global" quantity, we are able to find a way to overcome the difficulty and carry the argument through.
Let's first briefly review the literature concerning the nodal sets of classical eigenfunctions. Let φ λ be an L 2 normalized eigenfunctions of Laplacian-Beltrami on compact manifold (M, g ) without boundary,
and let
Yau conjectured that for any smooth manifold, one should control the upper and lower bound of nodal sets of classical eigenfunctions as
where C, c depends only on the manifold M. The conjecture is only verified for real analytic manifold by Donnelly-Fefferman in [DF] . For the smooth manifolds, the conjecture is still not settled. Much progresses have been obtained towards the lower bound of nodal sets. Colding and Minicozzi [CM] , Sogge and Zelditch [SZ] independently obtained that
for smooth manifolds. For other related works about lower bounds of nodal sets of classical eigenfunctions, see [M] , [HL] , [HS] , [SZ1] , etc, to just mention a few. The methods in [CM] and [SZ] are quite different. Specially, the method in [SZ] is based on a beautiful new integral formula about L 1 norm of |∇φ λ | on the nodal set and the L 1 norm of φ λ on M. Our goal is to adapt their idea to the setting of non-local operator, i.e. Steklov eigenfunctions.
Denote the α-level sets of Steklov eigenfunctions by
We are able to prove the following: Theorem 1. Let φ λ be a normalized Steklov eigenfunction and α be a regular value of φ λ . There exists a positive constant ǫ(N ) such that, for |α| < ǫ(N )λ
with C depending only on N .
An immediate consequence of Theorem 1 is the measure of nodal sets of Steklov eigenfunctions. Let N λ = {x ∈ M|φ λ = 0}.
Corollary 1. If 0 is a regular value of the Steklov eigenfunction φ λ , then
Preliminaries
In this section, we will review and prepare some general results needed in the proof of Theorem 1. First, we need the following result from [T] .
Lemma 1. The Dirichlet-to-Neumann operator Λ is an elliptic self-adjoint pseudodifferential operator of order 1 over M. Moreover,
Here, OP S m denotes the pseudodifferential operator of order m. Since Λ is an elliptic self-adjoint pseudodifferential operator, by the general results in [SS] (see also the book of Sogge [S] or [S1] for Laplacian-Beltrami operator), we have the following L p norm estimates.
Lemma 2. Let φ λ be the Steklov eigenfunction. One has the sharp estimates, for p ≥ 2,
In the whole paper, the notation A B or A B denotes A ≤ CB or A ≥ CB for some generic constant C which does not depend on λ. If we follow exactly the same argument as [SZ] , which makes use of lemma 2 for p = ∞, we can obtain L p norm estimates for p = 1, that is,
We also need the L p bounds for the pseudodifferential operators.
Proof. Define the operatorP := P (1 + Λ) −m , thenP ∈ OP S 0 (M). By the boundedness of zeroth pseudodifferential operator over L p (M) in [S] or [T] , the lemma follows easily.
Lower bounds of nodal sets
We will obtain the lower bounds of α-level sets of Steklov eigenfunctions in this section. Since the Dirichlet-to-Neumann operator is a non-local operator, we do not need information from the manifold (N , h) . In the following argument, all derivatives and calculations are performed with respect to the manifold (M, g). We first express the manifold M as the disjoint union
where D α j,+ and D α j,− are the connected components of the sets {x ∈ M|φ λ > α} and {x ∈ M|φ λ < α}. Using the same idea in [SZ] , we can treat each component separately and then add them up. For simplicity, we just deal with two components. The same argument carries out for many components. Denote 
where ds is the surface measure on L α λ induced by the metric g on M, ν is the exterior unit normal vector on L α λ with respect to D α ± respectively. Note the Green formula is taken on M with metric g.
Similarly, we have
By (3.2) and (3.3), we obtain
To obtain a lower bound of α-level sets of Steklov eigenfunctions, we need to choose some appropriate test functions. Inspired by the idea in [SZ] , it turns out that f ≡ 1 and f = 1 + |∇φ λ | 2 are good choices. Let f ≡ 1. We are able to establish the following proposition.
Proof. Since f = 1 in (3.4), we have
From lemma 1, we know that
where P 0 ∈ OP S 0 (M). It follows that M) . Therefore,
. Now there are three "bad" terms in (3.6): M) . We are going to estimates them respectively.
For the term αλ
, we can not get a better way, but assume that |α| ≤ ǫ(N )λ for some small ǫ(N ) depending only on N . We will determine it later on.
For other two "bad" terms, we are able to control them by the L 1 norm of φ λ multiplied by an ǫ power of λ. We can establish the following lemma.
Proof. Let δ > 0. By Hölder's inequality,
where we have used lemma 3. As we know,
Thanks to lemma 2, we get
Selecting δ so small that
≤ ǫ, then we are done.
With aid of lemma 4, we continue the proof of proposition 1. Let's go back to (3.6). Choosing ǫ = 1/2 in lemma 4, we obtain
Since we have assumed that |α| ≤ ǫ(N )λ
By (3.8) and choosing λ appropriately large which depends only on N , we finally arrive at
We are done with the proof of proposition 1.
Next we select the test function as f = 1 + |∇φ λ | 2 . We are able to prove the following proposition.
Proposition 2. There exists positive constant C = C(N ) such that
Proof. Let f = 1 + |∇φ λ | 2 in (3.4). We derive that
Furthermore, we get
(1 + λ) 3 , (3.10) where lemma 3 has been used in last inequality.
We are ready to give the proof of Theorem 1. We use an idea in [HS] by Hezari and Sogge.
Proof of Theorem 1. On one hand, by proposition 2, where we have used lemma 2 in last inequality. Combining the estimates (3.11) and (3.12), we arrive at |L 
