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ABSTRAKT 
 
Ve své diplomové práci se věnuje problému rozpoznávání mluvčích. V textu je 
popsána základní teorie k tomuto tématu, návrh a realizace systému pro rozpoznávání tří 
mluvčích. V teorii se zabývám výpočtem parametrů pro rozpoznávání mluvčích. Program pro 
rozpoznávání je vytvořen v Matlabu jako samostatná aplikace. Program je napsán dvojjazyčně 
česky a anglicky. Pro správnou funkci systému potřebujeme mít mikrofon a zvukovou kartu 
v počítači s operačním systém Windows. 
 
 
 
 
 
 
 
 
 
ABSTRACT 
 
My diploma theses deals with the problem of the speaker recognition. The basic theory 
of this problem is described in the text as well as model and implementation of the system for 
speaker recognition. The scope of the system is to recognize up to three speakers. The theory 
is based on calculation parameters for speaker recognition and processing of voice. Program 
is made in Matlab as a independent application and it has got Czech and English interface. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
5 
 
Prohlášení 
Prohlašuji, že svou diplomovou práci na téma Ukázkový systém na rozpoznání 
mluvčích jsem vypracoval samostatně pod vedením vedoucího diplomové práce a s 
použitím odborné literatury a dalších informačních zdrojů, které jsou všechny 
citovány v práci a uvedeny v seznamu literatury na konci práce. 
Jako autor uvedené diplomové práce dále prohlašuji, že v souvislosti s vytvořením 
této diplomové práce jsem neporušil autorská práva třetích osob, zejména jsem 
nezasáhl nedovoleným způsobem do cizích autorských práv osobnostních a jsem si 
plně vědom následků porušení ustanovení § 11 a následujících autorského zákona č. 
121/2000 Sb., včetně možných trestněprávních důsledků vyplývajících z ustanovení 
§ 152 trestního zákona č. 140/1961 Sb. 
V Brně dne 30. května 2008 ............................................ 
 podpis autora 
Poděkování 
Děkuji vedoucímu diplomové práce Prof. Ing. Milanu Sigmundovi, CSc. za účinnou 
metodickou, pedagogickou a odbornou pomoc a další cenné rady při zpracování mé 
diplomové práce. 
V Brně dne 30. května 2008 ............................................ 
 podpis autora 
 
 
 
 
6 
 
Obsah 
1 ÚVOD ........................................................................................................................................ 9 
2 ROZPOZNÁVÁNÍ ŘEČNÍKA ............................................................................................. 10 
2.1 ČLENĚNÍ SYSTÉMŮ ROZPOZNÁVÁNÍ MLUVČÍCH ..................................................................... 10 
2.1.1 Verifikace řečníka ...................................................................................................... 10 
2.1.2 Identifikace řečníka ................................................................................................... 11 
2.2 PRACOVNÍ REŽIMY ................................................................................................................. 12 
2.3 TYPY SYSTÉMŮ ...................................................................................................................... 13 
3 ZPRACOVÁNÍ SIGNÁLU .................................................................................................... 14 
3.1 SEGMENTACE SIGNÁLU .......................................................................................................... 14 
3.2 PREEMFÁZE ........................................................................................................................... 15 
3.3 AUTOKORELAČNÍ FUNKCE ..................................................................................................... 16 
3.4 LINEÁRNÍ PREDIKCE............................................................................................................... 16 
3.4.1 Výpočet predikčních koeficientů ................................................................................ 17 
3.4.2 Určení spektra a polohy formantů pomocí koeficientů lineární predikce ................. 18 
3.5 KEPSTRUM ............................................................................................................................. 19 
3.6 STATISTICKÉ PŘÍZNAKY ......................................................................................................... 20 
3.7 DYNAMICKÉ PŘÍZNAKY ......................................................................................................... 21 
3.7.1 Metoda AMDF ........................................................................................................... 22 
3.7.2 Metoda Center-Clipping ............................................................................................ 22 
4 ČASOVÉ TRANSFORMACE .............................................................................................. 24 
4.1 LINEÁRNÍ ČASOVÁ TRANSFORMACE ...................................................................................... 25 
4.2 NELINEÁRNÍ ČASOVÁ TRANSFORMACE .................................................................................. 26 
5 SYSTÉM NA ROZPOZNÁNÍ TŘÍ MLUVČÍCH ............................................................... 29 
5.1 FÁZE TRÉNOVÁNÍ ................................................................................................................... 30 
5.1.1 Záznam hesla a určení hranic promluvy ................................................................... 30 
5.1.2 Segmentace signálu ................................................................................................... 31 
5.1.3 Příznaky pro rozpoznávání mluvčích ........................................................................ 31 
5.1.4 Fáze rozpoznávání ..................................................................................................... 34 
5.1.5 Míry pro rozpoznávání mluvčích ............................................................................... 34 
5.1.6 Výsledky testování systému na rozpoznání tří mluvčích ............................................ 36 
6 NÁVOD PRO OVLÁDÁNÍ SYTÉMU NA ROZPOZNÁVÁNÍ MLUVČÍCH ................. 37 
6.1 INSTALACE PROGRAMU .......................................................................................................... 37 
6.2 NASTAVENÍ MIKROFONU ........................................................................................................ 37 
6.3 SPUŠTĚNÍ PROGRAMU ............................................................................................................ 39 
6.3.1 Trénování systému ..................................................................................................... 40 
6.3.2 Rozpoznávání ............................................................................................................. 44 
7 
 
7 VHODNÁ LITERATURA K ROZPOZNÁVÁNÍ MLUVČÍCH ....................................... 46 
7.1 ČESKY PSANÁ LITERATURA ................................................................................................... 46 
7.2 ANGLICKY PSANÁ LITERATURA ............................................................................................. 47 
8 KOMERČNÍ VYUŽITÍ ......................................................................................................... 48 
9 ZÁVĚR .................................................................................................................................... 49 
10 POUŽITÁ LITERATURA .................................................................................................... 50 
Seznam obrázků 
OBR. 1 BLOKOVÉ SCHÉMA PROCESU VERIFIKACE ŘEČNÍKA [1] .......................................................... 10 
OBR. 2 BLOKOVÉ SCHÉMA PROCESU IDENTIFIKACE ŘEČNÍKA V UZAVŘENÉ MNOŽINĚ PŘI 
VYUŽITÍ MÍRY PODOBNOSTI MEZI REPREZENTACEMI HLASU ŘEČNÍKŮ.[1] ........................... 11 
OBR. 3 BLOKOVÉ SCHÉMA PROCESU IDENTIFIKACE ŘEČNÍKA V OTEVŘENÉ MNOŽINĚ PŘI 
VYUŽITÍ MÍRY PODOBNOSTI MEZI REPREZENTACEMI HLASU ŘEČNÍKŮ.[1] ........................... 12 
OBR. 4 BLOKOVÉ SCHÉMA PROCESU TRÉNOVÁNÍ SYSTÉMŮ VERIFIKACE A IDENTIFIKACE 
ŘEČNÍKA.[1] ...................................................................................................................................................... 13 
OBR. 5 SEGMENTACE SIGNÁLU ......................................................................................................................... 14 
OBR. 6 VLIV PREEMFÁZE NA KMITOČTOVOU CHARAKTERISTIKU .................................................... 15 
OBR. 7 LP SPEKTRUM PRO M = 8 A M = 12 ...................................................................................................... 18 
OBR. 8 SCHÉMA VÝPOČTU KEPSTRÁLNÍCH KOEFICIENTŮ [2] .............................................................. 19 
OBR. 9 KEPSTRUM A SPEKTRUM ŘEČOVÉHO SIGNÁLU ........................................................................... 20 
OBR. 10 URČENÍ KMIN METODOU AMDF ....................................................................................................... 22 
OBR. 11 SEGMENTACE SIGNÁLU U METODY CENTER-CLIPPING .......................................................... 23 
OBR. 12 URČENÍ ZÁKLADNÍ FREKVENCE SIGNÁLU METODOU CENTER-CLIPPING ....................... 23 
OBR. 13 PRŮBĚH AUTOKORELAČNÍ FUNCE A URČENÍ HODNOTY KMAX. ......................................... 24 
OBR. 14 PŘÍKLAD LINEÁRNÍ TRANSFORMAČNÍ FUNKCE ........................................................................ 26 
OBR. 15 MATICE LOKÁLNÍCH VZDÁLENOSTÍ .............................................................................................. 26 
OBR. 16 DIAGRAM CEST NELINEÁRNÍ TRANSFORMAČNÍ FUNKCE W ( I ).[ ] ..................................... 27 
OBR. 17 GLOBÁLNÍ OMEZENÍ PRO URČENÍ TRANSFORMAČNÍ CESTY. .............................................. 28 
OBR. 18 BLOKOVÉ SCHÉMA SYSTÉMU PRO ROZPOZNÁVÁNÍ TŘÍ MLUVČÍCH ................................. 29 
OBR. 19 PRŮBĚH ENERGIE SLOVA LEMON ................................................................................................... 30 
OBR. 20 PŘÍKLAD PRŮBĚHU DLOUHODOBÉHO SPEKTRA PRO MLUVČÍHO ČÍSLO 1 ...................... 33 
OBR. 21 PŘÍKLAD PRŮBĚHU DLOUHODOBÉHO SPEKTRA PRO MLUVČÍHO ČÍSLO 2 ...................... 33 
OBR. 22 PŘÍKLAD PRŮBĚHU DLOUHODOBÉHO SPEKTRA PRO MLUVČÍHO ČÍSLO 3 ...................... 33 
OBR. 23 OKNO VLASTNOSTI ............................................................................................................................... 37 
8 
 
OBR. 24 OKNO CELKOVÁ HLASITOST ............................................................................................................. 38 
OBR. 25 OKNO PRO UPŘESŇUJÍCÍ NASTAVENÍ. ........................................................................................... 38 
OBR. 26 OKNO PRO VÝBĚR JAZYKA ................................................................................................................ 39 
OBR. 27 OKNO PRO VÝBĚR FÁZÍ SYSTÉMU. .................................................................................................. 39 
OBR. 28 OKNO PRO VÝBĚR FÁZÍ SYSTÉMU V ANGLICKÉ VERZI ........................................................... 40 
OBR. 29 OKNO PRO VÝBĚR HESLA ................................................................................................................... 40 
OBR. 30 OKNO PRO VÝBĚR HESLA V ANGLICKÉ VERZI ........................................................................... 41 
OBR. 31 OKNO PRO VYTVOŘENÍ VZORŮ ........................................................................................................ 41 
OBR. 32 OKNO PRO VYTVOŘENÍ VZORŮ A ANGLICKÉ VERZI ................................................................ 42 
OBR. 33 OKNO PRO VYTVOŘENÍ VZORU 1 ..................................................................................................... 42 
OBR. 34 OKNO PRO VYTVOŘENÍ VZORU 1 V ANGLICKÉ VERZI ............................................................. 43 
OBR. 35 OKNO S OZNÁMENÍM O ULOŽENÍ VZORU 1 .................................................................................. 43 
OBR. 36 OKNO S OZNÁMENÍM O ULOŽENÍ VZORU 1 V ANGLICKÉ VERZI .......................................... 43 
OBR. 37 OKNO PRO ROZPOZNÁVÁNÍ ............................................................................................................... 44 
OBR. 38 OKNO PRO ROZPOZNÁVÁNÍ V ANGLICKÉ VERZI ....................................................................... 44 
OBR. 39 OKNO SIGNALIZUJÍCÍ ZÁZNAM ZVUKU ......................................................................................... 45 
OBR. 40 OKNO SIGNALIZUJÍCÍ ZÁZNAM ZVUKU V ANGLICKÉ VERZI PROGRAMU ........................ 45 
OBR. 41 VÝSLEDNÉ OKNO SE JMÉNEM MLUVČÍHO ................................................................................... 45 
OBR. 42 VÝSLEDNÉ OKNO SE JMÉNEM MLUVČÍHO V ANGLICKÉ VERZI ........................................... 46 
 
 
 
 
 
 
 
 
9 
 
1 Úvod 
V své diplomové práci se věnuji problematice rozpoznávání mluvčích a tvorbě 
ukázkového systému na rozpoznání tří mluvčích. Tento systém bude sloužit jako ukázkový 
systém pro rozpoznávání tří mluvčích. V tomto textu je popsána část teorie k problematice 
rozpoznávání mluvčích, zpracování řečového signálu, návrh a realizace systému pro 
rozpoznávání tří mluvčích.  
V dnešní době se používá mnoho biometrických systémů pro zabezpečovací služby. 
Mezi takové systémy patří i identifikace a verifikace mluvčích podle jejich hlasu. Několik 
evropských a amerických firem spolupracuje s různými universitami na vývoji systémů na 
identifikaci a verifikaci mluvčích. Systémy pro rozpoznání mluvčích slouží k zabezpečení dat, 
používají též pro přístup k bankovnímu kontu a mnoha dalším aplikacím. Profesionální 
programy dosahují velké přesnosti rozpoznávání, ale nejsou 100% účinné, proto spousta 
výrobců doporučuje tyto systémy používat s kombinací dalších biometrických systémů pro 
větší bezpečnost. Účinnost systémů na verifikaci a identifikaci záleží na mnoha faktorech řeči.  
Je obecně známo, že jeden mluvčí nevysloví stejné slovo dvakrát po sobě naprosto 
stejně. Tyto dvě vyslovené slova se sobě budou podobat, ale rozdíl v nich bude vždy. Naším 
úkolem bude zjistit, podle čeho se dají takto vyslovená slova porovnat, abychom mohli určit 
mluvčího, který je vyslovil. Více informací naleznete v navazujícím textu.   
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2 Rozpoznávání řečníka 
U řečového signálu se asi 25% celkové informace obsažené v tomto signálu vztahuje 
k osobě mluvčího. Z těchto 25% asi 15% vyjadřuje identitu mluvčího a 10% okamžitý stav 
mluvčího. Odlišnosti projevu různých mluvčích jsou způsobeny anatomickými rozdíly 
řečových orgánů a odlišnými návyky jejich ovládání. 
2.1 Členění systémů rozpoznávání mluvčích 
Rozpoznávání řečníka lze obecně definovat jako rozpoznávání lidí na základě jejich 
hlasů. Rozpoznávání řečníka lze rozdělit do dvou úloh. Základní dělení těchto úloh je na 
verifikaci řečníka a identifikaci řečníka.[1] 
2.1.1 Verifikace řečníka 
Verifikace řečníka spočívá v tom, že máme záznam hlasu neznámé osoby a víme za 
koho se tato osoba vydává. Našim úkolem je pak zjistit, zda hlas neznámé osoby je dostatečně 
podobný hlasu člověka, za kterého se tato osoba vydává.[1]  
 
obr. 1 Blokové schéma procesu verifikace řečníka [1] 
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2.1.2 Identifikace řečníka  
Při identifikaci řečníka je naším úkolem zjistit, kterému ze skupiny známých řečníků 
je hlas neznámé osoby nejpodobnější. Tuto úlohu můžeme rozdělit na dvě části. První částí je 
identifikace v uzavřené množině, v této části předpokládáme, že neznámí řečník patří do 
množiny, ve které hledáme. V druhé části identifikujeme neznámého řečníka v otevřené 
množině a předpokládáme, že neznámí řečník nemusí do této množiny patřit.[1] 
 
obr. 2 Blokové schéma procesu identifikace řečníka v uzavřené množině při využití míry podobnosti 
mezi reprezentacemi hlasu řečníků.[1] 
Rozpoznávání řečníka probíhá v podstatě ve dvou fázích. V první fázi se předpokládá, 
že daný řečník patří do skupiny, ve které hledáme a přidělí se mu nejpodobnější totožnost 
řečníka ze skupiny. Ve druhé fázi probíhá verifikace této totožnosti a ověřuje se míra 
podobnosti neznámého hlasu k přidělené totožnosti řečníka. Pokud je míra podobnosti 
dostatečná je neznámí řečník identifikován jako řečník, jehož totožnost je výsledkem 
identifikační fáze, pokud ne je výsledkem rozhodnutí, že hlas neznámého řečníka nikomu ze 
skupiny nepatří.    
12 
 
 
obr. 3 Blokové schéma procesu identifikace řečníka v otevřené množině při využití míry podobnosti 
mezi reprezentacemi hlasu řečníků.[1] 
2.2 Pracovní režimy 
Hlavním pracovním režimem systému je rozpoznávání, při kterém dochází k verifikaci 
žadatele, popř. k identifikaci neznámého řečníka. Nezbytnou součástí rozpoznávacího procesu 
je přitom databáze referenčních řečníků, se kterými se hlas žadatele srovnává. 
Databáze je tvořena dvojicemi [identifikátor řečníka, reprezentace hlasu řečníka] a 
vytváří se během režimu trénování systému. Pod pojmem trénování systému rozumíme zápis 
nebo registraci řečníků. V tomto režimu musí každý referenční řečník poskytnout systému 
svůj identifikátor a vzorek hlasu. Řečový signál řečníka se pak zpracuje stejnou metodou 
zpracování řečového signálu, jaká bude použita při vlastním rozpoznávání, a na základě 
získaných příznaků se vytvoří reprezentace hlasu referenčního řečníka, která se společně 
s příslušným identifikátorem uloží do databáze referenčních řečníků. [1]  
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obr. 4 Blokové schéma procesu trénování systémů verifikace a identifikace řečníka.[1] 
2.3 Typy systémů 
Systémy pro rozpoznávání řečníka lze rozdělit do skupin podle toho, jaký řečový 
materiál se používá pro trénování systému a jaký pro vlastní rozpoznávání. 
- Textově závislé rozpoznávání: vyžaduje se, aby při rozpoznávání řečník vyslovil 
stejnou promluvu, jako byla promluva použitá pro trénování systému. 
- Rozpoznávání s pevným slovníkem: vyžaduje se, aby promluva, která je použita při 
rozpoznávání, obsahovala stejná slova jako trénovací promluva.  
- Rozpoznávání závislé na události: z promluvy se vyberou určité fonetické události a 
rozpoznávání pak probíhá na základě hlasových charakteristik získaných z 
těchto událostí.  
- Textově nezávislé rozpoznávání: na text není kladeno žádné omezení a neznámí řečník 
může vyslovit jakoukoliv promluvu. 
Systémy pro rozpoznávání řečníka je možné rozdělit také podle toho, zda a jakým 
způsobem vyzývají řečníka k vyslovení promluvy, na základě které má dojít k rozpoznávání. 
U systémů s textovou výzvou je na nějakém vhodném zařízení napsáno, co se má 
vyslovit. Obdobně pracují systémy s hlasovou výzvou s tím rozdílem, že požadavek na 
vyslovení promluvy není napsán, ale uživatel slyší výzvu z reproduktorů.[1] 
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3 Zpracování signálu  
Hlavním úkolem parametrizace řečového signálu je snaha o odstranění nadbytečné 
(redundantní) informace, která je v řečovém signálu v poměrně hojné míře zastoupena. 
Parametrizaci provádíme tak, abychom získali příznaky, které budou co nejvěrněji 
reprezentovat originální signál. Po příznacích na druhou stranu požadujeme, aby 
parametrizovaný signál byl pokud možno co nejmenší. Samotná parametrizace signálu je 
prvním krokem v celém řetězci kroků, jež je nutné učinit pro realizaci rozpoznávání.  
3.1 Segmentace signálu  
Při parametrizaci je signál většinou popisován v jiné než časové oblasti. Obvykle se 
využívají charakteristiky signálu vycházející z frekvenční oblasti. Ve frekvenční oblasti lze 
signál při stejné kvalitě popsat menším počtem složek a dále se také snažíme o odstranění 
redundantní informace. Ve frekvenční oblasti lze totiž předpokládat, že parametry řečového 
signálu zůstávají v průběhu několika desítek milisekund téměř konstantní (to je způsobeno 
omezenou rychlostí přestavby hlasového traktu člověka).  
Vzhledem k velké dynamice řečového signálu se tyto části volí v rozmezí od 10 do 35 
ms. Proto je tedy kontinuální řečový signál rozdělen do bloků o velikosti N vzorků s tím, že 
každý další blok je předsazen o M (M < N) vzorků. První segment je složen z prvních N 
vzorků. Druhý segment začíná M vzorků za prvním segmentem a přesahuje ho o N–M 
vzorků. Stejně tak třetí segment začíná 2M vzorků za prvním (nebo M vzorků za druhým) a 
přesahuje jej o N-2M vzorků. Typicky je velikost N rovna 512 (to je 32 ms při 16 kHz 
vzorkovací frekvenci a navíc 512 je mocninou čísla 2 a s segmentem je tedy možné provádět 
rychlou variantu DFT, tedy FFT) a M je rovna 256.[2]  
  
obr. 5 Segmentace signálu 
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Rozdělíme-li signál na segmenty, vzniká na jejich okrajích náhlý přechod (uříznutí), 
který je nežádoucí při dalším zpracování segmentů (frekvenční analýza). To, že odstraníme 
nespojitosti na začátku a konci segmentu, má za důsledek vyhlazení průběhu spektra. Aplikací 
okénkovací funkce konkrétně provádíme potlačení váhy vzorků na začátku a konci segmentu 
a to tak, že jednotlivé vzorky segmentu násobíme váhovou nebo též okénkovací funkcí. Pokud 
si označíme funkci pro Hammingovo okénko jako w(n), 0 ≤ n ≤ N - 1, kde N je opět počet 
vzorků v každém segmentu, pak funkce pro vážení jednotlivých segmentů bude mít tvar:  
 ( ) ⎥⎦
⎤⎢⎣
⎡ ⎟⎠
⎞⎜⎝
⎛ −⋅+=
N
nNnw π2
2
1cos46,054,0  pro n = 0,1,2,…,N-1     (3.1)  
 w(n) = 0      pro ostatní n 
Pravoúhlé okno 
 w(n) = 1      pro n = 0,1,2,…,N-1 
 w(n) = 0      pro ostatní n 
 Použijeme-li tedy okénkovací funkci uvedenou ve vztahu (3.1), n-tý vzorek 
signálu vypočteme takto[2]:  
 ( ) ( ) ( )nwnxny ⋅=            (3.2)  
kde x(n) je původní a y(n) nově získaný vzorek signálu.  
3.2 Preemfáze  
Preemfáze je metoda sloužící ke zvýraznění vyšších kmitočtů v signálu, protože mají 
obvykle nižší úroveň. Podstatná část celkové energie řečového signálu leží v kmitočtovém 
pásmu pod hranicí 300Hz. Užitečné informace signálu jsou téměř kompletně obsaženy 
v pásmu nad 300Hz.  Většinou se realizuje pomocí jednoduchého číslicového filtru:  
         (3.3)  
kde y(n) je n-tý vzorek signálu po preemfázi a x(n) je n-tý vzorek původního signálu. 
Konstanta a se běžně volí v rozsahu 0,95–0,98. Použití preemfáze není nezbytné. Pokud 
bychom chtěli získat původní signál ze signálu upraveného preemfází, musíme použít operaci 
opačnou k preemfázi a to deemfázi.[2] 
 
obr. 6 Vliv preemfáze na kmitočtovou charakteristiku  
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3.3 Autokorelační funkce 
Nejdůležitější metodou analýzy řečového signálu v časové oblasti je autokorelační 
funkce. Pro diskrétní signály je definována vztahem: 
( ) ( ) ( )∑∞
−∞=
+⋅=
n
knsnskR ,         (3.4) 
kterým je v podstatě posuzována shoda signálu s(n) se stejným signálem s(n) 
posunutým o k vzorků. Výsledná posloupnost R(k) vyjadřuje vnitřní podobnosti signálu. 
Koeficienty autokorelační funkce mohou být počítány stejně, jak pro periodické, tak pro 
stochastické signály. 
Po segmentaci signálu funkcí okna o délce N se pro autokorelační funkci vybraného 
segmentu omezí hranice sumy na interval od n = 1 do n = N-k 
( ) ( ) ( )∑−
=
+⋅=
kN
n
knsnskR
1
  pro k = 0,1,…,N-1    (3.5) 
R(k) = 0     pro │k│≥ N 
Vlastnosti autokorelační funkce: 
- Pro periodické signály je rovněž periodická se stejnou periodou. 
- Má sudou paritu, platí tedy R(k) = R(-k) bez ohledu na posunutí vlevo nebo vpravo. 
- Maximální hodnota autokorelační funkce je v bodě k = 0. 
- Hodnota R(0) je rovna energii signálu. 
- Autokorelační funkce neobsahuje informaci o fázovém posuvu jednotlivých složek 
signálu, je známo že lidský sluch rovněž nevnímá fázové změny řečového signálu. 
Autokorelační koeficienty můžeme také normovat, vztáhnout je k hodnotě R(0), tedy 
energii signálu. Tímto postupem lze vyrovnat příznakové změny, které jsou způsobeny 
kolísáním hlasitosti.[2] 
 
)0(
)()(
R
kRkr =          (3.6) 
I když můžeme autokorelační koeficienty použít přímo k rozpoznávání řeči, jejich 
význam spočívá především v tom, že slouží k výpočtu koeficientů lineární predikce.[2] 
3.4 Lineární predikce 
Jedná se o jednu z nejdůležitějších metod při zpracování řeči. Nelze ji jednoznačně 
zařadit ani do časové ani do kmitočtové oblasti.  
Princip metody spočívá v předpovědi budoucího signálového vzorku )(ˆ ns pomocí 
lineární kombinace určitého počtu M předcházejících (již realizovaných) váhových vzorků 
téhož signálu. 
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 ( )∑
=
−=
M
m
m mnsans
1
)(ˆ    M – řád prediktoru   (3.7) 
      am – predikční koeficienty 
Přesnost předpovědi závisí na charakteru signálu (periodický nebo zcela chaotický), na 
kvalitě predikčních koeficientů am a na jejich počtu M. Běžně se používá 10-12 predikčních 
koeficientů. [2] 
 
3.4.1 Výpočet predikčních koeficientů 
Koeficienty am vypočítáme z předcházejících signálových vzorků cestou minimalizace 
střední kvadratické chyby. Pro každý vzorek se předpovězená hodnota )(ˆ ns liší od skutečné 
hodnoty s(n) o chybu: 
 ∑
=
−−=−=
M
m
m mnsansnsnsne
1
)()()(ˆ)()(      (3.8) 
Pro určení am budeme vycházet z celkové chyby ve všech vzorcích na jednom 
segmentu řeči 
 
2
1 11
2 )()()( ∑ ∑∑
= ==
⎥⎦
⎤⎢⎣
⎡ −−==Ε
N
n
M
m
m
N
n
mnsansne      (3.9)  
 Naznačený proces vykazuje pouze jeden extrém a to minimum. Jeho určení 
provedeme pomocí parciálních derivací přes koeficienty am. 
∑∑ ∑
== =
=−≡=⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎥⎦
⎤⎢⎣
⎡ −−∂
∂
=∂
Ε∂
M
m
m
N
n
M
m
m
m
m
RmRamnsans
a
a
11
2
1
)()(0)()(
0
μμ  M,...,1=μ  (3.10) 
Maticový zápis výpočtu 
⎟⎟
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎝
⎛
=
⎟⎟
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎝
⎛
⋅
⎟⎟
⎟⎟
⎟⎟
⎠
⎞
⎜⎜
⎜⎜
⎜⎜
⎝
⎛
−−−
−
)(
.
.
)2(
)1(
.
.
)0(.)3()2()1(
.....
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..)1()0()1(
)1(.)2()1()0(
2
1
MR
R
R
a
a
a
RMRMRMR
RRR
MRRRR
M
  (3.11) 
Vzhledem k tomu, že matice autokorelacích koeficientů není zcela obecná, ale je 
symetrická kolem hlavní diagonály lze pro výpočet naznačené soustavy použít specielní 
matematické algoritmy (zrychlující výpočet).[2] 
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3.4.2 Určení spektra a polohy formantů pomocí koeficientů lineární predikce 
Pomocí hodnot koeficientů am můžeme určit vyhlazené spektrum signálu. 
(3.12) 
222
2
2
1
2
2
...1
1
1
1)(
⎟⎟⎠
⎞
⎜⎜⎝
⎛ +++−
=−=
=
−−−
−∑
fvz
fj
M
fvz
fj
fvz
fj
m
m
fvz
fj
eaeaea
za
fS
ez
πππ
π
 pro f = 0,…,fvz/2 
Získané spektrum je více či méně vyhlazené v závislosti na počtu predikčních 
koeficientů M. Pro ∞→M přechází LP spektrum do podoby FT spektra. 
obr. 7 LP spektrum pro M = 8 a M = 12 
Pro určení prvních 4 formantů samohlásek stačí řád prediktoru M = 12. Při snižování 
řádu prediktoru může nastat falešné zobrazení nejvyššího formantu, neboť dva skutečné horní 
formanty jsou nízkým řádem reprezentovány jedním lokálním maximem na kmitočtu mezi 
skutečnými formanty. Tato událost je vidět na obrázku č.7. 
Pokud hledáme hodnoty formantů v LP spektru není nutné zkoumat grafický průběh 
spektra, ale můžeme je získat číselně přímo pomocí hodnot koeficientů am, řešením rovnice 
∑
=
− →=−
M
m
i
m
m zza
1
0
1         (3.13) 
Získáme komplexní kořeny zi a z nich vypočítáme kmitočty formantů Fi a šířky 
formantů Bi.  
( )
ii
ii
zfvzB
zfvzF
ln
arg
π
π
=
=
                          (3.14;3.15) 
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Šířky formantů Bi jsou z velké části určeny fyzikálními podmínkami v hlasovém 
traktu. Nezávisí příliš na artikulaci a jsou pro většinu lidí podobné. Souvisí pouze s polohou 
formantů ve spektru.[2] 
)1,01(50 3ii fB +⋅=                 (3.16) 
Pokud najdeme ve spektru „příliš široká“ lokální maxima jsou to sice maxima ale 
nikoli formanty ve smyslu tvorby řeči a jejího zpracování. 
3.5 Kepstrum  
V mnoha studiích bylo prokázáno, že nejvhodnějšími nízko úrovňovými příznaky pro 
aplikace automatického rozpoznávání mluvčího jsou kepstrální koeficienty. Dále bylo 
prokázáno, že kepstrální příznaky jsou velmi dobře použitelné v textově závislé i nezávislé 
identifikaci, pokud byly nahrávky pořízeny za relativně vhodných podmínek (dobrý odstup 
signálu od šumu, stacionární podmínky při nahrávání).  
Kepstrální analýzu používáme k oddělování složek signálu, který vznikl konvolucí 
několika složek. Řečový signál je výsledkem konvoluce buzení hlasového traktu s impulzní 
odezvou hlasového ústrojí.[2]  
Metoda dekonvoluce řečových signálů spočívá v logaritmování součinu spektrálních 
funkcí .                  ( ) ( ) ( )[ ] ( ) ( )fHfGfHfGfS loglogloglog +=⋅=     (3.17) 
Po logaritmování jsou logaritmované součinové složky k dispozici jako součet. 
Operace logaritmování mění amplitudu spektra, nikoli však jeho charakteristiku. Inversní 
Fourierova transformace transformuje složky zpět do časové oblasti, kde existují dále jako 
součet, protože součet po Fourierově transformaci zůstává zachován. [2] 
 ( ){ } ( ){ } ( ){ }fHFfGFfSF logloglog 111 += −−     (3.18) 
Pokud tento vztah vyjádříme jako časovou funkci, můžeme psát: 
( ) ( ) ( )τττ hgs ccc +=          (3.19) 
Výstupní signál ( )τsc  je označován jako kepstrum signálu s(n). Komplexní kepstrum 
tedy představuje inversní Fourierovu transformaci logaritmu Fourierova obrazu vstupního 
signálu. [1] 
( ) ( ){ }{ }nsFFcs log1−=τ          (3.20) 
    
obr. 8 Schéma výpočtu kepstrálních koeficientů [2] 
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Pomocí kepstra můžeme určit základní tón řeči u znělých úseků řečového signálu. Na 
obrázku je znázorněno kepstrum znělého úseku řeči. Výrazná špička udává základní periodu a 
nepravidelná funkce v okolí počátku odráží vliv formantů, který rovněž charakterizuje 
mluvčího. [1] 
 
obr. 9 Kepstrum a spektrum řečového signálu 
Určení základního tónu je v situaci podle obrázku jednoduché. Stačí zjistit polohu 
špičky maxima ( )τsc , vyjadřující periodu základního tónu. Pro zlepšení odečítání lze 
maximum zvýraznit tak, že koeficienty kepstra ( )τsc  umocníme ( )τsc 2 . Podle kepstra 
můžeme určovat charakter analyzovaného segmentu. Pro znělý segment se v kepstru 
vyskytuje výrazné maximum. Pro neznělý segment má kepstrum šumový charakter a 
nevzniká v něm žádné výrazné maximum. Určení znělosti lze tedy provést pomocí 
jednoduchého prahového rozhodování.[1]   
Kepstrální koeficienty cm mohou být vypočítány také z LPC koeficientů pomocí 
rekurzivních vztahů. 
 ∑−
=
−+=
1
1
m
k
kmkmm acm
kac    pro m = 1,…,M    (3.21) 
 ∑−
−=
−+=
1m
Mmk
kmkmm acm
kac                  pro m = M+1,M+2,…   (3.22) 
Nevýhodou kepstrální analýzy je vysoká výpočetní náročnost.[2] 
3.6 Statistické příznaky 
Statistické příznaky jsou vhodné pro rozpoznávání mluvčích nezávisle na textu, neboť 
tyto metody pracují s dlouhodobými středními hodnotami, nebo s histogramy parametrů řeči. 
K této analýze se však užívají pouze znělé segmenty řeči, neboť pouze ty mají dostatečný 
popisný charakter. Jelikož zde nehraje roli časová posloupnost segmentů, není ani zapotřebí 
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provádět časové přizpůsobení vzorů. Těchto pozitivních vlastností lze dosáhnout pouze za 
cenu relativně dlouhého textu, jehož je potřeba k použitelné analýze. Mezi statistické příznaky 
se řadí např. základní tón (kmitočet) řeči, dlouhodobé spektrum řeči, střední hodnota a 
standardní odchylky koeficientů LPC (Linear Predictive Coding) nebo korelační a kovariační 
matice jednotlivých příznaků.[2] 
Nejužívanějším dlouhodobým příznakem je dlouhodobé spektrum řeči. Dostatečně 
dlouhé dlouhodobé spektrum odráží tvar hlasového traktu mluvčího, a tím i jeho anatomii, což 
dává dobré předpoklady k využití při rozpoznání mluvčích. K výpočtu dlouhodobého spektra 
se nejvíce používají první dva koeficienty LPC, jež lze vypočítat dle následujících vztahů: 
,
)1()0(
)1()0()2(
,
)1()0(
)2()1()0()1(
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    (3.23) 
kde koeficienty a1 a a2 jsou první dva koeficienty LPC a funkce Rp(k) udává střední 
hodnotu autokorelační funkce řádu k: 
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jp kRJ
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         (3.24) 
kde J je celkový počet segmentů (úseků) analyzovaného řečového signálu (při analýze 
řeči je celý signál rozdělen na segmenty o délce cca. 10-30 ms, tyto segmenty se mohou i 
překrývat) a Rj(k) je autokorelační funkce řádu k, diskrétního konečného neperiodického j-
tého segmentu signálu s(n) o délce N vzorků.[2] 
Autokorelační funkci takto specifikovaného signálu lze vyjádřit takto: 
∑−
=
+=
kN
n
jjj knsnskR
1
)()()(
        (3.25) 
3.7 Dynamické příznaky 
Dynamické příznaky jsou vhodné pro rozpoznávání mluvčích v závislosti na textu. 
Výhodou využití dynamických příznaků je, že není zapotřebí dlouhý text a i přesto je analýza 
velice přesná. Nevýhodou je velký počet výpočtů, které je nutné provést k získání všech 
parametrů. V podstatě jde, při určování dynamických parametrů, o určení časových průběhů 
zvolených parametrů řeči. Typickými parametry, jejichž časový průběh lze sledovat, jsou: 
základní tón řeči, první tři formanty,  kepstrum, válcový model hlasového traktu aj. 
Nejjednodušším dynamickým příznakem (co se týče jeho fyzikální interpretace) je 
frekvence základního tónu řeči f0. Základní kmitočet se uplatňuje u znělých segmentů 
řečového signálu a představuje hlavní parametr podle, kterého rozpoznává člověk jednotlivé 
mluvčí. Obvyklé hodnoty základního kmitočtu jsou v rozmezí 50 – 400 Hz. U mužů bývá 
základní kmitočet kolem 120Hz, u žen kolem 210Hz. Velikost základního kmitočtu hlasu se 
může měnit v průběhu jednoho segmentu, což má negativní vliv na výpočet.   
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K výpočtu frekvence základního tónu řeči se užívá několik metod, z nichž nejznámější 
je metoda AMDF (Average Magnitude Difference Function) a metoda Center-Clipping.  
3.7.1 Metoda AMDF 
Metoda AMDF je méně přesná a spočívá v nahrazení operace násobení ve vztahu pro 
autokorelační funkci (3.5) operací odčítání. Základní tón se určí jako podíl vzorkovací 
frekvence a hodnoty kmin, která odpovídá té hodnotě řádu modifikované autokorelační 
funkce, v níž má modifikovaná autokorelační funkce první minimum (kromě možného 
minima v počátku souřadné soustavy). Tato metoda vyžaduje separátně určovat znělost nebo 
neznělost segmentu. Je málo odolná proti vlivu nízkých formantů.[2]  
 
obr. 10 Určení kmin metodou AMDF  
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                (3.26) 
kde F0 je frekvence základního tónu řečí a T0 je perioda základního tónu řeči. 
3.7.2 Metoda Center-Clipping 
Metoda Center-Clipping vychází z poznatku, že pro určení základního tónu řeči stačí 
znát pouze jednotlivé špičky v průběhu analyzovaného signálu. Střední část signálu je tedy 
oříznuta a jsou zachovány pouze špičky, které jsou následně normalizovány na stejnou 
hodnotu (se zachováním znaménka). Pomocí této metody lze spolehlivě určit základní tón řeči 
a určit znělost (resp. neznělost) daného úseku řeči. 
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Signál se rozdělí na segmenty po 10ms a tři sousední segmenty pak tvoří analyzovaný 
interval. Z analyzovaného intervalu se pak určí clipovací úroveň pro každý segment.   
     
obr. 11 Segmentace signálu u metody Center-Clipping 
{ }11 ,min +−⋅= jjj MAXMAXkC        (3.27) 
k…. je redukční faktor s obvyklou hodnotou k = 0,8 
Střední část signálu mezi hodnotami ±C je vyříznuta (clipována) a zbylé špičky 
signálu jsou normovány na hodnotu ±1. 
sc(n) = +1 pro s(n) > C 
sc(n) = 0 pro -C≤ s(n) ≤ C 
sc(n) = -1 pro s(n) < C 
 
obr. 12 Určení základní frekvence signálu metodou Center-Clipping   
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Z průběhu signálu sc(n) vypočítáme autokorelační funkci a podle velikosti koeficientu 
R(kmax) této funkce určíme znělost analyzovaného segmentu. 
∑−
=
+⋅=
kN
n
cc knsnskR
1
)()()(~          (3.28) 
Pro znělý úsek  )0(~)(~ max RkR ⋅≥ α  
Pro neznělý úsek je )0(~)(~ max RkR ⋅< α  α…empirická konstanta (obvykle α = 0,8) 
Pro znělé úseky je pak 
max
0 k
fvzF = Hz a pro neznělé úseky položím F0 = 0 Hz 
 
obr. 13 Průběh autokorelační funce a určení hodnoty kmax. 
4 Časové transformace 
Tato kapitola je převzata z literatury [2]. Důležitou veličinou při rozpoznávání 
mluvčích je tempo (rychlost) řeči. Při vyslovení hesla se mění průměrná rychlost řeči i 
okamžitá rychlost vyslovení jednotlivých částí slova. Průměrná rychlost je závislá jak na 
mluvčím, tak i na obsahu promluvy. Vyslovení určitého výrazu není nikdy přesně 
opakovatelné, i když se o to mluvčí snaží. 
U systémů pracujících na základě porovnání neznámého slova se vzorovými slovy je 
výchozím předpokladem správného vzájemného porovnání stejná délka obou porovnávaných 
slov. 
Vzorová reprezentace je tvořena sledem vektorů R = [ r (1), … , r (i), … , r (I) ], 
neznámá reprezentace je tvořena sledem vektorů  T = [ t (1), … , t (j), … , t (J) ], přičemž se 
obě reprezentace liší v celkové délce tj. počtu vektorů, současně počtu segmentů I, J. Všechny 
vektory v obou reprezentacích mají N složek příznaků r (i) = r1(i), r2(i), … , rN(i),                     
t (i) = t1(i), t2(i), … , tN(i).  
Cílem časové transformace je určit transformační funkci  mezi časovými osami i, j 
j = w(i),                                                                  (4.1) 
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která převede reprezentaci T o původní délce J na reprezentaci o délce I tak, aby 
celková vzdálenost obou slov byla minimální. Transformační funkce definuje cestu v          
rovině ( i,j ). 
 
                                                                                                  (4.2) 
 Z praktických důvodů by měla vytvořená transformační funkce splňovat následující 
podmínky: 
• Okrajové podmínky: počáteční a koncové body musí zůstat identické.                       
w( 1 ) =1, w( I ) = J 
• Podmínka monotónnosti: časová posloupnost fonetických úseků musí zůstat 
zachována. Transformační funkce nesmí postupovat proti ose i ani proti ose j.                   
w(i+1)≥w(i)                                                                                                   (4.3) 
w(j+1)≥w(j)                                                                                                   (4.4) 
Transformační funkce w provádí „prodloužení“ respektive „zkrácení“ časové osy j 
opakováním nebo vypuštěním některých segmentů v testované reprezentaci. 
4.1 Lineární časová transformace 
Při lineární transformaci je testované slovo zkráceno nebo prodlouženo tak, že 
transformační funkce bere v úvahu pouze rozdíl celkových délek slov bez ohledu na vnitřní 
průběh příznaků. 
 
  
                                                                                                                                               (4.5)  
kde: Int( . ) – je celá část čísla 
Nevýhodou lineární transformace je, že nerespektuje kolísání okamžité promluvy a 
pokud se např. slovo prodlouží vlivem  dlouhé výslovnosti samohlásky může dojít 
k chybnému vypuštění segmentu s krátkým explosivem, který nelze ve výslovnosti prodloužit. 
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obr. 14 Příklad lineární transformační funkce 
4.2 Nelineární časová transformace 
Označuje se také pojmy dynamické programování, „borcení času“ nebo zkratkou 
DTW (Dynamic Time Warping). Při nelineární časové transformaci je přizpůsobena nejen 
délka testovaného slova, ale rovněž jeho vnitřní části. 
Pro výpočet transformační funkce w určíme nejdříve všechny lokální vzdálenosti obou 
slov: 
 
Z lokálních vzdáleností získáme matici d( i,j ):                                                                    (4.6)  
 
obr. 15 Matice lokálních vzdáleností 
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Pro nalezení funkce w(i) pozorujeme cesty uvnitř matice lokálních vzdáleností, které 
vedou z počátku d (1,1) do konce d (I,J). Hledanou cestou je pak cesta s minimální celkovou 
vzdáleností:  
⎭⎬
⎫
⎩⎨
⎧= ∑
jednacesta
jicesty dD ,min min                                                         (4.7) 
K určení minima musíme prozkoumat všechny možné cesty. Postačuje však hledat 
v omezeném prostoru mřížky vzdáleností, protože některé cesty jsou předem vyloučeny 
z důvodu nereálných zkreslení porovnávaných slov. Na obr. Je znázorněn příklad lokálního 
omezení transformační cesty. [ ] 
 
obr. 16 Diagram cest nelineární transformační funkce w ( i ).[ ] 
 
 
Bod ( i,j) transformační cesty může být dosažen pouze ze tří sousedních bodů ( i-1,j ),            
(i-1, j-1) nebo ( i-1, j-2). Ve směru osy i se postupuje vždy o jeden krok. Ve směru osy j je 
povolen posun o 0 až 2 kroky přičemž platí: 
             ( ) ( )
vypuštěyjesegment
zachovánjesegment
zopokovánjesegment
iwiw
2
1
0
1 =−−                                      (4.8) 
Pokud cesta obsahuje horizontální krok z bodu ( i-1, j) do bodu (i, j) znamená to, že 
jeden segment testovaného slova je přiřazen dvěma po sobě jdoucím segmentům vzorového 
slova, je tedy opakován. Každý segment se může opakovat nejvýše jedenkrát. Více násobný 
horizontální krok v cestě není přípustný.  
Pokud cesta probíhá z bodu ( i-1, j-1 ) do bodu (i, j) znamená to, že dva po sobě jdoucí 
segmenty obou slov jsou si vzájemně přiřazeny. 
28 
 
Pokud cesta probíhá z bodu ( i-1, j-2 ) do bodu ( i, j ) znamená to, že dva po sobě 
jdoucí segmenty testovaného slova jsou přiřazeny jednomu segmentu vzorového slova ( jeden 
segment je vypuštěn).[2]  
Lokální omezení vedou ve svém důsledku na omezení globální v rovině (i, j). Globální 
omezení vymezuje prostor, ve kterém může probíhat hledání transformační cesty. Mimo tento 
prostor je zbytečné počítat lokální vzdálenosti. Globální omezení je znázorněno na obr.17.  
 
obr. 17 Globální omezení pro určení transformační cesty. 
Pro určení optimální transformační cesty se zavádí tzv. akumulovaná vzdálenost: 
( ) ( ) ( ) ( ) ( ) ( ){ }2,1,1,1,,1*,1min,, −−−−−−+= jiDjiDjigjiDjidjiD AAAA  
kde:                                                   (4.9) 
 
Výpočet akumulované vzdálenosti začíná vždy v bodě ( 1, 1) při hodnotě DA( 1, 1) = 
d ( 1, 1), dále se vypočítá 1.sloupec DA ( 1, j ) , druhý sloupec atd. až je dosažen koncový                   
bod DA ( I, J). 
Spojnice minimálních hodnot DA z bodu ( 1, 1) do bodu ( I, J ) pak dává průběh 
nelineární transformační funkce.[2] 
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5 Systém na rozpoznání tří mluvčích 
V této kapitole se budeme věnovat návrhu systému na rozpoznání tří mluvčích a jeho 
realizaci pomocí programu Matlab. Při rozpoznávání mluvčích se potýkáme s několika 
problémy. Největším problém je časová nestálost hlasu mluvčího a změny hlasu při 
opakovaném vyslovení téhož slova. Systém má dvě hlavní části trénování a rozpoznávání. Ve 
fázi trénování se vytváří vzory, se kterými se porovnává záznam neznámého mluvčího, který 
musí patřit mezi mluvčí, pro které byly vzory vytvořeny.  
Blokové schéma systému je na obr. 18. Z obr.18 je patrné, že některé bloky využijeme 
pro obě fáze systému. Funkce pro záznam signálu, určení hranic řečového signálu a výpočet 
parametrů jsou využívány v obou částech programu. Fáze trénování systému se skládá ze 
záznamu signálu, určení hranic promluvy, vytvoření vzorů a uložení těchto vzorů pro 
jednotlivé mluvčí. Fáze rozpoznávání využívá první tři bloky (záznam signálu, určení hranic 
promluvy, vytvoření vzorů) stejně jako jsou použity ve fázi učení. Po vytvoření vzoru ve fázi 
rozpoznávání se provede v bloku porovnání časové přizpůsobení příznaků a výpočet 
vzdáleností mezi vzorovým a testovaným signálem.   
 
obr. 18 Blokové schéma systému pro rozpoznávání tří mluvčích 
Sestavení vhodného textu hesla 
Text hesla by neměl vzbuzovat asociace a emoce u mluvčích. Nejvhodnější hlásky pro 
rozpoznávání mluvčích jsou E, A, L, M, N, U a I. Nejméně vhodnými hláskami jsou B, S a T. 
V navrhovaném systému budu používat hesla „nula, mamut, lemon a masna“. 
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5.1 Fáze trénování 
V této fázi určíme začátek a konec promluvy v záznamu a vypočítáme příznaky pro 
rozpoznávání jednotlivých mluvčích, které uložíme do souborů. 
5.1.1 Záznam hesla a určení hranic promluvy 
Pro záznam zvuku používám objekt audiorecorder definovaný v knihovnách Matlabu. 
Záznam je monotónní se vzorkovací frekvencí 11025Hz a bitovým rozlišením 16bit/vzorek. 
Po získání záznamu hesla, které bylo řečeno do mikrofonu a převedeno na digitální signál, 
musím určit hranice slova v tomto záznamu. Záznam probíhá po dobu 5 sekund, což je doba 
dostatečná na vyslovení jednoho slova.  
V záznamu se objevují místa bez signálu, na kterých je zaznamenán pouze šum okolí. 
Tyto místa jsou před a za požadovaným úsekem signálu, který charakterizuje řečené slovo. 
Prvním úkolem systému je vybrat pouze užitečný signál ze záznamu. Toho docílíme pomocí 
výpočtu krátkodobé energie signálu. Celý signál rozdělíme do úseků po 10 ms a v těchto 
krátkých úsecích bude počítat energii signálu. V místě záznamu, kde bude zaznamenán pouze 
šum okolí bude energie signálu malá. V úseku užitečného signálu (tj. vysloveného hesla) se 
energie signálu prudce zvýší. Průběh energie signálu v jednotlivých segmentech záznamu je 
na obr. 19. 
 
obr. 19 Průběh energie slova lemon  
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Výpočet energie digitálního signálu je dán vztahem: 
 
kde: s (n) – je n-tý vzorek signálu                                                                          (5.1) 
Tento způsob určení začátku a konce promluvy je vhodný pro signály, které jsou velmi 
málo zašuměny. Hodnotu prahu pro určení začátku a konce hranice slova jsem zvolil 
experimentálně. Velikost prahu se průběhu signálu nemění. Pokud energie signálu v žádném 
segmentu nedosáhne zvolené hranice, je nutné nahrávku opakovat. Tím je taky dána 
minimální hodnota energie signálu pro účely rozpoznávání. Parametry řečového signálu se 
mění i v závislosti na hlasitosti promluvy mluvčího.  
5.1.2 Segmentace signálu 
Dalším krokem je segmentace signálu. Segmentaci si signálu jsem řešil jako funkci se 
třemi vstupními parametry a jedním výstupním. Do funkce segmentace, která je uložena 
v souboru s názvem segment.m, vstupujeme s užitečným řečovým signálem, délkou segmentu 
a překrytím segmentů. Délka segmentu a překrytí segmentu je uvedeno ve vzorcích. Délku 
segmentu jsem zvolil 512 vzorů a překrytí 256 vzorků. Segmentace signálu je popsána 
v kapitole 3.1. Při segmentaci používám pravoúhlé okno délky 512 vzorků. 
5.1.3 Příznaky pro rozpoznávání mluvčích 
Algoritmy pro výpočet jednotlivých příznaků jsou realizované jako funkce s několika 
vstupními parametry a jedním nebo dvěma výstupními parametry. 
Základní kmitočet řeči 
Jako první příznak pro rozpoznávání počítám základní kmitočet řeči metodou center-
cliping. Název funkce pro výpočet základního kmitočtu řeči je centerClip a je uložena 
v souboru centerClip.m. Vstupním parametrem funkce je řečový signál, výstupním 
parametrem je vektor, který obsahuje hodnotu základního kmitočtu řeči pro znělý úsek nebo 
nulu pro neznělý úsek. Základní kmitočet řeči je počítán pro segmenty o délce 30ms. Hodnoty 
základního kmitočtu řeči pro každý segment tvoří výstupní vektor funkce F0. Postup výpočtu 
základního kmitočtu je popsán v kapitole 3.7.2.   
Autokorelační koeficienty 
Funkce pro výpočet autokorelacích koeficientů je nazvána AutokFce a je uložena 
v souboru AutokFce.m. Výpočet autokorelačních koeficientů je popsán v kapitole 3.3. 
Vstupními parametry funkce jsou segmentovaný řečový signál a počet autokorelačích 
koeficientů. Pro rozpoznávání používám 180 autokorelačních koeficientů. Výstupními 
parametry této funkce je matice autokorelačních parametrů a vektor průměrných 
autokorelačních parametrů.  
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Matice autokorelačních koeficientů je počítána pomocí vztahů z kapitoly 3.3. Vektor 
průměrných autokorelačních koeficientů je počítán z matice autokorelačních koeficientů. 
Výpočet autokorelačních koeficientů pro jeden segment řečového signálu: 
 
                                                 (5.2) 
Kde s( n ) je n-tý vzorek signálu 
        k – je k-tý autokorelací koeficient k= 0 až N-1 
Průměrné autokorelací koeficienty vypočítáme z matice autokorelačních koeficientů 
podle vztahu: 
 
kde: J je počet segmentů         (5.3)
   
LPC koeficienty 
Další funkcí je funkce pro výpočet LPC koeficientů, kterou jsem nazval LPCkoef a je 
uložena v souboru LPCkoef.m. Vztahy pro výpočet a postup výpočtu je uveden v kapitole 
3.4.1. Vstupními parametry funkce je matice autokorelačních koeficientů a počet predikčních 
koeficientů. Výstupním parametrem je matice predikčních koeficientů. Pro rozpoznávání 
mluvčího používám 16 predikčních koeficientů. 
 
Dlouhodobé spektrum 
K výpočtu dlouhodobého spektra využívám funkci pro výpočet průměrných 
autokorelačních koeficientů a funkci pro výpočet LPC koeficientů. Dlouhodobé spektrum se 
počítá ze dvou LPC koeficientů, které jsou vypočítané z průměrných autokorelačních 
koeficientů Rp. Dlouhodobé spektrum můžeme vypočítat ze vztahu 3.12 v kapitole 3.4.2. 
Příklady průběhu dlouhodobého spektra pro různé mluvčí jsou na obr. 20-22. 
Dlouhodobé spektrum se liší v závislosti na mluvčím i mezi promluvami stejného 
mluvčího. Rozdíly mezi promluvami jednoho mluvčího nejsou tak velké jako rozdíly mezi 
jednotlivými mluvčími.  
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obr. 20 Příklad průběhu dlouhodobého spektra pro mluvčího číslo 1 
 
obr. 21   Příklad průběhu dlouhodobého spektra pro mluvčího číslo 2 
 
obr. 22 Příklad průběhu dlouhodobého spektra pro mluvčího číslo 3 
Na obrázcích č.20-22 jsou znázorněny průběhy dlouhodobých spekter pro tři mluvčí. 
Na každém obrázku jsou čtyři křivky. Každá křivka je dlouhodobým spektrem promluvy 
stejného slova vysloveného daným mluvčím.  
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Rozdíly mezi promluvami jednotlivých mluvčích jsou velké, tudíž tento parametr 
můžeme použít pro rozpoznání jednotlivých mluvčích mezi sebou. 
 Autokorelační funkce z LPC koeficientů 
Předposledním příznakem pro rozpoznávání je autokorelační funkce počítaná 
z koeficientů lineární predikce. K výpočtu je použita funkce pro výpočet autokorelačních 
koeficientů. Vstupním parametrem této funkce jsou LPC koeficienty.     
Kepstrum 
Posledním příznakem pro rozpoznávání mluvčích je kepstrum. Funkce pro výpočet 
kepstrálních koeficientů má stejný název a je uložena v souboru kepstrum.m. Teorii a výpočtu 
kepstrálních koeficientů se věnuji v kapitole 3.5. Vstupním parametrem je řečový signál, který 
je v této funkci podroben preemfázi a dále segmentován. Výstupním parametrem je matice 
kepstrálních koeficientů. 
Všechny výstupní parametry (základní kmitočet řeči, autokorelační koeficienty, LPC 
koeficienty, kepstrální koeficienty) jsou počítány pro každého mluvčího a uloženy do 
souborů. Tyto soubory jsou načteny ve fázi rozpoznávání a dále jsou využívány pro další 
zpracování a výpočet vzdáleností jednotlivých mluvčích. 
5.1.4 Fáze rozpoznávání 
Tato fáze se z části podobá fázi trénování. Výpočet příznaků testovaného signálu je 
shodný ve všech krocích od záznamu řečového signálu až po výpočet jednotlivých příznaků. 
Jakmile analyzujeme testovaný signál (spočítáme dané příznaky jako při trénování systému) 
přejdeme k porovnání jednotlivých příznaků a určení míry podobnosti mezi příznaky.  
Při určování míry podobnosti jednotlivých příznaků využívám dynamického 
programování (DTW) pro přizpůsobení délky jednotlivých příznakových vektorů. Tento krok 
je nezbytný, jelikož musíme porovnat dvě různě dlouhé skupiny příznaků. Každé vyslovení 
hesla trvá různou dobu. I když se budeme snažit, nikdy nevyslovíme opětovně stejné slovo za 
stejnou dobu, proto je nutné použít algoritmus pro přizpůsobení jednotlivých vektorů 
příznaků. Tento algoritmus je uložen v souboru DTW2.m [6] a je popsán v kapitole 4.2.   
Dalším krokem ve fázi rozpoznávání je určení vzdáleností jednotlivých příznaků a z 
nich pak určíme celkovou vzdálenost mezi danými mluvčími.  
5.1.5 Míry pro rozpoznávání mluvčích 
Podle následujících vztahů můžeme určit vzdálenosti mezi příznaky testovaného a 
vzorového signálu.  
V následujících vztazích je použita transformace 
{ } [ ])2(1ln xxxconstxTr +++⋅=   ,                       (5.4) 
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kde 343,4
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Z autokorelačních funkcí testovaného signálu )(),( kRakR a autokorelačních funkcí 
vzorového signálu )(),( kRakR
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Horní mez v sumách představuje počet použitých autokorelačních koeficientů a 
nejčastěji mívá hodnotu K=16. 
Různé lokální míry vzdáleností jsou pak definovány takto: 
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V mírách d7 až d9 značí c(τ) a c°(τ) kepstrální koeficienty segmentu testovaného a 
vzorového slova, přičemž se nejčastěji používá celkem L=12 nebo L=14 koeficientů. Já jsem 
použil L=14. Míra dF vyjadřuje rozdíl základního kmitočtu signálu, p udává číslo segmentu. 
Míra dS vyjadřuje rozdíl v průběhu dlouhodobého spektra. 
Lokální vzdálenosti jsou počítány pro každý segment signálu. Z lokálních vzdáleností 
pak počítáme globální vzdálenosti D podle vztahu: 
∑=
pocetúseků
dD                             (5.21) 
Globální vzdálenost nám pak určuje, jak moc se shoduje testovaný signál se vzorovým 
signálem. Čím je globální vzdálenost menší, tím více se zkoumané signály sobě podobají. 
Výsledná vzdálenost příznaků je dána kombinací jednotlivých měr, které jsou váhovny 
podle spolehlivosti v rozpoznávání. Váhy jednotlivých měr jsem určoval experimentálně. 
Nevhodnou volbou jednotlivých vah můžeme nepříznivě ovlivnit výsledek rozpoznávání. 
5.1.6 Výsledky testování systému na rozpoznání tří mluvčích 
Výslednou míru pro rozpoznání jsem vytvořil kombinací měr D4 až D9, DF a DS 
s váhováním jednotlivých mír podle úspěšnosti ve správném určení mluvčího. 
 
                                          (5.21) 
 
Systém byl odzkoušen pro šest mluvčích, každý mluvčí opakovaně vyslovil jedno 
heslo. Postupně byli použity tři hesla pro rozpoznávání mluvčích. Systém byl testován pěti 
mužskými hlasy a jedním ženským hlasem. Úspěšnost pro kombinaci tří mužských hlasů  
byla pro heslo „mamut“ 91%, pro heslo „lemon“ 73%, pro heslo „nula“ 80% a pro heslo 
„masna“ 84%. Celková úspěšnost systému je 82%. 
Správné rozpoznání mluvčího závisí na spoustě faktorů. Pokud se projev mluvčího 
podstatně změní mezi vytvořením vzoru a rozpoznáváním může dojít k chybnému rozpoznání 
mluvčího. Lidský hlas se neustále mění v závislosti na denní době. Vliv na rozpoznávání má i 
šum okolí a zvuky v okolí v době nahrávání řečového signálu. Při chybném rozpoznání je 
potřeba nahrát promluvu znovu, pokud se chyba opakuje, je nutné nahrát vzor mluvčího 
znovu. Vzory se vyváří pouze z jednoho vyslovení hesla, které se může značně lišit od 
běžného projevu.  
Pro zvýšení účinnosti bychom museli vytvořit více vzorů pro jednoho mluvčího, čímž 
by se zvýšila i náročnost výpočtu a prodloužila doba vytváření vzorů. Větší úspěšnosti lze 
dosáhnout i vhodnou volbou hesla pro dané mluvčí. Pokud systém nerozpozná dané tři mluvčí 
se zvoleným heslem např. „nula“ je dobré toto heslo změnit. Touto změnou dojde i ke změně 
parametrů pro rozpoznávání a rozdíl mezi mluvčími může být větší, což vede ke zvýšení 
úspěšnosti. 
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6 Návod pro ovládání sytému na rozpoznávání mluvčích 
6.1 Instalace programu 
Pokud je počítači, na kterém bude tento software provozován, nainstalován Matlab 
není potřeba žádné další instalace a program se spustí souborem RM.exe 
V případě, že systém bude provozován na počítači, kde není nainstalován Matlab, je 
potřeba nainstalovat komponenty potřebné pro správnou funkci programu. Instalační soubor 
se jmenuje MCRinstaler.exe a je umístěn ve složce INSTAL v adresáři RozpMluv. Spuštěním 
MCRinstaleru se otevře okno pro instalaci Matlab Component Runtime. Po nainstalování 
těchto komponent spustíme program na rozpoznávání mluvčích souborem RM.exe.  
6.2 Nastavení mikrofonu 
Nastavení mikrofonu najdeme v OS Windows XP v právem dolním rohu obrazovky. 
Dvojklikem na ikonu zvonečku se otevře okno s názvem celková hlasitost. V otevřeném okně 
vybere položku mikrofon a nastavíme na maximum. Pokud se v okně celková hlasitost 
neobjeví položka mikrofon, tak ji musíme vybrat v záložce menu → možnosti, kde klikneme 
na položku vlastnosti. Otevře se nám okno, které je na obr.23. V okně vlastnosti vybereme 
položku Mikrofon a potvrdíme tlačítkem OK. 
 
obr. 23 Okno vlastnosti 
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V okně s názvem Celková hlasitost vybereme položku mikrofon a dáme upřesnit. 
 
obr. 24 Okno Celková hlasitost  
Otevře se nám další okno s názvem Mikrofon-upřesňující nastavení, kde vybereme 
položku zesílení mikrofonu a okno zavřeme tlačítkem zavřít. 
 
obr. 25 Okno pro upřesňující nastavení. 
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6.3 Spuštění programu 
Program se spustí dvojklikem na soubor RM.exe. Pro správnou funkci programu 
potřebuje mít připojený mikrofon ke zvukové kartě a nastavené vlastnosti podle kapitoly 6.2. 
Po spuštění programu se na obrazovce se objeví okno pro výběr jazyka. Program je psaný 
dvojjazyčně, v češtině a v angličtině. Stiskem tlačítka s názvem ČESKY vybereme českou 
verzi programu. Stiskem tlačítka s nápisem ENGLISH vybereme anglickou verzi programu. 
Rozdíl mezi jednotlivými verzemi je pouze v popisu oken a tlačítek. 
  
 
obr. 26 Okno pro výběr jazyka  
Po stisku tlačítka s nápisem ČESKY se otevře okno pro výběr fází programu, kde si 
můžeme vybrat mezi trénováním systému a rozpoznáváním. Prvním krokem bude trénování 
systému, ve kterém vytvoříme vzory pro rozpoznávání. 
  
obr. 27 Okno pro výběr fází systému. 
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obr. 28 Okno pro výběr fází systému v anglické verzi 
6.3.1 Trénování systému 
Klikem na tlačítko trénování (training) se otevře další okno, ve kterém si můžeme 
vybrat z nabídky heslo, které bude použito pro rozpoznávání. V nabídce jsou čtyři slova a to 
nula, mamut, lemon a masna. Vybrané heslo je pro všechny tři mluvčí stejné. 
 
obr. 29 Okno pro výběr hesla 
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obr. 30 Okno pro výběr hesla v anglické verzi 
Po vybrání hesla pokračujeme stiskem tlačítka pokračovat popřípadě continue 
v anglické verzi. Po stisku tlačítka se otevře další okno pro vytvoření vzorů.  
 
obr. 31 Okno pro vytvoření vzorů 
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obr. 32 Okno pro vytvoření vzorů a anglické verzi 
Po stisku tlačítka Vytvoř vzor 1 (Reference word 1) se otevře okno pro zadání 
parametru. V okně s názvem Vzor 1 musíme zadat jméno mluvčího a pak můžeme stisknout 
tlačítko Nahrej. Po stisku tlačítka Nahrej, začne běžet zvukový záznam po dobu 5 sekund. 
Během těchto 5 sekund musíme vyslovit heslo, které jsme si zvolili v okně pro výběr hesla. 
Po stisku tlačítka Nahrej, se otevře okno pro signalizaci záznamu zvuku, které je na obr.  
 
obr. 33 Okno pro vytvoření vzoru 1 
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obr. 34 Okno pro vytvoření vzoru 1 v anglické verzi 
Po vytvoření vzoru se otevře okno s oznámením o uložení vzoru do souboru. 
 
obr. 35 Okno s oznámením o uložení vzoru 1 
 
obr. 36 Okno s oznámením o uložení vzoru 1 v anglické verzi 
Po stisku tlačítka OK se vrátíme k oknu pro výběr vzorů a budeme pokračovat 
vytvořením vzoru 2. Postup pro vytvoření vzoru 2 je stejný jako při vytváření vzoru 1. Po 
vytvoření vzoru 2, vytvoříme vzor 3. Jakmile máme všechny tři vzory vytvořeny a uloženy 
přejdeme automaticky do hlavního okna, ve kterém můžeme přejít na fázi rozpoznávání 
stiskem tlačítka Rozpoznávání nebo Recognition v anglické verzi systému. 
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6.3.2 Rozpoznávání 
Po stisku tlačítka Rozpoznávání nebo Recognition (v anglické verzi systému) se na 
monitoru otevře okno pro rozpoznávání řečníka, ve kterém je popsán další krok a heslo, které 
bylo použito při vytváření vzorů. 
 
obr. 37 Okno pro rozpoznávání 
 
obr. 38 Okno pro rozpoznávání v anglické verzi 
Po stisku tlačítka Nahrej nebo Record (v anglické verzi) běží zvukový záznam signálu 
po dobu 5 sekund. Během této doby musíme vyslovit heslo, které je uvedeno v zeleném 
rámečku napravo. Po dobu zvukového záznamu je na obrazovce otevřeno okno s nápisem 
nahrávám (obr.39).   
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obr. 39 Okno signalizující záznam zvuku 
 
obr. 40 Okno signalizující záznam zvuku v anglické verzi programu 
Po uložení záznamu a porovnání se vzory se otevře okno s výsledkem rozpoznávání, 
ve kterém je uvedeno jméno mluvčího, kterému je daná promluva nejvíce podobná. 
 
obr. 41 Výsledné okno se jménem mluvčího 
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obr. 42 Výsledné okno se jménem mluvčího v anglické verzi 
7   Vhodná literatura k rozpoznávání mluvčích 
7.1 Česky psaná literatura 
Analýza řečových signálů 
Doc. Ing. Milan Sigmund, CSc. 
V tomto skriptu jsou zpracovány základní informace o zpracování řečových signálů. 
Tato publikace slouží jako základní studijní materiál k předmětu Analýza a syntéza signálů na 
ústavu radioelektroniky. 
Komunikace s počítačem mluvenou řečí 
Doc. Ing. Josef Psutka, CSc. 
Akademie věd České republiky, Praha 1995 
První česky psaná literatura, která je určena zejména studentům, doktorandům a 
absolventům vysokých škol technického a přírodovědného zaměření, ale i všem, kteří chtějí 
porozumět nebo si osvojit základní i pokročilé techniky zpracování, syntézy a rozpoznání 
mluvené řeči. Mnoho praktických návodů v publikaci najdou i všichni ti, kteří se zajímají o 
otázky obecného zpracování signálů, rozpoznávání obrazů či umělé inteligence. K 
tématu rozpoznání mluvčího v této publikaci moc rad a návodů nenajdeme, jsou zde 
zpracovány informace o zpracování signálu, které se nám budou hodit. 
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Mluvíme s počítačem česky 
Doc. Ing. Josef Psutka, CSc. 
Doc. Ing. Luděk Miller, Ph.D. 
Ing. Jindřich Matoušek, Ph.D. 
Doc. Dr. Ing. Vlasta Radová  
Nakladatelství Akademia, Praha 2006 
Publikace podává ucelený pohled na současné řešení podstatných problémů, které se 
objevují v systémech hlasové komunikace s počítačem, a kde se klade specifický důraz na 
české národní prostředí. Kniha je určena zejména studentům, doktorandům a absolventům 
vysokých škol technického a přírodovědného zaměření, ale i všem ostatním zájemcům, kteří 
chtějí porozumět pokročilým technikám analýzy, syntézy a rozpoznávání mluvené řeči a 
osvojit si základní metody návrhu a konstrukce hlasových dialogových systémů.  
V této publikaci jsou přímo některé kapitoly věnovány problematice, která se zabývá 
rozpoznáváním mluvčích. Z této publikace budeme vycházet při řešení systému na rozpoznání 
mluvčích. V publikaci jsou uvedeny metody pro rozpoznání mluvčích. 
 
7.2 Anglicky psaná literatura 
Speaker Identification Using Autoregressive Hidden Markov Models 
Eugeny E. Bovbel, Igor E. Kheidorov, Michael E. Kotlyar (Belarussian State 
University) 
V této publikaci jsou zmíněny skryté Markovovi modely, je zde popsána 
širokopásmová spektrální analýza a neuronové sítě.  
 
Digital Procesing of Speech Signal 
Rabiner, L.R.,Schafer,R.W. 
Prentice-Hall, Englewood-Clifts, 1978 
 
Fundamentals of Speech Recognition 
Rabiner, L.R., Juang,B.H. 
Prentice-Hall, Englewood-Clifts, 1993 
 
Automatic Recognition of Speakers from Their Voices 
ATAL B.S. Proceeding of the IEEE, 64, č.4 1976, s. 460 – 475. 
 
Konference o zpracování řeči: 
TSD – Text, Speech and Dialogue 
www.fi.muni.cz/tsd2000  
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8 Komerční využití 
Systémy pro rozpoznání mluvčích se využívají pro zabezpečení objektů. Můžou být 
použity jako bezpečnostní přístupový systém. Tyto metody zabezpečení objektů se používají 
v soudních, vojenských a komerčních aplikacích. Pro lepší zabezpečení můžou být doplněny 
systémy pracujícími s otisky prstů. 
Firma SPEECH TECHNOLOGY CENTER (STC) 
Tento podnik se sídlem v Ruském Petrohradě se zabývá vývojem a prodejem aplikací 
na analýzu řečového signálu a verifikaci a identifikaci mluvčích podle jejich hlasu.  
Tato firma vytvořila dva softwary pro rozpoznání mluvčích. Jeden software je pro 
bezpečnostní složky (policii, FBI, …) a ten druhý pro běžné uživatele, kteří si chtějí 
zabezpečit data pomocí hlasového zámku. 
Program pro bezpečnostní složky se nazývá VOICE NET. Tento program je stavěný 
na rozpoznání mluvčího v telefonním hovoru. Používá se pro rozeznání kriminálních 
delikventů a monitorování telefonů teroristických skupin. Skládá se z několika komponent 
běžících na několika počítačích zapojených do sítě. 
Požadavky na signál: 
Signál ve formátu 16bit PCM 
Vzorkovací frekvence 8000 nebo 11025 vzorků/s 
SRN lepší než 10dB 
Frekvenční rozsah signálu 300-3400Hz nebo větší 
Délka signálu pro porovnání páru  je 16 a 96 s 
 Efektivní pro signály skládající se z mluvené řeči deformované telefonním kanálem, 
pracuje s nízkou kvalitou signálů a nemá specielní požadavky na operátora. 
Účinnost systému:   
- 91% pro srovnání signálů s minimální délkou 96 s 
- 85% jestliže je délka jednoho signálu minimálně 16 s a druhého 96 s 
- více než 90% jestliže délka jednoho signálu minimálně 16 s a druhého 96 s a oba 
signály byli pořízeny ve stejné telefonní lince.[4] 
Dalším softwarem této firmy je VOICE KEY. 
Tento software je určen k ochraně dat v počítači, pro přístup k bankovnímu kontu a 
dalším aplikacím, které vyžadují zabezpečení přístupu pomocí ověření totožnosti hlasu 
žadatele. 
Přístup je umožněn pomocí hesla, které je kratší než 3s, trénovací sekvence trvá méně 
než 30s. Nastavitelné hodnoty chybného přijetí a chybného odmítnutí. Pro testování může být 
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použit pouze živý hlas. Nahrávky hlasu budou odmítnuty. Je použito textově závislé 
rozpoznávání. Tento systém může byt kombinován s dalšími biometrickými bezpečnostními 
systémy. Celková chyba rozpoznání je EER = 1,2%.[5] 
 
Dalším programem na trhu je Speaker Verification DLL 2.1. Tento program je na 
internetu přístupný jako shareware. Po vyzkoušení si ho můžeme zakoupit za necelých 400 
dolarů. Je to program na verifikaci mluvčího, který pracuje v režimu učení a rozpoznávání. 
Tento program může být použit pro ochranu dat v počítači. 
Na internetu můžeme najít více programů pro verifikaci a identifikaci mluvčího 
dokonce jako volně šiřitelné verze. Např: ELEC 301 je to projekt na textově závislé 
rozpoznávání mluvčích. Jeho tvůrci jsou Nills Badge a Criss Donika. Tento program se skládá 
z několika částí. Je vytvořen v prostředí Matlab. V tomto projektu vytváří kódovou knihu ve 
které jsou vytvořeny vzory pro dané mluvčí.[6] 
9 Závěr 
Ve své diplomové práci jsem se věnoval problematice týkající se rozpoznávání 
mluvčích. Jsou zde uvedeny informace o zpracování řečového signálu a vyváření příznaků pro 
rozpoznávání mluvčích. V dalším bodě jsem se věnoval návrhu systému na rozpoznávání tří 
mluvčích a jeho softwarové realizaci.  
Tento systém jsem navrhl textově závislí, to znamená,  že každý mluvčí musí vyslovit 
stejné heslo. Systém jsem vytvořil pomocí programu Matlab. Úspěšnost systému se pohybuje 
kolem 80%. Dalším vylepšením by mohlo být vytvoření vzorů z více promluv. Vzory jsou 
vytvořeny pouze z jednoho vyslovení hesla. Z tohoto důvodu není úspěšnost 100%.  
Větší úspěšnosti lze dosáhnout vhodnou volbou hesla pro dané mluvčí. Pokud systém 
nerozpozná dané tři mluvčí se zvoleným heslem např. „nula“ je dobré změnit heslo. Touto 
změnou dojde i ke změně parametrů pro rozpoznávání a rozdíl mezi mluvčími může být větší, 
což vede ke zvýšení úspěšnosti. 
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