The paper proposes a novel construction algorithm for generalized Gaussian kernel regression models. Each kernel regressor in the generalized Gaussian kernel regression model has an individual diagonal covariance matrix, which is determined by maximizing the correlation between the training data and the regressor using a repeated guided random search based on boosting optimization. The standard orthogonal least squares algorithm is then used to select a sparse generalized kernel regression model from the resulting full regression matrix. Experimental results involving two real data sets demonstrate the effectiveness of the proposed regression modeling approach.
Introduction
A fundamental principle in practical nonlinear data modeling is the parsimonious principle of ensuring the smallest possible model that explains the training data. Forward selection using the orthogonal least squares (OLS) algorithm [1] - [5] is a simple and efficient construction method that is capable of producing parsimonious linear-in-the-weights nonlinear models with excellent generalization performance. Alternatively, the state-of-art sparse kernel modeling techniques, such as the support vector machine and relevant vector machine [6] - [9] , have been gaining popularity in data modeling applications. These existing sparse regression modeling techniques typically place the kernel centers or mean vectors at the training input data and use a fixed common kernel variance for all the regressor kernels. The value of this common kernel variance obviously has a critical influence on the sparsity and generalization capability of the resulting model, and it has to be determined via some sort of cross validation. For example, in [3] a genetic algorithm is applied to determine the appropriate common kernel variance through optimizing the model generalization performance.
In this paper, we consider a generalized Gaussian kernel model, in which each kernel regressor has an individually tuned diagonal covariance matrix. Such a generalized kernel regression model has the potential of improving modeling capability and producing sparser final models, compared with the standard approach of single fixed common variance. The difficult issue is then how to determine these kernel covariance matrices. Since the correlation function between a kernel regressor and the training data defines the "similarity" between the regressor and the training data, it can be used to "shape" the regressor by adjusting the associated kernel covariance matrix in order to maximize the absolute value of this correlation function. A weighted optimization algorithm, which has its root from boosting [10] - [12] , is considered to perform the associated optimization task. This weighted optimization algorithm is a guided random search method and the solution obtained may depend on the initial choice of population. To provide a robust optimization and guarantee stable solutions regardless of the initial choice of population, the algorithm is augmented into a repeated weighted optimization method.
The determination of kernel covariance matrices essentially provides the full bank of regressors or the full regression matrix, and this allows the application of the standard OLS algorithm [1] , [2] to select a parsimonious subset model. The outline of the paper is as follows. Section 2 gives the generalized Gaussian kernel regression model to be considered. Section 3 derives the correlation criterion to be used for determining the kernel covariance matrices and presents a repeated boosting search optimization algorithm for performing the corresponding optimization tasks. Section 4 briefly summarizes the standard OLS algorithm used to select a sparse kernel regression model, while Section 5 describes our modeling experiments. Finally, Section 6 offers our conclusions. 
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We will model the unknown dynamical process (1) by using the following generalized Gaussian kernel regression model
where q F ¡ denotes the model output given the input B ¡ , w v are the model weight parameters, and y @ v p Y a 3 are the kernel regressors. We allow the regressor function to be chosen as the general Gaussian function
where the kernel covariance matrix takes the form of
As is in a standard kernel regression model, the kernel mean vectors are placed at the training input data points. If all the diagonal covariance matrices are set to the identical form of diag 
by defining
The objective of sparse modeling is to construct a subset model consisting of b § § ¦ b 3 significant regressors only from the full set of regressors defined in (9).
Determination of the full regression matrix
To specify the pool of regressors or the full regression matrix r , one needs to determine all the associated diagonal covariance matrices
Let us start the discussion by defining the least squares cost or mean square error (MSE) associated with an
where for the notational simplicity the same notation q " ¡ is also used for representing the
Correlation criterion
The correlation between a regressor ¡ v and the training data is defined by
This correlation is a function of the regressor's kernel covariance matrix. We propose to use this correlation function as the optimization criterion to determine the regressor's kernel covariance matrix. Specifically, we should choose v so that v 3 is maximized. Why this is a good strategy to specify the pool of regressors can easily be explained. Assuming that
to form a one-term model, the associated reduction in the MSE value can be shown to be
which can be rewritten as
Since & p l is a constant, maximizing v 3 leads to a maximum reduction in the MSE value.
Having chosen the optimization criterion, we now turn our attention to optimization algorithm. We propose a repeated guided random search method to perform the associated optimization tasks. This algorithm adopts ideas from boosting [10] - [12] .
Weighted optimization algorithm
The task of maximizing v 3 with respect to v can be carried out by various optimization methods. For example, the global optimization methods, such as the genetic algorithm [13] , [14] and adaptive simulated annealing [15] , [16] , can be used. A global optimization method however is generally computationally very costly and may be overkill, since in this application we only seek to tune a kernel's diagonal covariance matrix. Let us consider the following simple search method to perform this optimization. Given , and the process should be capable of self-learning or adapting these weightings. This is exactly the basic idea of boosting [10] - [12] . Specifically, by combining the AdaBoost algorithm of [11] with the above-mentioned simple search strategy, we arrive at the weighted optimization algorithm. Given the training data c d and for fitting the covariance matrix, the algorithm is summarized as follows. Step 1: Boosting 1. Calculate the loss of each point in the population, namely The algorithmic parameter that needs to be set appropriately is the population size
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. The population size depends on the dimension of and the objective function to be optimized.
Generally, an appropriate value of ¡ has to be found empirically. This is very similar to for example the choice of population size in the genetic algorithm.
Repeated weighted optimization algorithm
The above weighted optimization algorithm performs a guided random search and the solution obtained may depend on the initial choice of population. To derive a robust algorithm that guarantees a global optimal solution, one may incorporate the full idea of the scatter search [17] - [19] with this weighted optimization algorithm. However, to avoid an overly complicated algorithm, we simply augment the algorithm into the following repeated weighted optimization algorithm. The aim is not to guarantee a global optimal solution. Rather it is to make sure that the algorithm will arrive at similar solutions regardless of the initial choices of population. 
OLS algorithm for subset model selection
Once the full regression matrix r has been designed, the standard OLS algorithm [1] , [2] can be used to select a subset model. Let an orthogonal decomposition of the regression matrix be
where For the orthogonal regression model (17), the MSE
can be expressed as
Thus the MSE for the R -term subset model can be expressed recursively as
At the R t h stage of regression, the R t h term is selected to maximize the error reduction criterion
The forward selection procedure is terminated at the b § th stage if
is satisfied, where the small positive scalar is a chosen tolerance. This produces a parsimonious model containing b § significant regressors.
In this study, we should assume that an appropriate tolerance value can be chosen. It is worth emphasizing that the termination of the model construction process can alternatively be decided using cross validation [20] , [21] . A simple method is to have a separate validation data set. The model construction is based on the training data set, while the performance of the selected model, the MSE (20) , is monitored over the validation data set. The construction process is terminated when the MSE over the validation data set stops improving. Instead of using the pure least squares cost (20) , it is also worth pointing out that other criteria can alternatively be adopted for the orthogonal forward selection, and these include regularization, optimal experimental design, and leave-one-out cross validation criterion [4] , [5] .
Modeling examples
Two real-data sets were used to demonstrate the effectiveness of the proposed sparse model construction algorithm. The population size ¡ , the maximum repeating times £ and the termination criterion¨ were chosen empirically to ensure that the OLS subset selection procedure could produce consistent final models with the same levels of modeling accuracy and model sparsity for repeating runs.
Example 1.
This example constructed a model representing the relationship between the fuel rack position (input $ ( ¡ ) and the engine speed (output a ¡ ) for a Leyland TL11 turbocharged, direct injection diesel engine operated at low engine speed. Detailed system description and experimental setup can be found in [22] . The data set, depicted in Fig. 2 , contained 410 samples.
The first 210 data points were used in training and the last 200 points in model validation. The previous study [22] has shown that this data set can be modeled adequately as
with ¥ ¢ § p Y a 3 describing the unknown underlying system and the system input vector defining by
The previous results [4] , [5] 
Example 2.
This example constructed a model for the gas furnace data set (Series J in [23] ).
The data set, illustrated in Fig. 5 , contained 296 pairs of input-output points, where the input $ 6 ¡ was the coded input gas feed rate and the output a ¡ represented COl concentration from the gas furnace. All the 296 data points were used in training, with the model input vector defined by
For this data set, the previous experiments have found out that it was difficult for the existing state-of-art kernel regression techniques to fit a Gaussian kernel regression model using a common kernel variance [5] . Various existing state-of-art kernel regression techniques were then used in [5] to fit a thin-plate-spline regression model for this data set and the best result obtained required at least 30 model terms to achieve a modeling accuracy of
The proposed sparse model algorithm was employed to construct a generalized Gaussian kernel model for this data set. The kernel covariance matrices were first determined using the repeated weighted optimization with the following algorithmic parameters: Table 3 .
The model prediction and prediction error generated by this model are shown in Fig. 6 .
Conclusions
A novel construction algorithm has been developed for the generalized Gaussian kernel model.
Each kernel regressor in the pool of candidate regressors has an individual diagonal covariance matrix, which is determined by maximizing the absolute value of the correlation between the regressor and the training data using a repeated weighted search optimization. The standard orthogonal least squares algorithm is then applied to select a parsimonious model from the full regression matrix. Compared with the existing kernel regression modeling approaches which adopt a single common kernel variance for all the regressors, the proposed method has the advantages of improving modeling capability and producing sparser models. These advantages have been demonstrated by the experimental results involving two real data sets. Table 3 : Subset model generated for the gas furnace data set by the OLS algorithm with a generalized Gaussian kernel model. The kernel covariance matrices are determined by maximizing the correlation criterion using the repeated weighted optimization algorithm. 
