Abstract. The aim of this paper is to establish strong convergence theorems for a strongly relatively nonexpansive sequence in a smooth and uniformly convex Banach space. Then we employ our results to approximate solutions of the zero point problem for a maximal monotone operator and the fixed point problem for a relatively nonexpansive mapping.
Introduction
Let E be a smooth and uniformly convex Banach space, E * the dual of E, A ⊂ E × E * a maximal monotone operator with a zero point, and {r n } a sequence of positive real numbers. Assume that {x n } is a sequence defined as follows: x 1 ∈ E and
for n ∈ N, where J and J −1 are the duality mappings of E and E * , respectively. It is known [9] that if r n → ∞, then {x n } converges strongly to some zero point of A. However, we have not known whether {x n } converges strongly or not without the assumption that r n → ∞. In §5 we present an affirmative answer to this problem; see Theorem 5.2 and Remark 5.3.
Furthermore, more general results are proved; see Theorem 4.1. This is a strong convergence theorem for a strongly relatively nonexpansive sequence introduced in [3] . In the proofs of Theorem 4.1, we use modifications of ideas developed in [10, 16] . In particular, Lemma 3.2 due to Maingé [10] is a fundamental tool; see also Example 3.3 and Lemma 3.4.
In §5, using Theorem 4.1, we also show Theorem 5.5 which is a strong convergence theorem for a relatively nonexpansive mapping in the sense of Matsushita and Takahashi [11] .
Preliminaries
Throughout the present paper, E denotes a real Banach space with norm · , E * the dual of E, x, x * the value of x * ∈ E * at x ∈ E, and N the set of positive integers. The norm of E * is also denoted by · . Strong convergence of a sequence {x n } in E to x ∈ E is denoted by x n → x and weak convergence by x n ⇀ x.
The (normalized) duality mapping of E is denoted by J, that is, it is a set-valued mapping of E into E * defined by Jx = {x * ∈ E * : x, x * = x 2 = x * 2 } for x ∈ E.
Let S E denote the unit sphere of E, that is, S E = {x ∈ E : x = 1}. The norm · of E is said to be Gâteaux differentiable if the limit (2.1) lim t→0
x + ty − x t exists for all x, y ∈ S E . In this case E is said to be smooth and it is known that the duality mapping J of E is single-valued. The norm of E is said to be uniformly Gâteaux differentiable if for each y ∈ S E the limit (2.1) is attained uniformly for x ∈ S E . A Banach space E is said to be uniformly smooth if the limit (2.1) is attained uniformly for x, y ∈ S E . In this case it is known that J is uniformly norm-to-norm continuous on each bounded subset of E; see [17] for more details.
A Banach space E is said to be strictly convex if x, y ∈ S E and x = y imply x + y < 2. A Banach space E is said to be uniformly convex if for any ǫ > 0 there exists δ > 0 such that x, y ∈ S E and x − y ≥ ǫ imply x + y /2 ≤ 1 − δ. It is known that E is reflexive and strictly convex if E is uniformly convex; E is uniformly smooth if and only if E * is uniformly convex; see [17] for more details. In the rest of this section, unless otherwise stated, we assume that E is a smooth, strictly convex, and reflexive Banach space. In this case it is known that the duality mapping J of E is single-valued and bijective, and J −1 is the duality mapping of E * .
We deal with a real-valued function φ on E × E defined by φ(x, y) = x 2 − 2 x, Jy + y 2 for x, y ∈ E; see [1, 8] . From the definition of φ, it is clear that
for all x, y ∈ E. Since · 2 is convex,
holds for all x, y, w ∈ E and λ ∈ [0, 1]. It is known that
holds for all x ∈ E and x * , y * ∈ E * ; see [9, Lemma 3.2] .
Lemma 2.1 ([8, Proposition 2])
. Let E be a smooth and uniformly convex Banach space. Let {x n } and {y n } be bounded sequences in E. If φ(x n , y n ) → 0, then x n − y n → 0.
Let {x n } and {y n } be bounded sequences in E. Then it is obvious from the definition of φ that φ(x n , y n ) → 0 if x n − y n → 0. From this fact and Lemma 2.1, we deduce the following: If E is a uniformly convex and uniformly smooth Banach space E, then (2.5)
In the rest of this section, we assume that C is a nonempty closed convex subset of E.
Let T : C → E be a mapping. The set of fixed points of T is denoted by F (T ). A point p ∈ C is said to be an asymptotic fixed point of T [6, 14] if there exists a sequence {x n } in C such that x n ⇀ p and x n − T x n → 0. The set of asymptotic fixed points of T is denoted byF (T ). A mapping T is said to be of type (r) if F (T ) = ∅ and φ(p, T x) ≤ φ(p, x) for all x ∈ C and p ∈ F (T ); T is said to be relatively nonexpansive [11, 12] if T is of type (r) and F (T ) =F (T ). We know that if T : C → E is of type (r), then F (T ) is closed and convex; see [12, Proposition 2.4] .
It is known that, for each x ∈ E, there exists a unique point x 0 ∈ C such that
Such a point x 0 is denoted by Q C (x) and Q C is called the generalized projection of E onto C; see [1, 8] . It is known that
holds for all x ∈ E and z ∈ C. It is obvious from (2.7) that the generalized projection Q C is of type (r). Let A be a set-valued mapping of E into E * , which is denoted by A ⊂ E × E * . The effective domain of A is denoted by dom(A) and the range of A by R(A), that is, dom(A) = {x ∈ E : Ax = ∅} and R(A) = x∈dom(A) Ax. A set-valued mapping A ⊂ E × E * is said to be a monotone operator if
It is known that if A is a maximal monotone operator, then A −1 0 is closed and convex, where
* be a maximal monotone operator and r > 0. Then it is known that R(J + rA) = E * ; see [15] . Thus a single-valued mapping L r = (J + rA) −1 J of E onto dom(A) is well defined and is called the resolvent of A. It is also known that F (L r ) = A −1 0 and
for all x ∈ E and u ∈ F (L r ); see [7, 9] . It is obvious from (2.8) that the resolvent L r of A is of type (r) for all r > 0 whenever A −1 0 is nonempty. The following lemma is well known; see [2, 18] . Lemma 2.2. Let {ξ n } be a sequence of nonnegative real numbers, {γ n } a sequence of real numbers, and {α n } a sequence in [0, 1]. Suppose that ξ n+1 ≤ (1 − α n )ξ n + α n γ n for every n ∈ N, lim sup n→∞ γ n ≤ 0, and
Eventually increasing functions and strongly relatively nonexpansive sequences
In this section, we provide some needed lemmas about an eventually increasing function and a strongly relatively nonexpansive sequence.
A function τ : N → N is said to be eventually increasing if lim n→∞ τ (n) = ∞ and τ (n) ≤ τ (n + 1) for all n ∈ N. By definition, we easily obtain the following: Lemma 3.1. Let τ : N → N be an eventually increasing function and {α n } a sequence of real numbers such that α n → 0. Then α τ (n) → 0.
We need the following lemma:
. Let {ξ n } be a sequence of real numbers. Suppose that there exists a subsequence {ξ ni } of {ξ n } such that ξ ni < ξ ni+1 for all i ∈ N. Then there exist N ∈ N and a function τ :
, and ξ n ≤ ξ τ (n)+1 for all n ≥ N and lim n→∞ τ (n) = ∞.
Under the assumptions of Lemma 3.2, we can not choose a strictly increasing function τ ; see the following example: Example 3.3. Let {ξ n } be a sequence of real numbers define by
Then the following hold:
(1) There exists a subsequence {ξ ni } of {ξ n } such that ξ ni < ξ ni+1 for all i ∈ N; (2) there does not exist a subsequence
Proof. Define n i = 2i − 1 for each i ∈ N. Then it is clear that
Then it is easy to check that m k is odd and m k + 1 is even for every k ∈ N. We now assume that
Using Lemma 3.2, we obtain the following: Lemma 3.4. Let {ξ n } be a sequence of nonnegative real numbers which is not convergent. Then there exist N ∈ N and an eventually increasing function τ : N → N such that ξ τ (n) ≤ ξ τ (n)+1 for all n ∈ N and ξ n ≤ ξ τ (n)+1 for all n ≥ N .
Proof. Since {ξ n } is not convergent, for any n ∈ N there exists m ∈ N such that m ≥ n and ξ m < ξ m+1 , and hence there exists a subsequence {ξ ni } of {ξ n } such that ξ ni < ξ ni+1 for every i ∈ N. Lemma 3.2 implies that there exist N ∈ N and a function σ : N → N such that σ(n) ≤ σ(n + 1), ξ σ(n) ≤ ξ σ(n)+1 , and ξ n ≤ ξ σ(n)+1 for every n ≥ N and lim n→∞ σ(n) = ∞. Let us define τ : N → N by τ (n) = σ(N ) for n ∈ {1, 2, . . . , N } and τ (n) = σ(n) for n > N , which completes the proof.
In the rest of this section, unless otherwise stated, we assume that E is a smooth, strictly convex, and reflexive Banach space and C is a nonempty closed convex subset of E.
Let {T n } be a sequence of mappings of
• {T n } is said to be a strongly relatively nonexpansive sequence [3] if each T n is of type (r) and φ(T n x n , x n ) → 0 whenever {x n } is a bounded sequence in E and φ(p, x n ) − φ(p, T n x n ) → 0 for some point p ∈ F ;
• {T n } satisfies the condition (Z) if every weak cluster point of {x n } belongs to F whenever {x n } is a bounded sequence in C such that T n x n − x n → 0. Let A ⊂ E × E * be a maximal monotone operator with a zero point and {r n } a sequence of positive real numbers. Then (2.8) shows that the sequence {L rn } of resolvents of A is a strongly relatively nonexpansive sequence; see [3] for more details.
In order to prove our main result in §4, we need the following lemmas:
0. Then there exist ǫ > 0 and a strictly increasing function σ : N → N such that τ • σ is also strictly increasing and
Define a sequence {y n } in C as follows: For each n ∈ N,
It is clear that {y n } is bounded,
for n ∈ R(µ), and φ(p, y n ) − φ(p, T n y n ) = 0 for n / ∈ R(µ). Since σ • µ −1 is strictly increasing, it follows that φ(p, y n ) − φ(p, T n y n ) → 0, so φ(T n y n , y n ) → 0 because {T n } is a strongly relatively nonexpansive sequence. Therefore, noting that y µ(n) = z σ(µ −1 (µ(n))) = z σ(n) and µ is strictly increasing, we have
which contradicts to (3.1). Lemma 3.6. Let {T n } be a sequence of mappings of C into E such that F = ∞ n=1 F (T n ) is nonempty, τ : N → N an eventually increasing function, and {z n } a bounded sequence in C such that T τ (n) z n − z n → 0. Suppose that {T n } satisfies the condition (Z). Then every weak cluster point of {z n } belongs to F .
Proof. Let z be a weak cluster point of {z n }. Then there exists a strictly increasing function σ : N → N such that z σ(n) ⇀ z as n → ∞ and τ • σ is strictly increasing. Set µ = τ • σ and R(µ) = {µ(n) : n ∈ N}. Define a sequence {y n } in C as follows: For each n ∈ N,
where p is a point in F . Then it is clear that {y n } is bounded,
for n ∈ R(µ), and y n − T n y n = 0 for n / ∈ R(µ). Since z n − T τ (n) z n → 0 and
is strictly increasing, it follows that y n − T n y n → 0. Noting that µ is strictly increasing and y µ(n) = z σ•µ −1 (µ(n)) = z σ(n) for every n ∈ N, we know that {z σ(n) } is a subsequence of {y n }, and hence z is a weak cluster point of {y n }. Since {T n } satisfies the condition (Z), we conclude that z ∈ F .
Lemma 3.7. Let {T n } be a sequence of mappings of C into E, F be a nonempty closed convex subset of E, {z n } a bounded sequence in C such that z n − T n z n → 0, and u ∈ E. Suppose that every weak cluster point of {z n } belongs to F . Then
where w = Q F (u).
Proof. Since z n − T n z n → 0 and {z n } is bounded, there exists a weakly convergent subsequence {z ni } of {z n } such that lim sup
Let z be the weak limit of {z ni }. By assumption, we see that z ∈ F . Thus (2.6) shows that lim
which is the desired result.
Strong convergence theorems for strongly relatively nonexpansive sequences
In this section, we prove the following strong convergence theorem:
Theorem 4.1. Let E be a smooth and uniformly convex Banach space, C a nonempty closed convex subset of E, {S n } a sequence of mappings of C into E such that F = ∞ n=1 F (S n ) is nonempty, and {α n } a sequence in [0, 1] such that α n → 0. Let u be a point in E and {x n } a sequence defined by x 1 ∈ C and (4.1)
for n ∈ N. Suppose that • {S n } is a strongly relatively nonexpansive sequence;
• {S n } satisfies the condition (Z);
• α n > 0 for every n ∈ N and ∞ n=1 α n = ∞. Then {x n } converges strongly to w = Q F (u).
First, we show some lemmas; then we prove Theorem 4.1. In the rest of this section, we set y n = J −1 α n Ju + (1 − α n )JS n x n for n ∈ N, so (4.1) is reduced to x n+1 = Q C (y n ).
Lemma 4.2. Both {x n } and {S n x n } are bounded, and moreover, the following hold:
(1) y n − S n x n → 0; (2) φ(w, x n+1 ) ≤ α n φ(w, u) + φ(w, S n x n ) for every n ∈ N; (3) φ(w, x n+1 ) ≤ (1 − α n )φ(w, x n ) + 2α n y n − w, Ju − Jw for every n ∈ N.
Proof. Since Q C and S n are of type (r) and w ∈ F (S n ) ⊂ C, it follows from (2.3) that φ(w, x n+1 ) ≤ φ(w, y n )
for every n ∈ N. Thus, by induction on n, we have
Therefore, by virtue of (2.2), it turns out that {x n } and {S n x n } are bounded. By α n → 0, it is clear that Jy n − JS n x n = α n (Ju − JS n x n ) → 0. This shows that
because E * is uniformly smooth and J −1 is uniformly continuous on every bounded set. Thus (1) holds.
(2) follows from (4.2). Since S n is of type (r), it follows from (4.2), (2.4), and (2.3) that
for every n ∈ N. Therefore, (3) holds.
Lemma 4.3. Suppose that
Then {x n } converges strongly to w.
Proof. We first show that S n x n −x n → 0. Since S n is of type (r), it follows from (2) in Lemma 4.2 that
for every n ∈ N, so φ(w, x n ) − φ(w, S n x n ) → 0 by (4.4) and α n → 0. Since {S n } is a strongly relatively nonexpansive sequence and {x n } is bounded by Lemma 4.2, φ(S n x n , x n ) → 0. Using Lemma 2.1, we conclude that S n x n − x n → 0. We know that y n − S n x n → 0 by (1) in Lemma 4.2 and {S n } satisfies the condition (Z) by assumption, so Lemma 3.7 implies that lim sup n→∞ y n − w, Ju − Jw = lim sup n→∞ S n x n − w, Ju − Jw ≤ 0.
It follows from (3) in Lemma 4.2 that φ(w, x n+1 ) ≤ (1 − α n )φ(w, x n ) + 2α n y n − w, Ju − Jw for every n ∈ N. Therefore, noting that ∞ n=1 α n = ∞ and using Lemma 2.2, we conclude that φ(w, x n ) → 0, and hence x n → w by Lemma 2.1.
Lemma 4.4. The real number sequence {φ(w, x n )} is convergent.
Proof. We assume, to obtain a contraction, that {φ(w, x n )} is not convergent. Then Lemma 3.4 implies that there exist N ∈ N and an eventually increasing function τ : N → N such that
for every n ∈ N and
is of type (r), it follows from (4.5), (2) in Lemma 4.2, and Lemma 3.1 that
as n → ∞. Since {x τ (n) } is bounded and {S n } is a strongly relatively nonexpansive sequence, it follows from Lemma 3.
Finally, we obtain a contradiction that φ(w, x n ) → 0. From (4.5) and (3) in Lemma 4.2, we know that
for every n ∈ N. Since {S n } satisfies the condition (Z), it follows from Lemma 3.6 that every weak cluster point of {x τ (n) } belongs to F . Using (4.8), (1) 
Therefore, by virtue of (4.6), we conclude that
and hence φ(w, x n ) → 0, which is a contradiction.
Proof of Theorem 4.1. Using Lemmas 4.3 and 4.4, we get the conclusion.
Applications
In this section, we study the zero point problem for a maximal monotone operator and the fixed point problem for a relatively nonexpansive mapping. We employ Theorem 4.1 to approximate solutions of these problems.
To prove the first theorem, we need the following lemma:
. Let E be a strictly convex and reflexive Banach space whose norm is uniformly Gâteaux differentiable, {r n } a sequence of positive real numbers, and L rn the resolvent of a maximal monotone operator A ⊂ E × E * . Suppose that inf n r n > 0 and A −1 0 is nonempty. Then {L rn } satisfies the condition (Z).
We adopt a modified proximal point algorithm introduced by Kohsaka and Takahashi [9] in the following theorem:
Theorem 5.2. Let E be a uniformly convex Banach space whose norm is uniformly Gâteaux differentiable, A ⊂ E × E * a maximal monotone operator, {α n } a sequence in (0, 1], and {r n } a sequence of positive real numbers. Suppose that A −1 0 is nonempty, α n → 0, ∞ n=1 α n = ∞, and inf n r n > 0. Let u be a point in E and {x n } a sequence defined by x 1 ∈ C and (5.1)
Proof. Set S n = L rn for n ∈ N. It is known that F (S n ) = A −1 0 and L rn is a type (r) self-mapping of E for each n ∈ N. Hence ∞ n=1 F (S n ) = A −1 0 is nonempty. It is also known that {S n } is a strongly relatively nonexpansive sequence by [3, Example 3.2] and {S n } satisfies the condition (Z) by Lemma 5.1. It is clear that Q E is the identity mapping on E. Therefore, Theorem 4.1 implies the conclusion.
Remark 5.3. Theorem 5.2 is similar to [9, Theorem 3.3] . In [9, Theorem 3.3] , E is assumed to be smooth and uniformly convex and {α n } in [0, 1] while {r n } is assumed to diverge to infinity.
To prove the next theorem, we need the following lemma:
Lemma 5.4 ([3, Lemma 2.1]). Let {x n } and {y n } be two bounded sequences in a uniformly convex Banach space E and {λ n } a sequence in [0, 1] such that lim inf n→∞ λ n > 0. Suppose that
The following is a strong convergence theorem for a relatively nonexpansive mapping; see [11, 12] for other convergence theorems and see also [3] . . Let E be a uniformly convex and uniformly smooth Banach space, C a nonempty closed convex subset of E, T : C → E a relatively nonexpansive mapping, {α n } a sequence in (0, 1], and {β n } a sequence in [0, 1] . Suppose that α n → 0, ∞ n=1 α n = ∞, and 0 < lim inf n→∞ β n ≤ lim sup n→∞ β n < 1. Let u be a point in E and {x n } a sequence defined by x 1 ∈ C and (5.2)
x n+1 = Q C J −1 α n Ju + (1 − α n ) β n Jx n + (1 − β n )JT x n for n ∈ N. Then {x n } converges strongly to Q F (T ) (u).
Proof. Set S n = J −1 β n J + (1 − β n )JT for n ∈ N. Then it is easy to check that each S n is a mapping of type (r) and ∞ n=1 F (S n ) = F (T ); see [5, Corollary 3.8] . Moreover, it is clear that (5.2) coincides with (4.1). To finish the proof, it is enough to show that {S n } is a strongly relatively nonexpansive sequence and {S n } satisfies the condition (Z).
Let {y n } be a bounded sequence in C such that φ(p, y n ) − φ(p, S n y n ) → 0 for some p ∈ ∞ n=1 F (S n ). Since T is of type (r), we have β n Jy n 2 + (1 − β n ) JT y n 2 − JS n y n 2 = β n φ(p, y n ) + (1 − β n )φ(p, T y n ) − φ(p, S n y n ) ≤ β n φ(p, y n ) + (1 − β n )φ(p, y n ) − φ(p, S n y n ) = φ(p, y n ) − φ(p, S n y n ) → 0.
Using Lemma 5.4 and (2.5), it turns out that
Jy n − JS n y n = (1 − β n )(Jy n − JT y n ) → 0, and hence φ(S n y n , y n ) → 0. Thus {S n } is a strongly relatively nonexpansive sequence. Let {z n } be a bounded sequence in C such that z n − S n z n → 0. Then it follows from (2.5) that (1 − β n )(Jz n − JT z n ) = Jz n − JS n z n → 0, so we conclude that z n − T z n → 0 by lim sup n→∞ β n < 1 and (2.5). Since T is relatively nonexpansive, every weak cluster point of {z n } belongs to F (T ). This means that {S n } satisfies the condition (Z). Consequently, Theorem 4.1 implies the conclusion.
Remark 5.6. In [13, Theorem 3.4] , {α n } and {β n } are assumed to be sequences in (0, 1).
