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ABSTRAK 
 
Nama  : Hasdi Latif  
Nim  : 60600109009 
Jurusan  : Matematika 
Fakultas  : Sains dan Teknologi Universitas Islam Negeri Alauddin 
Judul               : Analisis Kointegrasi  Produk Domestik Bruto (PDB) Terhadap 
Investasi Asing di Indonesia.  
 
 
Uji Kointegrasi merupakan metode yang digunakan untuk menganalisis 
masalah kenonstasioneran yang terjadi pada peubah runtun waktu (time series), 
yang akan menentukan apakah model dasar yang akan dianalisis memiliki 
hubungan keseimbangan jangka panjang (long run equilibrium) atau tidak 
memiliki hubungan keseimbangan jangka panjang (long run disequilibrium). 
Apabila
 
Yt dan Xt  berkointegrasi, hubungan diantara keduanya dapat dinyatakan 
dalam bentuk model koreksi kesalahan (Error Correction Model (ECM)), dimana 
ECM ini digunakan untuk mengikat tingkah laku jangka pendek (short-run) dari 
suatu peubah terhadap nilai jangka panjangnya (long-run).  
Data yang digunakanan dalam skripsi ini yaitu data sekunder time series 
Produk Domestik Bruto (PDB) dan data Investasi asing di Indonesia, yang 
masing-masing berperiode 1970-2011. Data tersebut diperoleh dari Badan Pusat 
Statistik Provinsi Sulawesi Selatan.  
Tujuan dari penulisan skripsi ini yaitu untuk mengetahui hasil uji 
kointegrasi dan mengetahui terjadinya ketidakseimbangan (disequilibrium) jangka 
pendek antara Produk Domestik Bruto  (PDB) terhadap investasi asing di 
Indonesia. Prosedur penulisan skripsi ini dimulai dari memeriksa asumsi-asumsi 
yang melandasi metode Ordinary Least Squares (OLS), menaksir nilai parameter 
 ̂        ̂ , menghitng residual  ̂  . Serta Menaksir nilai parameter Error 
Correction Model (ECM), dan menguji signifikansi dari parameter kecepatan 
penyesuaian  . 
Hasil penelitian ini yaitu dalam jangka panjang PDB berpenagruh positif 
dengan terhadap Investasi Asing di Indonesia dengan persamaan regresi linear 
                                          , sedangkan dalam 
jangka pendek berpengaruh negatif. Nilai parameter kecepatan penyesuaian 
(speed of adjustment) sebesar -0.36 menunjukkan bahwa keseimbangan jangka 
pendek menuju keseimbangan jangka panjang terpenuhi. 
 
 
Kata kunci:  kointegrasi, Error Correction Model (ECM). 
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BAB I 
PENDAHULUAN 
A. Latar Belakang 
Peramalan sangat penting sebagai pedoman dalam pembuatan rencana. Kerja 
dengan menggunakan peramalan akan jauh lebih baik dibandingkan tanpa peramalan 
sama sekali. Peramalan berdasarkan ilmu pengetahuan merupakan sesuatu yang 
dianjurkan dalam Islam, sebagaimana yang diceritakan dalam Q.S. Ar-Ruum (30:1-
4) sebagai berikut: 
                                    
                              
Terjemahnya: 
“Alif, L ̂m M ̂m. Telah dikalahkan bangsa Rum. Di negeri yang terdekat dan 
mereka sesudah dikalahkan itu akan menang. Dalam beberapa tahun lagi. 
Bagi Allah-lah urusan sebelum dan sesudah (mereka menang). Dan di hari 
(kemenangan bangsa Rum) itu bergembiralah orang-orang yang beriman”.1 
Ayat di atas menerangkan bahwa Persia yang menyembah api mengalahkan 
Byzantium yang menyembah tuhan. Kaum musyrikin Mekkah bergembira sambil 
mengejek kaum muslimin, bahwa kamipun sebagaimana halnya Perisa akan 
mengalahkan kamu, sebagaimana Byzantium terkalahkan. Ayat ini turun 
menjelaskan hakikat yang sebenarnya sambil menyatakan bahwa: Alif, L ̂m, M ̂m. 
Allah mengetahui bahwa telah dikalahkan kerajaan Rum yakni Byzantium oleh 
bangsa Persia, di negeri yang terdekat di negeri kamu wahai masyarakat Mekah. Dan 
mereka yakni Byzantium tidak lama sesudah kekalahannya mereka itu, akan menang, 
                                                 
1
Soenarjo dkk.  Alqur’an Dan Terjemhannya (Medinah: Mujamma’ Al Malik Fahd Li Thiba’ 
At Al Mush-Haf Asy Syarif, 1971),  h.641. 
2 
 
yaitu dalam sekian tahun lagi yakni antara tiga sampai sembilan tahun.
2
 Dengan 
demikian peramalan merupakan sesuatu yang sepenuhnya tidak pasti terjadi, 
demikian halnya dengan peramalan berdasarkan ilmu pengetahuan. 
Untuk melakukan peramalan dengan ilmu pengetahuan diperlukan 
pemahaman metode dan ilmu bantu tertentu, salah satu ilmu bantu yang dapat 
digunakan adalah matematika. Ilmu matematika merupakan alat untuk 
menyederhanakan penyajian dan pemahaman suatu masalah serta terdapat 
perhitungan yang akurat didalamnya. Hal tersebut dikarenakan dalam bahasa 
matematika suatu masalah dapat menjadi lebih sederhana untuk disajikan, dianalisis, 
dan dipecahkan.  
Ekonometrika merupakan perluasan dari matematika yang mencakup teori 
ekonomi, matematika, dan statistika. Ekonometrika digunakan sebagai alat analisis 
ekonomi yang bertujuan untuk menguji kebenaran teorema-teorema ekonomi yang 
berupa hubungan antarvariabel ekonomi dengan data empirik. Bagian terpenting dari 
teori ekonomi biasanya bertalian dengan hubungan-hubungan pada peramalan 
keseimbangan jangka panjang yang disebabkan oleh kekuatan pasar dan pola 
perilaku manusia. Sejalan dengan hal itu, banyak studi ekonometri yang memerlukan 
data runtun waktu (time series) yang dapat diartikan sebagai usaha untuk 
mengevaluasi hubungan-hubungan tersebut dalam memperoleh model tertentu untuk 
melakukan peramalan. 
Salah satu bagian ekonometrika yang memerlukan data runtun waktu adalah 
Uji Kointegrasi. Uji Kointegrasi adalah suatu metode yang dapat digunakan untuk 
                                                 
2
 Shihab, M Quraish. 2007. Tafsir Al-Misbah Pesan, Kesan dan Keserasian Al-Qur’an 
Volume 11 Surah Ar-Rum; Surah Luqman; Surah As-Sajdah; Surah Al-Ahzab; Surah Saba’; Surah 
Fathir; Surah Yasin.  (Jakarta: Lentera Hatih, 2007), h.7. 
3 
 
menganalisis masalah kenonstasioneran yang terjadi pada peubah runtun waktu (time 
series). Uji Kointegrasi merupakan uji stasioneritas yang akan menentukan apakah 
model dasar yang akan dianalisis memiliki hubungan keseimbangan jangka panjang 
(long run equilibrium) atau tidak (disequilibrium).  
Variabel-variabel ekonomi nonstasioner merupakan masalah yang sering 
diabaikan oleh para pelaku ekonomi, dan selama bertahun-tahun para pelaku 
ekonometri melakukan inferensi statistik yang melibatkan variabel-variabel 
nonstasioner dengan membentuk regresi linier secara langsung. Pembentukan regresi 
linier secara langsung ini tidak dibenarkan karena akan menyebabkan keadaan yang 
disebut regresi semu/regresi lancung (spurious regression). Dalam kasus seperti ini 
meskipun tidak ada hubungan antara Yt dan Xt (yakni, nilai     ),  estimator 
Ordinary Least Square (OLS) akan menyatakan    signifikan atau uji statistik 
menyimpulkan      dengan nilai koefisien determinasi R
2
 yang relatif besar. 
Dari kasus regresi lancung ini, dalam praktik, penting diingat untuk tidak 
melakukan analisis regresi diantara variabel runtun waktu Yt dan Xt jika masing-
masing variabel nonstasioner, kecuali pada keadaan di mana Yt dan Xt berkointegrasi. 
Kointegrasi adalah kombinasi linier antar variabel-variabel yang tidak stasioner 
sehingga menghasilkan peubah baru yang stasioner (  ). Dengan demikian jika 
terjadi kointegrasi masalah regresi lancung akan hilang dan lebih lanjut, akan 
terdapat hubungan equilibrium antara variabel Yt dan Xt dalam bentuk arah dan tren 
yang sama. Pada keadaan di mana terdapat kointegrasi, persamaan regresi       
        disebut persamaan regresi kointegrasi, dan parameter    dapat 
diinterpretasikan sebagai pengganda jangka panjang, yang mengukur efek jangka 
4 
 
panjang secara permanen dari Yt terhadap variabel Xt. Sehingga kointegrasi ini 
menjadi penting karena dengan konsep ini hubungan long run equilibrium dari 
variabel-variabel yang tidak stasioner (karena mengandung tren) dapat diamati.
 
Dengan menerapkan konsep kointegrasi yang dapat melihat hubungan jangka 
panjang terhadap nilai Produk Domestik Bruto (PDB) sebagai variabel dependen dan 
investasi asing di Indonesia sebagai variabel independen, maka model yang 
dihasilkan dari uji kointegrasi ini, dapat dijadikan model peramalan keseimbangan 
jangka panjang (long run equilibrium). Kemampuan untuk meramal model 
keseimbangan jangka panjang Produk Domestik Bruto (PDB) terhadap investasi 
asing di Indonesia akan menjadi penting bagi dasar pengambilan keputusan birokrasi 
strategis untuk kelangsungan suatu negara.  
Apabila Yt dan Xt   berkointegrasi, terdapat hubungan jangka panjang diantara 
kedua variabel. Dalam jangka pendek, perlu diperhitungkan adanya fluktuasi atau 
lonjakan peubah, karena pada jangka pendek bisa saja terjadi ketidakseimbangan 
(disequilibrium). Kesalahan keseimbangan (equilibrium error) dapat digunakan 
untuk mengikat tingkah laku jangka pendek (short-run) dari suatu peubah terhadap 
nilai jangka panjangnya (long-run). Berdasarkan Engel-Granger representation 
theorem, apabila Yt dan Xt   berkointegrasi, hubungan diantara keduanya dapat 
dinyatakan dalam bentuk model koreksi kesalahan (Error Correction Model atau 
ECM).
 
Ciri utama dari peubah-peubah yang terkointegrasi adalah jalur waktu (time 
path) dari peubah-peubah tersebut dipengaruhi oleh seberapa besar penyimpangan 
peubah-peubah tersebut dari keseimbangan jangka panjang. Jika suatu peubah 
5 
 
menyimpang dari peubah lainnya maka harus ada suatu cara untuk membuat peubah-
peubah tersebut kembali kepada keseimbangan jangka panjang. Hal tersebut 
menyatakan konsep dari koreksi kesalahan (error correction).  
Selain ayat Al-Qur’an, terdapat pula hadits yang menjelaskan tentang 
peramalan. Salah satunya adalah sebagai berikut:
 
 :َمهلَسَو ِهٍْ َلَع ُ هاللَّ ىهلَص ِ هاللَّ ُلىُسَر َلاَق َلَاق ُههَوأ ُهْىَع ُ هاللَّ ًَ ِضَر ِّيِرْدُخْلا ٍدٍِعَس ًَِبأ ْهَع
 َُعبَْتٌ ٌَمىَغ ِِملْسُمْلا ِلاَم َرٍْ َخ َنىَُكٌ َْنأ ُكِشُىٌ ُلا َِعقاَىَمَو ِلَابِجْلا َفَعَش َاِهب َق ِِهىٌِِدب ُِّرَفٌ ِرْط
هَِتفْلا ْهِم3
 
Artinya: 
“Dari Abu Sa’id Al Khudri r.a. bahwa Rasulullah Saw bersabda, “Akan 
datang suatu masa, sebaik-baik harta orang muslim adalah kambing (biri-
biri). Digembalakan di puncak-puncak bukit dan di tempat-tempat air hujan 
berkumpul (lembah-lembah). Dia menghindarkan agamanya dari bencana.” 
Kata كشىٌ pada hadits di atas berarti akan datang dalam waktu dekat. Dimana 
Tidak ada ketentuan pasti mengenai berapa persis lamanya waktu dekat dalam 
hadits-hadits Rasulullah Saw. Bahkan dalam salah satu haditsnya Rasulullah pernah 
bersabda bahwa beliau di utus di waktu yang dekat dengan hari kiamat. Bisa jadi 
yang dimaksud dekat di sini adalah masa kekhilafahan pasca Khulafaur Rasyidin. Di 
mana pada periode tertentu masa kekhalifahan Bani Umayyah maupun Bani 
Abbasiyah terdapat kezaliman dari penguasa. Atau bisa jadi masa itu adalah masa 
modern. Atau bahkan masa itu belum datang.
4
 
 
 
                                                 
3
 Almuhajir. http://www.ahlalhdeeth.com/vb/archive/index.php/t-49400.html.  (diakses pada 
24 Oktober 2013) 
4
 Beda,  admin. http://www.bersamadakwah.com/2011/03/hadits-19-menghindari-fitnah.html. 
(diakses pada 24 Oktober 2013) 
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B. Rumusan Masalah 
Berdasarkan latar belakang tersebut, maka rumusan masalah dalam penulisan 
skripsi ini antara lain: 
1. Bagaimanakah hasil uji kointeragasi Produk Domestik Bruto  (PDB) terhadap 
investasi asing di indonesia? 
2. Apakah terjadi ketidakseimbangan (disequilibrium) jangka pendek antara 
Produk Domestik Bruto (PDB) terhadap investasi asing di indonesia? 
C. Tujuan Penelitian 
Tujuan dari penulisan skripsi ini sebagaimana rumusan masalah di atas 
adalah: 
1. Untuk mengetahui hasil uji kointeragasi Produk Domestik Bruto  (PDB) 
terhadap investasi asing di Indonesia. 
2. Untuk mengetahui terjadinya ketidakseimbangan (disequilibrium) jangka pendek 
antara Produk Domestik Bruto  (PDB) terhadap investasi asing di Indonesia. 
D. Batasan Masalah 
Agar pembahasan dalam penelitian skripsi ini tidak meluas, maka penulis 
perlu memberikan batasan-batasan yaitu sebagai berikut: 
1. Penaksiran nilai parameter menggunakan metode Ordinary Least Squares (OLS). 
2. Pengujian akar unit menggunakan Uji Augmented Dickey-Fuller (ADF) dengan 
software statistik Eviews 7. 
3. Pengujian keseimbangan jangka pendek menggunakan model koreksi kesalahan 
(Error Correction Model (ECM)) dengan software statistik Eviews 7. 
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4. Data nilai Produk Domestik Bruto (PDB) Nasional dan data nilai investasi asing 
di Indonesia yaitu periode tahun 1970 sampai tahun 2011. 
5. Pengujian asumsi-asumsi metode Ordinary Least Square (OLS) menggunakan 
software statistik SPSS 18. 
E. Manfaat Penelitian 
Penelitian ini diharapkan dapat memberikan manfaat sebagai berikut: 
1. Bagi penulis 
Sebagai sarana pengaplikasian teori-teori yang telah diperoleh di bangku kuliah 
ke dalam praktik yang sebenarnya, serta sebagai pengalaman praktik dalam 
menganalisis suatu masalah secara ilmiah dan mengasah ketajaman berpikir. 
2. Bagi pembaca 
Memberikan informasi dan masukan pengetahuan dalam bidang matematika 
khususnya Analisis Kointegrasi  Produk Domestik Bruto (PDB) Nasional 
Terhadap Investasi Indonesia. Serta sebagai sumbangan pemikiran dan informasi 
bagi yang ingin melakukan penelitian sejenis. 
3. UIN Alauddin Makassar 
Sebagai bahan kepustakaan yang dijadikan sarana pengembangan wawasan 
keilmuan, khususnya di Jurusan Matematika. 
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F. Sistematika Penulisan 
Agar pembahasan dalam penelitian ini dapat dilakukan secara sistematis, 
maka sistematika penulisannya disusun dengan kerangka sebagai  berikut: 
BAB I : PENDAHULUAN 
Pada bab pendahuluan ini dikemukakan tentang latar belakang masalah, rumusan 
masalah, tujuan penelitian, batasan masalah, manfaat penelitian, metode penelitian 
dan sistematika penulisan.  
BAB II : KAJIAN TEORI 
Pada bab ini dikemukakan tentang deret waktu, uji Kointegrasi, uji Augmented 
Dickey Fuller (ADF), penaksiran regresi linear sederhana, Error Correction Model 
(ECM), variabel Produk Domestik Bruto (PDB) dan variabel Investasi. 
BAB III METODE PENELITIAN 
Bab ini berisi jenis penelitian, jenis data dan sumber data, waktu penelitian, dan 
prosedur penelitian permasalahan. 
BAB IV : PEMBAHASAN  
Dalam bab ini dipaparkan tentang hasil penelitian dan pembahasan. 
BAB IV : PENUTUP 
Dalam bab ini dikemukakan kesimpulan dan saran. 
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BAB II 
TINJAUAN PUSTAKA 
Pada bab ini dibahas mengenai teori-teori yang digunakan sebagai acuan 
dalam pembahasan masalah, antara lain deret waktu, kointegrasi, penaksiran 
parameter regresi sederhana, uji Augmented Dickey Fuller (ADF),  Error Correction 
Model (ECM), serta variabel Produk Domestik Bruto (PDB) dan variabel investasi. 
A. Deret waktu 
Sebuah tabel atau grafik yang menunjukkan distribusi sebuah variabel sebagai 
fungsi waktu disebut sebagai deret waktu
1
. Data adalah bentuk jamak dari datum. 
Data merupakan keterangan-keterangan tentang suatu hal, dapat berupa sesuatu yang 
diketahui atau dianggap. Jadi, data dapat diartikan sebagai sesuatu yang diketahui 
atau dianggap atau anggapan.
2
 Data deret waktu (time series) adalah data yang 
dikumpulkan dari waktu ke waktu, untuk menggambarkan perkembangan suatu 
kegiatan (perkembangan produksi, harga, hasil penjualan, jumlah personil, 
penduduk, jumlah kecelakaan, jumlah kejahatan, jumlah peserta KB, dan lain 
sebagainya)
3
. Analisis data berkala memungkinkan untuk mengetahui perkembangan 
suatu atau beberapa kejadian serta hubungan/pengaruhnya terhadap kejadian lainnya. 
Peramalan merupakan suatu teknik untuk memperkirakan suatu nilai pada 
masa yang akan datang dengan memperhatikan data masa lalu maupun data masa 
                                                 
1
 Spegel dan Stephens. Shaum’s Outlines Statistik Edisi Ketiga (Jakarta: Erlangga, 2007), 
h.15. 
2
 Hasan. Pokok-Pokok Materi Statstik 1 (Statistik Deskriptif) Edisi Kedua (Jakarta: Bumi 
Aksara, 1999), h.16. 
3
Supranto. Statistik Teori dan Aplikasi Edisi Kelima (Jakarta: Gelora Aksara Pratama, 1987), 
h.206. 
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kini
4
. Peramalan merupakan bagian integral dari kegiatan pengambilan keputusan, 
sebab efektif atau tidaknya suatu keputusan umumnya bergantung pada beberapa 
faktor yang tidak dapat dilihat pada waktu keputusan itu diambil. Akan tetapi, 
tidaklah berarti bahwa setelah mempelajari teknik peramalan, kita dapat meramalkan 
apa saja dengan tepat. Kita hanya mempelajari teknik tertentu yang dapat 
diaplikasikan pada situasi tertentu juga. 
One of most important objectives in the analysis of a time series is to forecast 
its future value
5
. 
“Salah satu tujuan yang paling penting dalam analisis deret waktu untuk 
meramalkan nilai masa depan”. Peramalan diperlukan karena adanya perbedaan 
(kesenjangan) waktu (timelag). Apabila perbedaan waktu tersebut panjang maka 
peramalan akan menjadi penting dan sangat dibutuhkan, terutama dalam penentuan 
suatu peristiwa yang akan timbul sehingga dapat dipersiapkan hal-hal ataupun 
tindakan-tindakan yang diperlukan guna mengantisipasi keadaan tersebut. 
Adapun manfaat dari peramalan adalah sebagai berikut:
6
 
1. Membantu agar perencanaan suatu pekerjaan dapat diperkirakan dengan tepat. 
2. Merupakan suatu pedoman dalam menentukan tingkat persediaan perencanaan 
dapat bekerja secara optimal. 
3. Sebagai masukan untuk penentuan jumlah investasi. 
4. Membantu menentukan pengembangan suatu pekerjaan untuk periode 
selanjutnya. 
                                                 
4
Aswi dan Suka na.  Analisis Deret Waktu Teori dan Aplikasi (Makassar: Andira publisher, 
2006), h.1. 
5
Wei, William W S. Time Series Analysis Univariate and Multivariate Method Second 
Edition (United States: Pearson Education,2005), h.88. 
6 
Priyana,  efta dhartikasari. “Belajar Arima Secara Otodidak”, 
http://eftadhartikasari.blogspot.com/2011/12/peramalan-peramalan-adalah-kegiatan.html. 
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Adapun Tujuan peramalan dilihat dengan waktu yaitu: 
a. Jangka pendek (Short Term) 
Menentukan  kuantitas  dan  waktu  dari  item  dijadikan  produksi.  Biasanya 
bersifat harian ataupun mingguan dan ditentukan oleh Low Management. 
b. Jangka Menengah (Medium Term) 
Menentukan  kuantitas  dan  waktu  dari  kapasitas  produksi. Biasanya bersifat 
bulanan ataupun kuartal dan ditentukan oleh Middle Management. 
c. Jangka Panjang (Long Term)  
Merencanakan  kuantitas  dan  waktu  dari  fasilitas  produksi.  Biasanya bersifat 
tahunan, 5 tahun, 10 tahun, ataupun  20 tahun dan  ditentukan  oleh top 
management. 
B. Uji Kointegrasi 
Dalam keadaan dimana Yt  dan Xt  tidak stasioner, regresi            
   akan menyebabkan keadaan yang disebut regresi semu/regresi lancung (nonsense 
atau spurious regression). Dalam keadaan ini, meskipun tidak ada hubungan antara 
Yt  dan Xt   (yakni, nilai     ), tetapi estimator Ordinary Least Square (OLS) akan 
menyatakan    signifikan atau uji statistik menyimpulkan      dengan nilai 
koefisien determinasi R
2
 yang relatif besar. Keadaan kasus regresi lancung ini harus 
di waspadai karena koefisien determinasi R
2
 jauh lebih besar dari pada nilai statistik 
Durbin Watson. 
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Dari kasus regresi lancung ini, dalam praktek, penting diingat agar tidak 
melakukan analisis regresi di antara variabel runtun waktu Yt  dan Xt  jika masing-
masing berakar unit, kecuali pada keadaan dimana Yt  dan Xt  berkointegrasi.  
Untuk menghilangkan unit root atau menstasionerkan variabel-variabel 
runtun waktu pada umumnya dapat dicapai dengan melakukan proses difference  
sebanyak satu kali atau pun lebih. Suatu runtun dikatakan terintegrasi pada orde d, 
dinotasikan dengan I(d), jika runtun tersebut mencapai kestasioneran setelah 
dilakukan proses difference  sebanyak d kali. Perlu diperhatikan bahwa model 
ekonometrika tidak dapat ditentukan apabila orde integrasi dari peubah-peubah tidak 
diketahui. 
Secara sederhana konsep kointegrasi dapat dijelaskan sebagai berikut: 
didefinisikan et sebagai residual dari suatu persamaan regresi linear sederhana antara 
Yt  dan Xt . 
               
Dalam keadaan dimana Yt  dan Xt  memiliki akar unit (yakni, masing-masing 
mengandung tren), biasanya et juga mengandung akar unit (adanya tren stokastik). 
Pada keadaan seperti ini muncul regresi lancung. Namun, sering kali kita 
menemukan bahwa et tidak mengandung tren, nilainya tidak terlalu besar, dan 
meskipun Yt  dan Xt , mengandung tren, nilainya tidak terlalu divergen antara satu 
dengan yang lainnya (arah trennya sama atau mengandung tren umum common trend 
atau kotren). Keadaan seperti sering disebut sebagai kasus dimana Yt  dan  Xt  
berkointegrasi. Dengan demikian, jika terjadi kointegrasi, masalah regresi lancung 
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akan hilang dan lebih lanjut, terdapat hubungan ekuilibrium antara Yt dan Xt  dalam 
bentuk arah dan tren yang sama. 
Pada keadaan di mana terdapat kointegrasi, persamaan regresi       
        disebut persamaan regresi kointegrasi, dan parameter    dapat 
diinterpretasikan sebagai pengganda jangka panjang dan parameter ini dapat ditaksir 
dengan regresi biasa
7
, yang mengukur efek jangka panjang secara permanen dari Yt 
terhadap variabel Xt. 
Definisi formal kointegrasi diberikan sebagai berikut: 
Definisi 2.1 
Komponen-komponen dari vektor                     dikatakan berkointegrasi 
dalam orde d,b, atau ditulis            apabila berlaku: 
1. Semua komponen dari    merupakan proses integrated orde d, atau I(d),  
2. Terdapat vektor                    sedemikian hingga   



k
i
tit ixaxa
1
'             . Vektor a sering disebut vektor kointegrasi.  
Definisi kointegrasi ini menjadi penting karena dengan konsep ini hubungan 
jangka panjang (long run equilibrium) dari variabel-variabel yang tidak stasioner 
(karena mengandung tren) dapat diamati. Sebagai contoh, ambil        , yakni 
semua variabel yang diamati adalah proses integrated orde    , maka akan 
terdapat vektor a hingga kombinasi linear 


k
i
tit ixaxa
1
' akan bersifat        
     atau proses yang stasioner. Jadi, meskipun semua data               masing-
                                                 
7
 Masdjojo. “Kajian Pendekatan Keynesian Dan  Monetaris Terhadap Dinamika Cadangan 
Devisa Melalui Penelusuran Neraca Pembayaran Internasional: Studi Empiris Di Indonesia Periode 
1983- 2008” (Semarang: Universitas Diponegoro), h.151. 
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masing nonstasioner, kombinasi linearnya yang didefinisikan oleh vektor a akan 
stasioner.  
Pengujian kointegrasi dapat dilakukan dengan metode uji Engel-Grenger, 
yang langkah-langkahnya adalah sebagai berikut:
8
 
a. Ujilah adanya akar unit dalam variabel Yt  dan  Xt  (misalnya, dengan Uji 
Augmented Dickey-Fuller). Orde akar unit ini harus sama dan bernilai d.  
b. Selanjutnya, estimasi persamaan regresi antara Yt  dan  Xt  (atau secara umum, 
antara     dan               ), dan simpan residual dari regresi ini (sebut saja 
residual ini sebagai   ). 
c. Lakukan uji akar unit terhadap residual     yang diperoleh pada langkah 2. Jika 
hipotesis adanya akar unit ditolak, kita bisa menyimpulkan bahwa Yt dan Xt  
berkointegrasi (atau secara umum,                  berkointegrasi). Penting 
dicatat bahwa dalam pengujian akar unit terhadap residual, kita jangan 
memasukkan komponen tren ke dalam statistik uji. 
C. Uji Augmented Dickey Fuller (ADF) 
Dalam analisis runtun waktu, asumsi stasioneritas data merupakan sifat yang 
penting. Pada model stasioner, sifat-sifat statistik di masa yang akan datang dapat 
diramalkan berdasarkan data historis yang telah terjadi di masa lalu. Pengujian 
stasioneritas dari suatu data runtun waktu dapat dilakukan dengan beberapa cara. 
Salah satu pengujian stasioneritas adalah dengan menggunakan uji akar unit (unit 
root test), dalam metode ini stasioneritas dapat diperiksa dengan mengamati apakah 
                                                 
8
Rosadi.  Analisis Ekonometrika & Runtun Waktu Terapan dengan R Aplikasi untuk Bidang 
Ekonomi, Bisnis, dan Keuangan (Yogyakarta: Andi, 2010), h. 203 – 205. 
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terdapat komponen tren berupa jalan acak (random walk) dalam data. Uji ini 
dilakukan untuk mengetahui  secara dini dan lebih pasti,  spurious regression.   
Spurious regression  ini akan membuat hasil estimasi memiliki uji statistik yang 
membingungkan. Kestabilan suatu model  time series  bermakna terkandungnya sifat  
stationary  dalam model penelitian. Ada berbagai metode untuk melakukan uji akar 
unit, diantaranya adalah Uji Augmented Dickey Fuller (ADF), yang merupakan salah 
satu uji yang paling sering digunakan dalam pengujian stasioneritas data. Dengan 
alasan bahwa uji ADF telah mempertimbangkan kemungkinan adanya autokorelasi 
pada  error term jika series yang digunakan nonstasioner. Berikut ini model-model 
dari uji Augmented Dickey Fuller (ADF): 
1. Model dengan intercept ( ) dan trend ( ) 
t
k
1i
j-tj1-tt eY+Y+t=Y  

  (2.1) 
2. Model dengan intercept ( ) 
t
k
1i
j-tj1-tt eY+Y+=Y 

  (2.2) 
3. Model tanpa intercept ( ) dan trend ( ) 
t
k
1i
j-tj1-tt eY+Y=Y 

  (2.3) 
Uji ini dilakukan dengan menguji hipotesis        (terdapat akar unit) 
dalam persamaan regresi. Hipotesis ditolak jika nilai statistik uji ADF memiliki nilai 
kurang (lebih negatif) dibandingkan dengan nilai daerah kritis. Jika hipotesis nol 
ditolak, data bersifat stasioner. Di dalam pengaplikasian uji ADF, pertama-tama 
ditentukan banyaknya lag dari komponen difference  yang akan dimasukkan ke 
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dalam model (gunakan k>0). Dalam praktik, biasanya dipilih k yang dapat 
menghapus korelasi serial dari residual, yang dapat dilihat dengan lag yang masih 
signifikan dalam model regresi ADF.  
Langkah-langkah uji akar unit dengan menggunakan metode uji ADF adalah 
sebagai berikut:
9
 
1. Misalkan terdapat persamaan sebagai berikut: 
             
Dimana   adalah koefisien autoregresi,    adalah white noise error term yang 
mempunyai rata-rata sama dengan nol dan varians konstan serta tidak 
mengandung autokorelasi. Jika    , maka dapat dinyatakan bahwa variabel    
mempunyai akar unit. Dalam istilah ekonometrika, series yang memiliki akar unit 
disebut random walk. 
Hipotesisnya adalah: 
1:0 H  (series mengandung akar unit atau nonstasioner) 
1:1 H  (series tidak mengandung akar unit atau stasioner) 
2. Persamaan di atas dapat juga dinyatakan dalam bentuk lain (turunan pertama), 
yaitu: 
                  
              
Dimana         dan   adalah turunan pertama atau dengan mudah  
                                                 
9
 Hadiyatullah.  “Model Vector Autoregressive (VAR) dan Penerapannya Untuk Analisis 
Pengaruh Harga Migas Terhadap Indeks Harga Konsumen (IHK) (Studi Kasus Daerah Istimewa 
Yogyakarta, Periode 1997 – 2009)” (Yogyakarta:Universitas Negeri Yogyakarta), h.19-21. 
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dinyatakan dalam bentuk               
Sehingga hipotesisnya menjadi: 
Ho  : δ = 1 (series mengandung unit roots) 
H1  : δ < 1 (series tidak mengandung unit roots) 
Jika δ = 0 maka persamaan dapat ditulis : 
                  
Persamaan ini menunjukkan bahwa turunan pertama dari series yang random 
walk (ut) adalah sebuah series stasioner dengan asumsi bahwa ut adalah benar-
benar random. 
3. Setelah didapat persamaannya, prosedur pengujian adalah dengan menghitung 
terlebih dahulu nilai statistik ADF. Statistik uji: 
b
hitung
s
b
t    
dengan melihat nilai dari statistik  ADF  yang merupakan koefisien 
autoregresifnya dapat diketahui bahwa series mengandung  unit roots  atau  tidak. 
Jika nilai  ADF  (thitung) kurang  dari nilai kritis tabel Dickey Fuller dengan 
derajat bebas (n-p), maka Ho ditolak atau dapat dikatakan bahwa series telah 
stasioner. 
D. Penaksiran Parameter Regresi Sederhana 
Apabila populasi dari seluruh pasangan nilai         diketahui, kita dapat 
menghitung nilai sebenarnya dari parameter             
 . Dalam prakteknya, kita 
tidak tahu nilai parameter tersebut, akan tetapi dapat diperkirakan dengan 
menggunakan data empiris, yakni hasil observasi berdasarkan sampel yang ditarik 
dari populasi yang tidak terbatas (infinite population). Data empiris tersebut sering 
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berupa data deret berkala (time series data), data empiris tersebut dapat digambarkan 
sebagai berikut: 
                                 
Untuk menaksir atau memperkirakan          , kita pergunakan metode kuadrat 
terkecil. 
Model sebenarnya :            
Model perkiraan :    ̂   ̂    ̂ 
 ̂    ̂        ̂ perkiraan/taksiran             
Metode kuadrat terkecil ialah suatu metode untuk menghitung  ̂       ̂  sebagai 
perkiraan           , sedemikian rupa sehingga jumlah kesalahan kuadrat memiliki 
nilai terkecil. Dengan bahasa matematik, dapat dinyatakan sebagai berikut: 
    ̂   ̂     ̂                
 ̂       ̂   ̂      kesalahan (error) i 
∑  ̂ 
  ∑[   ( ̂   ̂   )]
 
  jumlah kesalahan kuadrat. 
a. Alasan Penggunaan metode Ordinary Least Squares (OLS) yaitu didasarkan 
pada Teorema Gauss-Markov sebagai berikut: 
“Berdasarkan asumsi-asumsi dari model regresi linear klasik, penaksir OLS 
memiliki varians yang terendah di antara penaksir-penaksir linear lainnya. 
Dalam hal ini, penaksir OLS disebut sebagai penaksir tak bias linear terbaik 
(best linear unbias estimators/BLUE)”.10 
 
 
 
                                                 
10
 Gujarati. Dasar-Dasar Ekonometrika Edisi Ketiga Jilid 1 (Jakarta: Erlangga, 2007), h. 150. 
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Kriteria BLUE yang harus dipenuhi estimator OLS, yaitu: 
1) Best (yang terbaik). Hasil regresi dikatakan “Best” apabila garis regresi yang 
dihasilkan guna melakukan estimasi atau peramalan dari sebaran data, 
menghasilkan error yang terkecil. 
2) Linear (merupakan kombinasi dari data sampel). Linear dalam model artinya 
model yang digunakan dalam analisis regresi telah sesuai dengan kaidah model 
OLS dimana variabel-variabel penduganya hanya berpangkat satu. Sedangkan 
linear dalam parameter menjelaskan bahwa parameter yang dihasilkan merupakan 
fungsi linear dari sampel. 
3) Unbiased (rata-rata nilai harapan (E/  ) dan (E/  ) harus sama dengan nilai 
sebenarnya ( ̂ ) dan (  )). Dalam bahasa Indonesia adalah tidak bias. Estimator 
dikatakan tidak bias jika nilai harapan estimator b sama dengan nilai yang benar 
dari b. Artinya nilai rata-rata b = b. Bila nilai rata-rata b tidak sama dengan nilai b 
maka selisihnya itu disebut bias.  
4) Estimator (memiliki varians yang minimal diantara pemerkira lain yang tidak 
bias). Tidak ada autokorelasi antar kesalahan (antara µi dan µj) = 0. 
Jadi, metode kuadrat terkecil adalah metode untuk menghitung  ̂       ̂  sedemikian 
rupa sehingga ∑  ̂ 
  = terkecil (minimum). Caranya dengan membuat turunan parsial 
(partial differential) dari ∑  ̂ 
  mula-mula terhadap  ̂  kemudian terhadap   ̂  dan 
menyamakannya dengan nol, sebagai berikut:
11
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Setelah estimasi dilakukan langkah selanjutnya adalah memeriksa model dan 
nilai-nilai hasil regresi antara kedua peubah. Adapun pemeriksaan tersebut adalah 
sebagai berikut: 
1. Pengujian hipotesis model regresi linear sederhana  
Uji yang digunakan dalam tahap ini adalah uji t, yaitu akan dilakukan 
pengujian hipotesis terhadap parameter    yang telah diperoleh. Uji t ini digunakan 
untuk mengetahui ada tidaknya pengaruh signifikan variabel dependen Xt terhadap 
variabel independen Yt . Uji ini dapat dilakukan dengan membandingkan thitung 
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dengan ttabel atau dengan melihat kolom signifikansi pada masing-masing t hitung. 
Hipotesis dari uji t adalah sebagai berikut: 
H0 : b = 0,  artinya variabel bebas bukan merupakan penjelas yang signifikan 
terhadap variabel terikat 
H1 : b ≠ 0,  artinya variabel bebas merupakan penjelas yang signifikan terhadap 
variabel terikat. 
Statistik uji:
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 Dimana: 
a : Nilai parameter a 
b : Nilai parameter b 
sb : Standar error koefisien regresi 
sY.X : Standar error estimasi 
n : Jumlah sampel 
Kriteria pengujian, H0 ditolak jika )( 2;  natabelhitung ttt   
2. Koefisien determinasi R2 
                                                 
12
 Subagyo, pangestu dan djawarto. Statistik induktif edisi 5 (yogyakarta: BPFE-yogyakarta, 
2005), h.266-268. 
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Nilai koefisien determinasi berada di antara nol dan satu         . Nilai 
ini akan menjelaskan seberapa dekat garis regresi yang diestimasi dengan data 
sesungguhnya. Koefisien determinasi didefinisikan sebagai berikut:
13
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Keterangan: 
JKR : Jumlah Kuadrat Regresi 
JKT : Jumlah Kuadrat Total 
 Semakin besar nilai    maka semakin memadai model regresi linier yang 
terbentuk. Peneliti sering melaporkan nilai    adalah        , selain itu nilai ini 
digunakan juga untuk mengukur keragaman variabel respon Y yang mampu 
dijelaskan oleh variabel prediktor X. 
Persyaratan untuk bisa menggunakan persamaan regresi adalah terpenuhinya 
asumsi klasik. Untuk mendapatkan nilai pemeriksa yang efisien dan tidak bias atau 
BLUE (Best Linear Unbias Estimator) dari satu persamaan regresi berganda dengan 
metode kuadrat terkecil (least square), maka perlu dilakukan pengujian 
untuk  mengetahui model regresi yang dihasilkan memenuhi persyaratan  asumsi 
klasik, dalam skripsi digunakan software SPSS 18 untuk menguji asumsi klasik. 
Adapun pengujian dari asumsi-asumsi tersebut adalah sebagai berikut: 
1. Uji Normalitas 
                                                 
13
Walpole. Ilmu Peluang Dan Statistik Untuk Insinyur dan Ilmuan Edisi ke-4 (Bandung: ITB, 
1995), h.478. 
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Uji normalitas adalah pengujian tentang kenormalan distribusi data. Uji normalitas 
bisa dilakukan dengan dua cara. Yaitu dengan Normal P-P Plot dan Tabel 
Kolmogorov Smirnov. Yang paling umum digunakan adalah Normal P-P Plot. Pada 
Normal P-P Plot prinsipnya normalitas dapat dideteksi dengan melihat penyebaran 
data (titik) pada sumbu diagonal grafik atau dengan melihat histogram dari 
residualnya. Dasar pengambilan keputusan: 
a. Jika data menyebar di sekitar garis diagonal dan mengikuti arah garis diagonal 
atau grafik histogramnya menunjukkan pola distribusi normal, maka model 
regresi memenuhi asumsi normalitas. 
b. Jika data menyebar jauh garis diagonal dan/atau tidak mengikuti arah garis 
diagonal atau grafik histogram tidak menunjukkan pola distribusi normal, maka 
model regresi tidak memenuhi asumsi normalitas. 
Untuk Tabel Kolmogorov Smirnov dasar keputusannya adalah dengan 
membandingkan nilai Asymp. Sig. (2-tailed) lebih dari angka signifikansi (>0,05), 
maka uji normalitas akan terpenuhi. 
2. Uji Heteroskedastisitas 
Pengujian ini digunakan untuk melihat apakah variabel residual mempunyai 
varian yang sama atau tidak. Heteroskedasitas merupakan keadaan dimana varians 
dari setiap gangguan tidak konstan. Keadaan ini akan mengakibatkan penaksiran 
koefisien-koefisien regresi menjadi tidak efisien serta hasil penaksiran akan menjadi 
kurang dari semestinya. Diharapkan keadaan ini tidak terjadi pada data pengujian. 
Untuk mendeteksi ada atau tidaknya heteroskedastisitas yaitu dengan melihat 
grafik Plot antara nilai prediksi variabel terikat (dependen) yaitu ZPRED dengan 
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residualnya SRESID. Deteksi ada atau tidaknya heteroskedastisitas dapat dilakukan 
dengan melihat ada tidaknya pola tertentu pada grafik scatterplot antara SRESID dan 
ZPRED dimana sumbu Y adalah Y yang telah diprediksi, dan sumbu X adalah 
residual (Y prediksi – Y sesuungguhnya) yang telah di-studentized. 
Dasar analisisnya adalah sebagai berikut: 
a. Jika ada pola tertentu, seperti titik-titik yang ada membentuk pola tertentu yang 
teratur (bergelombang, melebar kemudian menyempit), maka mengindikasikan 
telah terjadi heteroskedastisitas. 
b. Jika tidak ada pola yang jelas, serta titik-titik menyebar di atas dan di bawah 
angka 0 pada sumbu Y, maka tidak terjadi heteroskedastisitas. 
3. Uji Autokorelasi 
Uji autokorelasi merupakan pengujian asumsi dalam regresi dimana variabel 
dependen tidak berkorelasi dengan dirinya sendiri. Maksud korelasi dengan diri 
sendiri adalah bahwa nilai dari variabel dependen tidak berhubungan dengan nilai 
variabel itu sendiri, baik nilai variabel sebelumnya atau nilai periode sesudahnya. 
Pengujian ini dilakukan dengan menggunakan Uji Durbin Watson. Model regresi 
yang baik adalah regresi yang bebas dari autokorelasi atau tidak terjadi 
autokorelasi
14
. 
Uji Durbin Watson adalah sebuah uji yang digunakan untuk mendeteksi 
terjadinya autokorelasi pada nilai residual (prediction errors) dari sebuah analisis 
regresi. Autokorelasi merupakan hubungan antara nilai-nilai yang dipisahkan satu 
sama lain dengan jeda waktu tertentu. Uji ini dikemukakan oleh James 
                                                 
14
 Raharjo. http://konsistensi.com/2013/08/uji-autokorelasi-dengan-uji-durbin.html. 
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Durbin dan Geoffrey Watson. Rumus dari uji durbin-watson adalah sebagai 
berikut:
15
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Keterangan: 
n : jumlah data 
   : residual pada data t 
     :    : residual pada data t-1  
Pengujian hipotesis terhadap Uji Durbin-Watson yaitu: 
H0: Tidak ada korelasi serial (autokorelasi) yang positif 
H1: Ada korelasi serial (autokorelasi) yang positif 
Cara menentukan atau kriteria pengujian autokorelasi adalah sebagai berikut: 
a. Angka D-W di bawah -2 berarti ada autokorelasi positif 
b. Angka D-W diantara -2 sampai +2 berarti tidak ada autokorelasi 
c. Angka D-W di atas +2 berarti ada autokorelasi negatif 
E. Error Correction Model (ECM) 
Apabila Yt dan Xt   berkointegrasi, terdapat hubungan jangka panjang diantara 
kedua variabel. Dalam jangka pendek, ketidakseimbangan (disequilibrium) antara 
kedua variabel bisa saja terjadi. Berdasarkan Engel-Granger representation theorem, 
apabila Yt dan Xt   berkointegrasi, hubungan diantara keduanya dapat dinyatakan 
                                                 
15
Supranto, J. Statistik Toeri dan Aplikasi Edisi Ke Tujuh Jilid 2 (Jakarta: Erlangga, 2009), 
h.285.  
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dalam bentuk model koreksi kesalahan (Error Correction Model (ECM)). Ciri utama 
dari peubah-peubah yang terkointegrasi adalah jalur waktu (time path) dari peubah-
peubah tersebut dipengaruhi oleh seberapa besar penyimpangan peubah-peubah 
tersebut dari keseimbangan jangka panjang. Jika suatu peubah menyimpang dari 
peubah lainnya maka harus ada suatu cara untuk membuat peubah-peubah tersebut 
kembali kepada keseimbangan jangka panjang. Hal tersebut menyatakan konsep dari 
koreksi kesalahan (error correction).  
Misalkan terdapat persamaan regresi linear sebagai berikut: 
    ̂   ̂        
Jika    dan    terkointegrasi, maka    akan stasioner, karena    adalah kombinasi 
linear dari    dan   . 
        ̂   ̂    
Model ECM menambah pengaruh      ke dalam model sehingga keseimbangan 
model regresi dari jangka pendek menuju jangka panjang menjadi: 
    ̂   ̂     ̂         
Dimana: 
  : Komponen galat dalam model ECM 
           ̂   ̂      
Di sini diasumsikan  ̂   . Untuk memudahkan interpretasi model ECM, 
asumsikan  ̂    dan selanjutnya asumsikan        sehingga           
( ̂   ̂     )    atau nilai dari      akan berada di atas nilai ekuilibriumnya 
( ̂   ̂     ). Karena nilai  ̂   ,  ̂      akan bernilai negatif, demikian juga 
halnya dengan   . Dengan kata lain, jika pada periode waktu     berada di atas 
29 
 
nilai ekuilibriumnya, nilainya akan turun pada periode berikutnya (waktu ke-t) 
sehingga nilai galat ekuilibrium dalam model akan terkoreksi (fakta ini yang 
menyebabkan model ini disebut Error Correction Model). Pada        akan 
terjadi hal yang sebaliknya, yakni        atau nilai dari      akan berada di bawah 
nilai ekuilibriumnya dan  ̂        dan    akan bernilai positif, menyebabkan 
naiknya nilai Y pada periode waktu ke-t. 
Model ECM tidak akan mengalami regresi lancung. Karena           
mengandung akar unit,           masing-masing akan stasioner. Lebih lanjut, karena 
         berkointegrasi, galat ekuilibrium akan stasioner sehingga variabel 
dependen dan semua variabel independen di dalam model ECM akan stasioner. 
Dengan demikian, metode OLS dan inferensi terhadap koefisien uji t dapat 
diinterpretasikan seperti dalam model regresi biasa. Satu-satunya hal yang perlu 
diperhatikan adalah adanya variabel galat yang tidak terobservasi     . 
F. Transformasi Data  
Ketika data tidak memenuhi uji asumsi klasik (uji normalitas, uji 
heteroskedastisitas ataupun uji autokorelasi)  baik salah satu uji maupun lebih dari 
satu, maka transformasi data adalah salah satu jawaban dari problem tersebut. Tujuan 
utama dari transformasi data ini adalah untuk mengubah skala pengukuran data asli 
menjadi bentuk lain sehingga data dapat memenuhi asumsi-asumsi yang mendasari 
analisis ragam.  
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Transformasi data ada beberapa jenis, antara lain:
16
 
1. Transformasi Square Root (Akar) 
Transformasi jenis ini disebut juga dengan istilah transformasi akar kuadrat 
(Square Root). Transformasi akar digunakan apabila data anda tidak memenuhi 
asumsi kehomogenen ragam. Dengan kata lain transformasi akar berfungsi untuk 
membuat ragam menjadi homogen. 
Kalau X adalah data asli anda, maka X’ (X aksen) adalah data hasil 
transformasi anda. Jadi X = X’.  Apabila data asli anda menunjukkan sebaran nilai 
antara 0 – 10, maka anda gunakan transformasi akar X + 0,5. Dan apabila nilai ragam 
data anda lebih kecil gunakan transformasi akar X + 1. Transformasi akar ini dapat 
juga anda gunakan untuk data persentase apabila nilainya antara 0 – 30%. Jika 
kebanyakan nilainya adalah kecil, khususnya jika ada nilai 0, maka gunakan 
transformasi akar X + 0,5 daripada akar X.  
2. Transformasi Logaritma 
Beberapa buku ada yang menyebutnya dengan transformasi Log X. 
Transformasi Logaritma digunakan apabila data anda tidak memenuhi asumsi 
pengaruh aditif. Kalau X adalah data asli , maka X’ (X aksen) adalah data hasil 
transformasi  dimana X’ = Log X. Jadi X = X’. Ada beberapa hal yang perlu  
perhatikan dalam penggunaan transformasi logaritma ini yaitu :  
a. Apabila data asli  menunjukkan sebaran nilai kurang dari 10 atau nilai mendekati 
nol, maka  gunakan transformasi log X + 1.  
                                                 
16
 Hidayat, Anwar. http:statistikian.blogspot.com/search/label/uji-asumsi/ transformasi-
data.html. 
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b. Apabila data  banyak mengandung nilai nol, maka sebaiknya gunakan 
transformasi yang lain, misalnya transformasi akar.  
c. Apabila data  banyak mendekati nol (misalnya bilangan desimal), maka semua 
data dikalikan 10 sebelum dijadikan ke logaritma. Jadi X’ = log (10X). Misalnya 
X = 0,12 setelah di transformasikan X’ akan menjadi X’ = log (10 x 0,12) = 
0,079.  
3. Transformasi Arcsin  
Transformasi ini disebut juga dengan Transformasi Angular. Transformasi 
Arcsin digunakan apabila data  dinyatakan dalam bentuk persentase atau proporsi. 
Umumnya data yang demikian mempunyai sebaran binomial. Bentuk transformasi 
Arcsin ini biasa disebut juga transformasi kebalikan Sinus atau Transformasi Arcus 
Sinus. Kalau X adalah data asli , maka X’ (X aksen) adalah data hasil transformasi  
dimana X’ = Arcsin X. Jadi X = X’. Namun, data dalam bentuk persentase tidak 
mesti harus menggunakan transformasi Arcsin.  
Ada beberapa hal yang perlu  perhatikan dalam penggunaan transformasi arcsin ini 
yaitu :  
a. Apabila data asli  menunjukkan sebaran nilai antara 30% - 70%, tidak 
memerlukan transformasi.  
b. Apabila data asli  menunjukkan sebaran nilai antara 0% - 30% dan 70% - 100%, 
maka lakukan transformasi arcsin.  
c. Apabila data  banyak yang bernilai nol, maka gunakan transformasi arcsin akar 
(% + 0,5).  
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4. Transformasi Inverse (Kebalikan) 
Transformasi ini dilakukan dengan membalik nilai asli, yaitu dengan rumus: 
1/Variabel. Misal Nilai asli -1,4 maka nilai transformasi: 1/-1,4 = -0,714 
Apabila data  ada nilai 0, maka tambahkan dengan konstanta, misal: =1/(Var+1). 
5. Transformasi Inverse Square (Kebalikan Kuadrat) 
Transformasi ini dilakukan dengan membalik nilai kuadrat, yaitu dengan 
rumus: 1/Square(Variabel). Misal Nilai asli -1,4 maka nilai transformasi: 1/(-1,4^2) = 
0,510. Apabila data  ada nilai 0, maka tambahkan dengan konstanta, misal: 
=1/(Var^2+1). 
6. Transformasi Inverse Square Root (Kebalikan Akar Kuadrat) 
Transformasi inverse square root adalah membalik akar kuadrat nilai asli, 
yaitu dengan rumus: 1/Sqrt(Variabel). Misal: nilai asli 1,4 maka nilai transformasi 
adalah 1/Sqrt(1,4)=0,845. Apabila data  terdapat nilai 0, maka tambahkan dengan 
konstanta, misal: =1/Sqrt(Var+1). Apabila data  terdapat nilai negatif, sebaiknya pilih 
jenis transformasi yang lain. Tetapi jika  tetap ingin menggunakan transformasi ini,  
dapat melakukan reverse score lebih dahulu.  
7. Transformasi Square 
Transformasi Square adalah mengoprasikan pangkat dua nilai asli. Misal: 
nilai asli 0,7 maka nilai transformasi adalah 0,7^2=0,049. 
8. Transformasi Cubic 
Transformasi Cubic adalah mengoperasikan pangkat tiga nilai asli. Misal: 
nilai asli 0,3 maka nilai transformasi adalah 0,3^3=0,027. Misal Nilai asli -0,3 maka 
nilai transformasi: -0,3^3= -0,027. 
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9. Transformasi Inverse Cubic 
Transformasi ini dilakukan dengan membalik nilai pangkat tiga, yaitu dengan 
rumus: 1/Cubic(Variabel). Misal Nilai asli -0,3 maka nilai transformasi: 1/(-0,3^3) = 
-37,037. Apabila data  ada nilai 0, maka tambahkan dengan konstanta, misal: 
=1/(Var^3+1). 
10. Transformasi Reverse Score 
Transformasi ini dilakukan apabila dalam data  terdapat nilai negatif dan  
ingin menggunakan transformasi berikutnya seperti transformasi Inverse Square 
Root atau transformasi logaritma. Cara melakukan transformasi ini adalah dengan 
mengurangi nilai terbesar atau maksimal dalam variabel dengan data asli. Misal pada 
variabel A, nilai tertinggi adalah 2,5, sedangkan data asli adalah 1. Maka nilai 
transformasi: 2,5-1 = 1,5. Apabila  ingin menghindari nilai 0 oleh karena  ingin 
melanjutkan dengan transformasi logaritma, maka tambahkan dengan konstanta, 
misal nilai maksimal variabel 2,5 dan data asli 2, maka nilai asli: 2,5 -2 + 1 = 1,5 
atau 2,5 -2 + 2 = 2,5. 
Terkhusus untuk uji normalitas transformasi dapat dilakukan dengan melihat 
hasil bentuk transformasi. Adapun bentuk-bentuk transformasi tersebut adalah 
sebagai berikut:
17
  
                                                 
17 
Lalana, Inaya Tan. Banyak Jalan Menuju Normal! (Transformasi Data dalam Statistik) 
http://partikeluang.blogspot.com/2013/04/banyak-jalan-menuju-normal-transformasi.html. 
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Gambar 2.1 Bentuk Grafik Histogram Data yang Tidak Normal 
Setelah bentuk histogram diperoleh maka tahap selanjutnya yaitu 
menyesuaikan dengan bentuk transformasi yang sesuai dengan tabel berikut: 
Tabel 2.1 Bentuk Grafik Histogram dan Bentuk Transformasi 
Bentuk Grafik Histogram Bentuk Transformasi 
Moderate positive skewness SQRT (x) atau akar kuadrat 
Substansial positive skewness LG10 (x) atau logaritma 10 atau LN 
Severe positive skewness dengan bentuk L  
 
  atau inverse 
Moderate negative skewness SQRT (k-x) 
Substansial negative skewness LG10 (k-x) 
Substansial Negative  
Skewness 
 
   
Severe Negative  
Skewness 
     
 
 
Substansial Positive  
Skewness 
  
Severe Positive  
Skewness 
Moderate Negative  
Skewness 
Moderate Positive  
Skewness 
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Bentuk Grafik Histogram Bentuk Transformasi 
Severe negative skewness dengan bentuk  
     
 
 
G. Variabel Produk Domestik Bruto (PDB) dan Variabel Investasi 
1. Variabel Produk Domestik Bruto (PDB) 
Dewasa ini, pengamatan pertumbuhan ekonomi suatu daerah atau negara 
menjadi sangat penting, karena maju dan berkembangnya suatu daerah atau negara 
tersebut salah satu indikatornya adalah dengan melihat nilai Produk Domestik Bruto 
(PDB). Produk Domestik Bruto disebut juga dengan istilah Gross Domestic Product 
(GDP). Produk Domestik Bruto adalah jumlah nilai barang dan jasa yang dihasilkan 
seluruh masyarakat di suatu negara selama satu tahun, termasuk barang dan jasa yang 
dihasilkan warga negara asing yang ada di wilayah negara tersebut. Sementara itu, 
barang dan jasa yang dihasilkan perusahaan atau warga negara tersebut yang berada 
di luar negeri tidak dihitung ke dalam Produk Domestik Bruto. Misalnya saja pajak 
yang dibayar masyarakat kepada pemerintah untuk membangun negaranya setiap 
tahunnya.
18
 Kegiatan ekonomi yang dimaksud yaitu kegiatan pertanian, 
pertambangan, industri pengolahan, jasa dan lain-lain. Termasuk juga hasil produksi 
barang dan jasa yang dihasilkan oleh perusahaan/orang asing yang beroperasi di 
wilayah negara yang bersangkutan.  
Menurut Badan Pusat Statistik  (BPS) pendapatan nasional (national income) 
merupakan salah satu indikator penting untuk mengetahui kondisi ekonomi suatu 
                                                 
18
Roy, Irwan. http://roytravis182.blogspot.com/2012/06/pengertian-dan-konsep-penndapa 
tan. 
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negara dalam suatu periode tertentu. Pendapatan nasional adalah data Produk 
Domestik Bruto (PDB), baik atas dasar harga berlaku maupun atas dasar harga 
konstan. PDB atas dasar harga berlaku menggambarkan nilai tambah barang dan jasa 
yang dihitung menggunakan harga yang berlaku pada setiap tahun, sedangkan PDB 
atas harga konstan menunjukkan nilai tambah barang dan jasa tersebut yang dihitung 
menggunakan harga yang berlaku pada satu tahun tertentu sebagai dasar. Sehingga 
jika dibuat diagram sederhana adalah sebagai berikut:
19
 
                        
{
 
 
 
 
                      
                                                        
                            
                                       
 
PDB dan PNB atas harga berlaku dapat digunakan untuk melihat pergeseran dan 
struktur ekonomi, sedangkan harga konstan digunakan untuk mengetahui 
pertumbuhan ekonomi dari tahun ke tahun.  
PDB berbeda dari produk nasional bruto karena memasukkan pendapatan 
faktor produksi dari luar negeri yang bekerja di negara tersebut. Sehingga PDB 
hanya menghitung total produksi dari suatu negara tanpa memperhitungkan apakah 
produksi itu dilakukan dengan memakai faktor produksi dalam negeri atau tidak. 
Sebaliknya, PNB memperhatikan asal usul faktor produksi yang digunakan. 
PDB Nominal merujuk kepada nilai PDB tanpa memperhatikan pengaruh harga. 
Sedangkan PDB atas dasar harga konstan mengoreksi angka PDB nominal dengan 
memasukkan pengaruh dari harga. 
                                                 
19
 Hasanah dan Sunyono. Pengantar Ilmu Ekonomi Makro (Yogyakarta: CAPS, 2012), h.14-
15. 
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PDB dapat dihitung dengan memakai dua pendekatan, yaitu pendekatan 
pengeluaran dan pendekatan pendapatan. Rumus umum untuk PDB dengan 
pendekatan pengeluaran adalah: 
PDB = konsumsi + investasi + pengeluaran pemerintah + (ekspor - impor) 
Di mana konsumsi adalah pengeluaran yang dilakukan oleh rumah tangga, investasi 
oleh sektor usaha, pengeluaran pemerintah oleh pemerintah, dan ekspor dan impor 
melibatkan sektor luar negeri. 
Sementara pendekatan pendapatan menghitung pendapatan yang diterima faktor 
produksi: 
PDB = sewa + upah + bunga + laba 
Di mana sewa adalah pendapatan pemilik faktor produksi tetap seperti tanah, upah 
untuk tenaga kerja, bunga untuk pemilik modal, dan laba untuk pengusaha. 
Secara teori, PDB dengan pendekatan pengeluaran dan pendapatan harus 
menghasilkan angka yang sama. Namun karena dalam praktek menghitung PDB 
dengan pendekatan pendapatan sulit dilakukan, maka yang sering digunakan adalah 
dengan pendekatan pengeluaran. 
2. Variabel Investasi 
Berikut ini adalah definisi investasi menurut beberapa ahli: 
a. Menurut Jack Clark Francis, investasi adalah penanaman modal yang diharapkan 
dapat menghasilkan tambahan dana pada masa yang akan datang.  
b. Menurut Frank Reilly. mengatakan, investasi adalah komitmen satu dollar dalam 
satu periode tertentu, akan mampu memenuhi kebutuhan investor di masa yang 
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akan datang dengan: (1) waktu dana tersebut akan digunakan, (2) tingkat inflasi 
yang terjadi, (3) ketidakpastian kondisi ekonomi di masa yang akan datang.
20
 
c. Menurut Sunariyah, “Investasi adalah penanaman modal untuk satu atau lebih 
aktiva yang dimiliki dan biasanya berjangka waktu lama dengan harapan 
mendapatkan keuntungan di masa-masa yang akan datang.” 
Dewasa ini banyak negara-negara yang melakukan kebijaksanaan yang 
bertujuan untuk meningkatkan investasi baik domestik ataupun modal asing. Hal ini 
dilakukan oleh pemerintah sebab kegiatan investasi akan mendorong pula kegiatan 
ekonomi suatu negara, penyerapan tenaga kerja, peningkatan output yang dihasilkan, 
penghematan devisa atau bahkan penambahan devisa. 
Dalam ekonomi makro, investasi merupakan salah satu komponen dari 
pendapatan nasional, produk domestik bruto, PDB atau gross domestik product, 
GDP. Sehingga pengaruh investasi terhadap perekonomian suatu negara dapat 
ditinjau dari pendapatan nasional negara tersebut.
21
 Dalam ekonomi  ada terminologi 
there is no (economic) growth without investment.  Pernyataan ini mengandung 
makna bahwa investasi mempunyai peranan yang sangat penting dalam 
pembangunan ekonomi, walaupun investasi bukan satu-satunya komponen 
pertumbuhan ekonomi.  
Dalam pembangunan ekonomi, investasi mempunyai peran penting. Pertama, 
peran dalam jangka pendek berupa pengaruhnya terhadap permintaan agregat yang 
akan mendorong meningkatnya output dan kesempatan kerja. Kedua, efeknya 
                                                 
20 
Yasin, Sanjaya. http://www.sarjanaku.com/2012/11/pengertian-investasi-adalah-
definisi.html. 
21
Ardra.http://ardra.biz/ekonomi/ekonomi-makro/pengaruh-investasi-terhadap-pertumb uhan-
ekonomi-suatu-negara. 
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terhadap pembentukan kapital. Investasi akan menambah berbagai peralatan, mesin, 
bangunan dan sebagainya. Dalam jangka panjang, tindakan ini akan meningkatkan 
potensi output dan mendorong pertumbuhan ekonomi secara berkelanjutan. 
3. Keterkaitan Antara Produk Domestik Bruto (PDB) dan Investasi Di Suatu 
Negara 
Pada umumnya perbandingan kondisi antar negara dapat dilihat dari 
pendapatan nasionalnya sebagai gambaran dalam menentukan apakah suatu negara 
berada dalam kelompok negara maju atau berkembang, maka Bank Dunia (The 
World Bank) melakukan hal tersebut melalui pengelompokan besarnya PDB, dan 
PDB suatu negara sama dengan total pengeluaran atas barang dan jasa dalam 
perekonomian.  
Dengan meningkatnya nilai Produk Domestik Bruto (PDB) suatu negara 
maka akan berdampak pada struktur perekonomian yang positif, kemakmuran rakyat 
akan bertambah (pendapatan perkapita meningkat), level perekonomian negara 
tersebut akan naik dimata  negara/wilayah lain, pemerintah akan mempunyai 
kebijakan perencanaan pembangunan ekonomi nasional, nilai tukar mata rupiah akan 
tinggi, suku bunga akan bersaing dan  tingkat inflasi akan menurun. Sehingga semua 
hal-hal positf tentang peningkatan nilai Produk Domestik Bruto (PDB) akan makin 
menarik investor asing untuk berinvestasi.  
Faktor-faktor ekonomi makro secara empiris telah terbukti mempunyai 
pengaruh tehadap perkembangan investasi di beberapa negara. Tandellin (2010) 
merangkum beberapa faktor ekonomi makro yang berpengaruh terhadap investasi di 
suatu negara, diantaranya adalah: tingkat pertumbuhan Produk Domestik Bruto 
40 
 
(PDB), laju pertumbuhan inflasi, tingkat suku bunga dan nilai tukar mata uang 
(excahange rate).  
Suatu  kegiatan  investasi  akan  memberikan  tambahan  hasil  penjualan  
bagi negara  hanya  bila  investasi  ini  membuat  negara  mampu  menjual  lebih  
banyak. Hal ini berarti bahwa faktor penentu yang sangat penting terhadap investasi 
adalah tingkat output  secara  keseluruhan. Tingkat output keseluruhan suatu negara  
yaitu Produk Domestik Bruto (PDB) atau Produk Nasional Bruto (PNB).  Oleh  
karena  itu, secara umum investasi tergantung pada nilai PDB yang diperoleh dari 
seluruh kegiatan ekonomi. Dengan demikian meningkatnya PDB merupakan sinyal 
yang baik (positif) untuk memperoleh investasi dan sebaliknya jika PDB menurun 
akan memperkecil peluang untuk mendapatkan investasi tersebut.  
Tabel di bawah ini merupakan hasil penelitian-penelitian lain yang 
menunjukkan adanya keterkaitan kuat antara PDB dan investasi asing di Indonesia. 
Tabel 2.2 Penelitian Terdahulu 
No Penelitian 
1.  Judul: Analisis Pengaruh Variabel Makroekonomi Terhadap Investasi 
Asing di Indonesia (Tahun 2000:1 – 2011:4), Oleh Messayu Eliza (2013) 
Variabel: Makroekonomi (Produk Domestik Bruto, Inflasi, Kurs dan 
Suku Bunga SBI). Metode: Error Correction Model (ECM) 
Hasil: Variabel Produk Domestik Bruto dan Suku Bunga SBI dapat 
mempengaruhi investasi asing langsung di Indonesia dalam jangka 
pendek maupun jangka panjang dengan pengaruh yang positif. Sedangkan 
variabel inflasi dan kurs tidak berpengaruh terhadap investasi asing 
langsung di indonesia, baik dalam jangka pendek maupun jangka panjang. 
2.  Judul: Analisa Faktor-Faktor yang Mempengaruhi Penanaman Modal 
Asing Langsung di Indonesia. Oleh: Robudi Musa Sitinjak (2011) 
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Variabel: Nilai Tambah Bruto, Suku Bunga Riil, jumlah Tenaga Kerja, 
Infrastruktur, dampak krisis Asia 1996 dan dampak perubahan kebijakan 
pemerintah di bidang Investasi. Metode: Analisis  Regresi  Berganda 
Hasil: Nilai Tambah Bruto berpengaruh positif dan signifikan terhadap 
peningkatan Penanaman Modal Asing Langsung. Tingkat Suku Bunga 
Riil berpengaruh signifikan dan negatif terhadap penanaman modal asing 
langsung. Selain itu, hasil analisis juga membuktikan bahwa krisis 
ekonomi tahun 1998 sebagai variabel dummy terbukti menurunkan 
jumlah penanaman modal asing langsung 
3. 1 Judul: Analisis Faktor-Faktor yang Mempengaruhi Penanaman Modal 
Asing di Indonesia (Tahun 1994:1-2008:4). Oleh: Tri Rahayu (2010).  
Variabel: Penanaman  Modal Asing, Produk Domestik Bruto (PDB), 
Tingkat Suku Bunga, Upah Pekerja, Dan Dummy Krisis Ekonomi. 
Metode: Error Corrrection Model (ECM).  
Hasil: Produk DomestikBruto (PDB) berpengaruh secara positif dan  
signifikan terhadap Penanaman Modal Asing. Dalam jangka pendek 
terdapat hubungan yang negatif dan signifikan sedangkan dalam jangka 
panjang berpengaruh negatif dan tidak signifikan terhadap Penanaman 
Modal Asing di Indonesia.  
Suku Bunga dalam jangka pendek maupun jangka panjang mempunyai 
pengaruh positif dan signifikan Penanaman Modal Asing. Upah pekerja 
dalam jangka pendek mempunyai pengaruh negatif dan signifikan 
sedangkan dalam jangka panjang variabel upah mempunyai pengaruh 
positif dan tidak signifikan terhadap penanaman modal Asing. Dummy 
krisis ekonomi dalam jangka pendek mempunyai pengaruh positif dan 
tidak signifikan, dalam jangka panjang variabel dummy mempunyai 
pengaruh negatif dan tidak signifikan. Uji F berpengaruh secara signifikan 
4. 7 Judul: Investasi Asing Langsung di Indonesia dan Faktor yang 
Mempengaruhinya, Oleh: Sarwedi (2002) 
Variabel: Variabel Ekonomi (GDP, Growth, Wage, dan Ekspor) dan 
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Variabel Non Ekonomi yaitu Stabilitas Politik (SP). Metode: Kuadrat 
Terkecil Sederhana (Ordinary Least Square = OLS). Dengan 
mengaplikasikan model koreksi kesalahan (Error Correction Model = 
ECM) dan Uji Kausalitas Granger 
Hasil: Dalam jangka pendek variabel GDP, Pertumbuhan Ekonomi 
(GRWT), Upah Pekerja (WG) dan Ekspor (X) menunjukkan pengaruh 
positif dan signifikan untuk PMA di Indonesia. Sedangkan dalam jangka 
panjang, seluruh variabel bebas menujukkan hubungan yang negatif.  
variabel stabilitas politik (SP) yang diukur dengan menggunakan indikator 
angka kerusuhan atau pemogokan yang terjadi di Indonesia selama 
periode penelitian menunjukkan hasil negatif dan signifikan baik dalam 
jangka pendek maupun jangka panjang. 
5. 2 Judul: Analisis Pengaruh Suku Bunga Kredit, PDB, Inflasi, dan Tingkat 
Teknologi Terhadap PMDN di Indonesia Periode 1986 – 2008, oleh: Vio 
Achfuda Putra (2010) 
Variabel: Variabel: Suku Bunga Kredit, PDB, Inflasi, dan Tingkat 
Teknologi. Metode: Ordinary Least Squares (OLS) 
Hasil: PDB dan Tingkat Teknologi berpengaruh positif dan signifikan 
sedangkan Suku Bunga Kredit dan Tingkat Inflasi berpengaruh positif dan 
tidak signifikan terhadap perubahan PMDN di Indonesia 
6. 3 Judul: Pengaruh Gross Domestic Product, Nilai Tukar, Suku Bunga, dan 
Inflasi Terhadap Penanaman Modal Asing di Indonesia Periode 2003.Q1 
– 2012.Q2, Oleh: Jonny Abdune 
Variabel: Gross Domestic Product, Nilai Tukar, Suku Bunga dan Inflasi. 
Metode: Uji Estimasi VECM 
Hasil: Gross Domestic Product berpengaruh signifikan positif dalam 
jangka panjang sedangkan dalam jangka pendek tidak berpengaruh. Untuk 
hasil impulse response menunjukkan fluktuatif. Variabel nilai tukar tidak 
memiliki pengaruh dalam jangka panjang sedangkan dalam jangka pendek 
nilai tukar memiliki pengaruh yang signifikan. Untuk hasil impulse 
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response shock yang ditimbulkan pada periode awal menunjukkan hasil 
yang positif tapi untuk selanjutnya variabel penanaman modal asing tidak 
di respon. Variabel suku bunga memiliki pengaruh yang signifikan positif 
terhadap penanaman modal asing dalam jangka panjang sedangkan untuk 
jangka pendek tidak memiliki pengaruh. Untuk hasil impulse response 
penanaman modal asing direspon secara positif oleh suku bunga. Variabel 
inflasi tidak memiliki pengaruh yang signifikan terhadap dalam jangka 
panjang dan jangka pendek. untuk hasil impulse response cenderung 
direspon fluktuatif positif oleh tingkat inflasi 
7.  Judul: Analisis Faktor-Faktor yang Mempengaruhi Permintaan Investasi 
di Indonesia. Oleh: Lubis, Pardamean dkk (2008) 
Variabel: Suku Bunga Dalam Negeri (IR), Pendapatan Nasional (NI) dan 
Permintaan Investasi. Metode: Ordinery Least Square (OLS) 
Hasil: Suku Bunga Dalam Negeri (IR) berpengaruh negatif terhadap 
permintaan investasi di indonesia dan pendapatan nasional (NI) 
berpengaruh positif terhadap permintaan investasi di Indonesia 
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BAB III 
METODE PENELITIAN 
Metode penelitian yang dilakukan dalam penelitian ini meliputi beberapa tahap, 
yaitu sebagai berikut: 
A. Jenis Penelitian 
Jenis penelitian ini adalah penelitian terapan tentang analisis kointegrasi 
Produk Domestik Bruto (PDB) terhadap investasi asing di Indonesia.  
B. Jenis Data dan Sumber Data 
Jenis data dalam penelitian ini adalah adalah data sekunder time series. 
Sumber data Produk Domestik Bruto (PDB) dan data investasi asing di Indonesia 
berasal dari Badan Pusat Statistik Provinsi Sulawesi Selatan. Periode masing-masing 
data adalah tahun 1970 sampai 2011. 
C. Waktu Penelitian 
Penelitian ini diadakan pada Bulan Agustus 2013 sampai dengan November 
2013. 
D. Prosedur Penelitian Permasalahan 
Analisis dan pemecahan masalah dalam penelitian ini dilakukan dengan 
langkah-langkah sebagai berikut: 
1. Langkah-langkah analisis  hasil uji kointergasi Produk Domestik Bruto  (PDB) 
terhadap investasi asing di Indonesia adalah sebagai berikut: 
a. Melakukan pemeriksaan terhadap asumsi-asumsi yang melandasi metode 
Ordinary Least Squares (OLS) pada variabel Yt dan Xt. Jika asumsi tidak 
terpenuhi maka lakukan transformasi data. 
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b. Melakukan uji stasioneritas secara bersama pada variabel Yt dan Xt serta 
menentukan orde integrasi dengan menggunakan uji Augmented Dickey-Fuller 
(ADF).  
Adapun langkah-langkahnya adalah sebagai berikut: 
1) Melakukan uji hipotesis sebagai berikut: 



p
1i
i0 1: H  (mengandung akar unit atau nonstasioner) 



p
1i
i1 1: H  (tidak mengandung akar unit atau stasioner) 
2) Menghitung nilai uji 

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3) Menentukan daerah kritis: H0 ditolak jika nilai statistik uji   lebih kecil dari nilai 
kritis Dickey-Fuller (DF). 
4) Jika    diterima, lakukan difference  (d). Kemudian mengulang langkah (2) dan 
(3). Jika    ditolak maka variabel Yt dan Xt telah mencapai stasioner dengan 
difference  sebanyak (d) kali atau disebut juga Orde Integrasi yang disimbolkan 
dengan I(d). 
c. Menaksir nilai parameter model regresi  ̂        ̂ dengan menggunakan metode 
Ordinary Least Squares (OLS) pada persamaan            ̂    ̂       ̂ . 
Serta simpangan residual  ̂  dari regresi ini.  
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d. Melakukan uji kestasioneran terhadap data residual  ̂    Model yang digunakan 
yaitu:  
t
k
1i
j-tj1-tt eY+Y=Y 


 
Dengan 


p
i
j
1
1 .  
Adapun prosedur pengujiannya adalah sebagai berikut: 
1) Melakukan uji hipotesis sebagai berikut: 
0:0 H  (mengandung akar unit atau nonstasioner) 
0:1 H  (tidak mengandung akar unit atau stasioner) 
2) Menghitung nilai uji 
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3) Menentukan daerah kritis: H0 ditolak jika nilai statistik uji   kurang dari nilai 
kritis Dickey-Fuller (DF) dengan model tanpa menggunakan intercept dan trend 
(lampiran 2) (         ). Dengan tingkat signifikansi %5  dan n adalah 
jumlah data. 
4) Jika    ditolak (residual tidak mengandung unit root atau telah mencapai 
kestasioneran) maka terdapat hubungan kointegrasi antara variabel PDB dan 
investasi pada orde l(d) dan taksiran parameter model regresi  ̂        ̂  adalah 
taksiran parameter kointegrasi yang konsisten untuk hubungan keseimbangan 
jangka panjang. Jika    diterima maka lakukan difference , dan kembali 
mengulang langkah (2) dan (3). 
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Adapun flowchart dari algoritma di atas adalah sebagai berikut: 
 
Gambar 3.1 Flowchart Uji Kointegrasi 
Input data 
Yt dan Xt 
Menghitung nilai 
uji τ Yt & τ Xt 
 𝝉 𝒀𝒕 & 𝝉 𝑿𝒕  𝐃𝐅 
Stasioner dengan 
Orde Intergrasi 
I(d) 
Lakukan 
difference (d) 
Ya  
Tidak 
Input data 
 t 
 t     
Tidak terjadi 
Kointegrasi  
Menaksir nilai 
parameter β        β   
Tidak 
Ya  
Memeriksa asumsi-
asumsi metode OLS 
Asumsi 
terpenuhi 
Transformasi data 
Tidak 
Ya  
End 
Start 
 
Terjadi 
Kointegrasi  
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2. Langkah-langkah untuk mengetahui terjadinya ketidakseimbangan 
(disequilibrium) jangka pendek antara Produk Domestik Bruto (PDB) terhadap 
investasi asing di Indonesia, menggunakan Error Correction Model (ECM) 
            ̂   ̂       ̂         adalah sebagai berikut: 
a. Melakukan pemeriksaan terhadap asumsi-asumsi yang melandasi metode 
Ordinary Least Squares (OLS) pada variabel Yt dan Xt. Jika asumsi tidak 
terpenuhi maka lakukan transformasi data. 
b. Menghitung nilai residual   . 
c. Menaksir nilai parameter model Error Correction Model (ECM) dengan metode 
Ordinary Least Squares (OLS). 
d. Menguji signifikansi dari parameter kecepatan penyesuaian (speed of 
adjustment)  ̂ . 
e. Apabila nilai     ̂   , maka pengujian terpenuhi. 
f. Pengujian juga dapat dilakukan menggunakan uji thitung, yaitu sebagai berikut: 
i. Melakukan uji hipotesis sebagai berikut: 
0:0 H  (Tidak terjadi disequilibrium jangka pendek) 
0:1 H  (Terjadi disequilibrium jangka pendek) 
ii. Tingkat signifikansi : %5  
iii. Menghitung nilai uji 


ˆ.
ˆ
errorstd
thitung   
iv. Menentukan daerah kritis: H0 ditolak jika nilai statistik uji 2;  nhitung tt  . 
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Adapun flowchart dari algoritma di atas adalah sebagai berikut: 
 
Gambar 3.2 Flowchart Uji Error Correction Model (ECM) 
Estimasi nilai 
persamaan ECM  
   ?̂?    
Tidak 
Ya  
Menghitung nilai parameter 
kecepatan penyesuaian 
(speed of  adjustment) ?̂?   
Terjadi 
disequilibrium 
jangka pendek 
Terjadi 
Tidak terjadi 
disequilibrium 
jangka pendek 
pendek 
Transformasi data 
Input data Yt , 
dan Xt 
Tidak 
Memeriksa asumsi-
asumsi metode OLS 
Asumsi 
terpenuhi 
Start 
  
End 
Ya  
Menghitung residual 𝜀𝑡 
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BAB IV 
HASIL DAN PEMBAHASAN 
Pada bab ini akan dibahas mengenai analisis hasil uji kointergasi Produk 
Domestik Bruto  (PDB) terhadap investasi asing di Indonesia yang terdiri dari 
pemeriksaan terhadap asumsi-asumsi yang melandasi metode Ordinary Least 
Squares (OLS) pada variabel Yt (Investasi) dan variabel Xt (PDB), uji stasioneritas, 
menaksir nilai parameter model regresi  ̂        ̂  dengan menggunakan metode 
Ordinary Least Squares (OLS), pengujian kestasioneran terhadap data residual  ̂  . 
Kemudian akan dibahas juga apakah terjadi ketidakseimbangan (disequilibrium) 
jangka pendek antara Produk Domestik Bruto  (PDB) terhadap investasi asing di 
Indonesia yang terdiri dari pemeriksaan terhadap asumsi-asumsi yang melandasi 
metode Ordinary Least Squares (OLS) pada variabel Yt (Investasi), variabel Xt 
(PDB) dan   , estimasi nilai persamaan ECM, dan menguji signifikansi dari 
parameter kecepatan penyesuaian (speed of adjustment)  ̂ . 
A. Hasil  
1. Analisis  Hasil Uji Kointergasi Produk Domestik Bruto  (PDB) Terhadap 
Investasi Asing Di Indonesia. 
Pada tahap ini dilakukan pemeriksaan terhadap asumsi-asumsi yang 
melandasi metode Ordinary Least Squares (OLS) pada variabel Yt (Investasi) dan 
variabel Xt (PDB), uji stasioneritas pada variabel Yt (Investasi) dan variabel Xt 
(PDB), penaksiran nilai parameter model regresi  ̂        ̂ , dan Uji stasioneritas 
terhadap residual  ̂    
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a. Pemeriksaan Terhadap Asumsi-Asumsi yang Melandasi Metode Ordinary 
Least Squares (OLS) pada Variabel Yt (Investasi) dan Variabel Xt (PDB) 
Hasil pemeriksaan terhadap asumsi-asumsi metode Ordinary Least Squares (OLS) 
menggunakan Software Pasw Statistics 18 disajikan sebagai berikut: 
1) Uji Normalitas 
Hipotesis dari pengujian (Normal P-P Plot) ini yaitu: 
H0: Data berdistribusi normal  
H1: Data tidak berdistribusi normal 
Syarat pengujian : H0 diterima jika data menyebar di sekitar garis diagonal dan 
mengikuti arah garis diagonal. Dari hasil analisis diperoleh Normal P-P Plot 
sebagai berikut: 
 
Gambar 4.1 Grafik Uji Normalitas 
Hasil pada Gambar 4.1 di atas kurang meyakinkan untuk menerima H0 (data 
berdistribusi norma) karena plot tidak terlalu menyebar dan mengikuti garis 
diagonal). Untuk lebih meyakinkan hasil pengolahan, digunakan Uji 
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Kolmogorov Smirnov. Syarat pengujian ini yaitu H0 diterima jika nilai 
signifikansi lebih dari      (> 0,05) pada masing-masing variabel. Hasil dari 
pengujian ini disajikan pada tabel berikut: 
Tabel 4.1 
Tabel Uji Normalitas 
 
Berdasarkan Tabel 4.1 nilai Sig. PDB kurang dari      (          ) 
(tidak terpenuhi) dan nilai Sig. Investasi lebih dari      (          ) 
(terpenuhi), sehingga dari pengujian ini disimpulkan bahwa H0 ditolak (data 
tidak berdistribusi normal). 
2) Uji Heteroskedastisitas 
Hipotesis dari pengujian ini yaitu: 
H0: Uji Heteroskedastisitas terpenuhi 
H1: Uji Heteroskedastisitas tidak terpenuhi 
Syarat pengujian : H0 diterima jika tidak ada pola yang jelas, serta titik-titik 
menyebar di atas dan di bawah angka 0 pada sumbu Y pada Scatterplot. Hasil 
analisis dari pengujian ini dapat dilihat pada grafik berikut: 
53 
 
 
Gambar 4.2 Grafik Uji Heteroskedastisitas 
Hasil pada Gambar 4.2 di atas kurang meyakinkan untuk menerima H0 (Uji 
Heteroskedastisitas terpenuhi) karena titik-titik menyebar di atas dan di bawah angka 
0 pada sumbu Y, tetapi terdapat beberapa kumpulan plot yang jelas dibawah angka 
nol). Sehingga untuk lebih meyakinkan pengujian, dilakukan Uji Glejser. Syarat 
pengujian Uji Glejser ini yaitu H0 diterima apabila nilai signifikansi (Sig.) > 0,05. 
Hasil pengujian ini disajikan pada tabel berikut: 
Tabel 4.2 
Tabel Uji Heteroskedastisitas Menggunakan Uji Glejser 
Coefficients
a
 
Model 
Unstandardized Coefficients 
Standardized 
Coefficients 
T Sig. B Std. Error Beta 
1 (Constant) 67386.529 12698.821  5.307 .000 
PDB .000 .006 .008 .049 .961 
a. Dependent Variable: RES2 
Berdasarkan hasil pada Tabel 4.2 nilai signifikansi (Sig.) = 0,961 > 0,05 maka H0 
diterima atau dengan kata lain bahwa tidak terjadi gejala Heteroskedastisitas. 
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3) Uji Autokorelasi 
Pengujian autokorelasi pada penelitian ini menggunakan Uji Durbin-Watson. 
Adapun hipotesis terhadap Uji Durbin-Watson yaitu: 
H0: Tidak ada kolerasi serial (autokorelasi) yang positif 
H1: Ada kolerasi serial (autokorelasi) yang positif 
Kriteria pengujian yaitu sebagai berikut: 
a) Angka D-W di bawah -2 berarti ada autokorelasi positif 
b) Angka D-W diantara -2 sampai +2 berarti tidak ada autokorelasi 
c) Angka D-W di atas +2 berarti ada autokorelasi negatif 
Hasil analisis ditunjukkan dalam tabel berikut: 
Tabel 4.3 
Tabel Uji Autokorelasi Menggunakan Uji Durbin Watson 
 
Berdasarkan hasil pengujian pada Tabel 4.3 disimpulkan bahwa H0 diterima karena 
nilai DW berada diinterval negatif dua sampai positif dua (          ), atau 
dengan kata lain tidak ada autokorelasi yang positif. Dari hasil pemeriksaan terhadap 
uji asumsi, terlihat bahwa uji normalitas tidak terpenuhi (asumsi metode OLS tidak 
terpenuhi). Agar asumsi tersebut terpenuhi maka dilakukan transformasi terhadap 
data-data pengamatan. Jenis transformasi yang dilakukan yaitu transformasi 
logaritma basis 10, dengan alasan bahwa grafik histogram (lampiran 3) berbentuk 
Substansial Positive Skewness. Hasil transformasi data dapat dilihat pada Lampiran 
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4. Kemudian dilakukan kembali uji asumsi klasik yang mendasari metode Ordinary 
Least Square (OLS) dengan menggunakan data hasil transformasi Adapun hasil 
pengujian asumsi-asumsi disajikan pada tabel berikut (hasil lengkap pada Lampiran 
5):  
Tabel 4.4 
Uji Asumsi Klasik Menggunakan Data Hasil Transformasi Variabel Yt (Investasi) 
dan Variabel Xt (PDB) 
Asumsi Nilai / Hasil Keterangan 
Normalitas 
1. P-P Plot (hipotesis dan syarat pengujian 
pada Halaman 51) 
 
Terpenuhi 
2. Uji Kolmogorov Smirnov (hipotesis dan 
syarat pengujian pada Halaman 52) 
Sig. LGInvestasi = 0,092 
Sig. LGPDB = 0,935 
Heteroskedas-
tisitas 
 
1. Scatterplot (hipotesis dan syarat pengujian 
pada Halaman 52) 
Terpenuhi 
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Asumsi Nilai / Hasil Keterangan 
 
 
2. Uji Glejser (hipotesis dan syarat pengujian 
pada Halaman 53) 
Sig. = 0,636 
Autokorelasi 
 
Uji Durbin Watson (hipotesis dan syarat 
pengujian pada Halaman 54) 
DW = 0,73 
Terpenuhi 
Penting diingat bahwa data hasil transformasi pada kedua peubah akan 
digunakan kedepannya untuk melakukan analisis, sehingga pengujian tidak lagi 
menggunakan data sebelum transformasi. Perubahan pada variabel yaitu sebagai 
berikut: 
LGPDB       : Data hasil transformasi nilai PDB  
LGInvestasi : Data hasil transformasi nilai Investasi  
b. Uji Stasioneritas Variabel Yt (Investasi) dan Variabel Xt (PDB)  
Pada bagian ini dilakukan uji stasioneritas (unit root test) pada variabel Yt 
(Investasi) dan variabel Xt (PDB) menggunakan uji Augmented Dickey-Fuller (ADF) 
serta menentukan orde akar unit dari kedua variabel tersebut, pengujian ini 
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menggunakan Software Eviews 7.2. Penting diingat bahwa data yang digunakan 
dalam pengujian ini adalah data hasil transformasi pada tahap sebelumnya. Model 
dari pengujian Augmented Dickey-Fuller (ADF) yaitu: 
t
k
1i
i-t1-t11t PP+=P  

DBDBDB i
 
t
k
1i
i-t1-t22t += eInvestasiInvestasiInvestasi i 


 
Dengan
 
,1
p
1i
i21 

      adalah komponen error. Hipotesis dari pengujian ini 
yaitu sebagai berikut: 



p
1i
i0 1: H  (Mengandung akar unit atau nonstasioner) 



p
1i
i1 1: H  (Tidak mengandung akar unit atau stasioner) 
Langkah selanjutnya adalah menghitung nilai uji 














p
1i
i
p
1i
i
ˆ.
1ˆ



errorstd
. Daerah 
kritis, H0 ditolak jika nilai statistik uji   kurang dari nilai kritis Dickey-Fuller (DF) 
(    ) dengan tingkat signifikansi     . Berikut adalah hasil uji akar unit 
pada variabel Yt (Investasi) dan variabel Xt (PDB). 
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Tabel 4.5  
Hasil Uji Akar Unit Variabel Yt (Investasi) dan Variabel Xt (PDB) 
Variabel 
Unit Root Test ADF 
Level 1 st Difference  
Xt (LGPDB) -2,02 -5,42 
     -2.94 -2.94 
Yt (LGInvestasi) -1.71 -8,23 
     -2.94 -2,94 
Keterangan 
LGPDB : Data hasil transformasi nilai PDB  
LGInvestasi : Data hasil transformasi nilai Investasi  
 
c. Penaksiran Nilai Parameter Model Regresi  ̂        ̂ .  
Pada tahap ini dilakukan taksiran nilai parameter model regresi  ̂        ̂  
menggunakan metode Ordinary Least Squares (OLS) dengan persamaan yaitu: 
            ̂    ̂       ̂  . 
Adapun hasil dari taksiran nilai parameter tersebut adalah sebagai berikut: 
Tabel 4.6  
Hasil Uji Regresi Variabel Yt (Investasi) dan Variabel Xt (PDB) 
Dependent Variable: LGINVESTASI  
Method: Least Squares   
Date: 12/09/13   Time: 13:30   
Sample: 1 42    
Included observations: 42   
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     LGPDB 0.588387 0.053560 10.98563 0.0000 
C 1.489669 0.289894 5.138672 0.0000 
     
     R-squared 0.751064    Mean dependent var 4.623810 
Adjusted R-squared 0.744841    S.D. dependent var 0.659900 
S.E. of regression 0.333337    Akaike info criterion 0.687122 
Sum squared resid 4.444543    Schwarz criterion 0.769869 
Log likelihood -12.42957    Hannan-Quinn criter. 0.717452 
F-statistic 120.6842    Durbin-Watson stat 0.725348 
Prob(F-statistic) 0.000000    
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d. Uji stasioneritas terhadap residual  ̂     
Langkah selanjutnya adalah menguji kestasioneran residual  ̂  , model yang 
digunakan dalam pengujian stasioneritas terhadap residual  ̂   yaitu:
t
k
1i
i-t1-tt eˆeˆ=eˆ   

i  
Dengan
 



k
ij
ji
1
k
1i
i ,1  ,    adalah komponen error, dan     .  
Salah satu syarat dari uji kointegrasi adalah tidak dimasukkannya komponen tren 
dalam statistik uji, sehingga komponen tren tidak dimasukkan pada model di atas. 
Uji hipotesis dalam tahap ini yaitu: 
0ˆ:0 teH  (Mengandung akar unit atau nonstasioner) 
0ˆ:1 teH  (Tidak mengandung akar unit atau stasioner) 
Dengan statistik uji 














k
1i
j
k
1i
j
ˆ.
1ˆ



errorstd
 
Daerah kritis dalam pengujian ini yaitu, H0 ditolak jika nilai statistik uji   kurang dari 
nilai kritis Dickey-Fuller (DF) model menggunakan intercept (lampiran 2) (  
           ). Hasil Uji stasioneritas terhadap residual  ̂   menggunakan uji Augmented 
Dickey-Fuller (ADF) pada tingkat level yaitu sebagai berikut: 
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Tabel 4.7 
Hasil Unit Root Test Residual 
Variabel Unit Root Test ADF 
Residual -2.93 
     -1.95 
2. Ketidakseimbangan (Disequilibrium) Jangka Pendek Antara Produk 
Domestik Bruto  (PDB) Terhadap Investasi Asing Di Indonesia  
Dalam bagian ini akan diuraikan pemeriksaan terhadap asumsi-asumsi yang 
melandasi metode Ordinary Least Squares (OLS) pada variabel Yt (Investasi) dan 
variabel Xt (PDB), menghitung residual     estimasi nilai persamaan Error 
Correction Model (ECM), dan menguji signifikansi dari parameter kecepatan 
penyesuaian (speed of adjustment)  ̂ . 
a. Uji Asumsi Metode Ordinary Least Squares (OLS) Pada Variabel Yt 
(Investasi) dan Variabel Xt (PDB) 
Hasil pemeriksaan terhadap asumsi-asumsi metode Ordinary Least Squares 
(OLS) adalah sama dengan hasil pada rumusan masalah yang pertama yaitu pada 
Tabel 4.4. 
b. Menghitung Residual    
Setelah melakukan uji asumsi metode Ordinary Least Squares (OLS) pada 
variabel yt (Investasi) dan variabel xt (PDB) langkah selanjutnya adalah menghitung 
nilai residual    yang hasilnya dapat dilihat pada Lampiran 10. 
c. Error Correction Model (ECM) 
Apabila Yt dan Xt  berkointegrasi yaitu terdapat hubungan jangka panjang 
diantara kedua variabel. Dalam jangka pendek, ketidakseimbangan (disequilibrium) 
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antara kedua variabel bisa saja terjadi. Berdasarkan Engel-Granger representation 
theorem, apabila Yt dan Xt berkointegrasi, hubungan diantara keduanya dapat 
dinyatakan dalam bentuk model koreksi kesalahan (Error Correction Model (ECM)) 
yang bertujuan untuk melihat apakah model tersebut juga memenuhi dinamika 
hubungan jangka pendek. Adapun model ECM yang digunakan adalah sebagai 
berikut: 
            ̂   ̂       ̂       
Keterangan: 
   : Error persamaan ECM 
 ̂  : Parameter kecepatan penyesuaian (speed of adjustment)  
Hasil estimasi persamaan di atas disajikan dalam tabel sebagai berikut: 
Tabel 4.8 
Hasil Estimasi Error Correction Model (ECM) 
Dependent Variable: D(LG_INVESTASI_)  
Method: Least Squares   
Date: 08/17/14   Time: 23:27   
Sample (adjusted): 1971 2011   
Included observations: 41 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LG_PDB_) 0.743066 1.017452 0.730321 0.4697 
RESID01(-1) -0.363426 0.127433 -2.851906 0.0070 
C -0.016131 0.092710 -0.173992 0.8628 
     
     R-squared 0.178203    Mean dependent var 0.042439 
Adjusted R-squared 0.134950    S.D. dependent var 0.283961 
S.E. of regression 0.264107    Akaike info criterion 0.245429 
Sum squared resid 2.650590    Schwarz criterion 0.370812 
Log likelihood -2.031285    Hannan-Quinn criter. 0.291086 
F-statistic 4.120051    Durbin-Watson stat 2.160026 
Prob(F-statistic) 0.024018    
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B. Pembahasan 
1. Analisis Hasil Uji Kointergasi Produk Domestik Bruto  (PDB) Terhadap 
Investasi Asing Di Indonesia. 
Tahap awal analisis hasil uji kointergasi Produk Domestik Bruto  (PDB) 
terhadap Investasi Asing di Indonesia yaitu menguji asumsi-asumsi yang melandasi 
metode OLS. Uji asumsi yang digunakan adalah uji normalitas, uji 
heteroskedastisitas, dan uji autokorelasi. Hasil pengujian ini menunjukkan bahwa uji 
asumsi tidak terpenuhi, sehingga dilakukan transformasi terhadap data pengamatan. 
Setelah dilakukan transformasi, dilakukan kembali uji asumsi yang melandasi 
metode OLS dan diperoleh hasil bahwa semua uji asumsi telah terpenuhi, hal ini 
ditunjukkan pada Tabel 4.4. 
Prosedur selanjutnya adalah menguji kestasioneran Variabel Yt (Investasi) dan 
Variabel Xt (PDB). Dari hasil uji stasioneritas yang diperoleh pada Tabel 4.5 terlihat 
bahwa pada tingkat level nilai statistik uji   variabel Xt (PDB) masih lebih dari nilai 
signifikansi      (-2,02 > -2.94). Hal ini terjadi juga untuk nilai Investasi Yt (--
1,71 > -2.94), sehingga hipotesis H0 diterima yaitu data nonstasioner atau dengan 
kata lain kedua variabel belum ada yang mencapai kestasioneran pada tingkat 5%. 
Untuk mencapai kestasioneran, kedua peubah tersebut di-difference satu kali. Hasil 
dari difference  satu kali untuk variabel Xt (PDB) pada tabel tersebut menunjukkan 
telah mencapai kestasioneran (-5,42 > -2.94), begitu juga untuk variabel Yt 
(Investasi) yang telah mencapai kestasioneran (-8,23 < -2.94). Sehingga hal ini 
menunjukkan bahwa H0 ditolak, atau dengan kata lain variabel Xt (PDB) dan variabel 
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Yt (Investasi) pada tahun 1970-2011 telah stasioner dengan orde akar unit yaitu satu 
yang disimbolkan dengan I(1). 
Setelah data distasionerkan langkah selanjutnya adalah menaksir nilai 
parameter model regresi  ̂        ̂ . Dari hasil uji regresi variabel Yt (Investasi) dan 
variabel Xt (PDB) pada Tabel 4.6 diperoleh persamaan regresi sebagai berikut: 
                          
Persamaan tersebut dapat diartikan jika nilai PDB mengalami kenaikan sebesar satu 
milyar rupiah pada waktu t, maka nilai Investasi akan mengalami peningkatan 
sebesar Rp       milyar pada waktu tersebut. Nilai Konstanta sebesar      
menyatakan bahwa jika tidak ada nilai PDB pada waktu t maka nilai Investasi sama 
dengan Rp      milyar. Tanda koefisien bernilai positif yang berarti terjadi 
hubungan positif antara kedua variabel tersebut, dimana semakin meningkat nilai 
PDB maka semakin meningkat pula nilai Investasi. 
Uji parsial menunjukkan kesignifikanan, hal ini ditunjukkan oleh nilai 
probabilitas 0,00 < 0,05 untuk variabel Xt (PDB) dan nilai konstanta.. Uji simultan 
(Uji F) menunjukkan hasil yang signifikan, hal ini ditunjukkan oleh nilai F-statistic 
0,00 < 0,05. Sehingga dapat disimpulkan bahwa variabel PDB berpengaruh secara 
signifikan terhadap variabel Investasi. 
Nilai std. Error sebesar 0.053 menunjukkan bahwa model regresi semakin 
baik dalam melakukan prediksi, karena semakin mendekati nol, sebaliknya semakin 
menjauhi 0 atau lebih dari 1 atau -1 maka semakin kurang baik model regresi dalam 
melakukan prediksi. Nilai R-squared (koefisien determinasi) sebesar 0.751 yang 
berarti 75,1% dari variabel Investasi dapat dijelaskan oleh variabel PDB, sedangkan 
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sisanya dijelaskan oleh sebab-sebab lain. Terlihat bahwa nilai R-squared (koefisien 
determinasi) lebih dari nilai statistik Durbin-Watson, sehingga dapat dicurigai bahwa 
regresi yang terbentuk merupakan spurious regression (regresi palsu). Apabila dapat 
ditunjukkan bahwa kedua peubah tersebut terkointegrasi maka model regresi yang 
terbentuk tersebut bukanlah spurious regression melainkan regresi terkointegrasi. 
Langkah selanjutnya adalah melakukan uji kestasioneritas terhadap residual 
 ̂    Dari hasil uji pada Tabel 4.7 terlihat bahwa nilai statistik uji   pada residual 
kurang dari nilai signifikansi      (-2.93 < -1.95), nilai statistik uji   ini dapat 
juga dibandingkan dengan nilai kritis tabel Distribusi Dickey-Fuller dengan      
dan      pada kolom tanpa menggunakan intercept dan trend, yang menghasilkan 
nilai statistik uji   kurang dari           (-2.933929 < -1.95). Dari uraian tersebut 
dapat diambil keputusan untuk menolak 0H , atau dengan kata lain variabel residual 
telah stasioner pada tingkat signifikansi 5%. 
Dengan demikian setelah dilakukan uji asumsi klasik pada metode OLS, 
pengujian stasioneritas terhadap variabel Xt (PDB) dan Yt (Investasi) yang 
menghasilkan orde akar unit adalah satu I(1), penaksiran nilai parameter model 
regresi  ̂        ̂ , serta pengujian stasioneritas terhadap residual  ̂  , dimana 
keempat kriteria tersebut adalah syarat pengujian kointegrasi, maka dapat ditarik satu 
poin bahwa variabel Xt (PDB) dan Yt (Investasi) telah memenuhi uji kointegrasi dan 
mempunyai hubungan keseimbangan jangka panjang (long-run equilibrium) dengan 
orde integrasi (1,1) yang disimbolkan dengan CI(1,1). Dan model regresi yang 
terbentuk tersebut bukanlah spurious regression melainkan regresi terkointegrasi 
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serta taksiran parameter model regresi  ̂        ̂  adalah taksiran parameter 
kointegrasi yang konsisten untuk hubungan keseimbangan jangka panjang. 
2. Ketidakseimbangan (Disequilibrium) Jangka Pendek Antara Produk 
Domestik Bruto  (PDB) Terhadap Investasi Asing Di Indonesia  
Tahap awal untuk mengetahui apakah terjadi ketidakseimbangan 
(disequilibrium) jangka pendek antara Produk Domestik Bruto (PDB) terhadap 
Investasi Asing di indonesia yaitu menguji asumsi-asumsi yang melandasi metode 
OLS pada variabel Yt (Investasi), variabel Xt (PDB) dan variabel   . Hasil pengujian 
ini menunjukkan bahwa uji asumsi tidak terpenuhi, sehingga dilakukan transformasi 
terhadap data pengamatan. Setelah dilakukan transformasi, dilakukan kembali uji 
asumsi dan diperoleh hasil bahwa semua uji asumsi telah terpenuhi, pengujian 
asumsi tersebut ditunjukkan pada Tabel 4.4. 
Prosedur selanjutnya yaitu melakukan estimasi nilai dari Error Correction 
Model (ECM).  Dari hasil estimasi menggunakan metode Ordinary Least Square 
(OLS) pada Tabel 4.8 diperoleh persamaan sebagai berikut: 
                                         
Hasil analisis menunjukkan nilai parameter kecepatan penyesuaian (speed of 
adjustment) -0.36 menunjukkan signifikan atau berpengaruh positif karena berada di 
interval         dan nilai probabilitas 0,000 < 0,05 atau thitung |(-2,54)| > ttabel 
(2,042). Nilai -0,36 menjelaskan bahwa proses penyesuaian terhadap 
ketidakseimbangan Investasi di Indonesia dalam periode 1970-2011  relatif cepat. 
Hal ini ditunjukkan oleh kecilnya nilai parameter kecepatan penyesuaian (speed of 
adjustment). Nilai -0.36 mempunyai arti bahwa apabila ketidakseimbangan pada 
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masa lalu sebesar 1%, maka Investasi akan menyesuaikan diri dengan menurun 
sebesar 0,36%. Atau apabila ada ketidakseimbangan pada masa lalu sebesar 100%, 
maka Investasi akan menyesuaikan diri dengan menurun sebesar 36%. Dengan 
demikian dapat diinterpretasikan bahwa proses penyesuaian Investasi dalam kasus 
Indonesia membutuhkan kurang lebih 3 (100 persen : 31 persen)  kuartal  atau 9 
bulan untuk mencapai keseimbangan penuh (100 persen) perubahan Investasi. Tetapi 
nilai ini mempunyai pengaruh tidak elastis karena koefisiennya hanya sebesar -0,36 
(kurang dari -1 = tidak elastis secara negatif). 
Dalam proses menuju keseimbangan tersebut, perubahan investasi sangat 
bergantung pada perubahan variabel bebas dalam model. Namun berdasarkan bukti 
empiris untuk periode 1970-2011 bahwa dalam jangka pendek perubahan investasi 
kurang responsif terhadap perubahan variabel-variabel pengaruh dalam model. Hal 
tersebut terbukti dengan pengujian secara parsial yang menunjukkan bahwa dalam 
jangka pendek perubahan PDB mempunyai pengaruh sebesar 7,43% dan tidak 
signifikan (Prob. = 0,47 > 0,05), serta parameter konstanta yang berpengaruh negatif 
sebesar 0,016 dan tidak sigifikan (0,82 > 0,05). Hal ini terlihat juga pada nilai 
        yang relatif kecil, sehingga Error Correction Model (ECM) yang 
terbentuk tidak dapat menunjukkan adanya mekanisme untuk mengoreksi 
ketidakseimbangan (disequilibrium) jangka pendek menuju pada keseimbangan 
jangka panjang (long-run equilibrium).  
Walaupun syarat pengujian nilai parameter kecepatan penyesuaian (speed of 
adjustment) -0.36 berada diinterval         dan statistik probabilitas    0,024 
< 0,05 masing-masing terpenuhi. Sehingga, kesalahan keseimbangan (equilibrium 
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error) dapat dikatakan tidak mempengaruhi Investasi. Tidak signifikannya pengaruh 
perubahan PDB terhadap perubahan Investasi dalam jangka pendek disebabkan 
perubahan variabel ini lebih bersifat jangka panjang. Hal ini dapat diartikan bahwa 
Investasi menyesuaikan perubahan PDB pada periode yang sama. Atau dengan kata 
lain, penyesuaian satu periode berikutnya untuk menuju keseimbangan jangka 
panjang (long-run equilibrium) tidak begitu berarti. 
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BAB V 
KESIMPULAN DAN SARAN 
A. Kesimpulan 
Adapun kesimpulan dari penelitian ini yaitu sebagai berikut: 
1. Hasil uji variabel Xt (PDB) dan Yt (Investasi) tahun 1970-2011 telah memenuhi 
Uji Kointegrasi dan mempunyai hubungan keseimbangan jangka panjang (long-
run equilibrium) dengan orde integrasi (1,1). 
2. Hasil uji Error Correction Model (ECM) menunjukkan bahwa koreksi 
ketidakseimbangan (disequilibrium) jangka pendek menuju keseimbangan 
jangka panjang terpenuhi, dengan nilai nilai parameter kecepatan penyesuaian 
(speed of adjustment) -0.36 berada di interval          tetapi variabel PDB 
berpengaruh negatif. 
B. Saran 
Oleh karena penanaman modal asing di Indonesia mempunyai hubungan 
keseimbangan jangka panjang terhadap nilai produk domestik bruto, maka 
pemerintah perlu terus berupaya meyakinkan investor melalui berbagai bentuk 
program promosi investasi baik secara nasional ataupun secara wilayah. Para 
investor perlu diyakinkan akan mendapat perlakuan yang baik, keamanan terjamin, 
dan akan mendapatkan kemudahan apabila menanamkan modalnya di Indonesia.  
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LAMPIRAN 
Lampiran 1: Data Produk Domestik Bruto (PDB) Atas Harga Berlaku Dan 
Penanaman Modal Asing  (PMA) Yang Disetujui Pemerintah Tahun 1970-2011 
Tahun PDB (Milyar Rp) Investasi (Milyar Rp) 
1970 3339.7 3528 
1971 3793.9 4261 
1972 4548 5224 
1973 6605 6554 
1974 10708 14142 
1975 12642.5 17611 
1976 15466.7 4544 
1977 19010.7 6612 
1978 21967.4 2035 
1979 32025.4 17539 
1980 45445.1 9009 
1981 54027 9004 
1982 59632.6 17559 
1983 73697.6 24605 
1984 85914.4 13323 
1985 96066.4 8590 
1986 102545.9 8262 
1987 124538.9 14571 
1988 142104.8 44345 
1989 167494.7 47188 
1990 197721 87501 
1991 227162.8 87782 
1992 260786.3 103400 
1993 382219.7 81418 
1994 379209.4 237243 
1995 454514.1 399147 
1996 532630.8 299314 
1997 672695.5 338325 
1998 955753.5 135631 
1999 1109980 108906 
2000 1264919 154131 
2001 1467655 150439 
2002 1610565 97441 
2003 1786691 132072 
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Lampiran 2: Tabel Distribusi Dickey-Fuller
1
 
Ukuran 
Sampel (n) 
Tingkat Signifikan 
Model 
1% 2.5% 5% 10% 
25 -2.66 -2.26 -1.95 -1.60 Tanpa 
menggunakan 
konstanta dan 
trend 
50 -2.62 -2.25 -1.95 -1.61 
100 -2.60 -2.24 -1.95 -1.61 
250 -2.58 -2.23 -1.95 -1.61 
500 -2.58 -2.23 -1.95 -1.61 
>500 -2.58 -2.23 -1.95 -1.61 
25 -3.75 -3.33 -3.00 -2.62 Menggunakan 
konstanta 50 -3.58 -3.22 -2.93 -2.60 
100 -3.51 -3.17 -2.89 -2.58 
250 -3.46 -3.14 -2.88 -2.57 
500 -3.44 -3.13 -2.87 -2.57 
>500 -3.43 -3.12 -2.86 -2.57 
25 -4.38 -3.95 -3.60 -3.24 Menggunakan 
konstanta dan 
trend 
50 -4.15 -3.80 -3.50 -3.18 
100 -4.04 -3.73 -3.45 -3.15 
250 -3.99 -3.69 -3.43 -3.13 
500 -3.98 -3.68 -3.42 -3.13 
>500 -3.96 -3.66 -3.41 -3.12 
 
Lampiran 3: Output Uji Asumsi-Asumsi Yang Melandasi Metode OLS  
REGRESSION 
  /MISSING LISTWISE 
  /STATISTICS COEFF OUTS BCOV R ANOVA COLLIN TOL CHANGE 
  /CRITERIA=PIN(.05) POUT(.10) 
  /NOORIGIN 
  /DEPENDENT Investasi 
  /METHOD=ENTER PDB 
  /SCATTERPLOT=(*ZPRED ,*SRESID) 
  /RESIDUALS DURBIN HISTOGRAM(ZRESID) NORMPROB(ZRESID). 
                                                 
1
 W.A, Fuller. Introduction to Statistical Time Serie (New York: John Wiley, 1976), h. 373. 
2004 2273142 102773 
2005 2774281 135973 
2006 3339480 156329 
2007 3957404 401458 
2008 4954000 148714 
2009 5606203 108152 
2010 6436271 162148 
2011 7427086 194745 
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Lampiran 4: Transformasi Data PDB dan Investasi Dengan Logaritma Basis 10 
Tahun PDB Investasi Lg(PDB)* Lg(Investasi)** 
1970 3339.7 3528 3.52 3.55 
1971 3793.9 4261 3.58 3.63 
1972 4548 5224 3.66 3.72 
1973 6605 6554 3.82 3.82 
1974 10708 14142 4.03 4.15 
1975 12642.5 17611 4.1 4.25 
1976 15466.7 4544 4.19 3.66 
1977 19010.7 6612 4.28 3.82 
1978 21967.4 2035 4.34 3.31 
1979 32025.4 17539 4.51 4.24 
1980 45445.1 9009 4.66 3.95 
1981 54027 9004 4.73 3.95 
1982 59632.6 17559 4.78 4.24 
1983 73697.6 24605 4.87 4.39 
1984 85914.4 13323 4.93 4.12 
1985 96066.4 8590 4.98 3.93 
1986 102545.9 8262 5.01 3.92 
1987 124538.9 14571 5.1 4.16 
1988 142104.8 44345 5.15 4.65 
1989 167494.7 47188 5.22 4.67 
1990 197721 87501 5.3 4.94 
1991 227162.8 87782 5.36 4.94 
1992 260786.3 103400 5.42 5.01 
1993 382219.7 81418 5.58 4.91 
1994 379209.4 237243 5.58 5.38 
1995 454514.1 399147 5.66 5.6 
1996 532630.8 299314 5.73 5.48 
1997 672695.5 338325 5.83 5.53 
1998 955753.5 135631 5.98 5.13 
1999 1109980 108906 6.05 5.04 
2000 1264919 154131 6.1 5.19 
2001 1467655 150439 6.17 5.18 
2002 1610565 97441 6.21 4.99 
2003 1786691 132072 6.25 5.12 
2004 2273142 102773 6.36 5.01 
2005 2774281 135973 6.44 5.13 
2006 3339480 156329 6.52 5.19 
2007 3957404 401458 6.6 5.6 
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Tahun PDB Investasi Lg(PDB)* Lg(Investasi)** 
2008 4954000 148714 6.69 5.17 
2009 5606203 108152 6.75 5.03 
2010 6436271 162148 6.81 5.21 
2011 7427086 194745 6.87 5.29 
* Hasil transformasi data PDB 
** Hasil transformasi data Investasi 
 
Lampiran 5: Output Uji Asumsi Klasik Dengan Menggunakan Data Hasil 
Transformasi 
 
REGRESSION 
  /MISSING LISTWISE 
  /STATISTICS COEFF OUTS BCOV R ANOVA COLLIN TOL CHANGE 
  /CRITERIA=PIN(.05) POUT(.10) 
  /NOORIGIN 
  /DEPENDENT LGInvestasi 
  /METHOD=ENTER LGPDB 
  /SCATTERPLOT=(*ZPRED ,*SRESID) 
  /RESIDUALS DURBIN HISTOGRAM(ZRESID) NORMPROB(ZRESID). 
 
Regression 
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Coefficients
a
 
Model Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .176 .175  1.007 .320 
LGpdb .015 .032 .075 .477 .636 
a. Dependent Variable: Res_4 
 
NPar Tests 
 
One-Sample Kolmogorov-Smirnov Test 
 LGPDB LGInvestasi 
N 42 42 
Normal Parameters
a,b
 Mean 5.3262 4.6245 
Std. Deviation .97193 .66006 
Most Extreme Differences Absolute .083 .192 
Positive .059 .122 
Negative -.083 -.192 
Kolmogorov-Smirnov Z .537 1.241 
Asymp. Sig. (2-tailed) .935 .092 
a. Test distribution is Normal. 
b. Calculated from data. 
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Lampiran 6: Output LGPDB Pada Tingkat Level  
 
Null Hypothesis: LGPDB has a unit root  
Exogenous: Constant   
Lag Length: 0 (Automatic - based on SIC, maxlag=9) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -2.019907  0.2775 
Test critical values: 1% level  -3.600987  
 5% level  -2.935001  
 10% level  -2.605836  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(LGPDB)   
Method: Least Squares   
Date: 12/09/13   Time: 13:38   
Sample (adjusted): 2 42   
Included observations: 41 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     LGPDB(-1) -0.013397 0.006633 -2.019907 0.0503 
C 0.152565 0.035630 4.281892 0.0001 
     
     R-squared 0.094708    Mean dependent var 0.081707 
Adjusted R-squared 0.071495    S.D. dependent var 0.041467 
S.E. of regression 0.039957    Akaike info criterion -3.554467 
Sum squared resid 0.062266    Schwarz criterion -3.470878 
Log likelihood 74.86657    Hannan-Quinn criter. -3.524029 
F-statistic 4.080026    Durbin-Watson stat 1.886516 
Prob(F-statistic) 0.050301    
     
     
 
Lampiran 7: Output LGPDB Pada Difference 1 Kali 
Null Hypothesis: D(LGPDB) has a unit root  
Exogenous: Constant   
Lag Length: 0 (Automatic - based on SIC, maxlag=9) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -5.415483  0.0001 
Test critical values: 1% level  -3.605593  
 5% level  -2.936942  
 10% level  -2.606857  
     
     *MacKinnon (1996) one-sided p-values.  
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Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(LGPDB,2)  
Method: Least Squares   
Date: 12/09/13   Time: 13:40   
Sample (adjusted): 3 42   
Included observations: 40 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LGPDB(-1)) -0.871189 0.160870 -5.415483 0.0000 
C 0.071655 0.014807 4.839130 0.0000 
     
     R-squared 0.435594    Mean dependent var 1.10E-17 
Adjusted R-squared 0.420741    S.D. dependent var 0.055238 
S.E. of regression 0.042041    Akaike info criterion -3.451616 
Sum squared resid 0.067164    Schwarz criterion -3.367172 
Log likelihood 71.03232    Hannan-Quinn criter. -3.421084 
F-statistic 29.32745    Durbin-Watson stat 1.973962 
Prob(F-statistic) 0.000004    
     
     
 
Lampiran 8: Output Investasi Tingkat Level 
 
Null Hypothesis: LGINVESTASI has a unit root  
Exogenous: Constant   
Lag Length: 0 (Automatic - based on SIC, maxlag=9) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -1.707696  0.4200 
Test critical values: 1% level  -3.600987  
 5% level  -2.935001  
 10% level  -2.605836  
     
     *MacKinnon (1996) one-sided p-values.  
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(LGINVESTASI)  
Method: Least Squares   
Date: 12/09/13   Time: 13:35   
Sample (adjusted): 2 42   
Included observations: 41 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     LGINVESTASI(-1) -0.113564 0.066501 -1.707696 0.0956 
C 0.565690 0.309455 1.828020 0.0752 
     
     R-squared 0.069573    Mean dependent var 0.042439 
Adjusted R-squared 0.045716    S.D. dependent var 0.283961 
S.E. of regression 0.277394    Akaike info criterion 0.320798 
Sum squared resid 3.000959    Schwarz criterion 0.404387 
Log likelihood -4.576359    Hannan-Quinn criter. 0.351236 
F-statistic 2.916224    Durbin-Watson stat 2.454262 
Prob(F-statistic) 0.095643    
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Lampiran 9: Output Investasi Pada Difference 1 Kali 
 
Null Hypothesis: D(LGINVESTASI) has a unit root 
Exogenous: Constant   
Lag Length: 0 (Automatic - based on SIC, maxlag=9) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -8.229728  0.0000 
Test critical values: 1% level  -3.605593  
 5% level  -2.936942  
 10% level  -2.606857  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(LGINVESTASI,2)  
Method: Least Squares   
Date: 12/09/13   Time: 13:37   
Sample (adjusted): 3 42   
Included observations: 40 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     D(LGINVESTASI(-1)) -1.281177 0.155677 -8.229728 0.0000 
C 0.053169 0.044666 1.190367 0.2413 
     
     R-squared 0.640589    Mean dependent var -3.26E-17 
Adjusted R-squared 0.631130    S.D. dependent var 0.460234 
S.E. of regression 0.279521    Akaike info criterion 0.337231 
Sum squared resid 2.969026    Schwarz criterion 0.421675 
Log likelihood -4.744629    Hannan-Quinn criter. 0.367764 
F-statistic 67.72842    Durbin-Watson stat 2.018124 
Prob(F-statistic) 0.000000    
     
     
 
Lampiran 10: Nilai Residual LGInvestasi Dan LGPDB 
 
Tahun Residual 
1970 -0.010790787 
1971 0.033906008 
1972 0.076835067 
1973 0.082693187 
1974 0.289131968 
1975 0.347944895 
1976 -0.295009913 
1977 -0.18796472 
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Tahun Residual 
1978 -0.733267926 
1979 0.096706326 
1980 -0.281551687 
1981 -0.32273876 
1982 -0.062158098 
1983 0.034887094 
1984 -0.270416111 
1985 -0.489835449 
1986 -0.517487051 
1987 -0.330441859 
1988 0.130138803 
1989 0.10895173 
1990 0.33188079 
1991 0.296577584 
1992 0.331274379 
1993 0.137132498 
1994 0.607132498 
1995 0.780061558 
1996 0.618874485 
1997 0.61003581 
1998 0.121777796 
1999 -0.009409276 
2000 0.111171386 
2001 0.059984313 
2002 -0.153551157 
2003 -0.047086627 
2004 -0.22180917 
2005 -0.148880111 
2006 -0.135951051 
2007 0.226978008 
2008 -0.255976799 
2009 -0.431280005 
2010 -0.28658321 
2011 -0.241886415 
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Lampiran 11: Output Nilai Residual Pada Tingkat Level 
 
Null Hypothesis: RESID01 has a unit root  
Exogenous: None   
Lag Length: 0 (Automatic - based on SIC, maxlag=9) 
     
        t-Statistic   Prob.* 
     
     Augmented Dickey-Fuller test statistic -2.934639  0.0043 
Test critical values: 1% level  -2.622585  
 5% level  -1.949097  
 10% level  -1.611824  
     
     *MacKinnon (1996) one-sided p-values.  
     
     
Augmented Dickey-Fuller Test Equation  
Dependent Variable: D(RESID01)  
Method: Least Squares   
Date: 12/09/13   Time: 13:48   
Sample (adjusted): 2 42   
Included observations: 41 after adjustments  
     
     Variable Coefficient Std. Error t-Statistic Prob.   
     
     RESID01(-1) -0.360855 0.122964 -2.934639 0.0055 
     
     R-squared 0.176827    Mean dependent var -0.005636 
Adjusted R-squared 0.176827    S.D. dependent var 0.283837 
S.E. of regression 0.257522    Akaike info criterion 0.148666 
Sum squared resid 2.652706    Schwarz criterion 0.190460 
Log likelihood -2.047649    Hannan-Quinn criter. 0.163885 
Durbin-Watson stat 2.158301    
     
     
 
Lampiran 15: t-Tabel 
 
  
Critical values of t (2 tailed test) 
--- ALPHA LEVELS --- 
df 0.10 0.05 0.02 0.01 0.001 
1 6.314 12.706 31.821 63.657 636.619 
2 2.920 4.303 6.965 9.925 31.599 
3 2.353 3.182 4.541 5.841 12.924 
4 2.132 2.776 3.747 4.604 8.610 
5 2.015 2.571 3.365 4.032 6.869 
6 1.943 2.447 3.143 3.707 5.959 
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Critical values of t (2 tailed test) 
--- ALPHA LEVELS --- 
df 0.10 0.05 0.02 0.01 0.001 
7 1.895 2.365 2.998 3.499 5.408 
8 1.860 2.306 2.896 3.355 5.041 
9 1.833 2.262 2.821 3.250 4.781 
10 1.812 2.228 2.764 3.169 4.587 
11 1.796 2.201 2.718 3.106 4.437 
12 1.782 2.179 2.681 3.055 4.318 
13 1.771 2.160 2.650 3.012 4.221 
14 1.761 2.145 2.624 2.977 4.140 
15 1.753 2.131 2.602 2.947 4.073 
16 1.746 2.120 2.583 2.921 4.015 
17 1.740 2.110 2.567 2.898 3.965 
18 1.734 2.101 2.552 2.878 3.922 
19 1.729 2.093 2.539 2.861 3.883 
20 1.725 2.086 2.528 2.845 3.850 
21 1.721 2.080 2.518 2.831 3.819 
22 1.717 2.074 2.508 2.819 3.792 
23 1.714 2.069 2.500 2.807 3.768 
24 1.711 2.064 2.492 2.797 3.745 
25 1.708 2.060 2.485 2.787 3.725 
26 1.706 2.056 2.479 2.779 3.707 
27 1.703 2.052 2.473 2.771 3.690 
28 1.701 2.048 2.467 2.763 3.674 
29 1.699 2.045 2.462 2.756 3.659 
30 1.697 2.042 2.457 2.750 3.646 
40 1.684 2.021 2.423 2.704 3.551 
60 1.671 2.000 2.390 2.660 3.460 
120 1.658 1.980 2.358 2.617 3.373 
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Critical values of t (2 tailed test) 
--- ALPHA LEVELS --- 
df 0.10 0.05 0.02 0.01 0.001 
inf 1.645 1.960 2.326 2.576 3.291 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


