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Abstract. We present data structures and implementation details of a geometric multigrid method on
adaptively refined meshes for massively parallel computations. The method uses local smoothing on the
refined part of the mesh. Partitioning is achieved by using a space filling curve for the leaf mesh and
distributing ancestors in the hierarchy based on the leaves. We present a model of the efficiency of mesh
hierarchy distribution and compare its predictions to runtime measurements. The algorithm is implemented
as part of the deal.II finite element library and as such available to the public.
1. Introduction
Geometric multigrid methods are known to be solvers for elliptic partial differential equations with op-
timal complexity in the number of total variables [28, 20], but optimal performance in a massively parallel
environment depends on more than complexity alone. Sufficiently many concurrent operations must allow
utilization of a sufficiently large part of the system, and it is not clear a priori if multigrid methods with
their hierarchy of coarse meshes and synchronization due to grid transfer will be efficient on such systems.
In this article, we present data structures and algorithms for such a method and demonstrate its feasibility
in experiments.
Geometric multigrid methods for adaptive meshes and their implementation on parallel computers have
been studied for almost four decades, for instance [44], [11], [13] and others. A breakthrough was obtained
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in the late 1990s by the use of space filling curves (see [45] and literature cited therein), which allow the
partitioning of a hierarchical mesh in almost no time. Thus, load balancing was reduced from an np-hard
problem to a negligible task. Such methods were implemented for instance in the software libraries p4est [23],
deal.II [9], DUNE [14], and Peano [43].
Several different kinds of adaptive multigrid methods can be distinguished from the types of meshes and
level spaces. Meshes can either be conforming or nonconforming. Conforming meshes are generated by
bisection, or by refinement into 2d children in d dimensions dividing all edges and subsequent closure (red-
green refinement). These methods have been implemented for simplicial meshes, and seem to be restricted
to simplices with the exception of a closure mechanism for quadrilaterals based on division of each edge into
three. The alternative are nonconforming methods, most prominently the one-irregular meshes introduced by
Bank, Sherman, and Weiser [12]. Here, the difference in refinement between two cells sharing a common edge
may not exceed one level. While this constraint is mathematically not necessary and there have been codes
which allow arbitrarily different refinement levels of neighbors, it nevertheless simplifies the code considerably
in particular in view of modern architectures. This method has been implemented for simplicial meshes as
well as meshes based on (deformed) hypercubes. Since the meshes are nonconforming, additional care has
to be taken to ensure conformity of associated finite element spaces. This is achieved by “elimination of
hanging nodes” resulting in algebraic constraints on the possible finite element functions on the finer cell,
see for instance [44].
After a locally refined mesh has been constructed, typically in an adaptive algorithm, and its finite element
space has been properly defined with or without “hanging nodes”, the resulting mesh has cells on different
levels. Thus, using a multigrid algorithm employing smoothing operations on all cells on “level ` or less” is not
of optimal complexity on arbitrary meshes. Two remedies have been proposed: local smoothing [21, 32, 31, 2]
and global coarsening [39, 17, 41]. We apply the former for several reasons. First, computational complexity
is slightly lower and optimal on all meshes, while there are (extreme) examples for suboptimal complexity of
global coarsening. Second, the smoothing operation is always run on meshes without hanging nodes; while
this is not an issue for point smoothers like the Jacobi method, it facilitates block smoothers, in particular
patch smoothers as in [6, 33]. Finally, implementation on vectorizing and multicore architectures is fairly
straight-forward and does not require special care at hanging nodes.
In terms of the hardware properties of state-of-the-art supercomputers, the most drastic change during
the last decade has been on the node-level performance, whereas network topologies across the nodes and
node numbers have been relatively steady with a thousand to ten thousand nodes on the top machines. For
these reasons, algorithmic components and data structures that have low communication requirements are
essential to balance inter-core latencies with increasing intra-node performance, which can rely on hybrid
parallelism, matrix-free algorithms to relax the memory bandwidth requirements [16, 15, 37], as well as wide
vectorization or offloading to GPUs [36]. These components can be integrated in the form of execution
policies for the matrix-vector products in the smoothers and level transfer operators. The main focus of
the present work is on the algorithmic framework of local smoothing multigrid targeting the inter-node case
of large-scale parallel computations with MPI on meshes with adaptive refinement. The components are
flexible and allow for an arbitrary element degree, various conforming or non-conforming elements, as well
as systems of equations, extending previous work on massively parallel multigrid [38, 3, 42, 40, 24]. Our
contribution is integrated into the deal.II finite element library and available as open-source software [4].
The remainder of this work is structured as follows. In §2, we present the geometric multigrid algorithm
based on local smoothing. The components for parallel execution in terms of the mesh infrastructure,
supported by an efficiency analysis of one particular partitioning strategy, are given in §3. Performance
results are shown in § 4 and the work is concluded in § 5.
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2. Geometric multigrid with local smoothing
2.1. Bilinear forms and finite element discretization. The basis for our method is a partial differential
equation in weak form, abstractly written as: find u ∈ V such that
a(u, v) = f(v) ∀v ∈ V.(1)
Here, V is a suitable solution space. For example, the Poisson equation with homogeneous Dirichlet boundary
condition on the domain Ω ⊂ Rd and right hand side f ∈ L2(Ω) translates to V = H10 (Ω) and the weak
equation
a(u, v) ≡
∫
Ω
∇u · ∇v dx =
∫
Ω
fv dx ≡ f(v).(2)
Our second example are the Lame´–Navier equations of linear elasticity in space dimension d, where
V = H10 (Ω;Rd). With the strain operator (u) = 12 (∇u+∇uT ), we obtain
a(u, v) ≡
∫
Ω
[
2µ(u) : (v) + λ∇· u ∇· v
]
dx =
∫
Ω
f · v dx ≡ f(v).(3)
These weak forms are discretized by the finite element method. To this end, we introduce a mesh TL
covering the domain Ω. This article describes functionality of the library deal.II, see [4], where the mesh
cells T are quadrilaterals and hexahedra in two and three space dimensions, respectively. We use mapped
elements and the mappings from the reference cell to the actual grid cell is not restricted to d-linear functions
or polynomials, but can be any function. On each mesh cell, we define a local shape function space, typically
by mapping polynomials defined by a set of interpolation points from the reference cell [0, 1]d. Using degrees
of freedom, we establish continuity between cells and define a basis of the finite element space VL ⊂ V on the
mesh TL. In the conforming case, the finite element discretization of equation (1) becomes: find uL ∈ VL
such that
a(uL, vL) = f(vL) ∀vL ∈ VL.(4)
We will not distinguish between finite element functions uL ∈ Vl and their coefficient vectors uL ∈ RnL ,
since the meaning will be clear from context. The basis used for this identification consists of standard nodal
finite element functions with local support.
Discontinuous Galerkin (DG) finite element methods are an alternative to conforming methods. Starting
with the same mesh, we introduce finite element spaces VL which are no longer conforming to the space
V , i.e. VL 6⊂ V , in particular spaces with no continuity requirements. Therefore, the straight-forward
discretization using (4) is inconsistent and typically not converging to the continuous solution. This is
remedied by introducing so-called flux terms on the interfaces, which guarantee consistency and stability of
the method. Accordingly, the bilinear form on TL depends on the mesh itself and we write: find uL ∈ VL
such that
aL(uL, vL) = fL(vL) ∀vL ∈ VL.(5)
As an example, we mention the interior penalty method [5] for the Laplacian with its multilevel analysis
in [25] and the bilinear form
(6) aL(u, v) ≡
∑
T∈TL
∫
T
∇u · ∇v dx+
∑
F∈FbL
∫
F
[
σhuv − ∂nuv − u∂nv
]
ds
+
∑
F∈FiL
∫
F
[
σh[[u]][[v]]− 2{{∇u}}{ vn}} − 2{{un}}{∇v}}
]
ds.
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Here, FiL are the (d − 1)-dimensional interfaces between mesh cells of TL and FbL are the facets of cells on
the boundary of Ω. Every face F ∈ FiL has two adjacent cells, say T+ and T−. We call the restriction of the
finite element functions u and v to these cells u+, u−, v+, and v−, respectively. With these definitions, we
have the jump and mean value operators
[[u]] = u+ − u−,
{{u}} = u
+ + u−
2
.
(7)
2.2. Geometric multigrid. The geometric multigrid method employs a hierarchy of meshes
T0 @ T1 @ · · · @ TL,(8)
where the symbol “@” denotes nested meshes, that is, every cell of a mesh on the left of this symbol is the
union of one or more cells of the mesh on the right. In this article, we generate the mesh T`+1 from T`
by selecting a subset or all of its cells and refining these isotropically by bisecting each edge, generating 2d
children.
As usual, we define finite element spaces V` on these meshes by defining local shape function spaces on
each cell T ∈ T` and concatenating these spaces, identifying shape functions on adjacent cells which are
associated to joint degrees of freedom. For most finite elements, and these are the ones we consider here, the
shape functions on a cell T can be represented as linear combinations of the shape functions on its children
in the mesh hierarchy. Therefore, the mesh hierarchy above induces a sequence of finite element spaces
V0 ⊂ V1 ⊂ · · · ⊂ VL.(9)
We discretize the weak formulation (1) on each mesh by a bilinear form a`(., .) and the problem: find
u` ∈ V`, such that
a`(u`, v`) = f`(v`) ∀v` ∈ V`.(10)
For conforming finite element methods, the bilinear forms and the right hand side are simply the restrictions
of a(., .) and f(.) to the space V`. For DG and other stabilized schemes, they contain additional terms for
consistency and stability. Associated with the bilinear form a`(., .) is a linear operator A` : V` → V` defined
by
〈A`u`, v`〉V` = a`(u`, v`) ∀u`, v` ∈ V`.(11)
Here, the inner product on V` is the one used in the conjugate gradient method, typically the Euclidean
norm of the coefficient vector of a function u` ∈ V` with respect to the nodal basis of V`, see for instance the
discussion of mesh dependent norms in [19, 22] and their relation to the inner product of L2(Ω). Based on
the embeddings in (9), we define the grid transfer operators
RT` : V` → V`+1 v 7→ v,(12)
R` : V`+1 → V` 〈R`u, v`〉V` = 〈u, v`〉V`+1 ∀v` ∈ V`.(13)
On each mesh level `, we employ a smoother S`(u`, g`), which employs the right hand side g` and the
current state u` to compute a result. Examples for such smoothers are relaxation methods of the form:
func t i on S` (u`, g` )
f o r k := 1, . . . ,m`
u` ← u` −B−1`
(
A`u` − g`
)
re turn u`
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In this case, m` is called the number of smoothing steps and B` is the type of relaxation method, for
instance the diagonal for the Jacobi method or the lower triangle for Gauss–Seidel. Similarly, additive and
multiplicative Schwarz methods fit into this concept, but it also extends to nonlinear methods like conjugate
gradients or GMRES.
We are now ready to state the multigrid V-cycle algorithm in abstract form, as it has been done in
numerous publications.
f unc t i on Vcycle (`, g` )
i f ` > 0
u1 ← S` (0, g` )
u2 ← u1 +RT`−1 Vcycle(`− 1, R`−1 (g` −A`u1))
u3 ← S` (u2, g` )
re turn u3
e l s e
re turn A−10 g`
In addition to the level transfers and smoothers discussed before, the recursion of the algorithm requires
closure at level 0, denoted as the inverse of A0. This is called coarse grid solver, and in an implementation
can be a direct solver since the system is small, or a basic iterative method like conjugate gradients or
GMRES since the system is well conditioned.
2.3. Local smoothing. What remains open in this definition is the definition of the actual level spaces.
For uniformly refined meshes, T` trivially consists of all cells on level `. Here, we define the level of a cell
as the number of iterations of the refinement mechanism needed to obtain this cell from a cell of the coarse
mesh T0. When a mesh is adaptively refined, this is not as obvious and indeed two different distributions
have been devised: local smoothing and global coarsening. For the latter, we refer to [17, 41]. Here, we
use local smoothing. We note that the refinement procedure produces a tree (or a forest, if T0 consists of
several cells), where each node is a cell in the mesh hierarchy. The level of such a cell is its distance from its
root cell in the tree. The mesh on which we discretize the differential equation consists of the leaves of this
tree or forest and will be denoted as the leaf mesh TL. Since it is obtained by local refinement, it consists
typically of cells on different levels up to level L. For ` < L, the level mesh T` consists of all cells of level `
and of all leaves of the refinement tree with level less than `.
With such a definition of T`, a fairly coarse cell can be part of many different level meshes. In order to
obtain an algorithm with optimal complexity, smoothing for the degrees of freedom of a given cell should
only happen on a single level. This is where local smoothing enters: while we are running a multigrid method
for the whole finite element space V`, we restrict smoothing only to the mesh cells which are actually on level
`. This splitting is explained in Figure 1. The mesh T` is split into the submesh TS` of cells strictly on level `
and TL` of cells on lower levels than `. For DG methods, this immediately results in a splitting V` = V S` ⊕V L` ,
where the support of each subspace is its corresponding submesh. The splitting for continuous methods is
more complicated since there are finite element basis functions with support straddling the interface and
thus in both TS` and TL` .
We now give a short review of the structure of the operators in the multigrid method outlined in [32, 31].
Here, the goal is to implement the algebraic equivalent of the original multigrid method for the space hierarchy
{V`} with operators obeying the subspace splitting. We start with the observation that conforming methods
require the function on the refined side of a refinement edge to coincide with the function on the coarse side.
This translates into elimination of degrees of freedom on the refined side and results in V I` ⊂ V`−1.
Thus, we can restrict smoothing on level ` to V S` and can ignore V
I
` . Furthermore, in the case of DG
methods, V I` = {0}, such that in both cases we can write V` = V S` ⊕ V I` ⊕ V L` . Our assumptions on local
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suppV S` = TS` suppV L` = TL` suppV I`
Figure 1. Splitting of the mesh T` and the space V` into subspaces for local smoothing.
Superscript S refers to the cells and functions strictly on level ` (left), used for smoothing.
Superscript L is the support of functions actually defined on lower levels (center) and I is
the support of functions for node functionals on the interface which have support in both
subdomains
smoothing translate to
S`
xSxI
xL
 ,
gSgI
gL
 =
SS` (xS , gS)xI
xL
 ,(14)
where SS` (x
S , gS) is now the local smoother on V S` only. We observe that the embedding operator R
T
`−1
maps a function from V`−1 to itself, if it is a function of V L` . Therefore, R`−1 is the identity on V
L
` . Thus,
R`−1 has the structure
R`−1
xSxI
xL
 = RS`−1xS +RI`−1xI + xL.(15)
Residuals on the other hand must be computed correctly on the whole space V` according torS`rI`
rL`
 =
gSgI
gL
−
 AS` ASI` ASL`AIS` AI` AIL`
ALS` A
LI
` A
L
`
xSxI
xL
 .(16)
Note that the matrices ASL` and A
LS
` are the flux matrices of a DG method on the refinement edge and
thus vanish for conforming methods. Furthermore, we see in the V-cycle algorithm that this residual is
immediately restricted to the coarse space V`−1. Since the restriction acts as identity on V L` , we can avoid
computing rL` and defer it to the lower level. Thus, the matrix A
L
` is not needed in computations at all.
The matrix AS` is used for smoothing on level `. The off-diagonal matrices correspond to coupling between
degrees of freedom on the cells at the interface, and are needed in addition to AS` for a consistent multigrid
method.
A major advantage of local smoothing is its fairly simple data structure. The level meshes TS` do not have
hanging nodes, such that the results of cell-wise operations can be entered into global vectors very efficiently
without any elimination process. Furthermore, it is of optimal computational complexity on any locally
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refined mesh, while global coarsening may be suboptimal on some meshes with extreme local refinement,
see [31]. Nevertheless, this second aspect does not seem to have much impact on actual computations.
3. Parallelization of geometric multigrid
We will now discuss the construction of an efficient and scalable parallel version of the adaptive multi-
grid method described in Section 2. We emphasize data and communication structures while keeping the
algorithm mathematical equivalent to the weathered sequential version. Regarding parallelism, we have to
consider three levels of parallelization in modern computer architectures, namely message passing between
computer nodes and intra-node parallelization separated in multicore/multitasking (multiple instruction,
multiple data) and vectorization (single instruction, multiple data). As motivated in the introduction, this
article focuses on message passing. The intra-node parallelization approach employed is shortly discussed in
§3.2.
A scalable approach requires distributed data structures and scalable algorithms operating on them in-
cluding equal partitioning of the work. As demonstrated in the computations in the later sections of this
paper, the parallel algorithms described here enable high resolution adaptive computations with billions of
unknowns on 100,000+ cores. We concentrate on MPI as the parallelization framework and we refer to a
single MPI rank or process as “processor”.
3.1. Parallel algorithm. Our algorithm is synchronized between applications of residual, smoothing, grid
transfer operators, and coarse grid solvers. Hence, our focus lies in the parallel implementation of these
operators.
The abstraction of parallel data structures and algorithms equivalent to the serial version is well-known.
Libraries like PETSc [7, 8] and Trilinos [30] have provided linear algebra data structures (vectors, sparse
matrices) and algorithms (iterative solvers) with this abstraction for a long time. Up to a point, this
isolates the user (for example finite element library implementors) from having to interface directly with the
underlying parallel computing framework. The abstraction is of course not perfect, because operations like
finite element assembly need to be partitioned between the processors. Nevertheless, it enables the design
of parallel algorithms on a higher level, like it is done in deal.II, see [9].
The workload is typically distributed by partitioning the cells of the computation using graph based
partitioners or using space-filling curves (like METIS [34], Zoltan [18], or p4est [23] – the latter one being
used in deal.II). This partitioning can be used to distribute cell-based work, like matrix or residual assembly,
and can be used to generate a partitioning of degrees of freedom that is needed for the row-wise partitioning
of linear algebra objects (vectors, matrices), which requires a rule to decide on the ownership of degrees
of freedom on the interface between processor boundaries of the cells. The only difficulty is the correct
assignment and communication of ghost cells and ghost indices, while the communication for matrix-vector
products and finite element assembly of foreign entities only involves neighboring processors and is typically
provided by the linear algebra libraries.
Here, we will follow the same approach for the partitioning of cells and degrees of freedom on each level of
the multigrid hierarchy: after partitioning of all cells strictly on level l in some way, we use this to partition
the degrees of freedom accordingly. Like above, it is advantageous for large computations if only the parts
of the mesh relevant for the current processor are stored locally. There are different options for partitioning
cells on each multigrid level. We will discuss different strategies and the approach we take in Section 3.3,
but stress that our implementation is flexible in this respect.
While knowledge about the whole mesh is not required, we need ghost neighbors on each level, which can
be on different levels in adaptive computations. Furthermore, information about parents/siblings is required
for transfer operations. This allows us to compute and exchange the necessary information about degrees
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of freedom for smoothing and grid transfer. In our scheme, this ownership information is readily available
without global communication.
To summarize the execution of multigrid in parallel, the following parallel ingredients are necessary:
• Prolongation and restriction are conceptually a multiplication of distributed vectors with a rectan-
gular transfer matrix and as such equivalent to the serial transfer. Known algorithms for sparse
matrix-vector products scale well in parallel.
• Smoothers are conceptually often local operations on individual degrees of freedom or cells. Additive
smoothers (Jacobi, additive Schwarz, etc.) can be run in parallel on all processors and are still
equivalent to the serial method. Other sequential smoothers (Gauss-Seidel, multiplicative Schwarz,
etc.) can not be used immediately.
• There are several options for coarse solvers. First, if the problem is reduced to a very small number
of cells and processors, runtime is negligible and (parallel) direct solvers can be applied. In other
cases, when the coarse mesh still has a large number of degrees of freedom, switching to algebraic
multigrid is an option, see Section 4.2 and [42].
3.2. Matrix-free implementation. In the previous sections, we have derived the multigrid algorithm
in an abstract way based on linear algebra operators. While these are typically implemented as sparse
matrices, the concept directly translates to matrix-free operator evaluation. These methods often provide
considerably faster evaluation of matrix-vector products than assembled matrices, in particular for higher
order finite elements, because the access to memory is significantly reduced [35], which is the limiting factor in
matrix-based implementations. In this work, we consider methods based on sum factorization techniques on
hexahedra which have a particularly high node-level performance [37] and are also applicable to GPUs [36].
We note that a fast intra-node performance puts more emphasis on possible communication bottlenecks.
3.3. Partitioning strategy for mesh hierarchy. When partitioning the cells on each level of the multigrid
hierarchy, there are several conflicting goals to keep in mind:
(1) Minimize communication for transfer operations between multigrid levels.
(2) Fair work balance on each level (same number of cells per processor).
(3) Minimize interface between processor boundaries on each level (minimizes communication in smoother
applications or residual computations).
(4) Minimize required additional storage for the mesh hierarchy if local cells have little overlap between
levels.
One option is to ignore (2) and partition the hierarchy based on the partitioning of the leaf mesh to
minimize communication cost and storage requirements (goal (1) and (4)). This is the approach we decided
to use here. We will see that we satisfy goal (2) for mostly globally refined meshes and that we can quantify
the partitioning efficiency (see Section 3.4).
Another choice is ignoring (1) and do an independent partition on each level, as it is proposed in [41] for
instance. The multigrid method there is based on global coarsening instead of local smoothing, so each level
is an adaptively refined mesh that needs to be partitioned. This satisfies (2) but requires duplicate storage,
violating (4). Note that (1) is satisfied for mostly globally refined meshes, but duplicate storage (4) is still
required.
Note that both approaches behave similarly for uniformly refined meshes, while goals (1) and (2) are
conflicting for an adaptive scheme. Finally, note that (2) is only desired when assuming that levels are
passed through sequentially, as the multigrid algorithm suggests, but one could design a parallel method
that does not require synchronization on each level.
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In the following, we will partition the multigrid cells by the “first-child rule” as follows: First, distribute
the leaf cells using a space filling curve (we use p4est [23] as described in [9]). Second, for each cell in the
hierarchy, recursively assign the parent of a cell to the owner of the first child cell.
For an example with seven cells, see Figure 2 that shows the mesh with the space-filling curve on the left,
the tree representing the refinement in the middle, and the cells on each level on the right. This approach
has the following consequences:
(1) The cells and their parents are already present on each processor and the ownership of parents is
known without any communication. This means the partitioning of the multigrid hierarchy can be
done without communication.
(2) No duplicated storage for the mesh is needed as all parent cells are already stored locally (goal (4)).
(3) Transfer operations are local and require only a small amount of communication at processor bound-
aries (goal (1)).
(4) Processors drop out automatically on coarser levels, which is desired.
(5) The workload on each level is not distributed equally.
We will discuss the last point and its impact in the next subsection.
3.4. Partitioning efficiency model. Our model for the complexity of the partitioned workload, in short
parallel complexity, is based on the assumption that parallelization is completely achieved by MPI ranks and
that within each rank the workload is proportional to the number of cells. Below, we develop a complexity
model based on this assumption, estimating the parallel complexity of our algorithm in terms of mesh cells
per level.
Let N` be the number of cells on level ` and N`,p of the subset owned by processor p. We assume that
the workload for each cell is equal, such that N`,p is proportional to the total amount of work a processor
has to invest on level `. Obviously, the optimal parallel complexity is
Wopt =
1
np
[
W0 +
L∑
`=1
∑
p
N`,p
]
=
1
np
[
W0 +
∑
`
N`
]
.
Here, the terms in brackets specify the total work of the multigrid algorithm. W0 is the cost of the coarse
grid solver, which may be different than the cost of a smoother application.
This calculation is based on perfect equidistribution of work and neglects communication overhead. In
particular, it is not achievable if grid transfers are synchronized, as in our implementation. In this case, we
can only distribute the work on each level such that we are bound from below on each level by
W`,opt =
⌈
1
np
N`
⌉
,
where dne is the smallest integer greater or equal to n. Therefore, the best achievable work time with syncing
between levels is
Wsync = W0 +
L∑
`=1
W`,opt.
On the other hand, with imperfect distribution of work, the limiting effort on each level is
W` = max
p
N`,p,
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#0
#0 #0 #0
#0 #1 #1 #2
#2
ℓ = 2
ℓ = 1
ℓ = 0
Figure 2. Example partitioning for an adaptively mesh from a single coarse cell with 7 leaf
cells distributed between three processors indicated by color and label (red #0, orange #1,
light green #2). Ownership of the level cells is determined by the “first-child rule” (round
shapes in the middle). Left: The partitioning of the leaf mesh with the space-filling z-curve.
Middle: Tree representation of the mesh and its partitioning. Right: Partitioning of the
three multigrid levels.
and the total parallel complexity W and partitioning efficiency E due to imbalance against a hypothetical
optimal partitioning are given by
W = W0 +
L∑
`=1
W`, E =
Wopt
W
.(17)
We give an example for these estimates for the mesh hierarchy displayed in Figure 2. It consists of
7 leaf cells obtained by successive refinement of a single coarse cell. The partitioning is done for three
processors. The ownership of the leaf cells is determined by p4est using a space-filling curve (z-curve, also
known as Morton curve, dashed line on the left picture) or depth-first traversal (from left to right) in the
tree representation depicted in the middle. The ownership of cells in the multigrid hierarchy (round circles
in the tree) is determined by copying the leaf ownership and then applying the “first-child rule” recursively.
For example, the parent of the four smallest cells on level 2 is red (#0) because the first (bottom-left) child
also belongs to processor #0 (red). One result of this partitioning is that processors drop out on coarser
levels automatically. Here, processor #1 (green) recuses itself on level 1 and only processor #0 (red) remains
on the coarsest level (here a single cell). The coarsest mesh is not necessarily completely owned by processor
#0 if it consists of more than a single cell.
The optimal parallel complexity is simply the number of all cells divided by the number of processors,
hence Wopt =
9
3 = 3. On the other hand, assuming the coarse grid solver has the same complexity as the
work load per cell on higher levels,
Wsync = W0,opt +W1,opt +W2,opt = d 13e+ d 43e+ d 43e = 5.
Comparing to
W =
∑
`
W` = 1 + 2 + 3 = 6,
we obtain E = 1/2 in this example. In other words, our model predicts a slowdown of 100% and 20%
compared to Wopt and Wsync, respectively. The slowdown with respect to Wsync is due to the non-optimal
PARALLEL, ADAPTIVE GEOMETRIC MULTIGRID 11
partitioning on level 1, where processor # 0 (red) works on three cells while the other processors have to wait.
An optimal partitioning would only require operating on two cells sequentially on that level. Compared to
Wopt, we do not have enough cells to keep three processors busy.
This example suggests that the efficiency of the algorithm depends significantly on the base of comparison,
Wsync or Wopt. In fact, a closer inspection of the definitions reveals that they only differ by rounding up the
load on each level to the next multiple of np, a difference which drops below 1% as soon as we have 100 cells
on each processor. Below, we only use Wopt when we assess the efficiency of our mesh hierarchy distribution.
3.5. Experimental study of the efficiency of the first-child rule. Making general conclusions about
the partitioning efficiency is difficult as it depends on the number of processors, coarse mesh, and refinement
done. Instead, we study the efficiency for several test cases shown in Figure 3. These are obtained by the
following construction. All are based on a coarse mesh consisting of a single cell. Finer meshes, where L
denotes the level of the finest cells, are obtained recursively by one of the following selection criteria:
“uniform”: global refinement of the coarse mesh L times, obtaining a uniform leaf mesh of 4L cells
in two dimensions.
“circle”: L times refinement of all mesh cells with at least one point inside the circle of radius 1/4pi
around the origin.
“quadrant”: After one uniform refinement of the coarse mesh, refine the cell in the negative quadrant
L− 1 times.
“annulus”: After L− 3 uniform refinements, add the steps:
(1) Refine all cells whose center lies in the circle (sphere for 3D) of radius 0.55.
(2) Refine all cells in the shell between radius 0.3 and 0.43.
(3) Refine all cells in the shell between radius 0.335 and 0.39.
All these procedures are completed by a closure after each refinement step, ensuring one-irregularity in the
sense that two leaf cells may only differ by one level, if they share a degree of freedom or a face for conforming
methods and for DG methods, respectively. These conditions are imposed in the deal.II library for practical
reasons, because they simplify several aspects of the implementation. They can be relaxed at the price of
software complexity.
Figure 4 shows the partitioning efficiency E for varying processor count and problem size. For uniformly
refined meshes we observe 100% efficiency (this also holds in 3d, not shown). This is due to the fact that
processor counts are multiples of 2d, which implies perfect partitioning on each level. The “quadrant” and
“annulus” refinement schemes show roughly the same behavior. Their efficiency drops until a saturation
is reached with 60% for the quadrant and about 30% for the annulus in two and three dimensions. This
saturation level is then maintained over a wide range of processor counts. It only begins dropping again when
the problem size is down to less than 1000 cells per processor (seen only in the quadrant case). The “circle”
refinement behaves very differently, showing very high efficiency over a wide range of processor counts from
the beginning, then dropping off. All of this information together suggests that, given a sufficient number of
cells per processor, the imbalance of this distribution is primarily dependent on the type of mesh refinement
refinement scheme and dependent on the number of processors only to a certain “leveling off” point. In all
cases, the efficiency stays above 30% compared to the optimal workload.
3.6. Communication. The second factor determining the performance of parallel algorithms, next to load
balancing discussed above, is communication overhead. Communication is not only much slower than com-
putation, it also consumes more energy, because electrical charges must be transported over fairly long
distances. We introduced the first-child rule with the express purpose to reduce communication overhead.
In this section, we set out to demonstrate that this goal was achieved.
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(a) Mesh sequence “circle”: successive refinement of all cells intersecting the ball of radius 1/4pi around the center. Leaf
mesh at 5, 6 and, 9 levels, resp.
(b) Mesh sequence “quadrant”: refinement of all cells in the lower left quadrant. Leaf mesh at 3, 4 and, 8 levels, resp.
(c) Mesh sequence “annulus”: see text for algorithm. Leaf meshes with finest cells on levels 7, 8, and 9, resp.
Figure 3. Visualization of the different mesh refinement sequences.
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Figure 4. Partitioning efficiency for various meshes. Dashed lines indicate less than 1,000
leaf cells per processor. Top: uniform, circle, quadrant refinement. Bottom: annulus refine-
ment in two (left) and three (right) dimensions.
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Communication happens in matrix-vector products and in grid transfer operations. Both of them apply
a linear operator to a global discretization vector. The communication overhead in the first case is reduced
by partitioning the leaf mesh into subdomains, such that their surface per volume ratio is small. Since the
surface is of lower dimension, this implies that communication cost tends to zero as the number of cells
on each processor grows to infinity. For weak scaling, this implies that it remains small compared to local
operations, as long as there are sufficiently many cells on each processor. Such a partitioning is efficiently
achieved by a space filling curve, in our case, the z-curve. Enumerating the cells along such a curve implies
that cells with close indices will typically be close geometrically. This approach has been a standard for
many years now.
We chose the first child rule for distributing lower levels in order to achieve a similar goal for grid transfer
operations. If most children are on the same processor as their parents, the amount of communicated data
is also much lower than the total amount of data processed. In Figure 5, we show that the number of “ghost
children” is indeed very small compared to the total number of children. And while these numbers are rising
with the number of processors, in the worst case observed less than 1% of the cells require communication.
Additionally, the total communication volume seems to grow slower than the number of processors involved
in the communication. Thus, while grid transfer and matrix-vector products are global operations, the
communication overhead with our proposed strategy is low.
4. Performance Results
The algorithm described here has been implemented in the deal.II finite element library [10, 4]. The
partitioning of the adaptively refined meshes uses p4est [23]. The implementation with sparse matrices
uses Trilinos EPetra [30], while the matrix-free implementation is based on data distribution algorithms
built into deal.II. The source code and parameters of the examples in this manuscript are available at
https://github.com/tjhei/paper-parallel-gmg-data.
4.1. Scaling on SuperMUC. As a first experiment, we consider the constant-coefficient Laplacian on a
cube, discretized with Q2 elements, and compare the runtime on a uniform mesh against an adaptively
refined case with the annulus refinement. The adaptive mesh is set up such that the number of cells matches
with the number of cells in the uniform case within 2%. The computations are run on phase 1 of SuperMUC,
providing nodes with 2× 8 cores of Intel Xeon E5-2680 (Sandy Bridge), connected via an Infiniband FDR10
fabric. For pre- and post-smoothing, a Chebyshev iteration of the Jacobi method with Chebyshev degree
five, i.e., five matrix-vector products, is selected [1]. The parameters of the Chebyshev polynomial are set to
damp contributions in the eigenvalue range [0.08λ¯max,`, 1.2λ¯max,`] on each level ` > 0. The estimate λ¯max,` of
the largest eigenvalue of the matrix A` is computed by a conjugate gradient iteration with 10 iterations from
an initial vector of zero mean constructed as (−5.5,−4.5, . . . , 4.5, 5.5,−5.5,−4.5, . . .)T . As a coarse solver,
the Chebyshev iteration is selected with a degree chosen such that a priori error estimate of the Chebyshev
iteration ensures a residual reduction by 103, now for the full eigenvalue range of the coarse level matrix
determined by a conjugate gradient solution to a relative tolerance in the unpreconditioned residual of 10−3.
In order to reveal possible communication bottlenecks, we choose a fast node-level implementation by
matrix-free evaluation of the matrix-vector products both for level matrices A` and level transfer [37]. The
implementation exploits SIMD vectorization over several cells [35] using four-wide registers on the given
Intel Xeon processors. To further enhance performance, we run the multigrid V-cycle in single-precision as
suggested in [27]. When combined with a correction in double precision after each V-cycle, e.g. within an
outer conjugate gradient solver, the reduced precision (which is of high-frequency character and thus easily
damped in subsequent cycles) typically does not alter the multigrid convergence [36].
Figures 6 and 7 list the strong and weak scaling for the runtime of one multigrid V-cycle run as a precon-
ditioner, including all aforementioned communication steps as well as the conversion from double to single
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Figure 5. Communication ratio (communicated number of children over total number) in
level transfer
precision and vice versa. The presented numbers are consistent over several runs (with standard deviations
of at most 2% of the runtime). Each plot contains runtimes for the uniform and adaptive refinement and
the optimal O(N) scaling (black dashed line) coinciding with the first data point of the uniform refinement
graph. The red dashed line shows the model prediction of the new “optimal scaling” of the adaptively refined
mesh computed as 1/E multiplied by the ideal scaling of the uniform computation for the same processor
counts. Given the results in Figure 4, the 2D annulus refinement suggests an efficiency gap of a factor close
to 3 in two dimensions. Figure 7(a) confirms this behavior, confirming that the model assumption is realistic:
the uniform refinement is predicted to be 100% efficient and the adaptive refinement is 31% efficient, so we
predict a gap of 3.2× in runtime.
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Figure 6. Strong scaling for timing of a matrix-free V-cycle in 2D and 3D for small (left)
and large (right) problem size of the annulus refinement.
The strong scaling limit of the adaptive implementation follows the one of the uniform case, highlighting
the efficiency in the communication setup. In three dimensions with 16.9 million cells, scaling of the uniform
mesh case starts to flatten for 8,192 MPI ranks, corresponding to 2048 cells or approximately 54,000 unknowns
(DoFs) per MPI rank. For this data point, the absolute runtime for the V-cycle is 0.01 seconds. Given the
fact that 11 matrix-vector products are performed per level (8 in the smoother, one for the residual, two
for the transfer) for a total of 8 levels, this data point corresponds to approximately 1.1 · 10−4 seconds per
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Figure 7. Weak scaling for timing of a matrix-free V-cycle in 2D and 3D for the annulus refinement.
matrix-vector product, which is an expected scaling limit of nearest neighbor communication for up to 26
neighbors combined with some local computation on the given architecture. The adaptive case scales at least
as well as the uniform one even beyond 8k cores, and also for the other experiments. Partly, this is due to
an overlap of different levels e.g. when some processors do not own any part of a fine level, they can start
working on coarser levels as long as the local communication data arrives. Furthermore, the imbalance also
leads to more cells on the processors for a given level in relative terms approximately proportional to the
inverse efficiency factor 1/E.
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Figure 8. Displacement magnitude (left) and distribution of domain over 28 processor
cores (right) of three-dimensional elasticity example.
4.2. Linear elasticity with discontinuous Galerkin discretization. As a second experiment, we con-
sider the equations of linear elasticity (3) on a mesh constructed from three cylinders with the Lame´ pa-
rameters λ = µ = 1 according to the setup in Fig. 8. The solid is loaded by surface forces on the upper
bases of the top two cylinders. It is fixed at the base of the lower cylinder and traction-free on the sides the
cylinders. In order to represent the geometry with a high-quality mesh, we use 2808 hexahedral cells with
one global and a series of up to three adaptive refinements based on a residual-based error estimator. Fig. 8
shows how the error estimator chooses to refine around the sharp corners with lower solution regularity. The
outer layer of cells is represented by a curved cylindrical manifold aligned with the respective cylinder sides.
To smoothly relax the curved surface description into a straight-sided one towards the center of the cylinder,
we apply a transfinite interpolation [26] over approximately half the cylinder radius. For approximation, we
use vector-valued discontinuous Q2 elements of tensor degree 2 and the symmetric interior penalty method
with penalty factor 2.0 weighted by the minimum vertex difference in face-normal direction and the factor
2 · 3 = 6 to account for the inverse estimate on quadratic shape functions.
We solve the elasticity example with a point-Jacobi smoother with four pre- and postsmoothing sweeps
and relaxation parameter 0.5 on all levels, using a matrix-based implementation based on Trilinos Epetra
linear algebra. On the coarse level, there are 227K (= 2808 × 81) unknowns and 123M nonzero entries
in the matrix. We compare two different strategies for solving this coarse linear system. The first setup
uses a direct solver based on the SuperLUDist package, whereas the second uses an iterative conjugate
gradient solver preconditioned by the Trilinos AMG preconditioner ML. The coarse grid CG solver is run
to a relative tolerance of 10−2, compared against the initial unpreconditioned residual. The AMG solver is
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Table 1. Number of outer conjugate gradient iterations and runtimes for solving the elas-
ticity example on a 28-core setup for two strategies on the coarse mesh.
coarse direct solver coarse CG/AMG iteration
time time / DoF coarse solve time time / DoF
levels DoFs CG its [s] [µs / DoF] CG its CG its [s] [µs / DoF]
2 1,819,584 39 71.64 39.4 40 225.1 1077 592
3 2,456,325 40 99.98 40.7 40 229.1 1259 513
4 4,916,538 40 189.8 38.6 40 140.7 1161 236
5 11,684,817 40 407.0 34.8 40 164.6 1977 169
given the near-null space of elasticity, i.e., three translational and three rotational modes, uses two sweeps
of an incomplete LU factorization (no fill-in, no overlap in parallel) for pre- and post-smoothing, and is
employed with standard settings for elliptic problems otherwise.
The systems are then solved by a conjugate gradient solver on the leaf mesh preconditioned by the
proposed geometric multigrid scheme to a relative tolerance of 10−6, measured in the unpreconditioned
residual norm. Table 1 displays the number of iterations and runtimes on 28 cores for the two options. The
results demonstrate that the multigrid preconditioner yields mesh-independent iteration counts also for the
elasticity problem and a more complex geometry. In particular, the run time per unknown is constant or
even slightly decreases as the grid is refined, showing that all components in the multigrid algorithm show
optimal weak scaling as the problem size is increased. However, the iterative coarse-grid solver produces
solver runtimes which are considerably worse than the direct solver SuperLUDist. The high cost of the
iterative solver is due to the large number of iterations. For the example of 11.7 million unknowns, the
coarse solver takes 164.6 iterations for each outer CG iteration on average (or 6584 when accumulating over
all iterations). This high iteration count is due to the higher-order discontinuous nature of the solution space
and could be overcome, e.g., by p-multigrid techniques [29].
5. Conclusions
In this article, we described the implementation of a parallel, adaptive multigrid framework within the
multi-purpose finite element library deal.II. The framework allows for conforming as well as discontinuous
finite elements on locally refined meshes. We have shown scaling results involving up to 65,536 cores with
very good weak scaling and strong scaling as long as the local problem size is large enough. The distribution
of mesh hierarchies is optimized for communication reduction, such that the framework is expected to
scale well after node-level optimizations through vectorization and algorithms with higher computational
intensity. We exemplified the efficiency by evaluating the parallel scaling using a matrix-free implementation
with optimized node-level performance. We presented a model for the efficiency of the partitioning of the
hierarchy and compared its prediction to actual runtimes. Computational experiments include an elastic
structure with a nontrivial coarse mesh. The presented ingredients are flexible in terms of finite element
spaces, matrix-based or matrix-free implementations, and smoothers.
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