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Introduction
We show that three (apparently different) basic theorems about the measurable dynamics of a fixed aperiodic invertible measure preserving transformation (an automorphism) τ of a Lebesgue space (X, A, µ) are simple corollaries of each other. In this sense, the theorems are equivalent. Two theorems assert the existence of a partition of X with special properties under the action of τ , and the third theorem states that the conjugates of τ form a dense class in the space of automorphisms in a certain topology on the automorphisms:
• MRT: The Multiple Rokhlin Tower theorem for τ provides a simple condition for the existence of a partition of the space X into denumerably many columns for τ , with prescribed measures. MRT is a generalization of one of the basic constructions in ergodic theory, Rokhlin's Lemma (see for example Kornfeld's survey [18] ).
• CMC: The Coding theorem shows that given any mixing Markov chain P, there is a partition of the space X so that τ moves the partition elements according to the transitions prescribed by the Markov chain P. CMC is a reformulation and strengthening of a coding question of Kieffer [17] which asks if a stationary stochastic process can be coded to have prescribed marginal distributions.
• ACT: The Approximate Conjugacy Theorem for τ states that given any totally ergodic automorphism, then there is some conjugate of τ that agrees pointwise with the totally ergodic automorphism, except possibly on some previously prescribed set of small measure. ACT generalizes Halmos's Conjugacy Lemma [13] . In Theorem 3.1 we give a short proof that CMC implies MRT. Combining this new result with the known implications MRT ⇒ ACT ⇒ CMC (these implications are in Appendix A of our book [5] , which also contains detailed references to our papers where these results were originally proved), immediately proves Corollary 3.2, the equivalence of the three theorems. To make this paper self-contained, we provide another proof of the equivalence of the three theorems, Corollary 3.2, by giving proofs of the following chain of implications: MRT ⇒ CMC ⇒ ACT ⇒ MRT. The proofs of the last two implications have not been previously published; a proof of the implication MRT ⇒ CMC follows from the chain of implications in Appendix A of our book Typical dynamics of volume preserving homeomorphisms [5] . Appendix A of our book also includes a complete proof of MRT, the variation on Rokhlin's Lemma.
In the next section we give complete statements of each of the three basic theorems on the dynamics of an aperiodic automorphism. Recent applications of each of these theorems in different contexts follow each statement. The equivalence of these apparently different theorems should be of interest to dynamicists and probabilists.
Three theorems, many uses, a little history
Suppose (X, A, µ) is a (nonatomic) Lebesgue probability space and τ an invertible measure preserving transformation of (X, A, µ) onto itself (we say τ is an automorphism of X) which is aperiodic (the periodic points for τ form a µ-null set). Although all theorems are stated for aperiodic automorphisms, there is no loss of generality if the reader assumes that τ is ergodic (an aperiodic automorphism always has a decomposition into ergodic components) and that the measure space is the unit interval with length measure (since every Lebesgue space is conjugate by a measure preserving isomorphism to the unit interval with length measure). Furthermore, all statements about sets and automorphisms are true if they hold except possibly on a set of measure zero.
2.1. MultiTowers. Alpern proved a generalization of Rokhlin's Lemma that we call the Multiple Rokhlin Tower theorem and refer to as MRT. A proof of this theorem is in our book [5] .
Theorem 2.1 (MRT).
Let τ be an aperiodic µ-preserving automorphism of a Lebesgue probability space (X, A, µ) onto itself. Let π = (π 1 , π 2 , . . .) be a probability distribution such that {k : π k > 0} is a relatively prime set of positive integers (we call such a distribution π, an aperiodic distribution). Then there is a partition P = {P k,i : k = 1, 2, . . . ; i = 1, 2, . . . , k} of X so that for each integer k = 1, 2, . . .,
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
MULTITOWERS, CONJUGACIES AND CODES

4375
The Rokhlin Lemma asserts that for τ as above, n any positive integer and any positive number less than 1, there is a subset R ∈ A, so that R and the first n − 1 iterates of R are disjoint and µ( n−1 i=0 τ i (R)) = 1 − . The Multiple Rokhlin Tower theorem when applied to the probability vector π with π 1 = and π n = 1− yields a set P n,1 , which has the property of the Rokhlin set R in Rokhlin's Lemma. We note that the Multiple Rokhlin Tower theorem states more generally (than the Rokhlin Lemma) that an aperiodic automorphism has a representation by (denumerably many) columns (
) of given heights (k) and given measures (π k ) as long as the heights are relatively prime (i.e., π is an aperiodic distribution). Furthermore, the MRT asserts the existence of a set P = k P k,1 with relative distribution of first return times to P given by π. Note that if π is not aperiodic and d > 1 is a common multiple of all k's for which π k > 0, then for any set P whose relative distribution of return times to P is given by π and for any m which is not a multiple of d, we would have µ(P ∩τ m (P )) = 0. Such a set P cannot exist for every aperiodic automorphism τ (for example if τ is mixing).
MRT is a discrete analog of D. Rudolph's flow theorem [23] that every ergodic aperiodic flow on X has a representation as a flow built under a function f taking only two values p and q, as long as p/q is irrational; furthermore, Krengel showed that one can choose the representation to achieve the distribution µ{f = p} = ρµ{f = q} for any 0 < ρ < ∞. In other words, the flow on X has a Poincaré cross section X 0 with first return times exactly p and q of the prescribed distribution.
For finite dimensional aperiodic distributions π, Grillenberger and Krengel [11] previously considered a deep generalization of Theorem 2.1 where they seek a finite dimensional MultiTower partition of X that also generates the sigma algebra. Extensions of MRT to automorphisms of an infinite measure space are in [3] and [9] . Versions of the MRT for an aperiodic nonsingular automorphism τ of a Lebesgue space are in [4] . Prikhod ko proved an extension of Theorem 2.1 for Z d -actions [22] . Recently using methods different from Prikhod ko, A. Sahin also proved a Z d -analog of MRT [25] .
MRT is a basic result in studying measure preserving homeomorphisms of manifolds. Alpern and Prasad use MRT to prove that any measure theoretic property that is generic for automorphisms of a Lebesgue measure space is also a generic property for measure preserving homeomorphisms of manifolds. The latter result and its extensions form one of the main topics in our book Typical dynamics of volume preserving homeomorphisms [5] . In recent work on topological (and measurable) orbit equivalence, Kornfeld and Ormes [19] use MRT to prove strong orbit equivalence theorems and generalizations of the Jewett-Krieger theorem. A nice survey of the use of MRT and associated Bratteli diagrams to obtain Vershik adic-maps in topological orbit equivalence theory is in [18] .
2.2.
Coding. The second of our three basic theorems shows that it is always possible to represent the transition probabilities of a mixing Markov Chain on a discrete state space using any aperiodic automorphism τ and some partition of the space. A mixing Markov chain on a discrete space is one for which the transition probability matrix P gives rise to a positive recurrent, irreducible and aperiodic Markov chain on some subset of the natural numbers N; for us, a code on X is a measurable partition of X, indexed by the state space of the Markov Chain. We refer to this property of any antiperiodic automorphism τ to Code Markov Chains as CMC.
Theorem 2.2 (CMC). Let τ be an aperiodic µ-preserving automorphism of a Lebesgue probability space
is the transition probability matrix for a positive recurrent, aperiodic, irreducible Markov chain with denumerable state space N, the set of nonnegative integers. Let r = (r(i) : i ∈ N) be the unique positive invariant distribution (i.e., rP = r, so
This result extends to denumerable state spaces, J. Kieffer's finite state space result [17] where he considered the question of coding a stationary stochastic process, to one with prescribed marginal distributions on a finite state space. After reformulation, Kieffer notes that Theorem 2.2 for finite state space Markov Chains and ergodic τ follows from the deep result of Grillenberger and Krengel (mentioned in section 2.1) [11] . Cohen [8] considers the following finite dimensional variant of Theorem 2.2, the so-called rotational representations of P: Given an n × n stochastic matrix (p(i, j) : 1 ≤ i, j ≤ n), find a circle rotation τ and a circle partition P consisting of intervals satisfying (2.1). See also the work of Alpern [2] , Haigh [12] , Kalpazidou [15] , Kalpazidou-Tzouvaras [14] and Alpern-Prasad [6] for related developments on rotational representations of stochastic matrices and cycle decompositions of Markov chains.
For d-dimensional actions, Pivato [21] has an analog of CMC.
Conjugacy.
If τ and σ are automorphisms of (X, A, µ) and (Y, B, ν) respectively, then they are conjugate if there is an invertible measure preserving bijection
A fundamental problem in ergodic theory is to determine when two automorphisms are conjugate. The Approximate Conjugacy Theorem, referred to as ACT, addresses the question of whether it's possible to find some conjugate of τ which agrees with σ on most of the space Y when σ is a totally ergodic automorphism (an automorphism is totally ergodic if all of its periodic sets are trivial, i.e. of full or zero measure).
Theorem 2.3 (ACT).
Let τ be an aperiodic µ-preserving automorphism of a Lebesgue probability space (X, A, µ) onto itself and let σ be a totally ergodic automorphism of a Lebesgue probability space (Y, B, ν) . Then for any F ∈ B with ν(F ) < 1, there is a conjugate of τ which agrees with σ on F ; i.e., there is an invertible measure preserving bijection
Halmos's Conjugacy Lemma asserts that the conjugates C(τ ) of an aperiodic automorphism are dense in the totally ergodic automorphisms (actually dense in all of the automorphisms) of (X, A, µ) if the distance between two automorphisms of X, τ and σ, is given by µ{x ∈ X : τ (x) = σ(x)}. Halmos used his Conjugacy Lemma to prove that weak mixing automorphisms are generic in the space of automorphisms with the weak topology; see [13] . Related to this, 25 years later, Katok and Stepin proved [16] that weak mixing volume preserving homeomorphisms are uniform topology generic in the volume preserving homeomorphisms of X (when X is a compact connected manifold of dimension 2 or higher).
Note however that ACT says more than Halmos's Conjugacy Lemma: namely, that we can specify in advance the set F , where the conjugate of τ agrees with σ (as long as F does not have full measure). This strengthening implies that the conjugates C(τ ) of an aperiodic automorphism are dense in the automorphisms of a compact connected manifold X with the uniform convergence topology [5] . We use the ACT to show that weak topology generic properties for automorphisms are uniform topology generic properties for measure preserving homeomorphisms [5] .
The previous paragraph illustrates that in approximation problems in ergodic theory, we can use the denseness of C(τ ) to show that if a particular aperiodic automorphism τ has a certain measure theoretic property in the space of automorphisms, then there is a dense class of automorphisms possessing the same property, namely its conjugacy class C(τ ), in the group of all automorphisms with the weak topology. For infinite measure spaces, a version of ACT is in [7] ; see also [5] . In their memoir [1] , Akin et al. define a metric space X to have the Rokhlin property if there is some homeomorphism of X whose conjugates (by other homeomorphisms) are dense in the space of homeomorphisms. They show that the Cantor set has the Rokhlin property.
Note that in ACT, the set F is a free variable (as long as it does not have full measure). In this context, ACT is similar to Lehrer and Weiss's -free Rokhlin Lemma [20] , where they show that the complement of the tower of height n in Rokhlin's Lemma can be chosen to be a subset of any previously prescribed measurable set. It is worth noting that for Z 2 -actions, an -free version of the Rokhlin Lemma does not hold; see Ryzhikov [24] .
We alert the reader to our use of the adjective aperiodic in these three different senses:
(1) An aperiodic automorphism τ has the property that the τ -periodic points have zero measure. (2) An aperiodic (probability) distribution π = (π 1 , π 2 , . . .) on the positive integers satisfies gcd{k : π k > 0} = 1. (3) An aperiodic Markov Chain P = (p(i, j) : i, j ∈ N) on the positive integers satisfies gcd{n ∈ N : there is some state which has period n} = 1.
Three theorems, four proofs, one result
In this section we prove the equivalence of the three theorems in the previous section. We do not provide proofs of any of the three theorems; rather we refer the interested reader to our book Typical dynamics of volume preserving homeomorphisms [5] for a complete proof of MRT. We also suggest [10] for a simple proof of the special case of the MRT for finitely many columns. The equivalence of MRT, CMC and ACT follows immediately from Theorem 3.1 and theorems from [5] . However, to make this presentation self-contained, we also present a different chain of three implications to prove their equivalence.
CMC ⇒ MRT. Theorem CMC implies MRT.
Proof. Let π = (π 1 , π 2 , . . .) be an aperiodic distribution. We seek a MultiTower P for τ , with distribution π. Consider the following MultiTower Markov Chain (MTMC) with state space T , the levels of the MultiTower being T = {(k, i) : k is a positive integer with π k > 0 and for these k, i = 1, 2, . . . , k} .
On T , we put an initial probability distribution r = {r ((k, i) 
The legal transitions of the MultiTower Markov Chain on T are given by: (k, i) → (k , i ) in T , if k = k and i = i + 1, or i = k and i = 1. The nonzero transition probabilities P are given by the following:
.
The transition probabilities on T with the stationary invariant probability r define a "mixing" Markov chain on T (i.e., an aperiodic, positive recurrent, irreducible Markov chain). The partition R = {R (k,i) : (k, i) ∈ T } for τ , modeling the MTMC, given by the CMC Theorem is the MultiTower partition for τ having the aperiodic distribution π that we seek; i.e., P = {P k,i :
The implication MRT ⇒ ACT and the implication ACT ⇒ CMC are from the original papers of Alpern (1981) and Alpern-Prasad (1989) , or see [5] . Thus, the three theorems on multitowers, conjugacies and codes are equivalent and our main result follows. 
MRT ⇒ CMC.
In order to make this presentation self-contained, we provide another proof of the previous corollary, by giving proofs of the following three implications:
• Theorem 3.3: MRT ⇒ CMC, • Theorem 3.4: CMC ⇒ ACT, • Theorem 3.5: ACT ⇒ MRT. Theorem 3.3, MRT ⇒ CMC, appeared in our 1989 paper (see [5] , where the latter implication follows from the chain MRT ⇒ ACT, and ACT ⇒ CMC) and for the reader's convenience we include it here. The proofs of Theorems 3.4 and 3.5 have not been previously published.
Theorem 3.3. MRT implies CMC.
Proof. Let P be a mixing Markov Chain, which we wish to represent by τ and some partition R of the space. Consider the distribution π = (π 1 , π 2 , . . .) , where π k is the probability that the Markov Chain starting at state 0 first returns to 0 in exactly k steps. Then the aperiodicity of the Markov Chain implies that the distribution π is aperiodic (i.e., gcd{k : π k > 0} = 1) so that MRT can be applied to π and τ . Let P = {P k,i : k = 1, 2, . . . ; i = 1, 2, . . . , k} be a MultiTower partition of X for τ with distribution π (the distribution of columns is given by µ( = i 0 , i 1 , . . . , i k = 0] at 0, and let α be the probability of w. Find a subset F w of the base of the kth column (P k,1 ) which occupies proportion α of P k,1 . Choose the different F w 's (for each distinct loop w for the Markov Chain) to be disjoint from each other and so that they partition the base of the MultiTower. Attach the labels i 1 , i 2 , . . . , i k−1 respectively to τ i (F w ) for i = 1, . . . , k − 1. When we do this for each distinct loop w = [0 = i 0 , i 1 , . . . , i k = 0] at 0, almost every point in X will have a single label. Let R i be the set of all points with the label i. The partition R = {R i : i ∈ N} is the required partition which, together with τ , represents the Markov Chain. (Y, B, ν) be a totally ergodic automorphism of the Lebesgue probability space (Y, B, ν) and let F ∈ B be any set with ν(F ) < 1. We associate a MultiTower Markov Chain to σ and F , an MTMC which captures the "F -orbit structure" of σ.
Proof. Let σ : (Y, B, ν) →
Since σ is ergodic and F does not have full measure, the σ-orbit of every point y ∈ F eventually leaves F . For each integer k = 2, 3, . . ., set P k,1 ⊂ F \ σ(F ) to be the set of points in F \ σ(F ) whose σ-orbit first leaves F on the (k − 1)th iterate. Setting P k,i = σ i−1 (P k,1 ) for i = 1, 2, . . . , k, we note that
The partition P provides the necessary data to construct our MTMC associated to σ and F . The MTMC {X n : n = 1, 2, . . .} has as state space the MultiTower space T ,
with an initial probability distribution X 1 given by
The nonzero transition probabilities from a state (k, i) ∈ T are given by, for n = 1, 2, . . .,
and when i = k,
First note that the MTMC is aperiodic. If ν(P 1,1 ) > 0, then the set of positive integers which are periods for some state for the Markov chain contains 1 since the state (1, 1) has period 1. Otherwise, X = F ∪ σ(F ) = 
is a nontrivial d-periodic set for σ, contradicting the fact that σ is totally ergodic and thus has only periodic sets of full measure. Thus the Markov Chain must be aperiodic. Clearly, the Markov Chain is irreducible (all states communicate) and the chain is thus mixing Markov; apply CMC to represent the MTMC on T by τ and a T -indexed partition on X. Let R = {R (k,i) : (k, i) ∈ T } be a partition of X which represents the MultiTower Markov Chain. Note that for each k ≥ 2 and ,1) ) for each k, there is a measure preserving bijection ψ :
Note that since σ and ψ −1 τ ψ agree on k=2
(the set where they differ is a subset of the "top" level of each column:
3.4. ACT ⇒ MRT. We complete the chain of implications with the following theorem.
Theorem 3.5. ACT implies MRT.
Proof. Let π = (π 1 , π 2 , . . .) be an aperiodic probability distribution for the sought after MultiTower for τ ; w.l.o.g., we may assume that π 1 < 1, otherwise MRT follows trivially. First we construct a probability space (Y, B, ν) and a mixing automorphism σ of Y which has a MultiTower partition R for σ, with distribution π. Applying ACT to σ on an appropriate subset F ⊂ Y will allow us to use the conjugacy to copy the partition R to X. This copy of R will be τ 's MultiTower partition P of X, with aperiodic distribution π.
In words, (Y, B, ν, σ) is the shift representation of the MultiTower Markov Chain corresponding to π (as in the proof of Theorem 3.1), R is the time zero partition of Y and F is all floors of the MultiTower which are not the top of any column. We explain these terms.
Denote the levels of the MultiTower for π by
(1) when i < k, then k = k and i = i + 1, or (2) when i = k, then k can be any positive integer with π k > 0 and i = 1. Let Y be the subset of the two-sided sequence space T ∞ consisting of all π-allowable sequences of levels of the π-MultiTower; that is
for each n ∈ Z the transition y n to y n+1 is π-allowable}. We define the transition probabilities p ((k, i), (k , i )) corresponding to the π-allowable transitions by:
(1) When i < k, then for k = k and i = i + 1, we define p ((k, i), (k, i + 1)) = 1.
(2) When i = k, then for each k ,
On the product sigma algebra B, consider the shift-invariant measure ν defined on cylinders as follows.
• Set ν on R by ν(R (k,i) ) = π k k .
• For the basic "time zero cylinder" in B, define ν({y ∈ Y : y 0 = t 0 , y 1 = t 1 , . . . , y n = t n ; t j ∈ T }) by
• Extend ν to all cylinder sets so that it is a shift-invariant measure:
ν({y ∈ Y : y k = t 0 , y k+1 = t 1 , . . . , y k+n = t n ; t j ∈ T }) = ν({y ∈ Y : y 0 = t 0 , y 1 = t 1 , . . . , y n = t n ; t j ∈ T }).
With this measure, the quadruple (Y, B, ν, σ) is a mixing automorphism (the latter is straightforward, but it is a deep result of Friedman and Ornstein that σ, the shift transformation representing a mixing Markov Chain on T , is actually a Bernoulli automorphism on Y ). The partition R is a MultiTower for σ with distribution π. Consider the set F ⊂ Y , defined by
We note that as long as π 1 < 1, then ν(F ) < 1. Furthermore, we note that
and that Y = R (1,1) ∪ F ∪ σ(F ). We apply ACT to find a conjugate ψ : Y → X so that ψ −1 τ ψ(y) = σ(y) for all y ∈ F . Then the ψ-image of the partition R gives the following partition of X:
For each positive integer k ≥ 2 and i < k, we note that since σ and ψ −1 τ ψ agree on R (k,i) , then τ (P k,i ) = P k,i+1 .
Since the above is true for all k = 1, then P 1,1 is the column of height 1 for τ with measure π 1 . Thus P is the required MultiTower partition of X, with distribution π. This completes our proof of the corollary.
