Let α 1 , . . . , α k satisfy i α i = 1 and suppose a k-uniform hypergraph on n vertices satisfies the following property; in any partition of its vertices into k sets A 1 , . . . , A k of sizes α 1 n, . . . , α k n, the number of edges intersecting A 1 , . . . , A k is the number one would expect to find in a random k-uniform hypergraph. Can we then infer that H is quasi-random? We show that the answer is While hypergraphs satisfying the property corresponding to α 1 = · · · = α k = 1/k are not necessarily quasi-random, we manage to find a characterization of the hypergraphs satisfying this property. Somewhat surprisingly, it turns out that (essentially) there is a unique non quasi-random hypergraph satisfying this property. The proofs combine probabilistic and algebraic arguments with results from the theory of association schemes.
Introduction
We study quasi-random hypergraphs (and graphs), that is, hypergraphs which have the properties one would expect to find in "truly" random hypergraphs. We focus on k-uniform hypergraphs H = (V, E) in which every edge contains precisely k distinct vertices of V . Quasi-random graphs were first explicitly studied by Thomason [38, 39] and then followed by Chung, Graham, and Wilson [10] . Quasi-random properties were also studied in various other contexts such as set systems [6] , tournaments [7] , and hypergraphs [8] . There are also some very recent results on quasi-random groups [16] and generalized quasi-random graphs [25] . We briefly mention that the study of quasi-random structures lies at the core of the recent proofs of Szemerédi's Theorem [35] that were recently obtained independently by Gowers [17, 18] and by Nagle, Rödl, Schacht and Skokan [27, 29] and then also by Tao [37] and Ishigami [21] . For more mathematical background on quasi-randomness the reader is referred to the recent papers of Gowers [16, 17, 18] . Quasi-random graphs are also related to theoretical computer-science via the algorithmic version of the regularity lemma and the notion of expanders. For more details on quasi-random graphs we refer the reader to the survey of Krivelevich and Sudakov [24] .
We start with discussing quasi-random graphs. One of the most natural questions that arise when studying quasi-random objects, is which properties "force" an object to behave like a trulyrandom one. The cornerstone result of this type is the theorem of quasi-random graphs due to Chung, Graham and Wilson [10] . We start with some notation. For a subset of vertices U in a graph G we denote by e(U ) the number of edges spanned by U in G. For a pair of sets U, U ′ we denote by e(U, U ′ ) the number of edges with one vertex in U and the other in U ′ . Note that in a random graph G(n, p) we expect every U ⊆ V to satisfy 1 2 p|U | 2 − o(n 2 ) ≤ e(U ) ≤ 1 2 p|U | 2 + o(n 2 ), where here and throughout the paper an o(1) term denotes (as usual) any quantity that approaches 0 as n goes to infinity. To further simplify the notation, we will write a = x ± y to denote the fact that x − y ≤ a ≤ x + y. So the above fact can be written as e(U ) = 1 2 p|U | 2 ± o(n 2 ). The following is (part of) the main result of [10] :
Theorem 1 (Chung-Graham-Wilson [10] ) Fix any 0 < p < 1. For any n-vertex graph G the following properties are equivalent:
• P 1 : For any subset of vertices U ⊆ V (G) we have e(U ) = 1 2 p|U | 2 ± o(n 2 ).
• P 2 (α): For any subset of vertices U ⊆ V (G) of size αn we have e(U ) = 1 2 p|U | 2 ± o(n 2 ).
• P 3 : e(G) = 1 2 pn 2 ± o(n 2 ) and G has 1 8 p 4 n 4 ± o(n 4 ) cycles of length 4.
As we have mentioned before, we use the o(1) term to denote an arbitrary function tending to 0 with n. Hence, the meaning of the fact that, for example, P 2 (1/2) implies P 1 is that for any f (n) = o(1) there is a g(n) = o(1) such that if G has the property that all U ⊆ V (G) of size n/2 satisfy e(U ) = 1 2 p|U | 2 ± g(n)n 2 , then e(U ) = 1 2 p|U | 2 ± f (n)n 2 for all U ⊆ V (G). Equivalently, this means for any δ > 0 there is an ǫ = ǫ(δ) and n 0 = n 0 (δ) such that if G is a graph on n ≥ n 0 vertices and it has the property that all U ⊆ V (G) of size n/2 satisfy e(U ) = 1 2 p|U | 2 ± ǫn 2 , then e(U ) = 1 2 p|U | 2 ± δn 2 for all U ⊆ V (G). This will also be the meaning of other implications between other graph properties later on in the paper.
Note, that each of the items in Theorem 1 is a property we would expect G(n, p) to satisfy with high probability. We will thus say that G is p-quasi-random if it satisfies property P 1 , that is if for some small δ all U ⊆ V (G) satisfy e(U ) = 1 2 p|U | 2 ± δn 2 . If one wishes to be more formal then one can in fact say that such a graph is (p, δ)-quasi-random. We will sometimes omit the p and just say that a graph is quasi-random. In the rest of the paper the meaning of a statement "If G satisfies P 2 then G is quasi-random" is that P 2 implies P 1 in the sense of Theorem 1 discussed in the previous paragraph. We will also say that a graph property P is quasi-random if any graph that satisfies P must be quasi-random. So the meaning of the statement "P 2 is quasi-random" is that P 2 implies P 1 . Therefore, all the properties in Theorem 1 are quasi-random.
As in Theorem 1, for the rest of the paper we fix p to be the density of the "supposed" quasirandom graph. Therefore all properties we will define from now on will refer to what one can expect to find in G(n, p).
Our main focus in this paper is on the quasi-randomness of graph (and hypergraph) properties that involve the number of edges in certain cuts in a graph (hypergraph). These properties were first studied by Chung and Graham [6, 9] . We start by defining the types of properties studied in [6, 9] . Definition 1.1 Fix an 0 < a < 1. A graph satisfies property P a if for any U ⊆ V (G) of size |U | = an we have e(U, V \ U ) = pa(1 − a)n 2 + o(n 2 ).
The main result of [9, 6 ] was a precise characterization of the cut properties P a which are quasirandom. The somewhat surprising characterization is the following:
Theorem 2 (Chung-Graham [6, 9] ) P a is quasi-random if and only if a = 1/2.
To see that P 1/2 is not quasi-random, Chung and Graham [6] observed that the graph obtained by taking a random graph G(n/2, 2p) on n/2 of the vertices, an independent set on the other n/2 vertices and then connecting these two graphs with a random bipartite graph with edge probability p gives a non-quasi-random graph that satisfies P 1/2 . For later reference, we call this graph C 2 (n, p). Chung and Graham [6] then gave two proofs of the fact that when a = 1/2 property P a is quasirandom. One proof was based on a counting argument and another based on the rank of certain intersection matrices. Another proof of Theorem 2, using the machinery of graph limits, was given recently by Janson [22] .
One of the open problems raised by Chung and Graham in their paper on quasi-random hypergraphs, was if one can obtain an analog of Theorem 2 for k-uniform hypergraphs (see Section 9 in [6] ). Our first result in this paper answers this question positively by obtaining a precise characterization of the hypergraph cut properties that are quasi-random. This result is discussed in Subsection 1.1. Our second result in this paper will show that one can "describe" the graphs (and hypergraphs) that satisfy the cut properties P a which are not quasi-random. In particular, it will turn out that the example of Chung-Graham [6] (the graph C 2 (n, p) described above) showing that P 1/2 is not quasi-random is (essentially) the only graph that satisfies P a and is not quasi-random. This result is discussed in Subsection 1.2.
A characterization of the quasi-random hypergraph cut properties
We now turn to discuss our first result which extends the result of Chung and Graham, stated in Theorem 2, from graphs to hypergraphs. We will use the same notation we have used in the previous subsection for graphs. Let us first define a property of k-uniform hypergraphs which is analogous to property P 1 in Theorem 1.
So property D 1 is perhaps the most intuitive notion of what it means for a hypergraph to be quasi-random. However, it turns out that in many cases D 1 is not the "right" generalization of P 1 . For example, while P 1 implies that a graph has the correct number of copies of any fixed graph (see [10] ), property D 1 does not imply this fact. That is, for any k > 2, there are k-uniform hypergraphs satisfying D 1 that have no copy of (say) a clique of size k + 1. This is the reason D 1 is sometimes referred to as weak hypergraph quasi-randomness. There are more demanding notions of hypergraph quasi-randomness which do guarantee that a quasi-random hypergraph would satisfy all the properties analogous to those guaranteed by P 1 . This stronger notion of quasi-randomness was first defined by Frankl and Rödl [14] and was recently studied due to its relation to Szemerédi's Theorem [35] in [17, 18, 21, 27, 29, 37] . For an excellent discussion on the distinction between these notions of quasi-randomness, the reader is referred to [17] . See also [11, 23, 28] for other investigations of the notion of weak quasi-randomness in hypergraphs. We finally note that the reason why the notion of weak quasi-randomness is interesting on its own, is that many properties are equivalent to weak quasi-randomness but not to the stronger notions. In particular, the properties we will study here will only be equal to weak quasi-randomness. Furthermore, while any hypergraph has a partition which is weakly quasi-random (in the sense of Szemerédi's regularity lemma [36] ) it is not true that any hypergraph has a strong quasi-random partition. Another important feature of weak hypergraph quasi-randomness is that it can be used as a tool to prove results about quasi-random graphs, as we shall also demonstrate in this paper. So henceforth, we will say that a hypergraph is p-quasi-random (or just quasi-random) if it satisfies D 1 defined above.
We now define the hypergraph cut properties we will study in this paper.
. . , α r ) be a vector of positive reals satisfying i α i = 1. For some k ≤ r, we say that a k-uniform hypergraph on n vertices satisfies property P α if for any partition of its vertices into r-sets V 1 , . . . , V r , where
Here e(V 1 , . . . , V r ) denotes the number of edges that cross the cut (V 1 , . . . , V r ) (that is, the number of edges that intersect each V i in at most one point). Note that this is a generalization of Definition 1.1 in that we consider arbitrary k-uniform hypergraphs and in that we allow an arbitrary number of partition classes r in the cut. Chung and Graham [6] asked whether one can extend Theorem 2 by finding characterization of the properties P α which are quasi-random, that is, equivalent to D 1 . Our first result in this paper answers this question by proving the following. Given the graph C 2 (n, p) (defined after the statement of Theorem 2) which shows that P 1/2 is not quasi-random, it seems natural to try and show that when α = (1/r, . . . , 1/r) property P α is not quasi-random for k-uniform hypergraph by defining an appropriate k-partite k-uniform hypergraph. This approach does not seem to work. Instead, we define the following k-uniform hypergraph. Definition 1.4 (C k (n, p)) Let C k (n, p) be the n-vertex hypergraph constructed randomly as follows. We partition the vertex set into two sets A, B of size n/2 each. Each set of k vertices {v i 1 , . . . , v i k } is put in C k (n, p) with probability 2pj/k where j = |{v i 1 , . . . , v i k } ∩ A|.
Observe that when k = 2 the graph C k (n, p) defined above is (indeed) equivalent to the (randomly constructed) graph C 2 (n, p) we described earlier. As we will show later, this random hypergraph satisfies P α (for α = (1/r, . . . , 1/r)) with high probability but is not quasi-random, that is, does not satisfy D 1 defined above. This will establish that P α is not quasi-random. Our second result in this paper, discussed in the next subsection, shows that the hypergraphs C k (n, p) are essentially the only non quasi-random hypergraphs satisfying P α .
The structure of graphs satisfying a non quasi-random cut property
The fact that a graph property P is quasi-random means that knowing that a graph satisfies P tells us a lot about the structure of the graph. It is natural to ask if knowing that a graph satisfies a non quasi-random graph property, still tells us something about its structure 1 . For example, while we learn from Theorem 1 that a graph with the correct number of edges and the correct number of copies of C 4 (the 4-cycle) must be quasi-random, this is no longer the case if one considers the number of triangles rather then the number of copies of C 4 . Furthermore, it does not seem like one can "describe" the graphs that have the correct number of edges and the correct number of K 3 . Our second main result is that when considering the non quasi-random cut properties then one can obtain such a description.
Let's consider first the case of graphs. In this case the non-quasi-random cut property is P 1/2 which corresponds to counting the number of edges in balanced (n/2, n/2)-cuts. To describe our structure result about the graphs satisfying P 1/2 it will be more convenient to consider the following non-discrete version of P 1/2 which we denote P * 1/2 ; in this problem we are asked to assign arbitrary real weights to the edges of the complete graph on n vertices in a way that for any partition of its vertices into two sets of equal size n/2, the total weight of edges crossing the cut is p(n/2) 2 . Note that since P * 1/2 allows for non-integer weights, we require the total weight crossing the cuts to be exactly p(n/2) 2 , while in P 1/2 the requirement is only up to an error of o(n 2 ).
Considering the fractional property P * 1/2 we now ask which weight assignments satisfy P * 1/2 ? Observe that this problem can be stated as trying to solve a set of linear equations, where for every i < j we have an unknown x i,j and where for every partition of the n vertices into two sets of equal size n/2, we have a linear equation ℓ A,B which checks whether i∈A,j∈B x i,j = p(n/2) 2 . So this set has n 2 unknowns and n−1 n/2−1 equations. One solution to this set of equations is the one corresponding to the random graph G(n, p) in which all x i,j = p. Another solution corresponds to the graph C 2 (n, p) from Definition 1.4. In this case, we obtain a solution by partitioning the vertices into two sets A and B of size n/2 each, and setting x i,j = 2p if i, j ∈ A, setting x i,j = 0 if i, j ∈ B and setting x i,j = p otherwise. Note that we thus obtain n−1 n/2−1 solutions which correspond to the possible ways of picking the sets A, B. However, observe that all these solutions are isomorphic to C 2 (n, p), if we consider them as weighted complete graphs.
So we can restate our question and ask if there are any other solutions to P * 1/2 besides the above 1 + n−1 n/2−1 solutions? Since we are trying to solve a set of linear equations, then one can trivially obtain other solutions by taking affine combinations of the above solutions. That is, if one considers each of the above solutions as an n 2 dimensional vector, then any affine combination of these vectors is also a solution. Our second result in this paper states that these are the only solutions to P * 1/2 .
Theorem 4
The only solutions to P * 1/2 are the affine combinations of G(n, p) and C 2 (n, p).
So the above theorem can be restated as saying that the only graphs satisfying P 1/2 are those that can be obtained in a trivial way from the random graph G(n, p) and the counter example of Chung-Graham showing that P 1/2 is not quasi-random. As we show in Section 5, given Theorem 4 one can easily show that any graph satisfying P 1/2 can be approximated by an affine combination of G(n, p) and C 2 (n, p), thus supplying a structural characterization of the graphs satisfying P 1/2 . See Theorem 12 in Section 5.
When considering the hypergraph cut properties P α of Definition 1.3, we can of course define P * α to be their non-discrete analog. That is, we now try to assign weights to the edges of the complete k-uniform hypergraph. In Section 5 we also prove the following theorem which extends Theorem 4 to hypergraphs. In the following statement G k (n, p) denotes the random k-uniform hypergraph on n vertices.
Theorem 5 Set α = (1/r, . . . , 1/r). The only solutions to P * α are the affine combinations of G k (n, p) and C k (n, p).
Organization
The rest of the paper is organized as follows. In Section 2 we prove the first implication of Theorem 3 showing that unbalanced cuts are quasi-random. The proof has two main steps. In the first step we reprove the result of Chung and Graham [6] on cuts in graphs using a simple argument, which uses a method that was recently introduced by the authors in [30, 31, 41] for tackling problems on quasi-random graphs and hypergraphs. This method uses probabilistic and algebraic arguments to analyze the edge distribution in graphs and hypergraphs. See also [11] where this method was used to study weak quasi-random hypergraphs. We then prove Theorem 3 by reducing it to the argument we use in order to reprove Theorem 2. The other side of Theorem 3 is proved in Section 3 where we prove that the non quasi-random hypergraphs C k (n, p) defined above satisfy P α when α is a balanced cut. Theorems 4 and 5 are proved in Section 5. Both proofs rely on the computation of the rank of certain intersection matrices which we carry out in Section 4. While the proof of Theorem 4 is technically simple, the proof of Theorem 5 is much more involved and applies certain results from the theory of Association Schemes. We believe the ideas here may be applicable to the study of other properties of quasi-random graphs and hypergraphs. Finally, in Section 6 we discuss another generalization of Theorem 2 and raise a related open problem.
Unbalanced Cut Properties Are Quasi-Random
We begin this section with the first implication of Theorem 3. Actually, we prove that property D 1 implies property P α for any α (whether balanced or not).
Proof: We start with graphs. Let V 1 , . . . , V r be a partition of V (H) into r sets satisfying |V i | = α i n. Since H satisfies D 1 we have e(U ) = 1 2 p|U | 2 ± o(n 2 ) for all U ⊆ V (H). Therefore, for any pair of disjoint sets A and B of sizes αn and βn we have e(A, B) = e(A ∪ B) − e(A) − e(B)
Summing over all pairs
, as needed. As to k-uniform hypergraphs, if we take k vertex sets of sizes α 1 n, . . . , α k n then since every set of vertices U spans
The last equality follows from the observation that when expanding the expression
we get a sum of monomials of the form i∈S α
which is 0 when |S| < k and k! when |S| = k (in this case x 1 = . . . = x k = 1). We now complete the proof as in the case of graphs by summing over all collections of k subsets
We now turn to the proof of the second (and main) implication of Theorem 3. As we have mentioned earlier, we will first give a simple and short proof of the main result of Chung and Graham [6] , stated in Theorem 2, which deals with the special case of graphs. We will then prove the general case by reducing it to the case k = 2. Let us restate the result of [6] .
Proof: We will prove that if a = 1/2 then P α implies P 2 (a) and is thus p-quasi-random by Theorem 1. Clearly we may assume that a < 1/2. So fix any set A of an vertices and let
Let 0 ≤ c ≤ a and consider a (new) vertex partition V 1 , V 2 of G into sizes an, (1 − a)n that is constructed as follows: We randomly select cn vertices of A and place them in V 1 , and randomly select (a − c)n vertices of B and also place them in V 1 . The probability that an edge belonging to
. Similarly, the probability that an edge with one endpoint in A and another in B connects
, and the probability that an edge belonging to B connects V 1 to V 2 is 2
. Therefore, the expected number of edges connecting
But since we assume that e(V 1 , V 2 ) = a(1−a)pn 2 ±o(n 2 ) for every (a, 1−a)-cut in G, this expectation must equal a(1 − a)pn 2 ± o(n 2 ). Dividing by n 2 we get that for every 0 ≤ c ≤ a
Assume for a moment that (1) holds without the o(1) term. Using the values c = 0, c = a and c = a/2 we get three linear equations Ax = a(1 − a)p where A is the matrix
and we assume that a ∈ {0, 1 2 , 1} we have Det(A) = 0 and so Ax = a(1 − a)p has a unique solution. As
this is the (unique) solution. Since a solution of a system of linear equation Ax = b is continuous with respect to b, we get that when considering (1) with the o(1) term, the solution still satisfies (1), thus completing the proof.
For the second part of the proof of Theorem 3, we will need to consider a relaxed version of property D 1 , analogous to property P 2 in Theorem 1. We will need the following lemma. In [41] the second named author proves that if every ηn vertices in a graph contain the "correct" number of copies of K k one expects to find in G(n, p) then every set contains the correct number of copies of K k . Precisely the same proof gives the above lemma. Hence we refrain from reproducing the identical proof.
Theorem 7 Let α = (α 1 , . . . , α k ) be a vector of positive reals satisfying
Proof: The case k = 2 was handled in Theorem 6, so we assume that k > 2. Suppose without loss of generality that α k−1 < α k . We will prove that every set A of (1 − α k )n vertices has p k! |A| k ± o(n k ) edges, and hence the result follows by Lemma 2.2. So fix a set A of size (1 − α k )n and let B = V − A. For 0 ≤ i ≤ 2 let x i denote the density of edges with i vertices in B and k − i vertices in A. We need to show that x 0 = p ± o(1), but as in Theorem 1 it will be easier to show that all three densities are p ± o(1).
Take any 0 ≤ d ≤ α k−1 and consider a vertex partition V 1 , V 2 , . . . , V k of H into k sets of sizes α i n for 1 ≤ i ≤ k, that is constructed as follows. We randomly select α 1 n vertices of A and put them in V 1 . We then select α 2 n of the remaining vertices of A and put then in V 2 . We continue in the same manner by selecting α i n vertices of A and put them in V i for i = 1, . . . , k − 2. We then randomly select dn vertices of the remaining vertices of A to place in V k−1 , and randomly select (α k−1 − d)n vertices of B to place in V k−1 . The remaining vertices of A (there are (α k−1 − d)n such vertices) are placed in V k , and so are the remaining vertices of B (there are (α k − α k−1 + d)n such vertices). The probability that an edge in A has one point in each of the sets V 1 , . . . , V k is
Similarly, the probability that an edge with one point in B and k − 1 points in A has one vertex in each of the sets V 1 , . . . , V k is
and the probability that an edge with two points in B and k − 2 in A has one point in each of the sets V 1 , . . . , V k is
As in the proof of Theorem 1 we get that the expected number of edges crossing (V 1 , . . . , V k ) is
and by the assumed properties of H this expectation should be equal to n k
Dividing the above equation by
Let us now make a syntactic change in the variables. Define: r = α k−1 + α k , c = d/r and a = α k−1 /r. We can rewrite the last equality as:
Dividing everything by r 2 we obtain for every 0 ≤ c ≤ a < 1/2 the linear equation
This is exactly the same equations we got in the case k = 2 in (1). By the argument given in the proof of Theorem 1, we get that x 0 = p ± o (1) which is what we wanted to prove.
We now turn to extend the above result to cut properties with an arbitrary number of classes.
Theorem 8 Let α = (α 1 , . . . , α r ) be a vector of positive reals satisfying
Proof: We prove the theorem for graphs. The proof for k-uniform hypergraphs is identical. Suppose without loss of generality that α r−1 = α r and consider any set A of (α r−1 + α r )n vertices in G. Fix any partition of V \ A into r − 2 sets V 1 , . . . , V r−2 of sizes |V i | = α i n. As G satisfies P α we get that for any partition of A into two sets A 1 , A 2 of sizes α r−1 n and α r n we have
Therefore, for every partition of A into sets A 1 , A 2 of sizes α r−1 n and α r n we have
for some 0 ≤ q ≤ 1 (which is independent of the partition A 1 , A 2 ). Since we assume that α r = α r−1 we deduce using Theorem 6 that the graph induced by A is q/(α r−1 α r )-quasi-random. We claim that this means that every set of vertices in G of size (α r−1 + α r )n spans (asymptomatically) the same number of edges. Indeed, take any pair of sets A and B of size (α r−1 + α r )n and let C be a set of size (α r−1 + α r )n containing at least half of the vertices of each of the sets A and B. Since A, B and C all span quasi-random graphs and |A ∩ C| ≥ |A|/2, |C|/2 and |A ∩ B| ≥ |B|/2, |C|/2 we have
Therefore, by property P 2 of Theorem 1 we have that G is p ′ -quasi-random for some p ′ . Finally, by Lemma 2.1 we know that this means that G satisfies P α with edge density p ′ . But since we assume that G satisfies P α with edge density p, we get that p ′ = p and so G is p-quasi-random, as needed.
Balanced Cut Properties are Not Quasi-Random
We prove that for each r ≥ k ≥ 2, a hypergraph obtained by the random construction C k (n, p) satisfies P α for α = (1/r, . . . , 1/r), with high probability. Recall that this is known for r = k = 2 [6] and we now generalize this to all k and r. Our construction will assume that p ≤ 1 2 (although it is not difficult to modify the construction to accommodate the case p > 1/2).
Recall that C k (n, p) is obtained via the following random construction. We partition the vertex set into two parts A, B with |A| = |B| = n/2. For any k-subset of vertices, we randomly and independently select it to be an edge according to the following rule; if the set has j vertices in A then it will be an edge with probability 2pj/k. In particular A induces a hypergraph with expected density 2p and B induces an empty hypergraph. This clearly means that w.h.p. C k (n, p) is not quasi-random.
We now prove that C k (n, p) has the property that in every balanced r-cut, the expected density of the cut edges is p. Since the number of ways to partition the vertex set into r sets is bounded by 2 rn , while the probability that the number of edges in a given cut significantly deviates from its expectation is 2 −Θ(n k ) (via a standard Chernoff bound) we get from the union bound that with high probability the resulting hypergraph C k (n, p) satisfies P α .
Let z = (z 1 , . . . , z r ) be a vector of positive reals with
A balanced r-cut of A ∪ B with parts V 1 , . . . , V r is of type z if V i contains precisely nz i /r vertices of A for every 1 ≤ i ≤ r. We fix z and show that cuts of type z have expected density p. Since this will hold for each fixed z, this will also hold for all balanced r-cuts, as required. So consider some cut of type z. We can write a closed formula for the expected density of edges in the cut. But before that, let us see a simplified example for the case k = 2 and r = 3. In this case, the expected density is
It is straightforward to verify that the above expression is identically p, as required. Doing the same for general k and r requires, however, more care, and some notation. Let k and for J ∈ K j denote by z K,J the polynomial expression
Hence, for example, if r = 4, k = 3 and j = 2 we have
In general, the density of the edges of cuts of type z is
It is therefore our goal to prove that
When expanding (3) we obtain a polynomial in z 1 , . . . , z k . This polynomial is a sum of monomials where each monomial is of the form c J j∈J z j for some J ∈
[r] j , with |J| ≤ k, where c J is some constant. We will prove that c J = 0 for every |J| > 1. Let us first examine the case where J has k elements. First notice that s r,k,k contributes 2p to the constant c J . When expanding s r,k,k−1 we notice that j∈J z j appears, with negative sign, k times, and hence s r,k,k−1 contributes −(2p(k − 1)/k) · k = −2p(k − 1) to the constant c J . More generally, when expanding s r,k,i we notice that j∈J z j appears k i times and with sign (−1) k−i . Hence we obtain
Now let us examine a general J with |J| > 1. Set |J| = j. We first notice that s r,k,q does not contribute anything to c J whenever q > j. When expanding s r,k,j we notice that j∈J z j appears, with positive sign, precisely once. More generally, when expanding s r,k,i for 1 ≤ i ≤ j we notice that j∈J z j appears j i times and with sign (−1) j−i . Hence we obtain
It remains to consider the coefficients of the singletons z i for i = 1, . . . , r. Clearly, only the expansion of s r,k,1 contains the singleton z i , and precisely r−1 k−1 times. Hence, it follows from (2) that
thus verifying (4) and completing the proof.
The Rank of Certain Intersection Matrices
Intersection matrices have been extensively studied for many years, see e.g. [2] . The key ingredient we need for the proofs of Theorems 4 and 5 regarding the structure of graphs and hypergraphs which satisfy the balanced cut properties is Theorem 9 below. This theorem determines the exact rank of a certain intersection matrix. We start with formally defining the types of matrices we study. Theorem 9 For every k and large enough t ≥ t 0 (k), the following holds for every v:
We note that Theorem 9 can be used to give an alternative proof of Theorem 3. However, since the proof of Theorem 9 is much more complicated than the proof of Theorem 3 we decided to give the more elementary proof described in Section 2. Also, the case k = 2 and v = (t/2, t/2) was already considered by Chung and Graham [6] , who used the fact that in this case A t,2,v = t 2 in order to give one of their proofs of Theorem 2. As we show at the end of this section, one can actually prove this special case of Theorem 9 by a direct reduction to Gotllieb's Theorem [15] . Actually, the same proof will work for all k when v = (t/k, . . . , t/k), see Lemma 4.6.
The hardest (and more interesting) part of proving Theorem 9 is the case v = (t/k, . . . , t/k). It will actually be easier to obtain the fact that in this case rank(A t,k,v ) ≤ t k − t + 1 as part of our discussion in the next section, see Lemma 5.1. We are thus left with proving that when v = (t/k, . . . , t/k) we have rank(A t,k,v ) ≥ t k − t + 1. As we explain at the end of this section, the special case k = 2 is relatively easy to handle due to a certain degeneracy of this case. Indeed the proof for k ≥ 3 is much more complicated and is the main focus of this section. The proof will apply certain results from the theory of association schemes discussed below. Hence, we now turn to prove the following lemma.
Before getting to the details of the proof, we need to introduce some concepts from the theory of Association Schemes. For integers t ≥ k ≥ 2 we define a set of k + 1 symmetric binary matrices J(t, k) = {W 0 , . . . , W k } as follows. The rows and columns of each of the W i are indexed by 
where here J denotes the all-1 matrix. The set of matrices J(t, k) is also known as the Johnson Association Scheme. The matrices of the Johnson scheme, as well as the algebra formed by their linear combinations, have been extensively studied. We refer the reader to [40] for an introduction to association schemes, and the Johnson scheme in particular. For our purposes, we shall need the following explicit formulas for the eigenvalues of the matrices W i and their multiplicities. • The multiplicity of p i (j) is t j − t j−1 .
• p i (j) = Notice that, indeed, the sum of the multiplicities is t k and that p 0 (j) = 1 for all j = 0, . . . , k. Another important property that we need is that any pair of matrices of J(t, k) commute. A classical result in linear algebra (see, e.g. [20] Theorem 1.3.19) assets that if a set S of diagonalizable matrices has the property that any pair of them commutes, then there exists a matrix S which simultaneously diagonalizes each of them. Namely, SAS −1 is a diagonal matrix for any A ∈ S. Notice, that, in particular, this means that S diagonalizes any linear combination of elements of S. In particular, we state another well known property of the Johnson Scheme: We are now ready to prove Lemma 4.2. 
Since, over the reals, rank(X) = rank(X T X), it suffices to prove that rank(C) ≥ t k − t + 1. It is not difficult to see that C is a linear combination of the elements of J(t, k). Indeed, the rows and columns of C are indexed by [t] k , and for two k-sets X and Y , the value of C(X, Y ) is determined by X ∩ Y . Thus, C = k i=0 α i W i . Clearly α i simply counts the number of balanced k-cuts of [t] for which two k-sets X and Y with |X ∩ Y | = k − i are both transversals of the cut. In order to better explain the main idea and main difficulty, we first consider the case k = 3 (which will, in fact, hold for all t ≥ 12). This is the first non-trivial case of the lemma since the case k = 2 follows from an easy lemma we prove at the end of this section.
The values of α 0 , α 1 , α 2 , α 3 in the case k = 3 are easily computed to be:
The eigenvalues of the matrices of J(t, 3) and their multiplicities are computed from Lemma 4.3 and are given in Table 1 . We can now explicitly compute the eigenvalues of C which are λ(j) = k i=0 α i p i (j) for j = 0, 1, 2, 3. Clearly, λ(0) > 0 as for t ≥ 12, p i (0) > 0 for each i = 0, 1, 2, 3 (see Table 1 ). It will be slightly more convenient to compute λ(j) for j = 1, 2, 3 by normalizing the α i , setting
Hence α * 0 = (t − 3)(t − 4)(t − 5), α * 1 = (t − 4)(t − 5)(t/3 − 1), α * 2 = 2(t − 5)(t/3 − 1) 2 , α * 3 = 6(t/3 − 1) 3 . Denote the normalized eigenvalues by λ(j) * . We obtain:
It follows that λ(1) is the unique eigenvalue of C whose value is 0, and since its multiplicity is t − 1 we obtain that rank(C) = t 3 − t + 1. Note that the normalized eigenvalues of C are polynomials in t of degree bounded by a function of k (actually, as we show below this degree is at most 2k). As is evident from the above proof of the case k = 3, for large values of k, both the expressions for p i (j) in Lemma 4.3 as well as the exact expressions of α i , become very complicated. Hence it quickly 2 becomes infeasible to precisely compute the polynomials representing λ * (0), . . . , λ * (k). Instead, we will use an asymptotic approach, by which we will show that if we consider λ * (j) as a polynomial in t, then for every j = 1 the leading coefficient of this polynomial is positive. This will imply that for all large enough t, the eigenvalues λ(0), λ(2), . . . , λ(k) are positive. As the multiplicity of λ(1) is t − 1, this implies that rank(C) ≥ t k − t + 1 which is what we need to show 3 . So we fix k, and assume, wherever necessary, that t is sufficiently large. We start with computing the expressions α i . We have
To see this, recall that α i counts the number of balanced k-cuts of [t] for which two k-sets X and Y with |X ∩ Y | = k − i are both transversals of the cut. Again, it will be more convenient to normalize the α i with
2 Actually, we have found this approach to be infeasible already for k = 4.
3 Note that even if we showed that the leading coefficient of the polynomial representing λ * (1) is 0, it would not imply that λ * (1) = 0. Hence, the proof only gives a lower bound for the rank of C. This lower bound is later matched by Lemma 5.1.
Notice that α * i is a polynomial in t with degree t k . Its leading coefficient is i!/k i . Thus,
Likewise, we can express p i (j) as a polynomial in t. From Lemma 4.3 we obtain, for all i = 0, . . . , k, that
We are now ready to analyze λ(j) * = k i=0 α * i p i (j). From (6), (7), and (8) we immediately obtain that λ(j) * = O(t 2k−j ). It therefore remains to show that λ(j) * = Θ(t 2k−j ) for j = 1, that is, that the coefficient of t 2k−j does not vanish in these cases. From (6), (7), and (8), this coefficient is:
Rewriting it, we need to show that
Notice that we know that the l.h.s. is nonnegative since C is a positive semidefinite matrix, and since the l.h.s. is a positive fraction of the leading coefficient of λ(j) which is an eigenvalue of C. Thus, equivalently, we must show that for every j ∈ {0, 2, . . . , k} we have
Note that when j = 0 the above expression is equal to 1 (for all k). Observe also that the above is identically 0 when j = 1, but again, this does not mean that λ * (1) = 0. To prove (9) for other values we will use the following result proved by Eli Berger [3] . His proof involves a clever counting argument.
Lemma 4.5 For integers 2 ≤ j ≤ k:
Proof: Consider functions f from Z j to Z k . We say that f is good at i, if there exists t ∈ {0, . . . , j − 2} so that |f −1 {f (i), f (i) + 1, . . . , f (i) + t}| > t + 1. Otherwise, f is bad at i. We say that f is good if it is good at i for all i = 0, . . . , j − 1. We claim that P j (k) counts the good functions. Once we establish this claim notice that we are done since good functions exist, as any constant function is good (taking t = 0 for all i). In order to prove that P j (k) counts the good functions we proceed as follows. Let F denote all the k j functions from Z j to Z k , let F g ⊂ F denote the good functions, and let B i ⊂ F denote the functions that are bad at i. Clearly, F g = F \ ∪ j−1 i=0 B i . More generally, for as subset U ⊂ {0, . . . , j − 1} let B U denote the functions that are bad for all i ∈ U . In particular, B i = B {i} and B ∅ = F . By the inclusion-exclusion principle,
We will next prove that for
Once we prove this fact we have, by the last equation, that |F g | = P j (k), as required.
First notice that for s = 0 we trivially have |B ∅ | = |F | = k j . Now consider singletons S = {i}. We claim that for each of the k j−1 possible assignments of values to f (x) for x = i, we can assign precisely j − 1 values to f (i) so as to obtain a function f that is good at i (and hence there are k j−1 (k − j + 1) functions that are bad at i, as required). Observe that the number of options of being good at i is just a function of the multiset of j − 1 values at the j − 1 points other than i. Call a number y ∈ Z k in a multiset Y (of elements of Z k ) dense if for some t the set {y, . . . , y + t} (modulo k) has more than t + 1 elements in the multiset. For a multiset Y , there are |Y | ways to choose a number y so that y is dense in Y + {y}. Hence, in our case, there are j − 1 options for defining f (i) so as to obtain a function that is good at i.
More generally, for subsets U = {u 1 , . . . , u s } of cardinality s, we have that for each of the k j−s possible assignments of values to f (x) for locations x with x / ∈ S, we can assign j − s values to f (u 1 ) so that f will be good at u 1 , and hence k − j + s values to f (u 1 ) so that f will be bad at u 1 . Given such an assignment, there are now k − j + s − 1 possible values assigned to f (u 2 ) so that f is also bad at u 2 . Similarly, having assigned values to f (u 1 ), . . . , f (u x ) so that f is bad at u y for y = 1, . . . , x, we can assign k − j + s − x possible values to f (u x+1 ) so that f is bad also at u x+1 . Overall,
Having verified (9) the proof of Lemma 4.2 is now complete.
We end this section with the proof of the following lemma which obtains another part of the statement of Theorem 9. Recall that in order to avoid degenerate cases we assume that each coordinate of v is at least k.
As we have mentioned above the proof of the above lemma will be via a direct reduction to Gottlieb's Theorem which we now turn to discuss. For integers t > h ≥ k ≥ 2, the inclusion matrix B(t, h, k) is defined as follows: The rows of B(t, h, k) are indexed by h-element subsets of [t] , and the columns by the k-element subsets of [t] . Entry (i, j) of B(t, h, k) is 1 if the k-element set, whose index is j, is contained in the h-element set, whose index is i. Otherwise, this entry is 0. Notice that B(t, h, k) is a square matrix if and only if t = h + k, and that for t > h + k, the matrix B(t, h, k) has more rows than columns. Trivially, rank(B(t, h, k) ) ≤ t k . However, Gottlieb [15] proved that in fact Theorem 10 (Gottlieb [15] ) rank(B(t, h, k)) = t k for all t ≥ h + k.
Proof of Lemma 4.6: Since v is not constant, we may assume that v 1 > v k . Also notice that since we always assume that v k ≥ k we also have t ≥ t − v k + k. Consider the set-inclusion matrix B(t, t − v k , k). It has the same number of columns as A t,k,v . We will prove that the rows of A t,k,v span the rows of B(t, t − a k , k), and hence by Theorem 10 we shall be done.
Fix a subset T ⊂ [t] with |T | = t − v k , and let
. We now observe that u − u S ′ has +1 for any k-set that is a transversal of (S ′ , S 2 , . . . , S k ), and −1 for any k-set that is a transversal of (S ′ , S 2 , . . . , S k−1 , S 1 − S ′ ). Therefore, if we take w = S ′ ⊂S 1 u − u S ′ , where the summation is over all subsets of S 1 of size v 1 − v k , we get a vector where all the k-sets that are a transversal of (S 1 , S 2 , . . . , S k ) have value
, and all k-sets that have two vertices in S 1 and one vertex in each of S 2 , . . . , S k−1 have value − v 1 −2 v k −1 . An appropriate linear combination of u and w yields a vector which has 1 only for k-sets with two vertices in S 1 and one vertex in each of S 2 , . . . , S k−1 . In any case, k-sets containing an element of S k get 0.
Doing the same procedure for all possible choices of S 1 , S 2 , . . . , S k−1 shows that we can obtain the vector which is constant on all k-sets that have all of their elements in T . Hence, the row of B(t, t − v k , k) corresponding to T is in the space spanned by the rows of A t,k,v , as required.
We end this section with the discussion of the special case of k = 2. Observe that when v = (t/k, . . . , t/k) the matrix A t,k,v contains as a sub-matrix, the matrix A t,k,v ′ where we define v ′ = (t/k, . . . , t/k, t/k − 1). Hence we immediately get from Lemma 4.6 that rank(A t,k,v ) ≥ 
The Structure of Counter-Examples
In Sections 2 and 3 we have given a characterization of the cut-properties which force a graph to be quasi-random. In this section we will consider the non-quasi random cut properties, that is, the properties P α with α = (1/r, . . . , 1/r). Our main result in this section will be a proof of Theorems 4 and 5 which will supply a description of the hypergraphs satisfying P * α , which is the non-discrete version of P α . We will then use these results in order to derive an approximate description of all graphs satisfying P α , see Theorem 12. We will consider only the case r = k as the proof for r > k is identical. Since throughout this section we assume that α = (1/k, . . . , 1/k) we will simplify the notation by denoting P α and P * α as P and P * , respectively. Let us start by extending the definition of property P * , which was given in Subsection 1.2 for the special case of graphs, to the more general setting of hypergraphs. In this case we are trying to assign weights to the edges of the complete k-uniform hypergraph on t vertices, such that for any partition of the vertices into k sets of sizes t/k each, the total weight of edges with exactly one vertex in each part is p(t/k) k . Note that this problem can be cast in a linear algebra setting by trying to solve the following set of linear equations. We have an unknown x s for every k-set of vertices s, and a linear equation ℓ P for every partition of the vertices into k sets of equal size. If P = (P 1 , . . . , P k ) then equation ℓ P is s x s = p(t/k) k , where the sum is over all k-sets s with exactly one vertex in each of the sets P 1 , . . . , P k . A key observation is that we can write this set of linear equations as Ax = p(t/k) k then A is precisely the matrix A t,k,v defined in the previous section, where v = (t/k, . . . , t/k).
So our goal now is to show that (assuming t is large enough) the only solutions to the set of linear equations A t,x,v x = p(t/k) k is the affine subspace spanned by the vectors corresponding to C k (t, p) and G k (t, p) which were introduced in Subsection 1.1. More precisely, let u t,k,p be the t k -dimensional vector all of whose entries are p. This is the vector corresponding to the random kuniform hypergraph G k (t, p) which satisfies P * . For a partition of [t] into two sets of equal size A, B, let v t,k,p (A, B) be the following t k dimensional vector; we think of the coordinates of v t,k,p (A, B) as being indexed by subsets of [t] of size k. With this indexing we assign the entry of v t,k,p (A, B) corresponding the the set {v i 1 , . . . , v i k } the value 2pj/k where j = |{v i 1 , . . . , v i k } ∩ A|. Observe that this is exactly the vector representation of the hypergraphs C k (t, p). As we have previously mentioned, we can actually define t−1 t/2−1 such vectors, corresponding the possible ways of choosing the partition, and so we define V t,k,p to be the collection of vectors v t,k,p (A, B) over all choices of A, B.
Lemma 5.1 The affine subspace spanned by the vector u t,p,k and V t,p,k has affine dimension at least t. In particular, this implies that when v = (t/k, . . . , t/k) we have rank(A t,k,v ) ≤ Proof: Recall that t vectors w 1 , . . . , w t are affine independent if and only if the t − 1 vectors w 1 − w 2 , w 1 − w 3 , . . . , w 1 − w t are linearly independent. In our case, w 1 will represent the trivial solution (namely, the all-p vector).
So, let M be the matrix defined as follows. Its rows are all the ordered partitions of [t] into two equal parts. Its columns are all the k-tuples of [t] . For a row (A, B) and a column K, the corresponding entry is p − 2p k |B ∩ K|. We need to prove that rank(M ) ≥ t − 1. To simplify notation a bit we will divide each element of M by p. Hence, For a row (A, B) and a column K, the corresponding entry is 1 − 2 k |B ∩ K|. Let us first prove that a relatively small submatrix of M already has a rank of t − k + 1. Let U = {1, . . . , k − 1}. Consider first the sub-matrix M ′ of M consisting only of rows (A, B) where U ⊂ A, and only of columns K with U ⊂ K. Notice that there are precisely t − k + 1 such columns. Notice that if we take each element x of M ′ and replace it with (k/2)(x − 1) we obtain the inclusion matrix of singletons inside subsets of size t/2 of a t − k + 1 element set. In other words, we obtain the set-inclusion matrix B(t − k + 1, t/2, 1). Notice that B(t − k + 1, t/2, 1) and M ′ have the same rank since the sum of the of all the rows of M ′ is a non-zero constant vector, and hence the transformation x → (k/2)(x − 1) on the elements of M ′ does not change the rank. By Theorem 10, rank(B(t − k + 1, t/2, 1)) = t − k + 1. In particular, this means that there are t − k + 1 rows of M ′ that span M ′ and form a basis to its rows. Let Z denote such t − k + 1 rows, but now we think of them as rows of M (not only M ′ ).
Since Z are independent restricted to the columns of M ′ , they are also independent as rows of M . It remains to complement Z with additional k − 2 rows so as to form t − 1 independent rows.
Consider the following k − 1 rows, which we denote by w 1 , . . . , w k−1 . Row w i corresponds to the partition (A, B) where A = {i, t/2 + 2, . . . , t}. Notice that all the rows w 1 , . . . , w k−1 are identical when restricted to the columns K with U ⊂ K. On the other hand, they are certainly not identical on the other columns. In fact, they are all independent. Indeed, consider column C i where C i = {i, t − k + 2, . . . , t}. Only w i has 1 in this column and the other w j have 1 − 2/k in this column. Thus, the (k − 1) × (k − 1) sub-matrix corresponding to the columns C i and to the rows w i is the all-1 matrix in the diagonal, and 1 − 2/k anywhere else. This matrix is, of course, non-singular (it spans a non-zero constant vector and hence it also spans the same rows as the identity matrix). As the w i are identical when restricted to the columns K with U ⊂ K, we see that by subtracting w k−1 from each of the other w i we get equivalently that they span k − 2 vectors u 1 , . . . , u k−2 that are zero on the columns K with U ⊂ K, and on the columns corresponding to C 1 , . . . , C k−2 they form an (k − 2) × (k − 2) non-singular matrix.
We now get that Z, together with u 1 , . . . , u k−2 form a set of t − 1 independent vectors, that are all in the row space of M . It follows that the row space of M has rank at least t − 1, as required.
The proof of Theorems 4 and 5 will now follow easily from the above result. We only prove Theorem 5 since it is clearly more general than Theorem 4.
Proof of Theorem 5: By Lemma 4.2, when v = (t/k, . . . , t/k) we have rank(A t,k,v ) ≥ t k − t + 1. Hence, the affine subspace containing the solutions to A t,k,v · x = p(t/k) k has affine dimension at most t. But by Lemma 5.1 we get that the affine subspace spanned by the solutions corresponding to G k (t, p) and C k (t, p) has dimension at least t. Hence, every solution to A t,k,v · x = p(t/k) k belongs to this subspace.
We will now turn to show how to apply Theorem 5 regarding the solutions to P * in order to obtain Theorem 12 below, which gives an approximate description of the hypergraphs satisfying P. Throughout the following we will ignore rounding issues as these have no effect on the asymptotic results. In order to describe our result we need a few definitions. We say that a k-uniform hypergraph H = (V, E) with n vertices is δ-close to satisfying P if for every partition of V into k-sets of equal size n/k, the number of edges crossing the cut is p(n/k) k ± δn k . For a partition P of V into t equal parts V 1 , . . . , V t , we let x = x P denote the density-vector of P . That is, x has t k coordinates, indexed by the k-subsets of [t] , and x K is the density of the edges of the cut induced by (V i 1 , . . . , V i k ) where K = {i 1 , . . . , i k }. For integers t and k, let u t,p,k and V t,p,k be the vectors that were defined before the statement of Lemma 5.1. Recall that these vector encode the densities of G k (t, p) and
In what follows we assume that p and k are constants.
Theorem 11
For every ǫ > 0 and k ≥ 2, and for every large enough t ≥ t 0 (k), there exists δ = δ(t, ǫ) > 0 so that the following holds for any k-uniform hypergraph. If H is δ-close to satisfying P, then for any partition P of V (H) into t equal parts, the density vector x P satisfies ℓ ∞ (x P , y) ≤ ǫ where y is an affine combination of u t,p,k and V t,p,k .
Note that the vector y in the above theorem encodes a hypergraph on t vertices satisfying P * . Thus the above theorem says that if we take any partition of the vertices of a hypergraph which is close to satisfying P, then the densities of this partition are very close to the densities of a hypergraph satisfying P * .
Proof of Theorem 11: Suppose H = (V, E) is an n-vertex hypergraph which is δ-close to satisfying P. Fix any partition P of V into t equal parts, V 1 , . . . , V t . Each partition T = {Q 1 , . . . , Q k } of [t] into k equal parts corresponds to a partition of V 1 , . . . , V t into k equal parts U 1 , . . . , U k , where
As U 1 , . . . , U k is a balanced k-cut of H, we have that the number of edges of H crossing this cut, denoted by e T , satisfies
It will be more convenient to write
where |ρ T | ≤ δ.
Another way to express e T is via edge densities. For a k-subset K ⊂ [t], let d K denote the density of edges having one point in each V i where i ∈ K. Notice that the values d K are the entries of x P . Now, if K T is the set of k-subsets that are transversals of T (namely, have one point in each Q i ) then
Combining (10) and (11) we get that for every T we have
Let v = (t/k, . . . , t/k) and suppose t is large enough so that Theorem 5 holds, that is, that any solution to A t,k,v · x = p(t/k) k J is an affine combination of u t,p,k and V t,p,k (here J is the all-one vector). Let J ′ be a column vector, indexed by all the partitions T of [t] , where the entry of J ′ corresponding to T is t k ρ T . Observe that each partition of T is a row-index of A t,k,v and that each K ⊂ [t] is a column index of A t,k,v . It follows that x P is a solution of the system
We already assume that t is large enough so that each solution of A t,k,v · x = p(t/k) k J is an affine combination of u t,p,k and V t,p,k . Each element of J ′ has absolute value at most t k δ, hence ||J ′ || ∞ converges to zero with δ. It is easy to see (as we show in the next paragraph) that as ||J ′ || ∞ converges to zero, any solution to
In particular, it follows that for δ sufficiently small, x P is ǫ-close to an affine combination of u t,p,k and V t,p,k , and the result follows. For completeness, we show that for every ǫ ′ > 0 and for every matrix A, there is δ ′ = δ ′ (A, ǫ ′ ) > 0 so that if ||b − b ′ || ∞ < δ ′ then for any solution x 1 of the system Ax = b ′ there exists a solution x 2 of the system Ax = b so that ||x 1 − x 2 || ∞ < ǫ ′ . Let d = rank(A). Notice that we may assume that A has full row rank (namely A is some d × n matrix), since we may always truncate "unnecessary" rows (of A and of b and b ′ ) and the solution spaces of the truncated systems remain intact. We may now assume, without loss of generality that A = [A 1 |A 2 ] where A 1 is a non-singular d × d matrix consisting of the first d columns, and A 2 is the remaining n − d columns. So let x 1 be a solution to Ax = b ′ . Let y 1 be the truncation of x 1 to the first d entries, and let z 1 be the truncation of x 1 to the last n − d entries. We now have that y 1 is the unique solution to the system A 1 x = b ′ − A 2 z 1 . In other words, y 1 is just A −1 1 (b ′ − A 2 z 1 ). Now let y 2 be the unique solution of
1 v is continuous, we have that for δ ′ sufficiently small, ||y 1 − y 2 || ∞ < ǫ ′ . But now define x 2 to be the vector whose first d coordinates are y 2 and whose last n − d coordinates are z 1 . Notice that Ax 2 = b and ||x 1 − x 2 || ∞ = ||y 1 − y 2 || ∞ < ǫ ′ .
Let G, G ′ be two (possibly weighted) graphs. A natural and well studied measure for the distance between two graphs is the cut-norm introduced by Frieze and Kannan [13] . We briefly mention that the cut-norm is central to the study of graph limits and refer the reader to [26] for more information and references. Let's start with the basic definitions. We denote by e G (S, T ) the total weight of the edges of G connecting S to T , where edges belonging to both S and T are counted twice. The cut-norm between two graphs G and G ′ on a set of n vertices is then defined to be
The following is our approximate description of the graphs satisfying P.
Theorem 12 for every ǫ > 0 there is a δ = δ(ǫ) > 0 such that if G is δ-close to satisfying P, then there is a graph G ′ satisfying P * for which d (G, G ′ ) ≤ ǫ. Moreover, G ′ has constant complexity; it is an affine combination of G(n, p) and a number of copies of C 2 (n, p) which depends only on ǫ.
For the proof of Theorem 12 we will need the so called weak regularity lemma of Frieze and Kannan [13] . To state this lemma we need the following notation. An equipartition P = {V 1 , . . . , V t } of a graph G = (V, E) is a partition of V into subsets of equal size. The order of the equipartition is the number of sets in P . Given a graph G and an equipartition P we define G[P ] to be the following weighted graph. If vertices u and v both belong to one of the sets of P then the weight of the edge (u, v) is set to zero. Otherwise, there are i < j such that v ∈ V i and u ∈ V j and in this case we assign the edge (u, v) a weight e(V i , V j )/|V i ||V j |, where e(V i , V j ) denotes the number of edges connecting V i and V j . The result of Frieze and Kannan [13] can be stated as follows.
Theorem 13 (Frieze and Kannan [13] ) For every ǫ > 0 there is an integer T = T (ǫ) satisfying the following. Every graph G has an equipartition P of order
We note that the above theorem can also be deduced from the regularity lemma of Szemerédi [36] . However, while the bound on T (ǫ) in Theorem 13 grows like 2 O(1/ǫ 2 ) , the bound one obtains from Szemerédi's regularity lemma are significantly weaker.
Proof of Theorem 12: Given ǫ > 0 let T = T (ǫ/2) be the constant from Theorem 13 and set δ = δ(T, ǫ/4) to be the constant from Theorem 11. Suppose G = (V, E) is δ-close to satisfying P. Denote V (G) by [n] . Applying Theorem 13 on G with ǫ/2 we obtain an equipartition of [n] of order 2/ǫ ≤ t ≤ T satisfying d (G, G[P ]) ≤ ǫ/2. Since d satisfies the triangle inequality we finish the proof by showing that there is a graph G ′ satisfying P * and d(G[P ], G ′ ) ≤ ǫ/2. Let x P be the density vector corresponding to P . Since we assume that G is δ-close to satisfying P we get from the choice of δ and Theorem 11, that there exists a density vector y satisfying ℓ ∞ (x P , y) ≤ ǫ/4, where y is an affine combination of the vectors u t,p,2 and V t,p,2 . We now wish to use y, which encodes a graph on t vertices satisfying P * , in order to define a graph on [n] satisfying P * . We do this in the most "obvious" way. First, we can replace u t,p,2 which encodes a random graph on t vertices, with a random graph on n vertices. As to the vectors of V t,p,2 , for every v ∈ V t,p,2 we define a weighted graph G v on V (G) as follows; if u and w belong to one of the sets V 1 , . . . , V t we assign (u, w) weight zero. Otherwise, there is i < j such that u ∈ V i and w ∈ V j in which case we assign (u, w) the weight assigned by v to the pair (i, j). Observe that for every v the graph G v is simply a copy of C 2 (n, p). Now recall that we assume that y is an affine combination of u t,p,2 and the vectors of V t,p,2 . If y can be written as
Observe that by defining G ′ this way we guarantee that for every pair of vertices u ∈ V i and w ∈ V j the weight assigned to (u, w) in G ′ is the weight assigned to (i, j) by y. Furthermore, by the properties of y, we know that this is within ǫ/4 of the weight assigned to (u, w) in G[P ].
To see that d(G[P ], G ′ ) ≤ ǫ/2 consider any pairs of sets S, T ⊆ [n]. Since for every i < j and every u ∈ V i and w ∈ V j the weights assigned to the edge (u, w) in G ′ and G[P ] differ by at most ǫ/4 we get that these edges contribute to |e G[P ] (S, T ) − e G ′ (S, T )| at most The other contribution is due to edges which belong to one of the sets V i . But since t ≥ 2/ǫ the total contribution of such edges is at most t n/t 2 ≤ 1 4 ǫn 2 . All together we get that d(G[P ], G ′ ) ≤ ǫ/2 as needed. Finally, note the graph G ′ is indeed obtained as an affine combination of a number of copies of C 2 (n, p) which depends only on ǫ and is independent of the size of G.
An Open Problem
In this paper we extended the Chung-Graham result [6] from 2-cuts of graphs to arbitrary cuts of graphs and hypergraphs. We would like to raise as an open problem the possibility of obtaining another extension of the Chung-Graham result. Motivated by the results of Simonovits and Sós [33, 34] , there have been several recent investigations [11, 12, 30, 31, 41] which suggest that in some sense, many of the quasi-random properties regarding edge distributions, remain quasi-random if one replaces an edge by any other fixed graph. For example, property P 1 , which defines what it means for a graph to be quasi-random, requires the number of edges to be the "correct" one in all subsets of vertices. A theorem of Simonovits and Sós [33] asserts that P 1 is actually equivalent to property P H in which the edge is replaced by a fixed graph H. Another example, is property P 2 in Theorem 2 which asserts that in order to guarantee that G is quasi-random it is enough to require that only sets of size αn have the correct number of edges. A similar variant of the Simonovits and Sós [33] theorem mentioned above was obtained recently in [30, 41] . Given the above discussion, it is natural to consider the number of copies of a fixed graph H that have one vertex in each of the classes of a cut. For simplicity, let's first consider cliques of size k and k-cuts 4 .
Definition 6.1 (C α ) Let α = (α 1 , . . . , α k ) be a vector of positive reals satisfying i α i = 1. Given a partition of V (G) into k sets of sizes |V i | = α i n we denote by C(V 1 , . . . , V k ) the number of copies of K k in G with precisely one vertex in each of the sets V i . We say that a graph satisfies C α if for any partition of the vertices of V (G) into k sets of sizes |V i | = α i n we have
So we now ask which cut properties C α are quasi-random? The following is a simple corollary of our main result and the theorem of Simonovits and Sós [33] mentioned above.
Proposition 14
If α = (1/k, . . . , 1/k) then C α is quasi-random.
Proof: Suppose G satisfies C α and define a k-uniform hypergraph H which has an edge on a k-tuple of vertices v 1 , . . . , v k if and only if v 1 , . . . , v k form a clique in G. The assumption that G satisfies (12) in any α-cut means that H satisfies the α-cut property P α of k-uniform hypergraphs with edge density p ( k 2 ) . Since α = (1/k, . . . , 1/k) we get from Theorem 3 that H is p ( k 2 ) -quasi-random. Going back to the graph G, this means that every set of vertices U in G has the correct number of copies of K k we expect to find in G(n, p). Therefore, by the result of Simonovits and Sós [33] mentioned above this means that G is p-quasi-random, thus completing the proof.
So the above proposition shows that for non-balanced α-cuts, the property C α is quasi-random via a reduction to property P α of Theorem 3. Since P α is not quasi-random for balanced α-cuts, this still leaves the case of balanced cuts open. We thus raise the following open problem.
Problem 1 Is the property C α quasi-random when α = (1/k, . . . , 1/k).
One can of course wonder why is it the case that the example from Section 3 showing that P α is not quasi-random for balanced α, does not imply that C α is also not quasi-random. The reason is that there is no obvious way of defining a graph, whose copies of K k will have the same distribution as the edges of the hypergraph that shows that P α is not quasi-random. Actually, we can prove that one cannot construct a counter-example to Problem 1 by "imitating" the construction we used to show that P α is not quasi-random. More precisely, recall that for k = 3 the counter example, denoted C 3 (n, p), was obtained by partitioning the vertices into two sets A, B of equal size and putting an edge containing the set of vertices {v 1 , v 2 , v 3 } with probability proportional to |{v 1 , v 2 , v 3 } ∩ A|. It is thus natural to ask if one can find three numbers p 1 , p 2 , p 3 such that if one picks every edge in A with probability p 1 , every edge in B with probability p 2 and every edge between A and B with probability p 3 , then the distribution of triangles in this graph will be identical to the distribution of edges in C 3 (n, p). It is not hard to to see that by applying Theorem 10 one can prove that such p 1 , p 2 , p 3 do not exist.
Recall that the results described in Section 5 give a description of all hypergraphs satisfying P α . From this result it follows that if one can construct a counter example showing that the answer to Problem 1 is negative then the distribution of triangles in this example would have to be an affine combination of the distributions of 3-edges in C 3 (n, p) and the random 3-uniform hypergraph with edge probability p. As we have just argued we can show that such an example cannot be obtained by imitating the distribution of edges in a "single" copy of C 3 (n, p). However, this does not rule out the possibility of constructing such an example by imitating the distribution of edges in a combination of several copies of C 3 (n, p). It seems very interesting to further investigate this problem.
