Abstract. We consider the quantum completeness problem, i.e. the problem of confining quantum particles, on a non-complete Riemannian manifold M equipped with a smooth measure ω, possibly degenerate or singular near the metric boundary of M , and in presence of a real-valued potential V ∈ L 2 loc (M ). The main merit of this paper is the identification of an intrinsic quantity, the effective potential V eff , which allows to formulate simple criteria for quantum confinement. Let δ be the distance from the possibly non-compact metric boundary of M . A simplified version of the main result guarantees quantum completeness if V ≥ −cδ 2 far from the metric boundary and
Let (M, g) be a smooth Riemannian manifold of dimension n ≥ 1, equipped with a smooth measure ω. That is, ω is defined by a smooth, positive density, not necessarily the Riemannian one. Given a real-valued potential V ∈ L 2 loc (M ), the evolution of a quantum particle is described by a wave function ψ ∈ L 2 (M ), obeying the Schrödinger equation:
where H is the operator on L 2 (M ) defined by, Here, ∆ ω = div ω •∇ is the weighted Laplace-Beltrami on functions, computed with respect to the measure ω. When ω = vol g is the Riemannian volume, then ∆ ω = ∆ is the classical Laplace-Beltrami operator.
The operator H is symmetric and densely defined on L 2 (M ). The problem of finding its self-adjoint extensions has a long and venerable history, dating back to Weyl at the beginning of the 20th century. From the mathematical viewpoint, by Stone Theorem, any self-adjoint extension of H generates a strongly continuous unitary semi-group on L 2 (M ), which produces solutions of (1), starting from a given initial condition ψ 0 ∈ L 2 (M ). When multiple self-adjoint extensions are available, such an evolution is no longer unique. Concretely, when M ⊂ R n is a bounded region of the Euclidean space, different selfadjoint extensions correspond to different boundary conditions. For example, one can have repulsion or reflection, up to a complex phase, at ∂M , leading to different physical evolutions.
On the other hand, when H is essentially self-adjoint, that is, it admits a unique selfadjoint extension, there is no need to fix any boundary condition, nor to precisely describe the domain of the extension. The physical interpretation of this fact is that quantum particles, evolving according to (1) , are naturally confined to M . For this reason, the essential self-adjointness of H is referred to as quantum completeness or quantum confinement.
For geodesically complete Riemannian manifolds, there is a well developed theory, giving sufficient conditions on the potential V to ensure quantum completeness. In particular, when V ≥ 0, then H is essentially self-adjoint. We refer to the excellent [11] , which contains almost all results on the essential self-adjointness of Schrödinger-type operators on vector bundles over complete Riemannian manifolds.
Less understood is the case of non-complete Riemannian manifolds, that is, when geodesics (representing trajectories of classical particles) can escape any compact set in finite time. For bounded domains in R n , this problem has been thoroughly discussed in [29] , giving refined conditions on the potential for the essential self-adjointness of H = −∆ + V , where ∆ is Euclidean Laplacian. The recent work [28] contains also quantum completeness results for Schrödinger type operators on vector bundles over open subsets of Riemannian manifolds, under strong assumptions on the potential at the metric boundary. Related results, for a magnetic Laplacians and no external potential, can be found in [30] (for the Euclidean unit disk), and in [15] (for bounded domains in R n and some Riemannian structures). Finally, we mention [27] , where conditions for quantum completeness of the Laplace-Beltrami operator on a non-complete Riemannian manifold are given in terms of the capacity of the metric boundary.
We stress that, in all the above cases, the explosion of the potential V or the magnetic field close to the metric boundary plays an essential role. An interesting fact is that even in absence of external potential or magnetic fields, the Laplace-Beltrami operator on a noncomplete Riemannian manifold can be essentially self-adjoint, leading to purely geometric confinement. Let us discuss a simple example, the Grushin metric,
This metric is not geodesically complete, as almost all geodesics starting from M cross the singular region Z = {x = 0} in finite time. The only exception is given by the negligible set of geodesics pointing directly away from Z with initial speed sgn(x)∂ x . Observe that the Riemannian measure vol g = 1 |x| dxdy explodes close to Z. The corresponding LaplaceBeltrami operator is
This is a particular instance of almost-Riemannian structure (ARS). It is not hard to show that ∆, with domain C ∞ c (R 2 \ Z), is essentially self-adjoint.
In [9] , it is proved that the Laplace-Beltrami operator for 2-dimensional, compact, orientable almost-Riemannian strctures (ARS), defined on the complement of the singular region, is essentially self-adjoint. The confinement of quantum particles on these structures is surprising, and in sharp contrast with the behaviour of classical ones which, following geodesics, almost always cross the singular region. It was thus conjectured that the Laplace-Beltrami is essentially self-adjoint for all ARS, of any dimension. Unfortunately, since the techniques used in [9] are based on normal forms for ARS, which are not available in higher dimension, different tools are required to attack the general case.
Motivated by this problem, we investigate the essential self-adjointness of H on noncomplete Riemannian structures, with a particular emphasis on the connection with the underlying geometry. Our setting allows to treat in an unified manner many classes of non-complete structures, including, most importantly, those whose metric completion is not a smooth Riemannian manifold (such as ARS), or not even a topological manifold (such as cones). In this general setting, we are able to apply and extend some techniques inspired by [29, 15] , based on Agmon-type estimates and Hardy inequality, to yield sufficient conditions for self-adjointness. We remark that very recently, in [31] , the aforementioned techniques have been combined with the so-called Lioville property to prove sufficient conditions for stochastic (and quantum) confinement of drift-diffusion operators on domains of R n . An interesting perspective would then be to obtain geometric criteria for stochastic confinement on non-complete Riemannian manifolds, by combining these methods with the ones in this paper.
Since we are interested in conditions for purely geometrical confinement, the main thrust of the paper is the case V ≡ 0. Nevertheless, for completeness, we included the external potential in our main statement, even though this leads to some technicalities. The main novelty of our approach is the identification of an intrinsic function -depending only on (M, g) and the measure ω -which we call the effective potential:
where δ denotes the distance from the metric boundary, and the prime denotes the normal derivative. Under appropriate conditions on V eff -typically, a sufficiently fast blow-up at the metric boundary -one can infer the essential self-adjointness of H even in absence of any external potential (see Section 3). We observe that the explosion of the measure ω close to the metric boundary (as it happens for the Grushin metric), is not a necessary condition for essential self-adjointness of ∆ ω . Indeed, the formula for V eff shows that not only the explosion of ω, but also of its first and second derivatives, plays a role in the confinement. In particular, one can attain quantum completeness in presence of measures that vanish sufficiently fast close to the metric boundary. This is the topic of Section 4, in the framework of quantum completeness induced by singular or degenerate measures.
Another application of our main result, this time in presence of an external potential V , is the generalization of the Kalf-Walter-Schmincke-Simon Theorem for strongly singular potentials to the Riemannian setting for any dimension of the singularity. This is studied in Section 5, and extends the results of [12] , obtained in the Euclidean setting, and of [16] , for point-like singularities on Riemannian manifolds. See also the recent work [20] , where a particular emphasis is put on the study of deficiency indices in the Euclidean setting.
Recall that, if ω = vol g is the Riemannian measure, then ∆ ω δ is proportional to the mean curvature of the level sets of the distance from the metric boundary δ. Hence, the very existence of the above formula for V eff sheds new light on the relation between curvature and essential self-adjointness. In particular, via Riccati comparison techniques, this connection leads to the first, to our knowledge, curvature-based criteria for quantum completeness (see Section 6).
Finally, and most important, in Section 7 we prove that our machinery can be applied to the almost-Riemannian setting. Then, under mild assumptions on the underlying geometry, we settle the almost-Riemannian part of the Boscain-Laurent conjecture, proving that the Laplace-Beltrami operator is essentially self-adjoint for regular ARS. We then discuss the non-regular case, describing the limitation of our techniques and exhibiting examples of ARS where we are not able to infer the essential self-adjointness of the Laplace-Beltrami.
In the remainder of the section we provide a panoramic view of the main results.
1.1. Assumption on the metric structure. In order to describe precisely the behavior of H near the "escape points" of M , we need an assumption on the metric structure (M, d) induced by the Riemannian metric g. For this purpose, we let (M ,d) be the metric completion of (M, d) and ∂M :=M \ M be the metric boundary. The distance from the metric boundary δ :
We assume the following.
(H) There exists ε > 0 such that δ is C 2 on M ε := {0 < δ ≤ ε}. Under this assumption, as shown in Lemma 2.1, there exists a
Assumption (H) is verified when M = N \ Z, where N is a smooth manifold, Z ⊂ N is a C 2 submanifold of arbitrary dimension, and g, ω are possibly singular on Z. As already mentioned, (H) holds in more general situations, in which the metric completionM need not be a Riemannian manifold (e.g. to ARS), or even a topological manifold (e.g. to cones).
Effective potential and main result.
Here and thereafter, for any function f : M → R, the symbol f represents the normal derivative with respect to the metric boundary, that is the derivative in the direction ∇δ:
We start by introducing the main object of interest of the paper, which allows to characterize the effect of the metric boundary on the self-adjointness of H taking into account the interaction of the Riemannian structure with the measure.
The main result of the paper is the following criterion for essential self-adjointness of H. Standard choices for the function ν appearing in its statement are, e.g., the distance δ from the metric boundary, or the Riemannian distance d(p, ·) from a fixed point p ∈ M .
Theorem 1 (Main quantum completeness criterion
Assume that there exist κ ≥ 0 and a Lipschitz function ν : M → R such that, close to the metric boundary,
Moreover, assume that there exist ε < ε, such that,
Finally, ifM is compact, the unique self-adjoint extension of H has compact resolvent. Therefore, its spectrum is discrete and consists of eigenvalues with finite multiplicity.
The very existence of the intrinsic formula (8) for the effective potential V eff , providing a direct link between geometry and self-adjointness properties, is one of the most interesting results of this paper. Some remarks about V eff are in order. 
where, if ω = e −f vol g , then Ric ω := Ric + Hess(f ) is the Bakry-Emery Ricci tensor and · HS denotes the Hilbert-Schmidt norm. If ω = vol g , the Bakry-Emery tensor is the standard Ricci curvature and ∆ volg = ∆ is the Laplace-Beltrami operator. In this case, V eff is a function of the mean curvature m = ∆δ of the level sets of δ.
Since, in our view, the main interest of the paper is the case V ≡ 0, we point out the following immediate corollary of Theorem 1.
The condition of Corollary 2 reflects on the measure ω in a natural way, as discussed in Section 4. Moreover this condition is sharp for measures with power behavior near the metric boundary, as shown in the following. Here, we identify M ε (0, ε] × X ε , and denote points of M as p = (t, x), with x ∈ X ε .
Theorem 3 (Pure measure confinement). Assume that the Riemannian manifold (M, g)
satisfies (H) for ε > 0. Moreover, let ω be a smooth measure such that there exists a ∈ R and a reference measure µ on X ε for which
The preceding result can be directly applied, choosing ω = vol g , to conic or anti-conictype structures. These are Riemannian structures that satisfy (H) for some ε > 0 and such that their metric, under the identification M ε (0, ε] × X ε , can be written as (14) g|
where h is some Riemannian metric on X ε . The above structures are cones when α = 1 (see, e.g., [14] ), metric horns when α > 1 (see [24] ) and anti-cones when α < 0 (see [10] ). For n = 2 and M = R × S 1 , the corresponding embedding in R 3 for α ≥ 1 or α = 0 are shown in Figure 1 . For −α ∈ N these structures are almost-Riemannian, see Section 7.
The measure of these structures is of the form (13), with a = (n − 1)α, hence we have the following generalization of a result in [10] .
Corollary 4.
Consider a conic or anti-conic-type structure as in (14) .
The bounds of Theorem 3 and Corollary 4 are sharp. Indeed, the LaplaceBeltrami operator −∆ on M = (0, +∞) × S 1 given by the global metric
is essentially self-adjoint if and only if α ∈ (−∞, −1] ∪ [3, ∞). The proof of the "only if" part of this statement relies on the explicit knowledge of the symmetric solutions of (−∆ * − λ)u = 0 for this metric, and can be found, for example, in [10] . 0 1 2 3 α Figure 1 . Depiction of the embeddings in R 3 of the 2-dimensional structures on R × T 1 with metric g = dt 2 + t α dθ 2 , α ≥ 0.
Strongly singular potentials.
A well known and classical result by Kalf-WalterSchmincke-Simon [37] (see also [34, Thm. X.30] 
The above theorem, in particular, implies that, starting from dimension n ≥ 4, points are "invisible" from the point of view of a free quantum particle living in R n , i.e., with V ≡ 0.
This result has been generalized to the case of potentials singular along affine hypersurfaces of R n in [25] , and for singularities along well-separated submanifold of R n in [12, Thm. 6.2] . In the Riemannian setting, to our best knowledge, the only result so far is [16] , by Donnelly and Garofalo, for point-like singularities. See also [28, Thm. 3] , where the authors obtain similar results for general differential operators on Hermitian vector bundles under assumptions implying V ≥ −c (that is, not strongly singular).
The method of effective potentials developed in this paper allows to obtain a generalization of the Kalf-Walter-Schmincke-Simon Theorem for potentials singular along arbitrary dimension submanifolds of complete Riemannian manifolds, proved in Section 5. We stress that, in the case of points -i.e. dimension 0 singularities -condition (17) is strictly weaker than the one in [16, Thm. 2.5], allowing a stronger singularity of the potential. 
Then, the operator
or any one of its connected components.
As a consequence of Theorem 5, any submanifold of codimension n−k ≥ 4 is "invisible" from the point of view of free quantum particles living on N i.e., with V ≡ 0. This result is also sharp, in fact one can show that, if n − k < 4, the Laplace-Beltrami H = −∆ with domain C ∞ c (M ) is not essentially-self adjoint. 
Moreover, the compactness of the singularities can be removed, provided that the noncomplete manifolds N \ Z i satisfy (H) for each i ∈ I and some fixed ε > 0.
1.5. Curvature-based criteria for self-adjointness. In this section, we fix ω = vol g , and investigate how the curvature of (M, g) is related with the essential self-adjointness of the Laplace-Beltrami operator ∆ = ∆ volg . A crucial observation is that sectional curvature is not the only actor. This can be easily observed by considering, e.g., conic and anti-conic-type structures given by (14) . In this case, for all planes σ containing ∇δ,
and Corollary 4 implies the existence of non-self-adjoint and self-adjoint structures with exactly the same sectional curvature (e.g., take n = 2 and α = 2 and α = −1, respectively). It turns out that the essential self-adjointness property of ∆ is influenced also by the principal curvatures of the C 2 level sets X t = {δ = t}, 0 < t ≤ ε, that is the eigenvalues of the second fundamental form 2 H(t) of X t , describing its extrinsic curvature:
Here, the (2, 0) symmetric tensor Hess(δ) is the Riemannian Hessian. Straightforward computations show that, in the conic and anti-conic-type of structures, we have
This breaks the symmetry observed for the sectional curvatures in (20) , allowing to control the essential self-adjointness (e.g., as already mentioned, for n = 2, the case α = −1 is essentially self-adjoint, the case α = 2 is not). In Section 6, Theorems 6.1 and 6.2, we prove two criteria for essential self-adjointness of the Laplace-Beltrami operator, under bounds on the sectional curvature near the metric boundary and the principal curvatures of X ε . In particular, we allow for wild oscillations of the sectional curvature. For simplicity, we hereby present a unified version of these results, without explicit values of the constants. 
Then, there exist a region Σ(n, r) ⊂ R 2 , and a constant h * ε (c 2 , r) > 0 such that, if (c 1 , c 2 ) ∈ Σ(n, r) and if the principal curvatures of the hypersurface X ε = {δ = ε} satisfy (24) , the notation H(ε) < α, for α ∈ R, is understood in the sense of quadratic forms, that is for all q ∈ X ε , we have
For the explicit values of the constants h * ε (c, r) and region Σ(n, r) see Theorems 6.1 and 6.2. Here, we only observe that if we take c 1 = c 2 = c in (23) , then (c 1 , c 2 ) ∈ Σ(n, r) with r > 2 if c > 0, and (c 1 , c 2 ) ∈ Σ(n, 2) if c ≥ n/(n − 1) 2 .
2 Recall that the second fundamental form (or shape operator) of an hypersurface is well defined up to a sign, depending on the choice of the unit normal vector. In our case, the normal vector to Xt is −∇δ.
1.6. Almost-Riemannian geometry. As already mentioned, the motivation of this work comes from a conjecture on the essential self-adjointness of the Laplace-Beltrami operator for almost-Riemannian structures (ARS). These structures have been introduced in [4] , and represent a large class of non-complete Riemannian structures. Roughly speaking, an ARS on a smooth manifold N consist in a metric g that is singular on an embedded smooth hypersurface Z ⊂ N and smooth on the complement M = N \ Z. For the precise definition see Section 7.
To introduce the results it suffices to observe that for any q ∈ Z there exists a neighborhood U and a local generating family of smooth vector fields X 1 , . . . , X n , orthonormal on U \ Z, which are not linearly independent on Z. The bracket-generating assumption, (26) Lie 
Then, the Laplace-Beltrami operator
and its unique self-adjoint extension has compact resolvent.
In the closing remarks of [9] it has been conjectured that the above result holds true for any sub-Riemannian structure which is rank-varying or non-equiregular on an hypersurface. This is a large class of structures strictly containing the almost-Riemannian ones, to which we will restrict henceforth. We observe that the proof of the above result given in [9] consists in a fine analysis which relies on the normal forms of local generating families of 2-dimensional almost-Riemannian structures, which is available under the condition (27), but not for higher steps. Moreover, although normal forms for ARS are known also in dimension n = 3, [8] , their complexity increases quickly with the number of degrees of freedom. Hence, it is unlikely for the technique of [9] to yield general results.
On this topic, our main result is the following extension of Theorem 7. Regular almost-Riemannian structures (see Definition 7.10), are structures where the singular set Z is an embedded hypersurface without tangency points, that is, such that span{X 1 , . . . , X n } T q Z for all q ∈ Z. Moreover, it is required that, locally det(X 1 , . . . , X n ) = ±ψ k for some k ∈ N, where ψ is a local submersion defining Z. The latter condition implies that the Riemannian structure on M = N \ Z satisfies (H), allowing us to apply Theorem 1. We also remark that, even in dimension 2, our result is stronger than Theorem 7, as it allows for non-compact, non-orientable and, most importantly, higher step structures.
1.6.1. Open problems. The conjecture of [9] remains open for non-regular ARS. Notwithstanding, once a local generating family is given explicitly, it is easy to compute V eff . In this way, one can apply the general Theorem 1 to many specific examples of non-regular ARS, yielding the essential self-adjointness of their Laplace-Beltrami operator. On the other hand, Section 7.6 contains examples of non-regular ARS where, even in dimension n = 2, we are not able to infer whether ∆ is essentially self-adjoint or not.
We mention that, after the publication of this paper, the techniques developed in this paper have been extended to sub-Laplacians, see [19] .
1.7. Notations and conventions. In this paper, all manifolds are considered without boundary unless otherwise stated. On the smooth Riemannian manifold (M, g), we denote with | · | the Riemannian norm, without risk of confusion. As usual, C ∞ c (M ) denotes the space of smooth functions with compact support. We denote with L 2 (M ) the complex Hilbert space of (equivalence classes of) functions u : M → C, with scalar product
where the bar denotes complex conjugation. The corresponding norm is denoted by the symbol
is the complex Hilbert space of sections of the complexified tangent bundle X : M → T M C , with scalar product
where in the above formula, with an abuse of notation, g denotes the Hermitian product on the fibers of T M C induced by the Riemannian structure.
. This is a Hilbert space with scalar product
We denote by L 2 loc (M ) and W 1 loc (M ) the space of functions u : M → C such that, for any relatively compact set Ω M , their restriction to Ω belongs to L 2 (Ω) and W 1 (Ω), respectively. Similarly, L 2 comp (M ) and W 1 comp (M ) denote the spaces of functions in L 2 (M ) and W 1 (M ), respectively, with compact support. We recall Green's identity:
. Finally, the symmetric bilinear form associated with H is
We use the same symbol to denote the above integral, eventually equal to +∞, for all functions u, v ∈ W 1 loc (M ). We also let, for brevity, E(u) = E(u, u).
Structure of the metric boundary
In this section we collect some structural properties of the metric boundary (Lemma 2.1) and provide a simple formula for the computation of V eff (Proposition 2.2). The results of Lemma 2.1 are standard ifM is itself a Riemannian manifold, but some care is needed to deal with the presence of a general metric boundary, and the issue of low regularity.
Recall that the (2, 0) tensor Hess(δ) denotes the Riemannian Hessian of δ. The (1, 1) tensor H obtained by "raising an index" is defined by g(HX, Y ) = Hess(δ)(X, Y ) for any pair of tangent vectors X, Y . Finally, R ∇ is the (3, 1) curvature tensor Figure 2 . Structure of the metric boundary.
Lemma 2.1 (Properties of the metric boundary). Assume that (H) holds, that is, there exists ε > 0 such that the distance from the metric boundary
• The distance from the metric boundary satisfies the Eikonal equation:
• The integral curves of ∇δ are geodesics, and therefore smooth;
(φ(t, x)) = t; • H is smooth along the integral curves of ∇δ; • For any integral curve γ(t) of ∇δ, H satisfies the Riccati equation:
where R is the (1, 1) tensor defined by RX = R ∇ (X, ∇δ)∇δ, computed along γ(t).
• For any smooth measure ω, the Laplacian ∆ ω δ and all its derivatives in the direction ∇δ are continuous.
Remark 2.1. The tensor R encodes the sectional curvatures of the planes containing ∇δ.
In fact, for any unit vector X orthogonal to ∇δ, we have g(RX, X) = Sec(σ), where σ is the plane generated by ∇δ and X.
Proof. Let p, q ∈ M . By the triangle inequality ford, we have
, that is δ is 1-Lipschitz. As a consequence, δ is differentiable almost everywhere, with |∇δ| ≤ 1. We now restrict to M ε where, by hypothesis, ∇δ is C 1 .
Observe that (M, d) is a length space, with length functional , and so is (M ,d), with the length functional
where the sup is taken over all partitions 0 = t 0 ≤ t 1 ≤ . . . ≤ t N = 1 and N ∈ N. Recall that length functionals are continuous as a function of the endpoints of the path [13, Prop. 2.3.4]. Let γ : [0, 1] →M be a rectifiable curve, such that γ(t) ∈ M for all t > 0, i.e. only the initial point can belong to the metric boundary. Up to reparametrization, we can assume that γ is Lipschitz, so that it is differentiable a.e. on (0, 1], where its speed is given by |γ(t)|. In this case,
In particular, for such curves we can measure the length as the usual Lebesgue integral of the speed |γ(t)| using the Riemannian structure of M . Now recall that, for p ∈ M ε ,
Consider a sequence of Lipschitz curves γ n : [0, 1] →M such that γ n (0) ∈ ∂M , γ(1) = p, γ(t) ∈ M for all t > 0, and (40) lim
Since is invariant by reparametrization, we assume that γ n is parametrized by constant speed |γ n | = (γ n ) and, since p ∈ M ε , we can assume that
where we used Cauchy-Schwarz inequality. Integrating 1 − |∇δ| ≥ 0 on γ n , we obtain
This proves that |∇δ| ≡ 1 on M ε . It is well-known that the integral lines of the gradient of C 2 functions satisfying the Eikonal equation are Riemannian geodesics (see [32, Ch. 5, Sec. 2] ). In particular, the curve
Using Cauchy-Schwarz inequality, one can show that this is the unique unit-speed curve with this property. Now consider the set X ε = {δ = ε}. Since δ is C 2 with no critical points, X ε ⊂ M ε is a C 2 embedded hypersurface. Then, we define the C 1 map:
where s → e sV (x) is the integral curve of V starting at x ∈ X ε . Since |∇δ| = 1 on M ε , the flow is well defined on (0, ε]. This map is indeed a C 1 -diffeomorphism, and δ(φ(t, x)) = t. The fact that H(t) = Hess(δ)| γ(t) satisfies the Riccati equation is usually proved assuming that δ is smooth (see, e.g. [32, Prop. 7] ). When δ ∈ C 2 , then H satisfies the Riccati equation in the distributional sense. We omit the details since they would require the introduction of distributional covariant derivatives, which is out of the scope of this paper (see, e.g., [26, Ch. 1] ). Then, one obtains that H(t) is actually smooth via a bootstrap argument, exploiting the fact that the term R = R(t) has the same regularity of ∇δ| γ(t) . The same argument shows that all derivatives ∇ i ∇δ H are continuous on M ε . The last statement follows from the formula ∆δ = Tr H for the Laplace-Beltrami operator, and the fact that, if ω = e h vol g , it holds ∆ ω = ∆ + g(∇h, ∇·).
Proposition 2.2 (Formula for the effective potential). Through the identification
where dµ is a fixed C 1 measure on X ε . The function ϑ is smooth in t ∈ (0, ε] and is continuous in x ∈ X ε , together with its derivatives w.r.t. t. Moreover, 
where we used the fact that L ∂t (dµ) = 0. Moreover,
The statement then follows from the definition of the effective potential (8) .
In the general case, δ is only C 2 , hence ϑ : (0, ε] × X ε → R is only continuous. Nevertheless, we claim that 2∂ t ϑ = ∆ ω δ, for any fixed x ∈ X ε . By the last item of Lemma 2.1 and (47), this will conclude the proof of the statement.
In order to prove the claim, let χ ∈ C 2 c (X ε ) and ϕ ∈ C ∞ c ((0, ε)). Then,
where we used Fubini's Theorem, Green's identity, and the fact that, with the identification M ε (0, ε] × X ε , we have ∇δ = ∂ t . By the arbitrariness of χ, we have,
Since e 2ϑ ∆ ω δ is continuous, ∂ t e 2ϑ = e 2ϑ ∆ ω δ in the strong sense. In particular, by the chain rule for distributional derivatives, 2∂ t ϑ = ∆ ω δ, completing the proof of the claim.
Main self-adjointness criterion
In this section we prove Theorem 1, which we restate here for the reader's convenience.
Theorem 3.1 (Main quantum completeness criterion). Let (M, g) be a Riemannian manifold satisfying
Finally, ifM is compact, then the unique self-adjoint extension of H has compact resolvent. Therefore, its spectrum is discrete and consists of eigenvalues with finite multiplicity.
Remark 3.1. It is well-known that the 3/4 factor in (52) is optimal and cannot be replaced with a smaller constant. (See, e.g., [34, Thm. X.10] for the one-dimensional case.) However, as proven in [29] in the case of bounded domains in R n , the whole right hand side of (52) can be replaced by functional expressions of δ that satisfies some precise conditions. For clarity, and since it is sufficient for the forthcoming applications, we limit ourselves to an expression of the form (52). Notwithstanding, we see no obstacles in applying the refined techniques of [29] in our geometrical setting to obtain sharper functional conditions.
An important ingredient in the proof is the inclusion D(H
loc (M ), this a-priori regularity is not guaranteed. As proven in [11, Thm. 2.3] , this inclusion holds whenever the potential V ∈ L 2 loc (M ) can be decomposed as V = V + + V − , where V + ≥ 0 and V − ≤ 0 are such that, for any compact K ⊂ M there are positive constants a K < 1 and C K such that,
This is true, for example, when V − ∈ L p loc (M ) with p > n/2 for n ≥ 4 and p = 2 for n ≤ 3 or is in the local Stummel class, see [11, Remark 2.2] and also [16] . In particular, this is certainly true when V ∈ L ∞ loc (M ).
Lemma 3.2. Under the assumptions of Theorem 3.1, D(H
, with no other assumptions, the result is a consequence of standard elliptic regularity theory. In fact, in this case, We first prove the statement in the case ν ≡ 0, in particular V ≥ 0 for δ > ε . In this case, as shown in Proposition 3.3, the operator H is semibounded. Thus, by a well-known criterion, H is essentially self-adjoint if and only if there exists E < 0 such that the only solution of H * ψ = Eψ is ψ ≡ 0 (see [34, Thm. X.I and Corollary]). This is guaranteed by the Agmon-type estimate of Proposition 3.4.
In order to complete the proof, notice that, for any λ ≥ 1, the operator −∆ ω + V , with V := V + λν 2 falls in the previous case, hence it is essentially self-adjoint. Then, we conclude by Proposition 3.6.
The compactness of the resolvent whenM is compact is the result of Proposition 3.7.
Remark 3.2. Assumption (53) can be relaxed by requiring that, for some a ∈ [0, 1) it holds −a∆ ω + V ≥ −ν 2 . However, in this case, the inclusion D(H * ) ⊂ W 1 loc (M ) is not guaranteed by the arguments of Lemma 3.2 and must be enforced. Then, the proof of Theorem 3.1 is mostly unchanged, with minor modifications in step 2 in the proof of Proposition 3.4, and a straightforward extension of Proposition 3.6.
Assume that there exist κ ≥ 0 and ε < ε such that,
Then, there exist η ≤ 1/κ and c ∈ R such that
In particular, the operator
, and with η = ε, possibly not satisfying η ≤ 1/κ. Then, we extend it for u ∈ W 1 comp (M ), choosing η ≤ 1/κ.
for some function ϑ : M ε → R smooth in t and continuous in x, together with its derivatives w.r.t. t. Consider the unitary transformation T :
Letting v = T u, and integrating by parts yields
where the expression for V eff is in Proposition 2.2. Recall the 1D Hardy inequality: ε) ) (see [17, Thm. 4.21] ). Then, by using (55), Fubini's Theorem and (60), we obtain (57) for functions u ∈ W 1 comp (M ε ) with η = ε and c = 0.
Step 2. Let u ∈ W 1 comp (M ), and let χ 1 , χ 2 be smooth functions on [0, +∞) such that
Notice that φ 2 ≡ 1 and φ 1 ≡ 0 on M \ M ε , and so ∇φ i ≡ 0 there. Moreover, since |∇δ| ≤ 1,
Since supp(φ 2 u) ⊆ M \ M ε , and recalling that V ≥ 0 on M \ M ε , we have E(φ 2 u) ≥ 0. By (67) of Lemma 3.5, we obtain the following IMS-type formula:
In particular, applying the previously proven statement to φ 1 u ∈ W 1 comp (M ε ), we get
Letting η = min{ε , 1/κ}, we have
which concludes the proof. 
Then, for all E < c, the only solution of H * ψ = Eψ is ψ ≡ 0.
Notice that the requirement η ≤ 1/κ ensures the non-negativity of the integrand in (66). The proof of the above follows the ideas of [29, 15] , via the following. 
Proof. Observe that f u ∈ W 1 comp (M ). By using the fact that f is real-valued, a straightforward application of Leibniz rule yields
Thus, by definition of E, we have
completing the proof of (67).
To prove (68), recall that W
We denote the duality with the symbol (u, v) where 
loc (M ). By applying [11, Lemma 8.4 ] to V + and −V − , respectively, we have
Thus, since (V f u, f u) = (V u, f 2 u), we finally obtain
Setting u = ψ, we obtain E(ψ, f 2 ψ) = E f ψ 2 , yielding the statement.
Proof of Proposition 3.4.
Let f : M → R be a bounded Lipschitz function with supp f ⊂ M \ M ζ , for some ζ > 0, and ψ be a solution of (H * − E)ψ = 0 for some E < c. We start by claiming that If f had compact support, then f ψ ∈ W 1 comp (M ), and hence (80) would follow directly from (66) and (68). To prove the general case, let θ : R → R be the function defined by
Notice that G n is Lipschitz, with |∇G n | ≤ 1 and supp(G n ) ⊆B q (n + 1). Observe that
) is a non-complete metric space (and hence, its closed balls might fail to be compact), the set on the right hand side of (82) is compact, being uniformly separated from the metric boundary. This can be proved with the same argument of [13, Prop. 2.5.22]. Hence, the support of f n := G n f is compact, and (80) holds with f n in place of f . The claim now follows by dominated convergence. Indeed, f n → f point-wise as n → +∞ and
Finally, since |∇f n | ≤ C, and ∇f n → ∇f a.e. we have ψ, |∇f n | 2 ψ → ψ, |∇f | 2 ψ , yielding the claim. We now plug a particular choice of f into (80). Set
where F is a Lipschitz function to be chosen later. Recall that |∇δ| ≤ 1 a.e. on M . In particular, on M η , we have |∇f | = |F (δ)||∇δ| ≤ |F (δ)|. Thus, by (80), we have
Let now 0 < 2ζ < η. We choose F for τ ∈ [2ζ, η] to be the solution of 
We have F (2ζ) = 
If we let ζ → 0, then f tends to an almost everywhere strictly positive function. Recalling that E < c, and taking the limit, equation (89) implies ψ ≡ 0. 
By (67) of Lemma 3.5, letting L be the Lipschitz constant of ν, we have for all u ∈ C ∞ c (M ),
where we used the fact that H = −∆ ω + V ≥ −ν 2 . Hence,
where, in the last inequality, we fixed µ ≥ 1 such that µ 2 ≥ 2L 2 λ. This proves (90) with C = 1. To prove (91), observe that
where, in the last passage, we used the same computations as in the proof of the first part of Lemma 3.5. Recalling that N = H + λν 2 + µ, we have
Hence, using (99), and the fact that |∇ν| ≤ L, we obtain
where we used the assumption on λ. Hence (91) holds with D = λ.
Compactness of the resolvent.
To prove the last part of Theorem 3.1, it is sufficient to show that there exists z ∈ R such that the resolvent (H * − z) −1 on L 2 (M ) is compact. In fact, by the first resolvent formula [33, Thm. VIII.2], and since compact operators are an ideal of bounded ones, this implies the compactness of (H * − z) −1 for all z in the resolvent set. Furthermore ifM is compact, then H is semibounded, that is
It is well known that the spectrum of bounded operators with compact resolvent consists of discrete eigenvalues with finite multiplicity [35, Thm. XIII.64]. Thus, the proof of Theorem 3.1 is concluded by the following proposition.
Proposition 3.7. LetM be compact. Under the assumptions of Theorem 3.1 there exists z ∈ R such that the resolvent (H
* − z) −1 on L 2 (M ) is compact,
where H * =H is the unique self-adjoint extension of H.
Proof. Under the assumptions of Theorem 3.1, and thanks to the compactness ofM , we have V ≥ − sup ν 2 > −∞. Hence, the conclusion of Proposition 3.3 holds. That is, there exists a constant c ∈ R, κ ≥ 0, and 0 < η ≤ 1/κ such that
In particular, Proposition 3.4 and the fact that H * is self-adjoint, yield that for all z < c,
In order to prove the compactness of (H * − z) −1 , we need two regularity properties of functions u ∈ D(H * ) ⊂ W 1 loc (M ), respectively close and far away from the metric boundary. Let χ 1 , χ 2 be real valued Lipschitz functions on [0, +∞) such that
• they interpolate linearly elsewhere.
Consider the Lipschitz functions φ
SinceM is compact, the support of φ 2 is compact in M . Hence we are in the setting of Lemma 3.5, and we obtain
In particular, letting ψ = (H * − z)u ∈ L 2 (M ), we obtain,
where we used the fact that |∇φ 2 | ≤ |χ 2 ||∇δ| ≤ 2/η. Notice also that, since φ 2 u ∈ W 1 comp (M ), and φ 2 ≡ 0 on M η/2 , we have
As we already mentioned, our assumptions on the potential, and the compactness ofM , imply that V ≥ −K for some constant K ≥ 0. Hence, (107) and (108) imply
We turn now to
By taking the limit, and recalling that (H * − z)u = ψ, we obtain,
In particular, recalling that φ 1 ≤ 1, we obtain,
We are now ready to prove that (H * − z) −1 is compact, with z < c. Let ψ n be a bounded sequence in L 2 (M ), say ψ n ≤ (c − z), and u n = (H * − z) −1 ψ n ∈ D(H * ). By the boundedness of the resolvent, u n ≤ 1. Let u n = u n,1 + u n,2 , with u n,i := φ n,i u n . Equation (109) applied to u = u n , ψ = ψ n , implies
That is, u n,2 is bounded in On the other hand, (114), and taking in account the mentioned bounds (recall that z < c), imply that for some constant C independent of η, we have
Since η in (104) can be arbitrarily small, sayη 2 k = 1/k, we actually proved that for all
. Exploiting this fact, we build a Cauchy subsequence of u n , yielding the compactness of (H * − z) −1 , and concluding the proof.
To this purpose, we build an infinite table as in Figure 4 . In the zeroth line, put all natural numbers, in order, from the left to the right, representing the original sequence. Recursively, each next line is a copy of the previous one, leaving an empty space corresponding to the elements that do not belong to S k := γ k (S k−1 ), with S 0 := N. We obtain an infinite table where each line is a non-empty and infinite subsequence of the previous ones, and the k-th line represents the γ k -th subsequence of the k − 1-th one.
Let µ : N × N → N be the map (117) µ(k, n) = n-th element appearing in the k-th line. Figure 4 . Extraction of the sequence n → ν(n). Black and white squares denote respectively the available elements and the deleted ones.
For k ∈ N, consider the cutoff functions φ k,i , with i = 1, 2, built as above with the
The localization close to the metric boundary, u µ(k,n),1 , satisfies
The localization away from the metric boundary,
We claim that u ν(n) is a Cauchy sequence in L 2 (M ). In fact, assume k ≥ k. Indeed, by construction of the table, ν(k) and ν(k ) both appear in the k-th line of the aforementioned table, and
Moreover, again since ν(k) and ν(k ) both appear in the k-th line of the table
This proves that the subsequence u ν(n) is Cauchy in L 2 (M ).
Measure confinement
In this section, we prove essential self-adjointness results in presence of a singular or degenerate measure, and we discuss some examples where our techniques either do or do not apply. In particular, we set V ≡ 0, that is H = −∆ ω . As usual, we work under the assumption (H), and we identify M ε (0, ε] × X ε . Moreover, we fix a reference measure dµ(x) on X ε , the choice of which is irrelevant.
Theorem 4.1 (Pure measure confinement I). Let (M, g) be a Riemannian manifold satisfying (H) for some ε > 0. Let ω be a smooth measure of the form
where dµ(x) is a reference measure on X ε . Assume that a(x) ≤ −1 or a(x) ≥ 3 for any x ∈ X ε and that there exists κ ≥ 0 such that that δ(t, x) = t. Then, by Proposition 2.2 we obtain, with ϑ(t, x) = a(x)
where we used (124). The statement now follows from Theorem 3.1.
Assumption (124) is verified whenever X ε is compact and φ(t, x) (which, in general, is smooth in t and continuous in x with all its derivatives w.r.t. t) can be extended to a function with the same regularity on the compact set [0, ε] × X ε . In particular, we obtain the following straightforward consequence, which is Theorem 3 of the introduction.
Theorem 4.2 (Pure measure confinement II). Assume that the Riemannian manifold (M, g) satisfies (H)
for ε > 0. Moreover, let ω be a smooth measure such that there exists a ∈ R and a reference measure µ on X ε for which
The next example shows that, in general, assumption (124) must be checked carefully.
Example 4.1. Consider a measure ω given on M ε by the expression
for some reference measure dµ(x) on X ε and a smooth f ≥ 0 attaining the value zero on a proper, non-empty subset of X ε . This is of the form (123), with
In order to check assumption (124), let
To check assumption (124), we consider two particular cases.
1. m ≥ 3 and k ≥ 0. In this case, a(x) ≥ 3. Then, one can check that R(t, x) ≥ 0 for all x ∈ X ε . Thus, by Theorem 4.1, the operator ∆ ω is essentially self-adjoint. 
Applications to strongly singular potentials
In this section we prove Theorem 5, regarding the essential self-adjointness of a Schrö-dinger operator H = −∆ + V , where ∆ = ∆ volg is the Laplace-Beltrami operator, and whose potential is singular along submanifolds of arbitrary dimension. We restate it here for the reader's convenience. 
or any one of its connected components.
Proof of Theorem 5. Since N is complete, M = N \ i Z i is a non-complete smooth Riemannian manifold whose metric boundary is i Z i , and
Since each Z i is a C 2 compact submanifold, there exists ε > 0 such that δ is C 2 on each [18] . Hence, hypothesis (H) is satisfied. We use Fermi coordinates from the submanifold Z i , see [21] , which are the generalization in higher codimension of Riemannian normal coordinates from a point. In particular, for each q ∈ Z i there is a coordinate neighborhood O
Taking polar coordinates (t, θ) on the R n−k i y part of the Fermi coordinates, δ(x, t, θ) = t, and the Riemannian measure reads vol g = t n−k i −1 |b(x, t, θ) dx dt dθ|, with b(x, 0, θ) = 0. Up to taking a smaller O, we assume that b ≥ C > 0 and the derivatives of b are bounded. Using the definition (8) , and taking in account that ∇δ = ∂ t , we obtain
for some constant κ ≥ 0. By compactness of the Z i 's, and up to modifying the constant κ, the above estimate holds on M ε = {0 < δ ≤ ε}. We conclude by applying Theorem 3.1, and using the assumptions on V .
Curvature and self-adjointness
In this section, ω = vol g , and ∆ = ∆ ω is the Laplace-Beltrami operator. Our aim is to prove two criteria for the essential self-adjointness of ∆, Theorems 6.1 and 6.2, which imply Theorem 6, presented in the introduction. As discussed there, the blow-up of the sectional curvature at the metric boundary alone is not a sufficient condition. For fixed 0 < t ≤ ε, recall that X t = {δ = t} is a C 2 hypersurface. The (2, 0) symmetric tensor Hess(δ), the Riemannian Hessian, describes the extrinsic curvature of the level sets X t in M . More precisely, for any fixed t, its restriction to X t ,
is the second fundamental form of X t . The eigenvalues of H(t) on T p X t are the principal curvatures of X t at p, and are denoted by h i (t), i = 1, . . . , n − 1. Finally, for any p ∈ M , the sectional curvature of a plane σ ⊂ T p M is denoted by Sec(σ).
Remark 6.1. When n = 2, the sectional curvature reduces to the Gauss curvature κ of the surface M . Moreover X t is a curve, and h 1 (t) is its signed geodesic curvature, where the sign is computed with respect to the direction −∇δ.
We consider a general setting in which the sectional curvature blows up with a power law. In particular, there exist admissible bands of oscillation, see Figure 5 , whose size increases with the dimension n. 
Moreover, assume that the principal curvature of the hypersurface X ε = {δ = ε} satisfies
Then, the operator ∆ with domain
As soon as the rate of explosion of the sectional curvature is more than quadratic, we get a simpler self-adjointness criterion. 
Then, there exists a constant h * ε (c 2 , r) > 0 such that, if the principal curvature of the hypersurface X ε = {δ = ε} satisfies
Remark 6.2. For completeness, the explicit value of the constant h * ε (c, r), expressed in terms of the modified Bessel functions K ν (z), is
Notice that, by Lemma 6.5, the map c → h * ε (c, r) is monotone increasing. Remark 6.3. By the known asymptotics for the Bessel function [1, Eqs. 9.7.8 and 9.7.10], one can check that the condition (143) tends to the corresponding one (140) for r → 2 + . However, we stress that Theorem 6.1 is not a limit case of Theorem 6.2. Indeed, the proof of these results is based on a control on the asymptotic behavior of the effective potential, which does not pass to the limit. 6.1. Proofs of curvature-based criteria. Fix x ∈ X ε , and let γ : (0, ε] → M be the geodesic such that γ(ε) = x, andγ(t) = ∇δ(γ(t)), for which δ(γ(t)) = t. Let V 1 , . . . , V n−1 , ∇δ be an orthonormal, parallel transported frame along γ(t). With a slight abuse of notation, we denote with 
We will use the following "backwards" version of the classical Riccati comparison theorem, which follows directly from the analogous "forward" statement in [36] .
Lemma 6.3 (Riccati comparison).
Assume that R 1 (t) ≤ R(t) ≤ R 2 (t) for some families R i (t) of symmetric matrices. Let H 1 (t) and H 2 (t) be solutions of
both defined on a common maximal interval of the form (t * , ε], with initial conditions satisfying
The statement remains true when all inequalities concerning H are strict.
Lemma 6.4 (Exact solutions: quadratic case).
Let m ∈ R, a > 1, and consider the backwards Riccati Cauchy problem: Figure 6 . Solutions of the Riccati equation in the quadratic (left) and super-quadratic case (right). In both cases, the blow-up time depends on the position of the initial datum with respect to a critical threshold. 
Its unique solution is defined on a maximal interval (t
In particular, the solution blows-up at +∞ for m = 0 and at −∞ for m < 0.
Proof. One can check that the unique solution of the backwards Riccati equation is (152)
We observe that h(t) has a simple pole at t = 0, and thus 0 ≤ t * < ε, with
All the other statements follow from straightforward computations.
For the next statement, we use the modified Bessel functions I ν (z) and K ν (z), which are real and positive for ν > −1 and z > 0, see [1, Sec. 9.6]. 
Its unique solution is defined on a maximal interval (t * , ε], with t * ≥ 0. The blow-up time is t * = 0 if and only if
, where τ (t) := 2ν
in which case, we have the asymptotic behavior
Moreover, the map c → h * ε (c, r) is monotone increasing. Proof. By replacing in the Riccati equation (154) the ansatz
,
The modified Bessel functions I ν and K ν are a basis of solutions of the above. In the following, recall that I ν and K ν are real and positive for ν > −1 and z > 0 [1, Sec. 9.6]. Thus, the general solution of the Riccati equation (154) is given by (157), with
Consider first the case a = 0, corresponding to the solution with initial datum h ε = h * ε (c, r),
.
Since K ν (z) > 0 for ν > −1 and z > 0, we have t * = 0.
We proceed by assuming that a = 0, and thus h ε = h * ε (c, r). In particular, since (157) is invariant under linear rescaling of w, we fix a = −1. Routine computations show that (157) is the unique solution corresponding to initial condition h ε if
where we set
Such a solution has a blow-up time 0 < t * < ε if and only if t * < ε is solution of
We claim that the above hold if and only if h ε > h * ε (c, r). In fact, using the relations [1, Eqs. 9.6.26], and the fact that I ν (z), K ν (z) > 0 for ν > −1 and z > 0, we deduce that (164) I ν (z) > 0, and
As a consequence the map z → I ν (z)/K ν (z) is monotone increasing. By [1, Eqs. 9.6.7 and 9.6.9], we have lim z→0 + I ν (z)/K ν (z) = 0. Moreover, the function t → τ (t) is monotone decreasing. Then (163) will have a solution 0 < t * < ε if and only if
Replacing the explicit expression for b, the above condition is equivalent to
By (164), the numerator of the l.h.s. of the above is strictly positive, hence we have blow- (163) has no solution for 0 < t * < ε, and from (157) we see that the solution h(t) blows-up at t * = 0.
Finally, for any choice of the parameters a, b in w = aI ν + bK ν , we have the asymptotic behavior [1, Eq.s 9.7.1 and 9.7.3]:
concluding the first part of the proof. Finally, we prove that c → h * ε (c, r) is monotone increasing, for any fixed r > 2 and ε > 0. This is implied by the following property of modified Bessel functions:
is monotone increasing for all z > 0 and ν ∈ R.
Observe that f (z) is well defined as K ν (z) = K −ν (z) > 0 for all z > 0 and ν ∈ R. In order to prove property (168), we compute:
where we used the modified Bessel equation to cancel the second derivatives of K ν (z). As we already observed, K ν (z) < 0 for all ν ∈ R and z > 0. The fact that f (z) > 0 for z > 0 then follows from the subtle inequality
which is proved in [6, Eq. 2.2] using a Turán type inequality and a clever trick.
Proof of Theorem 6.1. Let h 1,ε and h 2,ε be, respectively, the smallest and largest eigenvalue of H(ε). Thanks to the assumption on the sectional curvature (139), we can apply the Riccati comparison result of Lemma 6.3 with
, where H i (t) = h i (t) 1, and h i (t) is the solution of
where the m i 's are defined by the last equality. By the assumption on H(ε), we have
In particular m 1 ≤ m 2 < 0. Then, by Lemma 6.4, both solutions h i (t) are defined on (0, ε] and have asymptotic behavior
For the effective potential along the given geodesic, using Riccati equation, we obtain
The "curvature component" of (176) is bounded thanks to our curvature assumptions:
By (175), h i (t) → −∞ for t → 0 + and i = 1, 2. In particular, possibly taking a smaller ε, we have that
Denote with λ j , for j = 1, . . . , n − 1 the eigenvalues of H. Indeed, we have, for any value of t ∈ (0, ε] the inequalities
Then, for the "Hessian component" of the effective potential (176), we get
. Thus, up to taking an possibly smaller ε, there exists κ ≥ 0 such that
(180)
where, in the second line, we used the asymptotics of h i (t). Then, by Theorem 3.1, ∆ is essentially self-adjoint if V eff ≥ 
which yields H 1 (t) ≤ H(t) ≤ H 2 (t), where H i (t) = h i (t) 1 and h i (t) is the solution of
where the m i 's are defined by the last equality. By the assumption on H, we have r) . The last inequality follows since c → h * ε (c, r) is monotone increasing by Lemma 6.5, and c 1 ≥ c 2 by assumption. In particular m 1 ≤ m 2 ≤ 0. Then, by Lemma 6.5, both solutions h i (t) are defined on (0, ε] and have asymptotic behavior
By (186), h i (t) → −∞ for t → 0 + and i = 1, 2. Hence, up to taking a smaller ε, the same argument leading to the estimate (179) holds. In particular, we obtain
Up to taking a possibly smaller ε, there exists κ ≥ 0 such that
where we used the asymptotics (186) and the assumption on the curvature. Recall that r > 2. Then, if nc 2 > c 1 we can apply Theorem 3.1, yielding the statement.
Almost-Riemannian geometry
In this section we show that assumption (H) is verified for almost-Riemannian structures with no tangency points, we prove Theorem 8 for regular ARS, and then we discuss some examples of non-regular ARS and open problems.
7.1. Preliminaries on almost-Riemannian structures. Almost-Riemannian geometry has been introduced in [4] and describes a large class of singular Riemannian structures. Roughly speaking, an almost-Riemannian structure on a smooth n-dimensional manifold N is locally given by a generating family of smooth vector fields X 1 , . . . , X n . In the regular region where the rank of this family is maximal, it defines a Riemannian structure which however is singular on the set where some of them become linearly dependent. Definition 7.1. Let N be a smooth and connected manifold of dimension n. An almostRiemannian structure (ARS) on N is a triple S = (E, ξ, ·), where π E : E → N is a vector bundle of rank n, and · is a smooth scalar product on the fibers of E. Finally, ξ : E → T N is a vector bundle morphism. That is, ξ is a fiber-wise linear map such that, letting π : T N → N be the canonical projection, the following diagram commutes:
Moreover, we assume the Lie bracket generating condition, that is
where Γ(E) denotes the C ∞ (N )-module of smooth sections of E, and Lie(ξ(Γ(E)))| q denotes the smallest Lie algebra containing ξ(Γ(E)) ⊆ Γ(T N ), evaluated at q.
Consider a set σ 1 , . . . , σ n of smooth local sections of E, defined on O ⊆ N , and orthonormal with respect to the scalar product on E. The vector fields X i := ξ • σ i constitute a local generating family. On O, condition (190) reads
When possible, an efficient way to define an ARS is by giving a global generating family of smooth vector fields X 1 , . . . , X n ∈ Γ(T N ) satisfying (191). In fact, by setting E = N × R n and letting σ i (p) = (p, e i ), for i = 1, . . . , n, there exists a unique vector bundle morphism ξ : E → T N such that X i = ξ • σ i . Then, the ARS structure defined on N by the global generating family is S = (E, ξ, ·), where · is the standard Euclidean product on the fibers of E.
The subspace of admissible directions at q ∈ N is
The singular set Z ⊂ N is the set of points where dim D q < n. Definition 7.2. Assume that the singular set Z is a smooth embedded hypersurface. A point q ∈ Z is a tangency point if D q ⊆ T q Z.
Tagency points have deep consequences on the local structure of the almost-Riemannian metric structure, and have been studied, in the 2-dimensional case, in [3, 7] . If Z is a smooth, embedded submanifold, for all q ∈ Z there exists a non-zero λ ∈ T * q N , defined up to multiplication by a constant, such that λ(T q Z) = 0. Thus, q is a tangency point if and only if λ(D q ) = 0. 7.1.1. Almost-Riemannian metric structure. For any q ∈ N and v ∈ D q , define the norm
One can check that the above norm satisfies the parallelogram law, and hence it is defined by a scalar product on D q , denoted with the symbol g. In particular, g is a smooth Riemannian metric on the regular region M = N \Z, but is singular on Z where D q ⊂ T q M strictly. Notice that any local generating family X 1 , . . . , X n is orthonormal with respect to g on the regular region. Despite the singularity of g, one can define a global metric structure on N as we now explain. Let I be an interval. An absolutely continuous curve γ : I → N is admissible iḟ γ(t) ∈ D γ(t) for a.e. t ∈ I. In this case, its length is
Since is invariant under reparametrization of γ, when dealing with minimization of length we consider only intervals of the form I = [0, T ], for some fixed T > 0. We define the almost-Riemannian distance as
Under the bracket-generating condition (190), the Chow-Rashevskii Theorem implies that 
Remark 7.1. The relevance of the above formula, and also of Lemma 7.4 below, is that they hold also on the singular set Z, where X 1 , . . . , X n are not independent.
E q → E q be the orthogonal projection on ker ξ| Eq . In particular, |V | = |v − Π(v)| Eq and |W | = |w − Π(w)| Eq , where | · | Eq denotes the norm on E q . By polarization, we obtain
We fix the representative w * := w − Π(w) for W = ξ(w * ) with the property Π(w * ) = 0.
Since this holds for any W ∈ D q , we obtain the statement.
Geodesics and Hamiltonian flow.
We recall basic notions on minimizing curves in almost-Riemannian geometry. This is a particular case of the length minimization problem on rank-varying sub-Riemannian structures, and we refer to [2, 5] 
Lemma 7.4. Let λ(t) = e t H (λ) be a normal extremal, and γ(t) = π(λ(t)) be the corresponding normal geodesic. Its tangent vector is given by
and its speed is given by |γ(t)| = 2H(λ). In particular
Proof. In canonical coordinates (p, x) in a neighborhood of λ, we denote λ(t) = (p(t), x(t)).
In particular, by Hamilton's equations, we have
which yields the first formula. To prove the second statement, observe that
In particular, for any v ∈ R n such that
, and we have equality if and only if v i = λ, X i . This means that 2H(λ) realizes the almost-Riemannian squared norm ofγ = n i=1 λ, X i X i . Let q ∈ N and p ∈ N \Z. A standard argument employing the Lagrange multipliers rule shows that minimizing geodesics joining p with q must be normal geodesics. In particular, this is the case for any curve minimizing the length between Z and N \ Z. When p and q are both in Z, the presence of the so-called abnormal geodesics must be taken in account. These are another class of minimizing curves, well known in sub-Riemannian geometry, that might not follow the Hamiltonian dynamic of (200). Since we never deal with the distance between two points on Z, abnormal geodesics do not play any role in what follows. In order to apply Theorem 3.1 on the Riemannian region, and in particular to verify assumption (H), we exploit the relation between the almost-Riemannian metric structure (N, d S ) and the metric completion (M ,d g ).
Recall that points ofM are represented by equivalence classes of Cauchy sequences of (M, d g ) which, in particular, are also Cauchy sequences for d S . Then, consider the map π :M → N , which assigns to the Cauchy sequence {p n } ∈ (M ,d g ) its limit in (N, d S ). Since d S ≤ d g for points in M , the map π is well defined and
In particular, π is continuous. By identifying points of M with constant sequences, we have M ⊂M , and the restriction π| M is the identity. Notice that, if q, p belong to different connected components ofM (which might occur even if we assumed that N is connected), the inequality (206) is strict, asd g (q, p) = +∞, while d S is always finite. Even though d S andd g do not agree on M , the distance from the metric boundary
and the almost-Riemannian distance from Z,
do agree, as a consequence of the next Lemma. We stress that the following holds true even in presence of tangency points.
Lemma 7.6. For any complete ARS, the following equality holds,
Proof. By completeness of (N, d S ), we have π(∂M ) ⊆ Z, thus if p ∈ ∂M (209) is verified as both sides are zero. Then, assume p ∈ M . Using (206), we obtain the following inequality,
To conclude the proof, we show that δ S (π(p)) ≥ δ(p). Let γ : [0, 1] → N be an admissible curve such that γ(0) ∈ Z and γ(1) = π(p). Without loss of generality, we assume that γ(0) is the only point in the curve that belongs to Z (otherwise we can cut and reparametrize the curve, obtaining a new one with smaller length and verifying the assumptions). Let q = γ(0). The sequence q n = γ(1/n) is Cauchy in (M, d g ), hence it corresponds to a uniqueq ∈ ∂M and q n →q as elements ofM . Thus,
where, in the first inequality, we used that the curve γ| [1/n,1] belongs to a unique connected component of M . By taking the inf over all such γ, we obtain d S (π(p)) ≥ δ(p).
7.3.
Smoothness of the almost-Riemannian distance from the singular set. From now on, we consider the restriction of δ S to M and, for this reason, we omit the map π. Thanks to Lemma 7.6, in order to verify assumption (H), it is sufficient to study the regularity properties of the almost-Riemannian distance from Z. As a byproduct of the proof of Lemma 7.7, we build a local frame useful for the computation of the effective potential in the almost-Riemannian setting, given in Lemma 7.8. Proof of Lemma 7.7 . This is the almost-Riemannian version of the tubular neighborhood theorem for Z. Let AZ be the annihilator bundle of the singular set. That is, This is a rank 1 vector bundle with base Z, and the map i 0 : Z → AZ such that i 0 (q) = (q, 0) is an embedding of Z onto the zero section of AZ (see Figure 7 ). Let 0 = λ ∈ A q Z. Since q is not a tangency point, λ(D q ) = 0, hence H(λ) > 0. In particular, λ ∈ A q Z is associated, using H| q : T * q N → T q N , with a non-zero vector v q ∈ D q transverse to T q Z, and AZ plays the role of the "normal bundle" usually employed for the construction of the tubular neighborhood.
Let D ⊆ T * N be the set of (q, λ) such that exp q (λ) is well defined. where we used the fact that, for δλ ∈ AZ, H(δλ) > 0. Since dim(AZ) = dim(N ), and by the inverse function theorem, E is a diffeomorphism on a neighborhood of (q, 0) ∈ AZ which can be taken of the form (217) U (q) = {(q , λ ) | d S (q, q ) < , 2H(λ ) < }, > 0.
Here, we used the fact that Z is embedded, and that 2H, restricted to the fibers of AZ, is a well defined norm. For any q ∈ Z, let (220) U := {(q, λ) ∈ AZ | 2H(λ) < ε 0 }, ε 0 := min{ε(q)/2 | q ∈ Z} > 0.
We claim that the restriction of E to U is injective. To prove it, let (q i , λ i ) ∈ U , for i = 1, 2, with p = E(q i , λ i ). The normal geodesics γ i : [0, 1] → N defined by γ i (t) = E(q i , tλ i ) have length (γ i ) = 2H(λ i ) by Lemma 7.4. Without loss of generality, we assume that ε(q 1 ) ≤ ε(q 2 ). By the triangle inequality,
Hence, both (q i , λ i ) ∈ U ε(q 2 ) (q 2 ). Since E is injective on U ε(q 2 ) (q 2 ), then (q 1 , λ 1 ) = (q 2 , λ 2 ), proving the claim. In particular, E : U → E(U ) is a smooth diffeomorphism. Notice that, by construction, E(U ) ⊆ {δ S < ε 0 }. By compactness of Z, and up to taking a smaller ε 0 , we can assume that E(U ) ⊆ {δ S < ε 0 } ⊂ K, where K is a compact set.
We will now prove that, in fact, E(U ) = {δ S < ε 0 } and that, on E(U ), the almostRiemannian distance from Z satisfies (222) δ S (E(q, λ)) = 2H(λ).
To this purpose, let p ∈ {δ S < ε 0 } ⊂ K. Since K is compact, there exists at least one admissible curve γ : [0, 1] → N minimizing the almost-Riemannian distance between Z and p. This must be a normal geodesic, that is p = E(q, λ), with q ∈ Z and λ ∈ T * q N . Standard variation formulas show that, if there exists a direction w ∈ T q Z with λ q (w) = 0, then one can deform γ in the direction of w, keeping its initial point in Z, and decreasing its length. Since γ is minimizing, this implies λ(T q Z) = 0, that is (q, λ) ∈ AZ. Moreover, 2H(λ) = (γ) = δ S (p) < ε 0 . This implies that (q, λ) ∈ U , that is p = E(q, λ) ∈ E(U ), and δ S (E(q, λ)) = 2H(λ), as claimed.
Since E maps the set i 0 (Z) = {λ ∈ AZ | 2H(λ) = 0} onto Z, (222) together with the definition of U , imply that δ S is smooth on the set {0 < δ S ≤ ε}, for all ε < ε 0 .
Proof of Lemma 7.8 . In the proof of Lemma 7.7, we built a tubular neighborhood of Z, that is a diffeomorphism E : U → E(U ) from a neighborhood of the zero section (223) U = {(q, λ) ∈ AZ | 2H(λ) < ε} ⊂ AZ, to a neighborhood E(U ) of Z, such that δ S (E(q, λ)) = 2H(λ). In particular,
E(U ) = {p ∈ N | δ S (p) < ε}.
Let W ⊆ Z a coordinate neighborhood and η : W → AZ be a smooth non-vanishing local section of AZ, with 2H(η) = 1. We identify W R n−1 with coordinates x. The map (t, x) → E(x, tη(x)) yields coordinates (−ε, ε) × R n−1 on a neighborhood O ⊆ N of W . The curves τ → E(x, τ η(x)) = exp x (τ η(x)) are the unique normal geodesics with speed equal to 2H(η(x)) = 1 that minimize the almost-Riemannian distance from Z. Hence, in these coordinates, |∂ t | = 1 and δ S (t, x) = 2H(tη(x)) = |t|. In particular, O ∩ Z = {(0, x) | x ∈ R n−1 }.
We claim that ∇t = ∂ t . By Cauchy-Schwarz inequality, if ∇t is not parallel to ∂ t , then 1 = |g(∂ t , ∇t)| < |∇t| at some point (t 0 , x 0 ). Then, the unit-speed curve γ(s) = e s∇t/|∇t| (t 0 , x 0 ) satisfies leading to a contradiction, and implying the claim. Let X 1 := ∂ t , X 2 , . . . , X n be a local generating family for the ARS on O. Indeed, on the regular region O \ Z, they constitute a local orthonormal frame for g. In particular, for i = 2, . . . , n, we have dt(X i ) = g(∇t, X i ) = g(X 1 , X i ) = 0. By continuity, this holds on the whole neighborhood O, and X i = n j=2 a ij (t, x)∂ x j . Finally, by definition of Z, we must have rank{X 1 , . . . , X n }| (0,x) < n, that implies det(a ij )(0, x) = 0. 7.4. Essential self-adjointness for almost-Riemannian structures. By Lemma 7.6, the distance from the metric boundary δ coincides with the almost-Riemannian distance δ S from Z. The latter, by Lemma 7.7, is smooth on a set of the form M ε = {0 < δ S ≤ ε} ⊂ M . Thus, hypothesis (H) is satisfied on any connected component of (M, d g ), and we can exploit the self-adjointness criterion of Theorem 3.1. We state this result as a separate Theorem for ARS. Moreover, when M is relatively compact, the unique self-adjoint extension of ∆ ω has compact resolvent. Therefore, its spectrum is discrete and consists of eigenvalues with finite multiplicity.
On the Riemannian region N \Z, it is natural to consider the Laplace-Beltrami operator ∆ = ∆ volg with domain C ∞ c (N \ Z). The standing conjecture is that ∆ is essentially selfadjoint [9] , at least when Z is a compact embedded hypersurface with no tangency points. Hence in the following we fix ω = vol g , that is ∆ ω = ∆. Using Theorem 7.9, we prove this conjecture under a mild regularity assumption. This characterization does not depend on the choice of the local family.
