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a b s t r a c t
We find solutions for the diffusion-wave problem in 1D with n-term time fractional
derivatives whose orders belong to the intervals (0, 1), (1, 2) and (0, 2) respectively,
using the method of the approximation of the convolution by Laguerre polynomials in the
space of tempered distributions. This method transfers the diffusion-wave problem into
the corresponding infinite system of linear algebraic equations through the coefficients,
which are uniquely solvable under some relations between the coefficients with index
zero.
The method is applicable for nonlinear problems too.
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1. Introduction
1.1. Preliminaries
Anomalous processes in time are introduced in [1,2]. Anomalous relaxation and diffusion phenomena anomalous due to
time are the subject of [3]. Fractional diffusion equations which are described by anomalous diffusion processes have for the
characteristic displacement scales which are a power of time.With a lack of it we have the diffusion equationwith fractional
derivatives of distributed order.
Fick’s diffusion equation describes normal kinetic processes. It is a parabolic partial differential equation for the
probability density function u(x, t) and k is positive constant,
∂tu(x, t) = k2∂2x u(x, t).
In many cases which are called anomalous kinetics the characteristic displacement scale behaves as tβ , β is different from
1 or does not scale at all.
Proper scaling behavior described through the diffusion equations with fractional derivative (w.r.t.) temporal or spatial
variables for anomalous diffusion are the Levy flights and the continuous time random walks with power law waiting time
distributions (cf. [4,5]). Recall the equations concerning this.
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(1) Time fractional equations with Caputo fractional derivative (in notation Dβ∗ (w.r.t.) the temporal variable),
Dβ∗u(x, t) = k2∂2x u(x, t), (0 < β < 1), (1)
k is a fractional diffusion constant [k] = cm2/sβ ;
(2) Space fractional diffusion equation with Riemann–Louville or Riesz derivative on the RHS
∂tu(x, t) = k2∂2/βx u(x, t), (β > 1). (2)
These forms are known as normal. For modified forms of these equations cf. [3].
Nonscaling anomalous diffusion processes (cf. [6–8,2]) are referred to truncated Levy flights and Sinai superslow
diffusion. The behavior of the corresponding probability density function is described by a diffusion equation with
distributed order derivatives (cf. [6,7]). Distributed order derivative is a linear operator (cf. [2]) defined as a weight sum
of different fractional derivatives or an integral of such over their order,
 b
a dβp(β)∂
β
z acting on the function of the
corresponding variable z, where z means time or space.
In [3] modified distributed order equations are considered with both temporal and spatial fractional derivatives showing
transformation of the anomalous solution at small times into the normal solution as a long time behavior. This has an
application in biophysics, plasma physics and econophysics.
Mathematical foundation, existence–uniqueness and construction of the solution to the Cauchy problem for general
linear evolution equation with temporal fractional derivatives of distributed orders are established in [9,10]. The following
equations are related:
(i) time fractional equation with Laplace operator (w.r.t.) spatial variable of the form (1) for 0 < β < 1 and 1 < β < 2;
(ii) space fractional differential equations of the type (2) for 0 < β < 1. In the one-dimensional case and under the
condition 0 < β ≤ 1 this equation describes Levy–Feller diffusion processes, which is Markovian (cf. [8]). Feller
semigroups are constructed (cf. [11,12]), for more general operators on the RHS.
(iii) time and space fractional equation
Dβ∗u(x, t) = Dα0u(x, t), x ∈ Rn, α, β > 0,
describing anomalous diffusion processeswhich is non-Markovian in character (cf. [13]), andmodified equations in [3]:
∂tu(x, t) = k2D1−β∂2x u(x, t);
where 0 < β < 1 for subdiffusion and for superdiffusion
D1−1/β∂tu(x, t) = k2∂2x u(x, t);
when β > 0 with the spatial Riemann–Louville derivative or Riesz derivative for superdiffusion.
Recently, anomalous diffusion is studied (cf. [14]) by fractal derivatives giving the fundamental solutions which show
clear power law characteristics. It is given fractal derivative modelling of anomalous diffusion
Dβt u(x, t) = d∂αx u(x, t), t > 0, 0 < β, α ≤ 2, u(x, 0) = δ(x), −∞ < x <∞.
Fractal and fractional derivatives are two important approaches in modelling of anomalous diffusion. The fractal derivative
has local properties like entire derivatives and it is simpler and computationallymore efficient than the fractional derivative
which has global properties. The fractal model is slower at the initial period but faster in the long-term evolution than the
fractional model and possesses different symmetry of the diffusion.
Finally, in [9], the diffusion-wave phenomena are described with applications in physics, related to the sub-diffusion
with retardation studied in [2],
b1Dβ1∗ u(x, t)+ b2Dβ2∗ u(x, t) = k2∂2x u(x, t), 0 < β1 < β2 ≤ 1, b1, b2 > 0, b1 + b2 = 1, (3)
and its generalization to n-time fractional equations obtained by setting finite sum of delta distributions as weight function
p(β) = ∑mi=0 biδ(β − βi), where i < βi ≤ i + 1, i = 0, 1, . . . ,m − 1, into the diffusion-wave problem of the distributed
order (5)–(6) i.e. the equation
b0Dβ0∗ u(x, t)+
m−1−
i=1
biDβi∗ u(x, t)+ bmDβm∗ u(x, t) = k2∂2x u(x, t), t ∈ (0, T ), (4)
where x ∈ Rn, b0, . . . , bm ∈ R+, which is the generalization to the problem (3).
In this paper we give a numerical method for solving Eqs. (3) respectively (4), based on orthogonal polynomials of the
Laguerre type. It is only the description of how themethodworks. Note that all equations from this Section 1.1 can be solved
in 1D by the method of the approximation of the tempered convolution. Many temporal–spatial fractional equations with
fractional and entire derivatives have a solution by this method if the spatial variable has a dimension one. The method is
applicable for the nonlinear equations of this type and the nonlinear equations with the forcing term of the corresponding
growth. The application to nonlinear problems whose nonlinear term is of the Lipschitz’s class is also possible. Nonlinear
time fractional diffusion-wave equations obtained by perturbing the equationwith nonlinear terms, singular distribution, or
stochastic processes (say, fractional derivative of the Brownianmotion) also have a solution as an application of thismethod.
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1.2. Laguerre series solutions
Theoretical predictions and mathematical foundations of the equations of distributed order (5) such as qualitative
analysis of the solutions, are given in [9]. Here we give a possibility to solve them numerically using orthogonal polynomials
of the Laguerre type. The first attempt to solve fractional differential equations and systems in 1D via Laguerre polynomials
was given in [15] and developed in [16], where the coupled system of entire and fractional derivatives appearing in the
equations with applications in the theory of a viscoelastic rod are solved. Continuation of this approach to fractional time
equations is given in [17]. Not only Laguerre series solutions to a system of fractional equations appearing in mechanics but
also equations of distributed order with two forms of fractional derivatives (Caputo and Riemann–Louville derivatives) as
well as the Laguerre series representations of some special functions, are elaborated.
This approach was based on the approximation of the tempered convolution with Laguerre series expansions of their
elements into the distributional space S′+(R¯+), which transforms them into an infinite linear system of algebraic equations
through the coefficients. All these cases are considered for one time variable t . It fits very well since Laguerre polynomials
are supported by [0,∞).
This paper is supplied with a numerical method for solving diffusion-wave phenomena. The method of approximation
of tempered convolution by Laguerre polynomials in two-dimensions, one for the spatial dimension x and another for the
time variable t , is established. As a framework the space of tempered distributions S′(R¯2+) is used. Due to the support of the
Laguerre polynomials, all our considerations will be settled drawn over the upper quarter plane, i.e. over the first octant R¯2+
what is convenient for the applications to partial differential equations. Generalized error estimates of this approximation
in a distributional sense such as the description of the method is given in [18].
Thus, we solve diffusion-wave phenomena by the method of approximation of the tempered convolution in one
dimension. We apply this method to two examples of diffusion-wave phenomena: with one-term and the two-term
time fractional derivative equations. Further generalizations go to the n-term fractional diffusion-wave problem. Since the
techniques are the same it will be omitted. The natural generalizations can be done for the space
S′+(R¯
n) = S′+(R¯)⊗ S′+(R¯) · · · ⊗ S′+(R¯).
1.3. Statement of the problem
Using the technique of the approximation of the tempered convolution in R¯2+, we find solutions for the generalized
fractional equations of distributed order∫ 2
0
p(β)Dβ∗u(x, t)dβ = k2∂2x u(x, t), (5)
with the initial data
u(x, 0) = ϕ(x), ut(x, 0) = ψ(x). (6)
We solve the fractional equation of the distributed order (5) setting for the weight function p(β) a finite linear
combination of delta distributions concentrated at points of intervals (0, 1), (1, 2) and (0, 2) respectively. This substitution
transfers the Eq. (5) into an n-term fractional diffusion-wave equation where n depends on the number of orders under
consideration. By the approximation of the tempered convolution we transform the convolution equations into the infinite
system of algebraic equations through the coefficients and give a solution in the form of a Laguerre series.
As an example, we use the following weight functions: p(β) = δ(β − βi), i = 1, 2, where 0 < β1 < 1, 1 < β2 < 2,
which transform the Eq. (5) into the one-term fractional diffusion-wave equation
Dβi∗ u(x, t) = k2∂2x u(x, t), i = 1, 2, u(x, 0) = ϕ(x), ut(x, 0) = ψ(x),
where t ∈ [0,∞), x ∈ R+, k2 is a constant, and the initial data are bounded and smooth enough. For i = 1 we take into
consideration only the first initial data. Setting up p(β) = b1δ(β − β1) + b2δ(β − β2), where b1 + b2 = 1, b1, b2 > 0,
where
0 < β1 < β2 < 1; 1 < β1 < β2 < 2; 0 < β1 < 1 < β2 < 2, (7)
we obtain the two-term fractional diffusion-wave problem
b1Dβ1∗ u(x, t)+ b2Dβ2∗ u(x, t) = k2∂2x u(x, t), u(x, 0) = ϕ(x), ut(x, 0) = ψ(x),
where t ∈ [0,∞), x ∈ R+, b1, b2 < 1 are the constants.
In cases (7) we obtain a two-term diffusion-wave problem at intervals (0, 1), (1, 2) and (0, 2) respectively. The solutions
of these three cases have completely different properties. We solve each of these problems separately. They are examined
in detail in Section 3.2.
The solution in all cases is given by
u(t, x) =
∞−
n=0
∞−
n¯=0
xnn¯ln(t)ln¯(x) (8)
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where ln(·) = exp(− · /2)L0n(·), L0n(·) is the Laguerre polynomial and coefficients xnn¯ = ⟨⟨u(t, x), ln(t)ln¯(x)⟩⟩. Throughout the
paper the second index in the evaluation of this series is always (w.r.t.) x.
The other choices of the function p(β) discussed concerning equations of distributed order such as the case when
the weight function is the finite sum of delta distributions concentrated at the points of intervals (0, 1), (1, 2), or (0, 2)
respectively, i.e. p(β) = ∑mi=1 biδ(β − βi), 0 < βi < 1, resp. 1 < βi < 2, where i = 1, 2, . . . ,m, or 0 < β1 < · · · <
βi < 1 < βi+1 < · · · < βm < 2, can be done in the same way. In this paper only the examples how to do so are given. The
method is general and applicable in many cases.
We can also employ different kinds of weight functions, for example, p(β) = tβ , β ∈ (0, 2), t > 0. In this case the direct
method from Section 3 is the most applicable.
We describe the method on simple diffusion-wave problems to avoid cumbersome expressions and calculations.
Generalization to the more complicated nonlinear problems can be done in a similar way.
Problems under consideration are written down in terms of Caputo fractional derivatives. We transform them into
Riemann–Louville fractional derivatives using the connection between these two forms of derivatives given with (10) or
transforming them first by the Laplace transform (9) and then finding its inverse.
1.4. Notation
We use the usual notation: R+ = (0,∞), R¯+ = [0,∞),N0 = N∪{0}, R¯2+ = R¯+× R¯+ is the the half-upper plane, where
R¯+ = [0,∞); C∞(R¯2+) be the space of smooth functions on R¯2+, C = R+ iR.
To solve the Cauchy problem (5) we apply the transforms of the Laplace for generic functions f (t):
(Lt f )(s) =
∫ ∞
0
f (t)e−stdt, s ∈ C, t > 0.
We use the fractional derivative in the Caputo–Dzherbashyan sense defined as
Dβ∗ f (t) =

1
Γ (m− β)
∫ t
0
f (m)(τ )
(t − τ)β+1−m dτ , β ∈ (m− 1,m),
dm
dtm
f (t), β = m.
m ∈ N.
The Caputo–Dzherbashyan derivative is suitable for the initial value problems in physics and engineering when the initial
conditions are integer-order derivatives. The Laplace transform is given as
L(Dβt f (t); s) = sβ f˜ (s)−
m−1−
k=0
sβ−1−kf (k)(0+), β ∈ (m− 1,m),
where f (k)(0+) := limt→0+ f (t).
We used the formula for the inverse Laplace transform
L−1(p−α) = t
α−1
Γ (α)
, where α > 0. (9)
The Riemann–Louville fractional derivative reads
Dβ f (t) =

dm
dtm

1
Γ (m− β)
∫ t
0
f (τ )
(t − τ)β+1−m dτ

, m− 1 < β < m,
dm
dtm
f (t), β = m.
m ∈ N.
The connection between these two forms of fractional derivatives is given by
Dα f (t) = Dα∗ f (t)+
m−1−
k=0
tk−α
Γ (k− α + 1) f
(k)(0+), (10)
form− 1 < α < m, and t > 0.
For more details concerning the fractional calculus cf. [19].
1.5. Background and groundwork
Space of tempered distributions whose elements have the Laguerre orthogonal expansions in one dimension are
inspected in [20–23,16]. Recall it. {ln, n ∈ N0} is the orthogonal base of the space L2(R+) with elements ln(t) = e−t/2Ln(t),
where Ln(t) =∑mn=0  mm−n  (−t)nn! , t ≥ 0, m ∈ N0, are the Laguerre polynomials.
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The evaluations of distributions which we use in this approximation of the tempered convolution, such as delta
distributions, its derivatives andmultipliers of powers f ′βs, the functions t
β−1
+ , β ∈ R \ {−N0} and their derivatives of delta’s
if β = 0,−1,−2, . . . are given in [24]. The cases of particular interest in fractional calculus, i.e. the cases 0 < β < 1
and 1 < β < 2, are explored in detail. In fractional calculus connected to the space of tempered distributions, we use the
operator of fractional differentiation and integration (cf. [25])
fβ =

H(t)tβ−1
Γ (β)
, β > 0,
f (N)β+N , β ≤ 0, β + N > 0, N ∈ N,
(N) is the distributional derivative and H(t) is the Heaviside function, given in [16,25].
1.6. Basic spaces
Generalization of this method to two dimensions is given in [18,26]. Like in one dimension we have in two dimensions
the orthogonal base
{lnn¯(x, t), (n, n¯) ∈ N20},
(cf. [27]) of the space of L2(R2+) where lnn¯(x, t) = e−(x+t)Ln¯(x)Ln(t), and Ln(x) and Ln¯(t) are the Laguerre polynomials. The
space LG0(R2+) (resp. LGe(R2+)) is defined as follows.
LG0(R2+) = proj limk→∞ L(k,k)(R
2
+),

resp. LGe(R2+) = proj limk→∞ Le(k,k)(R
2
+)

,
where for k1, k2 ≥ 0:
L(k1,k2)(R
2
+) =
φ = −
(n,n¯)∈N20
ann¯ln¯(x)ln(t)| |||φ|||(k1,k2) <∞
 ,
|||φ|||(k1,k2) =

|a00|2 +
∞−
n¯=1
|a0n¯|2n¯2k1 +
∞−
n=1
|an0|2n2k2 +
−
(n,n¯)∈N
|ann¯|2n2k1 n¯2k2
1/2
<∞.
Then,
Le(k1,k2)(R
2
+) =
ψ = −
(n,n¯)∈N20
bnn¯ln¯(x)ln(t)| |||ψ |||e(k1,k2) <∞
 ,
|||φ|||e(k1,k2) =

|a00|2 +
∞−
n¯=1
|a0n¯|2k2n¯2 +
∞−
n=1
|an0|2k2n1 +
−
(n,n¯)∈N
|ann¯|2k2n1 k2n¯2
1/2
<∞.
The strong duals of these spaces are LG′0(R2+) and LG′e(R2+) respectively.
The equivalent and very important definition of the space LG0 in two-dimensions is the following one. This is the space
of functions φ ∈ C∞(R2+) such that for every p ∈ N0,kp(ϕ) <∞, where
kp(φ) = sup
(x,y)∈R2+
‖(k1,k2)‖≤p,|(α,β)|≤p
(xk1yk2 |φ(α,β)(x, y)|).
Moreover, LG0 is the space
{φ(x, y) ∈ C∞(R2+); kp(φ) <∞}, p ∈ N0.
For the proof of the equivalence of the norms kp and ||| · |||p, p ∈ N0, cf. for instance [21,28]. It is the same as in the one-
dimensional case.
f ∈ LG′0(R2+) iff there are (k1, k2) ∈ N20 and a continuous function F which is bounded by a polynomial and supported by
R2+ such that f ≡ D(k1,k2)F , where D is the distributional derivative.
1.7. Method description
We give the first the approximation of the convolution from [18].
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Let f = ∑(n,n¯)∈N20 ann¯lnln¯, g = ∑(n,n¯)∈N20 xnn¯lnln¯ be in LG′0(R2+) (resp. LG′e(k1,k2)(R2+)). Then, f ∗ g ∈ LG′0(R2+) (resp.
LG′
e(k˜1,k˜2)
(R2+)), where k˜1 > k1, k˜2 > k2, and
(f ∗ g)(x, t) =
−
(n,n¯)∈N20
 −
p+q=n
−
r¯+s¯=n¯
apr¯xqs¯ −
−
p+q=n−1
−
r¯+s¯=n¯
apr¯xqs¯ −
−
p+q=n
−
r¯+s¯=n¯−1
apr¯xqs¯
+
−
p+q=n−1
−
r¯+s¯=n¯−1
apr¯xqs¯

ln¯(x)ln(t), (11)
when p, q, r¯, s¯ < 0 then apr¯xqs¯ = 0.
When we solve the convolution equation
f ∗ g = h, (12)
where f , h ∈ LG′0(R2+) and g is unknownwith Laguerre expansion h =
∑
(n,n¯)∈N20 cnn¯lnln¯ we transfer the convolution equation
into the following infinite system of algebraic equations for the coefficients:−
(n,n¯)∈N20
 −
p+q=n
−
r¯+s¯=n¯
apr¯xqs¯ −
−
p+q=n−1
−
r¯+s¯=n¯
apr¯xqs¯ −
−
p+q=n
−
r¯+s¯=n¯−1
apr¯xqs¯ +
−
p+q=n−1
−
r¯+s¯=n¯−1
apr¯xqs¯

ln(t)ln¯(x)
=
−
(n,n¯)∈N20
cnn¯ln(t)ln¯(x). (13)
In developing form the infinite algebraic system of equations reads
a10¯x00¯ + a00¯x10¯ = c00¯ + c10¯, a01¯x00¯ + a00¯x01¯ = c01¯ + c00¯,
a11¯x00¯ + a10¯x01¯ + a01¯x10¯ + a00¯x11¯ = c00¯ + c10¯ + c01¯ + c11¯,
· · · .
The equivalent form for (13) is given by−
p+q=n
−
r¯+s¯=n¯
apr¯xqs¯ =
n−
l=0
n¯−
t=0
clt¯ , n > 1, n¯ > 1,
with recursive solution
xnn¯ = 1a00¯

n−
i=0
n¯−
j=0
ci¯j −
−
p+q=n
−
r¯+s¯=n¯
apr¯xqs¯ + a00¯xnn¯

, (14)
where (n, n¯) ∈ N20.
The convolution equation (12) is uniquely solvable in LG′e(R2+) for any h ∈ LG′e(R2+) iff a00¯ ≠ 0, (cf. (14)).
The error estimate is given in the distributional sense and calculated in [18]. It means, that the truncation error of the
approximation
∑∞
(n,n¯)=(i+1,j+1) xnn¯ln¯(x)ln(t), is the divergent series and the error estimate is better if the growth of this series
is slower. In this paper we only use the already calculated error in [18] which provides the convergence of the method in
the distributional sense.
2. Application to the fractional diffusion-wave problem
2.1. One-term fractional diffusion-wave problem
Set as a weight function p(β) = δ(β − βi), i = 1, 2, where 0 < β1 < 1, (resp. 1 < β2 < 2), which transfers the Eq. (5)
to the one-term fractional diffusion-wave equation
Dβi∗ u(x, t) = k2∂2x u(x, t), i = 1, 2, (15)
with the initial data
u(x, 0) = ϕ(x), if 0 < β1 < 1,
and
u(x, 0) = ϕ(x), ut(x, 0) = ψ(x), for 1 < β2 < 2, (16)
where t ∈ [0,∞), x ∈ R+, k2 is a constant.
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2.1.1. Case 0 < β1 < 1
By the Laplace transform and its inverse we add the initial data to the Eq. (15) as follows:
Dβ1u(x, t)− Γ (−β1)f (1)1−β1u(x, 0) = k2∂2x u(x, t),
or in the operator form
fβ1
t∗ u(x, t)− Γ (−β1)f (1)1−β1ϕ(x) = k2u(x, t)
x∗ f−2, (17)
where u(x, 0) = ϕ(x). Since t ≥ 0, for 0 < β1 < 1, we have
t−β1 = f (1)1−β1 = D(1)

H(t)t1−β1
Γ (−β1)

= (1− β1)t
−β1
Γ (1− β1) .
Take the convolution with f−β1 to the Eq. (17). On LHS we have
f−β1 ∗ (fβ1 ∗ u(x, t)− Γ (−β1)f (1)1−β1ϕ(x)) = u(x, t)−
Γ (−β1)
Γ (−2β1) t
−2β1ϕ(x),
where we set β = −2β1 and−2 < β < 0. For the evaluation of t−2β1 = tβ , we use (26) and (27).
Note that we used in this calculation the semigroup property of fractional differentiations, fα ∗ fβ = fα+β , α, β ∈ R,
(cf. [25]).
Setting t−2β1 =∑∞n=0 enln(t), the LHS reads
u(t, x)− Γ (−β1)
Γ (−2β1) t
−2β1ϕ(x) = u(x, t)−M
−
(n,n¯)∈N20
endn¯ln¯(x)ln(t),
where M = Γ (−β1)
Γ (−2β1) , and Mt
−2β1ϕ(x) = M∑∞n=0 enln(t) ·∑∞n¯ dn¯ln¯(x) = M∑(n,n¯)∈N20 endn¯ln(t)ln¯(x), where the coefficients
dn¯ are from the evaluation of the initial data ϕ(x).
Convolution with f−β1 on the RHS of the Eq. (17) yields
RHS = k2(f−β1
t∗ u(t, x) x∗ δ′′(x)) = k2(f−β1 ⊗ f−2(x))
(x,t)∗ u(t, x).
We set β = −β1 with−1 < β < 0, and apply the evaluation (26).
Substituting the terms in the expressions into Laguerre series, we obtain
u(t, x) =
∞−
(n,n¯)∈N20
xnn¯ln¯(x)ln(t), f−β1 =
∞−
n=0
bnln(t),
f−2 =
∞−
n¯=0
cn¯ln¯(x) =
∞−
(n,n¯)∈N20
[n¯(n¯− 1)/2+ n¯+ 1/4]ln¯(x),
where the coefficients bn are determined by (26) for 0 < β1 < 1. The corresponding evaluation reads−
(n,n¯)∈N20
xnn¯(t)ln(t)ln¯(x)−
−
(n,n¯)∈N20
endn¯ln(t)ln¯(x) = k2
∞−
(n,n¯)∈N20
 −
p+q=n
−
r¯+s¯=n¯
xpr¯bqcs¯
−
−
p+q=n−1
−
r¯+s¯=n¯
xpr¯bqcs¯ −
−
p+q=n
−
r¯+s¯=n¯−1
xpr¯bqcs¯ +
−
p+q=n−1
−
r¯+s¯=n¯−1
xpr¯bqcs¯

ln(t)ln¯(x)
where p, q, r¯, s¯ < 0 when xpr¯bqcs¯ = 0. This gives the algebraic system of equations for (n, n¯) ∈ N20
xnn¯ − endn¯ = k2
 −
p+q=n
−
r¯+s¯=n¯
xpr¯bqcs¯ −
−
p+q=n−1
−
r¯+s¯=n¯
xpr¯bqcs¯ −
−
p+q=n
−
r¯+s¯=n¯−1
xpr¯bqcs¯ +
−
p+q=n−1
−
r¯+s¯=n¯−1
xpr¯bqcs¯

.
Evaluation of the coefficients. For (n, n¯) = (0, 0), x00¯ = Me0d0¯(1−k2b0c0¯) . For (n, n¯) = (1, 0), x10¯ =
e1d0¯+k2x00¯c0¯(b1−b0)
(1−k2b0c0¯)
. For
(n, n¯) = (0, 1), x01¯ = Md1¯e0+k
2b0x00¯(c1¯−c0¯)
(1−k2b0c0¯)
. For (n, n¯) = (1, 1), x11¯ = [Me1d1¯ + k2(x10¯b0(c1¯ − c0¯) + x01¯c0¯(b1 − b0) +
x00¯(b1 − b0)(c1¯ − c0¯))]/(1− k2c0¯b0), and so on. The system is uniquely solvable for (k2b0c0¯ − 1) ≠ 0.
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2.1.2. Case 1 < β2 < 2
For this case we have onemore the initial data ut(x, 0) = ψ(x). From the first and the second initial condition by Laplace
transform and its inverse applied to the Eq. (15)–(16), we obtain the Eq. (15) with incorporated initial data
Dβ2u(x, t)− t−β2u(x, 0)− t−β2+1ut(x, 0) = k2∂2x u(x, t).
In operator form
fβ2
t∗ u(x, t)− f (2)2−β2
t∗ u(x, 0)− f (1)2−β2
t∗ ut(x, 0) = k2u(x, t) x∗ f−2.
Take convolution with f−β2 from the left
u(x, t)− (f−β2
t∗ f (2)2−β2)ϕ(x)− (fβ2
t∗ f (1)2−β2)ψ(x) = k2(f−β2
t∗ u(x, t) x∗ f−2),
where ϕ(x) and ψ(x) are the first and the second initial data. Then,
u(x, t)− (f−β2
t∗ f2−β2)(2)ϕ(x)− (fβ2
t∗ f2−β2)(1)ψ(x) = k2(f−β2 ⊗ f−2
(t,x)∗ u(x, t)).
By the semigroup property, fα ∗ fβ = fα+β , α, β ∈ R, we obtain
u(x, t)− f (2)2−2β2ϕ(x)− f (1)2−2β2ψ(x) = k2(f−β2 ⊗ f−2
(t,x)∗ u(x, t)). (18)
For 1 < β2 < 2, the following calculations holds f
(1)
2−2β2 = t
−2β2
Γ (−2β2) , f
(2)
2−2β2 = t
−2β2−1
Γ (−2β2−1) , which gives on the LHS of (18)
u(x, t)− t
−2β2−1
Γ (−2β2 − 1)ϕ(x)−
t−2β2
Γ (−2β2)ψ(x).
We expand these powers into a Laguerre series t−2β2−1 = ∑∞n=0 fnln(t), t−2β2 = ∑∞n¯=0 gn¯ln¯(x). Set M1 = 1Γ (−2β2−1) ,M2 =
1
Γ (−2β2) . Since 1 < β2 < 2, for evaluation into the Laguerre series we use for β = −2β2 − 1 the formula (29) where
−5 < β < −3, and for β¯ = −2β2weuse (28) and (29) since−4 < β¯ < −2. By the evaluationϕ(x) =∑∞n¯=0 dn¯ln¯(x), ψ(x) =∑∞
n¯=0 kn¯ln¯(x), the LHS of (18) yields
u(x, t)−M1
∞−
n=0
fnln(t) ·
∞−
n¯=0
dn¯ln¯(x)−M2
∞−
n=0
gnln(x) ·
−
n¯=0
kn¯ln¯(x) = u(x, t)−
∞−
(n,n¯)∈N20
(M1fndn¯ +M2gnkn¯)ln(t)ln¯(x).
We get the system of equations:
xnn¯ − (M1fndn¯ +M2gnkn¯) = k2
 −
p+q=n
−
r¯+s¯=n¯
xpr¯bqcs¯ −
−
p+q=n−1
−
r¯+s¯=n¯
xpr¯bqcs¯
−
−
p+q=n
−
r¯+s¯=n¯−1
xpr¯bqcs¯ +
−
p+q=n−1
−
r¯+s¯=n¯−1
xpr¯bqcs¯

.
Evaluation for the coefficients. For (n, n¯) = (0, 0), x00¯ = M1f0d0¯+M2g0¯k0¯(1−k2b0c0¯) . For (n, n¯) = (0,1), x01¯ =
M1f0d1¯+M2g0¯k1¯+k2x00¯b0(c1¯−c0¯)
(1−k2b0c0¯)
.
Suppose that (n, n¯) = (1, 0). Then, x10¯ = M1f1d0¯+M2g1¯k0¯+x00¯k
2c0¯(b1−b0)
(1−k2b0c0¯)
. For (n, n¯) = (1, 1)weobtain x11¯ = [M1f1d1¯+M2g1¯k1¯+
x10¯(c1¯− c0¯)+ x01¯c0¯(b1− b0)+ x00¯(b1− b0)(c1¯− c0¯)]/(1− k2b0c0¯). Continuing this procedure we obtain all the coefficients
of the series (8) which is the solution to the one-term diffusion equations (15)–(16) for 1 < β2 < 2. The system is uniquely
solvable if (1− k2b0c0¯) ≠ 0.
3. Direct calculation
Another approach to solving fractional diffusion-wave problem via Laguerre polynomials is the direct method. It leads to
the solution with less calculations. But method which uses operators have theoretical background and it is easier to handle
with it. It gives possibilities to find some properties of the solution easier and to prove some theorems concerning the error
estimate. Moreover, for some functions appearing there Laguerre series representations can be found in a straightforward
way. In this paragraph we use the direct method to solve one-term fractional equation and three types of diffusion-wave
phenomena with two-fractional derivatives (w.r.t.).
3.1. One-term fractional diffusion-wave problem
3.1.1. Case 0 < β1 < 1
Consider the Eq. (15) for 0 < β1 < 1 written dawn as
Dβ1∗ u(x, t) = k2∂2x u(x, t), u(x, 0) = ϕ(x).
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As usual, in order to incorporate the initial data into differential equation we find Laplace transform sβ1 u˜(x, s) −
sβ1−1u˜(x, 0) = k2∂2x u˜(x, s), and its inverse Dβ1u(x, t)− t−β1ϕ(x) = k2∂2x u(x, t).
Let t−β1 =∑∞n=0 mnln(t), f−2=∑∞n¯=0 cn¯ln¯(x), u(x, t)=∑(n,n¯)∈N20 xnn¯ln¯(x)ln(t), ϕ(x)=∑∞n¯=0 dn¯ln¯(x), fβ1 =∑∞n=0 bnln(t).
Since Dβ1u(x, t) = fβ1 ∗ u(x, t), setting the Laguerre series expansions, we obtain the convolution form of the equation:
∞−
n=0
bnln(t) ∗
−
(n,n¯)∈N20
xnn¯ln¯(x)ln(t) =
∞−
n=0
mnln(t) ·
∞−
n¯=0
dn¯ln¯(x)+ k2
 ∞−
n¯=0
cn¯ln¯(x) ∗
−
(n,n¯)∈N20
xnn¯ln¯(x)ln(t)
 .
In developing form−
(n,n¯)∈N20
 −
p+q=n
bpxqn¯ −
−
p+q=n−1
bpxqn¯

ln(t)ln¯(x) =
−
(n,n¯)∈N20
mndn¯ln(t)ln¯(t)
+ k2
 −
(n,n¯)∈N20
−
r¯+s¯=n¯
cr¯xns¯ −
−
r¯+s¯=n¯−1
cr¯xns¯

ln(t)ln¯(x)
 .
This leads to the system of the equations for (n, n¯) ∈ N20: −
p+q=n
bpxqn¯ −
−
p+q=n−1
bpxqn¯

= mndn¯ + k2
−
r¯+s¯=n¯
cr¯xns¯ −
−
r¯+s¯=n¯−1
cr¯xns¯

. (19)
Evaluation of the coefficients. We solve several coefficients to show how this method works. We establish the condition
of the solvability of the algebraic system from the first equation due to the triangulation property of the system. When
(n, n¯) = (0, 0), x00¯ = m0d0¯(b0−k2c0¯) . For (n, n¯) = (1, 0), x10¯ =
x00¯(b0−b1)+m1d0¯
(b0−c0¯k2)
. If (n, n¯) = (0, 1), x01¯ = m0d1¯+x00¯k
2(c1¯−c0¯)
(b0−k2c0¯)
. Let
(n, n¯) = (1, 1), x11¯ = x01¯(b0−b1)+k
2x10¯(c1¯−c0¯)+m1d1¯
(b0−k2c0¯)
. The system is uniquely solvable iff (b0 − k2c0¯) ≠ 0.
3.1.2. Case 1 < β2 < 2
We incorporate the initial data into the Eq. (15) by the Laplace transform and its inverse
Dβ2u(x, t)− t−β2u(x, 0)− t−β2+1ut(x, 0) = k2∂2x u(x, t), u(x, 0) = ϕ(x), ut(x, 0) = ψ(x), 1 < β2 < 2.
Setting ϕ = ∑∞n¯=0 dn¯ln¯(x), ψ(x) = ∑∞n¯=0 kn¯ln¯(x), fβ2 = ∑∞n=0 bnln(t), t−β2 = ∑∞n=0 enln(t), t−β2+1 = ∑∞n=0 fnln(t), where
en are the coefficients from (27) and fn are the coefficients from (26). The equation takes the Laguerre series convolution
form
∞−
n=0
bnln(t)
t∗
∞−
(n,n¯)∈N20
xnn¯ln(t)ln¯(x) =
∞−
(n,n¯)∈N20
dn¯enln¯(x)ln(t)+
∞−
(n,n¯)∈N20
kn¯fnln¯(x)ln(t)
+ k2
−
(n,n¯)∈N20

n¯−1
i=0
i−1
j=0
xnj¯ + 1/4xnn¯

ln(t)ln¯(x).
By the approximation of the tempered convolution (11) we obtain to the LHS
∞−
(n,n¯)∈N20
 −
p+q=n
bpxqn¯ −
−
p+q=n−1
bpxqn¯

ln(t)ln¯(x) =
∞−
(n,n¯)∈N20

M1dn¯en +M2kn¯fn + k2
n¯−1
i=0
i−1
j=0
xnj¯ + 1/4xnn¯

ln(t)ln¯(x).
Thus, we have system of equations, for (n, n¯) ∈ N20: −
p+q=n
bpxqn¯ −
−
p+q=n−1
bpxqn¯

= (M1dn¯en +M2kn¯fn)+ k2

n¯−1
i=0
i−1
j=0
xnj¯ + 1/4xnn¯

.
Evaluation of the coefficients. For (n, n¯) = (0, 0), x00¯ = M1d0¯e0+M2k0¯f0(b0−k2/4) . For (n, n¯) = (1, 0), x10¯ =
x00¯(b0−b1)+(M1d0¯e1+M2k0¯f1)
(b0−k2/4) . For
(n, n¯) = (0, 1), x01¯ = M1d1¯e0+M2k1¯f0(b0−k2/4) . For (n, n¯) = (1, 1), x11¯ =
x01¯(b0−b1)+(M1d1¯e1+M2k1¯f1)
(b0−k2/4) .
If (n, n¯) = (2, 1), x21¯ = x11¯(b0−b1)+x01¯(b1−b0)+(M1d1¯e2+M2k1¯f2)(b0−k2/4) , and so on. The system is uniquely solvable iff (b0−k2/4) ≠ 0.
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3.2. Two-term time fractional diffusion-wave problem
When 0 < β1 < β2 < 2 we consider two-term diffusion-wave problem of the form
b1Dβ1∗ u(t, x)+ b2Dβ2∗ u(t, x) = k2∂2x u(t, x), u(0, x) = ϕ(x), ut(0, x) = ψ(x), (20)
where t ∈ [0,∞), x ∈ R+, b1, b2 < 1 are constants. This equation is established by setting into (5) the weight function:
p(β) = b1δ(β − β1)+ b2δ(β − β2), where b1 + b2 = 1 and consider for β the cases (7) from Section 1.3. Let us start with
3.2.1. Case 0 < β1 < 1 < β2 < 2
By the Laplace transform and its inverse we add to the Eq. (20) the initial data
Dβ1u(x, t)+ Dβ2u(x, t) = t−β1ϕ(x)+ ψ(x)(t−β2 + t−β2+1)+ k2∂2x u(x, t),
or in operator form
fβ1
t∗ u(x, t)+ fβ2
t∗ u(x, t) = t−β1ϕ(x)+ ψ(x)(t−β2 + t−β2+1)+ k2∂2x u(x, t).
With the notation of Section 3.1.1
fβ1 =
∞−
n=0
bnln(t), t−β1 =
∞−
n=0
hnln(t), fβ2 =
∞−
n=0
anln(t), t−β2 =
∞−
n=0
enln(t), t−β2+1 =
∞−
n=0
fnln(t),
we obtain the convolution equation
∞−
n=0
(bn + an)ln(t) t∗
−
(n,n¯)∈N20
xnn¯ln(t)ln¯(x) =
∞−
n=0
hnln(t) ·
∞−
n=0
dn¯ln¯(x)+
∞−
n=0
kn¯ln¯(x) ·
∞−
n=0
(en + fn)ln(t)
+ k2
−
(n,n¯)∈N20

n¯−1
i=0
i−1
j=0
xnj¯ + 1/4xnn¯

ln(t)ln¯(x).
We used the evaluations (24) for the order β1 and for two appearances of β2 we employ (25) and (26) since−1 < −β2 + 1
< 0. Evaluation into the Laguerre series form for k2∂2x u(x, t) on the RHS of the equation follows by (23). Approximation
formula (13) for tempered convolution yields−
(n,n¯)∈N0
 −
p+q=n
(bp + ap)xqn¯ −
−
p+q=n−1
(bp + ap)xqn¯

ln(t)ln¯(x) =
−
(n,n¯)∈N0
[hndn¯ + kn¯(en + fn)]ln(t)ln¯(x)
+ k2
n¯−1
i=0
i−1
j=0
[xnj¯ + 1/4xnn¯]ln(t)ln¯(x).
For (n, n¯) ∈ N20 we obtain the evaluation into infinite algebraic system of equations−
p+q=n
(bp + ap)xqn¯ −
−
p+q=n−1
(bp + ap)xqn¯ = hndn¯ + kn¯(en + fn)+ k2

n¯−1
i=0
i−1
j=0
xnj¯ + 1/4xnn¯

.
Coefficients in developed form. Let (n, n¯) = (0, 0). Then, x00¯ = h0d0¯+k0¯(e0+f0)(b0+a0−k2/4) . Suppose (n, n¯) = (1, 0). Then, x10¯ =
x00¯(a0−a1+b0−b1)+h1d0¯+k0¯(e1+f1)
(b0+a0−k2/4) . Let (n, n¯)=(0,1). Then, x01¯=
h0d1¯+k1¯(e0+f0)
(b0+a0−k2/4) . When (n, n¯)=(1,1), x11¯=
x01¯(b0−b1+a0−a1)+h1d1¯+k1¯(e1+f1)
(b0+a0−k2/4) .
Let (n, n¯) = (2, 1). Then, x21¯ = x11¯(b0−b1+a0−a1)+x01(b1−b2+a1−a2)+h2d1¯+k1¯(e2+f2)(b0+a0−k2/4) , and so on. The system is uniquely solvable
when (b0 + a0 − k2/4) ≠ 0.
3.2.2. Case 0 < β1 < β2 < 1
The Eq. (20) with the initial data reads (cf. Section 3.2.1)
Dβ1u(x, t)+ Dβ2u(x, t) = (t−β1 + t−β2)ϕ(x)+ k2∂2x u(x, t). (21)
Since−1 < −β2 < −β1 < 0 for the evaluation into the Laguerre series we use the formula (26) from Appendix. With the
notation from the Section 3.2.1 we have
(fβ1 + fβ2)
t∗ u(x, t) = (t−β1 + t−β2)ϕ(x)+ k2∂2x u(x, t),
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and in series form representation
∞−
n=0
(an + bn)ln(t) t∗
−
(n,n¯)∈N0
xnn¯ln¯ln(t) =
∞−
n=0
(en + fn)ln(t) ·
∞−
n¯=0
dn¯ln¯(x)+ k2
−
(n,n¯)∈N20

n¯−1
i=0
i−1
j=0
xnj¯ + 1/4xnn¯

ln(t)ln¯(x)
where for the second derivative we had used (23). The approximation formula yields−
(n,n¯)∈N20
 −
p+q=n
(ap + bq)xqn¯ −
−
p+q=n−1
(ap + bq)xqn¯

ln¯(x)ln(t)
=
−
(n,n¯)∈N20
(en + fn)dn¯ln(t)ln¯(x)+ k2
−
(n,n¯)∈N20

n¯−1
i=0
i−1
j=0
xnj¯ + 1/4xnn¯

ln(t)ln¯(x),
which gives the infinite algebraic system of equations, for (n, n¯) ∈ N20 −
p+q=n
(ap + bq)xqn¯ −
−
p+q=n−1
(ap + bq)xqn¯

= (en + fn)dn¯ + k2

n¯−1
i=0
i−1
j=0
xnj¯ + 1/4xnn¯

.
Since for (n, n¯) = (0, 0), x00¯ = (e0+f0)d0¯(a0+b0−k2/4) . Thus, the Eq. (21) have the unique solution when (a0 + b0 − k2/4) ≠ 0.
Case 1 < β1 < β2 < 2. The Eq. (20) with the initial data reads
Dβ1u(x, t)+ Dβ2u(x, t) = (t−β1 + t−β2)ϕ(x)+ (t−β1+1 + t−β2+1)ψ(x)+ k2∂2x u(x, t). (22)
Since−2 < −β2 < −β1 < −1we use as the evaluation formula (27) from the Appendix. For themultiples ofψ(x)we have
orders−1 < −β2 < −β1 < 0, and we use the evaluation (26). The operator form of the equation
(fβ1 + fβ2)
t∗ u(x, t) = (t−β1 + t−β2)ϕ(x)+ (t−β1+1 + t−β2+1)ψ(x)+ k2∂2x u(x, t)
transfers into the convolution with the Laguerre series expansions
∞−
n=0
(an + bn)ln(t) t∗
−
(n,n¯)∈N20
xnn¯ln¯(x)ln(t) =
∞−
n¯=0
dn¯ln¯(x)
∞−
n=0
(en + hn)ln(t)+
∞−
n¯=0
kn¯ln¯(x)
∞−
n=0
(jn + fn)ln(t)
+ k2
−
(n,n¯)∈N20

n¯−1
i=0
i−1
j=0
xnj + 1/4xnn¯

ln(t)ln¯(x).
The system of equations reads−
(n,n¯)∈N20
 −
p+q=n
(ap + bp)xqn¯ −
−
p+q=n−1
(ap + bp)xqn¯

ln¯(x)ln(t)
=
−
(n,n¯)∈N20
(en + hn)dn¯ln¯(x)ln(t)+
−
(n,n¯)∈N20
(jn + fn)kn¯ln¯(x)ln(t)+ k2
−
(n,n¯)∈N20

n¯−1
i=0
i−1
j=0
xnj + 1/4xnn¯

ln(t)ln¯(x).
In a developing form for (n, n¯) ∈ N20 the system of equations become−
p+q=n
(ap + bp)xqn¯ −
−
p+q=n−1
(ap + bp)xqn¯ = (en + hn)dn¯ + (jn + fn)kn¯ + k2

n¯−1
i=0
i−1
j=0
xnj¯ + 1/4xnn¯

.
When (n, n¯) = (0, 0), from the first equation we obtain x00¯ = (e0+h0)d0¯+(j0+f0)k0¯(a0+b0−k2/4) . Thus, the Eq. (22) is uniquely solvable
under condition (a0 + b0 − k2/4) ≠ 0, where a0 and b0 are the first coefficients in the Laguerre evaluation of the operators
fβ1 and fβ2 . Following this approach we obtain the existence uniqueness result for the n-term time fractional diffusion-wave
problem.
Proposition 1. The n-term time fractional diffusion-wave equation is uniquely solvable in the space of tempered distributions iff
the sum of the coefficients with index zero in the Laguerre expansion of the time fractional operators fromwhich is subtracted k2/4
where 1/4 has an origin in the development of the Laguerre series form representation with the index zero of the operator ∂2x , is
different from zero. Thus, in the Laguerre series expansion of the n-term time fractional diffusion-wave problem the evaluation of
the operators
(fβ0 + fβ1 + · · · + fβi + fβi+1 + · · · + fβm − k2f2) ≠ 0,
for (n, n¯) = (0, 0). This is the condition for the existence-uniqueness of the solution.
The solution is given with the Laguerre series (8), where xnn¯ are the coefficients calculated via this procedure.
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4. Two-term diffusion-wave problem; operator calculus
We obtain the solution of the two-term time fractional diffusion-wave problem (20), where t ∈ [0,∞), x ∈ R+, b1,
b2 < 1, and b1 + b2 = 1, are the given constants, using the technique of operator calculus.
Here, we give a procedure for solving the two-term Eq. (20) in operator form, for 0 < β1 < 1 < β2 < 2. A similar
calculation holds when 0 < β1 < β2 < 1 and for 1 < β1 < β2 < 2 with the initial data (6). We shall omit here their
calculations since the procedure is the same.
The operator form to the Eq. (20) reads
b1fβ1
t∗ u(t, x)+ b2fβ2
t∗ u(t, x) = k2u(x, t) x∗ f−2.
By the Laplace transform and its inverse (cf. (9))
b1(sβ1 u˜(x, s)− sβ1−1u˜(x, 0))+ b2(sβ2 u˜(x, s)− sβ2−1u˜(x, 0)− sβ2−2u˜t(x, 0)) = k2∂2x u˜(x, s)
we add to the equation the initial data
b1

Dβ1u(x, t)− 1
Γ (1− β1) t
−β1ϕ(x)

+ b2

Dβ2u(x, t)− 1
Γ (1− β2) t
−β2ϕ(x)− t−β2+1 1
Γ (2− β2)ψ(x)

= k2∂2x u(x, t).
In operator form the equation reads
b1

fβ1
t∗ u(x, t)+ 1
β1
ϕ(x)

+ b2

fβ2
t∗ u(x, t)+ 1
β2
ϕ(x)+ (3− β2)
(β2 − 1)ψ(x)

= k2∂2x u(x, t).
In order to simplify the calculation we put
b1fβ1
t∗ u(x, t)+ b2fβ2
t∗ u(x, t)+ (M1 +M2)ϕ(x)+M3ψ(x) = k2∂2x u(x, t)
whereM1 = b¯1/β1,M2 = b¯2/β2,M3 = b¯2(3− β2)/(β2 − 1).
Take the convolution f−β2 from the left-hand side of the above expression, using the semigroup property, and after
ordering the terms
[b1fβ1−β2 + b2f0] ∗ u(x, t)+ f−β2 ⊗ ((M1 +M2)ϕ(x)+M3ψ(x)) = k2(f−β2 ⊗ f−2(x))
(x,t)∗ u(x, t).
We set the coefficients bn from (27) for f−β2 =
∑∞
n¯=0 bnln(t) into the above expression, and find t−2 if β1 − β2 = −1, from
(31) and f0 = δ and f−2 = δ′′(x) =∑∞n¯=0 cn¯ln¯(x) from (30).
The developed convolutions read
RHS = k2
∞−
(n,n¯)∈N20
 −
p+q=n
−
r¯+s¯=n¯
xpr¯bqcs¯ −
−
p+q=n−1
−
r¯+s¯=n¯
xpr¯bqcs¯ −
−
p+q=n
−
r¯+s¯=n¯−1
xpr¯bqcs¯
+
−
p+q=n−1
−
r¯+s¯=n¯
xpr¯bqcs¯

ln(t)ln¯(x)
where p, q, r¯, s¯ < 0 then xpr¯bqcs¯ = 0. We have on the
LHS = [b1fβ1−β2 + b2f0] ∗ u(x, t)+ f−β2 ⊗ ((M1 +M2)ϕ(x)+M3ψ(x)).
Laguerre expansion of the corresponding coefficients are given by f0(t) = δ(t) = ∑∞n=0 ln(t), ϕ = ∑∞n¯=0 dn¯ln¯(x), ψ(x) =∑∞
n¯=0 kn¯ln¯(x). We set (26) for f−β =
∑∞
n=0 anln(t), where β1 − β2 = β,−1 < β < 0.
Put f−β2 =
∑∞
n=0 bnln(t), where 1 < β2 < 2, f−2 =
∑∞
n=0 cn¯ln¯. Since −2 < −β2 < −1, formula (27) holds. Thus, we
have on
LHS = [b1fβ + b2f0] t∗ u(x, t)+ f−β2 ⊗ ((M1 +M2)ϕ(x)+M3ψ(x)).
The convolution form reads
LHS =

b1
∞−
n=0
anln(t)+ b2
∞−
n=0
ln(t)

t∗
−
(n,n¯)∈N20
xnn¯ln¯(x)ln(t)+
∞−
n=0
bnln(t)
⊗

(M1 +M2)
∞−
n¯=0
dn¯ln¯(x)+M3
∞−
n¯=0
kn¯ln¯(x)

.
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Thus,
LHS =
∞−
n=0
[b1an + b2]ln(t) t∗
−
(n,n¯)∈N20
xnn¯ln¯(x)ln(t)+
∞−
(n,n¯)∈N20
bn[(M1 +M2)dn¯ +M3kn¯]ln¯(x)ln(t).
Denote by en = b1an + b2, gnn¯ = bn[(M1 +M2)dn¯ +M3kn¯]. Then,
LHS =
∞−
n=0
enln(t)
t∗
−
(n,n¯)∈N20
xnn¯ln¯(x)ln(t)+
∞−
(n,n¯)∈N20
gnn¯ln¯(x)ln(t).
Applying formula (13) for the approximation of the tempered convolution over the quarter plane
LHS =
−
(n,n¯)∈N20
 −
p+q=n
epxqn¯ −
−
p+q=n−1
epxqn¯

ln¯(x)ln(t)+
−
(n,n¯)∈N20
gnn¯ln¯(x)ln(t)
=
−
(n,n¯)∈N20
 −
p+q=n
epxqn¯ −
−
p+q=n−1
epxqn¯ + gnn¯

ln¯(x)ln(t).
By equating the left and the right hand side we obtain the system of the equations−
(n,n¯)∈N20
 −
p+q=n
epxqn¯ −
−
p+q=n−1
epxqn¯ + gnn¯

ln¯(x)ln(t) = k2
∞−
(n,n¯)∈N20
 −
p+q=n
−
r¯+s¯=n¯
xpr¯bqcs¯
−
−
p+q=n−1
−
r¯+s¯=n¯
xpr¯bqcs¯ −
−
p+q=n
−
r¯+s¯=n¯−1
xpr¯bqcs¯ +
−
p+q=n−1
−
r¯+s¯=n¯−1
xpr¯bqcs¯

ln(t)ln¯(x)
where if p, q, r¯, s¯ < 0, then xpr¯bqcs¯ = 0. The evaluation of the system of the infinite algebraic equations for (n, n¯) ∈ N20
reads  −
p+q=n
epxqn¯ −
−
p+q=n−1
epxqn¯

+ gnn¯ = k2
 −
p+q=n
−
r¯+s¯=n¯
xpr¯bqcs¯ −
−
p+q=n−1
−
r¯+s¯=n¯
xpr¯bqcs¯
−
−
p+q=n
−
r¯+s¯=n¯−1
xpr¯bqcs¯ +
−
p+q=n−1
−
r¯+s¯=n¯−1
xpr¯bqcs¯

where if p, q, r¯, s¯ < 0, then xpr¯bqcs¯ = 0.
Evaluation of the coefficients. For (n, n¯)=(0, 0), we obtain x00¯ = g00¯(k2b0c0¯−e0) . For (n, n¯)=(1, 0), x10¯ =
x00¯((e0−e1)+k2c0¯(b1−b0))−g10¯
(e0−k2b0c0¯)
.
For (n, n¯) = (0, 1), the corresponding equation yields x01¯ = k
2x00¯b0(c1¯−c0¯)
(e0−k2b0c0¯)
. For (n, n¯) = (1, 1), we have x11¯ = 1/(e0−k2b0c0¯)
[−g11¯ + x01¯(−e1 + k2c0¯(b1 − b0))+ x10¯b0k2(c1¯ − c0¯)+ x00¯(e0 + k2(−b1c1¯ − b0c0¯ − b0c1¯ + b0c0¯))]. The algebraic system is
uniquely solvable iff (e0 − k2b0c0¯) ≠ 0. The solution is given with (8).
5. Application
5.1. Example
We show a real application example to demonstrate the theory and proposed method.
The exact solution to the Eq. (1) by direct calculation applying the Laplace and Fourier transform in succession and their
inverses is presented in [29]. The solution is given in the form of sum of derivatives of the Mittag-Leffler function. For k = 1
and 0 < β < 1, the exact solution of the problem (1) reads
u(x, t) = Eβ,1(−tβ∂2x )u(x, 0),
where Eβ,1(−tβ∂2x )u(x, 0) =
∑∞
n=0
(−1)ntβn
Γ (βn+1)∂
2nu(x, 0) is the two-parametric Mittag-Leffler function applied to the initial
data.
The exact solution of this problem expressed in terms of special functionsM(z, ζ ) ofWright type is given inmany papers.
We recall the results from [2]
u(x, t) = 1
ktβ/2
M
 |x|
ktβ/2
, β/2

,
where M can be defined by the series M(z, ζ ) = 1
π
∑∞
n=1
(−z)n−1
(n−1)! Γ (ζn) sin(ζnπ), in the area z ∈ C, ζ > −1. For β = 1 it
corresponds to GaussianM(x, 1/2) = π−1/2 exp(−x2/4).
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Now, we solve the problem (1) by the method of approximation of tempered convolution based on Laguerre series
representation described in this paper. The problem (1) will be solved for β = 1/2 with Dirac measure as the initial data
D1/2∗ u(x, t) = k2∂2x u(x, t), u(x, 0) = δ(x).
We use direct method from Section 3.1.1 to avoid cumbersome formulas and calculations. The equation
D1/2u(x, t)− t−1/2ϕ(x) = k2∂2x u(x, t)
in the operator form reads
f1/2(t)
t∗ u(x, t)− t−1/2ϕ(x) = k2(f−2(x) x∗ u(x, t)).
Let the Laguerre series form be
t−1/2 =
∞−
n=0
mnln(t), f−2 =
∞−
n¯=0
cn¯ln¯(x), where cn¯ = (n2/2+ n/2+ 1/4),
f1/2 = 1
Γ (1/2)
∞−
n¯=0
bnln(t), δ(x) =
−
n¯
dn¯ln¯(x), and u(x, t) =
−
(n,n¯)∈N20
xnn¯ln¯(x)ln(t).
By (24) for β = 1/2,
bn = 2
1/2
Γ (1/2)

n−
j=0
(−1)jΓ (1/2+ n− j)Γ (j+ 1/2)
j!(n− j)!

.
By (30), dn¯ = 1, n¯ ∈ N0. For this choice of β = 1/2 we obtain bn = mn, n ∈ N0.
Using the formula (19) we read the coefficients of the Laguerre series setting Γ (1/2) = √π . When (n, n¯) = (0, 0),
x00¯ =
√
2
√
π
(
√
2
√
π−k2/4) . For (n, n¯) = (1, 0), we have x10¯ =
2
√
π
(
√
2−k2/4)2 . If (n, n¯) = (0, 1), x01¯ =
√
π
2+3/4√2k2
(
√
2−1/4k2)2 . Let (n, n¯) =
(1, 1). Then, x11¯ = 2
√
π
√
2+7/4k2
(
√
2−k2/4)3 , and so on. In this way we obtain the solution to the problem (1) in a form of the Laguerre
series
u(x, t) =
√
2
√
π
(
√
2− k2/4) l0¯(x)l0(t)+
2
√
π
(
√
2− k2/4)2 l1¯(x)l0(t)+
√
2
√
π
√
2+ 3/4k2
(
√
2− 1/4k2)2 l0¯(x)l1(t)
+ 2√π
√
2+ 7/4k2
(
√
2− k2/4)3 l1¯(x)l1(t)+ · · · .
For β = 0 the equation is diffusive and the solution is Gaussian. In operator form, since f 10 = f−1 = δ′, the diffusive equation
reads
δ′(t)
t∗ u(x, t) = k2(δ′′(x) x∗ u(x, t)), resp. f−1(t) t∗ u(x, t) = k2(f−2(x) x∗ u(x, t)).
With the initial data we have
f−1(t)
t∗ u(x, t)− H(t)ϕ(x) = k2(f−2(x) x∗ u(x, t)).
In a form of the Laguerre series expansion this yields
u(x, t) = 4
(1− k2/2) l0(t)l0¯(x)+
2(−6+ k2)
(1− k2/2)2 l1(t)l0¯(x)+
2(2+ 3k2)
(1− k2/2)2 l0(t)l1¯(x)
+ 2(−6− 16k
2 + 3/2k4)
(1− k2/2)3 l1(t)l1¯(x)+ · · · .
We have used (30).
5.2. Conclusion
In this paper we present a numerical method based on the approximation of the tempered convolution via Laguerre
polynomials for an n-term time fractional diffusion-wave equation. Concerning the application of this method to fractional
equations appearing in science, engineering, economics and finances, we transform them the first into the operator form
and then into the convolution form. Then we apply the approximation formula for convolution in the space of tempered
distributions supported by the upper half-plane R¯2+. The error of such an approximation is established in [18].
As a model how the method works we transform the two-term time fractional diffusion-wave problem into the
convolution equation. Then, we transfer it into an infinite system of algebraic equations by the method of approximation of
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tempered convolution. Solving the corresponding algebraic system for the coefficients, we obtain the solution to two-term
fractional diffusion-wave problem.
This shows the way of the generalization to the n-term diffusion-wave equation (resp. n-term time fractional equation)
when 0 < β0 < · · · < βi < 1 < βi+1 < · · · < βm < 2, i = 0, 1, . . . ,m, or 0 < β0 < · · · < βm < 1, or
1 < β0 < · · · < βm < 2. For the existence-uniqueness result for nonlinear n-term time fractional equation cf. [30].
This procedure could be applied for solving nonlinear diffusion-wave phenomena with a nonlinear term of the Lipschitz
class, Hölder class, or nonlinear term satisfying appropriate conditions of the growth. In the samewaywe could find solutions
of the equations that characterize anomalous diffusion described in Section 1.1. Thus, the method is applicable for linear
and nonlinear fractional equations and systems with fractional and entire derivatives when the force term satisfies the
appropriate conditions of the growth and regularity.
Appendix
A.1. Evaluation of some distributions into Laguerre series
Recall some important evaluation into Laguerre series from [18,24] useful in fractional calculus which we employ
throughout this paper.
A.2. Partial derivatives of an f ∈ LG′0(R2+)
For f (x, t) =∑(n,n¯)∈N20 ann¯ln(t)ln¯(x) ∈ LG′0(R2+), the partial derivatives are defined by
∂xf (x, t) =
−
(n,n¯)∈N20

n−1
i=0
ain¯ + 1/2ann¯

ln(t)ln¯(x), ∂t f (x, t) =
−
(n,n¯)∈N20

n¯−1
j=0
anj + 1/2ann¯

ln(t)ln¯(x).
Repeated differentiation gives
∂2x f (x, t) =
−
(n,n¯)∈N20

n¯−1
i=0
i−1
j=0
anj + 1/4ann¯

ln(t)ln¯(x). (23)
We summarize some evaluation into Laguerre series of tβ−1+ , β ∈ R, (cf. [24]).
A.3. Let 0 < β < 1
Laguerre series form reads
tβ−1+ = 2
β
Γ (1− β)
∞−
n=0

n−
j=0
(−1)jΓ (1− β + n− j)Γ (j+ β)
j!(n− j)!

ln, (24)
A.4. Case p < α < p+ 1, p ∈ N
tα−1+ =
∞−
n=0

p−
j=0

p
j

2α
n−j−
k=0
(−1)n−kΓ (p+ 1− α + k)
Γ (p+ 1− α)
Γ (α + n− j− k)
k!(n− j− k)!

ln, (25)
A.5. Let−1 < β < 0
We have
tβ−1+ = 1
β − 1
∞−
n=0
 −
p+q=n
(p+ 1/2) 2
β+1
Γ (−β)
q−
j=0
(−1)jΓ (−β + q− j)Γ (j+ β + 1)
j!(q− j)!

ln. (26)
In particular, for β = −1/2,
t−3/2 = −2/3
∞−
n=0
 −
p+q=n
(p+ 1/2)
√
2
Γ (1/2)
q−
j=0
(−1)jΓ (1/2+ q− j)Γ (j+ 1/2)
j!(q− j)!

ln(t).
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A.6. Let−2 < β < −1
Then,
tβ−1+ = 1
β(β − 1)
 ∞−
n=0
 −
p+q=n
(p2/2+ p/2+ 1/4) 2
β+2
Γ (−β − 1)
q−
j=0
(−1)jΓ (−β − 1+ q− j)Γ (j+ β + 2)
j!(q− j)!

ln

.
(27)
A.7. Let−3 < β < −2
We obtain
tβ−1+ = 1
(β − 1)β(β + 1)
 ∞−
n=0
 −
p+q=n

1/6p3 + 1/4p2 + 1/3p+ 1/8

× 2
β+3
Γ (−β − 2)
q−
j=0
(−1)jΓ (−β − 2+ q− j)Γ (j+ β + 3)
j!(q− j)!

ln

. (28)
A.8. Let β ∈ (−n− 1,−n)
One has to use
tβ−1+ = 1
β(β − 1) · · · (β − n) δ
(n+1) ∗ tβ+n+ , (29)
the expansion of δ(n+1) and approximation of the tempered convolution (11) for one variable (cf. [16,24]).
A.9. From delta calculus
f0 = δ =
∞−
n=0
ln, f−1 = δ′ =
∞−
n=0
(n+ 1/2)ln, f−2 = δ′′ =
∞−
n=0
(n2/2+ n/2+ 1/4)ln. (30)
Consequently,
f−n = δ(n) =
∞−
n=0

n−1
j=0
sj + 1/2sn

ln,
where f−(n−1) = δ(n−1) =∑∞n=0 snln (sn are the coefficients in the Laguerre expansion of δ(n−1)).
A.10. Let β = 0
Find t−1+ as
⟨t−1+ , ϕ(t)⟩ =
∫ ∞
0
1
t
(ϕ(t)− ϕ(0)H(1− t))dt, ϕ ∈ S.
Then,
t−1+ = a0l0 +
∞−
n=0

a0 −
n−1
k=0
2
2k+ 1

l2n+1 + l2n

,
where
∑−p
n=0 = 0, p ∈ N

and
a0 =
∫ 1
0
e−x/2 − 1
x
dx+
∫ ∞
1
e−x/2
x
dx.
A.11. Let β = −1
We have the following evaluation of the negative order
t−2+ =
∞−
n=0

(2n+ 2)(a˜0 − C)− 4
n−1
j=0

j−1
k=0
1
2k+ 1

− 2
n−1
k=0
1
2k+ 1

ln. (31)
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