The primaryhackup with deallocation approach of [ 2 ] is a strategy for the fault-tolerant online scheduling of hard realtime tasks. In this scheme, tasks are either rejected within a short time afier the request or guaranteed to be executed even in case of a processor failure. In this paper several heuristics for the guarantee algorithm are investigated. For the j r s t time d$-ferent processor selection strategies for guarantee algorithms with execution time constraints are compared. In addition, the concept of a decision deadline is introduced which then leads to an extension of the primary and backup checking routines. The thus modifed checking routines are shown to achieve a lower rejection ratio for tight task deadlines and constrained scheduler execution times than the modifcation making use of task slack suggested in [2].
Introduction
Recently there has been some interest in the fault-tolerant scheduling of non-preemptive, aperiodic real-time tasks on a multiprocessor system using a primaryhackup approach. Tasks are either rejected within a short time after the request so that appropriate emergency measures can be taken or they are guaranteed to be executed even in case of a processor failure.
In [2] two identical copies of a task, primary and backup, are scheduled on different processors for fault-tolerance. The primary is scheduled as soon as possible and the backup as late as possible. With this scheme, the backup needs not be executed (it can be deallocated) if the primary completes succesfully. Also, backups of primaries on different processors may overlap, as all except for one are guaranteed to be deallocated in time. In [6] the algorithm of [2] is extended for the case of tight deadlines. In this case the backup is divided into two parts, the first of which is executed concurrently with the primary and the second is scheduled behind the primary and may be deallocated as above in case the primary completes successfully. The work of [ 11 is also concerned with tasks with tight deadlines. Here passive replicas and checkpointing are used. This approach even allows to overload primaries and backups. [3] proposes a general algorithm for the fault-tolerance strategies of triple modular redundancy, primaryhackup, and imprecise computation. In order to reclaim unused computation time of tasks that did not need their worst-case excution time the algorithm rebuilds the complete schedule with each newly arriving task using a heuristic search algorithm with a constraint on the number of branches that may be taken.
As the scheduling of tasks with arbitrary execution times on a multiprocessor system is NP-complete [ 5 ] , good heuristics are needed for the scheduling of primaries and backups. Such heuristics must fulfil two requirements: they must be able to guarantee a high number of requests and they must be able to make the guarantee decision within a limited and short period of time after a request [6] . Even though the above works concede the importance of simple and effective scheduling heuristics, they do not give much detail of the actual algorithms used and do not investigate the effectivity/execution time trade-off of their heuristics.
In this paper several guarantee heuristics to be used with the primaryhackup scheme are investigated. In particular, for the first time different processor selection strategies for guarantee algorithms with execution time constraints are compared. In addition, the concept of a decision deadline is introduced which then leads to an extension of the primary and backup checking routines. The thus modified checking routines are shown to achieve a lower rejection ratio for tight task deadlines and constrained scheduler execution times than the basic checking routines and even the modification making use of task slack suggested in 121.
System and task model
This paper assumes the same system and task model as [2] . Aperiodic hard real-time tasks are to be scheduled online on a multiprocessor system with identical processors. The tasks are independent and do not share resources. A task request is executed if the primary fails, otherwise it is deallocated -its slot is removed from the schedule -after the successful completion of the primary so that the capacity of the backup slot is again available for new requests.
Guarantee algorithms
The algorithms which are evaluated in this work consist of three parts each: the processor allocation strategy which is different for each algorithm, and the primary as well as backup checking routines which are the same for each algorithm.
Processor selection strategies
If the execution time of the scheduler to make a decision is constrained, then it is very important that the heuristics which determines the candidate processors is effective, that means, that it selects first the processor on which the primary or backup checking routines are most likely to succeed. In this work, three different processor selection heuristics were evaluated: sequenrial search, load-based selection, and random candidate selection as baseline.
The load-based selection strategy keeps track of the load of each processor. The load is the sum of the worst-case computation times of the tasks currently scheduled on that processor. Backups are weighted with a factor of 0.3 because they are deallocated in the case of no fault occurring. After the processors are sorted according to their load, the least loaded processor is selected as candidate for the first primary, the third least loaded for the second primary and the second least loaded for the backup.
Budgeting
After having found the first primary candidate it is thus necessary to decide how the remaining number of comparisons is most effectively distributed between the checking of another primary and the backup check. For this trade-off a concept of budgeting is introduced: The total budget of comparisons is divided into a primary and a backup budget. If the checking of the first primary candidate uses less than the primary budget, the remaining primary budget is used for the checking of a second primary, otherwise the backup check is started directly.
Basic checking routines
The basic checking routines used in this work are the same as in [2], except for the fact that in that paper the primary checking routine always uses uses a primay's slack (see section 3.4.1).
3.3.1
The primary check algorithm checks for each gap between a specified starting time (the later of either worst case completion time of the guarantee algorithm or the end of the currently Checking routine for primary candidate executing task) and the time dabs -c whether a primary of size c may be placed into it. The check terminates with the first successful fit.
Checking routine for backup candidate
The backup check algorithm places the backup in the slot [dabs -c: dabs] and makes no special effort to overload backups For the backup candidate processor, each slot is examined on whether it overlaps the backup candidate position. If the overlapping slot is a primary, the backup check has failed. If the overlapping slot is another backup the primary of which is on the same processor as one of the current primary candidates, then the respective primary candidate is dropped. If no primary candidates are left, the backup check has failed.
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Modified checking routines
Using primary slack
If the primary check algorithm finds that a gap in the schedule is not big enough to fit in the new primary and if the limiting slot is a primary, an attempt is made to shift this limiting slot (and possibly others in front of it) forward as much as possible. In [2] the actual improvement gained by this scheme has not been evaluated. This work investigates the utility of a slacktesting scheme which has been modified with respect to the one described in [2] as follows: Slack is local, that is, at most one slot is shifted, as experiments have shown that the shifting of multiple slots only marginally contributes to a decrease in the rejection rate. The slack test is done for each gap immediately, if necessary, not only after all gaps on all processors have been tried without it. The slack is also used in the backup check algorithm to move primaries that overlap the candidate backup slot out of the way.
3.4.2
The use of a guarantee algorithm always implicitely assumes that there is a time period after the task request in which the decision about the acceptance or rejection of the task is made, so that in the case of rejection appropriate measures can be taken. When designing a system it will thus be necessary to specify a decision deadline d d for each task request which constrains the useful worst-case execution time of the guarantee algorithm. This decision deadline can actually be used to improve the basic checking routines for both, primaries and backups, by allowing to overload certain backup slots which must not be overloaded according to the original conditions:
Assume the primary check finds that a certain gap is too small to schedule the primary and the limiting slot at the end of the gap is a backup (see Fig. 1 ). According to the conditions stated above, the primary Pr(X) must not not overlap the backup Bk(B) and can thus not be scheduled into this gap based on the system state in the time between t , and t , when the guar- 
sor.
this backup is scheduled to complete before the absolute decision deadline of the primary under consideration, then the final guarantee decision may be postponed until this poin! ( t z ) and the new primary may be scheduled on probation. Assume the backup check finds that the candidate backup slot overlaps with the backup (Bk(A)) of a primary on the same processor as a primary candidate (see Fig. 2 ). According to the scheduling rules of [ 2 ] , backups with primaries on the same processor must not overlap, and the backup check would fail based on the system state in the time between t , and t , when the guarantee algorithm executes. However, as in the previous case this requirement is no longer necessary if the first primary is scheduled to complete within the decision deadline of the new task. The primary candidate then has to be marked as being on probation and dependent on the first primary.
Simulation Experiments
The performance of the guarantee algorithms presented above has been investigated by simulations. Both the perfor- mance of the algorithms relative to each other as well as the influence of the slack and decision deadline modifications have been studied. The measured variable is the rejection ratio, both with respect to the total number of requested tasks (TT,) and the total amount of executable task size (TT,). The independent variable for the simulations is the upper limit on the number of checking comparisons the algorithms are allowed to make, as a processor independent metric for the execution time of the guarantee algorithm. Further variable simulation parameters are the average task deadline, the number of processors, and the average task computation time.
Task Set Parameters
In order to obtain as far as possible comparable results the same simulation parameters as in [2] have been chosen (see Table 4 . l). A discrete event simulator has been used to simulate 100 sets of 1000 tasks for each parameter setting. The same task sets have been used for all experiments and the results of each run have been averaged. For the simulation it was assumed that no fault actually occurs so that all backups can be deallocated. The window ratio is defined as wr = d,,l/c. In the cases when a decision deadline is used, the decision deadline is set to the smaller value of one tenth of the relative deadline and the slack available for the task ( d d , r e l = rriin(dre~ -2 * c: 0.1 * d r e l ) ) . 
Results
The first two plots investigate the effects of the different modifications of the checking routines on the performance for task sets with tight and wide deadlines. Fig. 3 shows the load rejection ratio TT, of the modified checking routines relative to that of the basic routine as a function of the maximum number of comparisons allowed within the checking routines of the guarantee algorithm for the sequential search processor selection strategy for window ratios of w, = 3 and w, = 11. As can be seen, for tight deadlines (w, = 3) the modification making use of the decision deadline performs better than both the basic algorithm and the slack testing modification with respect to the rejected load. With a window ratio of w, = 11 the advantage of the decision deadline modification is not so pronounced in the low number of comparions range and the slack modification performs much better as the permissible number of comparisons gets higher. This result can easily be explained: backups are always scheduled ALAP, thus for tight deadlines it is quite likely that a slot with a backup is the obstacle which can be overcome by the decision deadline modification, but not the slack test. One can also see from the results that under certain conditions the slack modification performs even worse than the basic algorithm. The results for the load-based processor selection, shown in Fig. 4 , exhibit the same basic behavior as those for the sequential search. In Fig. 5 the different processor selection heuristics are compared with each other. As this paper is mainly interested in the behavior of guarantee algorithms with restricted execution time, only the curves for the decisions deadline modification are shown, which were found to offer best performance in this range as demonstrated above. For execution time constrained guarantee algorithms load-based processor selection achieves the relatively lowest overall rejection ratio with respect to the number of rejected tasks (2-5% better than sequential search, see [4] ) while sequential search performs better (up to 10% for tight deadlines) with respect to the rejected load (Fig. 5) . Both are clearly superior to random pro- cessor selection.
Conclusion
Several strategies for processor selection for execution time constrained guarantee algorithms have been evaluted. To take the decision deadline of a task request into account has been shown to considerably improve the algorithm performance for tight deadlines. In some cases the modification using decision deadline performs 20% better than the modification using slack suggested in [2]. More details about our work can be found in [4] . Further research might explore how an adaptive scheduler which monitors the variation of task request parameters such as the average window ratio over time might self-adjust its guarantee strategy for best performance.
