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The spin-orbit (SO) coupling gives rise to a large splitting of the subband energy levels in semicon-
ducting heterostructures. Both theoretical and experimental interest towards SO interactions in
superconductors and superconducting heterostructures has been on the rise due to new experi-
mental findings on the field. The zero-energy peak in the local density of states in the experiment
suggests that Majorana fermions appear in superconductor-semiconductor nanowires.
In this thesis, I study the effects of SO coupling in superconductor-normal metal-superconductor
(SNS) junctions in the presence of an exchange field. We adopt the quasiclassical Green’s function
approach and implement the Rashba SO interaction into the Usadel equation, which is the equation
of motion for the quasiclassical Green’s functions. We solve the Usadel equation numerically as the
analytic solution in the general case is not possible.
We find that the Rashba SO coupling has a finite effect on the physical properties of the junction
only if there is also an exchange field along the SNS junction. When both are present, two interesting
phenomena occur. Contrary to the case without Rashba SO coupling, supercurrent through the SNS
junction stays finite even with a very large exchange field strength along the junction. Also, the local
density of states peaks up in the normal metal at zero energy when both, the exchange field and the
Rashba SO coupling, are present. The peak persists almost throughout the normal metal regime
vanishing only at the edges near the superconductors. Therefore, the peak cannot be explained as
Majorana fermions as they would appear as a peak near the edges and an alternative explanation is
needed.
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Rashba spin-orbit supercondutor junction
Kumpulan kampuskirjasto
Spin-rata-vuorovaikutus saa aikaan energiatasojen jakautumisen puolijohteissa. Viime aikaiset
kokeelliset havainnot ovat saaneet teoreettisten ja kokeellisten fyysikkojen mielenkiinnon herää-
mään spin-rata-vuorovaikutusta kohtaan suprajohtavissa monikerrosrakenteissa. Kokeellisesti ha-
vaittu nollaenergiapiikki paikallisessa tilatiheydessä antaa ymmärtää, että suprajohde-puolijohde-
nanolangoissa voi olla Majoranafermioneja.
Tutkielmassani käsittelen spin-rata-vuorovaikutuksen ja ulkoisen magneettikentän vaikutuksia
suprajohde-normaalimetalli-suprajohde (SNS) liitoksissa. Tutkimme liitosta kvasiklassisten Greenin
funktioiden formalismissa ja lisäämme Rashba spin-rata-vuorovaikutusta kuvaavan termin liike-
määräkeskiarvoistettujen Greenin funktioiden liikeyhtälöön eli Usadelin yhtälöön. Ratkaisemme
Usadelin yhtälön numeerisesti, sillä analyyttinen ratkaisu ei ole yleisessä tapauksessa mahdollinen.
Rashba spin-rata-vuorovaikutuksella on vaikutus liitoksen fysikaalisiin ominaisuuksiin ainoastaan
jos systeemissä on myös magneettikenttä. Rashba spin-rata-vuorovaikutus yhdessä magneettiken-
tän kanssa saa aikaan kaksi mielenkiintoista ilmiötä. Toisin kuin ilman Rashba vuorovaikutusta,
SNS liitoksen läpi kulkeva supravirta ei katoa vaikka magneettikentän voimakkuus kasvaa erittäin
suureksi. Kun Rashba spin-rata vuorovaikutus ja magneettikenttä ovat molemmat suuria, normaali-
metallin paikalliseen tilatiheyteen tulee piikki nollaenergian kohdalle. Piikki on olemassa melkein
koko normaalimetallin alueella ja katoaa ainoastaan reunalla lähellä suprajohteita. Paikallisen ti-
latiheyden nollaenergiapiikkiä ei voida siten selittää Majoranafermionien avulla, sillä ne saisivat
aikaan piikin suprajohteiden lähellä. Tarvitsemme vaihtoehtoisen selityksen nollaenergiapiikille
paikallisessa tilatiheydessä.
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Chapter 1
Introduction
Spin-orbit coupling was ﬁrst observed as a splitting of electron's atomic energy levels [1].
The spin of an electron orbiting around a positively charged nucleus interacts with the
electromagnetic ﬁeld originating from the protons. This leads to a shift in the energy
spectrum of the electron. In condensed matter physics, the eﬀects of SO coupling have
been widely studied in normal metals and semiconductors. SO coupling can lead to spin
splitting of the subband in semiconductor heterostructures energy levels [2,3] and it has
been suggested that Majorana fermions could exist in superconductor-semiconductor het-
erostructures due to the SO coupling. Majorana fermions in nanowires could be used in
future applications to quantum information processing [48]. Recent experimental ﬁnd-
ings also support the existence of Majorana fermions in superconductor-semiconductor
nanowires [9]. Just recently, it was also shown that SO coupling can give rise to a
long-range triplet component in superconductor-ferromagnet heterostructures [10]. Even
though superconductivity was discovered more than a hundred years ago, the eﬀects of
SO coupling are still not properly understood in superconductors. Therefore, studying
the eﬀects of SO coupling in superconductors is of utmost importance.
In this thesis, I study normal metal-superconductor-normal metal (SNS) junctions
under an applied exchange ﬁeld to demonstrate the eﬀects of SO coupling in supercon-
ducting heterostructures even further. Similarly to Ref. [10], we adopt the quasiclassical
Green's function approach to study the SNS junction. We use numerics to solve the
equations describing the junction as analytical solution in the general case cannot be
achieved.
The thesis is organized as follows: Chapter 2 contains a short introduction to super-
conductivity and some phenomena related to it. Chapter 3 is devoted for the description
of the theoretical background on quasiclassical Green's functions and how they can be
used to characterize superconducting systems. In Chapter 4, I demonstrate how the
spin-orbit coupling can be implemented in the equations presented in Chapter 3 and
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present the new results obtained from the equations in the case of a superconductor-
normal metal-superconductor junction. Finally, Chapter 5 summarizes and discusses the
results obtained in Chapter 4.
Chapter 2
Superconductivity
For many metals, a phase transition to a superconducting phase occurs at a speciﬁc tem-
perature Tc, below which the metal has a vanishing electrical resistance. For a vanishing
resistance, current can ﬂow through the metal without inducing a voltage drop. This,
one of the deﬁning features of superconductors, was ﬁrst discovered by H. K. Onnes in
1911 and is illustrated in Fig. 2.1. This chapter gives a short introduction to supercon-
ductivity.
Figure 2.1: At a critical temperature Tc = 4.2 K the resistance of mercury abruptly
decreases. At this point, mercury enters a superconducting state. From the Nobel lectures
of H. Kamerlingh Onnes (1913). c© The Nobel Foundation.
2.1 Cooper pairing
In 1956, Leon Cooper discovered that even an arbitrarily weak attraction between elec-
trons near the Fermi level can cause bound states of paired electrons [11]. Due to the
3
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attractive interaction, the paired state can have a lower energy than the Fermi energy,
resulting in a ground state of paired electrons. However, two electrons in free space do
not form a paired state due to the same weak interaction. Rather, electrons near the
Fermi level are needed for such Cooper pairs to be formed. The Cooper pairing opens a
gap in the energy spectrum of the electrons, so that there is a minimum energy for an
excitation. This gap in the energy spectrum enables superconductivity.
Even though Cooper pairing is a quantum eﬀect by nature, the reason for the attrac-
tive interaction can be understood phenomenologically from classical principles [12,13].
Consider an electron moving in a lattice of positive ions. The negatively charged electron
attracts the positive ions, displacing them from the lattice, and increasing the positive
charge density in the vicinity of the electron. The positively charged area in the lattice
then attracts other electrons giving rise to an eﬀectively attractive interaction between
the electrons. The phenomenological explanation of Cooper pairing is illustrated in Fig.
2.2. The eﬀective attraction between the electrons can be strong enough to overcome the
repulsive Coulomb interaction.
(a) An electron (red) moving in
the lattice of positive ions (blue)
attracts the ions displacing them.
This induces a positive wake in
the lattice.
(b) Another electron is attracted
by the positive charge density
causing an eﬀective attractive in-
teraction between the two elec-
trons. This leads to Cooper pair-
ing.
(c) Other electrons in the lattice
also form Cooper pairs. The pairs
can ﬂow through the lattice more
freely than unbound electrons.
Figure 2.2: Eﬀective attraction between two electrons leads to a formation of a Cooper
pair.
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The amount of correlations between the positions of the electrons can be described by a
correlation function [12,14]
F
(r)
σσ′ = 〈ψσ (r)ψσ′ (r)〉 , (2.1)
where ψσ (r) is the annihilation operator for an electron at position r with spin σ and 〈 〉
denotes a quantum statistical average of the operators. For conventional superconductors,
this pair amplitude is non-vanishing except for the case σ′ = σ¯, where σ¯ denotes the spin
opposite of σ. With the help of the pair amplitude (2.1) we can deﬁne an order parameter
known as the pair potential
∆ (r) = λ (r)F (r) , (2.2)
where λ (r) is the strength of the attraction and F (r) ≡ F↑↓ (r) = −F↓↑ (r) is the non-
vanishing part of the pair amplitude. The pair potential (2.2) is a complex function of r
and thus can be expressed in the polar form
∆ (r) = |∆ (r)| eiϕ(r). (2.3)
In a magnetic ﬁeld (assuming there are no vortices), the absolute value of the pair po-
tential is a constant |∆ (r)| = |∆|, but generally the phase ϕ (r) is position dependent.
2.2 BCS theory
The microscopic theory of superconductivity was laid down by Bardeen, Cooper and
Schrieﬀer (BCS) in 1957. The BCS theory relies on two basic premises: (i) Cooper pairs
are formed near the Fermi surface and (ii) the pairing can be described by a mean-ﬁeld
theory. I now give a short introduction to BCS theory following Ref. [12].
The Hamiltonian describing the system of Cooper pairs can be written in the quan-
tum ﬁeld theory formalism. Let ψ†σ(r) and ψσ(r) denote the creation and annihilation
operators for an electron at position r with spin σ. Then the BCS Hamiltonian can be
written as
H =
∑
σ
ˆ
drψ†σ (r)H0(r)ψσ(r)
+
∑
σ,σ′
ˆ
drdr′λσ,σ′(r, r′)ψ†σ (r)ψ
†
σ′ (r
′)ψσ′(r′)ψσ(r), (2.4)
6 Chapter 2. Superconductivity
where
H0 =
1
2m
(
~
i
∇− eA
)2
+ U(r)− µ (2.5)
is the single-particle Hamiltonian of the electron gas. Here A is the vector potential,
U(r) the Coulomb potential, and µ the chemical potential.
Assuming a local spin singlet coupling
λσ,σ¯(r, r
′) = λ(r)δ(r− r′), λσ,σ(r, r′) = 0, (2.6)
the interaction term in Hamiltonian (2.4) can be written in terms of pair amplitudes
and small ﬂuctuations around the mean ﬁeld. Taking the pair amplitude and the pair
potential from Eqs. (2.1) and (2.2), let us deﬁne a ﬂuctuation operator δˆ (r) such that
ψσ¯ (r)ψσ (r) = F (r) + δˆσ¯σ (r)
ψ†σ (r)ψ
†
σ¯ (r) = F
∗ (r) + δˆ†σ¯σ (r) . (2.7)
By deﬁnition, the ﬂuctuation operator satisﬁes
〈
δˆσ¯σ(r)
〉
= 0. Assuming that the system
is symmetric under spin rotation and using Eq. (2.6), Eq. (2.4) reads
H =
∑
σ
ˆ
drΨψ†σ (r)H0(r)ψσ(r) +
ˆ
drdr′λ(r)δ(r− r′)ψ†σ (r)ψ†σ¯ (r′)ψσ¯(r′)Ψψσ(r).
(2.8)
Using the deﬁnition (2.7) and expanding Eq. (2.8) in the ﬁrst order of δˆ we get
H ≈
∑
σ
ˆ
drψ†σ (r)H0(r)ψσ(r)
+
ˆ
drλ(r)
[
F (r)ψ†σ (r)ψ
†
σ¯ (r) + F
∗(r)ψσ¯(r)ψσ(r)− F (r)F ∗(r)
]
, (2.9)
in which the deﬁnition of the ﬂuctuation operator δˆ is already substituted back to the
equation. Now plugging in the deﬁnition of the pair potential (2.2) yields
H ≈
∑
σ
ˆ
drψ†σ (r)H0(r)ψσ(r)
+
ˆ
dr
[
∆(r)ψ†σ (r)ψ
†
σ¯ (r) + ∆
∗(r)F ∗(r)ψσ¯(r)ψσ(r)
]
− E0, (2.10)
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where the last term E0 =
´
dr∆(r)F ∗(r) describes the energy diﬀerence between the
normal and superconducting states.
The above Hamiltonian can be diagonalized via the Bogoliubov transformation
ψ↑(r) =
∑
n
γn↑un(r)− γ†n↓v∗n(r)
ψ↓(r) =
∑
n
γn↓un(r) + γ
†
n↑v
∗
n(r). (2.11)
γ†nσ and γnσ are the Bogoliubov operators which create and annihilate excitations from
the superconducting state. The coeﬃcients un(r) and vn(r) satisfy the Bogoliubov-de
Gennes equation (
H0(r) ∆(r)
∆∗(r) −H†0(r)
)(
un(r)
vn(r)
)
= En
(
un(r)
vn(r)
)
(2.12)
and a normalization condition ∑
n
|un(r)|2 + |vn(r)|2 = 1. (2.13)
For ∆(r) = 0, the equation breaks down into two equations
H0(r)un(r) = Enun(r) (2.14)
H†0(r)vn(r) = −Envn(r) (2.15)
the ﬁrst of which is the Schrödinger equation describing the electrons and the second
equation describes the time-reversed excitations known as holes.
The eigenfunctions of a bulk superconductor can be solved from Eq. (2.12) and the
corresponding eigenenergies are
Ek = ±
√
ξ2k + |∆|2, (2.16)
with ξk = ~2k2/(2m)− µ. The superconducting density of states for the quasiparticles is
NS(E) = NF
|E|√
E2 − |∆|2
θ(|E| − |∆|), (2.17)
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where E is measured with respect to the Fermi level EF and NF is the density of states at
E = EF . From Eq. (2.17) we can see that there is an energy gap in the density of states
for |E| < ∆ and there is a divergence at E = ∆. Thus ∆ is the minimum excitation
energy of a quasiparticle since even at the Fermi surface, where ξk = 0, Ek = ± |∆| is
ﬁnite.
2.3 Coherence length
The coherence length ξ0 is a characteristic length scale describing the response of the
superconducting order parameter to a perturbation. In a superconductor-normal metal
interface, the coherence length is the length scale at which the order parameter of the
superconductor regains its bulk value. For a pure superconductor, when the coherence
length is much smaller than the elastic scattering length (ξ0  lel), the coherence length
is [12,15]
ξclean0 =
~vF
pi |∆| , (2.18)
where vF is the Fermi velocity, the velocity corresponding to a kinetic energy equal to
the Fermi energy. In the dirty limit (ξ0  lel), the coherence length is given by
ξdirty0 =
√
~D
2∆
, (2.19)
where D = 1
3
vF lel is the diﬀusion constant.
2.4 Josephson eﬀect
When two superconductors are coupled by a weak link a current can ﬂow through the
system without any voltage drop. This phenomenon is known as the Josephson eﬀect.
The weak link can be realized as an insulating layer between the superconductors such
that a superconductor-insulator-superconductor (SIS) junction is created. Another way
to weakly link two superconductors is a superconductor-normal metal-superconductor
(SNS) junction in which a short non-superconducting layer of metal is placed between
the superconductors. It is also possible to weakly couple superconductors using only
one superconducting material by making a superconductor-constriction-superconductor
(ScS) link, where superconductivity is physically constrained in the middle section.
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Assuming two superconductors to be coupled, supercurrent through the junction de-
pends on the phase diﬀerence across the link. As ﬁrst predicted by B. D. Josephson in
1962 [16], the supercurrent through a weakly coupled junction is given by [13]
IS = Icsin(∆ϕ), (2.20)
where Ic is the critical current and ∆ϕ is the phase diﬀerence between the two su-
perconductors. The critical current is the maximal supercurrent that the junction can
withstand without any voltage buildup. If there is a voltage V across the junction, the
phase diﬀerence evolves as
d(∆ϕ)
dt
=
2eV
~
(2.21)
with 2e being the charge of a Cooper pair.
From the two Eqs. (2.20) and (2.21) we can write the potential energy stored in the
Josephson junction integrating over the electrical work
F =
ˆ t
0
ISV =
~Ic
2e
ˆ ∆ϕ
0
sin (∆ϕ) d (∆ϕ) =
~Ic
2e
(1− cos(∆ϕ)) . (2.22)
This potential energy is also known as the Josephson energy. If the critical current is
positive, the Josephson energy has a minimum when the phases of the superconductors
are the same, so that ∆ϕ = 0. It is also possible to construct a junction so that the
critical current is negative. In this case, the supercurrent through the junction changes
sign, and therefore the mimimum of the Josephson energy is obtained when ∆ϕ = pi.
Then the superconductor is said to be in the pi-state [17,18].
2.5 Andreev reﬂection and proximity eﬀect
In addition to the Josephson eﬀect through a SNS junction, interesting phenomena occur
in the superconductor-normal metal interface [12,13]. Inside a normal metal, far enough
from the SN-interface, the density of states is unaﬀected by the presence of a super-
conductor. Far away from the interface, the density of states of the superconductor is
also unaﬀected by the presence of the normal metal, and therefore has a gap. When an
electron incident from the normal metal with E < ∆ reaches the SN-interface, it cannot
enter the superconductor as there are no available states for it inside the gap. Instead, the
electron is reﬂected back into the normal metal as a hole. The hole has a positive charge,
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and thus 2e of charge is transferred into the superconductor resulting in a new Cooper
pair in the superconducting condensate. This eﬀect known as the Andreev reﬂection is
illustrated in Fig. 2.3.
N S
Figure 2.3: An electron (red) is reﬂected from a normal metal-superconductor interface
as a hole (blue) back to the normal metal. This results in the formation of a Cooper pair
in the superconductor.
It is also possible for a hole to reﬂect back from the SN-interface as an electron. This
removes a Cooper pair from the superconductor and allows the pairs to leak into the
normal metal. Due to the leaking of Cooper pairs, the pair amplitude (2.1) is ﬁnite even
inside the normal metal giving the normal metal superconductor-like properties near the
interface. On the other hand, as far in the normal metal the pair amplitude decays to
zero, for the superconductor it is also weakened near the interface. This leaking of Cooper
pairs is called the proximity eﬀect. Most importantly, the proximity eﬀect can alter the
local density of states near SN-interfaces and can cause a supercurrent to ﬂow through
the normal metal in SNS junctions.
Chapter 3
Quasiclassical theory of
superconductivity
Green's function formalism relying on quantum ﬁeld theory is a potent tool when solving
many-body problems [19,20]. In this chapter, I will give a cursory description on how
to use Green's functions within the quasiclassical approximation to describe mesoscopic
superconductivity. More rigorous characterization of the theory is available in Refs. [21]
and [22].
3.1 Green's functions
Green's function formalism describing superconductors is constructed in the Nambu space
[23], which combines the particle and hole space. It is convenient to introduce Nambu
spinors for the electrons as ψˆ† =
(
ψ†σ ψσ¯
)
. Now a time-ordered Green's function can be
expressed as
Gˆ (1, 1′) = −i
〈
Tcψˆ(1)ψˆ†(1′)
〉
=
(
G(1, 1′) F (1, 1′)
F †(1, 1′) G†(1, 1′)
)
, (3.1)
where F = −i 〈Tcψσψσ¯〉 is the anomalous Green's function. Tc is the contour-ordering
operator, which is the time-ordering operator on the contour where the Green's functions
are deﬁned. 1 and 1′ are generalized coordinates that specify the position, contour-time
argument, and the spin.
One can also deﬁne a mapping which takes the Green's functions G (τ, τ ′) deﬁned on
the contour to functions of time G (t, t′). An isomorphism between the Green's functions
11
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on the contour and 2×2 -matrices in the Keldysh space can be found such that [22,24,25]
Gˇ =
(
Gˆ11 Gˆ12
Gˆ21 Gˆ22
)
. (3.2)
There are multiple choices for this mapping and one convenient choice is presented in Sec.
3.1.2. To separate the operators in diﬀerent spaces, I have adopted a notation in which
(ˇ) and (ˆ) denote the Keldysh and the Nambu space, respectively. To avoid confusion
with the Keldysh and Nambu spaces, I use ( ) to denote the spin space.
The Keldysh Green's function obeys the Gor'kov equations [21,26]
(
Gˇ−10 − ∆ˇ− Σˇ
)
(1, 2)⊗ Gˇ (2, 1′) = δ (1, 1′) , (3.3)
Gˇ (1, 2)⊗ (Gˇ−10 − ∆ˇ− Σˇ) (2, 1′) = δ (1, 1′) ,
where δ (1, 1′) = δ (r1 − r′1) δ (τ1 − τ ′1) δσ1σ′1 and ⊗ involves a convolution over the coor-
dinates. The superconducting pair potential ∆ˇ is diagonal in the Keldysh space and
oﬀ-diagonal in the Nambu space
∆ˇ =
(
∆ˆ 0
0 ∆ˆ
)
, ∆ˆ =
(
0 ∆
∆∗ 0
)
, (3.4)
Σˇ describes the scattering of electrons, and Gˇ−10 is the free Green's function
Gˇ−10 (1, 2) = [i∂t1 −H0(1)] δ (1− 2) , (3.5)
where H0 is the single-particle Hamiltonian given in Eq. (2.5). Equation (3.3) is written
in the units in which ~ = kB = e = 1. We use the same units throughout the rest of the
thesis.
The Gor'kov equations (3.3) are for full two-coordinate Green's functions. They can
be used to study many-body problems but dealing with them can be quite tedious. In
Sec. 3.2 we make the quasiclassical approximation which allows a more functional and
sensible approach when studying superconductivity.
3.1.1 Matsubara technique
For the Matsubara Green's function [27], the time coordinate corresponds to an imaginary
time in the conventional Green's function τ = it (3.1). In equilibrium, the physical
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properties of the system are proportional to 1−2f (E) = tanh ( E
2T
)
, where f is the Fermi
function
f (E) =
1
1 + eE/T
. (3.6)
Therefore an integral of the form [26,28]
ˆ ∞
−∞
dEh (E) tanh
(
E
2T
)
(3.7)
needs to be evaluated for determining the physical properties. Here, h is a function that
is analytic on the upper-half plane and for which E h (E) → 0, when |E| → ∞. In the
Matsubara technique, the integral (3.7) reduces to a sum over the residues of tanh
ˆ ∞
−∞
dEh (E) tanh
(
E
2T
)
= 2piiT
∞∑
n=0
h (iωn) , (3.8)
where ωn = (2n+ 1) piT are the Matsubara frequencies. Necessary information describing
the physical quantities of the system is contained in the Green's functions only at a
discrete set of energies E = iωn.
3.1.2 Keldysh technique
The Keldysh Green's functions [24] are needed for the description of nonequilibrium
properties of the system. The Keldysh technique gives tools to describe the real-time
evolution out of equilibrium and at ﬁnite temperatures.
The properties producing the time evolution of the system can be depicted by a
single contour in the complex time plane. This leads to a convenient way to map Green's
functions on the contour to 2× 2 -matrices in the Keldysh space [21,22,29]
Gˇ =
(
GˆR GˆK
0 GˆA
)
, (3.9)
where
GˆRik (1, 1
′) = −i (τˆ3)ik θ(t− t′)
〈{
ψi (1) , ψ
†
k (1
′)
}〉
, (3.10)
GˆAik (1, 1
′) = i (τˆ3)ik θ(t− t′)
〈{
ψi (1) , ψ
†
k (1
′)
}〉
, (3.11)
GˆKik (1, 1
′) = −i (τˆ3)ik
〈[
ψi (1) , ψ
†
k (1
′)
]〉
. (3.12)
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Here τˆ3 is the third Nambu Pauli matrix, i, k = 1, 2, and the operators ψ1,2 and ψ
†
1,2 are
ψ1 = ψ↑, ψ
†
1 = ψ
†
↑, ψ2 = ψ
†
↓, ψ
†
2 = −ψ↓
with ψ↑ and ψ↓ being the usual Fermi ﬁeld operator for spin up and down. The retarded
GˆR and advanced GˆA Green's functions are used in determination of the energy dependent
(spectral) properties of the system and the Keldysh GˆK Green's function is needed for
the description of the properties dependent on the nonequilibrium distribution function.
3.2 Quasiclassical approximation
Green's function (3.1) oscillates rapidly as a function of |r1 − r2| on a scale of Fermi
wavelength λf [15,19,21]. The aim of the quasiclassical approximation is to average out
the fast oscillations of the Green's functions and thus the quasiclassical theory cannot
describe phenomena occurring on length scale smaller than λf . However, λf is usually
of the order of atomic length scales and therefore much smaller than the characteristic
length scales occurring in the problems of superconductivity.
Let us ﬁrst introduce the Wigner representation [22]
Gˇ(R,p) =
ˆ
dre−p·rGˇ
(
R+
r
2
,R− r
2
)
, (3.13)
where the Fourier transform of the Green's function is done with respect to the relative
coordinate r = r1−r2. R denotes the center-of-mass coordinate and p is the momentum.
In this representation, the convolution ⊗ can be expressed as a Taylor series
(
Aˇ⊗ Bˇ) (r1, r2) = e i2(∂p1∂R2−∂p2∂R1)Aˇ (R1,p1) Bˇ (R2,p2) |R1=R2=R,p1=p2=p (3.14)
Neglecting the short-range oscillations, we can expand the exponent to linear order in
the diﬀerential operators. Finally, integrating over ξ = p
2
2m
− µ the quasiclassical Green's
function is
gˇ (R,vf , t, t
′) =
i
pi
ˆ
dξGˇ (R,vf (ξ) , t, t
′) . (3.15)
The equation of motion for quasiclassical Green's functions is the Eilenberger equation
[19]
vf · ∇ˆgˇ +
[−iετˆ3 + ∆ˇ + Σˇ, gˇ] = 0, (3.16)
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where ∇ˆgˇ = ∇Rgˇ − i [Aτˆ3, gˇ] is the gauge invariant gradient with a vector potential A
and τˆ3 is the third Pauli matrix in Nambu space.
As Eq. (3.16) is homogeneous, it does not determine the Green's function (3.15)
uniquely - gˇ is deﬁned only up to a multiplicative constant. However, it can be shown
that a normalization condition gˇ2 = 1 holds [15,30]. This normalization condition turns
out to be useful when ﬁnding a parameterization for gˇ.
The quasiclassical Green's function in the Nambu space can be written as [21,22]
gˆ =
(
g f
f † −g
)
, (3.17)
where f † is the time-reversed counterpart of f . In a bulk superconductor, the elements
of Green's function (3.17) are
gω =
ω
Ω
, fω =
∆
Ω
with Ω =
√
|∆|2 + ω2. (3.18)
Here the lower index ω is present to emphasize that the bulk values are written in the
Matsubara technique. We use these as a boundary condition for our calculations in
Chapter 4.
3.3 Dirty limit: Usadel equation
When a large enough number of impurities is present in a metal, Green's functions are
nearly isotropic with respect to the direction of the momentum. In this dirty limit, one
can expand Green's functions in spherical harmonics, keeping only the s- and p-wave
parts. This leads to an equation for the angular average (taken over momentum) of the
quasiclassical Green's function [21,25]
D∇ˆ ·
(
Gˇ∇ˆGˇ
)
=
[−iετˇ3 − ihσ3 + ∆ˇ + Σˇin, Gˇ] , (3.19)
where ∇ˆGˇ = ∇RGˇ− i
[
Aτˆ3, Gˇ
]
is the gauge invariant gradient with the vector potential
A and
τˇ3 =
(
τˆ3 0
0 τˆ3
)
, ∆ˇ =
(
∆ˆ 0
0 ∆ˆ
)
(3.20)
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are the third Nambu Pauli matrix and the superconducting pair potential in Keldysh
space, respectively. Σˇin is the term describing inelastic electron scattering, Gˇ is Green's
function1 (3.9) of the Keldysh space, and h describes the strength of an exchange ﬁeld.
In front of the equation is the diﬀusion constant D = 1
3
vF l
2
el corresponding to the elastic
scattering length lel. An equation of this form was ﬁrst derived by Usadel [31]. For
equilibrium properties of the system, only the equation for the retarded Green's function
is needed as the advanced Green's function can be expressed as GˆA = −τˆ3
(
GˆR
)†
τˆ3.
As discussed below, the spin-orbit interaction is modeled via a spin-dependent vector
potential A in the gauge invariant gradient.
3.4 Rashba and Dresselhaus spin-orbit coupling
According to the Kramers theorem [2,32], the energy of an electron in systems with
time-reversal symmetry must satisfy
Ek↑ = E−k↓ (3.21)
so that a state corresponding to spin up and wavevector k must be degenerate with the
spin-down state of wavevector −k. If in addition there is an inversion symmetry in the
system, the spin-up and spin-down states are degenerate for any value of k.
Spin-splitting due to the structure inversion asymmetry, often called the Rashba eﬀect,
is represented in the Hamiltonian as an added term of the form [33,34]
HRso = α (σ × k) · νˆ, (3.22)
where σ is the vector of Pauli spin matrices, νˆ is a unit vector in the growth direction
of the crystal and α is a parameter describing the strength of the Rashba spin-orbit
coupling. The Rashba spin-orbit term can be interpreted as an interaction with an
eﬀective magnetic ﬁeld known as the Rashba ﬁeld [32]
BRso =
(
2α
gµβ
)
(k× νˆ) . (3.23)
Here g is the electron spin g-factor and µβ is the Bohr magneton Since α (σ × k) · νˆ =
1Our Green's function is related to the one used by Ref. [21] via rotation Gˇ = UˇGˇBelUˇ with Uˇ =
(1− iτˆ3σ2) (1 + iσ2) /2.
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αk·(νˆ × σ) and the interaction term of the electron with a vector potential is k·A, we can
identify the vector potential corresponding to the Rashba spin-orbit interaction as A =
α (νˆ × σ). Typical values for the Rashba spin-orbit coupling strength in InSb/InAlSb,
InAs/AlSb, and GaAs/AlGaAs quantum wells are α = 0.06− 0.22 eVÅ [3537].
If the system is bulk inversion asymmetric, meaning that the system lacks an inversion
center with respect to a reﬂection about a plane, the Dresselhaus spin-splitting may
occur. The form of the Dresselhaus spin-orbit term depends on the growth direction of
the crystal, and for example is
HDso = β (kxσx − kyσy) (3.24)
for a (100) or (111) direction of growth and β deﬁnes the strength of the interaction.
In this thesis, I will focus on the Rashba spin-orbit coupling.
3.5 Parameterization
Parameterizing the Green's function makes studying Eq. (3.19) less complicated. Two
conventionally used parameterizations are the Riccati- and the θ-parameterization.
The normalization condition
(
GˆR
)2
= 1 implies that the possible eigenvalues of GˆR
are ±1. Therefore in spectral representation, GˆR can be written in terms of so called
Shelankov projectors as [25,29]
GˆR = Pˆ+ − Pˆ− with Pˆ± = 1
2
(
1± GˆR
)
. (3.25)
Pˆ± are projectors onto the positive and negative subspaces of GˆR. From Eq. (3.25) we
can see by utilizing the the normalization condition
(
GˆR
)2
= 1 that indeed
(
Pˆ±
)2
= Pˆ±
and Pˆ±Pˆ∓ = 0.
In the Riccati parameterization, the Shelankov projectors are
Pˆ+ =
(
N Nγ
γ˜N γ˜Nγ
)
, Pˆ− =
(
γN˜γ˜ −γN˜
−N˜ γ˜ N˜
)
, where
N = (1 + γγ˜)−1
N˜ = (1 + γ˜γ)−1
(3.26)
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and they have the property
∇ˆPˆ± = ±Pˆ+
[
∇ˆU
]
Pˆ− ± Pˆ−
[
∇ˆU˜
]
Pˆ+, U =
(
0 γ
0 0
)
, U˜
(
0 0
γ˜ 0
)
. (3.27)
Thus the retarded Green's function in the Riccati parameterization is
GˆR =
(
N 0
0 N˜
)(
1− γγ˜ 2γ
2γ˜ − (1− γ˜γ)
)
. (3.28)
In the θ-parameterization [21]
GˆR =
(
coshθ sinhθeiχ
−sinhθe−iχ −coshθ
)
. (3.29)
While the θ-parameterization (3.29) is easier to treat analytically, the Riccati param-
eterization (3.28) has some advantages when solving the Usadel equation (3.19) numer-
ically [25]. θ is unbounded whereas |γ| ≤ 1. In the θ-parameterization, the hyperbolic
functions are 2pii-periodic which can lead to ambiguous solutions. χ can go through rapid
changes with small θ or even be discontinuous at θ = 0. The Riccati parameterization
does not suﬀer from the same ﬂaws as the θ-parameterization, and thus when studying
the spin-orbit coupling in the Usadel equation (3.19), we use the Riccati parameterization
as an analytic solution of the equation is not everywhere possible.
3.6 Equilibrium properties
3.6.1 Supercurrent
The supercurrent is characterized by the spectral current density [38]
js =
1
4
Tr
[(
GˆR∇ˆGˆR − GˆA∇ˆGˆA
)
τˆ3
]
. (3.30)
Retarded and advanced Green's functions satisfy GˆA = −τˆ3
(
GˆR
)†
τˆ3 [25]. Using this
relation, the spectral current density can be written only by using the retarded Green's
function as
js =
i
2
Im
[
Tr
(
GˆR∇ˆGˆRτˆ3
)]
. (3.31)
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The supercurrent can be calculated as a weighted average of the spectral current density
[25]
Is =
AσN
2e
ˆ ∞
−∞
dεjs (ε) tanh
( ε
2T
)
, (3.32)
where σN is the normal state conductivity. In the Matsubara technique, utilizing Eq.
(3.8) the integral can be calculated as a sum of the spectral current densities evaluated
at the Matsubara frequencies ωn = (2n+ 1) piT ,
Is =
AσN
e
2piiT
∞∑
n=0
js (iωn) . (3.33)
Due to the proximity eﬀect, supercurrent can ﬂow from one superconductor to another
superconductor through a normal metal junction as long as the length of the normal metal
junction is not too large. In this process, the total current through the normal metal is
conserved.
3.6.2 Density of states
Another property describing the system is the density of states. After solving the Usadel
equation (4.1) in the Keldysh formalism, the local density of states is given by
N (ε, R) =
NF
2
Re
{
Tr
[
GˆR (ε, R) τˆ3
]}
, (3.34)
where NF is the density of states in the absence of superconductivity [21,38].
Experimentally the density of state can be measured by tunneling spectroscopy. The
diﬀerential conductance dI/dV (V ) in the normal metal tip, used to probe the sample, is
proportional to the local density of states [39].
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Chapter 4
Superconductor-normal metal-
superconductor junction
I now write the Usadel equation (3.19) for a superconductor-normal metal-superconductor
(SNS) junction. Inside a normal metal, the superconducting pair potential ∆ˇ is zero and
we assume that the term Σˇin describing the inelastic scattering is negligible. To describe
equilibrium properties of the system, only the the retarded block of the Keldysh Green's
function is needed. Without a loss of generality the wire is chosen to lie in the z-direction
with a parallel exchange ﬁeld and the Rashba spin-orbit coupling in the x-direction. In
a normal metal the equation then reads
D∇ˆz ·
(
GˆR∇ˆzGˆR
)
=
[
−iετˆ3 − ihσ3, GˆR
]
, (4.1)
where now ∇ˆzGˆR = ∂zGˆR− i
[
Az τˆ3, Gˆ
R
]
with Az = ασx. Here we have already assumed
that the thickness of the wire is much smaller than the length, x, y  z, and therefore
the eﬀects from the directions perpendicular to the wire are neglected. Thus the gradient
simpliﬁes to a partial derivative in the z-direction and the spin-orbit term contains only
the z-component. We will drop the lower index z in the Rashba coupling term Azbelow
to simplify the notation. Equation (4.1) is easiest to solve numerically in the Riccati
parameterization.
Figure 4.1: Schematic picture of a superconductor-normal metal-superconductor junction
on a substrate.
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Let us now introduce a dimensionless position coordinate z′ = z/L and deﬁne a
Thouless energy ET = D/L2, where L is the length of the normal metal wire. Now we
can work in the energy units of ε = E/ET . Using the Riccati parameterization for the
retarded Green's function and with the aid of the Shelankov projectors introduced in Sec.
3.5, we obtain an equation for the 2× 2-matrix γ
∂2zγ − 2(∂zγ)γ˜N(∂zγ) = 2ωnγ + ih [γ, σ3] +
[
A2, γ
]
+ 2 {A, γ} N˜ (A− γ˜Aγ)
+2i
(
(∂zγ)N˜ (A− γ˜Aγ) +
(
Aˆ− γAγ˜
)
N(∂zγ)
)
. (4.2)
The equation for γ˜ is obtained by substituting γ ↔ γ˜, N ↔ N˜ , and taking a complex
conjugate of the scalars. In the spin-dependent case,
γ =
3∑
j=0
γjσj and γ˜ =
3∑
j=0
γ˜jσ˜j (4.3)
so we have actually derived a set of eight coupled diﬀerential equations.
Once proper boundary conditions are introduced, we can use the newly derived equa-
tions to describe the eﬀects of the spin-orbit coupling on the supercurrent and the density
of states in the system.
4.1 Boundary conditions
For the boundary conditions to the Green's functions, we assume clean NS interfaces.
This assumption means that the parameters γ and γ˜ are continuous across the interface
and coincide with bulk BCS superconductor values
γBCS =
|∆| eiϕ
ω +
√
|∆|2 + ω2
σ2, γ˜BCS =
|∆| e−iϕ
ω +
√
|∆|2 + ω2
σ2 (4.4)
for the Matsubara technique, and
γBCS =
i |∆| eiϕ
ε+ i
√
|∆|2 − (ε+ i0+)2
σ2, γ˜BCS =
i |∆| e−iϕ
ε+ i
√
|∆|2 − (ε+ i0+)2
σ2 (4.5)
in the Keldysh formalism. How the boundary conditions are obtained from the ones given
in Eq. (3.18) is shown in Appendix A.
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With these boundary conditions, the solution to Eq. (4.2) is related to the solution
of the corresponding equation for γ˜. It can be shown that if χ is a solution to the
equation for γ, then χ˜ = −χ∗ solves the corresponding equation for γ˜. This symmetry
of the solutions can be used when studying the supercurrent and the density of states
analytically.
4.2 Supercurrent
Next I derived the equation for the supercurrent taking into account the eﬀects of the
spin-orbit coupling. After some manipulation, in the Riccati parameterization Eq. (3.31)
reads
js = iIm
{
Tr
[
N (γγ˜′ − γ′γ˜)N − N˜ (γ˜γ′ − γ˜′γ) N˜
+i
(
N {A, γ} γ˜N +Nγ {A, γ˜}N + N˜ {A, γ˜} γN˜ + N˜ γ˜ {A, γ} N˜
)]}
(4.6)
from which the supercurrent can be obtained via Eq. (3.33). In the Eq. 4.6 a shorthand
notation ∂zγ = γ′ for the partial derivative is used.
I have calculated the supercurrent through the SNS junction for diﬀerent Rashba
spin-orbit coupling strengths, α, and magnitudes of the exchange ﬁeld, h. The results are
illustrated in Fig. 4.2. When h = 0, the result matches with the one obtained in Ref. [40]
and the supercurrent vanishes for a large exchange ﬁeld. For a ﬁnite Rashba coupling
strength, the supercurrent persists even for a substantial h. The negative supercurrent
means that the supercurrent ﬂows in the opposite direction in the junction. In the region
where IS < 0 the junction is in the pi-state (see Sec. 2.4). We can see from Fig. 4.2 that
the pi-state is present only for small enough coupling strength α. Also, the supercurrent
is unaﬀected by the Rashba spin-orbit coupling if there is no exchange ﬁeld, that is
IS (α, h = 0) = IS (α = 0, h = 0). For the supercurrent to change, both the Rashba
coupling strength and the exchange ﬁeld must be non-zero.
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Figure 4.2: Exchange ﬁeld dependence of the supercurrent in a SNS junction for diﬀerent
Rashba coupling strengths. A ﬁnite Rashba coupling yields a ﬁnite supercurrent through
the junction even with large exchange ﬁelds. e is the elementary charge and RN the
normal state resistance.
The phase dependence of the supercurrent for a ﬁnite α has similar features as the
case when α = 0. For a phase diﬀerence between the superconductors of ∆φ = 0.5pi
the supercurrent through the normal metal is the most resilient at large values of h.
When ∆φ = 0 or ∆φ = pi the supercurrent through the system vanishes as usual. The
supercurrent with respect to the exchange ﬁeld strength for various phase diﬀerences and
values for the Rashba coupling is illustrated in Fig. 4.3.
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(a) (b)
(c) (d)
(e)
Figure 4.3: Exchange ﬁeld dependence
of the supercurrent with diﬀerent phase
diﬀerences between the superconduc-
tors. The results are for various Rashba
coupling strengths: (a) α = 0.00ETL,
(b) α = 1.00ETL, (c) α = 2.00ETL,
(d) α = 3.00ETL, and (e) α = 4.00ETL.
For all α, IS (∆φ = 0) = IS (∆φ = pi) =
0.
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It can be seen from Fig. 4.3 that the Rashba spin-orbit coupling gives rise to a ﬁnite
supercurrent through the junction even with large magnetic ﬁelds. For α = 0.00ETL, the
supercurrent vanishes with a large enough magnetic ﬁeld, but a ﬁnite α yields a ﬁnite
supercurrent even with a magnetic ﬁeld of a substantial magnitude.
4.3 Spin-supercurrent
In addition to the normal supercurrent, we can study the spin-supercurrent in the system.
The diﬀerent spin components of the supercurrent are
jis =
i
2
Im
[
Tr
(
σiτˆ3Gˆ
R∇ˆzGˆR
)]
, (4.7)
where i = 1, 2, 3. Using the symmetry arguments mentioned in Sec. 4.1 and plugging
in the deﬁnitions of the Green's functions and the gauge invariant gradient we ﬁnd out
that the only non-trivial component of the spin-supercurrent is the σx-supercurrent. The
spin-supercurrent is generally not constant and the position dependence of the spin-
supercurrent is illustrated in Fig. 4.4 for diﬀerent Rashba spin-orbit coupling and ex-
change ﬁeld strengths.
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(a) (b)
(c) (d)
Figure 4.4: Position dependence of σx-supercurrent inside the normal metal. The results
are illustrated for diﬀerent Rashba spin-orbit coupling and exchange ﬁeld strengths: (a)
α = 1.00ETL, (b) α = 2.00ETL, (c) α = 3.00ETL, and (a) α = 4.00ETL.
The σx-supercurrent peaks up near the superconductors for a large α and the eﬀect
grows stronger with the Rashba spin-orbit coupling strength. The non-zero spin-current
could be protecting the supercurrent at large magnetic ﬁelds yielding a ﬁnite triplet
supercurrent through the system. The spin-orbit coupling generates a long-range triplet
component in the system [10] that explains a ﬁnite triplet supercurrent even at substantial
magnetic ﬁelds.
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4.4 Density of states
In the Riccati parameterization, the local density of states (LDOS) is
N (ε, R) =
NF
2
Re
{
N (1− γγ˜) + N˜ (1− γ˜γ)
}
. (4.8)
As with the supercurrent, I have calculated the LDOS for diﬀerent Rashba spin-orbit
coupling and exchange ﬁeld strengths. The results presented here are calculated in the
middle of the normal metal.
When the exchange ﬁeld is zero, the density of states in the normal metal remains
unchanged regardless of the strength of the Rashba coupling. When the phase diﬀerence
between the superconductors is ∆φ = pi the energy gap vanishes as assumed [41]. The
closing of the gap is independent of the value of the Rashba coupling and the magnitude
of the exchange ﬁeld. If the exchange ﬁeld is larger than the h = 3.00/ET , the gap in the
DOS closes for all phase diﬀerences and Rashba coupling strengths. For ∆φ = 0.75pi the
gap closes already at h = 2.00/ET . Figure 4.5 illustrates the closing of the energy gap
for the case α = 0.
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(a) (b)
(c) (d)
Figure 4.5: Local density of states for α = 0 with diﬀerent values of the exchange ﬁeld
strength: (a) h = 0.00/ET , (b) h = 1.00/ET , (c) h = 2.00/ET , and (d) h = 3.00/ET . The
energy gap closes with large enough exchange ﬁeld and the magnitude of the exchange
ﬁeld needed to close the gap is phase dependent. For ∆φ = pi the density of states is
identically NF .
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(a) (b)
Figure 4.6: Increasing the exchange ﬁeld divides the density of states into two dips
corresponding to the two diﬀerent spins.
For a ﬁnite Rashba coupling, when h = 0 the LDOS is identical with the case where
there is no Rashba coupling. However, for a ﬁnite α the energy gap survives to larger
exchange ﬁeld strengths. From Fig. 4.7a we can see that the energy gap still exists for
the parameter values α = 1.00ETL, h = 3.00/ET , and ∆φ = 0, contrary to the case with
α = 0. For α = 1.50ETL and h = 3.00/ET the energy gap is still ﬁnite for ∆φ = pi and
0.25pi, as seen in Fig. 4.7b.
(a) (b)
Figure 4.7: Local density of states for h = 3.00/ET with (a) α = 1.00ETL and (b)
α = 1.50ETL.
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As the magnitude of the exchange ﬁeld is increased, the energy gap closes also for a
ﬁnite α. However, there is a signiﬁcant diﬀerence to the case when α is zero: for a phase
diﬀerence other than zero, there is a bump at zero energy not related to the splitting
of the up and down spins. The bump exists for all phase diﬀerences  after the gap
has closed  and does not vanish as the exchange ﬁeld grows larger. It has been shown
starting from the Bogoliubov-de Gennes (BdG) Hamiltonian that disorder can give rise
to a peak near zero energy [42]. Also Majorana states can cause a peak at the zero
energy but only on the edges of the normal metal near the superconductors [46]. Even
though the results here are given in the middle of the normal metal part of the junction,
the peak at zero energy exists almost throughout the normal metal. Figure 4.8 shows
the position dependence of the zero energy peak in the LDOS. However, the zero-energy
peak vanishes near the superconductors and thus cannot be explained with Majorana
fermions. As discussed in Sec. 3.3, the impurities are taken into account only as an
average in the Usadel equation. The bump in the LDOS could be explained as a sum
of many diﬀerent impurity peaks near the zero energy. Disordered quantum wires have
been reported to be prone to the formation of a peak at zero energy in the LDOS [43].
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(a) (b)
(c) (d)
Figure 4.8: Position dependence of the LDOS at zero energy for diﬀerent values of the
Rashba spin-orbit coupling: (a) α=0.00ETL, (b) α=1.00ETL, (c) α=2.00ETL, and (d)
α=3.00ETL.
When the Rashba coupling is non-zero, the sharp edges around the dips are rounded.
For a larger α the bump at zero energy grows larger and the roundness around the dips
is enhanced. The behavior of the LDOS for a ﬁnite Rashba coupling is most likely a
result of the mixing of the diﬀerent spin states due to the coupling of the form σx. This
behavior is illustrated in Fig. 4.9. The LDOS is symmetric with respect to the middle
of the wire, so that N
(
ε, L
2
+ z
)
= N
(
ε, L
2
− z).
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(a) (b)
(c) (d)
Figure 4.9: For a large Rashba coupling and exchange ﬁeld, there is a bump in the
LDOS at zero energy. Above is the density of states for diﬀerent parameter values: (a)
α = 1.00ETL, h = 10.00/ET , (b) α = 1.00ETL, h = 15.00/ET , (c) α = 1.50ETL,
h = 10.00/ET , and (d) α = 1.50ETL, h = 15.00/ET .
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Chapter 5
Conclusions
In this work we have studied the eﬀects of the spin-orbit coupling in superconductor-
normal metal-superconductor junctions in the frame work of quasiclassical Green's func-
tions. We implement the Rashba spin-orbit interaction into the Usadel equation, which
is the equation of motion for the momentum averaged quasiclassical Green's functions.
An exchange ﬁeld along the junction is also applied.
For a ﬁnite Rashba spin-orbit coupling strength, the supercurrent through the system
subsists even with a large exchange ﬁeld along the junction. When the exchange ﬁeld
is zero, the supercurrent does not depend on the Rashba coupling strength. For large
enough Rashba coupling strength, the junction does not enter the pi-state. Also a spin-
supercurrent ﬂows through the junction and it is position dependent. In the normal
metal near the superconductors, the spin-supercurrent intensiﬁes as the Rashba coupling
strength and the exchange ﬁeld are enlarged. This could be the phenomenon yielding a
ﬁnite supercurrent through the junction even for a substantial exchange ﬁeld.
The sharp dips in the density of states are rounded up for a nonzero Rashba coupling
strength. This is due to the mixing of the spin states due to the Rashba spin-orbit
coupling. In addition, a bump at zero energy appears in the local density of states. The
bump exists almost throughout the whole wire, but vanishes at the edges of the normal
metal near the superconductors. Therefore, the peak at the zero energy cannot be due
to the Majorana states as it is characteristic for Majorana's to cause a peaking near the
superconductors. Thus an alternative reasonable explanation for the zero-energy peak is
needed. This could be understood as many impurity peaks near the zero energy which
are then averaged over in the Usadel's approach.
The spin-orbit coupling in a SNS junction gives rise to a number of interesting phe-
nomena, many of which are not well understood. The spin-supercurrent as an explanation
for the nonzero supercurrent through the junction even with large exchange ﬁelds seems
plausible but requires a further analysis. Understanding the mechanism behind the bump
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in the local density of states at zero energy could serve as an alternative explanation for
the zero bias peaks reported by Ref. [9] if similar behavior can be seen when studying
SN junctions.
Appendix A
Boundary conditions in the Riccati
parameterization
As given in Eq. (3.18), the elements of the quasiclassical Green's function (3.17) in a
bulk superconductor in the Matsubara technique are
gω =
ω
Ω
, fω =
∆
Ω
with Ω =
√
|∆|2 + ω2. (A.1)
Thus the retarded Green's function in a bulk BCS superconductor is
GˆRBCS =
(
gω fω
f †ω −gω
)
=
1
Ω
(
ω ∆
∆∗ −ω
)
. (A.2)
In Ref. [21], the pair potential in Nambu space is ∆ˆ ∝ τˆ2 because of the chosen pa-
rameterization - this corresponds to a phase shift of pi/2 in the order parameter. For
∆ = |∆| eiϕ, the boundary condition reads
GˆRBCS =
1
Ω
(
ω −i |∆| eiϕ
i |∆| e−iϕ −ω
)
. (A.3)
To get the boundary conditions for the Green's function in the preferred convention of
this thesis, we need to perform the rotation GˆR 7→ UˆGˆRUˆ † with Uˆ = (1− iτˆ3σ2) (1 + iσ2) /2
(see footnote on page 14):
GˆR 7→ UˆGˆRUˆ † =
(
1 0
0 iσ2
)(
N 0
0 N˜
)(
1− γγ˜ 2γ
2γ˜ − (1− γ˜γ)
)(
1 0
0 −iσ2
)
=
(
N (1− γγ˜) −2iNγσ2
2iσ2N˜ γ˜ −σ2N˜ (1− γ˜γ)σ2
)
. (A.4)
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Now by comparing Eq. (A.3) and Eq. (A.4), we can write the boundary conditions in
the Riccati parameterization
(
N (1− γγ˜) −2iNγσ2
2iσ2N˜ γ˜ −σ2N˜ (1− γ˜γ)σ2
)
=
1
Ω
(
ω −i |∆| eiϕ
i |∆| e−iϕ −ω
)
(A.5)
=⇒ γBCS = |∆| e
iϕ
ω +
√
|∆|2 + ω2
σ2 and γ˜BCS =
|∆| e−iϕ
ω +
√
|∆|2 + ω2
σ2. (A.6)
We obtain the boundary conditions in the Keldysh formalism via substitution ε = iω:
γBCS =
i |∆| eiϕ
ε+ i
√
|∆|2 − (ε+ i0+)2
σ2, γ˜BCS =
i |∆| e−iϕ
ε+ i
√
|∆|2 − (ε+ i0+)2
σ2, (A.7)
where we add small imaginary parts i0+ to deﬁne the poles of the Green's function to
reside in the lower half-plane, as required for retarded Green's functions.
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