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A result of Choi and Effros says how *-invariant spaces of bounded operators
on Hilbert space that contain the identity can be abstractly characterized in terms
of their order structure. The aim here is to dispose of the identity and to
prove a similar theorem for spaces of bounded operators that are merely
*-invariant. Absence of a unit will also permit to deal with duals in a satisfactory
way. # 2002 Elsevier Science (USA)
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It seems to be a natural question what a noncommutative function space
should be if we adhere to the commonly hold belief that noncommutative
spaces of continuous functions are C*-algebras. The answer to this question
certainly will depend on which morphisms will mediate the ‘canonical
identiﬁcations’: For example, if (Banach space) isometries are chosen, any
Banach space becomes a subspace of a commutative C*-algebra, after such
an identiﬁcation.
So far, two more convenient categories have been singled out:
Operator spaces, a very broad class of objects, whose morphisms
are complete contractions [9], and, secondly, (unital) operator systems,
a variant which features an additional order structure [1, 2]. Both
classes have been abstractly characterized: Ruan’s Theorem [9] states
that operator spaces are, up to completely isometrical embeddings,
the subspaces of the space of bounded Hilbert space operators
LðHÞ; whereas the Choi–Effros-Theorem says that the typical
unital operator systems is, up to a completely positive and unital em-
bedding, a *-invariant subspace of LðHÞ which contains the identity
operator IdH [3].207
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WEND WERNER208The purpose of the following is to remove units from operator systems,
and ﬁnd}with an eye on duality theory}a class of ‘noncommutatively
ordered’ function spaces, which coincide (after suitable identiﬁcation) with
the *-invariant subspaces of LðHÞ:
The basic difﬁculty lies in the fact that in the case of a unital operator
system, the unit always provides the underlying space with a norm (which at
the same time renders unital completely positive mappings completely
contractive). In the nonunital case, however, norms have to be dealt with
separately, and the problem that is treated here is what additional property
an operator space, which is reasonably (i.e. matrix) ordered, must possess in
order to be rightly called a (not necessarily unital) operator system. This
problem becomes more complicated if one tries to isolate a condition that
might still hold after passing to the (operator space) dual. The strongest
results along these lines have been obtained in [10], where the}self-
dual}class of matrix regular operator spaces has been investigated. It will
turn out in the following:
* Each matrix ordered operator space has a completely positive
embedding into a unital operator system which is a complete isometry for a
certain norm nX that is obtained from slightly modifying the numerical
radius (Corollary 4.11).
* There is good reason to deﬁne a nonunital operator system to
be a matrix ordered operator space for which nX is an equivalent norm:
This class of spaces precisely consists of those matrix ordered
operator spaces, which admit a complete order monomorphism onto a *-
invariant subspace of some LðHÞ; preserving the involved topologies
(Theorem 4.15).
In addition, a large class of operator systems admits a satisfactory duality
theory, a topic which will be treated elsewhere [12].
We, of course, have proﬁted a great deal from the available literature;
particular mention deserves [7] where the so-called off-diagonal technique
has been invented, which, in present notation, has lead to the ﬁrst
unitization of a general operator space in [9] (for further applications of
this technique see [8, 11]).
2. PRELIMINARIES
Let X be a complex vector space. We denote by MnðX Þ the space of n  n
matrices with entries from X : Identifying MnðX Þ with its left upper corner
image in Mnþ1ðX Þ; turns the expression M1ðX Þ :¼
S
n2N MnðX Þ into a well-
deﬁned object. The n  n diagonal matrix with entries x1; . . . ; xn will be
written diagnðx1; . . . ; xnÞ or x1  	 	 	  xn: We write Mm;n ¼ Mm;nðCÞ for the
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for the unit of Mn: If X and Y are vector spaces and F : X ! Y is a linear
mapping we let FðnÞ : MnðX Þ ! MnðY Þ be deﬁned by FðnÞðxijÞ :¼ ðFðxijÞÞ: It is
sometimes a good idea to think of the spaces Mm;n as ‘noncommutative’
scalars. For example, Mm;n operates (in the obvious way) from the left on
MnðX Þ; it does so from the right on MmðX Þ; and for any linear map F : X !
Y ; x 2 MnðX Þ; a 2 Mn we have FðnÞðaxÞ ¼ aFðnÞðxÞ as well as FðnÞðxaÞ ¼
FðnÞðxÞa:
A complex vector space X is said to be an involutive vector space if there is
a conjugate linear and involutory map v/ vn: The involution of an
involutive vector space X extends to MnðX Þ via ðxijÞ
n ¼ ðxnjiÞ: Whenever
A  MnðX Þ we will write Asa for the real space of self-adjoint elements in A:
Note that A ¼ Asa þ iAsa for every self-adjoint subset A: We call a real
vector space X (partially) ordered, if it contains a distinguished cone Xþ; and
a complex ordered vector space is an involutive vector space X for which the
real space Xsa is ordered.
Definition 2.1. A complex involutive vector space X is called a matrix
ordered vector space if for each n 2 N there is a set MnðX Þþ  MnðX Þsa so
that
ðM0Þ MnðX Þþ \ ½MnðX Þþ ¼ f0g for all n 2 N;
ðM1Þ MnðX Þþ  MmðX Þþ  MnþmðX Þþ for all m; n 2 N;
ðM2Þ gnMmðX Þþg  MnðX Þþ for each m; n 2 N and all g 2 Mm;nðCÞ:
Remark 2.2. (i) The reader should observe that one might infer from
these conditions that MnðX Þþ actually is a cone: For, we certainly have
tMnðX Þþ  MnðX Þþ for any t > 0; and, whenever v; w 2 MnðX Þþ and
E ¼ ðEn
En
Þ; it follows that v þ w ¼ Enðv  wÞE 2 MnðX Þþ:
(ii) For technical reasons have we decided to put condition ðM0Þ into
this unnecessarily strong form. As shown in [3], it is sufﬁcient to have ðM0Þ
for n ¼ 1; i.e. Xþ \ ðXþÞ ¼ f0g implies ðM0Þ as it stands. (The idea of the
proof is to identify MnðX Þ as *-ordered vector space with LðMn; X Þ; the
space of all linear maps from Mn into X ; furnished with the canonical
involution and ordering. Under this identiﬁcation, any x 2 MnðX Þþ \
½MnðX Þþ corresponds to a map jx : Mn ! X taking values in
Xþ \ ðXþÞ ¼ f0g:)
Let F : X ! Y be a map between two matrix ordered vector spaces X and
Y ; and deﬁne Fn by FnðxÞ :¼ FðxnÞn: We say that F is positive if Fn ¼ F and
FðXþÞ  Yþ; and we call F completely positive if FðnÞ is positive for all n51:
An injective and completely positive mapping F is called a complete order
monomorphism, if, in addition, for all n 2 N we have FðnÞðMnðX ÞþÞ ¼
FðnÞðMnðX ÞÞ \ MnðX Þþ:
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with IdH 2 X and together with the order structure the spaces MnðX Þsa
naturally inherit from MnðLðHÞÞ; a (concrete) unital operator system. The
reader should note that in [3] (from where most of these deﬁnitions are
taken) an operator system is to be unital all the time. There are some special
properties of this order structure that permit to characterize unital operator
systems abstractly:
Recall that a positive element e of a real ordered vector space is said to be
an order unit iff for all v 2 X there is t50 so that te4v4te: Also, if X has
an order unit e; the order induced by Xþ is called Archimedian if x þ te50
for all t > 0 implies x50:
Definition 2.3. A matrix ordered vector space is called an (abstract)
unital operator system iff
ðOS1Þ Xsa has an order unit.
ðOS2Þ Each of the cones MnðX Þþ is Archimedian.
The following result is due to Choi and Effros [3]:
Theorem 2.4. Up to completely positive unital isomorphism, the classes
of abstract and concrete unital operator systems coincide.
The presence of an order unit has a strong impact on the structure
of a unital operator system. For example, a norm comes for free: In fact,
the norm each element x 2 MnðX Þ has by Theorem 2.4 is intrinsically
deﬁned by
jjxjje ¼ inf l > 0
len x
xn len
 !
50

)
;
(
where en ¼ diagnðe; . . . ; eÞ}note that this element is an order unit for
MnðX Þsa: We will call this norm the extended order unit norm of X : Using e.g.
Theorem 2.4 it is easy to see that for a self-adjoint elements x 2 MnðX Þ this
norm is the same as the order unit norm jjxjjen ¼ inffl > 0 j len  x50g:
Our goal in the following will be to study what is left from a unital
operator system once the unit has been removed. The remaining normed
structure is taken care of by the following deﬁnition, the interplay between
norm and order (with no unit present) is the objective of the following
sections.
A (concrete) operator space is a subspace X of LðHÞ; the space of all
bounded operators on a Hilbert space H ; together with the norm that each
of the spaces MnðX Þ inherits from MnðLðHÞÞ: Let X and Y be (concrete)
operator spaces. We call a linear mapping F : X ! Y completely contractive
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ðnÞjj41 ðsupn jjF
ðnÞjj4M). We will also say
that F is a complete topological onto-isomorphism iff there is m > 0 so that
jjFðnÞðxÞjj5mjjxjj for each n 2 N and all x 2 MnðX Þ:
Definition 2.5. An (abstract) operator space X is a vector space such
that on each of the spaces MnðX Þ; n 2 N; a norm jj 	 jjn is deﬁned which has
the following properties:
ðO1Þ jjaxbjjm4jjajj jjxjjnjjbjj for all a 2 Mm;nðCÞ; b 2 Mn;mðCÞ and
x 2 MnðX Þ:
ðO2Þ jjs  tjjmþn ¼ maxfjjsjjm; jjtjjng for every s 2 MmðX Þ and t 2 MnðX Þ:
Note that the concepts of completely bounded, contractive or isometric
mappings may be deﬁned as before. We have the following result of
Ruan [9]
Theorem 2.6. The classes of abstract and concrete operator spaces are,
up to complete isometries, the same.
For any operator space X ; equipped with a matrix order, deﬁne the state
space as the sequence of compact convex sets
SnðX Þ :¼ fj 2 MnðX Þ
0 j j50; jj jj ¼ 1g:
Note that we have made use of the dual space of MnðX Þ as a normed space.
Also, j50 means j is self-adjoint, positive and hence completely positive.
Lemma 2.7. Let X be an operator space carrying a matrix order and fix
j 2SnðX Þ: Then j ¼ ðjijÞ; where for all 14i; j4n; jij ¼ j
n
ji 2 X
0; jii50
and
Pn
i¼1 jj ii jj4jj jj ¼ 1:
Proof. Denote by di the n  1 column-matrix whose ith entry equals
one. For each x 2 Xþ; we have jiiðxÞ ¼ jðdixd
n
i Þ50 and hence, since jii
is self-adjoint, jii50: Fix e > 0 and choose xi 2 X with jjxijj ¼ 1 and
ð1 eÞjjjii jj4jiiðxiÞ: Then
ð1 eÞ
Xn
i¼1
jj ii jj4
Xn
i¼1
jiiðxiÞ ¼ j
Xn
i¼1
dixid
n
i
 !
4 jj jjmaxfjjx1jj; . . . ; jjxnjjg;
and we are done. ]
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Suppose that the operator space X is equipped with a matrix order and
deﬁne, for x 2 MnðX Þ; the numerical radius by
n0X ðxÞ :¼ supfj ðxÞj j j 2SnðX Þg:
When no confusion is likely to arise, we will omit reference to the underlying
space X and simply write n0ð	Þ: Note that n0ð	Þ is a well-deﬁned function on
the space
S
n2N MnðX Þ: This follows e.g. from Lemma 2.7.
The basic insight behind the following is that the norm of a matrix
ordered operator space X comes from a completely positive and completely
isometrical embedding into LðHÞ if and only if it coincides with the modified
numerical radius
nX ðxÞ ¼ n0X
0 x
xn 0
 !
:
Unfortunately, the norm dual to nX is, in general, far from nX 0 and so there
is no hope for whatever duality theory unless the underlying norm is allowed
to undergo certain changes. We start with an investigation of nX :
Lemma 3.1. Denote by X an operator space which, at the same time,
carries a matrix order for which the cones MnðX Þþ are closed. Then
ðaÞ n0ð	Þ is a norm on
S
n2N MnðX Þsa:
ðbÞ If x 2 MnðX Þsa then jðxÞ50 for all j 2SnðX Þ is equivalent to x50:
Proof. Part (a) is a consequence of the fact that in any matrix ordered
operator space, MnðX Þþ \ ½MnðX Þþ ¼ f0g; as well as of part (b), which in
turn is a consequence of the Hahn–Banach Theorem (cf. [5, 3.1.7]). ]
Lemma 3.2. Let X be as before.
ðaÞ The modified numerical radius nX is a well-defined norm on M1ðX Þ:
If the involution on X canonically extends to an isometry on M1ðX Þ then
nX ð	Þ4jj 	 jj:
ðbÞ Equipped with the norm nX ð	Þ; X is an operator space which is matrix
ordered and which has a completely isometrical *-involution.
Proof. (a) Put momentarily for x 2 MnðX Þ
n0nðxÞ :¼ n
0 0 x
xn 0
 !
:
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n0mþnðx  yÞ ¼ maxfn
0
mðxÞ; n
0
nðyÞg: ð1Þ
This shows that nX ð	Þ indeed is a well-deﬁned function on M1ðX Þ: Clearly,
nX is a semi-norm; it is a norm by Lemma 3.1. Also,
nX ðxÞ4
0 x
xn 0
 !


 ¼ x 00 xn
 !
0 1
1 0
 !


4maxfjjxjj; jjxnjjg;
so that nX ð	Þ4jj 	 jj whenever the involution is isometrical.
(b) For any x 2 MnðX Þ we have
nX ðxnÞ ¼ n0X
0 xn
x 0
 !
¼ sup
j2S2mðX Þ
sjs
0 x
xn 0
 !

¼ n0X
0 x
xn 0
 !
¼ nX ðxÞ; s ¼
0 1
1 0
 !
:
Note that for g 2 Mm;n; x 2 Mn and j 2 MmðX 0Þ we have jðgxgnÞ ¼ gTj%gðxÞ
with gT the transpose of g and %g the matrix that is gained from g
by conjugation of each of its entries. Hence, for a 2 Mm;n; b 2 Mn;m with
jjajj ¼ jjbjj ¼ 1 and x 2 MnðX Þ we have, using the above,
nX ðaxbÞ ¼ sup
j2S2mðX Þ
gnjg
0 xn
x 0
 !
4nX ðxnÞ ¼ nX ðxÞ; where g¼ 0 %abT 0
 !
:
This implies nX ðaxbÞ4jjajjnX ðxÞjjbjj for arbitrary matrices a 2 Mm;n and
b 2 Mn;m: Combined with Eq. (1), this shows that X is an operator space
under the norm nX : ]
Definition 3.3. An operator space X is called a matrix ordered
operator space, iff X is matrix ordered and, for every n 2 N;
ðMOS1Þ the *-operation is an isometry on M1ðX Þ; and
ðMOS2Þ the cones MnðX Þþ are closed.
Remark 3.4. Let X be a matrix ordered operator space.
(i) For technical reasons we did not suppose that the involution on
M1ðX Þ is merely a bounded mapping. This, however, does not impose a
severe restriction, since if the *-operation were only bounded so that jjx
njj
4K jjxjj for all x 2 M1ðX Þ and some constant K > 1; then
jjxjjn :¼ maxfjjxjj; jjx
njjg
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would be isometrical.
(ii) The reader should also observe that each unital operator system is a
matrix ordered operator space: It is, in fact, easy to see that the given
involution is a complete isometry for the extended order unit norm. It is also
straightforward to check that MnðX Þþ is closed in the extended order unit
norm for every n 2 N: By continuity of the *-involution, this boils down to
showing that the self-adjoint limit of a sequence of positive elements is
positive, which in turn is a direct consequence of the fact that MnðX Þþ is
Archimedian.
4. UNITIZATION OF MATRIX ORDERED OPERATOR SPACES
Let X be a matrix ordered operator space. In this section, we will
investigate under which circumstances it is possible to adjoin a unit to X so
that the new space becomes a unital operator system. The unitization of X
will embed into some LðHÞ thanks to the Choi–Effros Theorem. The ﬁrst
problem we are facing is to properly deﬁne the notion of unitization.
Consider a split exact sequence
0! X !
i
X1$
t
e
C! 0;
in which X1 is supposed to carry the structure of a unital operator system. A
minimal set of conditions to be imposed on a unitization X1 of X certainly is
that i is completely positive and that t is unital and (completely) positive. A
further reasonable condition is that no additional order structure should arise
in M1ðX Þ due to unitization. Stated differently, for each n 2 N; we should have
ðKer tðnÞÞþ ¼ Im i
ðnÞjMnðX Þþ ;
or, equivalently, that i is a complete order monomorphism. These
conditions are yet far from being satisfactory. For example, they are not
characterizing X1 in a unique fashion. Still missing is a further condition on
how X is contained in X1: A requirement that will do the job is the condition
in part (b) of the following deﬁnition. As linear spaces, we will identify
MnðX  CÞ with MnðX Þ  MnðCÞ from now on.
Definition 4.1. A matrix ordered operator space X is said to have a
partial unitization iff there is a unital operator system X1 and a split exact
sequence
0! X !
i1
X1$
t
e
C! 0;
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(a) t is unital, and i1 is completely positive as well as completely
contractive.
(b) For each unital operator system ðY ; eÞ and every completely
positive as well as completely contractive mapping F : MnðX Þ ! Y the
extension
Fþ : iðnÞ1 ðMnðX ÞÞ þ CEn ! Y ;
FþðiðnÞ1 ðxÞ þ lEnÞ ¼ FðxÞ þ le
is completely positive.
A partial unitization of X will be called a unitization iff, in addition, i1 is a
complete topological onto-isomorphism.
Lemma 4.2. Suppose that X1 is a partial unitization of the matrix ordered
operator space X, and denote by t : X1 ! C and i1 : X ! X1 the canonical
mappings, respectively. Then
ðaÞ t is completely positive,
ðbÞ i1 is a complete order monomorphism.
Proof. For (a) note that t ¼ 0þ; the extension of the zero functional on
X deﬁned in the above. For (b) it has to be shown that i
ðnÞ
1 ½MnðX Þþ 
MnðX1Þþ \ Im i
ðnÞ
1 : Suppose i
ðnÞ
1 ðxÞ50: Since i
ðnÞ
1 is self-adjoint and injective,
x is self-adjoint. Then, for any j 2SnðX Þ; we have jðxÞ ¼ jþi
ðnÞ
1 ðxÞ50; and
Lemma 3.1(b) settles the claim. ]
Lemma 4.3. If the matrix ordered operator space X has two partial
unitizations ðX1; e1Þ and ðX2; e2Þ; then the canonical map
i12 : X1 ! X2; i12ði1ðxÞ þ le1Þ ¼ i2ðxÞ þ le2
is a completely positive and unital isomorphism between X1 and X2:
This is a direct consequence of Deﬁnition 4.1. Note also that i12 is
completely isometrical. It is thus justiﬁed to call any unital operator system
satisfying Deﬁnition 4.1 the partial unitization of X (whenever such a space
exists).
Corollary 4.4. Let X be a matrix ordered operator space with partial
unitization X1: Then, identifying CEn with C; the partial unitization of MnðX Þ
WEND WERNER216is, in the language of Definition 4:1; given by
0! MnðX Þ!
i
ðnÞ
1
i
ðnÞ
1 ðMnðX ÞÞ þ CEn $
tðnÞ
e
C! 0:
In fact, it is easily checked that i
ðnÞ
1 ðMnðX ÞÞ þ CEn is a partial unitization
of MnðX Þ so that this assertion is a consequence of Lemma 4.3.
Lemma 4.5. Let X be a matrix ordered operator space. Suppose that the
unital operator system X1 is an extension of X by C satisfying Definition
4:1ðbÞ: If the embedding i1 : X ! X1 is completely positive, then it is
completely contractive if and only if it is a complete isometry between
ðX ; nX Þ and X1:
Proof. By Lemma 3.2(a), nX ð	Þ4jj 	 jj on M1ðX Þ and so, i1 is completely
contractive whenever it is a complete isometry from ðX ; nX Þ to X1: For the
converse, suppose that i1 is completely contractive. By the deﬁnition of nX
it is sufﬁcient to prove that jjiðnÞðxÞjj ¼ n0X ðxÞ for all x 2 MnðX Þsa: So let
j 2SnðX1Þ with jjiðnÞðxÞjj ¼ j 8 i
ðnÞðxÞj: Then j 8 i
ðnÞ50 and jj 8 i
ðnÞjj41 so
that jjiðnÞðxÞjj4n0X ðxÞ: For the converse inequality use condition (b) of
Deﬁnition 4.1 and extend j 2SnðX Þ with j ðxÞj ¼ n0X ðxÞ canonically to a
positive norm one functional j1 on i
ðnÞ
1 ðMnðX ÞÞ þ CEn: Then any Hahn–
Banach extension of j1 to MnðX1Þ is in SnðMnðX1ÞÞ; and so
n0X ðxÞ ¼ j 1 8 i
ðnÞðxÞj4n0X1ði
ðnÞðxÞÞ ¼ jjiðnÞðxÞjj: ]
Lemma 4.6. A unital operator system X1 is a partial unitization
of the matrix ordered operator space X iff all of Definition 4:1 holds with
ðbÞ replaced by
ðbÞ0 For each m; n 2 N and any completely positive and completely
contractive mapping j : MnðX Þ ! Mm the canonical extension
jþ : iðnÞ1 ðMnðX ÞÞ þ CEn ! Mm
is completely positive.
Proof. If X and X1 are as above, and F is a completely contractive and
completely positive mapping from MnðX Þ into the unital operator system Y ;
then for any m 2 N and all completely positive unital mappingsC : Y ! Mm
we have CðmÞ 8 ðF
þÞðmÞ ¼ ðC 8FÞ
þðmÞ: Since ðC 8FÞ
þðmÞ is positive by
assumption, the conclusion follows because y 2 MmðY Þsa is positive
iff CðmÞðyÞ50 for all completely positive unital maps C : Y ! Mm: The
latter follows from Lemma 3.1 and the fact that (as a consequence to
[6, Chap. 5, 4, Lemma 5.1.6]) for each positive functional c : MmðY Þ ! C
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vector v 2 Cm
2
so that for all y 2 MmðY Þ we have cðyÞ ¼ hv;CðmÞðyÞvi: ]
The following construction will eventually show that for each matrix
ordered operator space there is a partial unitization.
Definition 4.7. Let X be a matrix ordered operator space and put
Ae ¼ A þ eEn for every matrix A 2 Mn:
ðaÞ Deﬁne an involution on X  C by ðv; AÞn ¼ ðvn; AnÞ:
ðbÞ For any element ðv; AÞ 2 MnðX  CÞsa set
ðv; AÞ50 iff A50 and jðA1=2e vA
1=2
e Þ5 1
for all e > 0 and j 2SnðX Þ:
We denote by Xþ the space X  C together with the order structure on
MnðXþÞsa just deﬁned.
Lemma 4.8. Let X be a matrix ordered operator space. Stick to the above
notation. Then the following holds:
ðaÞ Xþ is a unital operator system.
ðbÞ For any x 2 MnðX Þ we have x50 iff ðx; 0Þ50:
ðcÞ If M1ðX Þ is equipped with the norm nX ð	Þ; M1ðXþÞ with the
extended order unit norm, then iX is a complete isometry.
Proof. (a) By Remark 2.2(ii) it is sufﬁcient to show that Xþþ \ X
þ
þ ¼
f0g in order to verify condition ðM0Þ of Deﬁnition 2.1. To this end observe that
Xþþ \ X
þ
þ ¼ fðx; 0Þ 2 X
þ
sa j n
0
X ðxÞ ¼ 0g:
In fact, ðx;aÞ50 is equivalent to a ¼ 0 and, as in the proof of part (b),
jðxÞ ¼ 0 for all j > 0: The claim now follows from Lemma 3.1(b).
We shall next use Lemma 2.7 for the proof that condition ðM1Þ of Deﬁni-
tion 2.1 holds: Fix ðA; vÞ and ðB; wÞ in MnðXþÞþ: Then A  B50: For
each j 2S2nðX Þ choose c 2 MnðX Þ
0 as well as j1;250 so that
j ¼
j1 c
cn j2
	 

and jj 1jj þ jj 2jj41: If e > 0 is arbitrary, it follows that
jððA  BÞ1=2e ðv  wÞðA  BÞ
1=2
e Þ
¼ jðA1=2e vA
1=2
e  B
1=2
e vB
1=2
e Þ
¼ j1ðA
1=2
e vA
1=2
e Þ þ j2ðB
1=2
e wB
1=2
e Þ5 jj 1jj  jj 2jj5 1
WEND WERNER218and hence that ðv; AÞ  ðw; BÞ 2 M2nðXþÞþ: To prove ðM2Þ let g 2 Mnm and
suppose that ðv; AÞ 2 MnðX  CÞþ: Pick e > 0 and j 2 SmðX Þ: Then
jððgnAgÞ1=2e g
nvgðgnAgÞ1=2e Þ ¼ A
n
1jA1ðA
1=2
e1 vA
1=2
e1 Þ;
where e1 ¼ ejjgngjj1 and A1 ¼ A
1=2
e1 gðg
nAgÞ1=2e : Since
gnAe1g ¼ g
nðA þ ejjgngjj1Þg4gnAgþ eEn;
we have
jjA1jj2 ¼ jjAn1A1jj ¼ jjðg
nAgÞ1=2e g
nAe1gðg
nAgÞ1=2e jj
4 jjðgnAgÞ1=2e ðg
nAgÞeðg
nAgÞ1=2e jj ¼ 1;
and consequently
jððgnAgÞ1=2e g
nvgðgnAgÞ1=2e Þ5 jjA
n
1jA1jj5 1:
We have thus shown that MnðXþÞ is a matrix ordered vector space and
will next check that conditions ðOS1Þ and ðOS2Þ of Deﬁnition 2.3 are
valid:
We ﬁrst prove that ð0; 1Þ is an order unit for the ordered vector space Xþsa :
To this end, choose ðv; aÞ 2 Xþ and let t ¼ jaj þ n0X ðvÞ: Note that in
ðv; t  aÞ ¼ ðv; n0X ðvÞÞ þ ð0; jaj  aÞ:
the ﬁrst summand is positive, because ðv; n0X ðvÞÞ50 is equivalent to the fact
that for each e > 0 and every j 2SnðX Þ one has ðn0X ðvÞ þ eÞ
1jðvÞ5 1
which in turn holds true by the very deﬁnition of n0X ðvÞ: Since also the second
summand is positive, we ﬁnd that ðv; t aÞ50; and so ð0; 1Þ is in fact an
order unit.
In order to prove that the given order is Archimedian on each of the
spaces MnðXþÞsa; suppose ðv; tEn þ AÞ50 for every t > 0: Then A50 as well
as jðA1=2tþe vA
1=2
tþe Þ5 1 for arbitrary e > 0 and j 2SnðX Þ: This implies
ðv; AÞ50:
(b) We have for any x 2 MnðX Þ that ðx; 0Þ50 iff jðxÞe15 1 for all
e > 0 and any j 2SnðX Þ; which in turn is the same as jðxÞ50 for every
j 2SnðX Þ: Apply Lemma 3.1.
(c) In order to show that iX is completely isometric for nX ð	Þ; we must
calculate the extended order unit norm jj 	 jj for an element ðx; 0Þ 2 MnðXþÞ:
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jjðx; 0Þjj ¼ inf l > 0
ð0; lEnÞ ðx; 0Þ
ðxn; 0Þ ð0; lEnÞ
 ! 50
( )
¼ inf l > 0 j
0 x
xn 0
 ! 5l e for all e > 0; j 2S2nðXþÞ
( )
¼ sup j
0 x
xn 0
 !
jj 2S2nðX Þ
( )
¼ nX ðxÞ;
and the conclusion follows. ]
Lemma 4.9. Let X and Y be matrix ordered operator spaces.
(a) If T : X ! Y is completely positive as well as completely contractive
then the natural extension of T to a unital map Tþ :Xþ ! Yþ is completely
positive.
(b) Let X1 be an operator system with unit e and denote by F :Xþ1 !
X1  C the mapping ðx; lÞ/ ðx þ le; lÞ: If X1  C carries the structure of a
direct sum of unital operator systems in which
MnðX1  CÞþ ¼ MnðX1Þþ  MnðCÞþ;
then F is a complete unital order isomorphism.
(c) If Y is a unital operator system then for every completely positive as
well as completely contractive mapping F : X ! Y the extension Fþ from Xþ
to Y ; F1ðx  l1Þ ¼ FðxÞ þ l1; is completely positive.
Proof. (a) Suppose that ðx; AÞ 2 MnðXþÞþ: Then, for all e > 0;
j 2SnðY Þ;
jðA1=2e T
ðnÞðxÞA1=2e Þ ¼jðT
ðnÞðA1=2e xA
1=2
e ÞÞ
¼ ðT ðnÞÞ0ðjÞðA1=2e xA
1=2
e Þ5 jjðT
ðnÞÞ0jjj5 1;
since T is a completely positive contraction. It follows that Tþ is completely
positive and, in light of [6, 3.15], that
jjTþjjcb ¼ jjT
þjj ¼ jjTþð0; 1Þjj ¼ 1:
(b) F clearly is a unital bijection between unital operator systems. It
hence remains to prove that F and F1 are completely positive.
This amounts to the fact that for L 2 MnðCÞþ we have x þ Len50
iff jðL1=2e xL
1=2
e Þ5 1 for all j 2SnðX1Þ and all e > 0: This equivalence,
however, holds true in any unital operator system.
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that maps onto the ﬁrst coordinate in part (b). ]
A combination of Lemmas 4.5, 4.8, 4.9(c) and Corollary 4.4 results in
Theorem 4.10. Every matrix ordered operator space X admits a partial
unitization.
Combining the above with Lemma 4.8(c) we ﬁnd
Corollary 4.11. For each matrix ordered operator space X there is a
unital operator system X1 and a complete order monomorphism F : X ! X1:
The mapping F is a complete isometry if X carries the norm nX ; and X1 is
equipped with the extended order unit norm.
Corollary 4.12. Suppose that X is a matrix ordered operator space with
norm jj 	 jj: Then
nðX ;nX Þ ¼ nðX ;jj	jjÞ:
Proof. By the above theorem, the Choi–Effros characterization of unital
operator systems, and Lemma 4.8(c), nðX ;jj	jjÞ is the norm of a *-invariant
subspace of some LðHÞ; in which case the equality nðX ;nX Þ ¼ nðX ;jj	jjÞ is
obvious. ]
In order to force the mapping i0 to (completely) preserve the norm-
topology (and thus to turn the above extension into a unitization) we will
use the following notation.
Definition 4.13. We call a matrix ordered operator space an operator
system iff there is k > 0 such that for all x 2 M1ðX Þ;
nX ðxÞ5kjjxjj:
Remarks 4.14. (i) Note that it is sufﬁcient for nX ðxÞ5kjjxjj for all x 2
M1ðX Þ to have n0X ðxÞ5kjjxjj for every self-adjoint element x 2 M1ðX Þ:
(ii) In light of Lemma 3.2(a), nX ð	Þ and jj 	 jj are equivalent norms for
every operator system X : Conversely, if X is a matrix ordered operator
space, the equivalence of nX ð	Þ and jj 	 jj implies in light of Lemma 3.2 that X
satisﬁes Deﬁnition 3.3. In total, a matrix ordered operator space is an
operator system iff nX ð	Þ and jj 	 jj are equivalent norms on M1ðX Þ:
(iii) We will show elsewhere that the above condition actually is
equivalent to what sometimes is called a-normality, cf. [5, Sect. 3.6]. More
precisely, a matrix ordered operator space is an operator system, iff there is
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u4x4v implies jjxjj4kmaxfjjujj; jjvjjg:
(iv) The reader should note that no assumption on the completeness
of the norm-topology has been made. It is, however, not very difﬁcult to
check that the underlying structures are preserved by going to the
completion.
Theorem 4.15. Let X be a matrix ordered operator space. Then the
following are equivalent:
ðiÞ X is an operator system.
ðiiÞ X has a unitization Xˆ:
ðiiiÞ There is a complete order isomorphism F from X onto a *-invariant
subspace of LðHÞ which is a complete topological onto-isomorphism.
Proof. Implication ðiÞ ) ðiiÞ follows from Lemmas 4.8, 4.5, and 4.9(c),
whereas ðiiÞ ) ðiiiÞ is a consequence of Lemma 4.8(c), and Theorem 2.4.
Suppose that (iii) holds. Then, by Proposition 4.16(a) below, X is completely
order as well as completely topological isomorphic to an operator system.
Consequently, the respective n-norms are equivalent from where implication
ðiiiÞ ) ðiÞ follows. ]
Proposition 4.16. Let X1 be an operator system and X  X1 a*-
invariant subspace. Equip X with the structure of a matrix ordered operator
space inherited from X1: We have
(a) X is an operator system.
Suppose that ðX1; eÞ is a unital operator system. Then
(b) If X þ Ce is the unitization of X then the distance of e to X equals
one.
(c) Suppose each x 2 MnðX Þsa admits a decomposition x ¼ x1  x2; x1;2
2 MnðX Þþ; with the following property: Whenever Zþ x50; where
Z ¼ diagnðZ1; . . . ; ZnÞ with Zi ¼ e; it follows that x24Z: In this case,
X þ Ce is the unitization of X.
Proof. (a) Suppose that nX15kjj 	 jj: Since any state of MnðX1Þ restricts to
a positive functional on X which is of norm less than one, it follows easily
that
nX5nX1 jX5kjj 	 jj:
Therefore X is an operator system.
(b) This condition is a consequence of the fact that there is a positive
functional t; vanishing on X ; with tðeÞ ¼ 1:
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4.6 it then remains to be seen that for any completely positive and
completely contractive mapping j :MnðX Þ ! Mm; m; n 2 N; the canonical
extension
jþ : iðnÞ1 ðMnðX ÞÞ þ CEn ! Mm
is completely positive. So ﬁx k 2 N; let ek ¼ diagkðEn; . . . ; EnÞ and suppose
that for x 2 MkðMnðX ÞÞsa and L 2 MkðCÞsa we have x þ Lek50: Let us
momentarily assume that rkL ¼ k so that there is an invertible matrix A
with
AnLA ¼ diagkðd1; . . . ; dkÞ; di ¼ 1:
Fix, in MkðMnðX ÞÞ ¼ MknðX Þ; a decomposition AnxA ¼ x1  x2 as an-
nounced. It then follows that diagkðd1; . . . ; dkÞ ¼ Ek and
jþðkÞðx þ LekÞ ¼ jþðkÞðA1* ðek  x2ÞA
1Þ þ jþðkÞðA1* x1A
1Þ50:
Should rkLok; we let, for e > 0; Le ¼ Lþ eEk: For e sufﬁciently small,
rkLe ¼ k: Also, Leek þ x50; so that
jþðkÞðx þ LekÞ ¼ lim
e!0
jþðkÞðx þ LeekÞ50: ]
Corollary 4.17. Let A be a C*-algebra. Then Aþ is unitally completely
positively isomorphic to the C*-algebraic unitization of A:
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