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Abstract
Let k be a positive integer and G a graph of order n. In (Discrete Math. 203 (1999) 229), we proved that if n = 4k and
(G)2k then G contains k − 1 vertex-disjoint quadrilaterals. In this paper, we investigate vertex-disjoint quadrilaterals in G
with n /≡ 0 (mod 4), and we have found the best minimum degree condition (G) 12 n such that G contains  14 n vertex-
disjoint quadrilaterals. As a result of our method, we have improved our previous result as follows: If n= 4k and (G)2k− 1
then G contains k − 1 vertex-disjoint quadrilaterals.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
LetG be a graph. A set of subgraphs ofG is said to be independent if no two of them have any common vertex inG. Corrádi
and Hajnal [3] investigated the maximum number of independent cycles in a graph. They proved that if G is a graph of order at
least 3k with minimum degree at least 2k, then G contains k independent cycles. In particular, when the order of G is exactly
3k, then G contains k independent triangles. A cycle of length 4 is called a quadrilateral. Erdo˝s and Faudree [5] conjectured
that if G is a graph of order 4k with minimum degree at least 2k, then G contains k independent quadrilaterals. By observing
K2k−1,2k+1, we see that if the conjecture is true then the condition on the minimum degree is clearly sharp. Alon andYuster [1]
proved that for any > 0, there exists k0 such that if G is a graph of order 4k and has minimum degree at least (2 + )k with
kk0, then G contains k independent quadrilaterals. With respect to the conjecture, we proved the following.
Theorem A (Randerath et al. [7]). Let G be a graph of order 4k, where k is a positive integer. Suppose that the minimum degree
of G is at least 2k. Then G contains k− 1 quadrilaterals and a subgraph of order 4 with at least four edges such that all of them
are independent.
As K2k−1,2k+1 does not contain k independent cycles, the condition on the minimum degree in TheoremA is sharp, too.
In this paper, we further investigate independent quadrilaterals in graphs. Our result is as follows:
Theorem B. Let G be a graph of order n with 4k + 1n4k + 4, where k is a positive integer. Suppose that the minimum
degree of G is at least 2k + 1. Then G contains k independent quadrilaterals.
The following examples exhibit the sharpness of the condition on the minimum degree ofG in Theorem B for n /≡ 0 (mod 4).
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For n=4k+1 or n=4k+3, letL be the graph of order n obtained fromK2k−1,n−2k+1 by adding (n−2k+1)/2 independent
edges to the larger partite of K2k−1,n−2k+1. Clearly, (L)= 2k. It is easy to see that each quadrilateral of L must contain two
vertices of the smaller partite of K2k−1,n−2k+1. Therefore LkC4. It is interesting to note that when n= 4k + 3, K2k+1,2k+2
satisﬁes the condition of Theorem B but it is not hamiltonian.
For n= 4k + 2, we choose k to be odd and letM consist of two independent copies of K2k+1. ThenM has minimum degree
2k andMkC4. As for an even k, we have not found examples to show the sharpness of the condition.
As for n= 4k + 4 and k2, we have not been able to demonstrate the sharpness of the condition (G)2k + 1. Obviously,
when k = 1, the condition is sharp. We propose the following two conjectures.
Conjecture C. Let k2 be an even integer and G a graph of order 4k + 2. If the minimum degree of G is at least 2k, then G
contains k independent quadrilaterals.
Conjecture D. Let k2 be an integer andG a graph of order 4k+4. If the minimum degree ofG is at least 2k, thenG contains
k independent quadrilaterals.
An easy consequence of Theorem B is stated in the following, which forms a partial solution to El-Zahar’s conjecture [4].
Corollary E. Let k be a positive integer and G a graph of order 4k + 1. If the minimum degree of G is at least 2k + 1, then G
contains k independent cycles covering all the vertices of G such that k − 1 of them are quadrilaterals.
We discuss simple graphs only and use terminology and notation from [2] except as indicated. Let G be a graph. We use
e(G) to denote the number of edges of G. For a vertex u ∈ V (G) and a subgraph H of G or a subset H of V (G), N(u,H)
is the set of neighbors of u contained in H . Let e(u,H) = |N(u,H)|. Thus e(u,G) is the degree of u in G. If e(u,G) = 1,
we say that u is an endvertex of G. Let N(U,H) = ⋃u∈U N(u,H) for a subset U of V (G). If U is a subgraph of G, let
N(U,H) = N(V (U),H). For a subset X of V (G) or a subgraph X of G, G[X] denotes the subgraph of G induced by the
vertices of X. If no confusion arises, let [X] stand forG[X]. If X= {x1, x2, . . . , xm}, we also write [x1, x2, . . . , xm] instead of
[{x1, x2, . . . , xm}]. If S is a set of subgraphs of G, we write G ⊇ S. We use Cn and Pn to denote a cycle and a path of order
n, respectively. A chord of a cycle C in G is an edge of G which is not on C but joins two vertices of C, and we use (C) to
denote the number of chords of C in G. We shall use mC4 to represent a set of m independent quadrilaterals. If G′ is a graph,
we use mC4 ∪ G′ to represent a set of m + 1 independent graphs with one of them isomorphic to G′ and the others being
quadrilaterals. If G ⊇ mC4 ∪ G′ = {Q1,Q2, . . . ,Qm,R} with R ∼= G′ and we say that {Q1,Q2, . . . ,Qm,R} is optimal, it
means that if G ⊇ mC4 ∪ G′ = {Q′1,Q′2, . . . ,Q′m,R′} with R′ ∼= G′ and V (
⋃m
i=1Qi) ∪ V (R) = V (
⋃m
i=1Q′i ) ∪ V (R′),
then
∑m
i=1(Qi)
∑m
i=1(Q′i ). Let each of G1 and G2 be a subgraph of G or a subset of V (G). If G1 and G2 do not have a
common vertex inG, we deﬁneE(G1,G2) to be the set of edges ofG betweenG1 andG2, and let e(G1,G2)=|E(G1,G2)|. If
G1={x1, x2, . . . , xs}, we may write e(x1x2 . . . xs ,G2) instead of e(G1,G2) for convenience. Similarly, we may replaceG2 by
a string of vertices ofG2 in the notation. IfC=x1x2 . . . xmx1 is a cycle ofG, then the operations on the subscripts of the xi ’s will
be takenmodulom in {1, 2, . . . , m}. If we write a graphH=y1y2 . . . yt , it means thatH=({yi |1 i t}, {yiyi+1|1 i t−1}).
Note that y1, . . . , yt are not necessarily distinct. When G is a cycle or path, we use l(G) to denote its length.
We use B to denote a graph of order 5 consisting of two edge-disjoint triangles. The center of B is the vertex of degree 4. Let
D be a graph of order 5 obtained from B by deleting an edge of B which is incident with the center of B. Let F be a graph of
order 4 obtained from D by deleting the endvertex of D. The center of D or F is the vertex of degree 3.
We will use counterargument to prove Theorem B. Our idea is to prove thatG contains one of (k− 1)C4 ∪C5, (k− 1)C4 ∪D
and (k− 1)C4 ∪B as the ﬁrst step. Then by Lemma 2.6,G(k− 1)C4 ∪B for otherwiseG ⊇ kC4. By Lemmas 2.12 and 2.13,
we then deduce G ⊇ (k − 1)C4 ∪ C5 from G ⊇ (k − 1)C4 ∪ D. This is an important step. Finally, we show that G ⊇ kC4
through G ⊇ (k − 1)C4 ∪ C5 by Lemmas 2.8–2.11. In order for this idea to work, we also need in our argument to choose
(k − 1)C4 ∪D and (k − 1)C4 ∪ C5 from G such that the number of the total chords in the k − 1 C4s is maximum.
2. Lemmas
We list our lemmas and then use them to prove Theorem B ﬁrst. The proofs of Lemmas 2.6–2.13 are in Section 4. Lemmas
2.1–2.5 are easy checks and they are frequently cited in the follow-up. Let G= (V ,E) be a given graph in the following.
Lemma 2.1 (Randerath et al. [7]). Let Q be a quadrilateral and let x and y be two distinct vertices of G not on Q. Suppose
e(x,Q) + e(y,Q)5, then [V (Q) ∪ {x, y}] contains a quadrilateral Q′ and a path P ′ of order 2 such that Q′ and P ′ are
independent and exactly one of x and y is an endvertex of P ′.
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Lemma 2.2 (Randerath et al. [7]). Let P1 and P2 be two independent paths in G with l(P1) = 1 and 1 l(P2)2. If
e(P1, P2)3, then [P1 ∪ P2] contains a quadrilateral.
Lemma 2.3 (Randerath et al. [7]). Let P1 and P2 be two independent paths inG with l(P1)1 and l(P2)=3. If e(P1, P2)4,
then [P1 ∪ P2]contains a quadrilateral.
Lemma 2.4. LetQ be a quadrilateral and letW be a subset of V such that V (Q)∩W =∅, |W | = 4 and e(Q,W)9. Suppose
thatQ= a1a2a3a4a1,W = {z1, z2, z3, z4}, N(z1,Q) ⊆ {a1, a4, a3}, N(z2,Q) ⊆ {a1, a2, a3} and N({z3, z4},Q) ⊆ {a1, a3}.
Then the following four statements hold.
(a) Either e(z1,Q)= 3 or e(z2,Q)= 3. In particular, either a4z1 ∈ E or a2z2 ∈ E.
(b) For any {zi , zj } ⊆ W with i = j , either {a1, a3} ⊆ N(zi,Q) or {a1, a3} ⊆ N(zj ,Q), and e(zizj , a1a3)3. Furthermore,
e(ah, zizj )= 2 and e(ah+2,W − {zi , zj })= 2 for some h ∈ {1, 3}.
(c) For some i ∈ {1, 3} and j ∈ {2, 4}, e(ai , {z3, z4})= 2 and e(z1z2, ai+2aj )= 3.
(d) For each z ∈ W , there exists i ∈ {1, 3} such that zai ∈ E and e(ai+2,W − {z})= 3.
Lemma 2.5. LetQbe a quadrilateral and letWbe a subset ofV such thatV (Q)∩W=∅ and |W |3. Suppose that {w1, w2} ⊆ W
and e(w1w2,Q)7. Then for each x ∈ V (Q) with e(x,W −{w1, w2})1, there exists wi ∈ {w1, w2} such that wix ∈ E and
Q− x + wj ⊇ C4 where {wi,wj } = {w1, w2}.
Lemma 2.6. Let Q and R be two independent subgraphs in G with Q ∼= C4 and R ∼= B. Let x0 be the center of R. If
e(Q,R − x0)9, then [Q ∪ R] ⊇ 2C4.
Lemma 2.7. Let Q and R be two independent subgraphs in G with Q ∼= C4 and R ∼= F . Let x0 and u be the center and the
endvertex of R, respectively. The following two statements hold:
(a) If e(Q,R − x0)9, then [Q ∪ R] ⊇ 2C4.
(b) If e(Q,R)11, e(u,Q)1 and [Q∪R]2C4, then e(Q,R)= 11 and there exists a labellingQ= a1a2a3a4a1 such that
e(a1, R)= e(a3, R)= e(x0,Q)= 4 and a2u ∈ E.
Lemma 2.8. Let Q and R be two independent cycles in G such that Q ∼= C4, R ∼= C5, e(Q,R)11, and {Q,R} is optimal.
Suppose [Q ∪ R]2C4. Then there exist two labellings Q = a1a2a3a4a1 and R = x1x2x3x4x5x1 such that e(x4x5,Q) = 0,
{a1, a2, a3} ⊆ N(xi) for each i ∈ {1, 2, 3}, and a2a4 ∈ E. Moreover, if e(x2,Q)= 4 then a1a3 ∈ E.
Lemma 2.9. Let Q1,Q2 and R be three independent cycles in G with Q1 ∼= Q2 ∼= C4 and R ∼= C5 such that {Q1,Q2, R}
is optimal. Let Q1 = a1a2a3a4a1 and R = x1x2x3x4x5x1 be such that e(x1x2x3,Q1)11, {a1, a2, a3} ⊆ N(xi) for all i ∈
{1, 2, 3} and e(a2a3x4x5,Q2)9. Suppose that [Q1 ∪Q2 ∪R] contains neither 3C4 nor 2C4 ∪B. Then there exists a labelling
Q2 = b1b2b3b4b1 such that b2b4 /∈E, N({x4, x5},Q2) ⊆ {b1, b3}, N(a2,Q2) ⊆ {b1, b2, b3} and N(a3,Q2) ⊆ {b1, b4, b3}.
Lemma 2.10. Let Q1,Q2,Q3 and R be four independent cycles in G with Q1 ∼= Q2 ∼= Q3 ∼= C4 and R ∼= C5 such
that {Q1,Q2,Q3, R} is optimal and [Q1 ∪Q2 ∪Q3 ∪ R] contains neither 4C4 nor 3C4 ∪ B. Let Q1 = a1a2a3a4a1,Q2 =
b1b2b3b4b1 and R = x1x2x3x4x5x1. Suppose that e(x1x2x3,Q1)11, e(a2a3x4x5,Q2)9 and e(R + b2 + b4,Q3)15
such that {a1, a2, a3} ⊆ N(xi) for each i ∈ {1, 2, 3},N({x4, x5},Q2) ⊆ {b1, b3},N(a2,Q2) ⊆ {b1, b2, b3} andN(a3,Q2) ⊆
{b1, b4, b3}.Then there exist two labellingsQ3=c1c2c3c4c1 and {b2, b4}={bk, bf } such that c2c4 /∈E,N(bk,Q3)={c1, c2, c3},
N(bf ,Q3)= {c1, c3},e(c1, R)= e(c3, R)= 5 and e(c2c4, R)= 0.
Lemma 2.11. LetQ1,Q2,Q3,Q4 andR be ﬁve independent cycles inGwithQi ∼= C4 (1 i4) andR ∼= C5 such that [Q1∪
Q2∪Q3∪Q4∪R]4C4∪B and {Q1,Q2,Q3,Q4, R} is optimal. LetQ1=a1a2a3a4a1,Q2=b1b2b3b4b1,Q3=c1c2c3c4c1,
R = x1x2x3x4x5x1 and {bk, bf } = {b2, b4}. Suppose that e(Q1, R)11, e(a2a3x4x5,Q2)9 and e(R + bk + c2,Q4)15
such that {a1, a2, a3} ⊆ N(xi) (1 i3), N(a2,Q2) ⊆ {b1, b2, b3},N(a3,Q2) ⊆ {b1, b4, b3}, N({x4, x5},Q2) ⊆ {b1, b3},
N(bk,Q3)= {c1, c2, c3}, N(bf ,Q3)= {c1, c3}, and e(c1c3, R)= 10. Then [Q1 ∪Q2 ∪Q3 ∪Q4 ∪ R] ⊇ 5C4.
Lemma 2.12. Let Q and R be two independent subgraphs in G such that Q ∼= C4 and R ∼= D. Let x0 be the center of
R. Suppose that e(Q,R − x0)9, {Q,R} is optimal, and [Q ∪ R] contains none of 2C4, C4 ∪ C5 and C4 ∪ B. Then there
exist two labellings Q = a1a2a3a4a1 and R = x0x1x2x0x3x4 such that N({x3, x4},Q) ⊆ {a1, a3},N(x1,Q) ⊆ {a1, a4, a3},
N(x2,Q) ⊆ {a1, a2, a3}, a2a4 /∈E and e(x0,Q)= 0.
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Lemma 2.13. Let Q1,Q2 and R be independent subgraphs in G such that Q1 ∼= C4, Q2 ∼= C4, R ∼= D and {Q1,Q2, R} is
optimal. LetQ1=a1a2a3a4a1 andR=x0x1x2x0x3x4 be such that e(Q1, R−x0)9,N(x1,Q1) ⊆ {a1, a4, a3},N(x2,Q1) ⊆
{a1, a2, a3}, N({x3, x4},Q1) ⊆ {a1, a3}, and e(Q2, R + a2 + a4)15. Suppose that [Q1 ∪Q2 ∪ R] contains none of 3C4,
2C4 ∪ C5and 2C4 ∪ B. Then there exists a labelling Q2 = b1b2b3b4b1 such that b2b4 /∈E, e(b1, R + a2 + a4) = e(b3, R +
a2 + a4)= 7, e(b4, R + a2 + a4)= 0, and N(b2, R + a2 + a4)= {ai} for some i ∈ {2, 4} such that if i = 2 then a2x2 /∈E and
if i = 4 then a4x1 /∈E.
3. Proof of Theorem B
Let k be a positive integer andG a graph of order n with 4k+ 1n4k+ 4 and (G)2k+ 1. Suppose, for a contradiction,
that GkC4. We may assume that G + xy ⊇ kC4 for each pair of non-adjacent vertices x and y. Let m = n − 4k − 1. Then
0m3. We proceed along with the following six claims.
Claim 1. G(k − 1)C4 ∪ B.
Proof. On the contrary, suppose that G ⊇ (k − 1)C4 ∪ B = {Q1,Q2, . . . ,Qk−1, R} with R ∼= B. Let x0 be the center of
R. It is easy to see that
∑
x∈V (R−x0)e(x,G − V (
⋃k−1
i=1 Qi))8 + m for otherwise G − V (
⋃k−1
i=1 Qi) ⊇ C4. Then e(R −
x0,
⋃k−1
i=1Qi)4(2k + 1) − 8 −m8(k − 1) + 1. This implies that there exists Qi such that e(R − x0,Qi)9. By Lemma
2.6, [Qi ∪ R] ⊇ 2C4, a contradiction. 
Claim 2. There exist k − 1 independent quadrilateralsQ1, . . . ,Qk−1 such that G− V (
⋃k−1
i=1 Qi) has a path of order 5.
Proof. On the contrary, suppose the claim is false. By the assumption onG, we see thatG has k− 1 independent quadrilaterals
Q1, . . . ,Qk−1 such thatG− V (
⋃k−1
i=1 Qi) has a path P of order 4. We chooseQ1, . . . ,Qk−1 and P such that
∑k−1
i=1 (Qi) is
maximal. LetH=⋃k−1
i=1 Qi ,M=G−V (H∪P), and t=|V (M)|. Then 1 t4. LetP=x1x2x3x4 be such that e(x4, P )=1. Let
x0 ∈ V (M).AsP+x0P5, we see that e(x0, P )1.Thus e(x0, P∪M)4.Therefore e(x0x4, H)2(2k+1)−5=4(k−1)+1.
This implies that there existsQi , sayQi =Q1, such that e(x0x4,Q1)5.
LetG1=[Q1 ∪P + x0] and setQ1= a1a2a3a4a1.We shall show thatG1 contains a quadrilateral J such thatG1−V (J ) ⊇
P2 ∪ P3 and (J )(Q1). To see this, let us ﬁrst suppose that {ai, ai+2} ⊆ N(x0) for some i ∈ {1, 2}. Say w.l.o.g. {a1, a3} ⊆
N(x0). Then e(x4, a2a4)=0 asG1C4∪P5. Thus e(x0,Q1)3. Say x0a2 ∈ E. Then a2a4 ∈ E as (Q1)(x0a1a2a3x0) by
the maximality of
∑k−1
i=1 (Qi). Then x0a1a2a4a2x0 and x0a3a4a2x0 are two quadrilaterals in G1. Therefore e(x4, a1a3)= 0,
and so e(x0x4,Q1)4, a contradiction. Hence {ai, ai+2}N(x0)for each i ∈ {1, 2}, and so e(x0,Q1)2 and e(x4,Q1)3.
Say {a1, a2, a3} ⊆ N(x4). If e(x0,Q1)= 2, we must have that e(x0, a2a4)= 1, and if e(x0,Q1)= 1, then e(x4,Q1)= 4 and
therefore we may assume that e(x0, a2a4) = 1. Say x0ai ∈ E where i ∈ {2, 4}. Let J = x4a1ai+2a3x4. If (J )(Q1), we
are done. If (J )< (Q1), then we must have that ai = a2, a4x4 /∈E and a2a4 ∈ E. Consequently, e(x0,Q1)= 2. Say w.l.o.g.
x0a1 ∈ E. Then G1 ⊇ C4 ∪ P5 = {x0a1a4a2x0, P + x4a3}, a contradiction.
We now choose k−1 independent quadrilaterals J1, . . . , Jk−1 such thatG−V (
⋃k−1
i=1 Ji) ⊇ P2∪P3 with
∑k−1
i=1 (Ji) as large
as possible. By the above argument, we see that
∑k−1
i=1 (Ji)
∑k−1
i=1 (Qi). Let y1y2 and z1z2z3 be two independent paths inG−
V (
⋃k−1
i=1 Ji). Set S={y1, y2, z1, z3},M ′=G−V (
⋃k−1
i=1 Ji)−{y1, y2, z1, z2, z3}.AsG−V (
⋃k−1
i=1 Ji) contains none ofC4,C5
andP5, we see thatN(yi,M ′)∩N(zj ,M ′)=∅ for each i ∈ {1, 2} and j ∈ {1, 3}, |N(y1,M ′)∩N(y2,M ′)|1,e(y1y2, z1z3)=0.
Furthermore, if e(z2, y1y2)> 0 then z1z3 /∈E. It follows that
∑
x∈Se(x,G−V (
⋃k−1
i=1 Ji))m+1+6.Thus e(S,
⋃k−1
i=1 Ji)4(2k+1)−m−1−68(k−1)+2.Wemay assume that e(S, J1)9. Let J1=b1b2b3b4b1 andG2=[V (J1)∪{y1, y2, z1, z2, z3}].
To deduce a contradiction,weﬁrst suppose that [y1, y2, bi , bi+1] ⊇ C4 for some i ∈ {1, 2, 3, 4}. Sayw.l.o.g. [y1, y2, b1, b2] ⊇
C4. Then e(b3b4, z1z3)= 0. Thus e(z1z3, J1)4 and e(y1y2, J1)5. Say w.l.o.g. that {b1, b3} ⊆ N(y1). Then b2 /∈N(z1) ∩
N(z3) for otherwise G2 ⊇ 2C4. Thus e(z1z3, J1)3 and so e(y1y2, J1)6. This implies that there exist two distinct edges
bibi+1 and bj bj+1 of J1 such that {y1bi, y2bi+1, y1bj , y2bj+1} ⊆ E. Thus e(z1z3, bi+2bi+3) = e(z1z3, bj+2bj+3) = 0.
Hence e(z1z3, J1)2. Consequently, e(y1y2, J1)7. By Lemma 2.5, we see that G2 ⊇ C4 ∪ P5, a contradiction.
Next, suppose [y1, y2, bi , bi+1]C4 for all i ∈ {1, 2, 3, 4}. Then e(y1y2, J1)4, and so e(z1z3, J1)5. W.l.o.g., say
b1 ∈ N(z1) ∩ N(z3). Then e(y1y2, b2b4) = 0 for otherwise G2 ⊇ C4 ∪ P5. If bi ∈ N(z1) ∩ N(z3) for some i ∈ {2, 4},
then we would also have that e(y1y2, b1b3) = 0 and so e(S, J1)8, a contradiction. Hence N(z1) ∩ N(z3) ∩ {b2, b4} = ∅. It
follows that {b2, b4}N(zi) for each i ∈ {1, 3} for otherwise e(b1, y1y2)=0 asG2C4∪P5, and consequently e(z1z3, J1)7
and therefore N(z1) ∩ N(z3) ∩ {b2, b4} = ∅, a contradiction. Therefore, we may assume that N(z1, J1) = {b1, b4, b3} and
N(z3, J1) ⊆ {b1, b2, b3}. Then e(y1y2, b1b3)3. Say w.l.o.g. y1b1 ∈ E.
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Assume b2z3 ∈ E. ThenG2 ⊇ C4∪P2∪P3={z1b1b4b3z1, y1y2, z2z3b2}. By the maximality of
∑k−1
i=1 (Ji), we must have
b2b4 ∈ E as z1b4 ∈ E. ThereforeG2 ⊇ C4∪P5={z1b4b2b3z1, z2z3b1y1y2}, a contradiction. Hence b2z3 /∈E.As e(S, J1)9,
it follows that e(u, b1b3)=2 for all u ∈ {y1, y2, z3}. Then b2b4 /∈E for otherwiseG2 ⊇ C4∪P5={y1b1y2b3y1, b2b4z1z2z3}.
Let J ′1 = y1b1y2b3y1 and P ′ = b4z1z2z3. ThenG ⊇ (k − 1)C4 ∪ P4 = {J ′1, J2, . . . , Jk−1, P ′}. Clearly, (J ′1)= (J1)+ 1. As∑k−1
i=1 (Ji)
∑k−1
i=1 (Qi), we obtain a contradiction with the maximality of
∑k−1
i=1 (Qi). Thus the claim holds. 
Claim 3. There exist k−1 independent quadrilateralsQ1, . . . ,Qk−1 such thatG−V (
⋃k−1
i=1 Qi) contains a subgraph of order
5 with at least 5 edges.
Proof. On the contrary, suppose this claim is false.We choose k−1 independent quadrilateralsQ1, . . . ,Qk−1 with
∑k−1
i=1 (Qi)
as large as possible such thatG−V (⋃k−1
i=1 Qi) has a path P of order 5. Let P = x1x2x3x4x5,M =G−V (
⋃k−1
i=1 Qi)−V (P ).
Clearly, e(x, P )2 for each x ∈ V (M) as [P ∪M]C4 and [P ∪M]C5. Then we have that
∑5
i=1e(xi , P ∪M)14, and so
e(P,
⋃k−1
i=1 Qi)5(2k+1)−14=10(k−1)+1.Wemay assume that e(P,Q1)11. LetH =[Q1∪P ] andQ1=a1a2a3a4a1.
We divide the proof into the following two cases.
Case 1: [xi, xi+1, aj , aj+1] ⊇ C4 for some i ∈ {1, 4} and j ∈ {1, 2, 3, 4}.
Say [x1, x2, a1, a2] ⊇ C4. Let J1 ⊆ [x1, x2, a1, a2] be such that J1 ∼= C4. By the assumption that the claim is false,
we have e(a3a4, x3x4x5)1, and so e(x3x4x5,Q1)7. If we also had that [x1, x2, a3, a4] ⊇ C4, then we would have that
e(x3x4x5, a1a2)1 and so e(P,Q1)10, a contradiction. Hence [x1, x2, a3, a4]C4, and by Lemma 2.2, e(x1x2, a3a4)2.
So e(x1x2,Q1)6. Therefore
e(x3x4x5, a1a2)11− e(x3x4x5, a3a4)− e(x1x2,Q1)4.
Let us assume that N(x3) ∩ N(x5) ∩ {a1, a2} = ∅. Say w.l.o.g. {a1x3, a1x5} ⊆ E. Then a1x3x4x5a1 is a quadrilateral in H
and so we must have that e(x1x2, a2a3a4)1, and so e(x1x2,Q1)3. Thus e(P,Q1)3+ 7= 10, a contradiction.
Therefore N(x3) ∩N(x5) ∩ {a1, a2} = ∅, and so e(x3x5, a1a2)2. Thus e(x3x4x5,Q1)5. As e(x1x2,Q1)6, it follows
that e(x3x4x5, a3a4) = 1, e(x3x5, a1a2) = 2, e(x4, a1a2) = 2, e(x1x2, a1a2) = 4 and e(x1x2, a3a4) = 2. Then we see that
e(x1, a3a4) = 0 for otherwise we readily see that H − x5 ⊇ 2C4. Thus e(x2,Q1) = 4. Then [x1, x2, a1, a4] ⊇ C4 and
[x1, x2, a2, a3] ⊇ C4. Consequently, e(a2a3, x3x4x5)1 and e(x3x4x5, a1a4)1. Thus e(P,Q1)10, a contradiction.
Case 2: [xi, xi+1, aj , aj+1]C4 for all i ∈ {1, 4} and j ∈ {1, 2, 3, 4}.
This implies that e(x1x2,Q1)4 and e(x4x5,Q1)4. As e(P,Q1)11, e(x3,Q1)3. First, suppose that there exists
i ∈ {1, 5}, say i = 1, such that N(x1,Q1) ∩ N(x3,Q1) = ∅. Say {a1x1, a1x3} ⊆ E. Then e(x4x5, a2a3a4)1, and so
e(x4x5,Q1)3. As e(P,Q1)11, we obtain that e(x3,Q1) = 4, e(x1x2,Q1) = 4 and e(x4x5,Q1) = 3. Thus we also have
that {a1x3, a1x5} ⊆ E. By the symmetry, we see that e(x1x2,Q1)= 3, a contradiction.
Therefore N(xi,Q1) ∩ N(x3,Q1) = ∅ for each i ∈ {1, 5}. Then e(x1,Q1)1 and e(x5,Q1)1 as e(x3,Q1)3. If
e(x1,Q1)=1, then e(x3,Q1)=3and e(x2,Q1)2 as [x1, x2, ai , ai+1]C4 for all i ∈ {1, 2, 3, 4}. Consequently, e(x4x5,Q1)
11−6=5, a contradiction. Hence e(x1,Q1)=0, and similarly, e(x5,Q1)=0. Clearly, e(x1x5,M)m+1 asM+x1+x5C4.
Then e(x1x5,
⋃k−1
i=2 Qi)2(2k + 1) − m − 34(k − 2) + 4. We may assume that e(x1x5,Q2)5. By Lemma 2.1, we may
assume thatQ2 has a vertex x0 such thatQ2 − x0 + x5 ⊇ C4 and x0x1 ∈ E. As e(x2x3x4,Q1)11, we see that there exists ai
such that {aix2, aix3} ⊆ Eand Q1 − ai + x4 ⊇ C4. Clearly, [x0, x1, x2, x3, ai ] has at least 5 edges, a contradiction. Thus the
claim holds. 
Claim 4. G ⊇ (k − 1)C4 ∪ C5.
Proof. On the contrary, suppose the claim false. By Claim 3, G has k − 1 independent quadrilaterals Q1, . . . ,Qk−1 such that
G−V (⋃k−1
i=1 Qi) contains an induced subgraph R of order 5 with at least 5 edges. By Claim 1, we see that R has a triangle with
e(R)= 5. LetM =G−V (⋃k−1
i=1 Qi)−V (R). If RD, let x and y be the two distinct endvertices of R. Then e(xy,M)m3
for otherwise [R ∪M] ⊇ C5 or [R ∪M] ⊇ C4. Thus e(xy,
⋃k−1
i=1 Qi)2(2k + 1) − m − 24(k − 1) + 1. We may assume
that e(xy,Q1)5. By Lemma 2.1, [Q1 + x + y] ⊇ C4 ∪ P2 such that exactly one of x and y is an endvertex of P2. Thus
[Q1 ∪R] ⊇ C4 ∪D. Therefore, we may chooseQ1, . . . ,Qk−1 and R with R ∼= D in the ﬁrst place such that
∑k−1
i=1 (Qi) is a
maximal.
Let R = x0x1x2x0x3x4. As [R ∪ M] contains none of C4, C5 and B, we see that if y ∈ V (M) with e(y, R)2, then
N(y,R) = {x3, x4}. Therefore e(R,M)4, and so e(R − x0,
⋃k−1
i=1 Qi)4(2k + 1) − 11 = 8(k − 1) + 1. We may as-
sume that e(R − x0,Q1)9. By Lemma 2.12, let Q1 = a1a2a3a4a1 be such that N(x3x4,Q1) ⊆ {a1, a3}, N(x1,Q1) ⊆
{a1, a4, a3}, N(x2,Q1) ⊆ {a1, a2, a3}, e(x0,Q1)= 0 and a2a4 /∈E. Thus
∑
x∈V (R) e(x,Q1 ∪ R ∪M)24.
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Let R+ =R+ a2+ a4. Clearly,N(a2,M)∩N(a4,M)=∅ for otherwise we readily see that [Q1 ∪R ∪M] ⊇ 2C4. Then we
have that e(a2a4,M)m3. Consequently,
∑
x∈V (R+) e(x,Q1 ∪R ∪M)33, and so e(R+,
⋃k−1
i=2 Qi)7(2k+ 1)− 33=
14(k−2)+2.Wemay assume that e(R+,Q2)15. By Lemma 2.13, we must have that e(R−x0,Q1)=9 and e(R+,Q2)=15.
Furthermore, there exists a labellingQ2=b1b2b3b4b1 such that e(b1, R+)=e(b3, R+)=7 and b2b4 /∈E. By this lemma,wemay
assume w.l.o.g. that b2a2 ∈ E and a2x2 /∈E. Let J1=a1x3a3x4a1, J2=b1x0x1x2b1, I=b4b3a2b2b3a4 andH =R∪Q1∪Q2.
Clearly, (J1)> (Q1) and (J2)> (Q2).It is easy to see that N(b4,M) ∩ N(a4,M) = ∅ for otherwise [I ∪M] ⊇ C4 and
so [H ∪M] ⊇ 3C4. Hence e(a4b4, H ∪M)9+m. Consequently, e(a4b4,
⋃k−1
i=3 Qi)2(2k + 1)− 9−m4(k − 3)+ 2.
We may assume that e(a4b4,Q3)5. By Lemma 2.1, we may assume w.l.o.g. that Q3 has a vertex z0 such that z0a4 ∈ E and
Q3 − z0 + b4 ⊇ J3 ∼= C4. Clearly, (J3)(Q3)− 1. Then [Q1 ∪Q2 ∪Q3 ∪ R] ⊇ 3C4 ∪D = {J1, J2, J3, I − b4 + a4z0}
such that
∑3
i=1 (Ji)>
∑3
i=1 (Qi), a contradiction. Thus the claim holds. 
Claim 5. There exist k independent cycles Qi, . . . ,Qk−1 and R with Qi ∼= C4 (1 ik − 1) and R ∼= C5 such that G −
V (
⋃k−1
i=1 Qi)− V (R) contains a path of order m.
Proof. Recall that m = n − 4k − 1. By Claim 4, we choose Q1, . . . ,Qk−1 and R such that M =G − V (
⋃k−1
i=1 Qi) − V (R)
contains a longest path, and subject to this, let∑k−1
i=1 (Qi) be as large as possible. On the contrary, suppose thatMPm. Then
m2. Let V (M)={x1, x2, xm} be such that ifM has an edge then x1x2 ∈ E. Therefore x1xm /∈E. As [R∪M]C4, we see that
e(x, R)2 for all x ∈ V (M). Thus e(x1xm,
⋃k−1
i=1 Qi)2(2k+ 1)− 5= 4(k− 1)+ 1. We may assume that e(x1xm,Q1)5.
By Lemma 2.1, [Q1+ x1+ xm] ⊇ C4 ∪P2, and therefore we must havem= 3. LetQ1= a1a2a3a4a1. Suppose e(x3,Q1)3.
Say {a1, a2, a3} ⊆ N(x3). Then a2a4 ∈ E since (x3a1a2a3x3)(Q1).Thus [Q1+ x3] − ai ⊇ C4 for all i ∈ {1, 2, 3, 4}, and
so e(x1,Q1)= 0, a contradiction as e(x1x3,Q1)5.
Therefore e(x3,Q1)2 and e(x1,Q1)3. Say {a1, a2, a3} ⊆ N(x1). Then {a1, a3}N(x3) and {a2, a4}N(x3) for other-
wise [R ∪M] ⊇ C4 ∪P3. Note that when e(x1,Q1)= 4, we may assume x3a2 ∈ E. We claim that a4x3 /∈E. If this is not true,
then a2a4 ∈ E since [Q1+x1+x3] ⊇ C4∪P2={x1a1a2a3x1, a4x3} and (x1a1a2a3x1)(Q1). It follows that e(x3,Q1)=1
and e(x1,Q1) = 4 as [Q1 ∪M]C4 ∪ P3. But then we have x3a2 ∈ E by our choice and so e(x3,Q1)2, a contradiction.
Thus x3a4 /∈E. As {a1, a3}N(x3),we then see that a2x3 ∈ E. It is easy to see that e(x2,Q1)2 as [Q1 ∪M]C4 ∪P3. Then
e(x2x3,
⋃k−1
i=2 Qi)2(2k+ 1)− 9= 4(k− 2)+ 1.We may assume that e(x2x3,Q2)5. LetQ2= b1b2b3b4b1. Similarly, we
may assume that {b1, b2, b3} ⊆ N(x2) and b2x3 ∈ E. Thus [Q1∪Q2∪M] ⊇ 2C4∪P3={x1a1a4a3x1, x2b1b4b3x2, a2x3b2},
a contradiction. Thus the claim holds. 
By Claim 5, let G ⊇ (k − 1)C4 ∪ C5 ∪ Pm = {Q1, . . . ,Qk−1, R,L} with R ∼= C5 and L ∼= Pm such that
∑k−1
i=1 (Qi) is
maximal. It is easy to see that e(R,L) min{4, 2m} as [R∪L]C4. Then e(R,
⋃k−1
i=1 Qi)5(2k+1)−10−410(k−1)+1.
We may assume that e(R,Q1)11. Set H1 = [R ∪ Q1]. Then H1 contains neither 2C4 nor C4 ∪ B. Let Q1 = a1a2a3a4a1
and R = x1x2x3x4x5x1. By Lemma 2.8, we may assume that e(x4x5,Q1)= 0, {a1, a2, a3} ⊆ N(xi) for each i ∈ {1, 2, 3} and
a2a4 ∈ E. LetW1 = {a2, a3, x4, x5}.
Claim 6. There existsQi with 2 ik − 1 such that e(W1,Qi)9.
Proof. Clearly,
∑
x∈W1 e(x,H1)16. If e(W1, L)3, then
∑
x∈W1 e(x,H1 ∪L)19 and so e(W1,
⋃k−1
i=2 Qi)4(2k+ 1)−
19= 8(k − 2)+ 1. This implies the claim.
We now suppose e(W1, L)4. It is easy to see that [L+ a2 + a3]C4, [L+ x4 + x5]C4, and [L+ a2 + a3 + a4] contains
neither of B and C4 for otherwise [H1 ∪ L] ⊇ 2C4 or [H1 ∪ L] ⊇ C4 ∪ B. Thus e(a2a3, L)2 and e(x4x5, L)2 by Lemma
2.2. It follows that e(a2a3, L)=2 and e(x4x5, L)=2. Thenm=3 as [L+a2+a3+a4] contains neither B norC4. Furthermore,
if L = y1y2y3 then e(y2, a2a3) = 0 and E(a2a3, y1y3) consists of two independent edges. W.l.o.g., say {a2y1, a3y3} ⊆ E.
Then e(y1y3, x4x5) = 0 for otherwise say w.l.o.g. y1x4 ∈ E and thus [H1 ∪ L] ⊇ 2C4 = {y1x4x3a2y1, x1a1a4a3x1}. It
follows that {y2x4, y2x5} ⊆ E. It is easy to check that e(y1y3, R + a1 + a4) = 0 and e(y2,Q1 + x1 + x2 + x3) = 0 as
[H1 ∪L]2C4. LetW ′1 =W1 ∪ V (L). Then
∑
x∈W ′1 e(x,H1 ∪L)28. Consequently, e(W
′
1,
⋃k−1
i=2 ,Qi)7(2k + 1)− 28=
14(k−2)+7.We may assume that e(W ′1,Q2)15. LetQ2=b1b2b3b4b1 andR′ =a2y1y2y3a3a2. Clearly, [R′ ∪Q2]2C4 as[H1 ∪ L ∪Q2]3C4.
First, suppose e(R′,Q2)11. By Lemma 2.8, there exist three consecutive vertices, say uvw, on R′ such that E(R′,Q2)=
E(uvw,Q2). Thus e(R′,Q2)12 and e(x4x5,Q2)3. Clearly, {y1, y3} ∩ {u, v,w} = ∅. Say w.l.o.g. y1 ∈ {u, v,w} and
e(x4,Q2)2. Then there exists bi , say bi = b1, such that {b1x4, b1y1} ⊆ E. Let J = b1y2x5x4b1 if b1y2 ∈ E and otherwise
J = b1y1y2x4b1. Then there exists z ∈ {u, v,w} such that z /∈V (J ) and {b2, b4} ⊆ N(z). Then [H1 ∪ L ∪ Q2] ⊇ 3C4 =
{J, zb2b3b4z, a1x1x2x3a1}, a contradiction.
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Therefore e(R′,Q2)10 and e(x4x5,Q2)5. Suppose that there exists bi such that either {a2, a3} ⊆ N(bi) or {y1, y3} ⊆
N(bi). Then [x4, x5, bi+1, bi+2, bi+3]C4 for otherwise we readily see that [H1 ∪ L ∪ Q2] ⊇ 3C4. But then we have
e(x4x5,Q2 − bi)2 by Lemma 2.2. Consequently, e(x4x5,Q2)4, a contradiction. Hence
{a2, a3}N(bi) and {y1, y3}N(bi) for all i ∈ {1, 2, 3, 4}. (1)
As e(x4x5,Q2)5, there exists an edge ofQ2, say b1b2, such that [x4, x5, b1, b2] ⊇ C4. Then we see that e(b3b4, a2a3)1
and e(b3b4, L)2 for otherwise either [b3, b4, a2, a3, a4] contains one of C4 and B, or [b3, b4, y1, y2, y4] contains C4, and
then with a1x1x2x3a1, we see that [H1 ∪Q2 ∪ L] ⊇ 3C4 or 2C4 ∪ B, a contradiction. If we also had that [x4, x5, b3, b4] ⊇
C4, we would have that e(b1b2, a2a3)1 and e(b1b2, L)2, too and consequently, e(x4x5,Q2)15 − 6 = 9, a contradic-
tion. Therefore [x4, x5, b3, b4]C4, and so e(x4x5, b3b4)2. Thus e(b3b4,W ′1)5. Consequently, e(b1b2,W ′1)10. By (1),
e(b1b2, x4x5)= 4,e(b1, a2a3)= e(b2, a2a3)= 1, e(b1, L)= e(b2, L)= 2 with y2 ∈ N(b1) ∩N(b2). Furthermore, we obtain
that e(b3b4, a2a3) = 1, e(b3b4, L) = 2 and e(b3b4, x4x5) = 2. W.l.o.g., say e(b3, a2a3)> 0. As e(b2, a2a3) = 1, we see that
[a2, a3, a4, b2, b3] contains one ofC4 andB. Thenwe readily see that [H1∪Q2∪L] ⊇ 3C4 or 2C4∪B, a contradiction. Thus the
claim holds. 
By Claim 6, we may assume e(W1,Q2)9. Let H2 = [H1 ∪ Q2]. By Lemma 2.9, let Q2 = b1b2b3b4b1 be such that
N(a2,Q2) ⊆ {b1, b2, b3}, N(a3,Q2) ⊆ {b1, b4, b3}, N({x4, x5},Q2) ⊆ {b1, b3} and b2b4 /∈E. Let [a1, a4, x1, x2] ⊇ J1 ∼=
C4, [a1, a4, x2, x3] ⊇ J2 ∼= C4, J3 = a1x1x2x3a1, andQ1 − ai + xi ⊇ Ji,j ∼= C4 with {i, j} ⊆ {1, 2, 3}.
SetW2 =V (R)∪ {b2, b4}. We need to estimate
∑
z∈W2 e(z,H2 ∪L). As e(W1,Q2)9, we assume that e(b1,W1)= 4, and
let {ap, aq }={a2, a3} and {xr , xs}={x4, x5} be such that e(ap,Q2)=3 and e(xr ,Q2)=2.We already know that e(R,L)2m
as [R ∪ L]C4. If z ∈ N(b2, L) ∩ N(b4, L), then [H2 ∪ L] ⊇ 3C4 = {J3, zb2b3b4z, b1a2a4a3b1}, a contradiction. Hence
N(b2, L) ∩N(b4, L)= ∅ and so e(b2b4, L)m. Thus e(W2, L)3m.
We claim
e(bi ,Q1)1 and e(bi , R)1 (i = 2, 4), and e(x1x3, b1b3)= 0. (2)
Proof of Eq. (2). On the contrary, suppose (2) false. First, suppose e(bi ,Q1)2 for some i ∈ {2, 4}. Clearly, [Q1 − aj +
bi ] ⊇ J4 ∼= C4 for some j ∈ {1, 2, 3}. Thus H2 ⊇ 3C4 = {J4, xrb1bi+2b3xr , aj x1x2x3aj }, a contradiction. Hence
e(bi ,Q1)1 for each i ∈ {2, 4}. Next, suppose e(bi , R)2 for some i ∈ {2, 4}. If {x1, x2} ⊆ N(bi), then H2 ⊇ 3C4 =
{bix1a1x2bi, J1,3, xrb1bi+2b3xr }, a contradiction. Hence {x1, x2}N(bi), and similarly, {x2, x3}N(bi). Thus {x1, x3} ⊆
N(bi), and so H2 ⊇ 3C4 = {Q1, bix1x2x3bi, xrb1bi+2b3xr }, a contradiction. So e(bi , R)1 for each i ∈ {2, 4}. Finally, we
suppose e(x1x3, b1b3)> 0. Say w.l.o.g. x1bi ∈ E for some i ∈ {1, 3}. If bix4 ∈ E, let, by Lemma 2.2, [a2, a3, b2, bi+2, b4] ⊇
J5 ∼= C4. Then H2 ⊇ 3C4 = {J2, J5, bix1x5x4bi}, a contradiction. Hence bix4 /∈E. Thus i = 3 since we have assumed
e(b1,W1) = 4. It follows that e(a2,Q2) = e(a3,Q2) = 3, and e(x5,Q2) = 2 as e(W1,Q2) = 9. Then H2 ⊇ 2C4 ∪ B =
{J2, x1b3b4a3x1, b1a2b2b1x4x5b1}, a contradiction. Hence (2) holds.
By (2), we see that e(x1x2x3,Q2)4. We now obtain
e(b2, H2)+ e(b4, H2)8 and
5∑
i=1
e(xi ,H2)30. (3)
By (3), e(W2,
⋃k−1
i=3 Qi)7(2k+ 1)− 38− 3m14(k− 3)+ 2. We may assume that e(W2,Q3)15. By Lemma 2.10, let
Q3=c1c2c3c4c1 and {b2, b4}={bk, bf } be such that c2c4 /∈E,N(bk,Q3)={c1, c2, c3},N(bf ,Q3)={c1, c3}, e(c1c3, R)=10,
e(c2c4, R)= 0.
LetW3=V (R)∪{bk, c2} andH3=[H2∪Q3]. As e(R,L)2m and by (3), we have that
∑5
i=1 e(xi ,H3∪L)40+2m.We
estimate e(bk,H3∪L)+e(c2, H3∪L) as follows.By (2), e(bk,H3)7. If e(c2,Q1)2, then [Q1−ai+c2] ⊇ J6 ∼= C4 for some
i ∈ {1, 2, 3}. ThusH3 ⊇ 4C4={Q2, J6, aix1x2x3ai, x4c1c4c3x4}, a contradiction.Hence e(c2,Q1)1, and so e(c2, H3)6. If
z ∈ N(bk, L)∩N(c2, L) for some z ∈ V (L), then [H3∪L] ⊇ 4C4={Q1, zbkc3c2z, c1x1x2x3c1, xrb1bf b3xr }, a contradiction.
HenceN(bk, L)∩N(c2, L)=∅. Thus e(bk,H3∪L)+e(c2, H3∪L)13+m. Consequently,
∑
x∈W3 e(x,H3∪L)53+3m.
If follows that e(W3,
⋃k−1
i=4 Qi)7(2k+ 1)− 53− 3m14(k− 4)+ 1.We may assume that e(W3,Q4)15. By Lemma 2.11,[H3 ∪Q4] ⊇ 5C4. This proves the theorem. 
4. Proof of Lemmas 2.6–2.13
Proof of Lemma 2.6. LetQ= a1a2a3a4a1, R = x0x1x2x0x3x4x0 and H = [Q ∪ R]. On the contrary, suppose H2C4. As
e(Q,R − x0)9, either e(x1x2,Q)5 or e(x3x4,Q)5. Say the former holds. If e(x1x2,Q)7, then by Lemma 2.5, we
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may assume w.l.o.g. that Q − a1 + x1 ⊇ C4, x2a1 ∈ E and e(a1, x3x4)1. Clearly, R − x1 + a1 ⊇ C4 and so H ⊇ 2C4, a
contradiction. Hence e(x1x2,Q)6.As e(x1x2,Q)5, we may assume w.l.o.g. that a1 ∈ N(x1)∩N(x2) and thus a1x1x0x2a1
is a quadrilateral of H. Then [x3, x4, a2, a3, a4]C4, and so e(x3x4, a2a3a4)2 by Lemma 2.2. Thus e(x3x4,Q)4. If we
also had that ai ∈ N(x3) ∩ N(x4) for some i ∈ {1, 2, 3, 4}, then we would have thate(x1x2,Q)4, a contradiction. Hence
ai /∈N(x3) ∩N(x4) for all i ∈ {1, 2, 3, 4}. Therefore e(x3x4,Q)= e(x3x4, a2a3a4)+ e(a1, x3x4)3, and so e(x1x2,Q)6.
If follows that e(x1x2,Q) = 6, e(x3x4, a2a3a4) = 2 and e(a1, x3x4) = 1. W.l.o.g., say a1x3 ∈ E. Then {a2, a4}N(xi)
for each i ∈ {1, 2} for otherwise say w.l.o.g. {a2, a4} ⊆ N(x1) and thus H ⊇ 2C4 = {x1a2a3a4x1, a1x2x0x3a1}. Hence
e(x1,Q) = e(x2,Q) = 3 with a3 ∈ N(x1) ∩ N(x2). Then e(x4, a2a4) = 0 for otherwise say w.l.o.g. a2x4 ∈ E and thus
H ⊇ 2C4 = {a2x4x3a1a2, a3x1x0x2x3}. As e(x3x4, a2a3a4) = 2 and ai /∈N(x3) ∩ N(x4) for all i ∈ {1, 2, 3, 4}, we see that
e(x3, a2a4)1. Say w.l.o.g. a2x3 ∈ E. Since [x3, x4, a2, a3, a4]C4, we must have that e(x4,Q) = 0 and a3x3 ∈ E. As
e(x1x2,Q)= 6, we see that either e(a2, x1x2)> 0 or a4 ∈ N(x1) ∩N(x2). In either case, H ⊇ 2C4, a contradiction. 
Proof of Lemma 2.7. LetQ=a1a2a3a4a1,R=x0x1x2x0u andH =[Q∪R]. To prove (a), we may assume that e(u, x1x2)=0
and e(x0,Q)= 0.We construct a new graphG′ from G by adding a new vertex z of degree 2 to G such thatG′ =G+ zx0 + zu.
Thus R′ = R + zx0 + zu ∼= B. By Lemma 2.6, G′[Q ∪ R′] ⊇ 2C4. It is clear that G′[Q ∪ R′] does not have a quadrilateral
containing z. Hence H ⊇ 2C4.
We now turn to prove (b). By (a), we must have that e(Q,R − x0)8 and so e(x0,Q)3. As e(u,Q)1, there exists an
edge of Q, say a1a2 such that [a1, a2, u, x0] ⊇ C4. As H2C4 and by Lemma 2.2, we obtain
[a3, a4, x1, x2]C4 and e(a3a4, x1x2)2. (4)
We now divide the proof into the following two cases.
Case 1: [a3, a4, u, x0]C4.
By Lemma 2.2, e(a3a4, x0u)2, and so e(ux0,Q)6. Together with (4), this implies that e(a3a4, R)4. Thus e(a1a2, R)
11 − e(a3a4, R)11 − 4 = 7. This implies that e(a1, R − u)2 and e(a2, R − u)2. Consequently, R − u + a1 ⊇ C4 and
R−u+a2 ⊇ C4. Suppose {x1, x2, u} ⊆ N(a1)∩N(a2). Then for each i and j in {1, 2},R−xi+aj ⊇ C4. Thus {a1, a3}N(xi)
and {a2, a4}N(xi) for each i ∈ {1, 2} since H2C4. This implies that e(x1,Q)2 and e(x2,Q)2. Hence e(Q,R)4 +
e(ux0,Q)10, a contradiction. Therefore {x1, x2, u}N(a1) ∩N(a2). As e(a1a2, R)7, we obtain that e(a1a2, R)= 7. We
may also as-sume that e(a1, R) = 4, e(a2, R) = 3 and {x0, x2} ⊆ N(a2). In the meantime, we must have that e(a3a4, R) = 4
and so e(a3a4, x1x2) = e(a3a4, ux0) = 2. It is also easy to see that a3u /∈E and a4x2 /∈E for otherwise H ⊇ 2C4. Let us
assume that a2u ∈ E. Then a3x1 /∈E for otherwise H ⊇ 2C4 = {x1a1a4a3x1, a2ux0x2a2}. Consequently, {a3x2, a4x1} ⊆ E
as e(a3a4, x1x2) = 2, and so [a3, a4, x1, x2] ⊇ C4, contradicting (4). Therefore a2u /∈E and so a2x1 ∈ E as e(a1a2, R) = 7.
Then e(a4, x1x2)= 0 for otherwise H ⊇ 2C4. Thus e(a3, x1x2)= 2 as e(a3a4, x1x2)= 2. As a3u /∈E and e(a3a4, ux0)= 2,
e(a4, x0u)> 0, and furthermore, if a4x0 /∈E then {a3x0, a4u} ⊆ E. Then it is easy to see that H ⊇ 2C4, a contradiction.
Case 2: [a3, a4, u, x0] ⊇ C4.
Then [x1, x2, a1, a2]C4, and so e(x1x2, a1a2)2. Thus by (4), e(x1x2,Q)4, and so e(ux0,Q)7. It follows that for
each i ∈ {1, 2, 3, 4}, e(ux0, aiai+1)3 and so [u, x0, ai , ai+1] ⊇ C4. Hence [x1, x2, ai , ai+1]C4 for all i ∈ {1, 2, 3, 4}.
This implies that either e(xi ,Q) = 0 for some i ∈ {1, 2} or N({x1, x2},Q) ⊆ {ai, ai+2} for some i ∈ {1, 2}. In either case,
we assume i = 1. Let us ﬁrst suppose e(x1,Q) = 0. As e(u,Q)3, we may assume that {a1u, a3u} ⊆ E. Then we see that
N(x2) ∩N(x0) ∩ {a2, a4} = ∅ for otherwise H ⊇ 2C4. This implies that e(x0x2,Q)6, and so e(Q,R)10, a contradiction.
Therefore we must have that N({x1, x2},Q) ⊆ {a1, a3}. As e(Q,R)11, there exists ai ∈ {a1, a3}, say ai = a1, such that
{a1x1, a1x2} ⊆ E. Thus {a2, a4}N(u) for otherwise H ⊇ 2C4. As e(Q,R)11, we obtain that N(x1,Q) = N(x2,Q) =
{a1, a3}, e(x0,Q)= 4 and e(u,Q)= 3. W.l.o.g., say ua2 ∈ E. Thus (b) holds. 
Proof of Lemma 2.8. LetQ= a1a2a3a4a1, R= x1x2x3x4x5x1 andH = [Q∪R]. We divide the proof into the following two
cases.
Case 1: e(a1a2, R)6 and e(a3a4, R)6.
As e(Q,R)11, we may assume that e(a1a2, R) = 6 and e(a3a4, R)5. Then there exists i ∈ {1, 2, 3, 4, 5} such that
{a1xi+1, a2xi} ⊆ E. Say i=1.AsH2C4, [a3, a4, x3, x4, x5]C4. By Lemma 2.2, e(a3a4, x3x4x5)2, and so e(a3a4, x1x2)
3. By Lemma 2.2, [a3, a4, x1, x2] ⊇ C4. Thus [a1, a2, x3, x4, x5]C4, and so e(a1a2, x3x4x5)2. Hence e(Q, x3x4x5)4.
As e(Q,R)11,weobtain e(x1x2,Q)7.AsH2C4 andbyLemma2.5, it is easy to see that e(x4,Q)=0.Then e(x3x5,Q)3.
Clearly, Q + x1 + x2 − ai ⊇ C4 for each i ∈ {1, 2, 3, 4}. Therefore ai /∈N(x3) ∩ N(x5)for all i ∈ {1, 2, 3, 4}. Suppose that
e(x3,Q)> 0 and e(x5,Q)> 0. Then there exists i ∈ {1, 2, 3, 4} such that either {aix3, ai+1x5} ⊆ E or {aix5, ai+1x3} ⊆
E. W.l.o.g., say the former holds. Thus {ai+2x1, ai+3x2}E as H2C4. Say w.l.o.g. x1ai+2 /∈E. Then e(x2,Q) = 4 and
e(x1,Q)= 3. It is easy to see that e(x3x5, ai+2ai+3)= 0 for otherwiseH ⊇ 2C4. Hence e(x3x5, aiai+1)= 4 as e(Q,R)11,
and we readily see that H ⊇ 2C4, a contradiction. Hence either e(x3,Q)= 0 or e(x5,Q)= 0. W.l.o.g., say e(x5,Q)= 0. Then
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12e(Q, x1x2x3)11.W.l.o.g., say {a1, a2, a3} ⊆ N(xi) for all i ∈ {1, 2, 3}. If e(x2,Q)= 3, then a4 ∈ N(x1)∩N(x3).Thus
H ⊇ C4 ∪ C5 = {x2a1a2a3x2, a4x3x4x5x1a4}. Clearly, x2a2 is a chord of x2a1a2a3x2. By the optimality of {Q,R}, we see
that a2a4 ∈ E. Similarly, we can show that if e(x2,Q)= 4, then {a1a3, a2a4} ⊆ E.
Case 2: Either e(a1a2, R)7 or e(a3a4, R)7.
Say e(a1a2, R)7 and e(a1, R)4. Then for each i ∈ {1, 2, 3, 4, 5}, e(a1, R − xi)3, and so R − xi + a1 ⊇ C4. As
H2C4, we see
Q− a1 + xiC4 and so {a2, a4}N(xi) for all i ∈ {1, 2, 3, 4, 5}. (5)
As e(Q,R)11, there exists xi , say xi = x1, such that e(x1,Q)3. By (5), we may assume that N(x1,Q) = {a1, a2, a3}.
As e(a1, R)4, either {x2, x4} ⊆ N(a1) or {x3, x5} ⊆ N(a1). Say the former holds. Then e(x5,Q − a1) = 0 for otherwise
Q − a1 + x1 + x5 contains a quadrilateral independent of a1x2x3x4a1. As H ⊇ a1x1x5x4a1, Q − a1 + x2 + x3C4. Thus
e(x2x3,Q − a1)2 by Lemma 2.2, and so e(x2x3,Q)4. By (5), e(xi ,Q − a1)2 for each i ∈ {1, 4}. We conclude that
e(Q−a1, R)6.As e(Q,R)11, it follows that e(x2x3,Q−a1)=2, e(x4,Q−a1)=2 and e(a1, R)=5.As {x3, x5} ⊆ N(a1)
and by the symmetry, we see that e(x2,Q − a1) = 0. Hence e(x3,Q − a1) = 2. It follows that [a2, a3, a4, x3, x4] contains a
quadrilateral independent of a1x2x1x5a1, a contradiction. 
Proof of Lemma 2.9. SetH=[Q1∪Q2∪R],Q2=b1b2b3b4b1 andW={a2, a3, x4, x5}. ByLemma2.8, a2a4 ∈ E. It is easy to
see that [a1, a4, x1, x2] ⊇ J1 ∼= C4 and [a1, a4, x2, x3] ⊇ J2 ∼= C4. Let J3=a1x1x2x3a1. Note that [Q1−ai+xj ] ⊇ Ji,j ∼= C4
for all {i, j} ⊆ {1, 2, 3}. We divide the proof into the following two cases.
Case 1: [x4, x5, bi , bi+1] ⊇ C4 for some i ∈ {1, 2, 3, 4}.
Say [x4, x5, b1, b2] ⊇ J4 ∼= C4. If e(a2a3, b3b4)2, then it is easy to see that [b3, b4, a2, a3, a4] contains one of C4
and B, and so H contains one of 3C4 and 2C4 ∪ B as H ⊇ {J3, J4}, a contradiction. Hence e(a2a3, b3b4)1. If we also
have that [x4, x5, b3, b4] ⊇ C4, we would have that e(a2a3, b1b2)1 and so e(x4x5,Q2)7. Then by Lemma 2.5, we may
assume w.l.o.g. that Q2 − b1 + x4 ⊇ J5 with J5 ∼= C4, x5b1 ∈ E and aib1 ∈ E for some i ∈ {2, 3}. Consequently,
H ⊇ 3C4 = {x5b1aix1x5, J2, J5}, a contradiction. Hence [x4, x5, b3, b4]C4 and so e(x4x5, b3b4)2 by Lemma 2.2. Thus
we obtain that e(b3b4,W)3 and so e(b1b2,W)9− e(b3b4,W)6.
Suppose that there exists bi ∈ {b1, b2}, say w.l.o.g. bi = b1, such that {a2, a3} ⊆ N(b1). Let J6 = b1a2a4a3b1. Then
[x4, x5, b2, b3, b4]C4 sinceH ⊇ {J3, J6}. ByLemma2.2, e(x4x5, b2b3b4)2 and so e(x4x5,Q2)4.Thus e(a2a3,Q2)5.
As e(a2a3, b3b4)1, we obtain that e(a2a3, b3b4) = 1, e(a2a3, b1b2) = 4, e(x4x5, b2b3b4) = 2 and e(b1, x4x5) = 2. Thus
{a2, a3} ⊆ N(b2). Then similarly,wemust have that e(b2, x4x5)=2. Sayw.l.o.g.b3a3 ∈ E. ThenH ⊇ 3C4={a3b1b4b3a3, a2b2
x5x1a2, J2}, a contradiction.
Therefore {a2, a3}N(bi) for each i ∈ {1, 2}. Thus e(b1b2, a2a3)2 and so e(b1b2,W)6. As e(b1b2,W)6, we obtain
that e(b1b2, x4x5) = 4 and e(b1b2, a2a3) = 2. Furthermore, we must have that e(x4x5, b3b4) = 2 and e(a2a3, b3b4) = 1.
W.l.o.g., say b3x5 ∈ E. Then b2a2 /∈E for otherwise H ⊇ 3C4 = {x5b1b4b3x5, a2b2x4x3a2, J1}. Similarly, a3b2 /∈E. Hence
{a2, a3} ⊆ N(b1) as e(a2a3, b1b2)= 2, a contradiction.
Case 2: [x4, x5, bi , bi+1]C4 for all i ∈ {1, 2, 3, 4}.
Then e(x4x5,Q2)4 and so e(a2a3,Q2)5. If e(a2a3,Q2)7, wemay assumew.l.o.g. by Lemma 2.5, thatQ2−b1+a2 ⊇
J7 with J7 ∼= C4, b1a3 ∈ E and e(b1, x4x5)1. Sayw.l.o.g. b1x5 ∈ E. ThenH ⊇ 3C4={J2, J7, a3b1x5x1a3}, a contradiction.
Hence e(a2a3,Q2)6 and so e(x4x5,Q2)3. By the assumption of Case 2, we see that e(bi , x4x5)> 0 and e(bi+2, x4x5)> 0
for some i ∈ {1, 2}. Say w.l.o.g., that e(b1, x4x5)> 0 and e(b3, x4x5)> 0. Furthermore we see that either {b1, b3} ⊆ N(x4) or
{b1, b3} ⊆ N(x5), say the latter holds. Then e(x4, b2b4)= 0, and if e(x5,Q2)3 then e(x4,Q2)= 0.
If b2 ∈ N(a2) ∩ N(a3), then H ⊇ 3C4 = {x5b1b4b3x5, b2a2a4a3b2, J3}, a contradiction. Hence b2 /∈N(a2) ∩ N(a3).
Similarly, b4 /∈N(a2) ∩ N(a3). As e(a2a3,Q2)5, we may assume that b1 ∈ N(a2) ∩ N(a3). If {b2, b4} ⊆ N(a2), then
H ⊇ 3C4={a2b2b3b4a2, b1a3x1x5b1, J2}, a contradiction. Hence {b2, b4}N(a2). Similarly, {b2, b4}N(a3). Therefore we
may assume w.l.o.g. that N(a2,Q2) ⊆ {b1, b2, b3} and N(a3,Q2) ⊆ {b1, b4, b3}.
Suppose that e(x5,Q2)3. Then e(x4,Q2)=0.As e(W,Q2)9, there exist i ∈ {2, 4} and j ∈ {2, 3} such that {bix5, biaj ,
a′
j
b1, a′j b3} ⊆ E where {aj , a′j } = {a2, a3}. Then we see that H ⊇ 3C4 = {x5biaj x1x5, a′j b1bi+2b3a′j , J2} a contradiction.
Hence e(x5,Q2) = 2. If b2b4 ∈ E, then by Lemma 2.4(b), we may assume that e(b1, x4x5) = 2 and e(b3, a2a3) = 2. Then
H ⊇ 2C4 ∪ B = {J3, b3a2a4a3b3, b1x4x5b1b2b4b1}, a contradiction. Hence b2b4 /∈E. This proves the lemma. 
Proof of Lemma 2.10. Let R+ = R + b2 + b4, H = [Q1 ∪Q2 ∪Q3 ∪ R] andQ3 = c1c2c3c4c1. By Lemma 2.8, a2a4 ∈ E.
Let W = {a2, a3, x4, x5}. Clearly, e(bi ,W) = 4 for some i ∈ {1, 3}. W.l.o.g., say e(b1,W) = 4. Let J1, J2, J3 and Ji,j with
{i, j} ⊆ {1, 2, 3} be deﬁned in [Q1 ∪ R] as in the ﬁrst paragraph in the proof of Lemma 2.9. As e(W,Q2)9, we may let
{ap, aq } = {a2, a3} and {xr , xs} = {x4, x5} be such that {b1, b3} ⊆ N(ap)∩N(xr ). We divide the proof into the following two
cases: e(R,Q3)11 or e(R,Q3)10.
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Case 1: e(R,Q3)11.
As [Q3 ∪ R]2C4 and by Lemma 2.8, we may assume w.l.o.g. that E(R,Q3) = E(xixi+1xi+2,Q3) for some i ∈
{1, 2, 3}, {c1, c2, c3} ⊆ N(xj ) for each j ∈ {i, i+1, i+2}, and so c2c4 ∈ E. Clearly, e(b2b4,Q3)15−e(R,Q3)15−12=3.
Let {b′2, b′4} = {b2, b4} be such that e(b′2,Q3)2. It is easy to see that [Q3 + b′2] ⊇ J4 ∼= C4 with ck /∈V (J4) for some
k ∈ {1, 2, 3}. Let J5 = ckxixi+1xi+2ck . If xr /∈V (J5), then H ⊇ 4C4 = {Q1, xrb1b′4b3xr , J4, J5}, a contradiction. Thus
xr ∈ V (J5).Then xt /∈V (J5) for some t ∈ {1, 2, 3}, and so H ⊇ 4C4 = {J4, J5, Jp,t , apb1b′4b3ap}, a contradiction. This
completes Case 1.
From the proof in Case 1, we readily see that the following remark is true.
Remark. Let i ∈ {2, 4} and j ∈ {1, 2}. If {cj , cj+2} ⊆ N(bi), then R + cj+1C4 and R + cj+3C4. In particular,
e(cj+1, R)2 and e(cj+3, R)2.
Case 2: e(R,Q3)10.
Then we have
e(b2b4,Q3)15− e(R,Q3)5. (6)
Let {bk, bf } = {b2, b4} be such that e(bk,Q3)3. Say w.l.o.g. {c1, c3} ⊆ N(bk). We claim
e(c2, R)1 and e(c4, R)1. (7)
Proof of Eq. (7). On the contrary, say w.l.o.g. e(c2, R)> 1. By the remark, c2 must be adjacent to two consecutive ver-
tices of R. We see that {x1, x2}N(c2) for otherwise H ⊇ 4C4 = {c2x1a1x2c2, J1,3, bkc1c4c3bk, xrb1bf b3xr }. Similarly,
{x2, x3}N(c2). By Lemma 2.4(b), let {u, v}={b1, b3} be such that e(u, x4x5)=2 and e(v, a2a3)=2. Then {x4, x5}N(c2) for
otherwiseH ⊇ 4C4={c2x4ux5c2, bkc1c4c3bk, va2a4a3v, J3}. Therefore either {x3, x4} ⊆ N(c2) or {x1, x5} ⊆ N(c2). Say the
former holds. If e(bf b3, a2a3)=3, then [bf , b3, a2, a3] ⊇ J6 ∼= C4, and soH ⊇ 3C4 ∪B={J1, J6, bkc1c4c3bk, b1x5x4c2x3
x4b1}, a contradiction. Hence e(bf b3, a2a3)= 2, and so e(x4x5, b1b3)= 4 as e(Q2,W)9. Consequently, H ⊇ 3C4 ∪ B =
{J1,1bkc1c4c3bk, x5b1bf b3x5, c2x4x3x2a1x3c2}, a contradiction. Thus (7) holds. 
Similarly, we can prove that e(c1, R)1 and e(c3, R)1 if N(c2) ∩ N(c4) ∩ {b2, b4} = ∅, but then we would obtain
e(R+,Q3)12, a contradiction. Hence we have
N(c2) ∩N(c4) ∩ {b2, b4} = ∅. (8)
As e(bk,Q3)3, we then obtain e(bk, c2c4)=1 from (8). Say bkc2 ∈ E. Then e(bf ,Q3)2 by (6). By (8), we may assume
that bf c3 ∈ E. We claim
N(c2, R) ∩N(c4, R)= ∅. (9)
Proof of Eq. (9). On the contrary, supposexi ∈ N(c2, R)∩N(c4, R) for somexi ∈ V (R). Thenxi /∈ {x4, x5} for otherwiseH ⊇
4C4 = {xic2c1c4xi, c3b2b3b4c3, b1a2a4a3b1, J3}. W.l.o.g., say xi ∈ {x2, x3}. Then H ⊇ 4C4 = {xic2c1c4xi, c3b2b3b4c3, b1
a2x1x5b1, x′ia1a4a3x′i} where {x2, x3} = {xi, x′i}, a contradiction. Thus (9) holds. 
By (8), e(b2b4,Q3)6 and so e(R,Q3)9. By (7), |N(c1, R) ∩ N(c3, R)|2. We claim that bf c2 /∈E. On the contrary,
suppose that bf c2 ∈ E. Let xt ∈ {x1, x2, x3} be such that xrxt ∈ E. By the assumption of the lemma, e(bl, a2a3) = 2 for
some l ∈ {1, 3}. If xr ∈ N(c1)∩N(c3), thenH ⊇ 4C4={xrc1c4c3xr , c2b2bl+2b4c2, bla2a4a3bl, J3}, a contradiction. Hence
xr /∈N(c1) ∩ N(c3). As |N(c1, R) ∩ N(c3, R)|2, there exists xh ∈ {x1, x2, x3} − {xt } such that {c1xh, c3xh} ⊆ E. Let
{xe, xh, xt } = {x1, x2, x3}. Then H ⊇ 4C4 = {xhc1c4c3xh, c2b2b3b4c2, b1xrxt apb1, Jp,e}, a contradiction. This proves that
bf c2 /∈E.
Next, we claim that bf c4 /∈E. If this is not true, let L = c3bkc2c3bf c4c3. Then L ∼= B. Suppose that e(c1, R)4.
Then either {x3, x5} ⊆ N(c1) or {x1, x4} ⊆ N(c1). Say w.l.o.g. the former holds. Then {b1, b3}N(aq) for otherwise
H ⊇ 3C4 ∪ B = {c1x3x4x5c1, apb1apb3ap, J1, L}. Thus e(x4x5, b1b3) = 4 as e(W,Q2)9. Then {x1, x3}N(c1) for
otherwise H ⊇ 3C4 ∪ B = {Q1, c1x1x2x3c1, x4b1x5b3x4, L}. Thus {x2, x4} ⊆ N(c1) as e(c1, R) = 4. Then H ⊇ 3C4 ∪
B = {c1x2x3x4c1, apb1x5b3ap, Jp,1, L}, a contradiction. Hence e(c1, R)3. If bf c1 ∈ E, then we can similarly prove
that e(c3, R)3 and so e(R,Q3)8 by (7), a contradiction. Hence bf c1 /∈E. Therefore, we must have that e(c3, R) = 5,
e(c2, R)= e(c4, R)= 1 and e(c1, R)= 3 as e(Q3, R+)15. Together with (9), this implies that R has an edge xixi+1 such that
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either [c1, c2, xi , xi+1] ⊇ C4 or [c1, c4, xi , xi+1] ⊇ C4.As e(c3, R)=5, [c3, xi+2, xi+3, xi+4] ⊇ C4 and so [R∪Q3] ⊇ 2C4,
a contradiction. This shows that bf c4 /∈E and so bf c1 ∈ E.
As e(b2b4,Q3) = 5, e(R,Q3) = 10. We now claim that e(c4, R) = e(c2, R) = 0. Suppose this is false. By (7), we may
assume w.l.o.g. that e(c4, R)= 1 as the following argument does not use the edge bkc2. It is easy to see that [R ∪Q3] ⊇ 2C4 if
e(c1c3, R)9, a contradiction. Hence e(c1c3, R)=8 and e(c2, R)=1. It is easy to see that [R∪Q3] ⊇ 2C4, a contradiction. It
follows that e(c1c3, R)=10, and c2c4 /∈E for otherwiseH ⊇ 4C4={Q1, bkc2c4c3bk, xrb1bf b3xr , c1x1x2x3c1}. This proves
the lemma. 
Proof of Lemma 2.11. Let {ap, aq } = {a2, a3} and {xr , xs} = {x4, x5} be such that e(ap,Q2) = 3 and e(xr ,Q2) = 2. Let
Q4=u1u2u3u4u1, R+ =R+ bk + c2 andH =[Q1 ∪Q2 ∪Q3 ∪Q4 ∪R]. On the contrary, suppose thatH5C4. By Lemma
2.8, a2a4 ∈ E. Again, let J1, J2, J3 and Ji,j with i and j in {1, 2, 3} be deﬁned in [Q1 ∪R] as in the ﬁrst paragraph in the proof
of Lemma 2.9. We ﬁrst show the following two claims.
Claim A. Let w ∈ {bk, c2} and i ∈ {1, 2, 3, 4}. If [w, ui+1, ui+2, ui+3] ⊇ C4, then e(ui , R)1.
Proof. On the contrary, suppose w.l.o.g. that [w, u1, u2, u3] ⊇ J4 ∼= C4 and e(u4, R)2. First, we assume thatR+u4 ⊇ J5 ∼=
C4. Then there exists xj ∈ V (R)−V (J5) such that either xj=xr or xj ∈ {x1, x2, x3}. Clearly, [Q1∪Q2∪Q3]+xj−w ⊇ 3C4,
and so H ⊇ 5C4, a contradiction. Thus R + u4C4.
ThereforeN(u4, R)={xi, xi+1} for some i ∈ {1, 2, 3, 4, 5}. W.l.o.g., say i ∈ {2, 3, 4}. Clearly, [Q3∪Q4]+bk−u4 ⊇ 2C4.
Let {J6, J7} ⊆ [Q3 ∪Q4]+ bk −u4 be such that {J6, J7}= 2C4. First, suppose i= 4. By Lemma 2.4(b), let {b′1, b′3}= {b1, b3}
be such that e(b′1, x4x5)= 2 and e(b′3, a2a3)= 2. Then H ⊇ 5C4 = {J3, b′3a2a4a3b′3, u4x4b′1x5u4, J6, J7}, a contradiction. If
i=2, thenH ⊇ 5C4={u4x2a1x3u4, J1,1, xrb1bf b3xr , J6, J7}, a contradiction. Hence i=3. If e(x5,Q2)=2, thenH ⊇ 4C4∪
B={J1,1, x5b1bf b3x5, J6, J7, x3u4x4x3x2a1x3}, a contradiction. It follows that e(x5,Q2)=1, e(a2,Q2)=e(a3,Q2)=3 and
e(x4,Q2)= 2 as e(W,Q2)9. Clearly, [a2, a3, b′3, bf ] ⊇ J8 ∼= C4. ThenH ⊇ 4C4 ∪B ={J1, J6, J7, J8, x4u4x3x4x5b′1x4},
a contradiction. Thus the claim holds. 
Claim B. Let i ∈ {1, 2, 3, 4}. If [bk, c2, ui+1, ui+2] ⊇ C4 then e(ui+3, R)2 and e(ui+4, R)2.
Proof. On the contrary, suppose w.l.o.g. that [bk, c2, u1, u2] ⊇ J9 ∼= C4 and e(u3, R)3. Then R + u3 ⊇ J10 ∼= C4. Let
{xj , xh}=V (R)−V (J10) be such that xj ∈ {x1, x2, x3, xr } and xh = xr . If xj =xr thenH ⊇ 5C4={Q1, xrb1bf b3xr , xhc1c4
c3xh, J9, J10}, a contradiction. Hence xj = xr . Then H ⊇ 5C4 = {Jp,j , apb1bf b3ap, xhc1c4c3xh, J9, J10}, a contradiction.
Thus Claim B holds. 
Wenowcomplete the proof in the following. First, suppose that e(Q4, R)11.ByLemma2.8,wemayassume thatE(Q4, R)=
E(xixi+1xi+2,Q4) for some i ∈ {1, 2, 3, 4, 5}. We may also assume that {u1, u2, u3} ⊆ N(xj ) for each j ∈ {i, i + 1, i + 2}.
Then u2u4 ∈ E by Lemma 2.8. We have that e(bkc2,Q4)15− 12= 3. Let w ∈ {bk, c2} be such that e(w,Q4)2. Then we
see that there exists t ∈ {1, 2, 3} such that [w, ut+1, ut+2, ut+3] ⊇ C4. By Claim A, e(ut , R)1, a contradiction.
Next, suppose that e(Q4, R)10.Then e(bkc2,Q4)5.Let {w1, w2}={bk, c2}be such that e(w1,Q4)3. Say {u1, u2, u3} ⊆
N(w1). By Claim A, e(u2, R)1 and e(u4, R)1. If we also have that N(u2) ∩ N(u4) ∩ {w1, w2} = ∅, then e(u1, R)1
and e(u3, R)1 and so e(Q4, R+)12, a contradiction. Hence e(w1,Q4)= 3 and e(w2,Q4)2 with {u2, u4}N(w2). Say
w.l.o.g. w2u1 ∈ E, and so [w1, w2, u1, u2] ⊇ C4. By Claim B, we see that e(u3, R)2, and so e(Q4, R)9. It follows that
e(w1w2,Q4)15− 9= 6. Hence w2u3 ∈ E. By Claim B again, e(u1, R)2, and so e(Q4, R)6. Thus e(w1w2,Q4)9, a
contradiction. This proves the lemma. 
Proof of Lemma 2.12. LetQ=a1a2a3a4a1,R=x0x1x2x0x3x4 andH=[Q∪R]. ByLemma2.7(a),wemust have e(x4,Q)> 0.
Furthermore we see that if e(x3,Q)= 0, then H − x3 + x0x4 ⊇ 2C4 and so either H ⊇ 2C4 or H ⊇ C4 ∪C5, a contradiction.
Hence e(x3,Q)> 0, too. We divide the proof into the following two cases.
Case 1: There exists i ∈ {1, 2, 3, 4} such that [ai, ai+1, x3, x4] ⊇ C4.
Say [a1, a2, x3, x4] ⊇ C4. It is easy to see that if e(x1x2, a3a4)2, then [x0, x1, x2, a3, a4] contains either C4 or B,
contradicting the assumption of the lemma. Hence we must have
e(x1x2, a3a4)1 and e(x1x2,Q)5. (10)
First, suppose that [a3, a4, x3, x4] ⊇ C4. Similar to (10), we must have e(x1x2, a1a2)1, and therefore e(x3x4,Q)7 and
2e(x1x2,Q)1. By Lemma 2.5, we see that N(x1,Q) ∩ N(x2,Q)= ∅ as H2C4. Then N({x1, x2},Q) ∩ N(x3,Q) = ∅
for otherwise e(Q,R−x0)8. Say w.l.o.g. a1 ∈ N(x1)∩N(x3). Then {a2, a4}N(x4) for otherwiseH ⊇ 2C4. It follows that
e(x4,Q)=3, e(x3,Q)=4 and e(x1x2,Q)=2. Sayw.l.o.g.N(x4,Q)={a1, a2, a3}. LetQ′=x3x4a2a3x3 andR′=x1x2x0x1a1a4.
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Clearly, (Q′)=2. By the optimality of {Q,R}, we must have {a1a3, a2a4} ⊆ E.ThusH ⊇ 2C4={x4a2a4a3x4, a1x1x0x3a1},
a contradiction.
Therefore we must have that [a3, a4, x3, x4]C4. By Lemma 2.2, we obtain
e(x3x4, a3a4)2 and e(x3x4,Q)6. (11)
Next,we suppose that ai ∈ N(x1)∩N(x2) for some i ∈ {1, 2}. Sayw.l.o.g. a1 ∈ N(x1)∩N(x2). Then [x3, x4, a2, a3, a4]C4.
By Lemma 2.2, e(x3x4, a2a3a4)2. Hence e(x3x4,Q)4 and if the equality holds then a1 ∈ N(x3)∩N(x4). Thus e(x1x2,Q)
5. By (10), we obtain that a2 ∈ N(x1)∩N(x2), e(x1x2, a3a4)= 1 and e(x3x4,Q)= 4. Thus a1 ∈ N(x3)∩N(x4). Similarly,
we must have that a2 ∈ N(x3) ∩ N(x4) since a2 ∈ N(x1) ∩ N(x2). W.l.o.g., say x1a4 ∈ E. Let Q′′ = x3x4a1a2x3 and
R′′ = x1x2x0x1a4a3. Clearly, (Q′′) = 2. By the optimality of {Q,R},we must have that {a1a3, a2a4} ⊆ E. Then H ⊇
C4 ∪ B = {a1x1x0x2a1, a2x3x4a2a3a4a2}, a contradiction.
Therefore ai /∈N(x1)∩N(x2) for each i ∈ {1, 2}. Thus e(x1x2, a1a2)2. By (10) and (11), we obtain that e(x3x4, a1a2)=4,
e(x3x4, a3a4)=2, e(x1x2, a3a4)=1 and e(x1x2, a1a2)=2.As above, it is easy to see that we have must have {a1a3, a2a4} ⊆ E
by the optimality of {Q,R}. W.l.o.g., say a1x1 ∈ E. Then e(x4, a3a4)= 0 for otherwise [x4, a2, a3, a4] contains a quadrilateral
independent of a1x1x0x3a1. Hence e(x3,Q) = 4. As e(x1x2, a3a4) = 1 and (Q) = 2, we readily see that H ⊇ 2C4, a
contradiction.
Case 2: For each i ∈ {1, 2, 3, 4}, [x3, x4, ai , ai+1]C4.
As e(x3,Q)> 0 and e(x4,Q)> 0,we see thatN({x3, x4},Q) ⊆ {ai, ai+2} for some i ∈ {1, 2}.W.l.o.g., sayN({x3, x4},Q) ⊆
{a1, a3}. First, suppose thatN(x1)∩N(x2)∩ {a2, a4} = ∅. Say a4 ∈ N(x1)∩N(x2). Then [x3, x4, a1, a2, a3] contains neither
C4 nor C5. Therefore N(x3,Q) = N(x4,Q) = {ai} for some i ∈ {1, 3}. Say i = 1. Thus e(x1x2,Q)7. By Lemma 2.5, we
readily see that H ⊇ 2C4, a contradiction.
HenceN(x1)∩N(x2)∩{a2, a4}=∅ and so e(x1x2, a2a4)2. Next, we suppose that {a2, a4} ⊆ N(x1) or {a2, a4} ⊆ N(x2).
Say the former holds. ThenQ− a1 + x1 ⊇ C4. Thus e(a1, R− x0 − x1)2 for otherwiseH ⊇ 2C4 or C4 ∪C5. Similarly, we
must have e(a3, R − x0 − x1)2. Thus e(Q,R − x0)8, a contradiction.
Therefore {a2, a4}N(xi) for each i ∈ {1, 2}. By now, we may assume that N(x1,Q) ⊆ {a1, a4, a3} and N(x2,Q) ⊆
{a1, a2, a3}. By Lemma 2.4(a) and (d), we may assume that e(x1,Q) = 3 and e(a1, R − x0 − x1) = 3. Then a2a4 /∈E for
otherwise H ⊇ 2C4 = {x1a4a2a3x1, a1x2x0x3a1}. Finally, we assume e(x0,Q)> 0. Clearly, [x3, x4, a1, a2, a3] ⊇ C4 or
C5. Hence x0a4 /∈E for otherwise H ⊇ 2C4 or C4 ∪ C5. If x0a2 ∈ E, then a2x2 /∈E for a similar reason. Consequently,
e(xi , a1a3) = 2 for each i ∈ {2, 3, 4}, and so H ⊇ 2C4 = {x1x2a1a4x1, x0a2a3x3x0}, a contradiction. Hence x0a2 /∈E. Thus
x0a1 ∈ E or x0a3 ∈ E. Say the former holds. As [x1, x2, a2, a3, a4] ⊇ C4, we see that x4a1 /∈E. Thus e(x1x2,Q) = 6,
e(x3,Q)=2 and a3x4 ∈ E. ThenH ⊇ C4 ∪B={a1a2x2x0a1, a3x1a4a3x3x4a3}, a contradiction. This proves the lemma. 
Proof of Lemma 2.13. By Lemma 2.12, we have that e(Q1, R − x0)10, a2a4 /∈E and e(x0,Q1) = 0. Let T = x0x1x2x0,
T+ = T + a2 + a4, R+ = R + a2 + a4 and H = [Q1 ∪Q2 ∪ R]. SayQ2 = b1b2b3b4b1. We prove the following ﬁve claims
ﬁrst. Recall that H does not contain any of 3C4, 2C4 ∪ C5 and 2C4 ∪ B.
Claim (a). Let i ∈ {1, 2, 3, 4}. Suppose that [x3, x4, bi+1, bi+2, bi+3] contains one of C4, C5 and B. Then e(bi , a2a4)1 and
e(bi , T )1.
Proof. Let [x3, x4, bi+1, bi+2, bi+3] ⊇ L1 with L1 isomorphic to one of C4, C5 and B. As H − V (L1)2C4, we see that
e(bi , T )1. If e(bi , a2a4) = 2, then H − V (L1) ⊇ 2C4 since e(aj , x1x2) = 2 for some j ∈ {1, 3} by Lemma 2.4(b), a
contradiction. Thus the claim holds. 
Similarly, we can readily prove the following Claims (b) and (c).
Claim (b). Let i ∈ {1, 2, 3, 4}. Suppose that [x1, x2, bi+1, bi+2, bi+3] contains one of C4, C5 and B, then {x0, x4}N(bi).
Claim (c). Let i ∈ {1, 2, 3, 4} and {j, k}={1, 2}. Suppose [xj , bi+1, bi+2, bi+3] ⊇ C4.Then {a2, a4}N(bi), {xk, x3}N(bi),
{xk, x4}N(bi) and {x0, x4}N(bi). In particular, e(bi , R+)4.
Claim (d). Let i ∈ {1, 2, 3, 4}. Suppose [aj , bi+1, bi+2, bi+3] ⊇ C4 for some j ∈ {2, 4}. Then {x1, x3}N(bi), {x2, x3}
N(bi), {x0, x4}N(bi), e(bi , T )1, and e(bi , R)2.
Proof. Say w.l.o.g. [a2, bi+1, bi+2, bi+3] ⊇ L2 ∼= C4. First, assume that {x1, x3} ⊆ N(bi). By Lemma 2.4(b), there exists
k ∈ {2, 4} such that e(xk, a1a3)= 2. ThusH ⊇ 3C4 = {L2, bix1x0x3bi, xka1a4a3xk}, a contradiction. Similarly, we can show
that {x2, x3}N(bi), {x0, x4}N(bi) and e(bi , T )1. Thus the claim holds. 
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Claim (e). Let i ∈ {1, 2, 3, 4}. Suppose [x0, bi+1, bi+2, bi+3] ⊇ C4. Then {a2, a4}N(bi) and {x3, x4}N(bi).
Proof. Say [x0, bi+1, bi+2, bi+3] ⊇ L3 ∼= C4. As e(a1a3, R − x0)7, we may assume that e(a1, R − x0)= 4. If {a2, a4} ⊆
N(bi) thenH ⊇ 2C4∪B={L3, bia2a3a4bi, R−x0+a1}, a contradiction.Assume that {x3, x4} ⊆ N(bi). Clearly, e(x1x2,Q1−
a1)3 and so [Q1 + x1 + x2 − a1] ⊇ C4. Together with {L3, bix3a1x4bi}, we obtain that H ⊇ 3C4, a contradiction. Hence
{x3, x4}N(bi). Thus the claim holds. 
We now divide the proof into the following four cases according to the placement of edges betweenQ2 and {x3, x4}. Case 2
is more complicated than the others.
Case 1: [x3, x4, bi , bi+1] ⊇ C4 for some i ∈ {1, 2, 3, 4}.
Say [x3, x4, b1, b2] ⊇ L4 ∼= C4. It is easy to that e(b3b4, T )1 for otherwise T + b3 + b4 ⊇ C4 or T + b3 + b4 ⊇ B,
which is a contradiction. Together with Claim (a), this implies
e(b3b4, T )1, e(b3, a2a4)1 and e(b4, a2a4)1. (12)
If [x3, x4, b3, b4] ⊇ C4, thenwewould also have that e(b1b2, T+)3, and therefore e(x3x4,Q2)15−6=9, a contradiction.
Hence by Lemma 2.2, we obtain
[x3, x4, b3, b4]C4 and e(x3x4, b3b4)2. (13)
By (12) and (13), we obtain
e(b1b2, R
+)15− e(b3b4, x3x4)− e(b3b4, T+)10. (14)
As e(a1a3, R − x0)7, let e(a1, R − x0)= 4. We break into the following two subcases.
Case 1.1: For each i ∈ {1, 2}, either e(bi , a2a4)= 2 or e(bi , T )2.
By Claim (a), we see that e(b3b4, x3x4) = 0. By (12) and (14), e(b1b2, R+)12. If e(a2, b3b4)> 0 and e(a4, b3b4)> 0,
then [a2, a3, a4, b3, b4] ⊇ C4 or C5, and so H ⊇ 3C4 or 2C4 ∪ C5 as T + a1 ⊇ C4, a contradiction. So we may assume that
e(a2, b3b4)= 0.
If e(a4, b3b4)= 0, we would have that e(b1b2, R+)= 14 and e(b3b4, T )= 1. Then we readily see that [Q2 ∪ R] ⊇ 2C4 or
C4 ∪B, a contradiction. Hence e(a4, b3b4)> 0. If {a4b4, a4b2} ⊆ E, then e(b1, R)2 by Claim (d), and so e(b1b2, R+)11,
a contradiction. Hence {b2, b4}N(a4). Similarly, {b1, b3}N(a4). W.l.o.g., say a4b4 ∈ E. Then a4b2 /∈E. Suppose a4b3 ∈
E. Then a4b1 /∈E. Consequently, we obtain that N(b1, R+) = N(b2, R+) = V (R+) − {a4} and e(b3b4, T ) = 1. As H ⊇
{Q1, L4, T+b3+b4}=2C4∪D andby the optimality of {Q1,Q2, R},wemust have that (Q2)=(L4)=2.AsQ2−b1+a4 ⊇ C4,
and by Claim (d), e(b1, T )1, a contradiction. So a4b3 /∈E. It follows that e(b1, R+) = 7, N(b2, R+) = V (R+) − {a4} and
e(b3b4, T ) = 1. As before, we see that (Q2) = (L4) = 2 and so Q2 − b2 + a4 ⊇ C4. Thus e(b2, T )1 by Claim (d), a
contradiction.
Case 1.2: For some i ∈ {1, 2}, e(bi , a2a4)1 and e(bi , T )1.
Say e(b1, a2a4)1 and e(b1, T )1. By (14), e(b2, T )2. By Claim (a), we must have that [b1, b3, b4, x3, x4]C4 and so
e(b1b3b4, x3x4)2. Together with (12), this implies that e(Q2, R+)14, a contradiction.
By Case 1, we have
[x3, x4, bi , bi+1]C4 for all i ∈ {1, 2, 3, 4} and e(x3x4,Q2)4. (15)
Case 2: There exists i ∈ {1, 2} such that e(bi , x3x4)> 0 and e(bi+2, x3x4)> 0.
Say e(b1, x3x4)> 0 and e(b3, x3x4)> 0. By Claim (a), we have
e(bi , a2a4)1 and e(bi , T )1 for each i ∈ {2, 4}. (16)
Similarly, if e(b2, x3x4)> 0 and e(b4, x3x4)> 0, then e(b1b3, T+)4, and so e(x3x4,Q2)15− 8= 7, contradicting (15).
W.l.o.g., say e(b4, x3x4)= 0. By (15), we see
If e(b2, x3x4)1 then N(Q2, x3x4)= {x′} for some x′ ∈ {x3, x4}. (17)
Then by (16) and (17), we obtain
If e(b2, x3x4)= 0, then e(b1b3, R+)15− e(b2b4, T+)11; (18)
If e(b2, x3x4)1, then e(b1b3, T+)12− e(b2b4, T+)8 and e(b1b3, R+)10. (19)
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We now claim
z /∈N(b2) ∩N(b4) for all z ∈ V (R+). (20)
Proof of Eq. (20). On the contrary, suppose z ∈ N(b2) ∩ N(b4) for some z ∈ V (R+). If z ∈ {a2, a4}, then e(b1b3, T )2
by Claim (d). Then e(b1b3, T+)6 and e(b1b3, R+)10, contradicting (18) or (19). Thus z ∈ V (T ). If z ∈ {x1, x2}, then
e(b1b3, R+)8 by Claim (c), contradicting (18) or (19). Hence z = x0. By Claim (e), e(b1, x3x4) = 1, e(b3, x3x4) = 1,
e(b1, a2a4)1 and e(b3, a2a4)1. Thus e(b1b3, R+)10 and e(b1b3, T+)8. By (18) and (19), we see that e(b2, x3x4)=1
and equality holds in (16), (17) and (19). Therefore we must have that e(b2b4, a2a4) = 2. W.l.o.g., say {a4b4, a2b2} ⊆ E. As
e(x1x2,Q1)5, either {a1, a3} ⊆ N(x1) and a2x2 ∈ E, or {a1, a3} ⊆ N(x2) and a4x1 ∈ E. Say the former holds. Then
H ⊇ 3C4 = {x1a1a4a3x1, b2x0x2a2b2, x′b1b4b3x′}, a contradiction. Thus (20) holds. 
By (16) and (20), we divideCase 2 into the following ﬁve subcases. Let [x3, x4, b1, b2, b3] ⊇ L5 and [x3, x4, b1, b4, b3] ⊇ L6
with Li ∼= C4 or C5 for each i ∈ {5, 6}.
Case 2.1: e(b2b4, a2a4)= 2 and e(x0, b2b4)= 1.
W.l.o.g.,we assume that {a4b4, a2b2} ⊆ E andx0b2 ∈ E. If {a1, a3} ⊆ N(x1) anda2x2 ∈ E, thenH ⊇ {x1a1a4a3x1, b2x0x2
a2b2, L6}, a contradiction. Therefore {a1, a3}N(x1) or a2x2 /∈E. As e(Q1, R − x0)9, we must have that e(xi , a1a3) = 2
for each i ∈ {2, 3, 4} and {aj , a4} ⊆ N(x1) for some j ∈ {1, 3}. W.l.o.g., say x1a1 ∈ E.
We claim that {a2, x0}N(b1) and {a2, x0}N(b3). On the contrary, say w.l.o.g. that {a2, x0} ⊆ N(b1). As H ⊇ {b2x0
b1a2b2, a1x3a3x4a1}, we see that [x1, x2, a4, b4, b3] contains neither C4 nor C5. Thus b3x1 /∈E and b3x2 /∈E. Furthermore,
{x3, x4}N(b3) for otherwise
H ⊇ 3C4 = {b3x3a3x4b3, b2x0b1a2b2, x1x2a1a4x1}.
Hence e(b3, R+)4 and e(b3, T+)3. Similarly, If {x0, a2} ⊆ N(b3), then e(b1, R+)4 and e(b1, T+)3, contradict-
ing (18) or (19). Therefore {x0, a2}N(b3) and so e(b3, R+)3 and e(b3, T+)2. This implies that e(b1b3, T+)7 and
e(b1b3, R+)10, contradicting (18) or (19) again. Thus the claim holds.
Since {a2, x0}N(b1) and {a2, x0}N(b3), e(b1b3, R+)12 and e(b1b3, T+)8. By (18) and (19), either x1b1 ∈ E or
x1b3 ∈ E. W.l.o.g., say the latter holds. Then b1x2 /∈E for otherwiseH ⊇ 3C4={x1b3b4a4x1, b1x2x0b2b1, a1x3a3x4a1}. We
also have b1x3 /∈E for otherwiseH ⊇ 3C4={b1x3x0b2b1, x1b3b4a4x1, a1x2a3x4a1}. Thus e(b1, R+)4 and e(b1, T+)3.
Hence e(b1b3, R+)10. As {a2, x0}N(b3), we obtain e(b1b3, T+)7, contradicting (18) or (19).
Case 2.2: e(b2b4, T+)= 4, i.e., e(b2b4, a2a4)= 2 and e(b2b4, T )= 2.
By (16), (20) and Case 2.1, we may assume that {a4b4, a2b2} ⊆ E and {b2y2, b4y1} ⊆ E where {y1, y2} = {x1, x2}. We
claim that e(x0, b1b3) = 0. On the contrary, say w.l.o.g. that x0b1 ∈ E. Let {y3, y4} = {x3, x4} be such that e(y3, a1a3) =
2. Then {y1, a4}N(b3) for otherwise H ⊇ 3C4 = {b1x0y2b2b1, b3y1b4a4b3, y3a1a2a3y3}. Similarly, {a2, y2}N(b3). If
we had b3x0 ∈ E, then we would also have {y1, a4}N(b1) and {a2, y2}N(b1), and consequently, e(b1b3, R+)10 and
e(b1b3, T+)6, contradicting (18) or (19). Hence b3x0 /∈E. Thus e(b1b3, R+)11 and e(b1b3, T+)7. By (18) and (19).
we see that e(b1b3, R+) = 11, e(b1, R+) = 7, {x3, x4} ⊆ N(b3), e(b3, a4y1) = 1 and e(b3, a2y2) = 1. If y1a2 ∈ E, then
H ⊇ 3C4 = {y1a2b2y2y1, y4b1b4b3y4, y3a1a4a3y3}, a contradiction. Hence y1a2 /∈E, and similarly, y2a4 /∈E. By Lemma
2.4(a), we may assume that x1a4 ∈ E. Then y1 = x1 and y2 = x2. By Lemma 2.4(d), we may assume that a3x4 ∈ E and
e(a1, R − x0 − x4)= 3. As e(b3, a4x1)= 1, [x1, a4, b4, b3] ⊇ L7 ∼= C4. Then H ⊇ 3C4 = {L7, a1x2x0x3a1, x4a3a2b1x4}, a
contradiction. Thus e(x0, b1b3)= 0. By (18) and (19), ai ∈ N(b1) ∩ N(b3) for some i ∈ {2, 4}. Say i = 2. By Lemma 2.4(d),
we may assume that y1a1 ∈ E and e(a3, R − x0 − y1) = 3. Then H ⊇ 3C4 = {y1a1a4b4y1, a3y2x0x3a3, a2b1b2b3a2}, a
contradiction.
Case 2.3: e(b2b4, T+)= 3.
By (17) and the ﬁrst inequalities of (18) and (19), we obtain
If e(b2, x3x4)= 0 then e(b1b3, R+)12; (21)
If e(b2, x3x4)= 1 then e(b1b3, T+)9 and e(b1b3, R+)11. (22)
Let {y3, y4} = {x3, x4} be such that e(y3, a1a3)= 2. We break into the following three cases.
Case 2.3(a): e(b2b4, a2a4)= 1 and e(b2b4, x1x2)= 2.
By (16) and (20), let {y1, y2} = {x1, x2} be such that {b4y1, b2y2} ⊆ E. W.l.o.g., assume that b2a2 ∈ E. Then we see
If bix0 ∈ E then {a2, y2}N(bi+2); i = 1, 3 (23)
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for otherwise H ⊇ 3C4 = {bix0y1b4bi, bi+2y2b2a2bi+2, y3a1a4a3y3} for some i ∈ {1, 3}. It follows that e(b1b3, R+)12
and e(b1b3, T+)8. By (21) and (22), we obtain that e(b2, x3x4)=0, e(b1b3, R+)=12 and e(b1b3, a4y1x3x4)=8. By Lemma
2.4(d), we assume w.l.o.g. that a1y2 ∈ E and e(a3, R − x0 − y2)= 3. Then
H ⊇ 3C4 = {x4b1b4b3x4, b2y2a1a2b2, a3y1x0x3a3},
a contradiction.
Case 2.3(b): e(b2b4, a2a4)= 1 and e(b2b4, T )= 2 with e(x0, b2b4)> 0.
By (16) and (20), let w.l.o.g. {b2x0, b4x1} ⊆ E. Let {a′2, a′4} = {a2, a4} be such that either b2a′2 ∈ E or b4a′4 ∈ E. First,
we suppose that b4a′4 ∈ E. As in Case 2.3(a), we readily see that if bix2 ∈ E then {a′4, x1}N(bi+2) for each i ∈ {1, 3}.
As before, it follows that e(b2, x3x4) = 0 and e(b1b3, a′2x0x3x4) = 8. By Lemma 2.4(d), we may assume that a1x1 ∈ E and
e(a3, R − x0 − x1)= 3. Then H ⊇ 3C4 = {x1a1a′4b4x1, a′2b1b2b3a′2, a3x2x0x3a3}, a contradiction.
Therefore we have b2a′2 ∈ E. As before, we readily see that if bix2 ∈ E then {a′2, x0}N(bi+2) for i ∈ {1, 3}. It fol-
lows that e(b2, x3x4) = 0 and e(b1b3, a′4x1x3x4) = 8. By Lemma 2.4(d), we may assume that a3x4 ∈ E and e(a1, R −
x0 − x4) = 3. If a′2x2 ∈ E then H ⊇ 3C4 = {b2x0x2a′2b2, y4b1b4b3y4, y3a1a′4a3y3}, and if a′2x1 ∈ E then H ⊇
3C4={b2a′2x1b1b2, x4a3a′4b3x4, a1x2x0x3a1}, a contradiction. Hence e(a′2, x1x2)=0.It follows that e(xi , a1a3)=2 for all i ∈{1, 2, 3, 4} as e(R−x0,Q1)9. Then a4x1 /∈E for otherwise a′2=a2 andH ⊇ 3C4={x1a4b3b4x1, b1x3x0b2b1, x4a1x2a3x4},
a contradiction. Hence a2x2 ∈ E as e(R − x0,Q1)9 and so a′2 = a4 as e(a′2, x1x2) = 0. Then H ⊇ 2C4 ∪ C5 ={x4b1b4b3x4, x1a3a2x2x1, b2a4a1x3x0b2}, a contradiction.
Case 2.3(c): e(b2b4, a2a4)= 2 and e(b2b4, T )= 1.
By (16), (20) and Case 2.1, we may assume that {b2a2, b4a4, b2y2} ⊆ E where {y1, y2}={x1, x2}. First, suppose that y1=x1
and x1a4 ∈ E. Then {bix0, bi+2x1}E for each i ∈ {1, 3} for otherwise H ⊇ 3C4 = {bix0x2b2bi, bi+2x1a4b4bi+2, y3a1
a2a3y3}. Thus e(b1b3, T+)8. By (21) and (22), we see that e(b2, x3x4) = 0 and e(b1b3, a2a4x2x3x4) = 10. By Lemma
2.4(d), we may assume that a3x2 ∈ E and e(a1, R− x0 − x2)= 3. ThenH ⊇ 3C4= {a3a2b2x2a3, a1x1x0x3a1, x4b1b4b3x4},
a contradiction.
Next, suppose y1 = x2 and x2a2 ∈ E. Thus b2x1 ∈ E. Then N(b1) ∩ N(b3) ∩ {x0, y4} = ∅ for otherwise H ⊇ 3C4 =
{x2a2b2x1x2, y3a1a4a3y3, zb1b4b3z} for some z ∈ {x0, y4}. Then e(b1b3, x0y4)2, e(b1b3, R+)12 and e(b1b3, T+)9.
By (17), (21) and (22), it follows that e(b1b3, a2a4x1x2y3)=10.As e(Q1, R−x0)9,we see that either {x4a3, x2a3, x1a1} ⊆ E
or {x4a1, x2a1, x1a3} ⊆ E. W.l.o.g., say the former holds. ThenH ⊇ 2C4 ∪C5 = {a4b1b4b3a4, b2x1a1a2b2, a3x2x0x3x4a3},
a contradiction.
Therefore e(y1, a2a4)= 0, and thus e(y2,Q1)= 3 and e(y1x3x4, a1a3)= 6 as e(R − x0,Q1)9. Then N(b1) ∩ N(b3) ∩
{a4, x4} = ∅ for otherwise H ⊇ 3C4 = {y2a3a2b2y2, a1y1x0x3a1, zb1b4b3z} for some z ∈ {a4, x4}. So e(b1b3, R+)12 and
e(b1b3, T+)9. By (21) and (22), e(b1b3, a2x1x2x0)= 8, e(a4, b1b3)= 1, e(x4, b1b3)= 1, and e(x3, b1b3)1. By (17), we
see that e(b2, x3x4)= 0. Hence e(x3, b1b3)= 2 by (21). Say w.l.o.g. b1x4 ∈ E. As e(y1, a2a4)= 0, we have e(y2, a2a4)= 1
as e(R − x0,Q1)9. If y2a2 ∈ E, then y2 = x2 and H ⊇ 3C4 = {x2a2b2b3x2, b1x0x3x4b1, x1a1a4a3x1}, a contradiction.
Hence y2 = x1 and x1a4 ∈ E. Then H ⊇ 2C4 ∪ C5 = {b1x0x3x4b1, x2a1a2a3x2, x1a4b4b3b2x1}, a contradiction.
Case 2.4: e(b2b4, T+)= 2.
By (17) and the ﬁrst inequalities of (18) and (19), we obtain
If e(b2, x3x4)= 0 then e(b1b3, R+)13; (24)
If e(b2, x3x4)1 then e(b1b3, T+)= 10 and e(b1b3, R+)= 12. (25)
W.l.o.g., say e(b1, R+)e(b3, R+). We consider the following two situations.
Case 2.4(a): e(b2, x3x4)= 0.
By (24), e(b1, R+) = 7 and e(b3, R+)6. Suppose e(b2b4, x1x2)1. W.l.o.g., say b2x1 ∈ E. As e(b1b3, R+)14 and
by (24), {x0, x4} ⊆ N(bi) and x2bi+2 ∈ E for some i ∈ {1, 3}. Then [Q2 ∪ R] ⊇ 2C4 = {bix0x3x4bi, bi+2b2x1x2bi+2], a
contradiction. So e(b2b4, x1x2)= 0.
Next, suppose e(b2b4, a2a4)= 2. By (16) and (20), let w.l.o.g. {b4a4, b2a2} ⊆ E. By Lemma 2.4(a), let w.l.o.g. x1a4 ∈ E.
By Lemma 2.4(d), we may assume that a3x4 ∈ E and e(a1, R − x0 − x4) = 3. Then b3x1 /∈E for otherwise H ⊇ 3C4 =
{x1a4b4b3x1, x4a3a2b1x4, a1x2x0x3a1}. Hence N(b3, R+)= V (R+)− {x1}. Similarly, x2a2 /∈E for otherwise H ⊇ 3C4. It
follows that e(x1,Q1)=3,N(xi,Q1)={a1, a3} for each i ∈ {2, 3, 4}.ThenH ⊇ 2C4∪B={b1x0x1x2b1, a1x3a3x4a1, b3a2b2b3
a4b4b3}, a contradiction.
Finally, suppose that e(x0, b2b4) = 1 and e(b2b4, a2a4) = 1. Assume that e(b2, T+) = 1 and e(b4, T+) = 1. Let w.l.o.g.
{x0b2, a4b4} ⊆ E. Let {y1, y2} = {x1, x2} be such that y1b3 ∈ E. Then {a1, a3}N(y2) for otherwise
H ⊇ 2C4 ∪ B = {b3y1x0b2b3, y2a1a2a3y2, b1x3x4b1a4b4b1}.
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It follows that e(y1,Q1) = 3 and e(z, a1a3) = 2 for each z ∈ {y1, x3, x4}. Thus b3y2 /∈E for otherwise H ⊇ 2C4 ∪ B =
{b3y2x0b2b3, y1a1a2a3y1, b1x3x4b1a4b4b1}. Hence e(b3, R+−y2)=6, and consequently,H ⊇ 2C4∪B={b3x3x0b2b3, x4a1
a2a3x4, b1a4b4y1y2b1}, a contradiction. Therefore either e(b4, T+) = 0 or e(b2, T+) = 0. W.l.o.g., say e(b4, T+) = 0 and
N(b2, T+)={x0, a2}. If a2x2 ∈ E, let xi ∈ {x1, x3, x4} be such that b3xi ∈ E. By Lemma 2.4(b), let xj ∈ {x1, x3, x4}−{xi}be
such that {a1, a3} ⊆ N(xj ). ThenH ⊇ 3C4={a2x2x0b2a2, xib1b4b3xi, xj a1a4a3xj }, a contradiction. Hence a2x2 /∈E, and so
e(x1,Q1)= 3 and e(xi , a1a3)= 2 for each i ∈ {2, 3, 4}. If b3x4 ∈ E thenH ⊇ 2C4 ∪C5={x4b1b4b3x4, x1a4a3x2x1, b2a2a1
x3x0b2}, and if b3x3 ∈ E then H ⊇ 3C4 = {b3x3x0b2b3, b1x4a1a2b1, x1a4a3x2x1}, a contradiction. Hence e(b3, x3x4) = 0
and so e(b3, R+)5, a contradiction.
Case 2.4(b): e(b2, x3x4)= 1.
By (17), we let {y3, y4} = {x3, x4} be such that {b1, b2, b3} ⊆ N(y3) and e(y4,Q2) = 0. Set H ′ = H − x3 − x4 + x0y3.
Then we have that H ′3C4 for otherwise either H ⊇ 3C4 or H ⊇ 2C4 ∪ C5.
By (25), it is easy to see that e(b2b4, x1x2)= 0 for otherwise [Q2 ∪R] ⊇ 2C4 or C4 ∪C5. Suppose that e(b2b4, a2a4)= 2.
By (20), say w.l.o.g. {a4b4, a2b2} ⊆ E. By Lemma 2.4(a), let w.l.o.g. a4x1 ∈ E. Then {a1, a3}N(x2) for otherwise
H ′ ⊇ 3C4 = {b3b4a4x1b3, x2a1a2a3x2, b1x0y3b2b1}. By Lemma 2.4(b), {a1, a3} ⊆ N(y4) and so H ⊇ 2C4 ∪ B =
{b3b4a4x1b3, y4a1a2a3y4, b1x2x0b1y3b2b1}, a contradiction. Therefore e(b2b4, a2a4)1 and so e(x0, b2b4)1. By (20),
it follows that e(b2b4, a2a4)= 1 and so e(x0, b2b4)= 1.
Assume x0b4 ∈ E. If e(b2, a2a4)=1, let w.l.o.g. b2a2 ∈ E, and then we see thatH ⊇ 3C4={a2b2y3b1a2, x0x1b3b4x0, x′a1
a4a3x′} where x′ ∈ {x2, y4} with {a1, a3} ⊆ N(x′), a contradiction. Hence e(b4, a2a4) = 1. Say w.l.o.g. b4a4 ∈ E. In this
situation, if x1a4 ∈ E, then e(x2, a1a3) = 2 for otherwiseH ′ ⊇ 3C4={x1a4b4b3x1, x2a1a2a3x2, b1x0y3b2b1}. It follows that
e(x1,Q1)= 3, a2x2 ∈ E and e(x3x4, a1a3)= 4, and soH ′ ⊇ 3C4={x1a4b4x0x1, y4a1a2a3y4, y3b1b2b3y3}, a contradiction.
Hence x1a4 /∈E. It follows that e(x2,Q1) = 3 and e(x1x3x4, a1a3) = 6, and so H ⊇ 2C4 ∪ B = {x0b4a4b3x0, y4a1a2a3y4,
b1y3b2b1x1x2b1}, a contradiction. Therefore x0b4 /∈E and so x0b2 ∈ E. Suppose e(b2, a2a4) = 1. Let w.l.o.g. b2a2 ∈
E. In this situation, we see that a2x2 /∈E for otherwise H ⊇ 3C4 = {a2x2x0b2a2, y3b1b4b3y3, x′a1a4a3x′} where x′ ∈
{x1, y4} with e(x′, a1a3) = 2. It follows that e(x1,Q1) = 3 and e(x2x3x4, a1a3) = 6, and so H ⊇ 3C4 = {a2b2y3b1a2,
b3x1x2x0b3, y4a1a4a3y4}, a contradiction. Therefore e(b4, a2a4)=1.W.l.o.g., say b4a4 ∈ E. Then a4x1 /∈E for otherwiseH ⊇
3C4={b3b4a4x1b3, b1b2x0x2b1, x′′a1a2a3x′′} where x′′ ∈ {x3, x4} with e(x′′, a1a3)= 2. It follows that e(x1x3x4, a1a3)= 6
and e(x2,Q1)= 3. If y3 = x4, then
H ⊇ 2C4 ∪ C5 = {x2a3a2b1x2, b2x0x3x4b2, x1a1a4b4b3x1}
and if y3 = x3, then
H ⊇ 2C4 ∪ B = {x4a1a4a3x4, a2b1b4b3a2, x0x1x2x0b2x3x0},
a contradiction.
Case 2.5: e(b2b4, T+)1.
By the ﬁrst inequalities of (18) and (19), we see that e(b2, x3x4) = 0, e(b2b4, T+) = 1 and e(b1b3, R+) = 14. W.l.o.g.,
say e(b2, T+) = 1. First, suppose b2x0 ∈ E. By Lemma 2.4(a), we may assume that e(x1,Q1) = 3. Then e(x4, a1a3) =
2 for otherwise H ⊇ 3C4 = {b1x3x0b2b1, b3x2x1a4b3, x4a1a2a3x4}. It follows that e(x2,Q1) = 3, e(x3, a1a3) = 2 and
e(x4, a1a3) = 1. Say w.l.o.g. x4a1 ∈ E. Then H ⊇ 3C4 = {x4a1a2b1x4, b3b2x0x3b3, x1x2a3a4x1}, a contradiction. Next,
we have b2x1 /∈E for otherwise H ⊇ 3C4 = {Q1, b2x1x2b1b2, b3x0x3x4b3}. Similarly, b2x2 /∈E. Hence e(b2, a2a4) = 1.
W.l.o.g., say b2a2 ∈ E. Then a2x2 /∈E for otherwise either H ⊇ 3C4 = {a2x2b1b2a2, b3x1x0x3b3, x4a1a4a3a4} or H ⊇
3C4 = {a2x2b1b2a2, b3x0x3x4b3, x1a1a4a3x1}. Therefore the statement of Lemma 2.13 holds in this case.
Case 3: e(x3,Q2)> 0 and e(x4,Q2)> 0.
By Case 1 and Case 2, we may assume that N(x3x4,Q2) = {b1}. In this case, e(Q2, T+)13. Clearly, e(b1b3, T+)12
and so e(b2b4, T+)3. We break into the following two cases.
Case 3.1: Either e(b2, T )2 or e(b4, T )2.
W.l.o.g., say the former holds. Then T + b2 ⊇ L8 with L8 ∼= C4 and (L8)1. Let R′ = b1x3x4b1b4b3. As R′ ∼= D
and by the optimality of {Q2, R}, we must have that (Q2)(L8)1. If b1b3 ∈ E then H ⊇ 2C4 ∪ B = {Q1, L8, R′ +
b1b3}, a contradiction. Hence b1b3 /∈E, b2b4 ∈ E, (L8) = 1 and so e(b2, T ) = 2. Similarly, we see that e(b4, T )2. We
also see e(b3, T )1 for otherwise [Q2 ∪ R] ⊇ C4 ∪ B. As e(Q2, R+)15, we see that e(a2a4, b2b3b4)3. W.l.o.g., say
e(a2, b2b3b4)2. Then [a2, b2, b3, b4] ⊇ L9 ∼= C4. We claim that e(b1, T ) = 0. If this is not true, then we readily see
that R + b1 ⊇ L10 ∼= C4and |V (R − x0) − V (L10)|2. By Lemma 2.4(b), we can choose z ∈ V (R − x0) such that
{a1, a3} ⊆ N(z) and z /∈V (L10). Consequently, H ⊇ 3C4 = {L9, L10, za1a4a3z}, a contradiction. Hence e(b1, T ) = 0. As
e(Q2, R+)15, it follows that e(a2a4,Q2)= 8. By Lemma 2.4(d), we may assume that a3x3 ∈ E and e(a1, R− x0− x3)= 3.
Then H ⊇ 3C4 = {a2b1x3a3a2, a4b2b3b4a4, a1x1x0x2a1}, a contradiction.
Case 3.2: e(b2, T )1 and e(b4, T )1.
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In this case, e(b2b4, T+)6 and so e(b1b3, T+)7. Let {y1, y2} = {x1, x2}, {y3, y4} = {x3, x4} and {c1, c3} = {a1, a3} be
such that e(y1y3, a1a3)= 4 and e(c1, x3x4)= 2.
AssumeN(b2)∩N(b4)∩{a2, a4} = ∅.W.l.o.g., say a2 ∈ N(b2)∩N(b4).As e(b1b3, T+)7, e(bi , T )2 and soT+bi ⊇ C4
for some i ∈ {1, 3}. Thus H ⊇ 3C4 as [Q1 ∪Q2 − bi + y3] ⊇ 2C4 = {a2b2bj+2b4a2, y3a1a4a3y3}, a contradiction. Hence
e(a2, b2b4)1 and e(a4, b2b4)1. Therefore 3e(b2b4, T+)4 and so 9e(b1b3, T+)10. Clearly, e(b3, T )2 and so
T + b3 ⊇ C4. If bj ∈ N(a2)∩N(a4) for some j ∈ {2, 4}, then H ⊇ 3C4 as H ⊇ {c1x3b1x4c1, bj a2c3a4bj }, a contradiction.
Hence e(b2, a2a4)1 and e(b4, a2a4)1. As e(b1b3, T+)9, we see that for each x′ ∈ {x1, x2}, R + b1 − x′ ⊇ C4
and so e(x′, b2b4)1 for otherwise [R ∪Q2] ⊇ 2C4. Assume e(x0, b2b4) = 2. Then H ⊇ {c1x3b1x4c1, x0b2b3b4x0}. Thus
Q1−c1+x1+x2C4 andQ1−c1+x1+x2C5. This implies that e(x1x2, a2c3a4)2, and consequently, e(R−x0,Q1)8.
This contradicts the assumption of the lemma.Hence e(x0, b2b4)1.Assume that e(x0, b2b4) = 0.W.l.o.g., say x0b2 ∈ E. Then
[{x1, x2, b3, b4}]C4 for otherwise [R ∪Q2] ⊇ 2C4.Thus e(x1x2, b3b4)2. As e(b1b2, T+)7 and e(Q2, T+)13, we see
that e(b3b4, a2a4x0)4. Since x0b4 /∈E, it follows that e(b3, a2a4x0)=3, e(b4, a2a4)=1, e(b1, T+)=5, e(b2, a2a4)=1 and
e(b3b4, x1x2)=2.W.l.o.g., say {b2a2, b4a4} ⊆ E. If e(b4, x1x2)=1, thenH ⊇ 3C4={a2b2x0b3a2, y3a1a2a3y3, b1x′x′′b4b1}
where {x′, x′′} = {x1, x2} with x′b4 ∈ E, a contradiction. Hence e(b4, x1x2) = 0 and so e(b3, x1x2) = 2. Then H ⊇ 2C4 ∪
B = {b2y2x0b3b2, y1a1a2a3y1, b1a4b4b1x3x4b1}, a contradiction. Therefore e(x0, b2b4) = 0. As e(b2b4, T+)3, we may
assume w.l.o.g. that e(b2, a2a4) = 1, e(b2, x1x2) = 1 and e(b4, T+ − x0)1. W.l.o.g., say b2a2 ∈ E and b2d1 ∈ E where
{d1, d2} = {x1, x2}. Then {b1x0, b3d2}E for otherwise [R ∪ Q2] ⊇ 2C4. Thus e(b1b3, T+) = 9 and so e(b2b4, T+) = 4.
In particular, this implies that {a4, d2} ⊆ N(b4), {b1d2, b3x0} ⊆ E and e(b1, a2a4) = 2. If y1 = d1 then H ⊇ 2C4 ∪ B =
{y1a1a4a3y1, b3x0y2b4b3, b1a2b2b1x3x4b1}, and ify1=d2 thenH ⊇ 2C4∪B={y1a1a2a3y1, b3x0y2b2b3, b1a4b4b1x3x4b1},
a contradiction. This completes Case 3.
Case 4: e(x3,Q2)= 0 or e(x4,Q2)= 0.
Let {y3, y4} = {x3, x4} be such that e(y4,Q2) = 0. By Case 2, we may assume that N(y3,Q2) ⊆ {b1, b2}. Let H ′ = H −
y4 + x0y3, R1 = R − x3 − x4 + x0y3 and R+1 = R1 + a2 + a4. Then R1 ∼= F and H ′3C4. We break into the following two
cases.
Case 4.1: e(Q2, R1)11.
First, suppose e(y3,Q2)> 0. As H ′[Q2 ∪ R1]2C4 and by Lemma 2.7, we see that e(y3,Q2) = 3, a contradiction. Next,
suppose e(y3,Q2) = 0. Then 11e(Q2, T )12. By the optimality of {Q2, R}, we see that (Q2) = 2. By Claim (d), we see
that e(a2,Q2)1 and e(a4,Q2)1. Thus e(Q2, R+)14, a contradiction.
Case 4.2: e(Q2, R1)10.
Then e(a2a4,Q2)5.W.l.o.g., say e(a2,Q2)3. Then e(a2, b1b3)=2 or e(a2, b2b4)=2.W.l.o.g., say e(a2, b1b3)=2. By
Claim (d), e(b2, T )1 and e(b4, T )1. If e(ai , b2b4) = 2 for some i ∈ {2, 4}, then we would also have that e(b1b3, T )2,
and consequently, e(Q2, R+)14, a contradiction. Hence e(ai , b2b4)1 for each i ∈ {2, 4}. Thus e(b2b4, T+)4 and
e(b2b4, R+)5. It follows that
e(b1b3, R
+
1 )15− e(b2b4, R+1 )10 and e(b1b3, T+)= e(b1b3, R+)− e(b1, x3x4)9. (26)
IfN(b2)∩N(b4)∩{x1, x2} = ∅, then byClaim (c), e(b1, R+)4 and e(b3, R+)4, and consequently, e(b1b3, R+)8, con-
tradicting (26). Ifx0 ∈ N(b2)∩N(b4), thenbyClaim (e), e(b1, a2a4)1and e(b3, a2a4)1, and consequently, e(b1b3, R+)9,
contradicting (26). Therefore N(b2, T ) ∩ N(b4, T ) = ∅. Let u ∈ {x1, x2} and w ∈ {x3, x4} be such that e(u,Q1) = 3 and
e(w, a2a3)= 2.
Let us ﬁrst assume that b2y3 /∈E. Then e(b2b4, R+1 )4. By the ﬁrst inequality of (26), we see that e(b1b3, T+) = 10,
e(b2, T )=e(b4, T )=1, e(a2, b2b4)=e(a4, b2b4)=1 and b1y3 ∈ E. By Claim (c), e(bi , a2a4)1 for i ∈ {2, 4}. Therefore we
may assume w.l.o.g. {b2a2, b4a4} ⊆ E. Let w.l.o.g. u=x1. Then e(b2, x0x2)=0 for otherwise [b1, b2, x0, x2] ⊇ L11 ∼= C4 and
H ⊇ 3C4={b3x1a4b4b3, wa1a2a3w,L11}. Hence b2x1 ∈ E. Then e(b4, x0x2)=0 for otherwise [b3, b4, x0, x2] ⊇ L12 ∼= C4
and H ⊇ 3C4 = {x1b2a2b1x1, wa1a4a3w,L12]. Therefore x1 ∈ N(b2) ∩N(b4), a contradiction. Therefore b2y3 ∈ E.
Suppose e(b4, x1x2)> 0. Say w.l.o.g. that b4x1 ∈ E. By (26), {bix0, bi+2x2} ⊆ E for some i ∈ {1, 3}. Then H ′[Q2 ∪
R1] ⊇ 2C4 = {b4x1x2bi+2b4, bix0y3b2bi}, a contradiction. Hence e(b4, x1x2) = 0. Suppose e(b2, x1x2)> 0. Say b2y1 ∈
E with {y1, y2} = {x1, x2}. Then e(y2, b1b3)1 for otherwise H ′[Q2 ∪ R1] ⊇ 2C4 = {y1x0y3b2y1, y2b1b4b3y2}. Hence
e(b1b3, T+)9.By (26),weobtain thatN(bi, R+1 ) ⊇ V (T+)−{y2} for each i ∈ {1, 3}, b1y3 ∈ E and e(b2b4, a2a4)=2.Asbe-
fore,wemayassume {b2a2, b4a4} ⊆ E.Then e(y4, a1a3)1 for otherwiseH ⊇ 3C4={y4a1a4a3y4, y3b2a2b1y3, b3y1y2x0b3}.
Thus e(y3, a1a3)=2 and e(a1a4, x1x2)=3 as e(Q1, R−x0)9. ThenH ⊇ 3C4={x1a4a1x2x1, y3a3a2b2y3, x0b1b4b3x0}, a
contradiction. Hence e(b2, x1x2)=0.AsN(b2)∩N(b4)∩V (T )=∅, we see that e(b2b4, R+1 )4. It follows that e(b1b3, T+)=
10, e(b2b4, a2a4)= 2, e(x0, b2b4)= 1 and b1y3 ∈ E. As before, we may assume {b2a2, b4a4} ⊆ E. Then e(y4, a1a3)1 for
otherwiseH ⊇ 3C4={y4a1a4a3y4, y3b2a2b1y3, b3x0x1x2b3}. Hence e(y3, a1a3)= 2, e(x1x2,Q1)= 6, and e(y4, a1a3)= 1.
Say y4a3 ∈ E. ThenH ⊇ 2C4∪C5={x1a4a1x2x1, x0b1b4b3x0, y4a3a2b2y3y4}, a contradiction. This proves the lemma. 
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