We pursue the study of concavity cuts for the disjoint bilinear programming problem. This optimization problem has two equivalent symmetric linear maxmin reformulations, leading to two sets of concavity cuts. We first examine the depth of these cuts by considering the assumptions on the boundedness of the feasible regions of both maxmin and bilinear formulations. We next propose a branch and bound algorithm which make use of concavity cuts. We also present a procedure that eliminates degenerate solutions. Extensive computational experiences are reported. Sparse problems with up to 500 variables in each disjoint sets and 100 constraints, and dense problems with up to 60 variables again in each sets and 60 constraints are solved in reasonable computing times.
Introduction
The disjoint bilinear programming problem can be written as follows:
c ∈ IR n x ; a ∈ IR n v ; A ∈ IR n v ×n x ; Q ∈ IR n u ×n x ; d ∈ IR n u ; b ∈ IR n y ; B ∈ IR n u ×n y .
Several methods have been proposed in the literature to solve (BILD A first class of methods corresponds to cutting-plane algorithms. Konno [9] proposes an algorithm of this class with a convergence to an ε-optimal solution although he shows that there always exists an optimal solution which lies at one of the extreme points of X and U. This algorithm consists of two phases which are repeated until an ε-optimal solution is obtained. The first one aims at finding a pair of ε-locally maximum basic feasible solutions, by alternately solving parameterized linear programs and then, if necessary, moving to an adjacent pair of basic feasible solutions (this is called augmented mountain climbing). In the second phase, a concavity cut which exploits the two basic solutions of the first phase is computed. It allows the elimination of solutions with a value which is never more than ε far away from the incumbent one. Very few computational results are available. Konno presents results obtained on a dozen of test problems of small size, the largest of them contains 10 (x) and 13 (u) variables with a set of 22 (X ) and 24 (U ) constraints. Later, Vaish and Shetty [14] propose a cutting-plane algorithm very similar to Konno's one, but again with no guarantee of finite convergence. Sherali and Shetty [10] later show that finite convergence can be obtained with the addition of disjunctive cuts. Unfortunately, those cuts are quite expensive to compute.
Polyhedral annexation defines a second class of methods. Vaish and Shetty [15] propose an interior approximation algorithm with a finite convergence. They mention that numerical difficulties quickly arise when the size of the problems increases. Gallo and Ülkücü [7] present an algorithm which combines cutting-planes and outer approximation, with however no finite convergence. Thieu [11] develops an interior approximation method which is finite. It exploits a reformulation of (BILD) as a concave optimization one, and includes the solution of a parameterized linear program to solve it when the concave function is bounded below.
Several authors have observed that the (BILD) problem can be reformulated as any of the following two concave optimization problems:
where f : IR n x → IR and g : IR n µ → IR are the following two piecewise linear convex objective functions
By taking the dual of the optimization operator, they can be rewritten
where Y(x) and V(u) are two parameterized polyhedrons:
Y(x) = {y ∈ IR n y : By ≥ d − Qx, y ≥ 0} ⊆ IR n y ,
This leads to reformulations of the general bilinear programming problem (BILD) as one of the following two equivalent linear maxmin problems:
