Abstract. This paper develops cyclotomy for periods of lengths 2, 3 and 4 for moduli which are primes and products of two primes.
1. Introduction. Cyclotomy for a prime modulus p = ef + 1 goes back to Gauss who defined/-nomial periods t\] in terms of a primitive root g as follows:
/-1 Vj■= 2 f/"+'' where ^ = exp(27T///?). ( = 0 Although the ordering of the tj's depends on the primitive root g, the equation (x) = 0 of degree e satisfied by the tj's is independent of g. In the last half century cyclotomies have been developed for small values of e < 30.
Kummer [4] considered cyclotomy for a composite modulus n in which case ef is Euler's <jp(h). In general, n will not possess a primitive root g, and a suitable generator must be chosen. In case n is squarefree such a cyclotomy always exists although not uniquely. For references see [7] .
This paper is concerned with small values of / rather than e. One of the three possible cyclotomies for/ = 2 was considered by Sylvester [9] in 1879.
Our interest in the problem for / = 3 was rekindled by Daniel Shanks, who was interested in sums of k th powers of the trinomial ij = Î + ?" + r\ where £ = exp(2ir//n), a3 = 1 (mod n) and its conjugates in connection with some third order recurring sequences used in tests for primality [1] . We noted and proved that Sk = 2rj* is independent of the choice of a for n = pq, where p < q are primes and k < -fñ.
This result was presented at the 1981 West Coast Number Theory Conference, where we learned that Gurak [2] has recently considered the period equation \pix) = 0 and the corresponding Sk for p a prime and f = 2. Since then he generalized his results to other polynomials and ton = pq in [3] .
In this paper we will consider in detail the cases of / = 2,3 and 4 for p and pq and for all values of a for which af = 1 (mod pq). We will give formulas for the coefficients and for the sums of powers of the roots of the cyclotomic polynomials and for their discriminants.
The several illustrative examples in this paper were computed by an exact technique explained in the final section.
2. The case/ = 2. Sylvester [9] took for the periods the real number 0 = tn + V =2cos(2t7/«) and its conjugates.
Here we take for the periods the complex number ■" = ?" + C' where a2 = l(mod n) and its conjugates, mentioned briefly in [9, We first look at the sum of the kth powers of the periods. This we denote by Skip) in case n = p and a = -1. For n = pq we have Skipq,-1), Skipq, at) and Skipq,a2). Theorem 1. If n = p,so that a = -1 andf = 2, we have
Proof.
where »2" _ / 1 ifk = 2v (mod /?), 10 otherwise.
Hence the theorem follows. The polynomial whose roots are the periods can be written e (O *,(*)= II (x-(^+^))=xe + a,xe-x + ---+ae.
The coefficients ar are determined from Newton's formulas. Gauss (see [9] ) found them explicitly as follows:
where [y] is the greatest integer < y. The discriminant of xppix) is p(p~3)/2 (Lehmer [5] ).
3. The Case n = pq. The analogue of Theorem 1 is Theorem 2. /// = 2, then
where ik/2) = 0 if k is odd.
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Proof. As in Theorem 1 we have 2sk(Pq,-i)= 2(î) 2 Ua"k) = 2(*K.
Substituting this into 1kv=oik)Av gives the theorem.
We next take up the case Ski pq, a). We may suppose that a = -1 (mod p) and a = 1 (mod q), since the second cyclotomy can be obtained by an interchange of/? and q. If a is even, we can replace a by pq + a, and therefore we can assume that a + 1 = 2\p and a -1 = 2/i?. Proof. By Theorem 4 we can writê p(x)xPpq(a,x) = ^p"\x").
Identifying the coefficients of xpq~r on both sides and using (2),we obtain (5). Proof. This follows from (3) and (4). Thus Theorem 6 gives an easy way to get the coefficients of $pqia, x) once the coefficients bn have been computed. Theorem 7. // nx = pq, and n2 = pq2 for two primes qx < q2, then the two polynomials ^pq,(a, x) and «/^(a, x) have the same q, first and last coefficients and moreover (6) Sk(pqx,a) = Sk(pq2,a) = Sk(p) forO<k<qx.
Proof. By (5) with k< qx, cr does not depend on q, so the first qx coefficients are the same for *Ppqiia, x) and i>pqla, x). If we replace x by 1/x in (3) and multiply both sides by xp(q~x\ this has the effect of reversing the order of the coefficients in all three polynomials in (6) . The first q coefficients of xp'(qi~X)x¡ipq[a, x~x) and of xp'(qï~X)x\i (a, x"1) are now the last q coefficients of i>pq(.a, x) and 4>pqf.a, x), and the theorem follows from Theorem 3.
We note that Eq. (6) is an example of a solution of the multigrade Terry-Escott problem [6] in cyclotomic integers. where Fn is the « th Fibonacci number. This was done for a general q in Lehmer [8] .
In case/? = 7,/?' = 3, *7(x) = x3 + x2-2x-1, and ^(x») = -*3i + a^x2* + a2q)x" -1, where j<<?> = -s,(7) = 2--| s (;).
By (5) 2a<*> = (a<<>)2 -S2í(7).
For small values of q the aj'1 and a2q) are tabulated below together with a few of the polynomials ^>pqia, x). It will be noticed that the constant term is equal to one. This follows from (2) and the fact that the product of the roots of *Ppqia, x) is the same as the product of the roots of ^(x). -155x21 + 286x20 + 132x19 + 285x18 + 265x17 + 437x16 + 378x15 + 761x14 + 432x13 + 1468x12 + 157x" + 321 lx10 -1429x9 + 636x8
-283x7 + 126x6 -56x5 + 25x4 -llx3 + 5x2 -2x + 1.
91(27, x) = x36 -x35 + 3x34 -4x33 + 9x32 -14x31 + 28x30 -47x29 + 89x28
-155x27 + 286x26 -507x25 + 924x24 + 442x23 + 899x22 + 909x21 + 1331x20 + 1386x19 + 2185x18 + 1918x17 + 3838x16 + 2183x15 + 741 lx14 + 793x13 + 16212x12 -7215x" + 321 lx10 -1429x9 + 636x8 -283x7 + 126x6 -56x5 + 25x4 -llx3 + 5x2 -2x + 1.
The discriminant of Sylvester's \\>pqix) is known to be/>(/,~2)(<7_l>/2a</'~1,<'¡'~2)/2 (Lehmer [5] ). The discriminant of ^ (a, x) cannot be given explicitly since it may contain other factors besides /? and q. However, we have the following theorem. Case I. If v, = v2, the product ÏÏOviÇjl -Çjl) is the discriminant of Qqix) raised to the power/?', since |II0"|= 1. Hence q(i~l)p' divides A.
Case II. If _/', =j2, then the product is the discriminant of xpix) raised to the power q -1, since the product Ilf' = 1. Therefore A is also divisible by/?(/,_3)(?_l)/2. Hence the theorem.
The following table gives the discriminants of ippgia, x) and the factors supplied by the theorem. Proof. It is easily seen that fi0,k)=fi0,0)=fik,0) = k2.
Next we see that m 92/ -W -(x Therefore, inside the triangle, fix, y) does not attain a maximum. On the interior of the sides (7) still holds, so that/(x, y) has no maximum there either. Hence fix, y) attains its maximum k2 at the vertices of the triangle. Hence the Lemma. We begin our discussion with the case of n = p = 3e + 1. The periods are in this case v = :, + *; + f;2 and its conjugates. Here a is either one of the two solutions of a2 + a + 1 =0(mod/>).
We first look at the sum Ski p) of the kth powers of the periods. The proof is by triple induction using (9) . The first few polynomials and their discriminants are as follows: p a tpix) 7 2 x2 + x + 2 13 3 x4+ x3 + 2x2 -4x + 3 19 7 x6 + x5 + 2x4-8x3-x2 + 5x + 7 31 5 x10 + x9 + 2x8 -16x7 -9x6 -1 lx5 + 43x4 + 6x3 + 63x2 + 20x + 25 37 10 x12 + x"+2x10-20x9-13x8-19x7 +85x6 + 51x5 + 94x4-2x3 -13x2 -77x + 47 For example if pq = 91, the four solutions are 9, 16, 74 and 81 (mod 91). We can take a, = 9 and a2 = 16. Without loss of generality we can choose p to be that prime for which (12) a,=a2(mod/?) and a, = a|(mod a).
We begin by considering the sum Skipq, a) of the A:th powers of the periods for a = a, and a = a2. If we examine the proof of Theorem 9 and replace /? by pq, we find that (8) Sk(pq,ax)=Sk(pq,a2) (mod pq).
We can strengthen this theorem for k < fpq as follows:
Theorem 12. If k < fpq, then Skipq, a,) = Skipq, a2).
Proof. The actual difference between Skipq, a,) and Skipq, a2) can arise only in the cases in which ria, v,X) =0 (mod pq).
Replacing /? by pq in the last part of the proof of Theorem 9, we find that if k < fpq, the only contribution occurs when k = 3m and v = X = m, and that this contribution is (3mm)(2mm) which does not depend on the value of a, and a2. The theorem follows.
Corollary.
The first fpq coefficients of xppqia,, x) are the same as those of xp (a2, x). These two polynomials are congruent modulo pq by Theorem 11.
Proof. This follows from Newton's formula (10 5 x+ 1 13 x3 + x2 -4x + 1 17 x4 + x3 -6x2-x+ 1 29 x7 + x6 -12x5 -7x4 + 28x3 + 14x2 -9x + 1 37 x9 + x8 -16x7 -llx6 + 66x5 + 32x4 -73x3 -7x2 + 7x + 1 41 x10 + x9 -18x8 -13x7 + 91x6 + 47x5 -143x4 -7x3 + 72x2 -23x + 1 53 x13 + x12 -24x" -19x10 + 190x9 + 116x8 -681x7 -246x6 + 738x5 + 215x4 -291x3 -68x2 + lOx + 1 61 x15 + x14 -28x13 -23x12 + 276x" + 182x10 -1193x9 -592x8 + 2307x7 + 956x6 -1721x5 -908x4 + 316x3 + 262x2 + 42x + 1 73 x18 + x17 -34x16 -29x15 + 435x14 + 311x13 -2671x12 -1551x" + 8348x10 + 3867x9 -13106x8 -4608x7 + 9365x6 + 1994x5 -2859x4 -250x3 + 224x2 + 32x+ 1 Just as in the case of / = 2, these polynomials for / = 4 all have constant term 1. This follows from i = t" +1% +1;\ + i-Pq = r°(-i -r-*)(-i -r+I) sothat7V(7,) = Ô2,(-l)=l. We next take up the case of n = pq, where /? = ? = 1 (mod 4) are distinct primes. We now have two values of a, say a, and a2, with a, z -a2 for which a2 = -1 (mod pq), with a z± 1 (mod pq).
We can choose p to be that prime for which (17) a, -a2 = 0(mod /?) and a, + a2 = 0(mod ?). Letting a = a, and a2, we find from (17) xppq{a" x) and xppqia2, x) are the same. Moreover, the two polynomials are congruent modulo pq by Theorem 15. We illustrate this by giving xp65i&, x) and i//85(13, x) and the differences between the polynomials for the two values of a.
fe(8, x) = x12 -x" -25x10 + 25x9 + 196x8 -170x7 -571x6
>//85(13, x) = x16 -x15 -33x14 + 33x13 + 392x12 -375x" -2107x10 + 1886x9 + 5305x8 -4506x7 -5677x6 + 5235x5 + 1412x4 -2398x3 + 732x2-69x+ 1, 85(38, x) -*8S(13, x) = -85x(5x4 -5x3 -llx2 + lOx -1).
The discriminants of these polynomials are Rational integers are recognized by having all their components A¡ for/ < n equal to each other when n = p, the value of the integer being -A,. For n = pq, the condition is that there be three sets of equal components represented by Ap, Aq and A,, the value of the rational integer in this case being A, -Ap -Aq. The period such as tj = f + r + r + r\ for example, is simply a very sparse vector, and so is the difference between two periods. The multiplication of a normalized cyclotomic integer by a period (or by the difference between two periods) is reduced to the adding or subtracting of the components of the first vector. This can be done in very few operations on a parallel machine. The polynomial xpnix) is the eth term of the sequence G,(x), G2(x), G3(x) formed recursively by G0(x) = l, Gk(x) = (x -T))Gk_,(x).
This method of producing a polynomial from its roots is very much cheaper than the use of symmetric functions, especially when the multiplication method just described is employed.
To calculate Skin, a), using only addition, one uses the multiplication algorithm described above to produce t/a from rxk ~ ' and then adds the corresponding components. To compute the discriminant A" of t//"(x) use was made of the factorization A, = F,P2 ■■•?,_" where P-is the norm of the difference between r/ and one of its conjugates.
Department of Mathematics University of California

