Here we describe an error-compensating kinetic-based method for the enzymatic quantification of creatinine in serum. The method, which has a large linear range and very low dependency on experimental variables that influence enzyme activity, is based on the use of creatinine amidohydrolase in a four-step coupled reaction sequence to generate a productthat is monitored photometrically. We collected data for absorbance vs time during two to four half-lives of each reaction and fit a first-order model to the data to compute the total absorbance change that would be measured We reported recently our evaluation of a predictive kinetic method for the quantification of creatinine in serum by use of the Jaff#{233} reaction (1,2). In the predictive method (3, 4), data collected during the early part of a reaction (one to four half-lives) are used to compute the signal that would be measured if the reaction were monitored to completion. Although this method has greatly reduced error coefficients relative to those of rate methods (3, 4), it still suffers from the lack of specificity inherent in the Jaffe reaction. In an attempt to develop a kinetic method with low dependence on experimental variables and high selectivity for creatinine, we decided to combine the predictive kinetic approach with an enzymatic method for creatinine. , 7) , and the kinetic methods require stringent control of experimental variables such as pH, temperatare, and enzyme activity to achieve reliability analogous to that of the equilibrium-based methods. A goal of this study was to develop a method that would combine the best features of all these other methods, namely, the high speed of the kinetic methods, the low error coeffi-' cients of the equilibrium methods, and the high selectivity of the enzymatic methods.
methods are quite long (e.g., 15 mm) (6, 7) , and the kinetic methods require stringent control of experimental variables such as pH, temperatare, and enzyme activity to achieve reliability analogous to that of the equilibrium-based methods. A goal of this study was to develop a method that would combine the best features of all these other methods, namely, the high speed of the kinetic methods, the low error coeffi-' cients of the equilibrium methods, and the high selectivity of the enzymatic methods.
We chose to work with the reaction sequence shown below for a variety of reasons, including the fact that earlier studies (9, 10) had indicated that this reaction sequence might be more sensitive and selective with fewer side reactions, that one could obtain pseudo-firstorder behavior with it, and that the reagents are available commercially in kit form (Boehringer Mannheim Biochemicals, Indianapolis, IN). Although we had hoped that it would be possible to use the kit without modification, preliminary studies showed that the kit formulation did not give pseudofirst-order behavior; accordingly, we developed conditions to obtain the desired behavior by using the creatininase (creatinine amidohydrolase; EC 3.5.2.10)-catalyzed hydrolysis of creatinine as the rate-limiting step. After developing conditions to obtain pseudo-first-order behavior, we adapted the predictive kinetic method to the reaction and evaluated such performance characteristics as linear range, imprecision, sensitivity, detection limits, effects of variations in enzyme activity on the results, and effects of the fitting range on these charac-teristics.
We also compared results obtained by this method with initial-rate, equilibrium-based, and liquidchromatographic methods.
MaterIals and Methods

Instrumentation
We used a multichannel centrifugal mixing/measurement system (Rotochem ila; Travenol, Deerfield, IL) for all studies. Data were transferred to and processed by a supermicro computer (Masscomp 5500 work station; Masscomp, Westford, MA) used as described earlier (11) .
Reagents
All reagents were prepared in doubly distilled, deionized water (Corning Megapure distillation apparatus). We refrigerated creatinine standards and reagents and froze serum samples.
Creatinine. We prepared a stock solution of creatinine (Sigma Chemical Co., St. Louis, MO) containing creatinine, 8.84 mmolJL (1.00 gIL), and hydrochloric acid, 0.01 molIL. Aqueous standard solutions were prepared by diluting this solution with hydrochloric acid (0.01 mol/ Serum-based standards. We prepared serum-based standards by adding aqueous standards to pooled serum from which we had removed creatinine by using acidified cation-exchange resin (12) . We placed -400 mg of resin (Dowex 50W-x8; J.T. Baker, Philhipsburg, NJ) in a beaker, washed this with 2 mL of 0.1 molfL HC1, rinsed it twice with 10-mL aliquota of water, and drained it well. Pooled serum (10 mL) was added to the resin in the beaker, stirred magnetically for 1 h, and then separated by decantation. This process was repeated for two additional 10-mL aliquots of pooled serum, and all aliquots were combined. The integrator (C-R3A Chromatopac; Shimadzu). The flow rate was 1.5 mL/min.
Results and DIscussIon
Unless stated otherwise, imprecision is reported as one standard deviation (±1 SD) or as relative standard deviation (RSD, %).
The first requirement
for successful application of the predictive method is a kinetic response that can be fit with a suitable mathematical model. We have developed algorithms that can be used to fit data that do not conform to a consistently defined model (14, 15 
Reaction Conditions
Previous workers have shown that the individual steps in a similar reaction sequence can be made to follow pseudo-first-order behavior (9) . However, the order of the coupling steps is less important than the requirement that they all be fast relative to the first step, so that the primary reaction will be the ratelimiting step. Accordingly, rather than studying the individual steps in detail, we focused on conditions that would make the overall reaction sequence follow pseudofirst-order behavior.
Preliminary studies with the unmodified reagent kit showed that the kinetic response ( Figure IA) , although smooth and reproducible, had a relatively long induction period and did not conform to either first-order or Michaelis-Menton behavior. The fit obtained for a fitting range of three half-lives deviated significantly from both the experimental data and the fit for a fitting range of eight half-lives. We reasoned that the induction period occurred because the activity of creatininase was so high relative to the activities of the other enzymes that intermediates in the process (creatine, sarcosine, or hydrogen peroxide) were being produced more rapidly than they were reacting in subsequent stages of the process. We reasoned that we might be able to decrease the length of the induction period by working at a different temperature (assuming that temperature coefficients for the different reactions might not be the same), by adding some of the intermediates (e.g., creatine, sarcosine, or both) to the sample, or by increasing the activities of the enzymes in the latter three steps relative to that of creatiinase.
The only option that improved the situation was to increase the activities of the coupling enzymes.
We performed a group of experiments in which activities of the three coupling enzymes (creatinase, sarcosine oxidase, and peroxidase) were increased by different amounts. Figure lB shows Figure 1C is for an eightfold decrease in the activity of the primary and twofold smaller increases in the activities of the coupling enzymes than in Figure lB . The response curve for a lower temperature and higher activity of creatininase is shown in Figure ID . Agreement between predicted results for different fitting ranges is somewhat better than for conditions in Figure 1C . Although Having identified a general approach that could be used to control the kinetic behavior to satisfy the needs of the predictive method, we then proceeded to refine the conditions. Results of those studies are very extensive (19) and it does not seem worthwhile to present them in detail here. Rather, we have chosen to summarize briefly conclusions we have drawn from those results.
We conclude from our studies that a creatininase activity concentration of 3.3 to 6.6 kUfL in the final reaction mixture allows a reasonable compromise between the measurement time required The absorbance change, #{163}4,,,, was used to compute concentration.
Fitting Range
As with many other methods, there is a tradeoff between measurement time and reliability because the accuracy with which final absorbances can be predicted depends on the data range used in the fitting process. The shorter the fitting range used, the less confident one can be of the reliability of the predicted value.
We evaluated the effect of fitting range by comparing computed and measured values of absorbance change for several creatinine concentrations, from 44 to 353 pmol/L. Least-squares 1, 1.1, 1.1, and 1.0, 
respectively.
Thus, except for the longest fitting range, the predictive method tends to overestimate the equilibrium absorbance by about 10% (see Figure 1, C and D) . For fitting ranges shorter than three half-lives, there is a tendency for the first-order model to overpredict the equilibrium absorbance change by larger amounts.
Rate Constants
We evaluated pseudo-first-order rate constants at 37 #{176}C for three different activities and at 30 #{176}C for one activity concentration of creatininase.
All rate constants had mean (SD) values (n = 13) of 3.9(0.1), 5.1  (0.8), and 6.8 (0.3) , respectively. At 30#{176}C and 6.6 kU of creatininase per liter, the average value (n = 17) of the rate constant for aqueous standards was 6.1 (SD 0.5); the average value for serum-based standards (three replicates at five concentrations determined on each of six days) was 4.5 (SD 0.6), and the average value for serum samples (39 samples determined in duplicate over 10 days) was 4.0 (SD 0.6). There was reasonable agreement between serum-based standards and serum samples. More importantly, there were relatively small differences among the sara. For the 39 sara examined, the range of rate constants (10-s s') was 3.3 to 4.9. Most importantly, as shown below, the predictive method could compensate for variations in rate constants much larger than those observed for these sera.
Because our primary focus was on conditions that would yield pseudo-first-order behavior, we did not work with creatinine concentrations high enough to saturate the enzyme. Accordingly, we did not determine values of the Michaelis constant. However, because rates varied linearly with the full range of creatinine concentrations examined (0-55 moI/L in the reaction cell), we are reasonably confident that the Michaelis constant for creatininase is at least 10-fold larger than this value, i.e., KM 0.55 mmolJL. 
Unearity
Effects of Enzyme Activity
For kinetic-based enzymatic methods, one of the most serious effects of changing variables such as pH, temperature, activators, inhibitors, etc. is to change enzyme activity. To evaluate the ability of the predictive method to compensate for such variables, relative to equilibrium-based and more conventional kinetic-based methods, we varied the enzyme activity over a twofold range and processed the results by different methods. greater enzyme activity probably result from the fact that this activity is close to the upper limit for which the coupled reaction sequence yields first-order behavior. These data illustrate the point made earlier that the lowest error coefficients will be provided by lower creatininase activity for fixed activities of other enzymes.
Some of the differences (7% to 12%) may appear large at first glance. However, the concentration differences are quite small (3 to 4 mol/L) and the change in enzyme activity is quite large (32% and 36%) relative to those that might be expected for reasonably well-controlled experimental conditions.
For example, assuming a 10% change in activity per degree of temperature change, these variations in enzyme activity correspond to temperature changes of between 3 and 4#{176}C. Thus, even for the shortest fitting range, the method can compensate for significant changes in variables that affect enzyme activity or the overall rate constant. In all cases, deviations for the predictive method are somewhat larger than for the equilibrium method.
Imprecision
Results obtained with creatininase 
Comparison of Methods
In addition to the comparisons among predictive, two-point, and equilibrium methods, we compared results by the predictive enzymatic method with results by a liquid-chromatographic method for 39 serum samples from a local hospital. Results for a fitting range of four half-lives are presented graphically in Figure 4 , and the least-squares statistics for these and other results are summarized in Table 2 . The plot and the numerical data show that there is good correlation between results by the two methods. Results by the equilibrium method agree better with chromatographic data than do results with the predictive method for any fitting range.
We conclude that there is a range of conditions for which the overall kinetic behavior of the reaction sequence in equations 1-4 can, after an induction period, be described satisfactorily by a pseudo-first-order model, with the rate-limiting species being creatinine. We also conclude that the predictive method can be used to quantify creatinine with error coefficients substantially smaller than those for rate methods and only slightly larger than those for an equilibrium method. With the predictive method, it is possible to exercise a tradeoff between speed and error coefficients by selecting higher or lower activities of creatininase for fixed activities of the other enzymes. It is probable that the induction period could be decreased and the speed increased by using still higher activities of the coupling enzymes if this should be economically feasible. In summary, the predictive method as applied herein combines the better features of conventional kinetic and equilibrium methods, namely, higher speed of kinetic methods and lower error coefficients of equilibrium methods.
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