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PERSISTENT ANTIMONOTONIC BIFURCATIONS AND
STRANGE ATTRACTORS FOR CUBIC HOMOCLINIC
TANGENCIES
SHIN KIRIKI AND TERUHIKO SOMA
Abstract. In this paper, we study a two-parameter family {ϕµ,ν} of two-
dimensional diffeomorphisms such that ϕ0,0 = ϕ has a cubic homoclinic tan-
gency unfolding generically which is associated with a dissipative saddle point.
Our first theorem presents an open set O in the µν-plane with Cl(O) ∋ (0, 0)
such that, for any (µ0, ν0) ∈ O, there exists a one-parameter subfamily of
{ϕµ,ν} passing through ϕµ0,ν0 and exhibiting cubically related persistent
contact-making and contact-breaking quadratic tangencies. Moreover, the sec-
ond theorem shows that any such two-parameter family satisfies Wang-Young’s
conditions which guarantee that some ϕµ,ν arbitrarily near ϕ exhibits a cubic
polynomial-like strange attractor with an SRB measure.
0. Introduction
One of main motivations behind studies in monotonic or nonmonotonic bifurca-
tion phenomena is attributed to results given in Milnor-Thurston [23] for the logistic
family, where there are only orbit creation parameters but no orbit annihilation pa-
rameters. In contrast with the logistic family, some family of one-dimensional cubic
maps has nonmonotonic bifurcations, for example see Milnor-Tresser [24] and Li
[18]. The main result in this paper is that the unfolding of cubic homoclinic tangen-
cies for two-dimensional diffeomorphisms generates the simultaneous creation and
destruction of quadratic tangencies in a persistent way. Nonmonotonic phenomena
near a quadratic homoclinic tangency have been already obtained by Kan-Koc¸ak-
Yorke [16]. Also, the nonmonotonic phenomena and essential mechanism of their
generations associated with any order homoclinic tangencies have been studied ex-
tensively by Gonchenko, Shilnikov and Turaev in [8]-[14]. In this paper, we will
give generic conditions which guarantee that contact-making and contact-breaking
tangencies occur simultaneously as well as persistently for two-parameter families
of planar diffeomorphisms, which are generated by a mechanism different from that
in [16]. Dı´az and Rocha [5] gave another example of bifurcations closely related
to ours which are not monotonic but have heterodimensional cycles in dimension
equal to or greater than three.
As for phenomena of the cubic tangency, Bonatti, Dı´az and Vuillemin [2] showed
that there exists a three-parameter family of diffeomorphisms in the boundary of
the Anosov diffeomorphisms which has the first cubic heteroclinic tangency, see also
Enrich [6]. Carvalho [3] proved the corresponding result where the cubic tangency
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is homoclinic. In [3], she also presented some supporting evidence for the existence
of cubic tangencies in the He´non family.
In order to set main results in our context, we first recall some previous results.
One of the key facts, which was presented by Newhouse [26], is that the unfolding
of a quadratic homoclinic tangency leads to persistence of tangencies, see also [4,
15, 17, 27, 30, 34] for related results. Palis and Takens [28] gave a new proof of
this result which has three major steps: (i) there is a renormalization at quadratic
homoclinic tangencies whose limit dynamics is controlled by the logistic map, (ii)
this map is conjugate to the tent map, and (iii) the tent map has Cantor invariant
sets with arbitrarily large thickness. Here, the thickness is one of main tools with
Gap Lemma (see Subsection 1.3) to get the persistent non-transverse intersections.
In this paper, we obtain counterparts of these three objects in the cubic tangency
case. The logistic map is replaced by a cubic map and the tent map is by the N-map
defined in Subsection 3.1. Then, one can adapt the techniques of Palis-Takens to
our context. The renormalization rescaling for cubic tangencies in Subsection 2.1
closely follows arguments in [28, pp. 47-51] where the corresponding results for the
quadratic case are studied. From these adaptations and reformulations, we know
that the unfolding of a cubic homoclinic tangency provides the unfolding of a pair of
persistent quadratic tangencies one of which generates intersections and the other
destructs intersections simultaneously, see Fig. 0.1.
Figure 0.1. Unfolding of a cubic tangency.
We first prove the following theorem.
Theorem A. Suppose that ϕ is any C∞-diffeomorphism on the plane R2 with a
dissipative saddle fixed pint p at which ϕ satisfies the open C4-linearizing condition
and such that the stable and unstable manifolds of p have a cubic homoclinic tan-
gency q. Let {ϕµ,ν} be any two-parameter family in Diff∞(R2) with ϕ0,0 = ϕ such
that the cubic tangency unfolds generically. Then, there exists an open subset O
in the µν-plane with Cl(O) ∋ (0, 0) and such that, for any (µ, ν) ∈ O, there is a
regular curve c : (−ε, ε) −→ O such that the one-parameter family {ϕc(t)} exhibits
cubically related persistent contact-making and contact-breaking tangencies.
Here, we say that the saddle fixed point p is dissipative if | det(dϕ)p| < 1 and
the cubic tangency unfolds generically with respect to {ϕµ,ν} if it satisfies the
generic condition (1.3) given in Subsection 1.2. The ϕ is said to satisfy the open
C4-linearizing condition at p if, for any ψ ∈ Diff∞(R2) sufficiently close to ϕ, there
exists a C4-coordinate on a small neighborhood U of p with respect to which the
restriction ψ|U is a linear map. This linearizability condition is not so strong. In
fact, the C4-Sternberg condition given in [32, 33] is a generic sufficient condition
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for it. The curve c is regular is dc/dt(t) 6= (0, 0) for any t ∈ (−ε, ε) and the family
{ϕc(t)} has persistent contact-making tangencies (resp. contact-breaking tangencies)
if, for any t ∈ (−ε, ε), ϕc(t) has a tangency rt in a neighborhoodN (q) of q associated
to basic sets and such that rt generates (resp. annihilates) transverse intersections
in N (q) as t increases, see Subsection 4.2 for the precise definition. The situation
such that a pair of persistent contact-making and contact-breaking tangencies are
cubically related is also explained there.
Remark 0.1. Theorem A is not a new result in the sense that it detects some
antimonotonic persistent tangencies near cubic homoclinic bifurcations. In fact,
we know that some applications of results in Kan-Koc¸ak-Yorke [16] and Newhouse
[26] imply the existence of such persistent tangencies. If an unstable segment lut
and a stable segment lst have a contact-making homoclinic tangency, then by using
Bubble Lemma in [16] we have another unstable segment in a small neighborhood of
lut which has a contact-breaking tangency with l
s
t . Moreover, by invoking [26], one
can find a connected open set of diffeomorphisms having persistent contact-making
and contact-breaking tangencies. These results are stronger than that given in
Theorem A in some sense, for example our open set O given in Theorem A is not
connected. However, in our theorem, we detect antimonotonicity phenomena of
persistent bifurcations arbitrarily near the cubic tangency which are generated by
a mechanism different from that by Bubble Lemma.
As for another application of our renormalization around cubic tangency, we
show in Theorem B that, for any family {ϕµ,ν} of 2-dimensional diffeomorphisms
with a cubic tangency unfolding generically and satisfying certain generic condi-
tions, there exists a positive measure subset of the parameter space for each element
(µ, ν) of which ϕµ,ν has a strange attractor with an SRB measure. Our proof is
accomplished by checking that the limit dynamics associated to the renormalization
verify the hypothesis of the models in Wang-Young [35].
A strange attractor Ω of a diffeomorphism ϕ of R2 is a non-hyperbolic invariant
set of special type, see Subsection 6.1 for its precise definition. In particular, Ω
has a point z0 whose positive orbit is dense in Ω and such that ϕ has a positive
Lyapunov exponent at z0. A ϕ-invariant, Borel probability measure µ is called an
SRB measure if ϕ has a positive Lyapunov exponent µ-almost everywhere and the
conditional measures of µ on unstable manifolds are absolutely continuous with
respect to the Lebesgue measure on these manifolds.
Theorem B. Let {ϕµ,ν} be a two-parameter family in Diff∞(R2) satisfying the
same conditions as in Theorem A. Then, there exists a subset Z of the µν-plane
with positive 2-dimensional Lebesgue measure on any neighborhood of (0, 0) and
such that, for any (µ, ν) ∈ Z, ϕµ,ν exhibits a strange attractor Ωµ,ν supported by
an SRB measure. Moreover, the strange attractor Ωµ,ν is different from quadratic
He´non-like ones.
Remark 0.2. From the property of Z, Cl(Z) contains (0, 0). Hence, ϕ = ϕ0,0 is
well approximated by ϕµ,ν such that ϕ
N+n
µ,ν exhibits a cubic polynomial-like strange
attractor Ωµ,ν containing three fixed points for some integer n + N > 0, see Fig.
0.2. On the other hand, quadratic He´non-like strange attractors can not contain
three saddle fixed points. This means that our strange attractor Ωµ,ν is different
from quadratic He´non-like ones which have been studied by Benedicks-Carleson [1],
Mora-Viana [25] and so on.
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Figure 0.2. The numerical results suggest the cubic polynomial-
like family (x, y) 7→ (0.1y,−y3 + ay + x) would have a matured
strange attractor with three saddle fixed points at ×-indications
for a ≈ 2.8.
Acknowledgment. We would like to thank M. Asaoka, N. Sumi and M. Tsujii
for helpful discussions and to the referees for their useful comments and sugges-
tions. We also thank S.V. Gonchenko for his detailed explanation of his works on
homoclinic dynamics closely related to ours.
1. Initial settings
1.1. Transverse points and tangencies. We say that a ϕ-invariant set Λ is basic
if it is compact, transitive, hyperbolic and has a dense subset of periodic orbits. A
diffeomorphism ϕ on R2 has a transverse point r associated with non-trivial basic
sets Λ1 and Λ2 if, for some p1 ∈ Λ1 and p2 ∈ Λ2,
• r ∈ Wu(p1) ∩W s(p2) \ {p1, p2},
• dim(TrWu(p1) + TrW s(p2)) = 2.
Here, Wu(p1), W
s(p2) denote the maximal smooth curves in W
u(Λ1), W
s(Λ2)
passing through p1 and p2, respectively. We also say that ϕ has a tangency r of
order n associated with basic sets Λ1 and Λ2 if, for some p1 ∈ Λ1 and p2 ∈ Λ2,
• r ∈ Wu(p1) ∩W s(p2) \ {p1, p2},
• dim(TrWu(p1) + TrW s(p2)) = 1,
• there exists a local coordinate (x, y) in a neighborhood of r such that r =
(0, 0), W s(p1) = {(x, y) : y = 0} and Wu(p2) = {(x, y) : y = u(x)}, where
u is a Cn+1-function satisfying
(1.1) u(0) = u′(0) = · · · = u(n)(0) = 0 and u(n+1)(0) 6= 0.
The transverse point or the tangency is called to be homoclinic if Λ1 = Λ2. Usually,
the first order tangency is called to quadratic, and the second order is cubic. In
particular, the tangency r is quadratic if and only if Wu(p1) and W
s(p2) have
distinct curvatures at r.
1.2. Generic cubic tangencies. We say that a saddle fixed point p of a C∞-
diffeomorphism ϕ on R2 is dissipative if the eigenvalues λ, σ of the differential
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(dϕ)p satisfy |λσ| < 1. If necessary replacing ϕ by ϕ2, we may assume that such
eigenvalues satisfy
(1.2) 0 < λ < 1 < σ and λσ < 1.
Suppose that q is a cubic homoclinic tangency of ϕ associated with p. The
cubic tangency is said to unfold generically or to be generic with respect to a
two-parameter family {ϕµ,ν} in Diff∞(R2) with ϕ0,0 = ϕ if there exist (µ, ν)-
dependent local coordinates (x, y) on a neighborhood of q with q = (0, 0) such that
W s(pµ,ν) = {(x, y) : y = 0} and Wu(pµ,ν) = {(x, y) : y = uµ,ν(x)}, where {pµ,ν}
is the continuation of p consisting of saddle fixed points of ϕµ,ν and uµ,ν(x) =
u(µ, ν, x) is a C∞-function satisfying
(1.3) (∂µu · ∂νxu− ∂νu · ∂µxu)(0, 0, 0) 6= 0.
In particular,Wu(pµ,ν) is locally parametrized by the curve c(t) = (t, uµ,ν(t)) in
a small neighborhood of q. Since its tangent vector c′(t) = (1, u′µ,ν(t)) is non-zero
for any parameter values t, c(t) is a regular curve.
Setting 1.1. Throughout the remainder of this paper, let {ϕµ,ν} represent a two-
parameter family in Diff∞(R2) given in Theorem A. We may assume that ϕ0,0 = ϕ
has the origin p0,0 = (0, 0) as a dissipative saddle fixed point and admitting a
cubic homoclinic tangency q which unfolds generically. Since ϕ0,0 satisfies the open
C4-linearizing condition at (0, 0), there exists a small open neighborhood O0 of
(0, 0) in the µν-plane, such that, for any (µ, ν) ∈ O0, ϕµ,ν is C4-linearizable in
a small neighborhood U of (0, 0) in R2. If necessary retaking the C4-linearizing
coordinate on U , one can suppose without loss of generality that it satisfies the
following conditions:
• pµ,ν = (0, 0) and the restriction ϕµ,ν |U has the form
ϕµ,ν(x, y) = (λµ,νx, σµ,νy)
for any (x, y) ∈ U where λµ,ν and σµ,ν are the contracting and expanding
eigenvalues of dϕµ,ν(pµ,ν), respectively.
• {(x, y) : |x| ≤ 2, |y| ≤ 2} ⊂ U and q = (1, 0).
• q′ = (0, 1) is a point with ϕN (q′) = q for some integer N > 0, see Fig.
1.1 (a).
1.3. Thickness of Cantor sets. We here recall the definition of the thickness
given in Newhouse [26] and Palis-Takens [28] for a Cantor set K contained in an
interval I. A gap of K is a connected component of I \K which does not contain a
boundary point of I. Let G be a gap and p a boundary point of G. A closed interval
B ⊂ I is called the bridge at p if B is the maximal interval with G ∩B = {p} such
that B does not intersect any gap whose length is at least that of G. The thickness
of K at p is defined by τ(K, p) = Length(B)/Length(G). The thickness τ(K) of
K is the infimum over these τ(K, p) for all boundary points p of gaps of K. Let
K1,K2 be two Cantor sets in I with thickness τ1 and τ2 respectively. Then, Gap
Lemma (see [26, §4], [28, §4.2]) shows that, if τ1 ·τ2 > 1, then either K1 is contained
in a gap of K2, or K2 is contained in a gap of K1, or K1 ∩K2 6= ∅.
The thickness of a Cantor subset K of a C1-curve α in R2 is defined similarly
by supposing that α is parametrized by arc-length. Properties of the thickness are
explained in following subsections.
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Figure 1.1.
1.4. Dynamically defined Cantor sets. Let K be a Cantor set in R represented
as K =
⋂∞
i=0 ψ
−i(K1 ∪ · · · ∪Kn) for a Markov partition {K1, . . . ,Kn} in the sense
of [28, §4.1] with respect to an expanding map ψ : K1 ∪ · · · ∪Kn −→ R. We say
that such a K is a dynamically defined Cantor set if K and ψ satisfy the following
conditions.
• For some real number λ with 0 < |λ| < 1, λK is a neighborhood of 0 in K.
• The map ψ has a C1+ε-expansive extension to a neighborhood of K.
By [28, §4.2, Proposition 7], the thickness τ(K) of such a Cantor set is positive.
Moreover, by [28, §4.3, Theorem 2], τ(K) depends continuously on K.
Let ϕ be a C3-diffeomorphism of R2 and Λ a non-trivial basic set of ϕ. If ϕ has
a saddle fixed point p in Λ which is linearizable, there exists a smooth identification
α : R −→W s(p) such that α−1 ◦ (ϕ|W s(p)) ◦α is a linear contraction. Then, there
exists a dynamically defined Cantor setK in R such that α(K) =Wuloc(Λ)∩W sloc(p).
The image Wuloc(Λ)∩W sloc(p) is also called a dynamically defined Cantor set. Here,
we suppose that any local unstable manifold Wuloc(Λ) of Λ considered in this paper
consists of curves, called leaves of Wuloc(Λ), meeting W
s
loc(p) transversely in a single
point.
We refer to [28, Chapter 4] for details on dynamically defined Cantor sets.
1.5. Outside basic set and its thickness. From Setting 1.1, q′ is also a cubic
tangency of ϕ unfolded generically. The unstable manifold Wu(p0,0) contains a
regular curve lu cubically tangent to W s(p0,0) at q. Similarly, W
s(p0,0) contains a
regular curve ls cubically tangent to Wu(p0,0) at q
′.
Lemma 1.2. For a sufficiently large integer a > 0, ϕ−a(ls) and lu have a transverse
intersection r.
Proof. By the intermediate value theorem, for any sufficiently large integer a > 0,
ϕ−a(ls) ∩ lu has a point r = r(a) in a small neighborhood of q. Let s1, s2 be the
slopes of ϕ−a(ls) and lu at r respectively. Then, it is not hard to see that
|s1| ≤ c1σ−a and |s2| ≥ c2σ−2a/3
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for some constants c1, c2 > 0 independent of a. Thus, one can take a so that
|s1|/|s2| < 1 holds, and hence in particular ϕ−a(ls) meets lu transversely at r. 
Let ρ be the arc inW s(p0,0) with end points p0,0 and r. Suppose that R is a thin
tubular neighborhood of ρ in R2 as illustrated in Figure 1.1 (b) such that two of the
components of R ∩ ϕk(R) are rectangles R0, R1 with Int(R0) ∋ p0,0, Int(R1) ∋ r
for some integer k > 0. One can choose such an R so that
Λout0,0 =
∞⋂
n=−∞
ϕkn(R0 ∪R1)
is a basic set of ϕk. Then, for all (µ, ν) sufficiently near (0, 0), there exists the
continuation {Λoutµ,ν} of Λout0,0 consisting of basic sets of ϕkµ,ν . Here, the superscript
“out” implicitly suggests that Λoutµ,ν is in the outside of a small neighborhood of q.
Replace ϕkµ,ν by ϕµ,ν and suppose from now on that Λ
out
µ,ν is a basic set of ϕµ,ν .
Since Λoutµ,ν ∩W s(pµ,ν) is a dynamically defined Cantor set in the sense of Sub-
section 1.4, the following lemma is derived directly from some results in [28].
Lemma 1.3. There exists an open neighborhood O1 of (0, 0) in O0 and α > 0 such
that, for any (µ, ν) ∈ O1, the unstable thickness τ(Λoutµ,ν ∩W s(pµ,ν)) is greater than
α, where O0 is the open neighborhood given in Setting 1.1.
Proof. By [28, §4.2, Proposition 7], τ(Λout0,0 ∩W s(p0,0)) is positive. Since τ(Λoutµ,ν ∩
W s(pµ,ν)) is continuous on (µ, ν) (see [28, §4.3, Theorem 2]), one can have α > 0
satisfying our desired properties if the neighborhood O1 is taken sufficiently small.

2. Local representations near cubic tangencies
In [28], Palis and Takens showed that there is a renormalization at generically
unfolding homoclinic quadratic tangencies whose limit dynamics is the logistic map.
Similar results for cubic homoclinic tangencies have been already obtained by sev-
eral authors, see [14] and references therein. Especially, Gonchenko et al [14] present
such a renormalization without relying on the linearizability assumption. However,
since they work in general settings, it might be hard for the reader to detect in [14]
explicit formulas needed to prove Theorems A and B. So, in this section, we will
present formulas of a renormalization at a generically unfolding homoclinic cubic
tangency which are just suitable for our purpose. Among others, the equations
(2.8)-(2.10) below play a crucial role in the proof of Lemma 6.6, which is a key
lemma for Theorem B. Our proofs are done under the linearizability assumption.
The authors do not know whether one can obtain the same results without the
assumption.
2.1. Renormalizations near cubic tangencies. Roughly speaking, the renor-
malization is a sequence of local representations of ϕµ,ν near the generic cubic
tangency q such that the representations converge to a two-parameter family of
cubic endomorphisms.
For any (x, y) ∈ U , set ϕNµ,ν(x, y) = (h1(µ, ν, x, y − 1), h2(µ, ν, x, y − 1)), where
U is the neighborhood of (0, 0) and N is the positive integer given in Setting 1.1.
Since ϕN (0, 1) = (1, 0) and the map c : (−δ, δ) −→ R2 defined by c(y) = ϕN (0, y)
is a regular curve tangent to the x-axis at q = (1, 0) for a small δ > 0,
(2.1) h1(0) = 1 and ∂yh1(0) 6= 0,
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where 0 = (0, 0, 0, 0) is the origin of R4. From the latter condition of (2.1), there
exists an inverse function y = η(t) of t = h1(0, 0, 0, y− 1)− 1 for any t near 0 with
η(0) = 1. Set u(t) = h2(0, 0, 0, η(t)−1). Then, any point of the image c(1−δ, 1+δ)
of c is represented as (t+ 1, u(t)). From the form of u(t),
u′(0) = ∂yh2(0)η′(0),
u′′(0) = ∂yyh2(0)(η′(0))2 + ∂yh2(0)η′′(0),
u′′′(0) = ∂yyyh2(0)(η′(0))3 + 3∂yyh2(0)η′(0)η′′(0) + ∂yh2(0)η′′′(0).
Since η′(0) = 1/∂yh1(0) 6= 0, the cubically tangential condition (1.1)n=2 at q =
(1, 0) is rewritten as
(2.2) h2(0) = ∂yh2(0) = ∂yyh2(0) = 0 and ∂yyyh2(0) 6= 0.
Consider the C4-functions H1, H2 defined by
H1(µ, ν, x, y − 1) = h1(µ, ν, x, y − 1)− 1− a0(y − 1),
H2(µ, ν, x, y − 1) = h2(µ, ν, x, y − 1)− a1x− a2µ− a3ν
− (a4µ+ a5ν)(y − 1)− a6(y − 1)3,
where ai (i = 0, 1, . . . , 6) are the constants defined as
a0 = ∂yh1(0), a1 = ∂xh2(0), a2 = ∂µh2(0), a3 = ∂νh2(0),
a4 = ∂µyh2(0), a5 = ∂νyh2(0), a6 = ∂yyyh2(0)/6.
Then, the conditions (2.1) and (2.2) imply that, for (µ, ν, x, y − 1) = 0,
(2.3)


H1 = ∂yH1 = 0,
H2 = ∂µH2 = ∂νH2 = ∂xH2 = ∂yH2 = ∂µyH2 = ∂νyH2 = ∂yyH2
= ∂yyyH2 = 0.
From the genericity condition (1.3) for {ϕµ,ν}, we have
a2a5 − a3a4 6= 0.
Thus, one can consider the new parameters (µˆ, νˆ) = (a4µ + a5ν, a2µ + a3ν). For
saving symbols, we denote (µˆ, νˆ) again by (µ, ν). Since the coordinate change is
linear, the equalities in (2.3) still hold with respect to the new coordinate. Thus,
ϕNµ,ν is represented in a neighborhood of q
′ = (0, 1) as
(2.4)
ϕNµ,ν(x, y) =
(
1 + a(y − 1) +H1(µ, ν, x, y − 1),
− b(y − 1)3 + µ(y − 1) + ν + cx+H2(µ, ν, x, y − 1)
)
,
where a = a0, b = −a6 and c = a1.
The latter condition of (2.1) implies that a 6= 0 and that of (2.2) does b 6= 0.
From now on, we only consider the case of b > 0, which is not an essential restriction
in our arguments.
Lemma 2.1. Under the conditions in Setting 1.1, for any sufficiently large n > 0,
there exists a reparametrization Θn on Σ¯ = [0, 4]× [−1, 1] and a coordinate change
Φn on R
2 satisfying following conditions.
(i) The domains of Φn are open sets of R
2 eventually containing any compact
subset of R2.
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(ii) For any (µ¯, ν¯, x¯, y¯) ∈ Σ¯× R2,
lim
n→∞
Θn(µ¯, ν¯) = (0, 0), lim
n→∞
Φn(x¯, y¯) = q.
(iii) For any (µ¯, ν¯) ∈ Σ¯, the diffeomorphisms on R2 defined by
(x¯, y¯) 7→ Φ−1n ◦ ϕNΘn(µ¯,ν¯) ◦ ϕnΘn(µ¯,ν¯) ◦ Φn(x¯, y¯)
C3-converge as n→∞ locally uniformly to the cubic endomorphism
(µ¯, ν¯, x¯, y¯) 7→ (µ¯, ν¯, ψµ¯,ν¯(x¯, y¯)),
where ψµ¯,ν¯(x¯, y¯) = (y¯,−y¯3 + µ¯y¯ + ν¯).
Figure 2.1. B¯ = [−2, 2]2 and Bn = Φn(B¯).
Proof. As in Subsection 1.2, the contracting and expanding eigenvalues of dϕµ,ν(pµ,ν)
for (µ, ν) near (0, 0) are denoted by λ = λµ,ν and σ = σµ,ν . For any n > 0, define
the µ, ν-dependent coordinate changes Φn on R
2 by
(2.5) (x, y) = Φn(x¯, y¯) = (1 + ag
−1σ−n/2x¯, σ−n + g−1σ−3n/2y¯),
where g =
√
b. From the definition, we have obviously limn→∞Φn(x¯, y¯) = q, see
Fig. 2.1. We define the reparametrization of Σ¯ by
(2.6) µ¯ = σnµ, ν¯ = gσn/2(σnν + c(λσ)n − 1),
or equivalently by
µ = σ−nµ¯, ν = g−1σ−3n/2ν¯ − cλn + σ−n.
Let Θ be the diffeomorphisms on Σ¯ given by Θn(µ¯, ν¯) = (µ, ν). Then, the image
Θn(Σ¯) converges to (0, 0) as n→∞.
The form of ϕnµ,ν in the C
4-linearizing neighborhood of the origin of R2 is rep-
resented as
ϕnµ,ν(x, y) = (λ
nx, σny).
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From the form (2.4) of ϕNµ,ν near q
′, one can show that (x¯′, y¯′) = Φ−1n ◦ϕNµ,ν ◦ϕnµ,ν ◦
Φn(x¯, y¯) is represented as
x¯′ = y¯ + a−1gσn/2H1(µ, ν, x, y − 1),
y¯′ = −y¯3 + σnµy¯ + gσn/2(σnν + c(λσ)n − 1)
+ ac(λσ)nx¯+ gσ3n/2H2(µ, ν, x, y − 1)
= −y¯3 + µ¯y¯ + ν¯ + ac(λσ)nx¯+ gσ3n/2H2(µ, ν, x, y − 1),
where
(2.7) (x, y) = ϕnµ,ν ◦ Φn(x¯, y¯) = (λn + ag−1σ−n/2λnx¯, 1 + g−1σ−n/2y¯).
Set
H¯n;1(µ¯, ν¯, x¯, y¯) = a
−1gσn/2H1(µ, ν, x, y − 1),
H¯n;2(µ¯, ν¯, x¯, y¯) = ac(λσ)
nx¯+ gσ3n/2H2(µ, ν, x, y − 1),
where each of µ, ν (resp. x, y) is considered as a function of µ¯, ν¯ (resp. µ¯, ν¯, x¯, y¯).
Then, we have
(2.8)
Φ−1n ◦ ϕN+nΘn(µ¯,ν¯) ◦ Φn(x¯, y¯) =
(
y¯+H¯n;1(µ¯, ν¯, x¯, y¯),
− y¯3 + µ¯y¯ + ν¯ + H¯n;2(µ¯, ν¯, x¯, y¯)
)
.
It remains to show that H¯n;1 and H¯n:2 C
3-converge uniformly to zero on Σ¯×K
for any compact subset K in R2. It is not hard to show that the following holds on
Σ¯×K from (2.6) and (2.7),
x = O(λn), y − 1 = O(σ−n/2), µ = O(σ−n), ν = O(σ−n),
∂µ
∂α¯
= O(σ−n),
∂ν
∂α¯
= O(σ−3n/2),
∂x
∂β¯
= O(λnσ−n/2),
∂y
∂β¯
= O(σ−n/2),
(2.9)
where α¯ is either µ¯ or ν¯, and β¯ is either µ¯, ν¯, x¯ or y¯. Using these equalities, one can
prove our desired uniform C3-convergence.
To state it more precisely, we note first that the closure L of
⋃
n≥0Θn(Σ¯) in R
2
is compact. In fact, it is shown by the condition (ii) of Lemma 2.1. Thus, we have
the constants
σ−1
Σ¯
= max{σ−1µ,ν ; (µ, ν) ∈ L} < 1 and (σλ)Σ¯ = max{σµ,νλµ,ν ; (µ, ν) ∈ L} < 1
independent of µ, ν. Then, the equations in (2.9) imply
(2.10) ‖H¯n;1‖C3,Σ¯×K = O(σ−n/2Σ¯ ), ‖H¯n;2‖C3,Σ¯×K = O(σ
−n/2
Σ¯
) +O((σλ)nΣ¯).
For example, Taylor’s expansion of H2 up to the 4th order derivatives together with
(2.3) implies
H¯n;2 = O(λ
nσn) + σ3n/2
(
O(|µ| + |ν|+ |x|)2
+O(x(y − 1)) +O(|µ|+ |ν|)O(y − 1)2)
= O(λnσn) + σ3n/2
(
O(σ−2n) +O(σ−n/2λn) +O(σ−2n)
)
= O(λnσn) +O(σ−n/2).
Since ∂xH2 = O(σ
−n/2) and ∂yH2 = O(λn) +O(σ−3n/2), it follows that
∂y¯H¯n;2 = σ
3n/2
(
∂xH2
∂x
∂y¯
+ ∂yH2
∂y
∂y¯
)
= O(λnσn) +O(σ−n/2).
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The remaining cases for derivatives on H¯n;1, H¯n;2 up to the third order are verified
similarly. 
3. Dynamically defined Cantor sets for one-dimensional cubic maps
3.1. Affine Cantor sets for the N-map. We consider the N-map S on [−3/2, 3/2]
defined as
S(x) =


−3x− 3 for − 3/2 ≤ x < −1/2
3x for − 1/2 ≤ x ≤ 1/2
−3x+ 3 for 1/2 < x ≤ 3/2,
and estimate the thickness of subsets Km of [−3/2, 3/2] given as follows, which are
dynamically defined Cantor sets (Subsection 1.4) and do not contain the turning
points ±1/2 of S.
The following lemma is an analogous to the estimate for the tent map in [28,
§6.2].
Lemma 3.1. For any even number m ≥ 6, there exists a dynamically defined affine
Cantor set Km and an m-periodic point q = q(m) for S satisfying the following
conditions.
(i) Km does not have the turning points ±1/2 of S.
(ii) The end points of any gap of Km are eventually mapped to q.
(iii) There exists a compact neighborhood U ′ = U ′m of Km in (−3/2, 3/2) with
U ′ ∩ {−1/2, 1/2} = ∅ and ‖dSx‖ = 3 for any x ∈ U ′.
(iv) limm(even)→∞ τ(Km) =∞.
Proof. Let S1 = S|[−3/2,−1/2), S2 = S|[−1/2,1/2] and S3 = S|(1/2,3/2]. For any even
number m ≥ 6, we will show that there exists an m-periodic point q0 = q0(m) such
that 0 < q0 < 1/2 and
S2 ◦ S1 ◦ (S3 ◦ S1)m/2−2 ◦ S3 ◦ S2(q0) = q0.
Set S(m) = S2◦S1◦(S3◦S1)m/2−2◦S3◦S2. Then, the number xm = (1−1/3m−2)/2
is a zero-point of S(m). Since S(m)(1/2) = 3/2, by the Intermediate Value Theorem,
there exists q0 ∈ (xm, 1/2) with S(m)(q0) = q0.
The orbit of q0 is denoted by {qi}i=0,··· ,m−1, that is, qi+1 = S(qi), see Fig. 3.1.
To construct our desired Cantor set, we need some backward points defined as
q˜0 = S
−1
3 (q1), q˜m−1 = S
−1
2 (q˜0),
q˜m−j−2 =
{
S−11 (q˜m−j−1) for j = 0, 2, · · · ,m− 6,
S−13 (q˜m−j−1) for j = 1, 3, · · · ,m− 5.
These points are mapped eventually to the m-periodic orbit of q0 by the forward
iterations. Observe that these (eventually or proper) periodic points are ordered in
[−3/2, 3/2] as follows:
−3/2 < q2 < q˜4 < q4 < · · · < q˜m−2 < qm−2 < 0 < qm−1 < q˜m−1 < q0
< 1/2 < q˜0 < qm−3 < q˜m−3 < · · · < q3 < q˜3 < q1 < 3/2.
Using these points, we define the intervals:
• I0 = [q˜0, qm−3],
• I2i−1 = [q˜2i+1, q2i−1] and I2i = [q2i, q˜2i+2] for i = 1, · · · ,m/2− 2,
• Im−3 = [qm−2, S−11 (q2)] and Im−2 = [S−12 (q2), qm−1],
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Figure 3.1. The case of m = 6.
• Im−1 = [q˜m−1, q0].
For any integer n > 0, let
K(1)m :=
m−1⋃
i=0
Ii, K
(n)
m :=
(n−1⋂
i=0
S−i(K(1)m )
)
∩ [q2, q1].
Since S|
K
(n)
m
maps K
(n)
m affinely onto K
(n−1)
m , the limit Km := limn→∞K
(n)
m is a
dynamically defined affine Cantor set in the sense of Subsection 1.4. From our
definition of Km, one can check the assertions (i)-(iii) easily.
Due to the affine construction of {K(n)m }n≥1 as above, for any n > 0, the relation
between the bridges and the gaps in the n-generation K
(n)
m is the same as that in
the first generation K
(1)
m up to scale. Hence, for estimating the thickness of Km, it
suffices to consider the ratios of the lengths of the bridges and the gaps in the first
generation. We denote here the length of the gap between q˜0 and q0 by δ. Then,
the length of the bridge at q˜0 is 1− 2δ, and that at q0 is 2− 5δ. This implies that
τ(Km) = (1− 2δ)/δ. Since the points q˜0 and q0 depends on the even number m, δ
also does. In fact, since qm−2 = (S3 ◦ S1)m/2−2 ◦ S3 ◦ S2(q0) and q0 = 1/2− δ, the
direct calculation shows
qm−2 = −3m−2
(1
2
− δ
)
+
3
2
(3m−3 − 1).
Moreover, since S2 ◦ S1(qm−2) = q0,
δ =
22
3m − 1 .
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So, for any m ≥ 6, we obtain
τ(Km) ≥ 3
m − 45
22
.
This proves the assertion (iv). 
3.2. Dynamically defined Cantor sets for cubic maps. In this subsection,
we show that there is a conjugation between the N-map S given in the previous
subsection and the limit map given by the renormalization procedure from {ϕµ,ν}.
Our argument is an analogy of that in [28, Chapter 6.2], where the tent map is
conjugated to the logistic map obtained by the renormalization associated to a
quadratic tangency.
Let us consider the family of the one-dimensional cubic maps defined as
Fµ¯,ν¯(y¯) = −y¯3 + µ¯y¯ + ν¯.
Proposition 3.2. For (µ¯, ν¯) = (3, 0), the cubic map F = F3,0 on [−2, 2] is conju-
gate to the N-map S on [−3/2, 3/2].
Proof. Consider the homeomorphism h : [−3/2, 3/2] → [−2, 2] given by h(x) =
2 sin(pix/3). From the formula for triple angle, we have
F ◦ h(x) = −8 sin3(pix/3) + 6 sin(pix/3) = 2 sin(pix).
On the other hand, it is not hard to check that h ◦ S(x) = 2 sin(pix) for any
x ∈ [−3/2, 3/2]. This shows h ◦ S = F ◦ h. 
Proposition 3.3. For any even number m ≥ 6, there exists a dynamically defined
Cantor set K¯m ⊂ [−2, 2] and an m-periodic point q¯ = q¯(m) for F such that
(i) K¯m = Cl(
⋃
i≥0 F
−i(q¯)) has no critical points of F ;
(ii) there exists a neighborhood U of K¯m in [−2, 2] and a constant c > 0 such that,
for any integer n ≥ 0 and any y¯ ∈ [−2, 2] with F i(y¯) ∈ U (i = 0, 1, . . . , n− 1),
‖dFn(y¯)‖ ≥ 3nc;
(iii) limm(even)→∞ τ(K¯m) =∞.
Proof. Define K¯m = h(Km), where h is the homeomorphism given in Propo-
sition 3.2. The assertion (i) is obvious since the critical points of F are ±1
and h−1(±1) = ±1/2 6∈ Km. Let U ′ be the compact neighborhood of Km in
(−3/2, 3/2) \ {−1/2, 1/2} given in Proposition 3.1 (iii). Then, U = h(U ′) and the
constant c = c′2 satisfy the conditions of the assertion (ii), where 0 < c′ < 1 is a
constant with c′ ≤ ‖dhx‖ ≤ c′−1 for any x ∈ U ′.
Though the points x = ±3/2 are not contained in Km, any neighborhood of
these points intersects Km non-trivially for all sufficiently large even number m.
For a sufficiently small fixed δ > 0, h is a diffeomorphism on Iδ = [−3/2+δ, 3/2−δ].
We have the δ-dependent constant
c =
max{h′(x) : x ∈ Iδ}
min{h′(x) : x ∈ Iδ} > 0.
Note here that h(x) is essentially quadratic near x = ±3/2. Thus, one can show
that
τ(K¯m) ≥ τ(Km)
max{c, 4}
by using the argument in Palis-Takens [28, §6.2, p. 119]. This proves (iii). 
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4. Compatible foliations and Accompanying lemma
In this section, we will introduce a powerful scheme which is crucial in the proof
of Theorem A. A method of estimating the thickness of compatible stable and
unstable foliations along a transverse curve to show that these foliations have a
tangency has been already presented by Newhouse, Palis and Takens [26, 28]. We
also work along their line, but need a more elaborated method to prove Theorem
A. Especially, Accompanying Lemma (Lemma 4.1) given in Subsection 4.3 is very
useful to show that such a tangency is either contact-making or breaking with
respect to a certain one-parameter subfamily.
4.1. Compatible foliations. Let F be a foliation consisting of smooth curves in
the plane. A smooth curve σ in the plane is said to cross F exactly if each leaf of
F intersects σ transversely in a single point and any point of σ is passed through
by a leaf of F .
For some ε > 0, let {ϕt}−ε≤t≤ε be a one-parameter family in Diff3(R2) and {Λt}
a continuation of non-trivial basic sets of ϕt. Suppose that {pt} is a continuation of
saddle fixed points in Λt and {It} is a continuation of curves in W sloc(pt) which are
shortest among curves inW sloc(pt) containing Λt∩W sloc(pt). According to Lemma 4.1
in Kan-Koc¸ak-Yorke [16] based on results in Franks [7], there exists a continuation
of foliations Fut in the plane satisfying the following conditions. Such foliations are
said to be compatible with Wuloc(Λt), see Fig. 4.1.
(i) Each leaf of Wuloc(Λt) is a leaf of Fut .
(ii) It crosses Fut exactly.
(iii) Leaves of Fut are C3-curves such that themselves, their directions, and their
curvatures vary C1 with respect to any transverse direction and t.
Similarly, there exist foliations Gst compatible withW sloc(Λt). Note that the definition
of these foliations is slightly different from that of unstable and stable foliations in
a usual sense.
Figure 4.1. This is the case where Λt is given by
⋂∞
n=−∞ ϕ
n
t (R0∪
R1) for two curvilinear rectangle components R0, R1 of R ∩ ϕt(R)
for a rectangle R as above. The shaded regions contain Λt, and
the short vertical arcs represent leaves of Fut .
Let ρt be C
1-arcs in R2 C1-varying with respect to t and each of which contains
a subarc crossing Fu(k)t = ϕkt (Fut ) exactly for some integer k ≥ 0. By the condition
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(iii), the projection pi
u(k)
t : I
(k)
t = ϕ
k
t (It) −→ ρt along leaves of Fu(k)t is a C1-
diffeomorphism C1-depending on t. Note that each leaf of ϕk(Wuloc(Λt)) meets
I
(k)
t transversely in a single point. The restriction ϕ
k
t |It : It −→ I(k)t is a C3-
diffeomorphism transforming Λt ∩ It onto Λt ∩ I(k)t . The C1-diffeomorphisms pˆiu(k)t
defined by
(4.1) pˆi
u(k)
t = pi
u(k)
t ◦ ϕkt |It : It −→ ρt
C1-depend on t, see Fig. 4.2. Since ϕkt (W
u
loc(Λt)) ⊂ ϕkt (Wu(Λt)) = Wu(Λt), for
Figure 4.2. The case in which ϕt|W sloc(pt) is orientation-
preserving. For any point c0 ∈ It, c1 = ϕkt (c0) ∈ I(k)t ⊂ It and
c2 = pi
u(k)
t (c1) = pˆi
u(k)
t (c0) ∈ ρt.
each c ∈ Λt∩It, pˆiu(k)t (c) is contained in a leaf ofWu(Λt). Any leaf of Fu(k)t meeting
pˆi
u(k)
t (Λt ∩ It) non-trivially is called a Λt-leaf.
For any integer l ≥ 0 and a continuation of foliations Gst compatible with
W sloc(Λt), the C
1-diffeomorphism
(4.2) pˆi
s(l)
t = pi
s(l) ◦ ϕ−lt |Jt : Jt −→ ξt
is defined similarly, where Jt is a continuation of arcs in W
u(pt) crossing Gst exactly
and ξt are C
1-arcs C1-depending on t each of which contains a subarc crossing
Gs(l)t = ϕ−lt (Gst ) exactly.
From the definition of thickness, for any bridge B in It of the Cantor set Λt ∩
It, τ(Λt ∩ B) ≥ τ(Λt ∩ It). Since pˆiu(k)t is a C1-diffeomorphism, pˆiu(k)t is well
approximated by an affine map on any sufficiently short subinterval of It. Also
since the thickness of Cantor sets is invariant under affine transformations, for any
δ > 0, if the bridge B is sufficiently small, then
(4.3) τ(pˆi
u(k)
t (Λt ∩B)) > τ(Λt ∩ It)− δ.
4.2. Persistent contact-making and breaking tangencies. Let {ϕt} be a one-
parameter family of diffeomorphisms on the plane R2 with continuations of basic
sets Λ1,t,Λ2,t of ϕt (possibly Λ1,t = Λ2,t). Then, we say that {ϕt} has a contact-
making (resp. contact-breaking) tangency at t = t0 if ϕt0 has a quadratic tangency
rt0 associated with Λ1,t0 and Λ2,t0 such that transverse points of ϕt are generated
(resp. annihilated) in a small neighborhood N (rt0 ) of rt0 in R2. More precisely,
there exist continuations of curves lst ⊂W s(Λ1,t)∩N (rt0 ), lut ⊂Wu(Λ2,t)∩N (rt0 )
and a sufficiently small δ > 0 such that
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• lut ∩ lst = ∅ for t < t0 (resp. t > t0) with |t− t0| < δ,
• lut0 ∩ lst0 = {rt0},• lut meets lst non-trivially and transversely for t > t0 (resp. t < t0) with
|t− t0| < δ.
The family {ϕt} is said to exhibit persistent contact-making (resp. persistent contact-
breaking) tangencies if each ϕt has a contact-making (resp. contact-breaking) tan-
gency rt.
We consider the following situation for the above family {ϕt}. Suppose that
there exists a coordinate {(x¯, y¯) : −5/2 < x¯ < 5/2,−5/2 < y¯ < 5/2} on an open
subset U of R2 containing continuations P+t , P
−
t of saddle periodic points of ϕt with
P±t ≈ (∓2,±2). We also assume that local stable manifoldsW sloc(P±t ) ⊂ U are well
C1-approximated by the horizontal lines y¯ = ±2, and local unstable manifolds
Wuloc(P
±
t ) ⊂ U are contained in a sufficiently small neighborhood of the cubic curve
{(x¯,−x¯3 + 3x¯) : −5/2 < x¯ < 5/2}. Then, we say that a subfamily {ϕt}t0<t<t1
of {ϕt} exhibits cubically related persistent contact-making and contact-breaking
tangencies if, for any t ∈ (t0, t1), there exists a contact-making tangency r+t ∈
lu,+t ∩ls,+t and a contact-breaking tangency r−t ∈ lu,−t ∩ls,−t in U with r±t ≈ (±1,±2),
where ls,±t (resp. l
u,±
t ) are curves in W
s(Λ1,t) ∩ U (resp. Wu(Λ2,t) ∩ U) arbitrarily
C1-close to W sloc(P
±
t ) (resp. W
u
loc(P
±
t )). Figure 4.3 illustrates the cubically related
situation, see also Fig. 5.1 in Section 5.
Figure 4.3.
Here, we recall the standard method given by [26, 28] which guarantees the
existence of persistent tangencies. Suppose that {ϕt}−ε≤t≤ε is a one-parameter
family in Diff3(R2) with continuations of basic sets Λt and Γt admitting an unstable
foliation Fut compatible with Λt and a stable foliation Gst compatible with Γt. We
consider the situation where ϕt has continuations of saddle fixed points pt ∈ Λt and
qt ∈ Γt such that W sloc(pt) (resp. Wuloc(qt)) contains an arc It (resp. Jt) crossing
exactly Fut (resp. Gst ) and including pt (resp. qt) as an end point. Set Fu(k)t =
ϕkt (Fut ) and Gs(l)t = ϕ−lt (Gst ) for any integers k, l ≥ 0.
We suppose moreover that (i) the highest leaves of Fu(k)0 and Gs(l)0 have a qua-
dratic tangency r0 for some k, l, and (ii) for any t sufficiently close to 0, there exists
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a continuation of C1-curves ρt in R
2 containing two subarcs crossing Fu(k)t and Gs(l)t
exactly and such that Fu(k)t ∩Gs(l)t ∩ρt consists of tangencies of leaves in Fu(k)t and
Gs(l)t , see Fig. 4.4. Let pˆiu(k)t : It → ρt and pˆis(l)t : Jt → ρt be the C1-maps defined
as (4.1) and (4.2).
Figure 4.4.
In our argument, the following assumption is crucial.
(4.4) τ(Λt ∩ It) · τ(Γt ∩ Jt) > 1.
In Section 5, we will see that the assumption is satisfied in certain cases.
Let B0 be a bridge of Λ0 ∩ I0 such that an end point of B is mapped into the
highest leave of Fu(k)0 by pˆiu(k)0 . A bridge C0 of Γ0 ∩ J0 is given similarly. By (4.3),
if we choose B0, C0 sufficiently small, then τ(pˆi
u(k)
0 (Λ0 ∩B0)) · τ(pˆis(l)0 (Γ0 ∩C0)) > 1
holds. From the continuity of dynamically defined Cantor sets, we have
τ(pˆi
u(k)
t (Λt ∩Bt)) · τ(pˆis(l)t (Γt ∩ Ct)) > 1
for any t sufficiently close to 0, where Bt and Ct are the continuations of the
bridges based at B0, C0 respectively. Thus, Gap Lemma shows that pˆi
u(k)
t (Λt ∩
Bt) ∩ pˆis(l)t (Γt ∩ Ct) 6= ∅. Then, any point rt ∈ pˆiu(k)t (Λt ∩ Bt) ∩ pˆis(l)t (Γt ∩ Ct) is a
tangency of a Λt-leaf l
u
t of Fu(k)t and a Γt-leaf lst of Gs(l)t . Note that {rt} is not a
continuation on t, but one can suppose that each rt is contained in an arbitrarily
small neighborhood of r0 by taking the bridges B0, C0 sufficiently small. Since r0
is assumed to be a quadratic tangency, the leaves of Fu(k)0 and Gs(l)0 containing
r0 have the distinct curvatures at r0. From the continuity of the curvatures of
leaves of compatible foliations and the closeness of rt to r0, one can suppose that
the curvatures of lut and l
s
t at rt are mutually distinct. This means that rt is a
quadratic tangency.
Thus, we have shown that Wu(Λt) and W
s(Γt) have persistent quadratic tan-
gencies rt under the assumption (4.4). But, we have not shown yet that rt are
contact-making (or breaking). For the proof, we need Accompanying Lemma given
in the next subsection.
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4.3. Accompanying Lemma. We still work with the notation and situation of
the previous subsections. Suppose furthermore that there exist continuations of
saddle fixed points pˆt, qˆt of ϕt other than pt, qt such that W
s(pˆt) \ {pˆt} has a
subarc crossing Fu(k0)t = ϕk0t (Fut ) exactly and Wu(qˆt) \ {qˆt} has a subarc crossing
Gs(l0)t = ϕ−l0t (Gst ) exactly for some integers k0, l0 ≥ 0. If the integers k, l given in
Subsection 4.2 are much greater than k0, l0, then the λ-lemma implies thatW
u
loc(pˆt)
(resp. W sloc(qˆt)) is contained in a small neighborhood of Fu(k)t (resp. Gs(l)t ), see Fig.
4.5.
Figure 4.5. vu,⊥,vs,⊥ represent the velocity vectors dηut /dt(t0)
and dηst /dt(t0) respectively.
Here, we consider the case that the tangency rt0 of a Λt0-leaf l
u
t0 of Fu(k)t0 and
a Γt0-leaf l
s
t0 of Gs(l)t0 is sufficiently close to both Wuloc(pˆt0) and W sloc(qˆt0) for a
t0 ∈ (−ε, ε) . Then, there exists a segment σ meeting almost orthogonally all leaves
of Fu(k)t0 , those of Gs(l)t0 , Wuloc(pˆt0) and W sloc(qˆt0). For any t near t0, let ηut (resp.
ηst ) be the intersections of σ and arcs l
u
t in Λt-leaves of Fu(k)t (resp. lst in Γt-leaves
of Gs(l)t ) which define a continuation starting at lut0 (resp. lst0), see Fig. 4.6. Note
Figure 4.6.
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that ηut0 = η
s
t0 = rt0 . Propositions 1 and 2 in Pollicott [29] based on arguments in
[19, 20, 21] and others imply that {ηut } and {ηst } C1-vary on t. Fix a direction of σ
as shown in Fig. 4.5, and suppose that dηut /dt(t0)−dηst /dt(t0) is a non-zero vector.
If dηut /dt(t0) − dηst /dt(t0) has the direction same as that of σ, then rt0 must be a
contact-making tangency, and otherwise a contact-breaking tangency, for example
see Lemma 5.2. The continuations {ηut } and {ηst } are away from their epicenters
Λt and Γt. So, it may be difficult to estimate dη
u
t /dt(t) and dη
s
t /dt(t) by invoking
these basic sets. But, Accompanying Lemma as below suggests that dηut /dt(t) is
well approximated by the velocity vector dat/dt(t0) of the continuation {at}, where
at is the intersection point of W
u
loc(pˆt) with σ. A similar fact holds for dη
s
t /dt(t).
Lemma 4.1 (Accompanying Lemma). For any δ1 > 0, there exists an integer
j1 > 0 and ε0 > 0 such that any continuation {ηut } of crossing points of σ and
Λt-leaves of Fu(k0+j)t satisfies
(4.5)
∥∥∥dηut
dt
(t)− dat
dt
(t0)
∥∥∥ < δ1
if j ≥ j1 and |t− t0| < ε0.
The proof of this lemma is rather technical, so we defer it to Appendix. The
point at is connected directly to pˆt along W
u
loc(pˆt). This implicitly suggests that
dat/dt and hence dη
u
t /dt may be estimated from the behavior of pˆt.
5. Proof of Theorem A
5.1. Outline of the proof. We outline here the proof of Theorem A. Suppose
that ϕ ∈ Diff∞(R2) and {ϕµ,ν} ⊂ Diff∞(R2) satisfy the conditions of Theorem A.
That is, ϕ = ϕ0,0 is a diffeomorphism with a dissipative and linearizable saddle
fixed point p and such that Wu(p) and W s(p) has a cubic homoclinic tangency q
which unfolds generically with respect to {ϕµ,ν}. Our proof consists of the three
steps:
(i) there is a renormalization at cubic homoclinic tangencies whose limit dynamics
is the cubic map,
(ii) this map is conjugate to an N-map, and
(iii) the N-map has Cantor invariant sets with arbitrarily large thickness,
which is the cubic tangency version of Paris-Takens Theory [28] for one-parameter
family of diffeomorphisms with a quadratic tangency unfolding generically.
Let {pµ,ν} be a continuation of saddle fixed points of ϕµ,ν with p0,0 = p. For a
sufficiently large integer k > 0, ϕkµ,ν has an invariant set (see Fig. 1.1 (b)) containing
pµ,ν which defines a continuation of basic sets Λ
out
µ,ν of ϕµ,ν . From the continuity
of dynamically defined Cantor set, there exists α > 0 with τ(Λoutµ,ν ∩W s(pµ,ν)) > α
for any (µ, ν) near (0, 0), see Lemma 1.3.
In Subsection 2.1, we renormalize ϕµ,ν in a small neighborhood of q by using
a sequence of C4-diffeomorphisms Φn and that of reparametrizations Θn so that
the diffeomorphisms ψµ¯,ν¯,n on R
2 with ψµ¯,µ¯,n(x¯, y¯) = Φ
−1
n ◦ ϕN+nµ,ν ◦ Φn(x¯, y¯) C3-
converges to the endomorphism ψµ¯,ν¯ with ψµ¯,ν¯(x¯, y¯) = (y¯, Fµ¯,ν¯(y¯)) as n→∞, where
N is some fixed positive integer, Fµ¯,ν¯ is the cubic map with Fµ¯,ν¯(y¯) = −y¯3+ µ¯y¯+ ν¯
and (µ¯, ν¯) = Θ−1n (µ, ν), see Lemma 2.1. We note that ψµ¯,ν¯ has two fixed points
P±µ¯,ν¯ ≈ (∓2,±2) for any (µ¯, ν¯) near (3, 0). In particular, when (µ¯, ν¯) = (3, 0),
Wu(P+3,0) is equal to W
u(P−3,0) and it has quadratic tangencies with W
s(P+3,0) and
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W s(P−3,0), see Fig. 5.2. Moreover, for any even number m ≥ 6, each ψµ¯,ν¯,n has a
basic set Λmµ¯,ν¯,n and a saddle periodic point Q
m
µ¯,ν¯,n converging uniformly to a certain
basic set Λmµ¯,ν¯ and a saddle periodic point Q
m
µ¯,ν¯ of ψµ¯,ν¯ respectively as n→∞, see
Fig. 5.3.
To see that the inequality condition corresponding to (4.4) holds, we need to
show that τ(Λmµ¯,ν¯,n ∩Wu(Qmµ¯,ν¯,n)) > 1/α. In fact, this inequality is derived from
the limit inequality τ(Λm3,0 ∩ Wu(Qm3,0)) > 1/α when n is sufficiently large and
(µ¯, ν¯) is sufficiently close to (3, 0). This is accomplished by the two facts that (i)
the function F3,0 on [−2, 2] is conjugate to the N-map S on [−3/2, 3/2] defined in
3.1 via the homeomorphism h : [−3/2, 3/2] −→ [−2, 2] with h(x) = 2 sin(pix/3)
(Proposition 3.2) and (ii) the dynamically defined Cantor set Km in [−3/2, 3/2]
for S corresponding to Λm3,0 satisfies limm(even)→∞ τ(Km) = ∞ (Lemma 3.1 (iv)).
Thus, for any sufficiently large even number m, we have the inequality
τ(Λoutµ,ν ∩W s(pµ,ν)) · τ(Λmµ¯,ν¯,n ∩Wu(Qmµ¯,ν¯,n)) > 1
corresponding to (4.4).
Figure 5.1. The upper vu,⊥, vs,⊥ represent dηu,+t /dt(t)
and dηs,+t /dt(t) respectively. The lower v
u,⊥, vs,⊥ represent
dηu,−t /dt(t) and dη
s,−
t /dt(t). The tangencies r
±
c¯(t),n are indicated
shortly by r±.
In Subsection 5.2, we will show that, for an unstable foliation Fuµ,ν compatible
with Λoutµ,ν , W
s(P+µ¯,ν¯,n) \ {P+µ¯,ν¯,n} has a subarc crossing Fu(k0)µ,ν = ψk0µ¯,ν¯,n(Fuµ,ν) ex-
actly, where the Φ−1n -image of Fuµ,n is also denoted by the same notation. Thus,
if i is sufficiently greater than k0, a small neighborhood of Fu(i)µ,ν in the x¯y¯-plane
contains Wuloc(P
+
µ¯,ν¯,n), see Fig. 5.1. On the other hand, one can choose a sta-
ble foliation Gsµ¯,ν¯,n compatible with Λmµ¯,ν¯,n so that both Wu(P+µ¯,ν¯,n) \ {P+µ¯,ν¯,n} and
Wu(P−µ¯,ν¯,n)\{P−µ¯,ν¯,n} have subarcs crossing Gsµ¯,ν¯,n exactly. Thus, for any sufficiently
large integer, we have two foliations Gs(i),±µ¯,ν¯,n obtained by shortening the leaves of
ψ−2i(Gsµ¯,ν¯,n) as illustrated in Fig. 5.1.
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Let us here give the Table 1 which may be helpful to read the remaining parts
of this section. The above basic sets/foliations and related saddle points in this
section are listed as pairs in the first column, and corresponding pairs of notations
given in Sections 4 are listed in the second column of Table 1.
Subsections 5.1, 5.3 Subsection 4.3
(Λoutµ,ν , pµ,ν) (Λt, pt)
(Λmµ¯,ν¯,n, Q
m
µ¯,ν¯,n) (Γt, qt)
(Fu(i)µ,ν , P+µ¯,ν¯,n) (Fu(k)t , pˆt)
(Gs(i),±µ¯,ν¯,n , P±µ¯,ν¯,n) (Gs(l)t , qˆt)
Table 1.
For any n not less than some integer n0 > 0, there exists (µ¯1, ν¯1) near (3, 0)
such that the highest (resp. lowest) leaves of Fu(i)µ1,ν1 and Gs(i),+µ¯1,ν¯1,n (resp. Gs(i),−µ¯1,ν¯1,n)
have a quadratic tangency. Here, we use the fact that our family {ϕµ,ν} has two
parameters essentially to obtain these two quadratic tangencies simultaneously. As
was seen in Subsection 4.2, for any (µ¯, ν¯) in a sufficiently small open neighborhood
Nn of (µ¯1, ν¯1), Fu(i)µ,ν and Gs(i),+µ¯,ν¯,n (resp. Gs(i),−µ¯,ν¯,n ) have a quadratic tangency r+µ¯,ν¯,n
(resp. r−µ¯,ν¯,n). From the definition of Θn, we know that Θn(Nn) converges to the
origin 0 of the µν-plane as n→∞. Thus, O = ⋃n≥n0 Θn(Nn) is an open set with
Cl(O) ∋ 0.
For any (µ¯, ν¯) ∈ Nn, consider a regular curve c : (−δ, δ) −→ Θn(Nn) such that
c¯(t) = Θ−1n ◦ c(t) = (µ¯, ν¯+ t) for a small δ > 0. For any t0 ∈ (−δ, δ) and • := ±, let
{ηu,•t }, {ηs,•t } be continuations based at the quadratic tangency r•c¯(t0),n defined as
in Subsection 4.3 with respect to the vertical segment σ• passing though r•c¯(t0),n.
By using Accompanying Lemma (Lemma 4.1), we show in Subsection 5.3 that the
velocity vectors of ηu,•t and η
s,•
t satisfy dη
u,•
t /dt(t0)−dηs,•t /dt(t0) ≈ (0, 9/10). This
implies that r+c¯(t0),n is a contact-making tangency and r
−
c¯(t0),n
is a contact-breaking
tangency with respect to the one-parameter family {ψc¯(t),n} and hence to {ϕc(t)}.
This ends the outline of proof which will be given in the next subsections.
5.2. Basic sets with large stable thickness. Now, we begin full-fledged discus-
sions to show Theorem A from this subsection.
Let {ϕµ,ν} be any two-parameter family of diffeomorphisms on the plane satis-
fying the conditions in Setting 1.1. For any n ≥ 0 and (µ¯, ν¯) ∈ Σ¯ = [0, 4]× [−1, 1],
let ψµ¯,ν¯,n be the diffeomorphism on the plane defined by
(5.1) ψµ¯,µ¯,n(x¯, y¯) = Φ
−1
n ◦ ϕN+nΘn(µ¯,ν¯) ◦ Φn(x¯, y¯).
By Lemma 2.1, the sequence {ψµ¯,ν¯,n}n C3-converges as (x¯, y¯, µ¯, ν¯)-functions to the
endomorphism ψµ¯,ν¯ on R
2 defined by ψµ¯,ν¯(x¯, y¯) = (y¯, Fµ¯,ν¯(y¯)), where
Fµ¯,ν¯(y¯) = −y¯3 + µ¯y¯ + ν¯.
Proposition 5.1. For any even number m ≥ 6, there exists a neighborhood N of
(3, 0) in Int(Σ¯) and an integer n0 > 0 satisfying the following conditions.
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(i) For any (µ¯, ν¯) ∈ N and any integer n ≥ n0, ψµ¯,ν¯,n has two 2-periodic points
P±µ¯,ν¯,n, an m-periodic point Qmµ¯,ν¯,n and a Cantor invariant set Λ
m
µ¯,ν¯,n with
{P±µ¯,ν¯,n} → (±2,∓2), {Qmµ¯,ν¯,n} → (q¯(m), F (q¯(m))) and {Λmµ¯,ν¯,n} → Λm3,0 =
{(y¯, F (y¯)) : y¯ ∈ K¯m} as (µ¯, ν¯) → (3, 0) and n → ∞, where F = F3,0 and
q¯ = q¯(m) is the m-periodic point of F given in Proposition 3.3. Moreover,
Λmµ¯,ν¯,n is a basic set containing Q
m
µ¯,ν¯,n.
(ii) For any n ≥ n0, the stable thickness τmµ¯,ν¯,n of the Cantor set Λmµ¯,ν¯,n∩Wu(Qmµ¯,ν¯,n)
is greater than an arbitrarily given constant if we take m sufficiently large and
N sufficiently small.
Proof. The points P±3,0 = (∓2,±2) are 2-periodic saddle points for ψ3,0. Consider
the arcs I˜i = {(y¯, F (y¯)) : y¯ ∈ h(Ii)} (i = 0, 1, · · · ,m − 1) contained in the cubic
curve l = Im(ψ3,0) as in Fig. 5.2, where h is the homeomorphism given in the proof
of Proposition 3.2 and Ii are the intervals given in the proof of Lemma 3.1. Note
that the point Qm3,0 = (q¯(m), F (q¯(m))) is an an m-periodic of ψ3,0 contained in the
boundary of I˜m−1.
Figure 5.2. The case of m = 6.
Now, we show the existence of a basic set Λmµ¯,ν¯,n satisfying the conditions as
above by using arguments similar to those in Proposition 1 in [28, §6.3]. Take
mutually disjoint and sufficiently thin neighborhoods Ui of I˜i (i = 0, 1, · · · ,m− 1)
such that, for any horizontal line γ with γ ∩Ui 6= ∅, the intersection γ ∩Ui consists
of a single short segment. For each point p of Um =
⋃m−1
i=0 Ui, we take the unstable
cone so that it does not contains the horizontal direction. Moreover, when the
point p is in the cubic curve l, we take the unstable cone so that it contains the
tangent direction of l. By Proposition 3.3 (ii), the set Λm3,0 as above is an expanding
hyperbolic set for ψ3,0|l. It follows that there exists an integer n(m) > 0 and a
constant C > 1 such that, for any p ∈ Um with ψi3,0(p) ∈ Um for i = 1, . . . , n(m),
‖dψn(m)3,0 (v)‖ ≥ C‖v‖ for any v in the unstable cone at p. This implies that, for all
sufficiently large integer n > 0 and any (µ¯, ν¯) sufficiently close to (3, 0), the vectors
in the unstable cones are eventually growing with respect to ψµ¯,ν¯,n if they do not
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leave Um. The corresponding fact for the stable cones is evident. From these facts,
we have an hyperbolic invariant set Λmµ¯,ν¯,n for ψµ¯,ν¯,n in Um with {Λmµ¯,ν¯,n} → Λm3,0 and
containing an m-periodic point Qmµ¯,ν¯,n which converges to Q
m
3,0 as (µ¯, ν¯) → (3, 0),
n→∞. One can prove that the Λmµ¯,ν¯,n is a basic set by using the Markov partition
for ψµ¯,ν¯,n consisting of m boxes which are near Um, see [28, Appendix 2] for details.
The assertion (ii) is verified by using Proposition 3.3 (iii) together with the con-
tinuity of thickness (Theorem 1 in [28, §4.3]). 
By Proposition 5.1, one can choose an even numberm ≥ 6, an open neighborhood
N of (3, 0) and an integer n0 > 0 so that, for any (µ¯, ν¯) ∈ N , n ≥ n0 and i ≥ 0,
(5.2) τmµ¯,ν¯,n ≥
2
α
,
where α > 0 is the constant given in Lemma 1.3. The even number m satisfying
(5.2) is fixed throughout the remainder of this section. However, we may retake
the neighborhood N of (3, 0) by a smaller one and the integer n0 by a larger one
as needed.
For any sufficiently large integer n > 0, there exists a foliation Gsµ¯,ν¯,n compatible
withW sloc(Λ
m
µ¯,ν¯,n) such that bothW
u(P+µ¯,ν¯,n) andW
u(P−µ¯,ν¯,n) have subarcs crossing
Gsµ¯,ν¯,n exactly, see Fig. 5.3. For any sufficiently large integer i > 0, one can have
Figure 5.3. The gray curve represents Wuloc(Q
m
µ¯,ν¯,n). The short
segments are leaves of W sloc(Λ
m
µ¯,ν¯,n).
foliations Gs(i),±µ¯,ν¯,n obtained by shortening the leaves of ψ−2iµ¯,ν¯,n(Gsµ¯,ν¯,n) so that each leaf
of Gs(i),±µ¯,ν¯,n is contained in a small neighborhood of γ±µ¯,ν¯,n respectively, where γ±µ¯,ν¯,n
are arcs inW s(P±µ¯,ν¯,n) such that the end points of γ
+
µ¯,ν¯,n are close to (−5/2, 2), (2, 2)
and those of γ−µ¯,ν¯,n are close to (−2,−2), (5/2,−2), see Fig. 5.4.
In any case that µ¯, ν¯, n and µ, ν appear simultaneously, for just simplicity,
Θn(µ¯, ν¯) will be denoted by (µ, ν). For a subset A of the xy-plane, the inverse
image Φ−1n (A) in the x¯y¯-plane will be also denoted by A.
Let Λoutµ,ν be the basic invariant set of ϕµ,ν , and O1 the neighborhood of (0, 0)
in the µν-plane given in Lemma 1.3. We may assume that Θn(N ) ⊂ O1 for any
n ≥ n0. Let Fuµ,ν be a foliation compatible with Wuloc(Λoutµ,ν). As in the proof of
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Figure 5.4.
Proposition 1 in [28, §6.4], there exists a compact arc σsµ¯,ν¯,n in W s(P+µ¯,ν¯,n) contain-
ing P+µ¯,ν¯,n and converging as n→∞ to an arc in W s(pµ,ν) which contains at least
one fundamental domain ofW s(pµ,ν). Moreover, an argument as in [28, p. 129, Re-
mark 1] shows that, for all sufficiently large n and some j > 0, ϕ
−(n+j)
µ,ν (σsµ¯,ν¯,n) meets
Fuµ,ν non-trivially and transversely. From this fact together with the λ-lemma, one
can have a foliation Fu(i)µ,ν obtained by shortening the leaves of ψ2iµ¯,ν¯,n(Fuµ,ν) such
that each leaf of Fu(i)µ,ν is contained in a small neighborhood of a compact arc in
Wu(P+µ¯,ν¯,n) passing through P
+
µ¯,ν¯,n and ending at a point near P
−
µ¯,ν¯,n if i is an in-
teger sufficiently greater than j. Note that W s(P+µ¯,ν¯,n) has a subarc crossing Fu(i)µ,ν
exactly, see Fig. 5.4 again.
5.3. Existence of persistent contact-making and breaking tangencies. In
this section, we will benefit from Accompanying Lemma in Subsection 4.3. Table 1
in Subsection 5.1 may be helpful for the reader to grasp the correspondence between
our settings here and general settings in Subsection 4.2 and 4.3.
Recall that P±µ¯,ν¯ = (x¯
±
1 , y¯
±
1 ) are fixed points of the endomorphism ψ
2
µ¯,ν¯ defined
by
ψ2µ¯,ν¯(x¯, y¯) = (Fµ¯,ν¯(y¯), F
2
µ¯,ν¯(y¯)).
Thus,
y¯±1 = −(−(y¯±1 )3 + µ¯y¯±1 + ν¯)3 + µ¯(−(y¯±1 )3 + µ¯y¯±1 + ν¯) + ν¯.
By regarding y¯±1 as functions of (µ¯, ν¯) satisfying the above equation and applying
the Implicit Function Theorem to y¯±1 , one can show at µ¯ = 3, ν¯ = 0, y¯
±
1 = ±2 that
(5.3)
∂y¯±1
∂µ¯
= ±1
4
and
∂y¯±1
∂ν¯
=
1
10
.
The critical points of Fµ¯,ν¯(y¯) are c
±
µ¯,ν¯ = ±
√
µ¯/3. In the cases when ν¯ = 0 and
µ¯ = 3, we have respectively
Fµ¯,0(c
±
µ¯,0) = ±
2
3
√
3
µ¯3/2 and F3,ν¯(c
±
3,ν¯) = ν¯ ± 2.
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These imply that
(5.4)
d
dµ¯
Fµ¯,0(c
±
µ¯,0)
∣∣∣∣
µ¯=3
= ±1 and d
dν¯
F3,ν¯(c
±
3,ν¯)
∣∣∣∣
ν¯=0
= 1.
For a fixed (µ¯0, ν¯0) near (3, 0), let rµ¯0,ν¯0 be a point in a Λ
m
µ¯0,ν¯0,n-leaf l
s
µ¯0,ν¯0 of
Gs(i),+µ¯0,ν¯0,n. Recall that, as was defined in Subsection 4.1, lsµ¯0,ν¯0 being a Λmµ¯0,ν¯0,n-leaf
means that lsµ¯0,ν¯0 is contained in a leaf of W
s(Λmµ¯0,ν¯0,n). Suppose that σ is a short
segment passing through lsµ¯0,ν¯0 at rµ¯0,ν¯0 and parallel to the y¯-axis. For any µ¯ near
µ¯0, let η
s
µ¯,ν¯0 be the intersection point of σ and a µ¯-continuation l
s
µ¯,ν¯0 ⊂W s(Λmµ¯,ν¯0,n)
based at lsµ¯0,ν¯0 , see Fig. 5.5. In particular, η
s
µ¯0,ν¯0 = rµ¯0,ν¯0 . Then, the velocity vector
Figure 5.5.
v
s,⊥
µ¯0 (rµ¯0,ν¯0) of η
s
µ¯,ν¯0 at rµ¯0,ν¯0 is defined by
v
s,⊥
µ¯ (rµ¯0,ν¯0) =
dηsµ¯,ν¯0
dµ¯
(µ¯0).
The velocity vector vs,⊥ν¯ (rµ¯0,ν¯0) is defined similarly. Let {aµ¯,ν¯0,n}n be a sequence
of the intersection points of σ and W s(P+µ¯,ν¯0,n), which C
3-converges to a point
aµ¯,ν¯0 ∈ W s(P+µ¯,ν¯0) ∩ σ as n → ∞. Since W s(P+µ¯,ν¯0) is the horizontal line passing
through P+µ¯,ν¯0 , the y¯-entry of the coordinate of aµ¯,ν¯0 is y¯
+
1 (µ¯, ν¯0). It follows from
this fact and (5.3) that
v
s,⊥
µ¯ (rµ¯0,ν¯0) ≈
daµ¯,ν¯0,n
dµ¯
(µ¯0) ≈ daµ¯,ν¯0
dµ¯
(µ¯0) =
(
0,
∂y¯+1
∂µ¯
(µ¯0, ν¯0)
)
≈
(
0,
1
4
)
,
where the first approximation is given by Accompanying Lemma (Lemma 4.1).
Similarly, for any point r in a Λmµ¯,ν¯,n-leaf of Gs(i),+µ¯,ν¯,n (resp. Gs(i),−µ¯,ν¯,n ), Accompanying
Lemma together with (5.3) implies
(5.5) vs,⊥µ¯ (r) ≈
(
0,
1
4
) (
resp.
(
0,−1
4
))
and vs,⊥ν¯ (r) ≈
(
0,
1
10
)
.
For any point rµ¯0,ν¯0 of Λ
out
µ0,ν0 -leaf l
u
µ¯0,ν¯0 of Fu(i)µ0,ν0 , the velocity vector vu,⊥µ¯ (rµ¯0,ν¯0)
(resp. vu,⊥ν¯ (rµ¯0,ν¯0)) can be defined in the same manner as above by using the inter-
section point ηuµ¯,ν¯0 (resp. η
u
µ¯0,ν¯) of a short vertical segment σ passing through rµ¯0,ν¯0
and a µ¯-continuation luµ¯,ν¯0 (resp. a ν¯-continuation l
u
µ¯0,ν¯) based at l
u
µ¯0,ν¯0 . Let b
+
µ¯,ν¯,n
(resp. b−µ¯,ν¯,n) be the maximal (resp. minimal) point of the highest (resp. lowest) leaf
of Fu(i)µ,ν . Let r be any point in Λoutµ,ν-leaf of Fu(i)µ,ν near b+µ¯,ν¯,n (resp. b−µ¯,ν¯,n). Again,
by Accompanying Lemma together with (5.4),
(5.6) vu,⊥µ¯ (r),v
u,⊥
ν¯ (r) ≈ (0, 1)
(
resp. vu,⊥µ¯ (r) ≈ (0,−1), vu,⊥ν¯ (r) ≈ (0, 1)
)
.
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Figure 5.6. The numbers 1, 1/4, 1/10 associated to the vectors
are approximate values of their lengths.
Figure 5.6 illustrates the approximations (5.5) and (5.6).
Lemma 5.2. For a sufficiently small ε > 0, suppose that c¯ : (−ε, ε) −→ R2 is the
parametrization of the curve in the µ¯ν¯-plane such that c¯(t) = (µ¯, t+ ν¯). Let r be a
tangency of a Λoutc(t0)-leaf of F
u(i)
c(t0)
and a Λmc¯(t0),n-leaf of G
s(i),±
c¯(t0),n
for some t0 ∈ (−ε, ε).
Then, the following (i) and (ii) hold.
(i) If the position of r is sufficiently close to b+c¯(t0),n, then r is a contact-making
tangency with respect to {ψc¯(t),n}.
(ii) If the position of r is sufficiently close to b−c¯(t0),n, then r is a contact-breaking
tangency with respect to {ψc¯(t),n}.
Proof. (i) Suppose that r is sufficiently close to b+c¯(t0),n. If necessary reparametrizing
c, one can suppose that t0 = 0 and hence c(t0) = c(0) = (µ¯, ν¯). By (5.5) and (5.6),
v
u,⊥
ν¯ (r) − vs,⊥ν¯ (r) ≈ (0, 9/10).
For any sufficiently small ∆t > 0, let σˆ be a short vertical segment in the x¯y¯-plane
such that, for the t-continuations {ηˆuc¯(t)}, {ηˆsc¯(t)} with ηˆuc¯(t) ∈ σˆ∩luc¯(t), ηˆsc¯(t) ∈ σˆ∩lsc¯(t),
dist(ηˆuc¯(∆t), ηˆ
s
c¯(∆t)) has the maximum value among all short vertical segments near
σ. Since leaves of Fu(i)c(t) and Gs(i),+c¯(t),n vary C1 with respect to t and the σ-direction,
the move from luc¯(t) to l
u
c¯(t+∆t) and that from l
s
c¯(t) to l
s
c¯(t+∆t) are well approximated
by parallel translations in a small neighborhood of r. This implies that vˆu,⊥ν¯ (rˆ
u)−
vˆ
s,⊥
ν¯ (rˆ
u) is also well approximated by (0, 9/10), where vˆu,⊥ν¯ (rˆ
u), vˆs,⊥ν¯ (rˆ
s) are the
velocity vectors of {ηˆuc¯(t)} and {ηˆsc¯(t)} at rˆu = ηˆuc¯(0) and rˆs = ηˆsc¯(0) respectively.
Here, we note that dist(σ, σˆ) = O(∆t) and hence dist(rˆu, rˆs) = O(∆t2). Thus, the
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position of ηˆuc¯(∆t) is higher than that of ηˆ
s
c¯(∆t) by 9∆t/10 approximately, see Fig.
5.7 (a).
Figure 5.7. (a) The case of ∆t > 0. (b) The case of ∆t < 0.
As was seen in Subsection 4.2, r is a quadratic tangency and hence we may
assume that the curvature of luc¯(0) at r is greater than that of l
s
c¯(0). From the
continuity of the curvatures of leaves of compatible foliations, one can suppose that
the infimum of the curvatures of luc¯(∆t) in a small neighborhood N (r) of r is greater
than the supremum of those of lsc¯(∆t) for any sufficiently small ∆t > 0. This shows
that luc¯(∆t) meets l
s
c¯(∆t) transversely in N (r).
Now, we consider the case in which ∆t < 0. By the argument similar to that
as above, it is shown that luc¯(∆t) ∩ lsc¯(∆t) ∩N (r) = ∅ when |∆t| is sufficiently small,
see Fig. 5.7 (b). Here, a short vertical segment σˆ is taken so that dist(ηˆuc¯(∆t), ηˆ
s
c¯(∆t))
has the minimum value among all short vertical segments near σ.
It follows that r is a contact-making tangency with respect to {ψc¯(t),n}.
(ii) Next, we suppose that r is close to b−c¯(t0),n. The situation in the case of ∆t > 0
(resp. ∆t < 0) is shown by turning Fig. 5.7 (b) (resp. Fig. 5.7 (a)) upside down. This
proves that r is a contact-breaking tangency with respect to {ψc¯(t),n}. 
5.4. Proof of Theorem A. With the notation and definitions as above, we prove
Theorem A.
For a fixed µ¯0 < 3 with (µ¯0, 0) ∈ N , one can choose n0 and i0 so that b+µ¯0,0,n
is lower than Gs(i),+µ¯0,0,n and b−µ¯0,0,n is higher than G
s(i),−
µ¯0,0,n
if n ≥ n0 and i ≥ i0. The
relations (5.5) and (5.6) guarantee that one can have the first value ν¯0 by increasing
ν¯ from zero such that the highest leaf of Fu(i)µ0,ν0 touches that of Gs(i),+µ¯0,ν¯0,n near b+µ¯0,ν¯0,n.
Consider a continuous function f¯(µ¯) defined on µ¯ ≥ µ¯0 with f¯(µ¯0) = ν¯0 such
that the highest leaves of Gs(i),+
µ¯,f¯(µ¯),n
and Fu(i)µ,f(µ) keep the tangency.
Lemma 5.3. The function f¯ is strictly decreasing.
Proof. By (5.5) and (5.6), for any sufficiently small ∆µ¯,∆ν¯, the height of the highest
leaf of Fu(i)µ+∆µ,ν+∆ν (resp. Gs(i),+µ¯+∆µ¯,ν¯+∆ν¯,n) in a small neighborhood of b+µ¯,ν¯,n relative
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to that of Fu(i)µ,ν (resp. Gs(i),+µ¯,ν¯,n ) is ∆µ¯ + ∆ν¯ (resp. ∆µ¯/4 + ∆ν¯/10) approximately.
Then, from the definition of f¯ ,
∆µ¯+∆f¯(µ¯) ≈ 1
4
∆µ¯+
1
10
∆f¯(µ¯),
where ∆f¯(µ¯) = f¯(µ¯ + ∆µ¯) − f¯(µ¯). It follows that ∆f¯(µ¯) ≈ −5∆µ¯/6 < 0 for any
∆µ¯ > 0. Thus, f¯ is strictly decreasing. 
Proof of Theorem A. By Lemma 5.3, the level of b−
µ¯,f¯(µ¯),n
is also strictly decreasing.
More strictly, the proof of the lemma implies that the difference of the level is ap-
proximated by −∆µ¯− 5∆µ¯/6 = −11∆µ¯/6. Thus, we have (µ¯1, ν¯1) = (µ¯1, f¯(µ¯1)) ∈
N such that not only the highest leaves of Gs(i),+µ¯1,ν¯1,n and Fu(i)µ1,ν1 but also the lowest
leaves of Gs(i),−µ¯1,ν¯1,n and Fu(i)µ1,ν1 admit tangencies, see Fig. 5.8.
Figure 5.8.
By Lemma 1.3 and (5.2),
τ(Λoutµ1,ν1 ∩W s(pµ1,ν1)) · τmµ¯1,ν¯1,n > 1.
As was seen in Subsection 4.2, the standard theory of Newhouse [26] and Palis-
Takens [28] implies the existence of an open neighborhood Nn ⊂ N of (µ¯1, ν¯1) such
that, for any (µ¯, ν¯) ∈ Nn, Gs(i),+µ¯,ν¯,n and Fu(i)µ,ν have respectively a Λmµ¯,ν¯,n-leaf and a
Λoutµ,ν-leaf admitting a quadratic tangency bˆ
+
µ¯,ν¯,n near b
+
µ¯,ν¯,n, and Gs(i),−µ¯,ν¯,n and Fu(i)µ,ν
also have respectively a Λmµ¯,ν¯,n-leaf and a Λ
out
µ,ν-leaf admitting a quadratic tangency
bˆ−µ¯,ν¯,n near b
−
µ¯,ν¯,n. For any (µ¯, ν¯) ∈ Nn, consider the vertical curve c¯ : (−ε, ε) −→ Nn
defined by c¯(t) = (µ¯, t + ν¯) for a small ε > 0. By Lemma 5.2, for any t ∈ (−ε, ε),
bˆ+c¯(t),n is a contact-making tangency and bˆ
−
c¯(t),n is a contact-breaking tangency with
respect to ψc¯(t),n.
By Lemma 2.1 (ii), the union O = ⋃∞n=n0 Θn(Nn) is an open set in the µν-
plane with Cl(O) ∋ (0, 0). For any (µ, ν) ∈ Θn(Nn), let c : (−ε, ε) −→ O be
the curve defined by c(t) = Θn(c¯(t)). By the relation (5.1), tangencies of ψc¯(t),n
are transformed to those of ϕc(t). Thus, the one-parameter family {ϕc(t)} exhibits
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both persistent contact-making and contact-braking tangencies. This completes
the proof. 
6. Proof of Theorem B
In this section, we prove the second main theorem. Our proof is based on results
in Wang-Young [35].
6.1. Strange attractors and SRB measures. First of all, we recall the defini-
tions of strange attractors and SRB measures.
Definition 6.1. An invariant set Ω of a 2-dimensional diffeomorphism is called a
strange attractor if it satisfies the following conditions.
• There exists a saddle point p ∈ Ω such that the unstable manifold Wu(p)
has dimension 1 and Cl(Wu(p)) = Ω.
• There exists an open neighborhood U of Ω such that {fn(U)}∞n=1 is a
decreasing sequence with Ω =
⋂∞
n=1 f
n(U).
• There exists a point z0 ∈ Ω whose positive orbit is dense in Ω and a non-zero
vector v0 ∈ Tz0(R2) with
(6.1) ‖dϕnz0(v0)‖ ≥ ecn‖v0‖
for any integer n ≥ 0 and some constant c > 0.
We say that ϕ has a positive Lyapunov exponent at z0 if there exists a non-zero
vector v0 ∈ Tz0(R2) satisfying the inequality (6.1). A ϕ-invariant, Borel probability
measure µ with supp(µ) = Ω is called an SRB measure supporting Ω if ϕ has a
positive Lyapunov exponent µ-almost everywhere and the conditional measures of
µ on unstable manifolds are absolutely continuous with respect to the Lebesgue
measure on these manifolds.
6.2. Wang-Young’s Theorems for the existence of strange attractors. For
closed intervals I, J , consider a two-parameter family of C4-diffeomorphisms Tα,β :
[−1, 1]×I −→ R2 C4-depending on the parameters (α, β) ∈ J×(0, 1]. Furthermore,
we suppose that Tα,β has the form
(6.2) Tα,β : (x, y) 7−→
(
βu(x, y, α, β), F (x, y, α) + βv(x, y, α, β)
)
,
where the C3-norms of u, v are uniformly bounded as maps of x, y, α for all β ∈
(0, 1]. Let Fα : I → R be the function defined by Fα(y) = F (0, y, α) and Cα the
critical point set {y ∈ I;F ′α(y) = 0} of Fα. In the case that Fα(y) = 1 − αy2, the
family {Tα,β} is well known as a quadratic He´non-like family, see [1, 25] and [28,
§6.3]. When {Fα} is a family of cubic polynomials, we say that the family {Tα,β}
is cubic polynomial-like.
Now, we consider the case in which Fα(I) ⊂ I and Cα consists of continuations
c
(1)
α , . . . , c
(n)
α . Then, the complement I \ Cα consists of the continuations of the
intervals I
(0)
α , I
(1)
α , . . . , I
(n)
α . We say that p ∈ I has the same symbolic dynamics
with respect to Fα as that of q ∈ I with respect to Fα∗ if they have the same
itinerary. That is, for any integer k ≥ 0, F kα (p) ∈ I(i)α (resp. F kα (p) = c(j)α ) if and
only if F kα∗(q) ∈ I(i)α∗ (resp. F kα∗(q) = c(j)α∗ ).
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Definition 6.2. We say that the family {Tα,β} satisfies the Wang-Young condition
if the following three conditions (a)-(c) hold for some α∗ ∈ J . These conditions
correspond to the Steps I, II and IV in [35, §1.1] respectively (see also [35, §1.5]).
(The two parameter family Tα,β as above satisfies the condition corresponding to
the Step III in [35] by itself.)
(a) The image Fα∗(I) is contained in the interior Int(I), and Fα∗ satisfies the
Misiurewicz conditions on I, that is, (i) F ′′α∗(y) 6= 0 for all y ∈ Cα∗ , (ii)
Fα∗ has negative Schwarzian derivative on I \ Cα∗ , (iii) there exists no ele-
ment y ∈ I with Fmα∗(y) = y and |(Fmα∗)′(y)| ≤ 1 for any m > 0 and (iv)
infm>0 dist(F
m
α∗(y), Cα∗) > 0 for all y ∈ Cα∗ .
(b) The one-parameter family {Fα} satisfies the transversality condition at α = α∗,
that is,
d
dα
p(α∗) 6= d
dα
Fα(y(α))
∣∣∣
α=α∗
for any continuation of critical points y(α) ∈ Cα, where p(α) is a unique point
of I which has the same symbolic dynamics with respect to Fα as that of
Fα∗(y(α∗)) with respect to Fα∗ .
(c) The function Fα∗ satisfies the non-degeneracy condition, that is,
∂
∂x
F (0, y, α∗) 6= 0 whenever F ′α∗(y) = 0.
Main theorems in Wang-Young [35] are summarized as follows.
Theorem 6.3 ([35]). If a two-parameter family Tα,β as above satisfies the Wang-
Young condition, then there exists a positive measure set ∆ ⊂ J × (0, 1] satisfying
the following conditions.
(i) For all sufficiently small β > 0, ∆β := {α ∈ J ; (α, β) ∈ ∆} has positive
1-dimensional Lebesgue measure.
(ii) For any (α, β) ∈ ∆, Tα,β exhibits a strange attractor Ωα,β supported by an
SRB measure.
Remark 6.4. In fact, Theorems 1.1-1.7 in [35] imply that the strange attractors
Ωα,β have extra properties other than those in Subsection 6.1.
6.3. Outline of the proof of Theorem B. We work with the notation and
terminologies given in Subsection 2.1, but consider parameters (µ¯, ν¯) only contained
in Σ¯0 = J × [0, 1], where J = [0, 3].
Let n0 > 0 be an integer such that Lemma 2.1 holds for any n ≥ n0. Conjugating
again the conjugated diffeomorphism ψµ¯,ν¯,n = Φ
−1
n ◦ϕN+nΘn(µ¯,ν¯) ◦Φn(x¯, y¯) in (2.8) for
any n ≥ n0, we have a two-parameter family of diffeomorphisms ψ˜µ¯,ν¯,n on R2
satisfying the following conditions.
• There exists a cubic polynomial-like two-parameter family {Tµ¯,β} and a
constant 0 < ξ < 1 independent of µ¯ such that Tµ¯,ξn = ψ˜µ¯,ξn,n for any
n ≥ n0, see Equation (6.4).
• The family {Tµ¯,β} satisfies the Wang-Young condition, see Lemma 6.7.
By Theorem 6.3, there exists an integer n1 ≥ n0 such that, for any n ≥ n1, the 1-
dimensional Lebesgue measure of ∆ξn is positive, and for any (µ, ν) corresponding
to an element of ∆ξn , ϕµ,ν has a strange attractor supported by an SRB measure.
However, since the 2-dimensional Lebesgue measure of the union
⋃
n≥n1 ∆ξn in
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the µ¯β-plane is zero, this fact does not imply Theorem B directly. To avoid this
difficulty, we will apply the sliding trick. That is, for any s ∈ [1, 2], we define an
s-dependant two-parameter family {Ts;µ¯,β} satisfying the Wang-Young condition
and such that Ts;µ¯,ξn = ψ˜µ¯,sξn,n. In particular, there exists an s-dependant integer
n1(s) ≥ n0 such that, for any n ≥ n1(s), there is a subset ∆s,ξn of J = [0, 3]
with positive 1-dimensional Lebesgue measure for any element µ¯ of which ψ˜µ¯,sβn.n
has a strange attractor as above. Thus, for any element (µ, ν) of the union Z =⋃
s∈[1,2]
⋃∞
n=n1(s)
Θn(∆s,ξn × {sξn}), ϕµ,ν has a strange attractor supported by an
SRB measure. Moreover, Fubini’s Theorem shows that, for any open neighborhood
U of the origin in the µν-plane, Z ∩ U has a positive measure.
6.4. Reforming toWang-Young’s settings. Consider the two-parameter family
{ψµ¯,ν¯,n} of C4-diffeomorphisms defined in (5.1) converging in C3-topology to the
endomorphisms given by
ψµ¯,ν¯(x¯, y¯) = (y¯,−y¯3 + µ¯y¯ + ν¯)
for (µ¯, ν¯) ∈ Σ¯ = [0, 4]× [−1, 1].
Proposition 6.5. The map ψµ¯,ν¯ is smoothly conjugate to the endomorphism given
by ψ˜µ¯,ν¯(x˜, y˜) = (0,−y˜3 + µ¯y˜ + ν¯ + x˜).
Proof. The diffeomorphisms fµ¯,ν¯ of R
2 defined by
(x˜, y˜) = fµ¯,ν¯(x¯, y¯) = (x¯
3 − µ¯x¯− ν¯ + y¯, x¯)
accomplish our desired conjugation. 
For any n ≥ n0, let ψ˜µ¯,ν¯,n be the diffeomorphism of R2 obtained by conjugating
ψµ¯,ν¯,n = Φ
−1
n ◦ ϕN+nΘn(µ¯,ν¯) ◦ Φn by fµ¯,ν¯ . Then, the new map has the form
ψ˜µ¯,ν¯,n(x˜, y˜) =
(
H˜n;1(µ¯, ν¯, x˜, y˜),−y˜3 + µ¯y˜ + ν¯ + x˜+ H˜n;2(µ¯, ν¯, x˜, y˜)
)
,
where H˜n;1, H˜n;2 are C
4-functions. The equations in (2.10) imply that, for any
compact subset K of R2,
‖H˜n;1‖C3,Σ¯0×K = O(σ−n/2Σ¯0 ) +O((λσ)
n
Σ¯0
),
‖H˜n;2‖C3,Σ¯0×K = O(σ−n/2Σ¯0 ) +O((λσ)
n
Σ¯0
).
Thus, we have the following lemma.
Lemma 6.6. There exists a constant ξ with 0 < ξ < 1 independent of (µ¯, ν¯) in Σ¯0
satisfying
‖H˜n;1‖C3,Σ¯0×K = O(ξn) and ‖H˜n;2‖C3,Σ¯0×K = O(ξn).
Proof. The constant ξ = max{σ−1/2
Σ¯0
, (λσ)Σ¯0} satisfies the above equations. 
Fix an element s of [1, 2], and define the C4-functions us;n, vs;n by
us;n(µ¯, x˜, y˜) =
1
ξn
H˜n;1(µ¯, sξ
n, x˜, y˜), vs;n(µ¯, x˜, y˜) = s+
1
ξn
H˜n;2(µ¯, sξ
n, x˜, y˜).
Then, Lemma 6.6 implies
sup
n
{‖us;n‖C3,J×K} <∞, sup
n
{‖vs;n‖C3,J×K} <∞.
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Thus, for any closed interval I, one can define an s-dependent two-parameter family
of C4-diffeomorphisms Ts;µ¯,β : [−1, 1]× I −→ R2 such that
(6.3) Ts;µ¯,β : (x˜, y˜) 7−→
(
βu(µ¯, β, x˜, y˜),−y˜3 + µ¯y˜ + x˜+ βv(µ¯, β, x˜, y˜))
for (µ¯, β) ∈ J × (0, 1], where u, v are functions satisfying the following two condi-
tions.
• For any n ≥ n0,
u(µ¯, ξn, x˜, y˜) = us;n(µ¯, x˜, y˜), v(µ¯, ξ
n, x˜, y˜) = vs;n(µ¯, x˜, y˜).
• The C3-norms of u, v as (µ¯, x˜, y˜)-functions on any compact subset of J×R2
are bounded by a constant independent of β ∈ (0, 1].
Note that the former condition implies that
(6.4) Ts;µ¯,ξn = ψ˜µ¯,sξn,n on [−1, 1]× I.
Here, we set
Fµ¯(y˜) = −y˜3 + µ¯y˜,
and show that the family {Ts;µ¯,β} satisfies the Wang-Young conditions as follows.
Lemma 6.7. There exists µ¯∗ ∈ (3
√
3/2, 3) and a closed interval I such that
(a) Fµ¯∗(I) ⊂ Int(I) and Fµ¯∗ satisfies the Misiurewicz conditions on I.
(b) {Fµ¯} satisfies the transversality condition at µ¯ = µ¯∗.
(c) The function F with F (x˜, y˜, µ¯) = −y˜3 + µ¯y˜ + x˜ satisfies the non-degeneracy
condition at µ¯ = µ¯∗.
Proof. (a) The positive critical point c(µ¯) of Fµ¯ is
√
µ¯/3. Since F 2µ¯ (c(µ¯)) +
√
µ¯ =
−2 + √3 < 0 (resp. 33/42−1/2 > 0) when µ¯ = 3 (resp. µ¯ = 3√3/2), by the
Intermediate Value Theorem, there exists µ¯∗ ∈ (3
√
3/2, 3) such that F 2µ¯∗(c(µ¯∗)) =
−√µ¯∗ and hence F 3µ¯∗(c(µ¯∗)) = 0.
The positive fixed point e(µ¯∗) of Fµ¯∗ is
√
µ¯∗ − 1, and hence F 2µ¯∗(−c(µ¯∗)) =√
µ¯∗ > e(µ¯∗). Note that both F 2µ¯∗(c(µ¯∗)) = −
√
µ¯∗, Fµ¯∗(−c(µ¯∗)) = −(2µ¯∗/3)
√
µ¯∗/3
belong to (−∞,−c(µ¯∗)]. Since Fµ¯∗(F 2µ¯∗(c(µ¯∗))) = 0 < e(µ¯∗) < Fµ¯∗(Fµ¯∗(−c(µ¯∗)))
and Fµ¯∗ |(−∞,−c(µ¯∗)] is strictly decreasing, there exists an r′ with
Fµ¯∗(−c(µ¯∗)) < r′ < F 2µ¯∗(c(µ¯∗)) and Fµ¯∗(r′) = e(µ¯∗),
see Fig. 6.1. Since r′ < Fµ¯∗(Fµ¯∗(c(µ¯∗))), we have an r > Fµ¯∗(c(µ¯∗)) with Fµ¯∗(r) =
r′. In particular, F 2µ¯∗(r) = e(µ¯∗). Since Fµ¯∗ is an odd function, the inequalities as
above imply
−r < Fµ¯∗(−c(µ¯∗)) < Fµ¯∗(r) < −c(µ¯∗) < c(µ¯∗) < Fµ¯∗(−r) < Fµ¯∗(c(µ¯∗)) < r.
From this, we know that the closed interval I = [−r, r] satisfies Fµ¯∗(I) ⊂ Int(I).
The direct calculation of the Schwarzian derivative of Fµ¯ shows
SFµ¯(y˜) =
F ′′′µ¯ (y˜)
F ′¯µ(y˜)
− 3
2
(
F ′′µ¯ (y˜)
F ′¯µ(y˜)
)2
= − 6y˜
2 + µ¯
(−3y˜2 + µ¯)2 < 0
for any y˜ 6= ±c(µ¯). Since F 3µ¯∗(−c(µ¯∗)) = 0, any critical points of Fµ¯∗ can not
return to a small neighborhood of the critical point set Cµ¯∗ = {−c(µ¯∗), c(µ¯∗)}. A
well-known result by Singer on functions with negative Schwarzian derivative (see
for example [22, p. 155, Theorem 6.1]) implies that, if there existed a periodic point
q such that Fnµ¯∗(q) = q and |(Fnµ¯∗)′(q)| ≤ 1, then the basin of q would contain
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Figure 6.1.
either a critical point of Fµ¯∗ or a boundary point of I. However, in our case, all
the critical points ±c(µ¯∗) and boundary points ±r are mapped eventually to the
repelling fixed points ±e(µ¯∗). This implies that, for every periodic point q with
Fnµ¯∗(q) = q, |(Fnµ¯∗)′(q)| > 1. Thus, we have proved that Fµ¯∗ satisfies the Misiurewicz
conditions.
(b) Since p(µ¯) has the same itinerary with respect to Fµ¯ as that of Fµ¯∗(c(µ¯∗))
with respect to Fµ¯∗ , it follows that p(µ¯) ∈ (c(µ¯), r], Fµ¯(p(µ¯)) ∈ [−r,−c(µ¯)) and
F k(p(µ¯)) ∈ (−c(µ¯), c(µ¯)) for any integer k ≥ 2. This implies that
F 2µ¯ (p(µ¯)) = Fµ¯(p(µ¯))
(−Fµ¯(p(µ¯))2 + µ¯) = 0
for any µ¯ ≈ µ¯∗. Since Fµ¯(p(µ¯)) < 0, it follows that Fµ¯(p(µ¯)) = −√µ¯, that is,
−(p(µ¯))3 + µ¯p(µ¯) = −√µ¯.
Then,
d
dµ¯
p(µ¯) =
2p(µ¯) + 1/
√
µ¯
6(p(µ¯))2 − 2µ¯ .
Since
p(µ¯∗) = Fµ¯∗(c(µ¯∗)) =
2µ¯∗
3
√
µ¯∗
3
,
we have
d
dµ¯
p(µ¯∗) =
4
√
3µ¯2∗ + 9
2µ¯∗
√
µ¯∗(4µ¯2∗ − 9)
.
Since the function h(t) = (4
√
3t2 + 9)/(2t
√
t(4t2 − 9)) is strictly decreasing on
3
√
3/2 ≤ t ≤ 3,
d
dµ¯
p(µ¯∗) = h(µ¯∗) < h(3
√
3/2) < 0.4.
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On the other hand, (d/dµ¯)Fµ¯(c(µ¯)) =
√
µ¯/3 is a strictly increasing function on
3
√
3/2 ≤ µ¯ ≤ 3,
d
dµ¯
Fµ¯(c(µ¯))
∣∣∣
µ¯=µ¯∗
>
d
dµ¯
Fµ¯(c(µ¯))
∣∣∣
µ¯=3
√
3/2
> 0.9.
This completes the proof of (b).
The assertion (c) is immediately derived from the form of F (x˜, y˜, µ¯). 
6.5. Proof of Theorem B. We still work with the notation as above. In partic-
ular, I is the closed interval given in Lemma 6.7 (a), and J = [0, 3].
Proof of Theorem B. By Lemma 6.7, {Ts;µ¯,β} admits the Wang-Young condition
for any s ∈ [1, 2]. Hence, there exists an integer n1 = n1(s) ≥ n0 such that, for any
n ≥ n1, 2ξn ≤ 1 and {Ts;µ¯,ξn}0≤µ¯≤3 satisfies the conclusions of Theorem 6.3. In
particular, there exists a subset ∆s,ξn of J with positive 1-dimensional Lebesgue
measure such that, for any µ¯ ∈ ∆s,ξn , Ts;µ¯,ξn = ψ˜µ¯,sξn,n has a cubic polynomial-like
strange attractor Ωµ¯,sξn,n with an SRB measure, where the n1 is chosen so that
Ωµ¯,sξn,n is contained in a sufficiently small rectangle neighborhood B of {0}× I in
R
2. Consider the subset
Z =
⋃
s∈[1,2]
∞⋃
n=n1(s)
∆ˆs,n
of the µν-plane, where ∆ˆs,n = Θn(∆s,ξn × {sξn}). Since ψ˜µ¯,sξn,n is smoothly
conjugate to ϕN+nΘn(µ¯,sξn), for any (µ, ν) = Θn(µ¯, sξ
n) ∈ Z, ϕN+nµ,ν also has a strange
attractor of the same type as that of Ωµ¯,sξn,n.
Let U be any open neighborhood of the origin in the µν-plane. It remains to
show that Z ∩ U has positive Lebesgue measure. Fix an integer n2 ≥ n0 with
Θn(Σ¯) ⊂ U for any n ≥ n2. Note that, for any n ≥ max{n1(s), n2},
(6.5) meas(1)n (Z ∩ Γs,n) ≥ meas(1)n (∆ˆs,n) > 0,
where Γs,n denotes the smooth curve Θn(J × {sξn}) in U and meas(1)n (·) does the
1-dimensional Lebesgue measure on Γs,n, see Fig. 6.2.
Figure 6.2. ∆1,∆2, ∆ˆ represent respectively ∆s,ξn × {ξn},
∆s,ξn × {sξn} and ∆ˆs,n.
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If the 2-dimensional Lebesgue measure meas(2)(Z ∩U) of Z ∩U were zero, then
we would also have meas(2)(Z∩Rn) = 0 for any n ≥ n2, where Rn is the curvilinear
rectangle
⋃
1≤s≤2 Γs,n in U . By Fubini’s Theorem, there would exist a zero-measure
subset En of [1, 2] such that meas
(1)
n (Z ∩ Γs,n) = 0 for any s ∈ [1, 2] \ En. This
implies that, for any element s0 of the non-empty subset [1, 2] \
⋃∞
n=n2
En of [1, 2],
meas
(1)
n (Z∩Γs0,n) = 0 if n ≥ n2, which contradicts (6.5). Thus, meas(2)(Z∩U) > 0.
This completes the proof of Theorem B. 
Appendix A. Proof of Accompanying Lemma
We will here prove Accompanying Lemma (Lemma 4.1) stated in Subsection
4.3. Figure 4.5 in Subsection 4.3 illustrates the situation under which the lemma is
considered.
First of all, we present an outline of the proof of this lemma. Recall that
{ϕt}−ε≤t≤ε is a one-parameter family in Diff3(R2) and {Λt, pt} is a continua-
tion of pairs of basic sets and saddle fixed points of ϕt. Moreover, there exists
a one-parameter family of another saddle fixed points pˆt such that W
s(pˆt) \ {pˆt}
contains an arc αt crossing the foliation Fu(k0)t = ϕk0t (Fut ) exactly for some integer
k0 > 0. We need to see that how any continuation {ηut } of crossing points of σ
and Λt-leaves of Fu(k0+j)t is represented. The λ-lemma shows that, for all suffi-
ciently large integer j > 0, σjt = ϕ
−j
t (σ) contains an arc α
j
t C
3-converging to αt
as j →∞ and crossing Fu(k0)t exactly. For such a large j, the C1-diffeomorphisms
pˆi
u(k0);j
t : It −→ αjt can be defined as (4.1). Then, we know that ηut is an element
of Xt = ϕjt (pˆiu(k0);jt (Λt ∩ It)).
Lemma A.1 shows that, for any continuation {wt} with wt ∈ Λt ∩ It, the norm
‖dwt/dt‖ of the velocity vector dwt/dt is bounded by a uniform constant. This fact
implies that, for any continuation of points r
〈j;j〉
t = pˆi
u(k0);j
t (wt) in pˆi
u(k0);j
t (Λt ∩ It),
the norm of its velocity vector is also uniformly bounded. Lemma A.2 shows that
the differential dϕjt reduces the velocity vector dr
〈j;j〉
t /dt− dajt/dt of r〈j;j〉t relative
to ajt = ϕ
−j
t (at) so that the norm of the resultant vector is arbitrarily small if j is
sufficiently large. The actual proof is done by using the arc-length parametrizations
β
(i)
t of σ
i
t based at a
i
t = ϕ
−i
t (at) for i = 0, 1, . . . , j. Accompanying Lemma is derived
immediately from this lemma.
Lemma A.1. There exists a constant K > 0 independent of t and the choice of a
continuation wt ∈ Λt ∩ It such that∥∥∥dwt
dt
∥∥∥ ≤ K.
Proof. The space C0(Λ0 ∩ I0,R2) of continuous maps from Λ0 ∩ I0 to R2 with the
supremum norm is a Banach space. By Proposition 1 in [29], the map θ : [−ε, ε]→
C0(Λ0 ∩ I0,R2) defined by (θ(t))(w0) = wt is of C2-class. In particular, dθ/dt(t)
is contained in C0(Λ0 ∩ I0,R2) and continuous on t. Since [−ε, ε] × (Λ0 ∩ I0) is
compact and (dθ/dt(t))(w0) = dwt/dt(t), there exists a constant K satisfying the
above inequality. 
Recall that, for a t0 ∈ (−ε, ε), σ is a short segment in R2 passing through
Wu(pˆt0) \ {pˆt0} at a point at0 almost orthogonally. For any t near t0, σ also meets
Wu(pˆt) almost orthogonally at a point at close to at0 , see Fig. A.1. Consider the
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Figure A.1.
segments σjt = ϕ
−j
t (σ) for j = 1, 2, . . .. Since pˆt is a saddle point, the λ-lemma
shows that, for any continuation of compact arcs τt in W
s(pˆt), all but finitely
many σjt have compact subarcs uniformly C
3-close to τt. The uniformity of the
C3-closeness is independent of t ∈ [−ε, ε].
For j = 0, 1, 2, . . ., let β
(j)
t : [u
j
t,−, u
j
t,+] −→ σjt be the arc-length parametrization
of σjt with β
(j)
t (0) = a
j
t ∈ Wu(pˆt), where σ0t = σ. For j ≥ 1, the composition
ζ
(j)
t = (β
(j−1)
t )
−1 ◦ ϕt ◦ β(j)t : [ujt,−, ujt,+] −→ [uj−1t,− , uj−1t,+ ]
is a C3-diffeomorphism C3-depending on t. The 2-variable function ζ(j) is defined
by ζ(j)(t, u) = ζ
(j)
t (u). Since ζ
(j)(t, 0) = 0 for any t, (∂ζ(j)/∂t)(t, 0) = 0. From this
fact together with the uniform closeness on σjt as above, for any δ > 0, there exists
a constant u0 > 0 and an integer j1 > 0 such that
(A.1)
∣∣∣∂ζ(j)
∂t
(t, u)
∣∣∣ < δ
if t ∈ [−ε, ε], u ∈ [−u0, u0] and j > j1. One can retake if necessary the u0 so that
the inequality (A.1) holds also for the remaining j = 1, · · · , j1.
Since pˆt is a saddle fixed point C
3-depending on t, one can have a constant
0 < λ0 < 1 independent of all t near t0 such that
(A.2)
∣∣∣dζ
(j)
t
du
(u)
∣∣∣ < λ0
for all j = 1, 2, . . . and u ∈ [−u0, u0] ∩ [ujt,−, ujt,+] if necessary replacing u0 by a
smaller positive number. Usually, u0 is less than |ujt,±| if j is sufficiently large, but
greater if j is small.
For all sufficiently large j, σjt contains an arc α
j
t crossing Fu(k0)t exactly which
C3-converges to αt as j → ∞ for any t ∈ [−ε, ε]. Let pˆiu(k0);jt : It −→ αjt be the
C1-diffeomorphism defined as (4.1), which C1-converges to pˆi
u(k0)
t : It −→ αt as a
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C1-embedding of It to R
2. If necessary replacing k0 by some greater integer, we
may assume that pˆi
u(k0);j
t (It) ⊂ β(j)t ([−u0, u0]) for all sufficiently large j.
For any continuation of points wt ∈ Λt ∩ It, set
r
〈j;j〉
t = pˆi
u(k0);j
t (wt) ∈ αjt and u〈j;j〉t = (β(j)t )−1(r〈j;j〉t ) ∈ [−u0, u0].
Furthermore, we set r
〈j−i;j〉
t = ϕ
i
t(r
〈j;j〉
t ) and u
〈j−i;j〉
t = (β
(j−i)
t )
−1(r〈j−i;j〉t ) for
i = 1, 2, . . . , j. That is, u
〈j−i;j〉
t = ζ
(j−i+1)
t ◦ · · · ◦ ζ(j)t (u〈j;j〉t ). By Lemma A.1
together with the C1-convergence of pˆi
u(k0);j
t to pˆi
u(k0)
t , there exists a constant K0 =
K0(k0) > 0 independent of t and the choice of the continuation {wt} such that
(A.3)
∣∣∣du
〈j;j〉
t
dt
∣∣∣ < K0.
By using this inequality, we will prove the following reducing lemma.
Lemma A.2. For any δ0 > 0, there exists an integer j0 > 0 independent of t and
the choice of a continuation {wt} with wt ∈ Λt ∩ It such that, for any j ≥ j0,
(A.4)
∣∣∣du
〈0;j〉
t
dt
∣∣∣ < δ0.
Proof. Choose δ > 0 so that 2δ/(1− λ0) < δ0. Since u〈j−1;j〉t = ζ(j)(t, u〈j;j〉t ),
du
〈j−1;j〉
t
dt
=
∂ζ(j)
∂t
(t, u
〈j;j〉
t ) +
∂ζ(j)
∂u
(t, u
〈j;j〉
t )
du
〈j;j〉
t
dt
.
By (A.1), (A.2) and (A.3),
∣∣∣du
〈j−1;j〉
t
dt
∣∣∣ < δ + λ0K0.
By repeating the same argument, we have
∣∣∣du
〈0;j〉
t
dt
∣∣∣ < δ + λ0δ + λ0δ + · · ·+ λj−10 δ + λj0K0 < δ1− λ0 + λ
j
0K0.
Thus, our desired inequality holds for all sufficiently large j. 
Now, we are ready to prove Accompanying Lemma.
Proof of Lemma 4.1. Note that Xt = ϕjt (pˆiu(k0);jt (Λt ∩ It)) is the set of crossing
points ηut of σ and Λt-leaves of Fu(k0+j)t . Hence, one can choose wt ∈ Λt∩It so that
β
(0)
t (u
〈0;j〉
t ) = η
u
t . Since ut ≈ 0 and t ≈ t0, one can suppose that (∂β(0)/∂t)(t, ut)
is arbitrarily close to the tangent vector (∂β(0)/∂t)(t0, 0) = dat/dt|t=t0 . Since
moreover
dηut
dt
(t) =
∂β(0)
∂t
(t, u
〈0;j〉
t ) + (dβ
(0)
t )u〈0;j〉t
(du〈0;j〉t
dt
)
.
and ‖(dβ(0)t )ut‖ = 1, Lemma A.2 implies the inequality (4.5). This completes the
proof. 
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