Abstract-We consider the problem of estimating the state of a system when measurement noise is a function of the system's state. We propose generalizations of the extended Kalman filter and the iterated extended Kalman filter that can be utilized when the state estimate distribution is approximately Gaussian. The state estimate is computed by an iterative root-searching method that maximizes a maximum likelihood function. The new filter allows for the consistent treatment of a class of control problem involving nonlinear estimation from measurements with state-dependent noise. The effectiveness of the estimation algorithm is illustrated for a control problem with a mobile bearing-only sensor.
Kalman filter [16] to the case in which the observation noise is state dependent. By using a maximum likelihood approach coupled with the Gauss-Newton algorithm, we derive a recursive algorithm to estimate the state of a stochastic process from measurements with known state dependent observation noise. As in the iterated extended Kalman filter, only the first two moments of the posterior probability distribution are propagated.
The main contribution of the paper is the derivation of generalized extended Kalman filter to estimate the state of discretetime dynamical processes from state-dependent measurement noise. By introducing this estimation algorithm it is possible to consistently treat control problems involving sensors with statedependent measurement noise, as for example bearing-only sensors. Numerical simulations illustrate the effectiveness of the new filter in a control and estimation problem with a mobile bearing-only sensor.
General treatments of continuous-time nonlinear filters can be found in [17] [18] [19] . In [20] the case of state dependent measurement noise due to change of coordinates from sensor to global Cartesian and to linearization of nonlinear measurement equations is considered; debiasing techniques that allow for the application of classical Kalman filtering techniques to this class of systems are outlined.
For the case in that the observation noise is state-independent, different filters have been proposed to address the nonlinear estimation problem in the Bayesian framework: the extended Kalman filter [16] , [21] , [22] ; the extended information filter [23] ; the iterated extended Kalman filter [16] , [22] ; the linear regression Kalman filter [24] , which comprises the central difference filter [25] , the first-order divided difference filter [26] , and the unscented Kalman filter [27] , [28] ; the sigma point Kalman filter [29] , the iterated sigma point Kalman filter [30] , and the iterated unscented Kalman filter [31] . For a comparison between these different nonlinear filtering techniques, see [32] . A class of nonlinear filters based on Gaussian distributions for which multiple moments are propagated is proposed in [33] . To the authors' knowledge the nonlinear state estimation for discrete-time processes has not been addressed in the literature, especially in control applications.
In [34] it is shown that the iterated extended Kalman filter update is an application of the Gauss-Newton method [35] for approximating a maximum likelihood estimate. The GaussNewton method is an approximation of the Newton-Raphson method [35] that applies to minimum least square problems by discarding second derivatives in the iterates. The update method of the iterated extended Kalman filter reduces to that of the extended Kalman filter for a single iteration, and both reduce to the ordinary Kalman filter when the observation equation is affine in the state to be estimated. Therefore, the extended Kalman filter 0018-9286/$26.00 © 2010 IEEE is inherently suboptimal in the fact that it propagates only the first two moments of the estimator probability density function, and in the fact that the root-searching method used to find the maximum likelihood estimate is not iterated to convergence. For bearings-only tracking, an estimation criterion based on gradient-search iterative methods has been proposed in [36] . The convergence of iterative methods for bearing-only tracking has been addressed in [37] .
The rest of the paper is organized as follows. In Section II we briefly describe models for process evolution and for observations. The original contribution of the paper is presented in Section III, where we derive the iterated extended Kalman filter and the extended Kalman filter updates for a single sensor with state dependent observation noise, and we specialize the results for the case in which the sensor's output is a scalar measurement. In Section IV we briefly illustrate the nonlinear filter using a motion control problem involving a mobile bearings-only sensor. Conclusions and possible extensions appear in Section V.
II. PROBLEM DESCRIPTION

A. State Transition
The evolution of the state is described by a nonlinear discretetime stochastic state transition equation (1) where , is the possibly nonlinear state transition function, and is an additive process noise. We assume that is a sequence of independent random variables with normal probability distribution , therefore satisfying the relations
where is the expectation operator, is the target's noise covariance matrix, is the Kronecker delta, and denotes transposition.
B. Observation Model
We assume that a sensor generates measurements of the system (1) at discrete time instants. The observation made at time is (3) where , with , is the observation function of the model, and the noise is a sequence of independent random variables with normal probability distribution , where is the symmetric positive-definite observation noise covariance matrix. We emphasize that depends on the state . It follows that the measurements can be treated as the realization of a multivariate normal distribution described by the conditional moments
We assume that noise terms are time-uncorrelated, that is (5) Additionally, we assume the following cross-correlation independence condition [16] (6)
III. ITERATED EXTENDED KALMAN FILTER WITH STATE-DEPENDENT OBSERVATION NOISE
In this Section we focus on the derivation of the iterated extended Kalman filter and extended Kalman filter prediction and update equations.
A. Bayesian Paradigm
The approach that is commonly adopted for state estimate of a discrete-time dynamical system can be described as a twostage recursive process of prediction and update. This is true in particular for the Kalman filter and its extensions to nonlinear systems, the extended Kalman filter and the iterated extended Kalman filter, see for example [22] , [23] .
Let be the observation at time . The probabilistic information contained in sensor measurement about the unknown state is described by the conditional probability distribution , known as the likelihood function. From Bayes' rule, see [16, Appendix B.11] , we obtain the following representation for the posterior conditional distribution of given (7) where is the marginal distribution. In order to reduce the uncertainty, one can consider several measurements taken over time to construct the posterior. We define the collection of observations up to time
In this case, the likelihood function is , and the posterior is given by (9) The posterior can also be computed recursively after each observation . Let be the joint probability distribution. By applying Bayes rule we obtain (10) where we used the assumption, intrinsic in the sensor model explained in Section II-B, that the probability distribution of is independent on whenever is given. From Bayes rule we obtain also (11) By combining (10) and (11) we obtain the following recursive form of the posterior distribution: (12) where the proportionality factor is . The probability density function is associated with a prior estimate of the state based on observations up to time . The density can be interpreted as a correction to the prior data based on current observation. The recursive implementation in (12) is often used in estimation theory since it requires limited data storage [21] . The updating scheme in (12) can be interpreted as using new information to correct a previous prediction.
B. State Prediction
Following [16] , we define the state estimate at time given the observations up to time , and the related error covariance matrix as
It is assumed that there exists a state estimate at time and associated error covariance . The objective is to find a prediction of the state at time based on information available up to time . First, (1) is expanded in a Taylor series about . By truncating terms above the first order and applying definitions (13a) and (13b) with expectations conditioned on , we obtain the state and the error covariance predictions
where is the gradient with respect to (see [16] , for example), which, in components form, is represented as a row vector. The predictions (14) are derived with the aid of (2a), (2b), and (6), and the property of the expectation operator, see [38, Section 1.3.2] (15) where and are random vectors, and and are matrices. Higher-order predictions can be obtained by retaining more terms in the Taylor series expansion of the state model [16] .
We note that all the information about the target up to time is included in the estimate , and therefore the computation of the predictions requires only the knowledge of the estimates at time without storage of past observation data.
C. State Update
We utilize the likelihood (12) to solve the update problem. We generalize the approach proposed in [34] to find an approximation of a maximum likelihood estimate. This approach allows us to derive the filter update equation for the case in which the covariance associated with the measurement is a function of the state to be estimated, see (5) .
The state prediction and the measurement are treated as realizations of independent random vectors with multivariate normal distributions (see [34] ) (16a) (16b)
Although the distribution for is not necessarily Gaussian in practice, it is commonly assumed that a Gaussian approximation is appropriate in many practical applications [1] [2] [3] [4] , [7] , [8] , [39] . Therefore the probability density functions in (12) (12) is the vector that maximizes the likelihood or, equivalently, the vector that minimizes its negative logarithm, see for example [21] . Substituting from (17) into (12), and taking the negative logarithm we obtain (18) where is a constant not dependent on , and tr is the trace operator. The state estimate is given by the solution of the problem (19) which can be equivalently stated as a nonlinear unconstrained optimization problem.
Since is symmetric positive-definite, we can define the -vector 1 (20) and rewrite (18) as (21) Then (19) is clearly a nonlinear least square problem. The solution is found through the Gauss-Newton iterative sequence [35] 
with initial guess , where refers to the iteration step. For a single step iteration and state-independent noise covariance, the algorithm (22) defines the extended Kalman filter, while for multiple iterations it defines the iterated extended Kalman filter, see [34] . The Gauss-Newton algorithm applies to minimum least-square problems, and approximates the Hessian by discarding second derivatives of the residuals. This is consistent with the standard extended Kalman filter derivation, in which the observation function is approximated with a Taylor series truncated at the first order. We note that (22) is the explicit solution of the normal equation associated with the linearization of (21) about , and is the Moore-Penrose generalized inverse of . Computation of derivatives of the function is facilitated by the following relationships, see [40] for example. Let and be matrices, with non singular and dependent on a real parameter . Then (23a) (23b) (23c) Moreover, let be an arbitrary vector in , and be a symmetric positive-definite matrix in dependent on a real parameter . Then (24) 1 The last term on the right-hand side of (20) is real when det 6 6 6 1, and imaginary when det 6 6 6 < 1. However, the filter update equations are realvalued, see Section III-D.
By using (23a), (23b), and (24), the gradient of the residual is the -matrix with column given by
where is the vector of the natural basis in , that is (26) From (21), the derivative of the likelihood function is
where is the identity matrix in . We note that for the case in which the covariance matrix is not state-dependent, (27) reduces to the familiar innovation term for the extended Kalman filter. The term in (22) is the -matrix with entry given by (28a)
We note that also in this case, by evaluating the expression (28) at and discarding terms that depend on the derivatives of the matrix , we obtain the familiar expression for the extended Kalman filter, see for example [16] . The matrix in (28) is the approximation of the Hessian valid for (29) which is also the condition under which the Gauss-Newton method is derived from the Newton-Raphson method. The Fisher information matrix is defined as
By using (27) we obtain (31a)
From the approximation that is normally distributed, the posterior error covariance equals the inverse of the Fisher information matrix [ We remark that the filter in (33) is suboptimal in the same sense as the extended Kalman filter, since the single step convergence of the Gauss-Newton iterates is guaranteed only if the function is quadratic in its argument, see [35] , which is true for the case that the observation equation is affine. Therefore, due to linearization the convergence of the state estimator is not guaranteed in general for any choice of the initial state and the initial error covariance matrix, see [16] .
2) Sensors With Scalar Output:
We now specialize (33) and (34) for the case in which the output of the sensor is the scalar quantity , as for bearing-only and for range-only sensors. Therefore the dimension of the observation space is . We introduce the scalar-valued functions and , which represent the expected value and noise variance of the measurement, respectively. The functions and are therefore the scalar equivalent of and in Section III. Moreover, we introduce the scalar function . The iterated extended Kalman filter updates for sensors with scalar output are given by
For a one-step iteration with we obtain the extended Kalman filter for sensors with scalar output (36a) (36b) (36c) (36d) (36e)
IV. TARGET LOCALIZATION WITH A MOBILE BEARINGS-ONLY SENSOR
To illustrate the utility of our generalized extended Kalman filter, we briefly describe an application in which a mobile hydrophone array is used to estimate the location of a acoustic target given bearing measurements between the sensor and the target. In many applications, the hydrophone array would be towed by an underwater vehicle. In addition, we implement a simple control law that enables the mobile sensor to maneuver in order to minimize the localization error of the acoustic target.
With reference to Fig. 1 , the position of the sensor is , and the position of the acoustic target is . The sensor is a uniform linear array comprised of hydrophones that senses the bearing angle between the sensor and the target, as shown in Fig. 1 . By following a standard approach for this class of problems, see for example [5] , [8] , we use the gradient-descent algorithm to actively control the angle of the mobile sensor in order to maximize the sensor performance. We assume that the sensor's speed is constant. We use the new extended Kalman filter and compare the result with the standard Kalman filter. The geometry of the system is described in the fixed Cartesian reference frame with unit vectors and . We denote with and the position of the center of mass and the heading angle with respect to of the mobile sensor, respectively. From Fig. 1 , the output can be expressed as , with (37) and the relative angle can be expressed as (38) Since the target is stationary, we have in (13a), and we assume the process noise to be zero, that is, in (13b). The observation function is given by (39) The model for the noise variance is given by, see [2] , [41] , [42] ( 40) where the scalar function is the inverse of the signal to noise ratio, and the constant is given by, see [41] (41) where is the frequency of the incoming target signal, is the number of hydrophones in the array, is the distance between two hydrophones, and is the speed of sound in water. The function in (40) given by (42) where , , and are scalar parameters, see [5] . Expressions for the derivatives in (36) are given in the Appendix. The parameter quantifies the minimum distance at which the assumption of parallel incident waves is matched, so that the model in (40) is valid [41] . Since the function in (40) is singular for , we set a parameter so that measurements are ignored in the implementation. We consider the sensor moving with constant speed and direction specified by the angle , see Fig. 1 . Therefore, given and , the position of the sensor at time is (43) where is the update time interval. We introduce the notation and , and the cost function, see for example [5] , [8] ( 44) We desire that the sensor maneuvers to minimize this cost function. The relative angle of the sensor is actively controlled using the gradient-descent law (45) (46) where is a control gain, (23) is used to obtain (46) . For convergence properties of gradient-descent algorithms see [35] . By using (38) the heading angle is updated as , where in (37) is evaluated at and . Moreover, by using (38) we can express the derivative of the cost function with respect to as (47) Accounting for the fact that does not depend on , we obtain (48)
Expressions for the derivatives in (48) are given in the Appendix.
Simulation results presented below are obtained for , , , , and . The control gain in (45) 
then the heading angle is updated with an increment of , and is reset accordingly. This is done to match the practical maximum turning rate of the mobile sensor. For details about the hardware and the implementation of the bearingonly sensor simulated in this paper see [43] . The simulation is stopped when the following condition is satisfied (50) Measurements are generated by adding to the expected value a noise term quantified by a random number sampled with probability , where is the true state of the target. In Fig. 2 we compare the trajectories generated by using the estimation algorithm (36) (solid line), and by using the standard extended Kalman filter (dashed line). We emphasize that it is common practice to use the standard extended Kalman filter in nonlinear estimation problems with state-dependent measurement noise, implying that terms depending on do not contribute to the estimation. The asymptotic value of generated by the gradient-descent algorithm (45) is nearly , so that the broadside of the sensor is parallel to the incoming signal and the sensor noise variance is minimized, see (40) and (39) . With the proposed filter the gradient-descent algorithm converges faster, as is clear from Fig. 3 in which we plot the time variation of the cost function. The time history of is plotted on scale in Fig. 3(b) in order to better visualize the comparison between the performances of the two filters in terms of estimation error covariance.
Comparison of the norm of the error state estimate from algorithm (36) (solid line) and from the standard extended Kalman filter (dashed line) is drawn in Fig. 4 . It is clear that when coupled with a control algorithm, the estimate from the new Kalman filter converges faster than the estimate from the standard Kalman filter, enabling the mobile sensor to turn quickly broadside to the target, in the configuration corresponding to the best sensor performance.
V. CONCLUSION
We have derived the update equations for a class of filters that generalize the extended Kalman filter and the iterated extended Kalman filter to the case in which the noise related to a nonlinear observation model is a known function of the state to be estimated. The proposed filters are suboptimal in the same sense as the extended Kalman filter, since the probability density function associated to the state estimator is approximated as Gaussian, which leads to the propagation of the first two statistical moments only.
A coupled motion control and estimation problem involving a bearings-only mobile sensor has been studied through simulation, and the advantage of using the proposed filter as compared to the classical extended Kalman filter has been shown.
For a sensor network with time varying communication topology, data fusion equations for a generalized Kalman filter similar to the one proposed in this paper have been derived in [44] . Convergence analysis of the cooperative filter and its application to mobile sensor networks with limited communications is an on-going research topic. The new filter has been implemented in [43] with different data fusion equation in a two-mobile sensors cooperative mission.
Possible future research topics can be the extension to more general nonlinear systems with missing measurements, see for example [45] [46] [47] . 
