This paper is concerned with rational Szegő quadrature formulas to approximate integrals of the form Iµ(f ) = λ k f (z k ) where the weights λ k are positive and the nodes z k are carefully chosen on the complex unit circle. It will be shown that for a given set of poles, the quadrature formulas can be chosen to be exact in certain subspaces of rational functions of dimension 2n. Also the problem where one node (Radau) or two nodes (Lobatto) are prefixed will be analyzed and the corresponding rational rational Szegő-Radau and rational Szegő-Lobatto quadrature formulas shall be characterized. 
Introduction
It is well known that n-point Gauss quadrature formulas to approximate an integral f (x)dµ(x) with positive measure µ are quadrature rules with positive weights that integrate exactly all polynomials up to degree 2n − 1, a subspace of dimension 2n. This is obtained by choosing the n weights and the n nodes in such a way that all polynomials of the maximal possible degree are integrated exactly. The set of polynomials of degree at most 2n − 1 is a maximal domain of validity for these quadrature formulas. The nodes should be chosen to be zeros of a polynomial orthogonal with respect to the measure µ.
Szegő quadrature formulas introduced by Jones et al. in [9] are quadrature formulas of a similar nature approximating integrals where µ is supported on the complex unit circle. In this case a maximal domain of validity is the set of Laurent polynomials spanned by {z k : k = −(n − 1), . . . , n − 1}, a space of dimension 2n − 1. The n positive weights and the n nodes on the unit circle can not be taken as the zeros of orthogonal Szegő polynomials (with respect to the inner product induced by the measure µ) because they have all their zeros inside the open unit disk. The nodes are zeros of so called para-orthogonal polynomials. Since there are 2n parameters and a maximal domain of validity of dimension 2n−1, one may wonder if there is not a subspace of the space of Laurent polynomials of dimension 2n for which the n-point Szegő quadrature formulas are exact, and indeed there is, as was recently shown in [11] .
Szegő-Radau and Szegő-Lobatto formulas is a term coined by Jagels and Reichel in [8] and they refer to Szegő quadrature formulas in which one or two points respectively on the unit circle are fixed to be nodes of the quadrature formula.
Rational Szegő quadrature formulas were introduced in [3] by the authors and generalize the Szegő quadrature formulas in the sense that not only subspaces of Laurent polynomials are integrated exactly but more general subspaces of rational functions with prescribed poles.
In this paper, we engage into the study of rational Szegő-Radau and rational Szegő-Lobatto quadrature formulas, thus generalizing to some extend the results of [8] to the rational case.
The paper is arranged as follows. In Section 2 we recall the necessary results from the literature. In the subsequent Section 3 we show that rational Szegő quadrature formulas integrate exactly all rational functions from certain subspaces of dimension 2n. In Section 4 we characterize the rational Szegő quadrature formulas for which one node on the unit circle has been fixed and in Section 6 we analyze the Lobatto case when two points are fixed. In both cases quadrature formulas with positive weights will be derived. In an intermediate Section 5 a link between the rational para-orthogonal functions and the reproducing kernels for the subspaces of rational functions will be given.
We shall use the following notation for the unit circle, its interior and its exterior T = {z ∈ C : |z| = 1}, D = {z ∈ C : |z| < 1}, E = {z ∈ C : |z| > 1}.
For an integral of the form π −π F (z)dµ(θ), it is always assumed that z = e iθ .
Throughout the paper, µ will denote a positive Borel measure which defines the inner product
where for any function f , the substar conjugate represents a reflection in the unit circle: f * (z) = f (1/z). Note that f * (z) = f (z) if z ∈ T.
By Π n we denote the set of polynomials whose degree is at most n.
I µ (f ) will refer to the integral π −π f (e iθ )dµ(θ) which we also write as π −π f (z)dµ(θ) where it is understood that z = e iθ . A quadrature formula with n nodes will be denoted by I n (f ) and is assumed to be of the form n k=1 λ k f (z k ) with weights λ 1 , . . . , λ n and nodes z 1 , . . . , z n in T.
Preliminary results
Let α = {α k } ∞ 1 be a given sequence in the interior of the unit disk D.
For each of these α i ∈ D, define the Blaschke factor
We also need the Blaschke products
Let L n = span{B k : k = 0, 1, . . . , n} so that with
it can be characterized as
Note that we can write for n ≥ 1
From the substar conjugate f * (z) = f (1/z) we can define
Furthermore for p and q nonnegative integers we set
where we introduced the notation
Note that R = p,q≥0 R p,q is dense in the class of continuous functions with respect to the L r norm, 1 ≤ r ≤ ∞, if and only if n (1 − |α n |) = ∞. See [1] (with an adaptation for coinciding α's).
Finally we introduce the notation L n (α) to denote the set of functions in L n that vanish in α:
In this paper we shall be concerned with the estimation of the integral
by means of an n-point quadrature rule
The nodes {z j } n j=1 and weights {λ j } n j=1 in (2.1) are to be determined such that
with q(n) + p(n) as large as possible. The basic requirement we are assuming for µ is that the integrals (rational moments)
Orthogonal rational functions on the unit circle (rational Szegő functions) play a fundamental role in the construction of I n (f ).
Indeed, for n ≥ 1, let {φ j } n 0 with φ j ∈ L j \ L j−1 be an orthonormal basis for L n , obtained by applying the Gram-Schmidt process to the basis B 0 , B 1 , . . . , B n . Let φ n (z) = n k=0 a k B k (z), then a n is called the leading coefficient (with respect to the basis {B k }). The φ j are only defined up to a constant of modulus 1. To make it unique, we shall suppose that it is normalized such that a n is positive and we denote this positive leading coefficient by κ n . With the superstar conjugation, defined by f
If we repeat the process for all natural numbers n, we obtain an orthonormal system
It is known [4] that the zeros of φ n are all in D. Thus, they can not be used as nodes in our quadrature. The following two statements are therefore fundamental.
Then the following two statements are equivalent
, and χ n , 1 µ · χ n , B n µ = 0 (para-orthogonality) (2) There exist complex numbers C n = 0 and τ ∈ T such that χ n (z) = C n [φ n (z) + τ φ * n (z)].
Theorem 2.2 Let τ ∈ T and set χ n (z) = χ n (z, τ ) = φ n (z) + τ φ * n (z). Then (1) χ n (z) has exactly n distinct zeros z 1 , . . . , z n which lie on T.
(2) There exist positive numbers λ 1 , . . . , λ n such that
3)
The n-point quadrature formulas (2.3) were introduced by the authors [3] and they represent the extension to the rational case of the so-called Szegő quadrature formulas introduced by Jones et al [9] (see also [6] ). For this reason, the formula I n (f ) of (2.3) is called a rational Szegő formula and the subspace R n−1,n−1 a maximal domain of validity since there can not exist an n-point quadrature rule with nodes on T and positive weights that is exact in either R n,n−1 or R n−1,n .
Observe that for each n, I n (f ) given by (2.3), depends of course on the measure µ, but also on the parameter τ . In this respect we will see how this parameter can be chosen so that the maximal domain of validity meets some extra conditions.
However, before we do that, we first have to say something about the computation of the I n (f ). Although we do not elaborate on this, we have to mention that, besides the approach taken below, there are other ways of producing the (rational) Szegő quadrature formulas. For example the approach taken in the polynomial case (i.e., when all α k = 0) via unitary Hessenberg matrices [7] as well as the so-called CMV approach [5] using a 5-term recurrence relation has been extended to the rational case in the recent paper [12] .
From Theorem 2.1, it follows that we need to compute the zeros of χ n , and for that we need, at least in principle, the orthonormal functions φ n . These could be computed from the recurrence relation [4] .
with α 0 = 0 and φ 0 = µ
. Here ε n = 0 and δ n are complex numbers such that |ε n | > |δ n | and η n = α n /|α n | if α n = 0 and η n = −1 if α n = 0.
Thus, once φ n is computed by (2.4)-(2.5), and given τ ∈ T, the nodes of the corresponding rational Szegő formula are computed as the zeros of χ n (z, τ ) = φ n (z) + τ φ * n (z). However, it will suffice to compute the orthogonal rational functions of degree n − 1, as shown in the following theorem.
is an n-point rational Szegő formula if and only if there exists some τ * ∈ T such that the nodes {z j } n j=1 are the zeros of
is an n-point rational Szegő formula. Then there exists a τ ∈ T so that {z j } n j=1 are the zeros of χ n (z) = χ n (z, τ ) = φ n (z) + τ φ * n (z). Now, by the recurrence (2.4)-(2.5), it follows that
Since |ε n + τ δ n η n | > 0 (otherwise |ε n | = |δ n |), we can write
It is obvious that |τ * | = 1. Indeed 8) and the result follows.
The converse result is proved in a similar way.
Maximal domains
In an n-point rational Szegő quadrature formula, one has 2n parameters: the n nodes and the n weights. Therefore one would expect that it is possible to fix these parameters such that the quadrature formula integrates exactly all functions in a space of dimension 2n as in the case of the classical Gauss formulas, for which it is known that an n-point Gauss quadrature formula integrates exactly all polynomials of degree at most 2n − 1, i.e., all polynomials in Π 2n−1 with dim(Π 2n−1 ) = 2n.
On the other hand it is known that an n-point rational Szegő formula integrates exactly all functions from R n−1,n−1 , a space of dimension 2n − 1 and this space is a maximal domain of validity in the sense that there is no n-point quadrature formula of the form (2.3) that is exact in R n,n−1 or in R n−1,n . A fortiori, the same type of conclusion can be drawn in the polynomial case, that is when all α j = 0, then the Szegő quadrature formula will integrate exactly all Laurent polynomials in span{z j : −(n − 1) ≤ j ≤ n − 1} and that is a maximal domain of validity.
In these results however it is not said that there does not exist a subspace of dimension 2n where the quadrature formulas are exact, it is only claimed that it can not be of the form R n,n−1 or R n−1,n .
In this section we will characterize a subspace of dimension 2n for which the rational Szegő quadrature formula is exact. A similar result in the polynomial case when all α j = 0 was obtained in [11] .
Suppose that I n (f ) is an n-point Szegő quadrature formula. Then
where as before B −k = B k * = 1/B k . We cannot have in addition that I n (B n ) = I µ (B n ) or I n (B −n ) = I µ (B −n ). The key to the construction of a domain of validity with dimension 2n is to use para-orthogonal functions. These have a free parameter τ ∈ T and we shall be able to choose it such that the dimension of the domain of validity can be increased from 2n − 1 to 2n.
First we note that R n−1,n−1 is also spanned by {ρ j } n−1 j=−(n−1) where
Hence, for any n-point rational Szegő formula I n , it holds that I n (ρ j ) = I µ (ρ j ), for all j = 0, ±1, . . . , ±(n − 1). Now for n > 0 we will try to find some σ n ∈ T and an n-point Szegő quadrature formula I − n such that in addition to the previous properties, it also holds that I
Let I − n (·) be a rational Szegő quadrature formula such that its nodes are given as the zeros of the para-orthogonal function
(Observe that, by Theorem 2.2, this means the nodes are produced as the zeros of φ n (z)+τ n φ * n (z) with
Thus this function can be integrated exactly.
because the zeros of q n are the nodes of the quadrature formula. Therefore the error
. Now for n ≥ 1, by orthogonality
On the other hand
belongs to L (n−1) * so that also this function will be integrated exactly. This implies
As before, for n ≥ 1, using orthogonality we can evaluate
which results in
Now consider the function
That ρ n has indeed this form follows from the fact that we have chosen q n such that q * n = −q n .
By construction it is clear that from (3.2) and (3.3) it follows that E n (f n ) = E n (ρ n ) = 0. The function ρ n from (3.4) is the one that gives the missing dimension. The rational Szegő formula
Similarly, starting from the para-orthogonal function q n (z) = s n φ n (z) + s n φ * n (z), it can also be checked that a rational Szegő quadrature formula I + n can be found whose nodes are the zeros of q n (z) and that integrates exactly ρ −n (z) = σ n B n (z) + σ n B −n (z) with σ n given by (3.4) , and hence will integrate exactly any function from M + n = span{ρ −n , . . . , ρ n−1 }.
So we may conclude that the following theorem is proved.
Theorem 3.1 Let I + n and I − n be rational Szegő quadrature formulas whose n nodes (n > 1) are the zeros of the para-orthogonal function q
These subspaces are given by
In short: given σ j , j = 0, . . . , n − 1 and s n all on T, we set τ = ±s 2 n and construct the n-point Szegő formula as described in Theorem 2.2. This will give the desired quadrature formulas I ± n which are exact in M ± n .
Remark 3.2
The relation between the basis {B k } and the basis {ρ k } is given by
The σ 0 , . . . , σ n−1 are arbitrary in T with σ 0 = ±1, while σ n is fixed by the quadrature formula, i.e., by the subspace in which we want it to be exact.
Remark 3.3
Note that for k = 1, . . . , n, it holds that (ρ k ) * = −ρ k , which implies that these functions are purely imaginary on T while (ρ −k ) * = ρ −k for k = 1, . . . , n − 1, so that these basis functions are real on T. For ρ 0 , which is a constant, we can choose it either to be real or to be purely imaginary, depending on whether it is taken to be σ 0 B 0 − σ 0 B 0 = −2iIm(σ 0 ) or σ 0 B 0 + σ 0 B 0 = 2Re(σ 0 ).
Preassigned nodes: The Radau case
In this section we consider the construction of quadrature rules with a certain number of nodes given in advance. We give an extension to the rational framework on T of the polynomial situation (i.e., all α k = 0) discussed in [8] , [2] . When one or two nodes were prescribed on T, the resulting quadrature formulas with maximal domain of validity are the so-called Szegő-Radau and Szegő-Lobatto formules. The case of an arbitrary number of nodes prescribed on T is still an open problem, even in the polynomial situation.
Let us first consider the case of one fixed point x 1 ∈ T prescribed in advance. One has to find distinct points z j ∈ T, j = 1, . . . , n and positive weights A 1 , λ 1 , . . . , λ n such that
with p = p(n) a nonnegative integer that is as large as possible.
Since we are dealing with n + 1 nodes, we have an obvious bound for p(n), namely p(n) ≤ n. If the "optimal" value p(n) = n is reached, then I n+1 (f ) given by (4.1) is called the (n + 1)-point rational Szegő-Radau formula with a prescribed node at x 1 . In this case, R n,n will be called the "maximum domain of validity". The existence of such formulas is straightforward. Indeed, by Theorem 2.2, we know that there exist (1) a number τ ∈ T, (2) a set of n + 1 distinct nodes z j (τ ) ∈ T and (3) a corresponding set of weights λ j (τ ) > 0, j = 1, . . . , n + 1 such that
and these nodes {z j (τ )} n+1 j=1 are the zeros of the para-orthogonal function
It is a simple matter to check that there will always be some τ ∈ T for which x 1 is a zero of φ n+1 (z) + τ φ * n+1 (z). This τ is given by
which is indeed of modulus 1 since
So we can write
where Q n ∈ Π n and Q n (z j ) = 0, j = 1, . . . , n.
We know that χ n+1 is para-orthogonal with respect to the measure µ. Let us next show that Q n also equals the numerator of a rational function that is para-orthogonal with respect to a rational modification of the measure µ.
We consider the poles {α 1 , . . . , α n−1 , α n+1 } andL n , the corresponding subspace of rational functions, i.e.,L
and define the new measureμ by
Then we have,
The rational function R n given by (4.4) satisfies
PROOF.
(1) Invariance follows trivially from the fact that R n has all its zeros on T.
(2) InL n we consider the basis {U 0 , U 1 , . . . , U n } defined by
We see that f k ∈ L n and f k (α n+1 ) = 0, hence f k ∈ L n (α n+1 ) for k = 1, . . . , n−1. Therefore, it follows that
(3) Assume that R n , 1 μ = 0. Then R n is orthogonal to {U k : k = 0, 1, . . . , n − 1}, (we have set U 0 = 1) that represents a basis ofL n−1 = L n−1 . Therefore R n (z) = γ nφn (z), (γ n = 0) where {φ k : k = 0, 1, . . . , n} is the orthonormal basis ofL n with respect to the measureμ. This clearly leads to a contradiction since the zeros ofφ n lie in D.
On the other hand,
Remark 4.2 The previous theorem says that R n , whose zeros are the remaining nodes z 1 , . . . , z n of the rational Szegő-Radau quadrature formula, is a para-orthogonal function inL n with respect to the measureμ. This means that there must exist someτ ∈ T such that R n =φ n +τφ * n .
Theτ that we need can be found as follows. Suppose that the orthogonal rational functions {φ k } ∞ 0 are normalized such that φ n = P n /π n with P n a monic polynomial of exact degree n. Then clearly φ n (0) = P n (0) = ρ n with ρ n ∈ D. On the other hand, recall that
, where γ n = (−1)
.
Given τ ∈ T, we can write without loss of generality that
On the other hand, we also know that
Thus, from (4.7-4.9) it follows that
Setρ n =P n (0) =φ n (0). Now, by comparing the leading coefficients and the constant terms in (4.10), it follows that
Finally, observe that τ γ n+1 ∈ T hence |c| = 1, and thus alsoτ ∈ T, as was to be expected.
Consider again χ n+1 = φ n+1 + τ φ * n+1 with τ given by (4.3), i.e., x 1 ∈ T is a zero of χ n+1 . Thus we have n + 1 distinct nodes on T: x 1 , z 1 , . . . , z n and n + 1 positive numbers A 1 , λ 1 , . . . , λ n such that
On the other hand, since z 1 , . . . , z n are also the zeros of R n , by Theorems 2.2 and 4.1, there exist positive numbersλ 1 , . . . ,λ n such that
(4.12)
Our next step will be to give a simple relation between both sets of weights {λ j } n 1 and {λ j } n 1 .
Take into account that the weights can be expressed as
Now it can be easily checked that
On the other hand, it also holds that χ n+1 (z) = (z − x 1 )R n (z)/(1 − α n z), yielding
Hence for j = 1, . . . , n,
But for z ∈ T:
The last integral can be written as χ n+1 , f µ with f = (z − α n+1 )/(1 − α n z) so that by the para-orthogonality of χ n+1 , we conclude that χ n+1 , f µ = 0.
Finally, from (4.13):
Recall that z j = z k , j = k, 1 ≤ j, k ≤ n and from (4.14) we conclude that
Finally, for the weight A 1 we get
Thus, from χ n+1 (z) = (z − x 1 )R n (z)/(1 − α n z), it follows
In short: we have seen that the (n + 1)-point rational Szegő-Radau formula exists and it is uniquely determined from the fixed node x 1 and that its computation eventually reduces to the computation of an n-point Szegő formula for the new measure dμ as in (4.5) using the poles {α 1 , . . . , α n−1 , α n+1 }. In other words, we have to compute the zeros of R n (z) =φ n (z) +τφ * n (z) for someτ ∈ T. However, from Theorem 2.4, we only need to compute the zeros of (z − α n−1 )φ n−1 (z) + (1 − α n−1 z)τ * φ * n−1 (z) withτ ∈ T. Hence, we only need the rational trigonometric momentsμ 0 , . . . ,μ n−1 wherẽ
Clearly, this will only work if we know whichτ * to choose. Indeed, we take τ given by (4.3) and obtainτ by (4.11). Finallyτ * is deduced by conveniently using formula (2.8).
The link with reproducing kernels
In the spaces L n with orthonormal basis functions {φ j } n j=0 , it is well known that k n (z, w) = n j=0 φ j (z)φ j (w) are reproducing kernels in the sense that f (·), k n (·, w) µ = f (w) for all f ∈ L n . Moreover these kernels satisfy the Christoffel-Darboux relations:
Because of these relations, it is easy to make a connection with para-orthogonal functions. Indeed, the numerator
is obviously invariant, and para-orthogonal.
Therefore, see Theorem 2.2, its zeros are distinct and on T and can thus be used as the nodes of an (n + 1)-point rational Szegő quadrature formula.
Moreover, since
and because φ n+1 (t) + τ φ * n+1 (t) is para-orthogonal, and therefore has n + 1 zeros which are all in T, it is clear that there are for any τ ∈ T precisely n + 1 distinct values of w ∈ T such that τ n+1 (w) = τ . Because the para-orthogonal functions of a certain degree form a one parameter family, fixing this parameter by choosing one of its zeros will automatically fix the other zeros. In other words, for any (n + 1)-point rational Szegő quadrature formula there will exist n + 1 distinct values of w such that the nodes of the quadrature formula are the zeros of a para-orthogonal function of the form q n+1 .
Thus the nodes of that rational Szegő-Radau quadrature formula with one prefixed node x 1 ∈ T will be the zeros of q n+1 where w should be chosen such that x 1 is one of these zeros. Clearly z = w is a zero of q n+1 (z), so that the nodes of the rational Szegő-Radau quadrature formula with prefixed node x 1 ∈ T, will be found as the zeros of q n+1 (z, x 1 ).
By the first Christoffel-Darboux relation, we see, that these nodes are also the zeros of
Thus to get the nodes z 1 , . . . , z n of the rational Szegő-Radau quadrature formula that are different from x 1 , we need to find the zeros of k n (z, x 1 ).
Thus to find the nodes of the rational Szegő-Radau quadrature formula with prefixed node x 1 ∈ T, we could compute φ j (z) and φ j (x 1 ) for j = 0, 1, . . . , n by the recurrence relation, form k n (z, x 1 ) = n j=0 φ j (z)φ j (x 1 ) and compute its zeros.
Also the result of Theorem 2.4 can be recovered using the second Christoffel-Darboux relation. Indeed,
with (for w ∈ T)
Thus the zeros of k n (z, w) can also be found as the zeros of (z − α n )φ n (z) + (1 − α n z)τ φ * n (z) whereτ =τ n (w) is as we described above.
Rational Szegő-Lobatto formulas
Throughout this section we will assume that x 1 and x 2 are given on T such that x 1 = x 2 . We shall be concerned with the problem of finding n distinct points z 1 , . . . , z n also on T and all different from x 1 and x 2 and positive weights A 1 , A 2 , λ 1 , . . . , λ n such that
with p(n) a nonnegative integer as large as possible. First, since we are dealing with n + 2 nodes, it holds that p(n) ≤ n + 1. On the other hand, since dim(R p(n),p(n) ) = 2p(n) + 1 and the number of unknowns in (6.1) is 2n + 2, it seems reasonable to impose that 2p(n)
Thus, in case p(n) = n + 1, then I n+2 (f ) would be exact in R n+1,n+1 so that we would be dealing with (n + 2)-point rational Szegő quadrature formula and consequently all the above requirements would be satisfied. On the other hand, the other case, p(n) = n would imply I n+2 (f ) = I µ (f ), ∀f ∈ R n,n . Now, form (6.1), we have 2n + 2 parameters available and dim(R n,n ) = 2n + 1, so that we could also try with a domain like either R n,n+1 or R n+1,n , having both dimension 2n + 1. However, because of the requirement that the weights in (6.1) should be positive, exactness in R n+1,n or in R n,n+1 would imply exactness in R n+1,n+1 . For this reason, we initially try to find a quadrature rule of the form (6.1) with positive weights to be exact in R n,n . In this case, it will be said that I n+2 (f ), if it exists, represents a (n + 2)-point rational Szegő-Lobatto formula for the integral I µ (f ) with prescribed nodes x 1 and x 2 on T.
Here we have followed the terminology recently introduced in [8] in the polynomial case, i.e., all α k = 0, k = 1, 2, . . .. According to the polynomial situation, eventually exactness in R n+1,n+1 could also be reached.
First we have the following characterization theorem.
Theorem 6.1 Let x 1 and x 2 be two distinct points fixed on T, and set
where {z j } n j=1 are distinct nodes on T all different from x 1 and x 2 . Set
Then, I n+2 (f ) is exact in R n,n if and only if
(1) I n+2 (f ) is exact in R p,q , p and q being arbitrary integers such that 0 ≤ p, q ≤ n and
PROOF. "⇒" (1) This follows trivially from R p,q ⊂ R n,n . (2) Conditions (2) are equivalent to
But for j = 0, 1, . . . , n − 2:
Therefore,
"⇐" Given the nodes x 1 and x 2 and z k , k = 1, . . . , n on T, there exists an (n + 2)-point quadrature formula of the form (6.1), exact in all R p,q (observe that dim(R p,q ) = n + 2 and that R p,q is a Chebyshev subspace on T). Thus, take f ∈ R n,n and consider L ∈ R p,q such that
,n vanishes at the nodes of I n+2 . So we have
Thus, it remains to show that I µ (D) = 0. Now we can write
Thus, by (2) it follows that
This concludes the proof.
Thus, it follows easily that (2) is equivalent to the fact that Q n is para-orthogonal with respect to the complex varying measure (z = e iθ )
In the case when the nodes x 1 and x 2 are complex conjugates, i.e., x 1 = e iα and x 2 = e −iα , α ∈ R, then
Therefore, we have para-orthogonality with respect to a real signed measure so that nothing can be assured about the zeros of Q n .
From Theorem 6.1, we see that the rational function R n+2 ∈ L n+2 providing the nodes of the desired quadrature formula must fulfil the n − 1 orthogonality conditions
so that one might wonder which extra conditions could be added to get para-orthogonality. In this respect we have Proposition 6.3 Let R n+2 ∈ L n+2 satisfy (2) along with the additional requirement
Then R n+2 (z) is a para-orthogonal function with respect to the measure µ.
PROOF. We must check that
Thus we can write
by (2-6.4). Suppose now that α n+1 = 0 (hence that π n+1 (z) = π n (z)), then
it then follows again form (2-6.4) that R n+2 , f µ = 0.
Finally, the remaining condition R n+2 , 1 µ · R n+2 , B n+2 = 0 is a straightforward consequence from the assumption that the zeros of R n+2 lie on T. See the proof of Theorem 4.1.
Example 6.4 In order to illustrate Theorem 6.1, let us consider the normalized Lebesgue measure, i.e., dµ(θ) = dθ/(2π). Thus, setting R n+2 (z) = Q n+2 (z)/π n+2 (z), Q n+2 ∈ Π n+2 , then from (2) it follows that
Hence, 6) or equivalently
To fix ideas, take n = 2 so that (6.7) reduces to the condition
Suppose we fix x 1 = 1 and x 2 = −1 and take α 1 = 1/2 and
being a monic polynomial of degree 2, namely Q 2 (z) = z 2 + bz + c. Now from (6.8) it follows that c = 1, yielding Q 2 (z) = z 2 + bz + 1. Because the zeros of Q 2 should lie on T, Q 2 should be invariant, and thus b ∈ R. Moreover |b| < 2, otherwise the zeros of Q 2 would be real. So that we may conclude that
Thus the nodes z 1,2 are given by
So, by fixing the nodes x 1,2 = ±1 and taking the remaining ones z 1,2 as given by (6.10) (notice that z j = x k , j, k = 1, 2) then by Theorem 6.1 there exists a 4-point quadrature rule, exact in R 2,2 for any b ∈ R with |b| < 2. However, according to our general analysis, nothing can be assured about the positivity of the weights. So, let us check what happens in this particular case. Set
Since I 4 is exact in R 1,2 , the weights can be expressed in terms of the integral
Indeed, A j = I(x j ), j = 1, 2 and λ k = I(z k ), k = 1, 2. By (6.12) and after some elementary but rather tedious computations one can check that positivity for the weights is assured provided that |b| < 5/4. For instance, when taking b = 0, then z 1 = i and z 2 = −i,
From Example 6.4, one sees that even in the simple case of the Lebesgue measure, Theorem 6.1 is of very little practical interest. From an algebraic point of view, our problem reduces to studying the existence and characterization of a rational function R n+2 ∈ L n+2 such that
Thus, setting R n+2 (z) = n+2 j=0 c j B j (z), we see that (6.13) is a homogeneous linear system with n + 1 equations and n + 3 unknowns: c 0 , . . . , c n+2 . Hence (6.13) always admits a nontrivial solution. Furthermore, this solution should meet the following additional requirements
(2) The zeros z 1 , . . . , z n of R n+2 should lie on T and should be mutually different and different from x 1 and x 2 . (3) The weights in the quadrature formula I n+2 of the form given in (6.1) must be positive.
In this respect, since the solutions in (6.13) depend on two free parameters, one could conveniently choose them in order to meet with the above requirements. Actually, this was the procedure followed in Example 6.4 so that it does not seem to be an advisable procedure in the general situation. For our purposes, we will proceed in an alternative way. Taking into account that the zeros of the para-orthogonal rational functions with respect to any measure are distinct and on T, our main aim is imposing para-orthogonality on R n+2 (from Proposition 6.3 we see that two conditions are lacking) but now with respect to a new measureμ such that I µ (f ) = Iμ(f ), ∀f ∈ R n,n . Thus, let {φ k } ∞ 0 be a sequence of orthonormal rational Szegő functions for the measure dµ and {ϕ k } ∞ 0 is the corresponding sequence of monic functions, i.e.,
Thus we see that the recurrence relations essentially depend on the parameter β n = δ n /ε n with |β n | < 1. By conveniently using the Favard type theorem (see Lemma's 8. 
Without loss of generality, we can assume thatμ 0 = dμ(θ) = µ 0 = dµ(θ) so that it immediately follows that I µ (R) = Iμ(R), ∀R ∈ R n,n . (6.15) Take τ n+1 ∈ T and set χ n+2 (z) = (z − α n+1 )φ n+1 (z) + (1 − α n+1 z)τ n+1φ * n+1 (z) (6.16) Then from Theorem 2.4 one knows thatχ n+1 has n + 2 distinct zerosz 1 , . . . ,z n+2 on T and that there exist positive numbersλ 1 , . . . ,λ n+2 such that I n+2 (f ) = n+2 j=1λ j f (z j ) = Iμ(f ), ∀f ∈ R n+1,n+1 . (6.17)
Hence, by (6.15) it follows thatĨ n+2 (f ) = I µ (f ), ∀f ∈ R n,n .
In short, given β n+1 ∈ D and τ n+1 ∈ T, an (n + 2)-point quadrature rule with distinct nodes and positive weights can be obtained such that it integrates exactly any function from R n,n . Therefore, the problem of constructing a rational Szegő-Lobatto quadrature formula can be reformulated as follows.
Problem 6.6 Given a natural number n ≥ 2 and two numbers x 1 , x 2 ∈ T with x 1 = x 2 , along with a positive measure µ, find β ∈ D and τ ∈ T such thatχ n+2 (x 1 ) =χ n+2 (x 2 ) = 0 wherẽ χ n+2 is given by (6.16), i.e., χ n+2 (z) = (z − α n+1 )φ n+1 (z) + (1 − α n+1 z)τφ * n+1 (z) withφ n+1 given by (2) and where for our purposes, we can take without loss of generalitỹ ε n+1 = 1, i.e.,φ n+1 (z) = z − α n 1 − α n+1 z ϕ n (z) + β 1 − α n z 1 − α n+1 z ϕ * n (z) ϕ n being the n-th monic rational Szegő function for the measure µ.
Example 6.7 Let us illustrate the above approach by taking again the normalized Lebesgue measure dµ(θ) = dθ/(2π), n = 2, x 1 = −x 2 = 1, α 1 = −α 2 = 1/2 and α 3 = 0. In this case the orthogonal functions are known (see e.g., [4, 13] ) ϕ n (z) = (1 − |α n | 2 ) zB n (z) z − α n , n = 0, 1, . . . , yielding ϕ * n (z) = (1 − |α n | 2 )/(1 − α n z). Obviously for our purposes, the factor 1 − |α n | 2 can be omitted so that one has ϕ n+1 (z) = zB n (z) + β 1 − α n+1 z , andφ * n+1 (z) =λ 1 + zβB n (z) 1 − α n+1 z , |λ| = 1.
Hence, by (6.16) and for τ ∈ T, χ n+2 (z) = (z − α n+1 )(zB n (z) + β) +τ (1 − α n+1 z)(1 + zβB n (z)) 1 − α n+1 z withτ = τλ ∈ T. Since τ is arbitrary, alsoτ is arbitrary, so we shall write τ instead ofτ .
Thus, when α n+1 = 0,χ n+2 (z) = z 2 B n (z) + βz + τ (1 + zβB n (z)) = Q n+2 (z) π n (z)
where, with γ 2 as in (4.6), Q n+2 (z) = z 2 γ n ω n (z) + βzπ n (z) + τ (π n (z) + zβγ n ω n (z)). So β ∈ R, and since we need |β| < 1, we may conclude β ∈ (−1, 1).
As a conclusion, by taking β ∈ (−1, 1), a four point rational Szegő-Lobatto formula can be obtained. In this case, the polynomial providing the four nodes is where b = 5β/4. Hence |b| < 5/4 and we come to the same conclusion as in Example 6.4.
The Example 6.7 solves the problem 6.6 for n = 2 and α 1 = −α 2 = 1/2 in the case of the Lebesgue measure. For a general measure, n = 2 and α 1 = α 2 = 0 (polynomial situation), the problem has been successfully solved by Jagels and Reichel in their recent paper [8] . The analysis and study of Problem 6.6 in its full generality involving an arbitrary measure, any sequence of poles {α k } ⊂ D along with an arbitrary number of nodes z 1 , . . . , z n , n ≥ 2 to be determined and two arbitrary prescribed nodes x 1 and x 2 on T is yet unsolved.
On the other hand, a rational Gauss-Lobatto formula for integration over the interval [−1, 1] with the Chebyshev weight where the endpoints −1 and 1 were preassigned nodes was considered by G. Min [10] .
