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Kalman filter-based Fault Detection and Diagnosis for Air Handling Units
Timothy Mulumba1*, Afshin Afshari2, Luiz Friedrich3







We propose to improve the energy eciency of commercial HVAC systems by implementing a Kalman filter based
fault detection and diagnosis (FDD) scheme to accurately identify certain categories of abnormal conditions that are
the most prevalent in hot, humid climates like the UAE. The general approach used to deal with drift in system
state includes the following tasks: 1) Determine possible model specifications, 2) Use a Kalman filter to determine
time-varying parameters of the specified models, 3) Perform fault detection using a statistical process control and, 4)
Perform fault diagnosis by formulating qualitative rules and comparing with those derived from decision trees.
The model is built using from normal and faulty data that was generated during ASHRAE Project RP-1312 in which
several Air Handling Unit (AHU) faults were artificially introduced and the resulting operational data recorded at
1-minute intervals. The results show that the Kalman filter is well-suited to detecting changes in mean level and the
rules derived from the parameter estimates perform as well as those derived from decision trees.
1. INTRODUCTION
Cooling and dehumidification of modern buildings are provided by Heating, Ventilating and Air Conditioning (HVAC)
systems that consist of chillers, which supply chilled water to Air Handling Units (AHUs), Fan Coil Units (FCUs) and
all the corresponding pumps and pipes. Non-nominal operation of HVAC equipment wastes approximately 15-30% of
energy used in US commercial buildings Roth etal. (2004). In the hot-humid climate of the UAE and the gulf region
in general, HVAC systems consume an estimated 40% of overall electricity usage Ali etal. (2011). Therefore, sub-
optimal operation of indoor climate control equipment has a high financial and environmental impact on the region.
Although many buildings in the country were built recently and are fitted with modern building automation and control
systems, the potential of such systems for implementing intelligent monitoring and Fault Detection/Diagnosis (FDD)
of the most energy intensive building systems is almost entirely untapped.
It should be noted that the AHUs are not the only required components of the overall HVAC system to cool a building.
Cooling towers, which are required to cool the water exiting and entering the condenser of the chiller, are also impor-
tant components. FCU (Fan Coil Unit) fans circulate cool air around the room, and the cooling coil removes the heat
from the air in the room. The performance of the HVAC system is largely reliant on the pumps in the system, as the
flow rate of the water has an eect on the rate of heat transfer in the system.
Fault Detection and Diagnosis (FDD) system may include the following steps: fault detection, fault diagnosis, and
fault evaluation Isermann (1984).
Fault detection indicates a deviation of performance from expectation; diagnosis determines the cause of the fault; and
evaluation assesses whether the impact is severe enough to justify service. In each of these steps, it is necessary to
define criteria or thresholds to generate appropriate outputs. The outputs are fault or no fault for fault detection, the
type of fault for diagnosis, and repair or not repair for the fault evaluation step.
The FDD system is accomplished by comparing measurements with expectation of performance. A fault would be
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Figure1: Sequential Steps in Fault Detection and Diagnosis
indicated, if the deviation exceeds a threshold. As depicted in Figure 1, this process can be described in two steps:
preprocessing and classification. The preprocessor takes measurements from sensors and manipulates them to gener-
ate features for classification. Classifiers then operate on the features to determine whether the system contains a fault.
Simple transformations, characteristic quantities, and models are three types of preprocessors. Simple transformations
include the identity transformation (i.e., no preprocessing) and trend generation (i.e., time derivatives). Characteristic
quantities are features that are computed directly from measurements and indicative of component performance. Ex-
amples include overall system eciencies. Model-based preprocessors utilize mathematical models of the monitored
system to generate features. Model parameters are learned from measurements when the system operates normally,
or from physical models. The features used by the classifier from model-based preprocessors could be the dierences
between measured and modeled performance (i.e., residuals) or physical parameters of the model.
In a broad sense, the classifier is an expert system. The knowledge necessary to make a fault decision is stored in
a number of forms, including: a set of production rules (i.e. IF, THEN, ELSE rules), a fault tree, and conditional
probabilities for statistical pattern recognition classifiers. Typically, it is necessary to assign thresholds for deviations
between current and normal performance that constitute faults. In selecting the thresholds, there is a tradeo between
detection sensitivities and false alarm rates. Tighter thresholds result in greater sensitivities (detection of smaller
faults), but will lead to more false alarms (an indication of a fault that doesnt exist).
In this paper, we investigate four AHU faults, namely, the return fan fault, the cooling coil valve control fault, outside
air damper stuck fault and the cooling coil valve stuck fault which are prevalent in the hot-humid climates in the middle
east and the UAE in particular. We use real-world data from ASHRAE report 1312-RP Wen and Li (2011) to develop
and validate our FDD scheme. Our pre-processing step is to fit a time series model to the raw data which is essentially
a transformation from raw data to model parameters. When a process operates under normal conditions, the process
parameters should be at their normal values. If some defect in the equipment or the sensor(s) causes a deviation from
the normal state, the process parameters will also deviate from their normal values. In our case, the model parameters
are the coecients of the model which represent the ’state’ of the system.
The parameters of a model can be estimated by employing a system identification method. In this study, auto-regressive
with exogenous inputs (ARX) time series models were used, and the parameters identified using the Kalman filter.
Faults are detected when a specified threshold is exceeded. This threshold can be determined by using statistical meth-
ods. A three-sigma limit (three standard deviations) is often used as a threshold value Montgomery and Keats (1994).
For fault diagnosis, we construct a simple set of IF.. THEN.. ELSE qualitative rules by studying the behavior of the
parameters. We compare this performance with the rules generated from a machine learning algorithm like a decision
tree. Our expectation was that the decision tree could easily out-perform the simple qualitative rules method but we
were interested in how many more rules the decision tree needed, if any, for a similar level of performance as the
simple rules procedure.
This paper is organised as follows; Section 2 provides a detailed literature review on the subject. Section 3 introduces
the methodology and points out the major contribution of the paper, while Section 4 discusses the results with respect
to fault detection and finally concluding comments are presented in Section 5.
2. LITERATURE REVIEW
Carling and Haves reviewed three fault detection methods based on field data of an AHU Carling and Haves (2001).
Reddy et al developed on-line model training techniques for model-based FDD methods Reddy etal. (2001). Lee et al
developed a general regression neural network (GRNN) model at subsystem level of AHU Lee etal. (2004). Wang and
Fu applied PCA method and diagnosed sensor faults for AHU systemWang and Xiao (2004); Xiao (2004). Schein et
al developed a rule-based fault detection method for AHUs Schein etal. (2006).
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Roeck et al. X and Roeck (1997) and Florakis et al. Florakis and Fassosis (1998) also discussed statistical methods
which included Autoregressive with exogeneous (ARX) and autoregressive moving average exogeneous (ARMAX)
methods for FDD (Fault Detection and Diagnosis) in HVAC systems. Du et al used principal components to detect
faults in air dampers and VAV terminals Du etal. (2009, 2008). Wang et al separated the FDD for system faults and
sensor faults Wang etal. (2010). They used a reference regression model to validate the performance indices computed
frommeasurements. Magoulès et al. developed a recursive deterministic perception (RDP) neural network for building
energy consumption fault detection and diagnosis Magoulès etal. (2013).
3. METHODOLOGY
The methodology involved tracking the time-varying parameters of a dynamic linear model. The parameter where
estimated using a Kalman filter which elegantly re-adjusts to changes in system states. A fault was then detected if the
parameter estimate exceeded its 3 limit.
Studying the behavior of these parameters especially with regard to whether they cross their upper limit (parameter
value increases) or if they cross their lower limit (parameter value decreses) can lead to a set of rules which represent
the signature of each fault. We carry out a simple fault diagnosis in this manner and compare these rules to those
generated using a rule induction algorithm in Weka Hall etal. (2009).
3.1 System Under Test: AHU
The major components of the AHUs, shown in Figure 2, are the supply air (SA) and return air (RA) fans; preheat,
cooling and heating coils; heating and cooling control valves; recirculated air (RC), exhaust air (EA), and outdoor air
(OA) dampers; and the ducts to transfer the air to and from the conditioned spaces.
3.2 Data
The chiller data was generated during ASHRAE Project RP-1312 Wen and Li (2011). An experimental study was in
a test facility capable of simultaneously testing two HVAC systems side by side with identical zone load. The AHUs
were then tested at dierent operating states under both normal and faulty conditions. The fault conditions were tested
at dierent levels of severity to aid in determining the sensitivity of future FDD methods.
The data was recorded over three seasons: spring, summer and winter. We concentrated on the summer data because
it is more representative of the area of interest. Consequently, we investigated the following faults:
1. Return fan fault (Fault 1)
2. Cooling coil valve control fault (Fault 2)
3. Outside Air Damper Stuck fault (Fault 3)
4. Cooling Coil Valve Stuck fault (Fault 4)
Each of the faults was monitored for a full day, logging data per minute, resulting in 1440 data points in each of the
normal and faulty files. It should be noted, however, that the number of variables/ features monitored was over 70
which introduces problems of dealing with data in high dimensional space. Therefore, a feature selection technique
was needed to select a sub-set of the most predictive variables. Fortunately, RP-1312 used a subset of variables as
performance indices based on oine tests. We use the same subset of variables in our FDD experiments. These
variables are listed in Table 1.
In keeping with convention, we use two-thirds of the data to estimate the parameters and test the FDD performance on
the other third.
3.3 The Kalman Filter
The Kalman Filter is a very powerful tool for controlling noisy systems. At its heart, the Kalman filter is a method of
combining noisy (and possibly missing) measurements and predictions of the state of an object to achieve an estimate
of its true current state. Kalman filters can be applied to many dierent types of linear dynamical systems Petris etal.
(2009) and the state here can refer to any measurable quantity. The basic premise of a Kalman filter is noisy data
in, hopefully less noisy data out. For Fault Detection, we formulate the filter as an ARX model with the parameter
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Figure2: AHU Schematic
estimates of the co-ecients as the state variables as shown in Equation 1
E_ccoilt = 0 + at + 1E_ccoilt−1 + 2E_ccoilt−2 + (1)
3SA_TEMPt + 4SA_TEMPt−1 + 5SA_TEMPt−2+6MA_TEMPt + 7MA_TEMPt−1 + 8MA_TEMPt−2+9RA_TEMPt + 10RA_TEMPt−1 + 11RA_TEMPt−2+12SA_HUMDt + 13SA_HUMDt−1 + 14SA_HUMDt−2+15RA_HUMDt + 16RA_HUMDt−1 + 17RA_HUMDt−2
ARX models can be usefully regarded in terms of dynamic linear models which oer flexibility in treating non-
stationary time series or modeling structural changes, and are often more easily interpretable. Dynamic linear models
are based on the idea of describing the output of a dynamic system, for example a time series, as a function of
a nonobservable state process (which has a simple, Markovian dynamics) aected by random errors. This way of
modeling the temporal dependence in the data, by conditioning on latent variables, is simple and extremely powerful.
Another crucial advantage of dynamic linear models is that computations can be done recursively: the conditional
distributions of interest can be updated, incorporating the new data, without requiring the storage of all the past
history. This is extremely advantageous when data arrive sequentially in time and on-line inference is required, and
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Feature Description
SA_TEMP Supply Air Temperature
MA_TEMP Mixed Air Temperature
RA_TEMP Return Air Temperature
SA_HUMD Supply Air Humidity
RA_HUMD Return Air Humidity
E_ccoil Chilled Water Heat Transfer Rate
E_hcoil Heating Water Heat Transfer Rate
Table1: Most predictive features/variables
the reduction of the storage capacity needed becomes even more crucial for large data sets.
A more rigorous treatment is provided in the book by Petris and Campagnoli Petris etal. (2009).
3.4 Statistical Process Control (SPC)
The proper choice of a threshold value is important for detecting faults. The thresholds can usually be determined
from statistical properties of the process. The concept of SPC is straightforward; If a measurement is greater than an
upper limit or is lower than a lower threshold limit, the process is said to be out of the normal state and a fault is said
to have occurred.
In this study, a three- limit was used as the threshold value. If a measurable characteristic, x, of an item is normally
distributed with the mean, x¯, and the standard deviation , it is possible to find the probability that x will lie within
a fixed interval. The probability that x will fall within the interval [x¯ − 3; x¯ + 3] is 0.9973. The threshold for a
measured variable x was specified as  x − x¯ = 3¯
where x¯ denotes the assumed mean and ¯ the estimated standard deviation.
However, for the Kalman filter the thresholds are not static but are dynamically obtained based on the state variables’
standard deviations. Additionally, the Kalman filter eventually adjusts to the new state when the fault occurs so a
dierent SPC rule is needed for fault detection.
In this study, the mean value of a parameter estimate over the past 6 hours is used as the normal value of the parameter
and the corresponding average standard deviations used to construct the SPC control limits. A fault is then detected in
the same way as in the sliding window approach using the 3 approach.
4. RESULTS
In this section, we present three key results: the fault detection performance of the Kalman filter; Simple rules for
fault diagnosis derived from the behavior of the parameters estimated by the Kalman filter and how the performance
of these simple rules stack up against rules derived from machine learning algorithms like decision trees.
4.1 Fault Detection
For the sake of brevity, we present the parameter drift for only one variable as shown in Figure 3. Figure 3 shows that
the parameter drifts from its normal ’state’ soon after the fault occurs. There is a bit of a time delay before the fault is
detected and this delay for the dierent faults of interest is summarized in Table 2.





Table2: Kalman Filter detection performance
















Figure3: Parameter drift. Red line denotes fault occurence
4.2 Fault Diagnosis
Faults can be diagnosed by creating a set of rules from their behavior over time. Table 3 summarizes this set of
rules, with the parameters as defined in Equation 1. If the parameter crosses up over its upper limit, this characteristic
behavior is denoted as ↑. Conversely, if it crosses down over its lower limit, this behavior is denoted as ↓. Additionally,
if the fault has no significant eect on the parameter, this characteristic is denoted as a dash (-).
Table3: Rule Induction from parameter behavior
Fault 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
Fault 1 ↑ ↑ - ↓ ↓ ↓ ↓ - - ↑ ↓ ↓ - - - - ↑ ↑
Fault 2 ↑ ↑ ↓ ↑ - ↓ ↓ - - ↓ - ↑ - - ↓ ↑ - ↓
Fault 3 ↓ ↑ ↓ ↑ ↑ - - ↑ ↓ ↓ - ↓ - ↑ ↓ - ↓ -
Fault 4 ↓ ↑ ↑ - ↓ ↑ ↑ - - - ↓ - - ↑ ↑ ↓ ↓ -
It should be noted that fewer rules could be used to uniquely identify each fault but this would result in a higher false
error rate. The rules shown in Table 3 were evaluated on the test dataset that was initially kept aside, as discussed in
the Data sub-section. Additionally, as a benchmark we compare these rules against those generated by Weka’s PART
algorithm Frank and Witten (1998) which builds a partial decision tree in each iteration and makes the "best" leaf into
a rule. This comparison, based on accuracy and the number of rules needed to achieve that accuracy, is presented in
Table 4.
Evidently the PART algorithm outperforms the rules generated from the Kalman filter parameter estimates. However,
this comes at an increased cost with respect to the number of rules. This large number of rules could point to over-
fitting.
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Table4: Performance Metrics: Accuracy and Number of rules
Fault Kalman Rules PART rules
Accuracy Number of Rules Accuracy Number of Rules
Fault 1 83 11 98.5 229
Fault 2 75 11 99.2 312
Fault 3 88 12 98.9 131
Fault 4 77 11 99.5 236
The simple rules derived from the Kalman filter parameter estimates show reasonable performance with a minimal
number of rules which points to good generalization ability. However, this procedure would face serious challenges
in a scenario where FDD is to be performed on a dataset with several (over 20) faults. In this case, an automated
algorithm like PART would not only be appropriate but also more convenient to use.
5. CONCLUSION
This study demonstrates the potential for using Kalman filters as part of an HVAC fault detection scheme. The
results show that the Kalman filter was able to detect both faults in the AHU sub-system in a remarkably timely
manner. Additionally, we show how simple qualitative rules derived from the behavior of filter estimates can be used
to perform fault diagnosis. Evidently the PART algorithm outperforms the rules generated from the Kalman filter
parameter estimates. However, this comes at an increased cost with respect to the number of rules. This large number
of rules could point to over-fitting.
The simple rules derived from the Kalman filter parameter estimates show reasonable performance with a minimal
number of rules which points to good generalization ability. However, this procedure would face serious challenges
in a scenario where FDD is to be performed on a dataset with several (over 20) faults. In this case, an automated
algorithm like PART would not only be appropriate but also more convenient to use.
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