Generalized communicating P systems are purely communicating tissue-like membrane systems with communication rules which allow the movement of only pairs of objects. In this paper, we study the power of these systems in the case of eight restricted variants of communication rules. We show that seven of these restrictions lead to computational completeness, while using the remaining one the systems are able to compute only finite singletons of non-negative integers. The obtained results complete the investigations of the computational power of generalized communicating P systems and provide further examples for simple architectures with simple functioning rules which are as powerful as Turing machines.
Introduction
One important problem area in computation theory is how to design devices which have large computational power and at the same time simple architecture, simple functioning rules, and small size complexity. Particularly interesting are those constructs which are as powerful as Turing machines.
A recent vivid field of natural computing, the theory of membrane systems or P systems provides several examples for such computational models. These systems are distributed and parallel computing devices inspired by the structure and the functioning of the living cell. The generic variant of a P system consists of a hierarchically embedded membrane structure (a tree structure), where the membranes enclose regions which contain (multisets of) objects and might also contain other membranes. This structure and the enclosed objects evolve according to rules associated with the regions describing their behavior. The objects may change or may move from region to region determining in this way how the system changes its configuration. The configuration change describes the evolution of the membrane system which corresponds to a computation executed by the system. For detailed information on membrane systems, the reader is referred to the monograph [7] and the on-line content available at [9] .
Later, the original model was extended to so-called tissue P systems [4] , where the underlying structure is an arbitrary graph. The nodes of the graph represent cells which are able to communicate with the neighbor cells; the neighborhood relation is defined through the edges of the graph.
One of the main research directions in P systems theory is the study of the computational power of purely communicating membrane systems, i.e., of those systems where the only operation the components (cells or regions) use is the exchange of multisets of objects. Adequate examples of these constructs are the symport/antiport P systems [6] . A symport rule is of the form (x, in) or (x, out) where x is a multiset of objects. When such a rule is present in a region (or at a cell) i, then the objects of the multiset x must enter from or must leave to a region (a cell) defined by the corresponding neighborhood relation. In the case of antiport rules, which are of the form (x, in; y, out) , the movement is bi-directional, the objects of multiset x are exchanged by the objects of multiset y in two neighboring regions or cells. P systems with symport/antiport rules have been studied in detail, several variants of them are as powerful as Turing machines [1] .
Inspired by the problem of how to define a common generalization of various purely communicating models in the framework of P systems, the concept of a generalized communicating P system was introduced in [11] . The model also captures essential features of several other well-known distributed/communicating computational models, as for example Petri nets, see more details in [3] .
A generalized communicating P system, or a GCPS for short, corresponds to a graph where each node, called a cell, contains a multiset of objects which -by communication -may move between the cells. The communication rules are rather restricted, any rule identifies four cells, two input cells and two output cells, such that a pair of objects from the two input cells move synchronously to the two output cells. The form of a communication rule is (a, i)(b, j) → (a, k) (b, l) where a and b are objects and i, j, k, l are numbers that identify the input and the output cells. Such a rule means that an object a from cell i and an object b from cell j move synchronously to cell k and cell m, respectively. The reader can easily see that these very simple communication rules can also be interpreted as interaction rules. Although a GCPS realizes a graph structure, the cells are defined implicitly, since the system is given as a set of communication rules over an alphabet.
Depending on their form, nine restricted variants of communication rules (modulo symmetry) can be distinguished.
These restricted variants of rules are as follows: the conditional-uniport-out rule (i = j = k, k ̸ = l), the conditional-uniportin rule (i = k = l, l ̸ = j), the symport2 rule (i = j, k = l, i ̸ = k) the antiport1 rule (i = l, i ̸ = j, j = k), the presence-move rule (i = k and i ̸ = j, i ̸ = l, j ̸ = l), the split rule (i = j, i ̸ = k, i ̸ = l, k ̸ = l), the join rule (k = l, i ̸ = k, j ̸ = k, i ̸ = j), the chain rule (i = l, i ̸ = k, j ̸ = k, i ̸ = j) and the parallel-shift rule (i, j, k, l are pairwise different numbers).
When the GCPS has only one type of these restricted rules, then we speak of a generalized communicating P system with minimal interaction or a minimal interaction P system with the given type of rules, a GCPSMI for short.
The reader may notice that symport and antiport rules of limited size are particular cases of the above minimal interaction operations: the symport2 rule corresponds to the minimal symport rule, where objects a and b move together from cell (membrane) i-k. Analogously, the antiport1 rule realizes minimal antiport: two objects exchange their location. In the theory of P systems, the minimal symport or minimal antiport operations were studied in conjunction with the uniport operation, i.e., with rules of the form (a, i) → (a, k) which means that an object a moves from cell i to cell k. Combining conditionaluniport-in rules and conditional-uniport-out rules, computational completeness can be achieved by simulating the register machines, see [2] .
In this article, we consider generalized communicating P systems which use only one type of the above interaction operations. In [11] it was shown that any register machine can be simulated by a GCPS having 19 cells and using only parallel-shift rules. Continuing the examination of the power of GCPSMIs, we study the remaining eight restricted variants of communication rules. We show that in most of the cases (7 of 8) computational completeness can be obtained, i.e., the corresponding GCPSMIs are able to determine any recursively enumerable set of non-negative integers. The proofs demonstrate that these systems even with relatively small numbers of cells and simple graph architectures are able to demonstrate this large expressive power. The only exception is the class of GCPSMIs with only antiport1 rules; these systems determine finite singletons of natural numbers. By these results we completed the investigations of the computational power of generalized communicating P systems, and, furthermore, we provided further examples for simple distributed architectures with very simple functioning rules which are as powerful as Turing machines.
Definitions
In this section we recall some basic notions and notations used in membrane computing, formal language theory and computability theory that we need in the rest of the paper. For further details and information the reader is referred to [7, 8] .
An alphabet is a finite non-empty set of symbols. Given an alphabet V , we designate by V * the set of all strings over V , including the empty string, λ. The length of a string x ∈ V * is denoted by |x|. For each a ∈ V , |x| a denotes the number of occurrences of the symbol a in x. A finite multiset over V is a mapping M : V −→ N; M(a) is said to be the multiplicity of a in M (N denotes the set of non-negative integers). A finite multiset M over an alphabet V can be represented by all permutations of a string
If no confusion arises, we also may use the customary set notation for denoting multisets. The size of a finite multiset M, represented by x ∈ V * is defined as Σ a∈V |x| a .
In the following we recall the notion of a register machine; see for further details [5] .
Definition 1. A register machine is a 5-tuple
Q is a finite non-empty set, called the set of states; A configuration of a register machine M, defined above, is given by a k + 1-tuple (q, m 1 , . . . , m k ), where q ∈ Q and m 1 , . . . , m k are non-negative integers, q corresponds to the current state of M and m 1 , . . . , m k are the current numbers stored in the registers (in other words, the current contents of the registers or the value of the registers) A 1 , . . . , A k , respectively.
A transition of the register machine consists in changing/checking the number stored in a register and changing the current state, according to an instruction.
An increment instruction (p, A+, q, s) ∈ P is performed if M is in state p, the number stored in register A is increased by 1, and after that M enters either state q or state s, chosen non-deterministically.
A decrement instruction (p, A−, q, s) ∈ P is executed if M is in state p, and if the number stored in register A is positive, then it is decreased by 1 and then M enters state q, and if the number stored in A is 0, then the contents of A remains unchanged and M enter state s.
Register machines may define sets of integers in several manners.
We say that a register machine M = (Q , R, q 0 , q f , P), with k registers, given as above, generates a non-negative integer n if starting from the initial configuration (q 0 , 0, 0, . . . , 0) it enters the final configuration (q f , n, 0, . . . , 0). The set of nonnegative integers generated by M is denoted by N(M).
It is known that register machines are able to generate all recursively enumerable sets of non-negative integers [5] ; the family of these sets of numbers is denoted by NRE.
P systems with generalized minimal communication
First we present the basic definitions concerning generalized communicating P systems, i.e., networks of cells which interact with each other through special communication rules where each rule defines a movement of a pair of objects. For further details and motivations of these constructs, see [11] .
Definition 2.
A generalized communicating P system (a GCPS) of degree n, where n ≥ 1, is an (n + 4)-tuple 
The system consists of n cells, numbered from 1 to n, which contain multisets of objects over O; initially cell i contains multiset w i . There is also an additional special distinguished cell, numbered by 0, called the environment. The environment contains objects of E ⊆ O in an infinite number of copies. (The reason for this condition is that during the work of Π, the number of some objects appearing in cells from 1 to n can be arbitrarily high, but there are no rules for increasing the number of objects at these cells, thus more objects can only be imported from the environment. Since there is no bound imposed on the number of objects appearing in the system, certain objects, specified by the rule set, must be available in the environment in an infinite number of copies.)
The cells interact with each other by means of the rules in R having the form r : (a, i)(b, j) → (a, k)(b, l), with a, b ∈ O and 0 ≤ i, j, k, l ≤ n. Such an interaction rule may be applied if there is an object a in cell i and an object b in cell j. As the result of the application of r, the object a moves from cell i to cell k and b moves from cell j to cell l. If two objects from the environment are moved to some other cell or cells, then at least one of them must not appear in the environment in an infinite number of copies. Otherwise, an infinite number of objects can be imported in the system in one step.
Remark 1.
Note that the structure of a GCPS corresponds neither to a tree as in cell-like P systems nor to a graph as in tissue P systems (e.g., see [7] for definitions of cell-like and tissue P systems), though some models of cell-like P systems and tissue P systems can be seen as special variants of GCPSs. In general, for a given GCPS, every rule is defined over a block of cells which allows certain objects to pass from the input cells to the output cells; altogether these rules define a network of communicating cells.
* and z i ∈ O * , for all 1 ≤ i ≤ n; z 0 is the multiset of objects possibly present in the environment in a finite number of copies, whereas, for all 1 ≤ i ≤ n, z i is the multiset of objects present inside cell i. The initial configuration of Π is the tuple (λ, w 1 , . . . , w n ).
Given a multiset of rules R over R and a configuration u = (z 0 , z 1 , . . . , z n ) of Π, we say that R is applicable to u if all its elements can be applied simultaneously to the objects of multisets z 0 , z 1 , . . . , z n such that every object is used by at most one rule. Then, given a configuration
by applying the rules of R in a non-deterministic maximally parallel manner: taking an applicable multiset of rules R over R such that the application of R results in configuration u
furthermore, there is no other applicable multiset of rules R ′ over R which properly contains R. One such application of a multiset of rules satisfying the conditions listed above represents a transition in Π from configuration u to configuration u ′ .
A transition sequence is said to be a successful generation by Π if it starts with its initial configuration and ends with one of its halting configurations, i.e., with a configuration where no transition step can be performed. We say that Π generates a non-negative integer n if there is a successful generation by Π with n being the size of the multiset of objects present inside the output cell in the halting configuration.
The set of non-negative integers generated by a GCPS Π in this way is denoted by N(Π ).
If instead of counting all the objects present inside the output cell in the halting configuration at the end of successful 
Remark 2.
Besides the non-deterministic maximally parallel semantics described above, which is commonly used in the theory of P systems, other types of semantics may also be associated with an interaction rule depending on the number of objects which are processed by each application of such a rule, see [11] . In the rest of the paper, we will essentially deal with the usual semantics where each application of a rule processes exactly one occurrence of each object involved.
We may impose several restrictions on the interaction rules, namely, by superposing several cells. Some of these restrictions directly correspond to antiport or symport rules of size 2, known from the theory of P systems.
In the following we define all possible restrictions (modulo symmetry): let O be an alphabet and let us consider an
Then we distinguish the following cases:
the conditional-uniport-out rule sends b to cell l provided that a and b are in cell i.
the symport2 rule corresponds to the minimal symport rule, i.e., a and b move together from cell i to k.
the antiport1 rule corresponds to the minimal antiport rule, i.e., a and b are exchanged in cells i and k.
the presence-move rule moves the object b from cell j to l, provided that there is an object a in cell i and i, j, l are pairwise different cells.
the split rule sends a and b from cell i to cells k and l, respectively.
the join rule brings a and b together in cell k.
the chain rule moves a from cell i to cell k while b is moved from cell j to cell i, i.e., to the cell where a was previously. 9. i, j, k, l are pairwise different numbers: the parallel-shift rule moves a and b from two different cells to another two to different cells.
A generalized communicating P system may have rules of several types as defined above. Moreover, we may allow the use of uniport rules as well, i.e., rules of the form (a, i) → (a, k) specifying that, whenever an object a is present in cell i, this object may be moved to cell k. In this case, GCPSs with symport2 and uniport rules or with antiport1 and uniport rules become tissue P systems with minimal symport or minimal symport and antiport, respectively. When only one of the above types of rules is considered, we call the corresponding GCPS a minimal interaction P system (with the given type of rules), or a GCPSMI, for short.
NOtP k (x) denotes the family of sets of numbers generated by minimal interaction P systems of degree k, k ≥ 1, and with rules of type x, where x ∈ {uout, uin, sym2, anti1, presence, split, join, chain, shift} and NOtP * (x) is the notation for  ∞ k=1 NOtP k (x).
Main results
In this section we show that minimal interaction P systems with any types of rules defined above, except antiport1, are computationally complete devices, i.e., they are able to generate/represent any recursively enumerable set of non-negative integers.
Proof. Let us consider an arbitrary register machine
To prove the statement, we construct a minimal interaction P system Π = (O, E, w 1 , . . . , w 9 , R 1 , 5) with split rules such that N(M) = N(Π ). The proof is based on the simulation of the work of M by the work of Π, i.e., by showing that for any successful generation in M there exists a successful generation in Π and conversely such that the two generation processes yield the same number as result.
Since for every p ∈ Q , (p ̸ = q f ), there is exactly one instruction of the form either (p, A+, q, s) or (p, A−, q, s), the set of instructions R of M can be labeled by the elements of Q in a one-to-one manner.
Let Q + and Q − be the sets of labels of the increment instructions and the decrement instructions of M, respectively.
Let us define the alphabet of objects of
}, w 9 = {Z}, w 3 = w 5 = w 7 = ∅. Throughout the proof, if no confusion may arise, we will use the customary set notation instead of the string notation for denoting multisets.
The set of rules R 1 of Π is defined as follows. For any rule (p, A i +, q, s) of M we add the following rules to R 1 :
For any rule (p, A i −, q, s) of M we add the following rules to R 1 :
Furthermore, let R 1 have no other rule. In the following we show that the application of an increment instruction or a decrement instruction of M to u, depending on p ∈ Q , can be simulated by the application of the corresponding rule set of Π defined above. This means that after performing the corresponding transitions to c, the new configuration c ′ will have the form (z
where m The simulation of the application of an increment instruction (p, A i +, q, s) of M to u is done as follows. Starting from configuration c in Π, firstly symbol X moves to cell 3 and object p moves to cell 2 by rule 1.p.1. Then p continues on its way to cell 4 by rule 1.p.2. The same rule sends object p ′ to the environment. Rule 1.p.3 brings object p ′ from the environment to cell 3 and it also moves a copy of A i to cell 5. After that object p ′ moves to cell 4 by rule 1.p.4 and finally it arrives at cell 2 (rules 1.p.5 and 1.p.6). The last rule application brings either q or s, the new state of M, to cell 1 and this step ends the simulation. In the meantime object X returns to cell 1, by rule 1.p.4. It is easy to see that the new configuration c ′ is in the form given above. Due to the construction of the rule set R 1 (in any step of the generation X and Y is present in a single copy in the system, respectively, and the generation process is governed by p or by the objects corresponding to p), no other rules of Π can be applied during the above phase of the generation, so the simulation was correct.
The simulation of the application of a decrement instruction (p, A i −, q, s) of M to configuration u is done in a similar way. Firstly, object p moves to cell 2 and after that it continues on its way to cell 6 by rule 2.p.2. The same rule sends an object p ′′ to cell 5. Now if the value of register i is not zero, then object p ′′ will send a copy of A i to the environment (rule 2.p.3), then it moves to cell 3, cell 7 and cell 2 (rules 2.p.4, 2.p.8, and 2.p.5) and meanwhile brings object q in cell 1. Object p in cell 6 will send Y to cell 7 (rule 2.p.7) and then returns to cell 4 by rule 2.p.6. From cell 7, Y returns to cell 6. If the number stored in register i is zero, then p will arrive in cell 5 by rule 2.p.7, while object p ′′ will remain for one step in cell 5. After that object p ′′ moves to cell 2 by rule 2.p.9, while object p continues on its way to cell 8. From there it moves to cell 4 by rule 2.p.10, while an object p ′′′ is sent to cell 9. From cell 9, p ′′′ moves to cell 4, then to cell 3 and after that back to cell 8 (rules 2.p.12 and 2.p.13). In the meantime, object s is sent to cell 1, which ends the simulation. Rule 2.p.14 ensures that objects Z and Y return to their original locations. As in the case of the increment instruction, above, it can be seen that the rules can only be applied in the above order and during the application of this rule set the application of no other instruction of M can be simulated. Thus, the simulation of the application of the decrement instruction (p, A i −, q, s) was correct.
By the construction of R 1 , it can also be easily seen that any successful generation in M corresponds to a successful generation in Π with the same number as result, and vice versa. Thus, the set of non-negative integers generated by M is equal to the set of non-negative integers generated by Π. This gives NRE ⊆ NOtP 9 (split).
It is also clear that every set of numbers generated by a system Π ∈ NOtP * (split) can be generated by a Turing machine; the statement of the theorem follows.
Remark 3.
The reader can easily observe that during the work of Π none of its rules is used two or more times in parallel and no rule is used in two consecutive transitions. Proof. We show that the application of any split rule can be simulated by the application of a set of symport2 rules under some conditions. Then the result can be derived from Theorem 1.
, be a minimal interaction P system with split rules such that S = N(Π ). Without any loss of generality we may assume that during the work of Π no rule in R is used two or more times in parallel and no rule is used in two consecutive transitions. (The minimal interaction P system with split rules in the proof of Theorem 1 satisfies these conditions.) To prove the statement, we construct a minimal interaction P system are pairwise different objects.)
rules and let R contain no more rules.
′ and Π are in a configuration where object a and b appear in cell i. The rules of Π given above simulate the application of r in four steps. Indeed, rule r.1 sends both a and b to cell 1 r . From cell 1 r object a continues on its way to cell j and object b moves to cell k, together with accompanying objects X r and Y r , respectively. After that these accompanying objects return back to cell 1 r by rules r. 4-r.9 . Thus, the considered objects a and b in Π moved from cell i to cell j and k, respectively. Although r is simulated in two steps, two additional steps are required in order to bring the additional objects back to their original positions. The conditions above ensure that during the third and fourth step no new simulation of r and any other split rule of Π ′ can start.
By the above considerations, it is easy to see that for any successful generation in Π ′ there is a successful generation in Π such that the two generation processes correspond to each other described in the above manner, and vice versa.
We note that during any successful generation in Π the number of objects Z in most of the cells may not be bounded by a constant. Hence, if Π ′ successfully generates s ∈ S, then Π with the corresponding successful generation may generate a number greater than s. To overcome this situation, O ′′ = O ′ should be considered. Then, the statement of the theorem follows.
Remark 4.
We remark that the simulation above requires n + 9 cells, where n is the number of split instructions from Theorem 1. This number can be reduced to 10 by observing that for all split instructions from Theorem 1 (a, i)(b, i) → (a, j)(b, k), cells j and k are uniquely determined by a, b and i. Then all cells 1 r , above, can be combined into a single new cell 1 ′ .
Theorem 3. NOtP
Proof. The proof follows from the fact that the number of objects in a cell cannot be changed by using only antiport1 rules, therefore the number of objects in the minimal interaction P system with antiport1 rules will not change during any sequence of transitions starting from the initial configuration and ending with a halting configuration. Hence, only finite singletons of non-negative integers can be generated.
The next statement is also proved by a direct simulation of the work of the register machines.
Theorem 4. NOtP 7 (join) = NRE.
Proof. Let us consider a register machine M = (Q , R, q 0 , q f , P) with n registers, where n ≥ 
(Since no confusion may arise, we use the set notation for denoting the multisets.) The set of rules R 1 is defined as follows.
For any state q ∈ Q of M, the following rules are added to R 1 :
For any increment instruction (p, A i +, q, s) of M, we add the following rules to R 1 :
For any decrement instruction (p, A i −, q, s) of M, we add the following rules to R 1 :
To prove that the rule sets above simulate the actions performed by increment or decrement instructions of M, we use a reasoning similar to the one we presented in the proof of Theorem 1. The simulation of the application of an increment instruction (p, A i +, q, s) of M to u by Π is done as follows. Firstly, objects p and p ′ move from cell 1 and cell 4 to cell 2 (rule 1.p.1). Then, p ′ imports one object A i from the environment and both objects move together to cell 3, by rule 1.p.2. After that p ′ (from cell 3) and one of the possible next states, either q or s (from cell 2) move to cell 4 (rule 1.p.3 or rule 1.p.4, respectively). In the final step of the simulation, by rule 3.q or by 3.s, respectively, the object corresponding to the next state imports one object Z from the environment and both objects arrive in cell 1. Then, the new configuration of Π meets the requirements concerning the configurations given above, i.e., the object representing the new state of M is in cell 1 and the number of letters A i is increased by one in cell 3. Moreover, due to the construction of the rule set R 1 , no other rules could be applied during the above phase of the generation, so the simulation of the application of the increment instruction (p, A i +, q, s) was correct.
The simulation of the application of a decrement instruction (p, A i −, q, s) of M is as follows. Firstly, object p and object p ′′ from cell 1 and cell 4 move to cell 5 (rule 2.p.1). If A i (corresponding to the instruction) appears in cell 3, then A i and p ′′ together are sent to the environment (rule 2.p.3). In the meantime p from cell 5 imports one Z from the environment and both objects move to cell 6 (rule 2.p.2). Then, by rules 2.p.5 and 2.p.7 p ′′ and q arrive at cell 4, while p moves to cell 7, which, through rule 2.p.9 returns to cell 2 and imports one Z in this cell. This branch of the simulation is finished by rule 3.q. If no A i appears in cell 3, then after applying rule 2.p.2 rule 2.p.4 is performed, which results in the arrival of objects p and p ′′ at cell 3. After then, the simulation is finished by rules 2.p.6, 2.p.8 and 3.s, i.e., s arrives at cell 1, p returns to cell 2, p ′′ to cell 4, and one object Z is imported from the environment and moves to cell 2. Thus, the new configuration of Π meets the requirements concerning the configurations given above, i.e., the object representing the new state of M is in cell 1 and the number of letters A i is decreased by 1 or remains zero (depending on the number of objects A i in z 3 at the beginning of the simulation). As above, due to the construction of the rule set R 1 , no other rules can be applied during the above phase of the generation, so the simulation is correct. By the construction of the rules in R 1 , it can also be seen that any successful generation in M corresponds to a successful generation in Π with the same result and vice versa; thus N(M) = N(Π ) holds.
From the above construction it obviously follows that cells 1-7 can be shared by all the rules which gives a lower bound on their number needed to obtain computational completeness, which implies NRE ⊆ NOtP 7 (join).
It is also clear that every set of numbers generated by a system Π ∈ NOtP * (join) can be generated by a Turing machine, therefore NOtP 7 (join) ⊆ NRE, which completes the proof.
Proof. To prove this theorem, we first show that the application of any join rule can be simulated by the application of a sequence of chain rules if some conditions hold. 
Consider a join rule
We assume that cells 1 ′ r and 1 ′′ r initially contain objects X and Y , respectively. Then, by applying the chain rules given above we simulate the application of r in three steps supposed that the following conditions hold:
There is no other join rule that involves b in cell i, i.e., (b, i) does not occur in the left-hand side of any other rule.
3. During the evolution of the system, any join rule cannot be applied two or more times in parallel.
Indeed, after the first two steps object a is moved to cell 1 In the following we examine whether or not the rules in the minimal interaction P system Π with join rules presented in the proof of Theorem 4 satisfy the above conditions. By the form of the rules in R 1 (see the proof of Theorem 4) item 1 holds and item 3 is also satisfied due to the manner in which Π functions.
We show that item 2 is satisfied as well. Let us construct for any join rule of Π the above sets of chain rules. Let us assume first the rule set of Π which simulates the application of an increment instruction (p, A i +, q, s) of M. Then, if we consider object-cell pairs (p ′ , 4), (q, 2), (s, 2), and
, and none of these pairs occurs in the left-hand side of any rule of Π, thus, condition item 2 is satisfied. Let us now examine the rule set simulating an arbitrary decrement instruction (p,
These pairs do not occur in the left-hand side of any rule of R 1 , thus item 2 of the above condition holds. Then, based on the construction of the chain rule sets above and starting from the minimal interaction P system with join rules given in the proof of Theorem 4, we can construct a minimal interaction P system Π ′ with chain rules which generates the same set of numbers as Π. Since the construction can easily be obtained, we omit the full details. Thus, we obtain that NRE = NOtP 7 (join) ⊆ NOtP * (chain). It is also clear that every set of numbers generated by a system Π ∈ NOtP * (chain) can be generated by a Turing machine, therefore NOtP * (chain) ⊆ NRE, which concludes the proof.
Remark 5.
We remark that the simulation above requires 2n + 7 cells, where n is the number of join instructions from Theorem 4.
Theorem 6. NOtP 30 (uin) = NRE.
Proof. As in some of the previous cases, we show that for any register machine M there exists a minimal interaction P system Π with conditional-uniport-in rules such that N(M) = N(Π ) and the work of Π simulates the work of M and conversely, in the sense described in the proof of Theorem 1.
For this purpose, we show how to simulate the applications of the increment and the decrement instructions of M. Instead of direct simulations, we define sets of conditional-uniport-in rules, so-called (primitive) blocks, as it was done in [11, 10] , and then we show how a set of rules simulating the application of an increment instruction or that of a decrement instruction can be composed from these blocks.
In the following, we will use three blocks: the so-called uniport block, the basic block or main block, and the zero block.
To help the reader in the easier reading, we illustrate the architecture and the application of the rule sets with figures. The notations used in these figures are as follows:
The uniport block will be denoted by an arrow between circles labeled by i and j with a object (say X ) on the top of it. It corresponds to a uniport rule (X, i) → (X, j). This block can be simulated by a conditional-uniport-in rule (Z, j)(X , i) → (Z, j)(X , j), supposed that a special object Z is brought into cell j. The basic or main block, see Fig. 1 , permits to move synchronously objects A from cell i to cell j and B from cell k to cell m. If B is not present, then an infinite loop occurs. The arrows show the direction of the move of the objects, the circles corresponds to the cells. Since the semantic of the block is not symmetric, the double circle, labeled by i, indicates the place of the symbol that triggers the computation and for which the infinite loop can occur.
The move of objects A and B, described by the main block can be simulated by the application of the following conditionaluniport-in rules: 
We also add two cells labeled by # and # ′ with the following rules:
We explain how the above rules act in the system. Firstly, object A, located in cell i, brings object X from cell j to cell i (rule i.1). Then this object travels to cells 6 i , 7 i and j (by applying rules i.3, i.4 and i.5). Object A continues on its way to cell 5 i and sends a copy of object B from cell k to cell m via cell 5 i (rules i. 2, i.8 and i.9) . After that A is sent by object X to cell 7 i and then to cell j (rules i.6 and i.7). If more than one copy of B is brought, then object A will miss the moment when object X arrives in cell 7 i and will not be able to continue on its way to cell 7 i . In this case it will finally arrive in the trap cell # and the computation will never stop. The same happens if object B is not present in cell k. The construction assumes that initially cells 5 i , 6 i , 7 i , m, j, # and # ′ contain a copy of Z and that cell j also contains a copy of X . The reader may notice that the rules are defined in such way that they are able to perform no other action than the action described by the main block.
The zero block, see Fig. 2 , moves object A from cell i to j providing that there is no object B in cell k. If there are objects B in cell k then the computation enters an infinite loop. The notations are analogous to the ones used in Fig. 1 , namely, the arrow denotes the direction of the movement of the object, the circles denote cells, the double line labeled with −B and the circle labeled with k refers to the condition that no object B is present in cell k.
To simulate the action described by this block by conditional-uniport-in rules, it is enough to take the rules for the main block, given above, and to replace rule i.8 by rule (B, k)(A, 5 i ) → (B, k)(A, k) and rule i.10 by rule (Z, #)(A, k) → (Z, #)(A, #). This setup permits to object A to wait in cell 5 i for the passage of object X in 7 i . However, if a copy of B is present in cell k, then A will move there and after that it will continue to the trapping cell, #. As a side effect of the above simulation, no rule involving A can be present in cell k, because of the trap rule (Z, #)(A, k) → (Z, #)(A, #).
Now, in order to simulate the instructions of M, we arrange blocks as follows. In the constructions cell 1 holds the object which corresponds to the current state of M, cell 4 contains the objects representing the contents of the registers, and cell 6 contains all the objects that correspond to the states of M.
We first deal with the increment instructions. For any rule (p, A i +, q, s) of M we add the following blocks of rules to Π, see Fig. 3 . This construction clearly simulates the increment instruction, as one copy of A i is sent to cell 4 and p is replaced by q or s in cell 1. Namely, first, by using the corresponding uniport block p moves from cell 1 to cell 2. Then, by a main block p moves from cell 2 to cell 3 and one object A i is brought in from the environment and it moves to cell 4. To finish the simulation, by using a uniport block, p travels to cell 5. After that, using the corresponding main block, p and one of q and s leave the cell where they are located, and the chosen object, q or s moves to cell 7. In the meantime p moves to cell 8. The simulation is completed with the movement of p to cell 6 and that of s or q to cell 1 via applying the corresponding uniport blocks. It is easy to see that no other way of functioning is possible by this arrangement of blocks, i.e., it simulates the application of instruction (p, A i +, q, s) and only that. The corresponding rule sets of Π can easily be constructed from the description of the rule sets corresponding to the uniport block and the main block.
Next we deal with the case of decrement rules. For any rule (p, A i −, q, s) of M we add the following blocks of rules to Π, see Fig. 4 . The simulation of the rule is done as follows. Firstly, a non-deterministic guess is done about the contents of the register A i (p moves to cell 2 for the non-zero case and to cell 9 for the zero case). After that the corresponding block (main block or zero block) will be applied and if the guess was wrong then an infinite loop occurs. If the guess was right, then a corresponding state will arrive to cell 1. The detailed itinerary of the corresponding objects can easily be reconstructed from Fig. 4 , and the rule sets corresponding to this arrangement of blocks can also easily be obtained by the descriptions given above. The construction in Figs. 4 and 3 assumes that initially cell 6 contains a copy of objects q, q ∈ Q and that cell 1 contains the initial state of the machine q 0 . As in the case of the increment instructions, no other way of functioning is possible, so the construction simulates the application of the decrement instruction (p, A i −, q, s) and only that.
Based on the above considerations, for any increment and decrement instruction of M we can construct a corresponding arrangement of blocks of rules of Π which simulates the corresponding instruction of M and only that. We only remark that the arrangement of blocks corresponding to every instruction of M shares cells 0-11. This is possible because the basic and zero blocks can be identified by A and in the case of our system A always corresponds to the state symbol of M, which is unique. The other components of Π, i.e., the sets of objects and environmental objects, the initial configuration and the halting configurations can also easily be inferred from the above constructions. Due to the construction of the set of rules of Π, it also can be seen that any successful generation in Π corresponds to a successful generation in M such that the two generation processes yield the same number as result, and vice versa. Thus, the constructed minimal interaction P system Π with conditional-uniport-in rules generates the same set of non-negative integers as the register machine M. Hence, NRE ⊆ NOtP 30 (uin).
The number of cells of the minimal interaction P systems with conditional-uniport-in rules which is sufficient to simulate any register machine can be computed from Figs. 4 and 3. Each basic or zero block needs 7 cells and taking into account the overlapping cells (i.e., the cells which belong to more than one blocks) a total number of 30 cells is needed. The converse inclusion NOtP * (uin) ⊆ NRE can be obtained from the fact that every recursively enumerable set of numbers can be generated by a Turing machine, which concludes the proof the theorem. Proof. This proof is done in a similar way as the proof of the previous theorem. Firstly, we show how the actions performed by blocks presented on Figs. 1 and 2, i. e., the main block and the zero block can be simulated by applications of rule sets of these types of minimal interaction P systems. Then, by building constructions given by Figs. 3 and 4 from these blocks, we obtain that the work of any register machine can be simulated by the work of a minimal interaction P system with conditional-uniport-out rules.
As in the case of the previous theorem, we start with simulation of the uniport rule. It is easy to see that a uniport rule
, where Z is a special object initially present in cell i.
The main block, see Fig. 1 , can be simulated by conditional-uniport-out rules as follows.
We also add two cells labeled by # and # ′ and having the following rules:
The simulation uses similar ideas as the proof of Theorem 6. Object A triggers the travel of object X i from cell i on the itinerary cell 5 i , cell 6 i , cell 7 i , cell k and cell i. At the same time, A will move to cell 7 i and 6 i sending an object A i to cell k. This latter object will move a copy of B from k to m and after that with the help of object X i will move to cell 6 i and will send A to cell j. If some other scenario occurs, then A i will miss X i in cell k and after that object A will go to the trap cell, #.
In more details, at the beginning of the simulation A and an auxiliary object X i are in cell i, and then, by rule i.1, X i moves to cell 5 i . In the next step, A moves to cell 7 i and X i to cell 6 i (rules i.2 and i.3) . After that, in the presence of A in cell 7 i , an auxiliary object A i is sent to cell k (rule i.7). In the meantime, X i moves to cell 7 i (rule i.4). At the next step, in the presence of A i at cell k, object B is sent to cell m (rule i.8). At the same time X i from cell 7 i arrives at cell k (rule i.5). At the next step, A moves from cell 7 i to cell 6 i (rule i.10) and A i from cell k to cell 6 i (rule i.9). After that, by rule i.11, A arrives at cell j, and then, by rule i.13 A i returns to cell 7 i , its original location. We note that one copy of Z occurs at the corresponding cells. If A i sends more than one B from cell k to m, then X i returns to cell i and A will not reach its destination, since A will enter the trap cell, # (rule i.12). Notice that because of the concurrency, Z from 7 i will be first used with X i and only after that with A, otherwise A moves to the trap cell. The construction assumes that an object Z is initially present in cells i, 5 i , 6 i and 7 i , an object X i is present in cell i and an object A i is present in cell 7 i . The reader can see that no other way of functioning is possible, so the rules simulate the action described by the main block and only that.
For the simulation of the zero block, see Fig. 2 , the same rule set can be considered except rule i.8 which is changed
Since the argumentation is almost the same as in the case of the main block, we omit the detailed explanations. Based on the rule sets given above and block arrangements given by Figs. 3 and 4, a minimal interaction P system with conditional-uniport-in rules simulating the applications of increment and decrement instructions of a register machine and only that can be built.
Thus, for any register machine M we can construct a minimal interaction P systems Π with conditional-uniport-out rules such that N(M) = N(Π ) holds. This implies that NRE ⊆ NOtP * (uout). Since any recursively enumerable set of numbers can be generated by a Turing machine, the converse inclusion NOtP * (uout) ⊆ NRE also holds.
The number of cells needed to obtain computational completeness can be bounded to 30, as in the case of Theorem 6, because the simulation of basic and zero blocks needs 7 cells in this case as well. Hence the theorem is proved. Proof. The statement is proved in a way similar to the previous theorems. We first show how the actions of the blocks presented on Figs. 1 and 2 can be simulated by applications of presence-move rules. Then, from these rules we can build constructions given by Figs. 3 and 4 which can be used for simulating the applications of increment and decrement instructions of a register machine.
It is obvious that a uniport rule (X, i) → (X, j) can be simulated by a presence move rule (Z, k)(X , i) → (Z, k)(X , j), where Z is a special object initially present in a new cell k.
The action performed by a main block, see Fig. 1 , can be simulated by the applications of the following presence-move rules. The idea behind the simulation is exactly the same as that of the proof in Theorem 6. In more details, in the presence of A in cell i, an auxiliary object X from cell j is sent to cell 6 i (rule i.1). After that A from cell i moves to cell 5 i , in the presence of auxiliary object Z , which appears at any corresponding cell in only one copy (rule i.2). After that X travels through cell 7 i to cell 8 i , supposing that Z appears (in one copy) at cell 5 i (rules i. 3 and i.4) . Meanwhile in the presence of A at cell 5 i , one copy of B is sent from cell k to cell m. In the presence of X i at cell 8 i , object A is sent to cell j. The simulation is correct if A is at cell 5 i until X appears at node 8 i . We assume that initially an object Z is present in cells 5 i and 6 i and an object X in cell j. It can also be seen that this rule set simulates the action described by the main block and only that.
For the simulation of the zero block, see Fig. 2 , it suffices to modify the rule set above by replacing rule i.6 with the rule (B, k)(A, 5 i ) → (B, k)(A, #). We do not provide the detailed explanation since it can easily be obtained from the previous argumentation with the obvious modifications. Then, using the above rules sets and the block arrangements given by Figs. 3 and 4 , for any register machine M we can construct a minimal interaction P system Π with presence-move rules such that N(M) = N(Π ) holds. This implies that NRE ⊆ NOtP * (presence). The converse inclusion NOtP * (presence) ⊆ NRE also holds, as any recursively enumerable set of numbers can be generated by a Turing machine. Now, in order to finish the proof, we remark that the number of cells needed to simulate any register machine can be bounded to 36 because the simulation of the basic and the zero blocks needs 8 cells and this adds 6 new cells to the number obtained in Theorem 6.
Conclusions
In this paper we showed that (tissue-like) P systems with very restricted communication rules are able to compute all recursively enumerable sets of non-negative integers. Table 1 summarizes the known and obtained results.
The proofs were mainly based on simulations of the register machines, the remaining ones demonstrated how a communication rule of a certain type can be simulated with a block of communication rules of another type. The architectures of the systems, presented in the proofs, were built from ''functional blocks of cells'' which determined behavioral primitives, for example, incrementing or decrementing the number of objects at a given cell. Although we have completed the investigations on the power of GCPSMIs, there have remained several open problems for future research. One among them is to find sharp bounds for the number of cells needed to obtain computational completeness, another one is the economy of the simulation of a certain type of communication rules with another one. A further interesting research topic could be the study of the behavioral primitives, to determine to what extent they can be simplified and still not decrease the computational power. It also would be useful to design blocks of rules for special purposes, as it was done in [11] for computing n 2 , and study what kind of computational devices can be built from these architectures.
