We study a compressed sensing solver called Approximate Message-Passing when the i.i.d matrices -for which it has been designed-are replaced by structured operators allowing computationally fast matrix multiplications. We show empirically that after proper randomization, the underlying structure of the operators does not significantly affect the performances of the solver. In particular, for some specially designed "spatially coupled" operators, this allows a computationally fast and memory efficient reconstruction in compressed sensing up to the information theoretical limit.
INTRODUCTION
Compressed sensing (CS) techniques [1, 2] allow entirely new ways of capturing images, such as in the one pixel camera [3] . To work with large signals and matrices, especially for signal processing and imaging applications, one needs fast and memory efficient solvers. Indeed, just storing the measurement matrix in memory can be very problematic as soon as N > O(10 4 − 10 5 ). A classical trick (see for instance [4] ) is thus to replace the random sensing matrix with a structured one, typically random modes of a Fourier or Fourier-like matrix. The use of the Fast Fourier Transform makes matrix multiplication faster (N log N instead of N 2 operations), and thus both speeds up the reconstruction algorithm and removes the need to store the matrix in memory.
Although CS reconstruction is typically based on convex optimization [5] , we shall consider here an alternative technique, the Approximate Message Passing (AMP) algorithm, that allows a Bayesian reconstruction [6, 5, 7, 8, 9 ] * The research leading to these results has received funding from the European Research Council under the European Union's 7 th Framework Programme (FP/2007 (FP/ -2013 )/ERC Grant Agreement 307087-SPARCS. We also acknowledge support from DGA/French Ministere of défense and the Université Franco-Italienne with much improved performances. Of special interest has been the joint use of AMP with specially designed [9, 10] random matrices based on an idea called spatial coupling (SC) [11, 12, 13, 9, 10] .
While using Fourier or Hadamard matrices has often been done with AMP (see e.g. [14, 15] ) there are no theorems, nor systematic studies on its performance with such matrices. In the present work, we first fix this gap by a close examination of the performance of AMP with Fourier and Hadamard operators for complex and real sparse signals respectively.
Secondly, inspired by the Gabor construction of [14] that allowed optimal sampling of a random signal with sparse support in frequency domain-we also extend the construction of SC (or "seeded" [9, 16] ) matrices to a structured form using fast Fourier/Hadamard operators which allow to deal with large signal sizes. Given the lack of theoretical garanties, we numerically study this strategy on synthetic problems, and compare its performance and behavior with those for random i.i.d Gaussian matrices.
Our main result is that after some randomization procedure, structured operators appear to be nearly as efficient as random i.i.d matrices. In fact, our empirical performances are as good as those reported in [9, 16] despite the drastic improvement in computational time and memory.
THE AMP ALGORITHM
We shall underline complex variables: x j = x j,1 + ix j,2 ∈ C and use bold letters for vectors. The CS problem is defined as follows: an unknown signal x = [x 1 , · · · , x N ] is measured with a linear M × N operator F = {F µi }. The measure y = [y 1 , · · · , y M ] is given by: α = M/N ≤ 1 the measurement rate. For concreteness, we will study the following complex signal model (or real, canceling the imaginary part), a ρ-sparse (i.e it has ρN non-zero components) Gauss-Bernoulli vector made of i.i.d entries:
where
with Nx ,σ 2 () a Gaussian distribution of meanx and variance σ 2 , δ() is the Dirac delta "function". Here we shall assume that the correct value for ρ and ∆, as well as the empirical signal distribution in (2) are known. As shown empirically in [8, 9, 16] these parameters can be learned efficiently though an expectation maximization procedure.
A Block-Matrix operator
In full generality, we shall consider sensing matrices made of different blocks. We follow the construction sketched in Fig. 1 which has proven empirically its efficiency [16, 17] (see [10] for rigorous studies). The operator has a block structure with L r × L c blocks, each block being either only zeros or a different random selection of modes of a Fourier/Hadamard operator. Each of these blocks is constructed from the same original operator of size N/L c × N/L c (N/L c should be a power of 2 in order to use the Hadamard operator), the differences coming from the selected modes, their order and sign that is randomly changed. In order to reach informationtheoretical optimality, that is a perfect reconstruction with as few measurements as αN = ρN in the noiseless case, it is crucial (see [11, 9, 10] ) that at least one of those blocks (the "seed", for example the first as in Fig. 1 
is the minimal measurement rate needed in CS for reconstructing a ρ-sparse signal (α CS (ρ) is given by the BP and c-BP lines of Fig. 2 for real and complex signals respectively). All the other blocks can have their α rest asymptotically as low as ρ. The first block of the signal is then easily reconstructed due to its high α seed , and then the solution spreads through the entire signal thanks to the coupling introduced by nondiagonal blocks, which is a nucleation effect, discussed in full details in [11, 16] .
The AMP algorithm
We now describe the AMP algorithm for complex (or real) signals (see [16] for more details on the present notations). Fig. 1 ). It results in the following updates for AMP [18] , with a generic operator:
To avoid confusion with the litterature where variations of AMP are already presented, we will refer to this algorithm as c-BP; and to its real-only counterpart as BP (where BP stands for Belief Propagation, which AMP is just an adaptation of). Here, only the functions f a and f c depend in an explicit way on the signal model P (x) and are thus Bayes-optimal, which is not the case for AMP-implementations of LASSO and C-LASSO [19] . For the signal model (2) in the real case, the functions are given in [16, 20] . In the complex case, denoting:
they are given by:
These functions are not identical to the ones for the real case since in the prior distribution (2), the real and imaginary parts of the signal are jointly sparse (i.e have same support), which can be a good assumption, for instance in MRI. As in the CAMP algorithm presented in [19] , this allows to reach lower measurement rates for reconstruction than if the real and imaginary parts supports were supposed independent. A simplification arise for Fourier and Hadamard operators, because the value of |F µi | 2 is either 0, 1 or J and can be read on Fig. 1 . The implementation requires to be careful: the necessary randomization of the block/operator lines (in order to break its structure) cannot be made in the block/operator itself, it has to be previously applied to the vector to which we want to apply it. After the operator has been applied to this randomized version of the vector, the resulting vector needs to be reordered. A suitable initialization for the quantities is (a
Once the algorithm has converged, i.e. the quantities do not change anymore from iteration to iteration, the estimate of the i th signal component is a t i . The mean squarred error (MSE) achieved by the algorithm is then:
The authors of [14] have used a related, yet different, way to create SC matrices using a set of Gabor transforms.
RESULTS
When the sensing matrix is i.i.d random, or random by block, there exists a general method to study the algorithm's behavior in the large signal limit on a rigorous basis called "State Evolution" (SE) [21, 10, 22] . For the real case and for the present signals, the analysis for Gaussian i.i.d and SC matrices can be found in [16] . For the complex case, the derivation goes very much along the same lines and we shall report the results briefly. In the case of matching prior, one needs to follow the MSE E t at all iteration steps to entirely describe the (2) (thanks to the joint sparsity of the real and imaginary parts), c-BP improves the usual BP transition. The line α = ρ is both the MAP threshold for CS and the (asymptotic) phase transition with SC matrices. Pink experimental points correspond to instances using non-SC Hadamard and Fourier operators (on the BP and c-BP phase transition respectively), the black and red points to SC ones (close to the MAP threshold). Properly randomized structured operators appear to have similar performances as random measurement matrices.
behavior of the algorithm as N → ∞:
where 2 ) /(2π). Note that this SE equation has the same expression as in [19] , despite slightly different update rules in the algorithm. For SC matrices, the expression involves the MSE in each bloc p (see main figure of Fig. 3 ), and becomes [16] : Fig. 1 ). Inset: Reconstructions made at α = 0.35 and α = 0.25. The reconstruction with the Fourier operator is faster thanks to the joint sparsity assumption of (2) . The arrows identify the groups of curves of the same parameters. Both in the Fourier and Hadamard cases, we observe that convergence is slightly faster than predicted by the SE analysis.
for matrices with equally wide blocks as in Fig. 1 , and α k = α seed or α rest .
We now move to our main point: the compared performances between random and structured sensing matrices. These are summarized by Fig. 3 that confront theoretical results from SE (describing the random case) to experimental ones obtained by running the algorithm on finite-sized data. On Fig. 2 , we show the phase transition lines obtained by SE analysis in the (ρ, α) plane, and we add experimental points of instances that can actually be recovered by the algorithm.
Let us first concentrate on standard, non-SC (or full) matrices. The first observation is that the SE does not describe correctly the evolution of the MSE (inset Fig. 3 ). The difference is small, but clear. It is perhaps not surprising, given that AMP has been derived assuming i.d.d elements for the matrix. However, the phase transitions and the final MSE performances for both approaches appear to be extremely close. In fact, as seen in Fig. 2 , we cannot distinguish the phase tran- ) of the AMP algorithm in seconds as a function of the signal size, in the non-SC case. The signal has distribution given by (2) and is real/complex for the reconstruction with real/complex matrices. The plot compares the speed of AMP with matrices to those of AMP using the operators. The points have been averaged over 10 random instances and the error bars represent the standard deviation with respect to these. The simulations have been performed on a personnal laptop. As the signal size increases, the advantage of using operators becomes obvious. sition in the two cases for small ρ. For low enough values of (α, ρ), we thus obtain almost identical performances between random and randomized Fourier/Hadamard matrices. Thus, the SE analysis is still a good empirical tool to judge the performances of these structured matrices.
For SC matrices, the conclusions are similar (main figure  Fig. 3 ). While the prediction coming from the SE analysis of random block-matrices are definitly different form what is observed with structured ones, we found once again that this does not alter significantly the final performances. Our empirical results are consistent (see Fig. 2 ) with the hypothesis that the proposed scheme using SC Fourier/Hadamard operators achieves correct reconstruction as soon as α > ρ. We indeed observe that the gap to the MAP threshold decreases as the signal size increases upon optimization of the SC matrix structure. The results in Fig. 2 While with these parameters we do not quite saturate the bound α = ρ (this is only possible for L c → ∞ [11, 9, 10] ), they allow in practice a fast convergence and near optimal performances.
To conclude, we have presented an implementation of the SC strategy for CS using Fourier and Hadamard operators, that empirically allows to reach the information theoretical limit. With respect to [9, 16] , the resulting algorithm is more efficient in terms of memory and running time (see Fig. 4 ). This allows us to deal with signal sizes as high as 10 6 and α ≈ ρ on a personal laptop and achieve perfect reconstruction in about a minute for such big sizes.
