In real life, data collected day by day often appear in sequences and this type of data is called sequence data. The technique of searching for similar patterns among sequence data is very important in many applications. We first point out that there are some deficiencies in the existing definitions of sequence similarity. We then introduce a definition of sequence similarity based on the shape of sequences. The definition is also extended to handle sequence matching with linear scaling in both amplitude and time dimensions. A fast sequence searching algorithm based on extendable hashing is also proposed. The algorithm can match linearly scaled sequences and guarantee that no qualified data subsequence is falsely rejected. Several experiments are performed on real data (stock price movement) and synthetic data to measure the performance of the algorithm in different aspects.
INTRODUCTION
In real life, numerical data collected regularly in time often appear in sequences and this type of data is called sequence data or time series. Since the traditional relational databases, which treat data as a collection of sets and relations, are insufficient for sequence data manipulation, complex data models are needed to abstract sequence data more efficiently [1] . A query language [2] and a query processing scheme [3] for sequence queries have been proposed to facilitate the retrieval of sequence data. New computer systems [4, 5] have also emerged recently to meet the new requirements of sequence data management.
In particular, there is an increasing demand for searching subsequences similar to a given pattern in a time-series database. The problem is stated as follows: Given a collection of data sequences D 1 , D 2 , . . . , D n and a query sequence Q, we want to find all the data subsequences of D i (1 ≤ i ≤ n) that are similar to Q. The technique for sequence data searching can be used in a wide range of scientific and business applications [6, 7, 8] . We discuss two examples below. EXAMPLE 1. A geoscientific system usually stores a lot of time-series data. It is mentioned in [9] that a geoscientist often asks queries such as 'find all cyclone trajectories whose spatial extent shrinks for three consecutive days' from the set of cyclone track fields represented as a time series of polygonal cyclone extents or 'find all upward propagation of planetary waves whose amplitude increases in four consecutive days in the Southern Hemisphere' to predict the reversal of the high-latitude stratospheric wind. 1 Corresponding author. EXAMPLE 2. In a stock market, stock prices are recorded in time series. In technical analysis theory [10, 11] , the occurrence of a certain pattern in the shape of a sequence such as the one called head and shoulders or double tops and bottoms is a signal of the reversal of a stock price. Thus, a stock market analyst may ask 'find all the companies whose stock prices are similar to a given query sequence in shape' in order to predict the future trend of the stock price. Moreover, time-series searching techniques can be used in data mining [12] . Queries such as 'find all subsequences from the time-series database which are similar to the query sequence in shape' may help to discover new knowledge.
The dissimilarity of sequences are usually measured by the Euclidean distance [6, 7] . Two sequences are said to be similar to each other if the Euclidean distance between them is less than or equal to a user-specified error bound. However, the problem of Euclidean distance is that it does not measure the dissimilarity of sequences by their shape directly. If the error bound is not large enough, two sequences that are exactly the same in shape but with different vertical positions may be classified as dissimilar. However, if the error bound is set larger, dissimilar sequences will be reported more easily. It is also mentioned in [8, 13, 14, 15] that other distance measures are needed for different applications.
Consider the query sequence Q (5, 10, 6, 12, 4) and the two data sequences A (6, 5, 7, 10, 11) , B (15, 20, 16, 22, 14) in Figure 1 and assume that the error bound is set to 15. Note that B is produced by shifting Q upward for 10 units. Using Euclidean distance as the distance function, we have Distance(Q, A) = 8.9 and Distance(Q, B) = 22. of Euclidean distance, A is reported as similar to Q, but B is rejected. However, A is not similar to Q in shape. On the other hand, B is definitely similar to Q because they are of the same shape. From this example, we notice that Euclidean distance is not a good measure of dissimilarity when shape is the principal consideration. The matching results are easily affected by the vertical positions of the sequences.
In this paper, we suggest the use of the slope of data sequences as the criterion for similarity. Two sequences are said to be similar if the slope difference for each pair of corresponding segments is bounded by a predefined threshold. Since the directional information of sequence data is taken into consideration, the dissimilarity between sequences in terms of their shape can be measured. Moreover, the results will not be affected by the vertical positions of the data sequences. Thus, this definition is simple yet powerful enough to meet the requirements of many applications, where the shape of the data sequences is the main concern of the similarity. In this paper, the matching of sequences which are linearly scaled in both amplitude and time dimensions is also considered. The concept of linear scaling is shown in the following example. EXAMPLE 3. Two sequences A (8, 14, 20, 15, 10, 14, 18, 22, 26, 23, 20, 17, 14, 16, 18, 14, 10) and B (4, 10, 5, 9, 13, 10, 7, 9, 5) are shown in Figure 2 . Although they are of different lengths, under the definition of linear scaling, the shape of A is the same as that of B with a scaling factor of two. In particular, this pattern is called head and shoulders in technical analysis theory. Stock analysts believe that the occurrence of this shape in any scale is a signal of the reversal of the stock price [10, 11] . Thus, given a query sequence Q, an efficient algorithm to search for the linearly scaled data subsequences that are similar to Q in shape is useful in this application.
In addition to the new definition of similarity, a hashbased algorithm for time-series searching is proposed in this paper. Given a query, the algorithm can efficiently search for subsequences which are similar to the query in shape with any scaling factors. The algorithm also guarantees that no qualified subsequence is falsely rejected. In this paper,
several experiments are performed on real data (stock price movement) and synthetic data to measure the performance of the algorithm in different aspects.
The rest of the paper is organized as follows. In Section 2, previous work related to time-series searching is given. Section 3 presents the definition of similar sequences. In Section 4, we propose a dynamic hashing algorithm to search for similar subsequences from a collection of data sequences. The experimental results of the algorithm on real and synthetic data are shown in Section 5. In Section 6, we will give a conclusion.
RELATED WORK
A lot of work [16, 17, 18] has been done on finding text and DNA subsequences that approximately match a given string. In [19] , text pattern matching with scaling is defined and algorithms are presented to find all the occurrences of a pattern in a text, scaled to all natural multiples. A text sequence or a DNA sequence is composed of discrete symbols. On the other hand, in this paper we focus on continuous numerical sequence searching. Thus, the definition of similarity and the searching methods they use are quite different from those presented in this paper.
Seshadri et al. [3] propose a framework for sequence query optimization that exploits the sequentiality of sequence data. They also give the first query plan generation algorithm for sequence query. In [5, 1] , they describe the design and the implementation of a sequence database system called SEQ. SEQ models a sequence as an ordered collection of records and provides a query language called SEQUIN which supports declarative sequence queries.
It is discussed in [20] that the trends of sequences are recognized by syntactic methods based on waveforms. A waveform is a concatenation of waveform segments. The basic waveform segments are different for different applications. In particular, linear and quadratic segments through functional approximation can be used to recognize positive and negative peaks in a sequence. In [2] , a shape definition language, called SDL, is proposed. It is a query language for searching objects based on shapes in a collection of time series.
For continuous numerical sequence searching, an indexing scheme called F-index is suggested to handle Whole Matching similarity queries in [6] . It assumes that data sequences and query sequences are of the same length and Euclidean distance is used to measure the dissimilarity. Formally, the Euclidean distance of two sequences, Q and S, which are of the same length n is defined as
. Data sequences within a distance of from the query sequence are defined to be similar and are reported. The F-index works as follows. Firstly, each data sequence is transformed from the time domain to the frequency domain by the n-point discrete Fourier transform. The first f c frequencies are kept and regarded as an f c -dimensional point. The feature points are then indexed by a multidimensional indexing structure. In [6] , the R * -tree [21] is chosen as the indexing structure. For a range query with a tolerance of , the query sequence is first mapped to a point in the f c -dimensional space. The indexing structure is searched and all feature points that are at most an distance away from the point of the query sequence are retrieved. This method guarantees no false dismissal, but it may cause false alarms. Thus, in the post-processing step, the original data sequence corresponding to the points retrieved has to be checked against the query sequence. Only those data sequences satisfying the definition of similarity are reported.
The results in [6] are further generalized in [7] . The ST-index is proposed to handle Subsequence Matching, in which the lengths of data sequences are allowed to be different. Instead of mapping the whole data sequence to a multidimensional point, a sliding window with length w is placed over the data sequence. The subsequence within each window is transformed by a w-point discrete Fourier transform and the first two frequencies are kept as a two-dimensional point. After the window is slid over a data sequence, a trail is formed by the points in the two-dimensional space. The trail is divided into subtrails, which are then represented by minimum bounding rectangles (MBR). Instead of storing points as in [6] , the MBRs are stored in an R * -tree. When a query is input, all the MBRs that intersect the query region will be retrieved. All the indices of the subsequences similar to the query sequences are reported. This method also guarantees no false dismissal, yet false alarms are still possible and have to be removed in the post-processing steps.
The work in [6, 7] provides an elegant approach for the handling of sequence searching. However, the MBRs constructed will overlap with each other when the feature points are clustered. It is known that the performance of the R-tree based indexing methods will be reduced, when overlap among the MBRs increases [22] . Figure 3 shows a sequence of The Hong Kong Daily Hang Seng Index from January 2, 1975 to December 30, 1994 , in total 4939 points. It is mapped to a two-dimensional space with a window size of 512. The trail of the whole sequence and that of the first 2500 points are shown in Figure 4 . It can be observed that the first 2500 points (about half of the feature points) are clustered in a relatively small region about 10 6 × 10 5 . In this region, the number of MBRs intersecting with the query MBR is probably high and more sub-trees are needed to be traversed. Consequently, the performance will decrease significantly. The situation becomes even worse when the window size is decreased. Figure 5 shows the trail with a window size of 32. From Figure 5 , we can observe that the number of clustering regions increases and the overlaps in these regions are higher than those with a larger window size. Therefore, a longer window length seems to be desirable. However, as mentioned in [7] , the shortest feasible length of query is the length of the window used. Although a longer window length will result in better performance, a shorter window length can accept more queries.
For a definition of similarity based on Euclidean distance, we think that ST-index is very suitable because of its superior performance. We also think that the window length in ST-index can be tuned to maximize the performance in different situations. However, in this paper, since another definition of similarity based on slope is proposed for different applications, other indexing methods are used. Moreover, the methods will not be compared with ST-index because their assumptions are different.
In [23] , some transformation functions have been defined and used to handle time warping and moving average in the context of similarity queries. This is the first indexing method that can handle time warping and moving average. The index I is constructed as in [6, 7] . For each query, a transformation is given for checking similarity. Then, a new index I is built in real time based on the given transformation and the searching is performed on the new index I . This method handles time warping and moving average by treating them as a type of transformation.
In [24] , the transformation of shifting is considered. Each data subsequence is projected into a hyper-plane and a signature is created. Then, searching is performed among those signatures. The projection transforms the data subsequences such that searching with shifting can be easily performed. However, no indexing structure is proposed.
The problem of using Euclidean distance as the similarity criterion is also addressed in [13] . Three definitions of sequence similarity are proposed. The first is the exact matching between query sequence Q and data sequence D. 
Then, the data sequences are grouped into a set of equivalence classes. When a query Q is given, the searching is performed among the set of normal forms corresponding to the set of equivalence classes. In [8] , another definition of similarity is proposed. Informally, two sequences are considered to be similar if they have enough non-overlapping similar subsequences. Spatial similarity join [25, 26] is suggested for finding all similar pairs of gap-free subsequences of the same length. The motivation and the idea of ignoring some unmatched gaps between sequences is brilliant. It is useful for removing noise existing in the sequences. In our paper, however, we do not consider noise removal because in many applications noise can be removed by some existing techniques in the pre-processing step before the data is indexed. For example, stock analysts usually use the technique of moving average to remove the noise in stock prices. In addition, the definition of scaling used in [8] is amplitude scaling, which is a scaling in amplitude dimension. In our paper, we search for time series with linear scaling, which is a scaling in both time and amplitude dimensions.
SEQUENCE SIMILARITY
Our definition of sequence similarity is motivated by the properties of similar triangles. The side-angle-side similarity theorem states that two triangles are similar if two pairs of corresponding sides are proportional and the included angle is equal. This theorem can be applied in sequence data searching if we use the slopes of segments to measure the similarity of two sequences. A data sequence D of length n is an ordered set of n real numbers.
Example of similar sequences with a scaling factor of two.
to D j and the index of this subsequence is defined to be i . A segment of a sequence is a line joining two consecutive data points in the sequence. The slope of a segment formed by
An example of data and query sequences is shown in Figure 6 . Two segments D i D i+1 and Q i Q i+1 are said to be similar if their slope difference satisfies the following equation:
where is a user-defined threshold. In addition, two sequences with the same number of data points are said to be similar if the slopes of their corresponding segments are bounded by . It is formally stated in Definition 1.
Moreover, two sequences can also be similar with a scaling factor. An example is shown in Figure 7 where the query sequence is similar to the data subsequence with a scaling factor of two. 
Note that Definition 1 is only a special case of Definition 2 in which the scaling factor is one.
SEARCHING METHOD
In this section, we will first present the sequential search algorithm which is the simplest searching algorithm for sequence data searching. Then we will show how the traditional multidimensional indexing method, R-tree, can be used to perform slope similar subsequence searching. Finally, a fast algorithm based on hashing is proposed.
Sequential search algorithm
The sequential search algorithm searches from the first data points until the end of the data sequence The sequential search algorithm guarantees that no qualified data subsequence is falsely rejected. However, the algorithm is slow because it has to access all the data in the data sequence more than once. The complexity of Algorithm 1 is O(nm).
Searching slope similar subsequence by R-tree
Obviously, the sequential search algorithm wastes a lot of CPU time in the comparison with dissimilar subsequences, especially when similar subsequences in the database are few. The performance will be even worse when the data size increases. Thus, we try to use R-tree [27] , which is a well-known multidimensional indexing structure, to index data sequences. R-tree is chosen because it is well studied and widely used in the database community.
However, we would like to point out that the assumptions and the similarity definitions adopted in this paper are different from that of [7] . Thus, we will not compare our methods with the ST-index in [7] . In the following, we will show how the standard operations of R-tree proposed in [27] can be applied to our problem.
First, a window of length k + 1 is slid over the whole data sequence
within the window is extracted. Then, this subsequence will be converted into
, of length k. Finally, this feature vector will be inserted into a k-dimensional R-tree 2 and stored in a leaf node of the R-tree. The leaf node also stores the indices of the subsequence inserted. The index of a subsequence is the index of the first element of the subsequence. The disk position of the subsequence can be calculated from it.
The feature vectors in the R-tree can be viewed as being indexed in a k-dimensional space. Given a query sequence Q, Q 1 Q 2 . . . Q m+1 , it is first converted to the query vector (q 1 , q 2 The above method is a straightforward way to adopt a current multidimensional indexing method to perform sequence data searching. The storage requirement of this Rtree indexing method is O(nk), where n is the length of the data sequences. This method has two deficiencies. First, the storage requirement increases as k increases. Moreover, the searching performance of R-tree will decrease significantly as k increases (cf. Section 5.2). Thus, in the next section, we propose an indexing algorithm based on hashing and we will show that our algorithm requires less storage space. In Section 5.2 we will show by experiment that our algorithm has a better performance than that of this R-tree scheme. 
Hashing algorithm

Motivation of the algorithm
In our algorithm, we first classify each segment in a data sequence into two categories according to the sign of their slopes. The segment with slope greater than or equal to zero is called an increasing segment, while the segment with slope less than zero is called a decreasing segment. A bit is used to identify the category of a segment. The bit is set to 1 if the segment is an increasing segment, otherwise, it is set to 0. Then, a window of length k + 1 is placed over the data sequences. The data subsequence within the window, which has k segments, is represented by a feature vector of k bits. The value of this vector is the offset of an entry in the bucket address table pointing to a bucket. The indices of the data subsequences are hashed into the bucket accordingly. Thus, for a window size of k + 1, 2 k buckets are needed in the hash table. After the window is slid over a data sequence of length n, n − k subsequences are hashed.
Suppose there is a query sequence which has only one segment. The segment of the query sequence can be categorized into three states, namely 0, 1 or * (unknown state), according to the slope of this segment. If the slope of the query segment is δ, the slopes, S d , of all data segments d similar to the query segment must satisfy:
If δ − ≥ 0, then S d ≥ 0. This means that the data segments similar to the query segment must be increasing segments and only bucket 1 has to be searched. Similarly, if δ + < 0, all the data segments similar to the query segment must be decreasing segments and we only need to search bucket 0. However, if − ≤ δ ≤ , data segments similar to the query segment can be increasing or decreasing segments. Hence, the state of the query segment is unknown and both buckets 0 and 1 have to be searched. By considering all the three cases above, this method will not miss any qualified sequence. When the buckets are searched, the false alarms are rejected and only those indices of similar subsequences are reported. In general, k can be any non-zero positive integer. If a query sequence with m segments is input, we can construct a bit-stream with m bits. Each bit may be one of three states, 0, 1 or unknown. Then, a k-bit feature vector which is called determining vector is extracted to determine which buckets are needed to search. The determining vector is extracted as follows.
If m ≥ k, we can choose k consecutive bits out of the m bits with the least number of unknown state bits as illustrated in Figure 8a . If m < k, the status of the (m + 1)th to kth bits are set to unknown as shown in Figure 8b . Suppose t is the number of bits in state 1 or 0. Approximately, this hashing algorithm is approximately 2 t times faster than the sequential searching algorithm.
An example of the feature vector of a query sequence is shown in Figure 9 with k = 6. In this example, there are totally 64 (2 6 ) buckets in the hash table. The determining vector is 101 * 11. Since bit 6 is unknown, we need to search two buckets with address, 101111(47) and 101011(43), out of 64 buckets. 3 All indices stored in the buckets 47 and 43 are collected. Since the determining vector is selected starting from bit 3, we have to subtract 2 from all the indices collected. Data subsequences represented by those indices after the subtraction are retrieved from disk and compared with the query sequence.
The value 'zero' chosen for the cut-off point above is for the ease of presentation. In general, the median of the slope of all segments in a data sequence can be used as a cut-off point of positive and negative segments. In real applications, we find that this helps distribute the indices to each bucket evenly.
When a bucket with I indices is searched, in total I data subsequences need to be retrieved from the disk to check whether they are similar to the query sequence. It is expensive to access the disk I times. Thus, we present a better method to solve this problem in Section 4.3.5.
Hashing algorithm using dynamic hash function
The static hashing algorithm is a good algorithm for databases that are not expanding. However, in financial markets and scientific databases, new data are collected day by day. As the amount of data increases, the number of indices for each bucket increases. Consequently, the number of false alarms increases and the performance is degraded. That is the reason why we extend the static hashing algorithm to an extendable hashing algorithm [28, 29] .
For extendable hashing, buckets are created on demand. As in the static hashing algorithm, a subsequence of length k+1 is mapped to a feature vector of k bits. However, instead of using all k bits initially, we use i bits, 0 ≤ i ≤ k, to represent the offset in the bucket address table. Although we are using extendable hashing, it is necessary to choose a maximum value for k. In our implementation, we choose k to be 32. Indeed, 2 32 buckets means there are over 4 billion buckets, which is already a large number for any database. Using the Hong Kong Hang Seng Index as an example, assume each bucket contains one data point only and that the system collects one data point daily, so we need 11 million years to fill up all the buckets. For insertion, the first i bits of the 32 bit feature vector are used to locate a bucket. The index is inserted if the bucket is not full. Otherwise, we must split the bucket and redistribute the indices. When the insertion procedure stops, each entry of the bucket address table is using i bits as an offset pointing to a bucket. For searching, the i bits determining vector with minimum unknown state bits is used to locate bucket entries in the bucket address table. Then the bucket(s) can be identified by following the pointers in the bucket entries. Data subsequences represented by the indices in the bucket(s) are retrieved and compared with the query sequence. An example of building an extendable hash structure is shown in the Appendix.
In real applications such as the one used to analyse stock data, deletion of data from a sequence is rare. However, it is straightforward. A data sequence can be deleted by removing all the indices of its corresponding subsequences from the buckets. The buckets that become empty are also removed.
Since the hash table only stores the indices which point to the subsequences stored externally in the disk, the size of the hash table is O(n), where n is the length of data sequences. It is smaller than that of an R-tree which requires O(nk) storage as mentioned before, where k is the dimension of the R-tree.
Noise class
Obviously, the distribution of indices among the buckets will affect the performance of the algorithm. In this section, we argue by the concept of noise class that the hashing algorithm will have a good distribution of indices such that it is efficient for most of the real applications.
It is mentioned in [30] that a lot of real data such as stock movements and exchange rates can be modelled by brown noise 4 which has a skewed energy spectrum in the frequency domain. This class of noise has a property that after the sequences are transformed by discrete Fourier transform, the first few coefficients will contain most of the energy. Therefore, these first few coefficients give a good estimation of the actual Euclidean distance between two sequences [7] .
However, when a sequence is represented by the slopes between two consecutive data, it means that we have taken the first derivative on the sequence. By taking the first derivative, the data sequences of brown noise will be transformed to sequences of white noise. 5 Instead of a skewed energy spectrum, white noise has a flat energy spectrum in the frequency domain. Under this situation, the energy of the data sequences will not be concentrated on the first few coefficients. Therefore, good performance will not be expected if the methods in [6, 7] are used.
On the other hand, since the energy spectrum of the white noise is flat, the indices of the hashing algorithm will be evenly distributed among the buckets. This means the expected number of data subsequences in every bucket is the same. The hashing algorithm in this case will have an optimal performance. Therefore, for most real applications, our hashing algorithm will have a better performance because of the favourable noise class of the data.
Handling a scaling problem by the hashing
algorithm In this section, we describe how to search for linear scale similar subsequences. First, the user specifies the range of scaling factors. For each scaling factor s within the range, the feature vector of the query sequence is scaled by s and then the k-bit determining vector is extracted from the resulting feature vector with a minimum number of bits in the unknown state. The determining vector is used as an offset to the bucket address table. All indices in the buckets pointed to by the bucket address table entries are collected but only those data subsequences satisfying Definition 1 are reported.
For example, suppose the window size, k, is 6 and a query sequence Q with its determining vector V = 1001 is given. If the user wants to find all the similar subsequences with scaling factor 2, V is first scaled up by 2 and the bit stream 11000011 is produced. Then, 110000 is extracted and the bucket pointed to by the entry 110000(48) is searched.
However, if the range of scaling factors specified by the user is 0 < s ≤ 2, not all scaling factors are possible for Q. For instance, Q cannot be matched with a data subsequence with a scaling factor such as 0.5 or 1.2. Thus, we need a method to calculate the set of possible scaling factors for a query from a range of scaling factors. The method is presented in the following.
Given a determining vector of a query sequence without any unknown state bit, we first construct a list containing the length of each consecutive run of 0's or 1's. For example, the list of a query sequence with determining vector 00111100 is {2, 4, 2}. Then the greatest common divisor (GCD) among the elements of the list is calculated. Assume s l and s u are the lower and upper bound of the scaling factors respectively and c is the GCD. The set of possible scaling factors will be
For example, the list of a query Q with determining vector 00111100 is {2, 4, 2}. The GCD among the elements is 2. Thus, the set of possible scaling factors of Q is {0.5, 1.0, 1.5, 2} for 0 < s ≤ 2.
For those determining vectors with some bits in unknown states, all the possible extensions will be searched. For example, determining vector 110 * 110 * has four extensions which are 11001100, 11001101, 11011100 and 11011101. Thus, 11001100 is searched with the set of scaling factors 410 K. W. CHU et al.
Operations to reduce disk accesses
When a bucket with I indices is searched, in total I data subsequences need to be retrieved from the disk to check whether they are similar to the query sequence. We develop a scheme to minimize the number of disk accesses. The scheme consists of Validation Phase and Union Phase, which are separately described below.
Validation Phase. We observe that when more than one determining vector can be extracted from a query, the number of disk accesses can be reduced by comparing the indices with their possible positions at the query. For example, if the query with bit stream * * 110 * 001 * * is searched and k = 3, two determining vectors 110 and 001 can be extracted. Then, two lists of indices in buckets 110 (6) and 001 (1) Union Phase. After the invalid indices are removed, we may reduce more disk accesses by the following observations.
(1) Some subsequences pointed to by the indices in the same bucket may be located in the same page. They can be retrieved by just one disk access when the bucket is searched. (2) When a determining vector with unknown bits is searched, more than one bucket will need to be accessed. Some subsequences pointed to by the indices in different buckets may be located in the same page.
According to the two observations above, the steps for the Union Phase to further reduce the disk accesses are as follows.
(1) For each l i from Validation Phase, find out the set of pages P i at which the subsequences of the corresponding indices in l i are located.
(2) The final set of pages which needs to be accessed is i P i .
EXPERIMENTS
Similarity definition
In this section, we will show the difference between the traditional similarity definition based on Euclidean distance and the slope similarity definition we proposed. Stock data of the Hong Kong Hang Seng Index from January 2, 1975 to December 30, 1994 are used. Suppose is 15. In Figure 10a , a query sequence and a sample of the answer sequences by slope similarity are shown. If Euclidean distance is used, the answer sequence shown will not be reported. The reason is they have different vertical positions and the Euclidean distance between them is greater than 15. However, it is more easy to observe in Figure 10b that they are actually similar in shape when the answer sequence is shifted down 20 units. The other example is shown in Figure 11 .
Suppose X and Y are sequences of the same length. It is said that a miss happens if X is slope similar to Y but X is not Euclidean similar to Y. Then, Figure 12 shows the number of misses when the is varied from 10 to 20. In each experiment, 100 queries are searched and the average number of misses is recorded.
Performance evaluation
We perform several experiments to evaluate our hashing scheme. We compare our hashing scheme to the scheme of sequential search and R-tree (cf. Section 4). The experiments are performed on a Sun SPARCcenter2000 workstation running Solaris 2.5.1 with 512 Mbytes of main memory.
Since the extendable hashing scheme is more general, we exclude the static hashing scheme from the performance study. The lengths of all the queries used are between 10 and 50 and the dimension of the R-tree is set to 50 in order to avoid false alarms and extra disk access (cf. Section 4.2). The page size for data and directory pages is 4 Kbytes.
Experiments are performed on both synthetic and real data. For the experiments on real data, the Hong Kong Hang Seng Index from January 2, 1975 to December 30, 1994 is used. Synthetic data are generated using a random walk which is widely used to model stock data [30, 31] . The first data point, x 0 , of the random walk is chosen randomly. Then each subsequent data point, x i+1 , is generated by adding x to the previous one, x i , where x is a random variable distributed uniformly in the range between −500 and +500, i.e. x i+1 = x i + x. In each of the experiments discussed below, 100 queries are searched and the average result is used to evaluate the searching schemes.
First, we evaluate the CPU time of the three schemes on real data by varying . The range of the slope of the real data is from −100 to +100. As we want to limit the error bound to 20% of the possible range, the is varied from 0 to 20. The real data set contains 4939 points which is small A HASH-BASED ALGORITHM FOR SEQUENCE DATA SEARCHING 411 FIGURE 10. A sample result.
enough for the three schemes to run on the main memory without disk access. The result is shown in Figure 13 . We can see that the hashing scheme is faster than the other two schemes. When is 0 (exact match), it runs about 100 and 23 times faster than the sequential and R-tree schemes, respectively. The R-tree searching scheme consumes more CPU time than the hashing scheme because the overlap of the directory of R-tree is very high even when the dimension is larger than 10 [22] . For each internal node visited, many rectangles intersect with the query rectangle and a lot of branches need to be traversed. This means the R-tree scheme performs more calculations and becomes slower.
In real applications, the system usually stores a large amount of time sequences.
It is impossible for the applications to load all their data to the main memory. Thus, we carry out an experiment to study the paging behaviour of the schemes. Since the real data set is not large enough, a set of synthetic data (0.3×10 6 points) generated using a random walk is used. Again, the first 20% of the possible error range is used. The value of is varied from 0 to 100. For the sequential search, the number of page accesses is constantly equal to (0.3M × 4)/4 Kbytes (≈293) pages because it has to access all the pages for every query. Figure 14 shows the number of page accesses of the hashing and R-tree searching schemes. The number of page accesses of the R-tree scheme is proportional to the value of and is consistently larger than that of the hashing scheme. The hashing scheme has only 65.71 and 129.91 page accesses at = 0 and = 100, respectively. This result can also be explained by the high overlap of directories in R-tree. We plot the percentage of node accesses to the total number of nodes of the whole Rtree in Figure 15 . When = 0 (exact match), it still requires 1.8% node access. This high node access percentage is due to the fact that too many rectangles intersect with the query rectangle during the searching and many branches have to be traversed.
In another experiment, we want to study the effect of the length of queries on the hashing and R-tree schemes. We vary the length of the queries and keep = 20. The number of page accesses of the hashing and R-tree schemes on real data are compared. The result is shown in Figure 16 . The numbers of page accesses of the hashing scheme are less than that of the R-tree scheme in all lengths examined. Moreover, for both schemes, the number of page accesses decreases when the length of the queries increases. This can be explained as follows. For the hashing scheme, when the query is longer, the probability of constructing a determining vector with a lower number of unknown bits increases. Thus, the number of bucket accesses decreases. For the R-tree scheme, when the length of queries approaches the dimension of the R-tree (it is 50 here), a greater number of dimensions of the rectangle in each internal node visited are compared. Therefore, more branches can be pruned out and the number of page accesses decreases.
CONCLUSION
Nowadays, many applications involve the management of sequence data. However, traditional relational database techniques are insufficient in handling queries on sequence databases. Therefore, sequence data searching algorithms are in demand. Previous work on sequence data searching using the Euclidean distance between two sequences as the only criterion for similarity suffers from some deficiencies. Firstly, the Euclidean distance is sensitive to the vertical positions of the two sequences. In addition, the Euclidean distance between two sequences is not a good measure of similarity in terms of their shapes. Thus, we propose a new definition for similarity. Two sequences are similar if the slopes of their corresponding segments are bounded by a user-defined threshold. The process of comparing the slopes is insensitive to the vertical positions of the sequences and all similar sequences found are similar in shape. In addition to the new definition, we also propose a fast searching algorithm based on dynamic hashing. The algorithm guarantees that no qualified data subsequence similar to the query sequence will be falsely rejected. The proposed algorithm can also find data subsequences similar to the query sequence with different scaling factors. We have also performed several experiments to evaluate the proposed algorithm using both synthetic and real data in Section 5.
The advantage of the hashing algorithm is simple, yet it is efficient enough to search for time sequences. Since our hashing algorithm is based on the discretization of the data values, it may also be applied to string and DNA searching. However, several issues have to be addressed. Firstly, the hashing algorithm will perform optimally when the sequences are brown noise (cf. Section 4.3.3). Thus, the statistical distribution of the data should be studied. For example, in [17] , some statistical aspects about the primary structure of nucleotide sequences are discussed. Secondly, for DNA searching, more work is needed to investigate how to apply the hashing algorithm to search for alignments and a consensus pattern in DNA sequences [17] . The problem is challenging and thus we leave this work to future research. Figure A1a shows the result after inserting the first four indices. Next, we insert index 5. Since the bucket is full, the number of bits used is increased to 1 and one more bucket is created. This requires doubling the size of the bucket address table to two entries. Therefore, the bucket is split; those indices whose feature vector begins with 1 are placed in a new bucket, whereas the other indices remain in the original bucket. The result after inserting the first six indices is shown in Figure A1b . Then, we insert index 7. Since its bit stream starts with 0, we must insert this index into the bucket pointed to by the entry 0 in the bucket address table. However, the bucket is full and we need to increase the number of bits used to two. This requires doubling the size of the bucket address table to four entries. Since the bucket of Figure A1b pointed to by entry 1 is not split, the two entries of the bucket address table 10 and 11 in Figure A1c both point to this bucket. For each index in the bucket of Figure A1b pointed to by entry 0, we examine the first two bits of the feature vector to determine to which bucket, the newly added or the original bucket, the index should be put. The process continues until all the indices have been inserted. The resulting hash table is shown in Figure A1d .
