Abstract: Ant colony optimisation (ACO) algorithms have been used to discover accurate, and comprehensible classification rules. Discovering exceptions using ACO is an underexplored area of research. Most of the classification algorithms focus on discovering rules with high generality. Since exceptions have low support, these often get ignored as noise. This paper proposes an ant colony optimisation (ACO)-based algorithm to discover classification rules in if-then-unless framework, where the unless part contains exceptions. We have conducted experiments on ten datasets from the UCI machine learning repository. The suggested algorithm is found to be competitive with the two well-known ACO-based classification algorithms (Ant-Miner and cAnt-Miner PB ) with respect to predictive accuracy and comprehensibility. The algorithm has been able to capture a number of exceptions across several datasets. The classification rules discovered with exceptions are accurate, semantically comprehensible and interesting. These rules provide an opportunity to amend one's decision in exceptional circumstances.
Introduction
Classification is one of the well studied and important predictive data mining tasks. A classification algorithm learns a model from training data. This model is validated on test data and then used for making predictions. A classifier model often consists of classification rules in if-then form. Most of the classification algorithms lay emphasis on the generality of the model to cover as many instances as possible in the training data. Few instances that usually get ignored as noise may contain unusual behaviour and deviate from the underlying generality in a dataset. Such instances are often called exceptions and these are considered interesting pieces of knowledge. Discovering exceptions is a challenging task because of their low support.
Ant colony optimisation (ACO) is a swarm intelligence technique which gets inspiration from the behaviour of ants. Ants are capable of finding the optimal path from source to destination by sensing pheromone deposited by their fellow ants. ACO algorithms rely on the cooperative behaviour of ants for finding high-quality solutions to the optimisation problems with large search spaces. The first ACO algorithm for classification rule mining, called Ant-Miner, was proposed by Parpinelli et al. (2002) and since then it has undergone several modifications. All these algorithms have successfully discovered accurate and comprehensible classification rules.
An important landmark in the field of rule mining came in the form of an ACO algorithm (cAnt-Miner PB -a variant of Ant-Miner) based on a new sequential covering strategy which follows the Pittsburgh approach (Otero et al., 2013) . While the Ant-Miner discovers a list of best rules, the Pittsburgh approach-based ACO algorithm discovers the best rule list which has a higher predictive accuracy and better comprehensibility than the original Ant-Miner (Otero et al., 2013) . Our research extends the new sequential covering strategy-based ACO algorithm to induce classification rules with exceptions in if-then-unless form. The unless part of a rule contains exceptional conditions. One of the examples of such a rule is given below: The rule asserts that most of the patients recover with medicine A. However, there are some rare patients whose condition deteriorates if medicine A is given in combination with medicine B. The rule discloses the interesting fact that the combination of medicine A and B may produce unusual reactions in some patients.
We have compared the proposed algorithm with the Ant-Miner (Parpinelli et al., 2002) and the new sequential covering strategy-based ACO algorithms (cAnt-Miner PB ) (Otero et al., 2013) in terms of accuracy and comprehensibility. Though, the classification model discovered by the proposed algorithm may not have high accuracy or comprehensibility across all the datasets, yet it would amplify the accuracy of the model for the datasets which have a number of exceptions hidden in small disjuncts of data. Further, the classifier may have a slightly larger number of rules and number of terms per rule, the rules discovered in if-then-unless form are semantically more concise and comprehensible. It is pertinent to mention here that accuracy and comprehensibility (most commonly used performance metrics) are not the only criteria to judge the quality of classification models. Hussain et al. (2000) and Vashishtha et al. (2012) have also argued that the discovery of exceptions makes the classification model more complete as well as interesting. The discovery of a single exception may be extremely valuable in the fields like disease and fault diagnosis. Therefore, the main contribution of this paper is that it discovers generalised rules along with their exceptions. Classifiers with such rules are able to take corrective measures to avoid misclassifications in the presence of the exceptional conditions.
The rest of the paper is organised as follows. Section 2 contains the state-of-the-art research in context to classification rule discovery using ACO algorithms and exception discovery. Section 3 introduces the proposed ACO-based algorithm for the discovery of classification rules with exceptions. It contains a detailed discussion on the proposed modifications made in the new sequential covering strategy-based ACO algorithm. Section 4 demonstrates the discovery of rules with exceptions through a toy example based on the mushroom dataset. Section 5 contains experimental design and a discussion on the results. Section 6 concludes the paper and points to the directions for future research.
Related work
This section contains two sub-sections that apprise of the current status of research in the domains of discovering classification rules using ACO and mining exceptions respectively.
ACO algorithms and classification rule discovery
The ACO algorithms have been extensively applied to a number of search and optimisation problems including mining of classification rules (Dorigo et al., 2006) . There is a sufficient evidence for the success of ACO algorithm in the domain of data mining and knowledge discovery (Michelakos et al., 2011) . The first ACO-based algorithm, known as Ant-Miner, was developed by Parpinelli et al. (2002) . Their algorithm discovers classification rules by applying the traditional sequential covering strategy, i.e., the algorithm creates rules one by one and the training instances covered by the rules are removed successively. Given a set of training data, ants discover a set of best rules following the principles of ACO algorithms. At the beginning, The Ant-Miner algorithm starts with an empty rule list and it adds classification rules one at a time iteratively until most of the examples in the training data are covered by these rules. Several rules are created in every iteration. Each ant creates one rule. Out of these rules, the better fit rules that satisfy a quality criterion, are added to the list of rules. An individual ant creates a rule by probabilistically selecting terms to be added to its current partial rule based on the values of transition probability. Ants prefer terms with higher transition probabilities. The transition probabilities are computed based on the amount of pheromone and problem-dependent heuristic information. Once an ant finishes the rule creation process, the rule is pruned to remove irrelevant terms. The rule is assigned the majority class from the set of training examples covered by it. The pheromone trail is updated using the quality of the best rule constructed by the ants in each of the iterations. At the end, this algorithm gives a list of best rules, each discovered independently of the other. The basic ACO algorithm, since its commencement, has undergone several modifications with respect to pheromone update procedure, heuristic calculation methods, selection of terms, and the way in which antecedents and precedents of a rule are discovered (Liu et al., 2002 (Liu et al., , 2003 Smaldon and Freitas, 2006; Chen et al., 2006; Roozmand and Zamanifar, 2008; Hodnefjell and Costa, 2012; Otero and Freitas, 2012) . Otero et al. (2013) have suggested an important modification to the above approaches which attempts to discover the best rule list rather than the list of the best rules. They have followed the Pittsburgh approach of rule mining and evaluated rule lists as a whole and not individual rules. The pheromone values are also updated on the basis of the best rule list rather than the individual rules discovered by an ant. Their approach takes account of the attribute as well as rule interactions while producing a classification model. The steps involved in the new sequential covering strategy-based ACO are given in Algorithm 1 and this algorithm forms the basis of the work presented in this paper. 
Exception discovery
It is not enough to discover accurate and comprehensible rules because these may represent obvious facts and may not be interesting to users. Exceptions are characterised by low support and high confidence. They posses information which is different from the usual information and hence their discovery is considered important and interesting (Vashishtha et al., 2012) . Vashishtha et al. (2013) The first rule is a general rule covering many instances of the mammal class. The second rule identifies very few unique flying mammals like bats. The third rule asserts that most of the animals with hair are mammals but there are rare insects that have hair too. Here, the first rule is a usual classification rule. The second rule, which contains the conditional clause 'fly = yes' and identifies an interesting mammal like bat, is known as an intra-class exception. The third rule contains the conditional clause 'legs = six' which changes the class of the rule from a mammal to an insect. This rule is an example of an inter-class exception. The focus of the proposed work is on discovering inter-class exceptions. A significant contribution to the discovery of exceptions has come from Suzuki (2002 Suzuki ( , 2004 and Suzuki and Żytkow (2005) . These authors have defined the exceptions as rule pairs and rule triplets. A rule pair is sort of an inter-class exception. Yogita et al. (2009) have discovered exceptions to the rules using the rough set approach in a postprocessing step. Parallel genetic algorithm approaches have been applied to discover rules with exceptions in the form of censored production rules (CPRs) and Hierarchical CPRs (Saroj and Bharadwaj, 2007; Bharadwaj and Saroj, 2010) . A genetic algorithm approach has been devised for mining intra as well as inter-class exceptions (Vashishtha et al., 2013) . It comprises of two stages: In the first stage, a genetic algorithm discovers generalised rule and in the second stage intra and inter-class exceptions are appended to the rules. However, the authors have used a 'Michiganstyle' approach to encode rules where each individual in the population represents a single rule. Therefore, their algorithm generates a list of best rules and not the best rule list.
The proposed scheme for mining classification rules with exceptions using ACO
The new sequential covering strategy-based ACO algorithm induces classification rules in if P then D form. Such rules may not work in some rare circumstances. Therefore, it is advisable to learn exceptions to the rules. The proposed algorithm discovers classification rules augmented with exceptions. It is an extension of ACO-based algorithm that follows the Pittsburgh approach of rule mining (Otero et al., 2013) .
Key definitions
Definition 1 -term and allele set: An attribute-value pair is considered as a term and the set of terms of all the predicting attributes is called an allele set.
Definition 2 -if P then D i rule:
This is the most common form of classification rule representation. In this representation, P is called premise which is a conjunction of terms and D i is the predicted class. The quality of a rule (Q R ) is measured as below:
In the above equation, TP, TN, FP and FN represent true positive, true negative, false positive and false negative examples respectively.
Definition 3 -if P then D i unless E' rule:
It is an extension of the common form of classification rule representation that appends exceptions at the end of a rule using unless operator as given below.
If Then Unless
D i class predicted by the rule D k modified class, if any of the exceptional conditions in the unless part is true.
The terms in premise and Unless parts are mutually exclusive, i.e., P E = . Two quantitative parameters, γ 1 and γ 2 , are defined for the discovery of exceptions. The value of γ 1 signifies the precision of the rule with respect to class D i . It has to be greater than a threshold value θ p and less than 1, i.e., θ p ≤ γ 1 < 1. In addition, γ 2 measures the relative frequency of exception (s) 
Definition 5 -possible exception: A term E j ( Allele Set -(Alleles Terms occurring in Premise part (P))) satisfying the condition given below in equation (6) is considered a possible exception.
[ ]
, 1, 2 (total number of classes present in the dataset and i k) Definition 6 -exception: A possible exception E j is considered an exception if it satisfies γ 2 [given in equation (3)]. Since exceptions are rare, the value of γ 2 needs to be much smaller than γ 1 , i.e., γ 1 >> γ 2 and γ 2 ≤ (1 -γ 1 ). The number of exceptions discovered for a rule may vary with the threshold values (θ p ) given for γ 1 .
Design of the ACO algorithm
Designing an ACO algorithm for the discovery of classification rules requires a suitable representation of classification rules which allows ants to create rules incrementally, a problem dependent heuristic function that measures the quality of the terms (attribute-value pairs) to be added to a current partial rule and a pheromone updating procedure which specifies how to revise the pheromone values. This sub-section describes all the above mentioned aspects in context to the proposed ACO-based strategy for discovering rules with exceptions.
Structure of a classification rule with exceptions
A rule corresponds to an alphanumeric string of fixed length. The rule structure, used in this proposal, is divided into three parts. The first part represents the simple if-then rule. The second part represents the unless segment of the rule and the third part contains the class(es) which would be predicted for the respective exceptions being true. The length of the rule string is one more than three times the number of predicting attributes. For example, consider the mushroom dataset with 22 predicting attributes and two classes 'edible' and 'poisonous', the length of the rule will be taken as 67 (22 × 3 + 1) as shown in Table 1 . In the above rule, the hash symbol signifies a don't care state. An empty rule contains a string of hash characters. In the first part, each of the initial 22 positions in the string corresponds to 22 predicting attributes of the dataset and 23rd position contains the class of the rule. The second part shows the exceptions (if any) and the third part shows class(es) to the corresponding exception(s). Each position, out of 67, can have either a '#' symbol or an allele of the corresponding attribute or a class label. The string in the above example translates into the following rule:
If (odor = none) then edible unless (cap_colour = green (poisonous) population = clustered (poisonous)).
The rule asserts that the odourless mushrooms are often edible; however, there are some rare types of odourless mushrooms which are poisonous due to their green colour or clustered population. The presence of an exceptional condition changes the class of the rule. The changed class could be different corresponding to each of the exceptions for a multi-class dataset. This representation is comprehensible and it is capable of discovering variable length rules.
Rule creation process
The rule creation process is different than the one suggested by Parpinelli et al. (2002) and Otero et al. (2013) . In their research, long rules are constructed and then pruned. The complexity of the rule creation procedure is high. We have taken exactly the opposite approach where the maximum number of terms that may be included in a rule is controlled by a user defined parameter. This parameter is named as Max-terms and its value is kept much smaller than the number of attributes in a dataset. In the present work, an ant starts with an initially empty rule. A roulette wheel selects a number of terms equal to Max-terms. The roulette wheel selects these terms based on transition probabilities computed from the local heuristic function and the amount of pheromone deposited. First, the rule is initialised with a term which maximises the rule quality. Next, the remaining terms are added to the rule one by one. A term is added only if it increases the quality of the rule. Otherwise, it is dropped and another term is tried.
Pheromone update
The pheromone update procedure is used as suggested by Parpinelli et al. (2002) without any modifications. The transition probability P ij with which terms are chosen for constructing rules, the local information heuristics and pheromone update rule are defined in equations (7) to (11) given below. For a detailed interpretation of these equations, the reader may refer to the research paper by Parpinelli et al. (2002) .
,
The proposed algorithms
The overall top level pseudo-code for discovering classification rules with exceptions using ACO is presented in Algorithm 2. The steps for appending exceptions to a rule are given in Algorithm 3. 
C = class (R i ) C′ = all_classes(trainset) -C // Ant collects the possible exceptions based on frequency table Possible_Exception_term_set = allele_set -all terms the attributes that figure in rule (R i ))
For each term i ε Possible_Exception_term_set
Possible_exceptions = Freq_table [i,C] = 0 && Freq_table [i, C′]! = 0

End For
Initialise Exception and the exception class parts of the Rule R i as empty
For each possible exception E j 2 | | ( ) | | j k j P E D γ E P //Compute γ 2
as given in equation (3)
If (γ 2 < 1 -γ 1 )
Exception_part = Exception_part E j Exception_class_part = Exception_class_part Class (examples with exception Ej)
End If End For
R i Unless Exception_part +Excpetion_class_part //Append exception and exception class part to rule Ri
End
Every ant creates a rule list by creating rules one by one. Once a rule is created, its quality (Q R ) is measured as per equation (1). This rule is added to the rule list made by an ant, only if its quality (Q R ) qualifies a threshold criterion θ t .
Then, the value of the parameter γ 1 is calculated for this rule using equation (2) (Sub-section 3.1) and if it is greater than the threshold value θ p and less than 1, (θ p ≤ γ 1 < 1) then the algorithm proceeds to search for exceptions from frequency table as described in Definition 4. If any exceptions are found, these are appended to the rule and its quality is recomputed as described in equation (4). The algorithm updates the best iteration rule list and the best global rule list over successive iterations on the basis of the quality of these rule lists as computed in equation (4). The pheromone is updated twice, once on the basis iterative best rule list to guide the ants towards local best rule list and the second time on the basis of the global best rule list to guide the ants towards a global best rule list.
Discovering classification rules with exceptions: an illustration
Step 
TP TN Accuracy R TP TN FP FN
Step 2 The value of the parameter γ 1 is computed as per equation (2) Keeping θ p = 0.7, since γ 1 ≥ θ p and γ 1 < 1.0, there may exist exceptions to the default rule.
Step 3 The frequency table is consulted to look for the possible exceptions. An allele E j , in the frequency table, qualifies as a possible exception subject to the condition given in Definition 5. A sample of the part of the frequency table for some of the alleles for the mushroom dataset is shown in Table 2 . As per Definition 5, the terms given at serial numbers 1, 2 and 3 qualify as possible exceptions.
Step 4 The value of the parameter γ 2 [equation (3) For the rule discovered in step 2, the values of γ 2 needs to be less than or equal to 1 -γ 1 , i.e., the value of γ 2 < = (1-0.969) < = 0.031. All the three possible exceptions satisfy this condition and, therefore, these can be augmented with the rule as given below:
if (odor = none) then class = edible unless cap-shape = c (poisonous) cap-surface = g (poisonous) spore-printcolour = r (poisonous).
There are 70 examples in the training dataset that contain exceptional conditions pertaining to the attributes -cap-shape, cap-surface and spore-print-colour.
Step 5 The quality (Q RU ) of if-then-unless rule is computed using the formula given in equation (4). The quality of a rule may improve significantly when there are a large number of exceptions appended to the rule.
The quality of the rule (given in step 4) containing exceptions is computed as below: It is evident from the above illustration that exceptions enhance the quality as well as the accuracy of a classification rule. However, increase in these metrics would depend on the number of exceptions in datasets.
Experimental design and results
The proposed ACO-based method for mining exceptions is implemented using MATLAB software and performance of the method is validated on ten datasets obtained from the UCI machine learning repository. Out of the total ten data sets, the five datasets contain categorical attributes, the four contain continuous attributes and the remaining one contains both categorical as well as continuous attributes. Details about these datasets are summarised in Table 3 . The proposed algorithm works only on discrete attributes and, therefore, the continuous attributes need to be discretised prior to their use. Such attributes are discretised in R statistical software using the MDL discretisation technique. Although, inability to handle continuous attributes is a limitation of the proposed algorithm, the data transformed into a set of discretised values become cognitively more relevant for human interpretation and make the computation process faster due to reduced levels of data. We have used a tenfold stratified sampling, which has become a standard way to measure the performance of classification algorithms. The results are averaged over tenfold cross validation sampling technique. Table 6 If-then-unless rules discovered for the mushroom dataset Setting the parameters is an important issue that influences the performance of non-deterministic algorithms like evolutionary and swarm intelligence algorithms. No single parameter setting works in an optimal way for different datasets. Therefore, we have tuned the parameters through experimentation and the parameters given in Table 4 are no way the optimal parameters that give the best results for every dataset. For example, with lowering of the value θ p , additional attribute value pairs may qualify as exceptions, however, lower the values of θ p (particularly below 0.6) will lead to the discovery of rules with low confidence. Similarly, increasing the threshold of rule quality may decrease exploration what, in turn, may lead to an overall sub-optimal rule list. The values of various parameters used for implementation of the ACO-based algorithm for discovering rules with exceptions are listed in Table 4 . The proposed ACO algorithm discovers the classification rules in if-then-unless form. The rules discovered for 'Zoo' and mushroom datasets are given in Tables 5 and 6 respectively. The first column contains the rules and their exceptions (if any), the second column gives the quality of the rule and the rest three columns contain the values of the parameters: γ 1 , 1 -γ 1 and γ 2 respectively. The exceptions to any rule are rare and cover only a few tuples of the dataset, therefore, the exceptions have been accumulated over all the runs of the tenfold cross validation scheme.
Sr. no. Classification rules in if-then-unless framework
The proposed algorithm has discovered classification rules with several interesting exceptions. The contribution of this paper is to reduce the scope of erroneous classifications. The rules discovered for the 'Zoo' dataset (Table 5 ) are able to classify the rare and unique animals into appropriate classes which would have otherwise been wrongly classified. For instance, the first rule asserts that most of the animals with hair are mammals, yet there are few insects that have hair (these are actually hair like structures, called setae). The third rule affirms that most of the animals which do not lay eggs are mammals unless the animal is a sea snake (there are some sea snakes which give birth to babies) or a venomous invertebrate, i.e., scorpion (the female scorpion does not lay eggs). The female scorpion keeps the fertilised eggs inside her body until these hatch and the baby scorpions emerge. The fifth rule is able to classify humans as 'mammal' and not as 'birds' due to the presence of exceptional conditions. The general rule 'If legs = 2 Then class = bird' -would classify all the humans as birds leading to a comic and absurd classification. The fifth rule states that two legged animals are birds, but two legs combined with characteristics (like hair or milk or not laying eggs) changes the class to 'mammal' that includes humans, fruit bats, gorillas and, interestingly squirrels. The seventh and eighth rules are about fish. The seventh rule classifies the non-breathing and toothed animals as fish. The exceptions to this rule (like not having fins and not laying eggs) would classify such an animal as a reptile (sea-snake). The eighth rule establishes dolphin, seal and sea lion as exceptional animals that have fins but are, in fact, mammals.
The proposed ACO-based algorithm has successfully discovered several interesting exceptions, hidden in the 'Zoo' dataset. Likewise, in Table 6 , the algorithm discovers several exceptional circumstances where odourless mushrooms, which are usually edible, are found to be poisonous.
The number of exceptions discovered for various datasets is given in Table 7 . Table 7 Number of exceptions discovered 
Comparison with similar algorithms
The performance of the proposed algorithm is compared with the Ant-Miner (Parpinelli et al., 2002) and the cAnt-Miner PB (Otero et al., 2013) in terms of predictive accuracy (Table 8 ) and comprehensibility (Table 9) . It is clear from Table 8 that accuracy of the classification rules discovered by the proposed algorithm is either comparable or better for most of the datasets. The rules with exceptions are capable of reducing false positive rate. For example, the rule -'if fins = true then fish' -is supposed to be a good rule. However, this rule will classify animals like dolphins and seals as fish and not as mammals. The rule discovered with exceptions -'if fins = true then fish unless milk = true (mammal) | eggs = false (mammal) | breathes = true (mammal)' -classifies the exceptional fish like animals in the mammal class. Similarly, rule discovered for the mushroom datasets will classify some of the odourless mushrooms as poisonous when some rare conditions prevail. The experiments show that the accuracy is significantly better than the Ant-Miner for five datasets (glass, heart-c, iris, seeds and zoo) as compared with the cAnt-Miner PB. The performance of the proposed algorithm will depend on the type of datasets. Though, the cAnt-Miner PB and the proposed algorithm produce comparable accuracies for the datasets which contain very less number of exceptions, the proposed algorithm comes up with interesting classification models. These models are able to predict the correct class when a rule ceases to work due to an exceptional condition(s). The proposed algorithm will perform better if there is a large number of exceptions present in the datasets. Further, the standard deviations are consistently smaller in the cases of the cAnt-Miner PB and the proposed algorithm as compared with the Ant-Miner.
This means that classification models built by these two algorithms are more stable and have less variation in accuracy of a model over tenfold of the cross-validation sampling technique. The results for comprehensibility of the three algorithms, which is measured in terms of the average number of rules and the average number of terms per rule, is shown in Table 9 .
The size of the model is somewhat larger in the case of the proposed algorithm because we have captured all the rules with exceptions irrespective of their appearance in the global best rule list. Similarly, the average number of terms per rule is marginally higher as compared to the cAnt-Miner PB because the rules are enlarged by adding exceptions. This is not a high cost to pay for knowing exceptions to the rules which let the classifier revise its decision in rare circumstances.
Conclusions
In this paper, we have extended the ACO-based algorithm, cAnt-Miner PB (Otero et al., 2013) , for mining classification rules in if-then-unless framework. The proposed scheme has been successful in capturing several exceptions to the rules discovered for various datasets. The proposed algorithm enhances the accuracy of the classification models built for the datasets which contain a number of exceptions. However, it does not show much improvement in the accuracy for the datasets which hardly contain exceptions. Measuring comprehensibility just in terms of the number of rules and the number of attribute-value pairs per rule is an oversimplification of the concept itself. Even though the classification models discovered by the proposed algorithm have a slightly higher number of rules and number of terms (attribute value pairs) per rule, the proposed algorithm discovers semantically more complete, compact and comprehensible rules. For instance, a single rule like 'if legs = 2 then class = bird unless eggs = false (mammal)' is semantically more comprehensible and interesting than two separate rules akin to 'If legs = 2 then class = bird' and 'if legs = 2 and eggs = false Then class = mammal'. The single rule is more informative and captures the term, 'eggs = false', as an exception. Further, misclassification cost may be very high in some of the classification domains. For example, in the mushroom database, the addition of even a single exceptional condition to the general rule changes the class of a mushroom from edible to poisonous. Such exceptions, if left undiscovered, may prove to be disastrous for human health and life. Table 9 Average number of rules and average number of terms in discovered rule list 
Name of datasets
