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Abstract. We present trapped solitary wave solutions of a coupled nonlinear
Schro¨dinger system in 1+1 dimensions in the presence of an external, supersymmetric
and complex PT -symmetric potential. The Schro¨dinger system this work focuses on
possesses exact solutions whose existence, stability, and spatio-temporal dynamics are
investigated by means of analytical and numerical methods. Two different variational
approximations are considered where the stability and dynamics of the solitary waves
are explored in terms of eight and twelve time-dependent collective coordinates. We
find regions of stability for specific potential choices as well as analytic expressions
for the small oscillation frequencies in the collective coordinate approximation. Our
findings are further supported by performing systematic numerical simulations of the
nonlinear Schro¨dinger system.
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21. Introduction
The nonlinear Schro¨dinger equation (NLSE) arises in many areas of physics including
Bose-Einstein condensation, plasmas, water waves and nonlinear optics [1]. The
possibility of experimentally coupling two component NLSE’s in matrix complex
potentials has recently been investigated in nonlinear optics situations in which two
wave guides are locally coupled through an antisymmetric medium [2].
On the other hand, PT symmetry was first introduced into physics as an alternative
to Hermiticity in quantum mechanics, yet with real eigenvalues [3–6]. The similarity
of the Schro¨dinger equation with Maxwell’s equations in the paraxial approximation
facilitates the realization of PT invariant systems in a variety of contexts such as
optics [7–16], photonic lattices [17], electronic circuits [18, 19], mechanical circuits [20],
whispering-gallery microcavities [21], among many other physical settings.
Supersymmetry (SUSY) originally considered in high-energy physics to relate
fermionic and bosonic systems has also been invoked in condensed matter systems such
as fractional quantum Hall states [22] and realized in optics [23,24]. For the Schro¨dinger
equation, supersymmetry relates two potentials which have the same spectrum [25–29].
Recently in [30], we studied the stability of exact solutions of a single component NLSE
in a class of external potentials having SUSY and PT symmetry.
Our aim in the present work is to extend our considerations to the case of
two coupled NLSEs in parity-time or PT -symmetric and supersymmetric external
potentials where the cross interaction between the two components is dictated by
the nonlinear coupling of the equations. In particular, the superpotential studied
in [30] is generalized to a matrix form here where we show that it is PT -symmetric.
Interestingly, our potential has a non-trivial coupling between the two components
which in turn affects the stability of the trapped soliton-like solutions. Our numerical
investigations on that front are split into two steps. At first, we will employ a collective
coordinate approximation in order to map out the domain of stability of the pertinent
waveforms of the coupled system. Then, we will consider the NLSEs and focus on the
existence, stability and spatio-temporal evolution of the solitary waves. Upon identifying
the steady-state solutions to the NLSEs via fixed-point iterations, we will perform
parametric continuations over the parameters of the system. This will allow us to carry
out a systematic spectral stability analysis of the solutions and identify parametric
regions of stability. Those findings will be corroborated by direct numerical simulations
of the NLSEs. Then, we will draw comparisons between the collective coordinate
approximation and numerical simulations in regimes where the trapped solutions are
stable and unstable. In fact, and in the unstable parametric regime, we will show that
the effect of the coupling is responsible for the motion of the solitary waves in opposite
directions. Also the amplitudes of the two components respond oppositely to small
perturbations.
The structure of the paper is as follows. We discuss the connection to
supersymmetry in Sec. 2, and give the exact soliton solutions to the coupled NLSEs in
3Sec. 3. In Sec. 4 we present the derivation of the equations of motion for the collective
coordinate approximation using a variational method which is based on Rayleigh’s
dissipation functional. The trial wave functions we have chosen together with the
respective dynamic equations for the collective coordinates derived are discussed in
Sec. 5. We present results for the dynamical evolution of the collective coordinates
in Sec. 6 where comparisons of these results with numerical simulations are made. In
Sec. 7 we present numerical results on the existence, stability and dynamics of the exact
solutions to the coupled NLSEs. Finally, we state our conclusions in Sec. 8.
2. Supersymmetry
We consider here a two-component nonlinear Schro¨dinger (NLS) system in 1+1 (one
spatial and one temporal) dimensions of the form:
i ∂tΨ(x, t) + ∂
2
xΨ(x, t) + γ [ Ψ
†(x, t)Ψ(x, t) ]Ψ(x, t)−V(x)Ψ(x, t) = 0 , (2.1)
with
Ψ(x, t) =
(
ψ1(x, t)
ψ2(x, t)
)
∈ C2 , (2.2)
where ψj(x, t) is the wave function of the first (j = 1) and second components (j = 2),
respectively, and γ is the nonlinearity strength. The subscripts in Eq. (2.2) stand for
differentiation with respect to t and x, respectively, and (·)† corresponds to conjugate
transpose.
For a superpotential of the form:
W(x) = r σ0 tanh(x) + i s σ3 sech(x) , (2.3)
where σi are the Pauli matrices, the SUSY partner potentials are given by
V±(x) = W2(x)± ∂xW(x) (2.4)
= σ0 r
2 − σ0 b2± sech2(x) + i σ3 d± sech(x) tanh(x) ,
where
b2± = s
2 + r(r ± 1) , d± = s ( 2r ∓ 1) . (2.5)
Note that the partner potentials V±(x) are PT -symmetric.
3. Model potential
The equation we want to solve is (2.1), where the external potential V(x) is given by
V(x) = σ0 V0(x) + i σ3 V1(x) . (3.1)
Since we are interested in variational approximations to the moments of the NLSEs, we
now show that these equations can be derived from a modified Euler-Lagrange equation
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Figure 1. Potential functions and exact solutions are shown in the left, middle and
right panels, respectively, for γ = 1, b = 1, d = 1/2, and A1 = 1. The value of A2 is
determined by Eq. (3.12).
by utilizing a Rayleigh dissipation functional. The usual conservative part of the action
is
Γ[ Ψ†,Ψ ] =
∫
dt σ0 L[ Ψ
†,Ψ ], (3.2)
where the conservative part of the Lagrangian L is given by
L[ Ψ†,Ψ ] = T [ Ψ†,Ψ ]−H[ Ψ†,Ψ ] , (3.3)
with
T [ Ψ†,Ψ ] =
∫
dx
i
2
{
Ψ†(x, t)[ ∂tΨ(x, t) ]− [ ∂tΨ†(x, t) ] Ψ(x, t)
}
, (3.4a)
H[ Ψ†,Ψ ] =
∫
dx
{
| ∂xΨ(x, t) |2 − γ
2
|Ψ†(x, t)Ψ(x, t) |2 + V0(x) Ψ†(x, t)Ψ(x, t)
}
. (3.4b)
We introduce the dissipation functional F via
F [ Ψ†,Ψ; Ψ†t ,Ψt ] =
∫
dt F [ Ψ†,Ψ; Ψ†t ,Ψt ] (3.5)
where
F [ Ψ†,Ψ; Ψ†t ,Ψt ] = −i
∫
dx V1(x)
{
[ ∂tΨ
†(x, t) ]σ3 Ψ(x, t)−Ψ†(x, t)σ3 [ ∂tΨ(x, t) ]
}
.(3.6)
The equations of motion for Ψ(x, t) in the presence of a complex potential follow from
the generalized Euler-Lagrange equations:
δΓ[ Ψ†,Ψ ]
δΨ†(x, t)
= −δF [ Ψ
†,Ψ; Ψ†t ,Ψt ]
δΨ†t(x, t)
, (3.7)
which lead to the equations of motion
∂L
∂Ψ†(x, t)
− d
dt
( ∂L
∂Ψt(x, t)
)
= − ∂F
∂Ψt(x, t)
, (3.8)
and reproduce Eq. (2.1) with the potential (3.1).
53.1. Exact solution
In component form, Eq. (2.1) reads
i ∂tψ1(x, t) + ∂
2
xψ1(x, t) + γ
(|ψ1(x, t)|2 + |ψ2(x, t)|2)ψ1(x, t)− V (x) ψ1(x, t) = 0 ,(3.9a)
i ∂tψ2(x, t) + ∂
2
xψ2(x, t) + γ
(|ψ1(x, t)|2 + |ψ2(x, t)|2)ψ2(x, t)− V ∗(x)ψ2(x, t) = 0 ,(3.9b)
where V (x) is of the form: V (x) = V0(x) + iV1(x), and where we have chosen
V0(x) = −b2 sech2(x) , (3.10a)
V1(x) = −d sech(x) tanh(x) . (3.10b)
The exact solutions of the system [cf. Eq. (3.9a)] are given by
ψ1(x, t) = A1 sech(x) exp{ i [ t+ φ(x) ] } , (3.11a)
ψ2(x, t) = A2 sech(x) exp{ i [ t− φ(x) ] } , (3.11b)
where φ(x) = 2d tan−1[ tanh(x/2) ], provided that
γ (A21 + A
2
2 ) = 2 + (d/3)
2 − b2 ≥ 0 . (3.12)
The left panel of Fig. 1 showcases the potentials V0(x) (solid blue line) and V1(x) (solid
red line) whereas the middle and right panels of the figure depict the real (solid blue
line) and imaginary (solid red line) parts of the exact solutions ψ1(x, t) and ψ2(x, t) at
t = 0, respectively, for values of the parameters γ = 1, b = 1, d = 1/2, and A1 = 1.
4. Collective coordinates (CCs)
In section, we consider two variational approximations for studying the stability and
time evolution of the trapped solitary waves. This way, we will be able to compare our
findings with numerical simulations of the NLSEs in Sec. 6 (see, also Sec. 7 discussing
our computational analysis). We review here the method of collective coordinates,
abbreviated CC hereafter (see for example Ref. [30]) applied to our case.
The time dependent variational approximation relies on introducing a finite set of
time-dependent real parameters in a trial wave function that hopefully captures the
time evolution of a perturbed solution. By doing this one obtains a simplified set of
ordinary differential equations for the CCs in place of solving the full partial differential
equations associated with the NLS system. We begin our discussion by setting
Ψ(x, t) 7→ Ψ˜[x,Q(t) ] , Q(t) = {Q1(t), Q2(t), . . . , Q2n(t) } ∈ R2n , (4.1)
where Q(t) corresponds to the CCs. It should be pointed out that the success of
the method depends greatly on the choice of the trial wave function Ψ˜[x,Q(t) ]. The
generalized dissipative Euler-Lagrange equations lead to Hamilton’s equations for Q(t).
The Lagrangian in terms of the CCs is given by
L(Q, Q˙) = T (Q, Q˙)−H(Q) , (4.2)
where the kinetic term T (Q, Q˙) and Hamiltonian H[Q ] are given by
T (Q, Q˙) =
i
2
∫
dx
{
Ψ˜†(x,Q) Ψ˜t(x,Q)− Ψ˜†t(x,Q) Ψ˜(x,Q)
}
= piµ(Q) Q˙
µ , (4.3)
6and
H(Q) =
∫
dx
{
|∂xΨ˜(x,Q)|2 − V0(x) |Ψ˜(x,Q)|2 − (γ/2) |Ψ˜(x,Q)|4
}
, (4.4)
respectively. Note that piµ(Q) in Eq. (4.3) is defined by
piµ(Q) =
i
2
∫
dx
{
Ψ˜†(x,Q) [ ∂µΨ˜(x,Q) ]− [ ∂µΨ˜†(x,Q) ] Ψ˜(x,Q)
}
, (4.5)
where we have introduced the notation ∂µ ≡ ∂/∂Qµ.
The dissipation functional in terms of the CCs is given by
F (Q, Q˙) = i
∫
dx V1(x)
{
Ψ˜†(x,Q)σ3Ψ˜t(x,Q)− Ψ˜†t(x,Q)σ3Ψ˜(x,Q)
}
= wµ(Q) Q˙
µ , (4.6)
where
wµ(Q) = i
∫
dx V1(x)
{
Ψ˜†(x,Q)σ3[ ∂µΨ˜(x,Q) ]− [ ∂µΨ˜†(x,Q) ]σ3 Ψ˜(x,Q)
}
. (4.7)
Upon introducing the antisymmetric 2n× 2n symplectic matrix:
fµν(Q) = ∂µpiν(Q)− ∂νpiµ(Q) , (4.8)
the generalized Euler-Lagrange equations
∂L
∂Qµ
− d
dt
( ∂L
∂Q˙µ
)
= − ∂F
∂Q˙µ
(4.9)
can be written in the form
fµν(Q) Q˙
ν = uµ(Q) = vµ(Q)− wµ(Q) , (4.10)
by setting vµ(Q) = ∂µH(Q). If det [f(Q)] 6= 0, we can define an inverse as the contra-
variant matrix with upper indices:
fµν(Q) fνσ(Q) = δ
µ
σ , (4.11)
in which case the equations of motion (4.10) can be formulated in the symplectic form:
Q˙µ = fµν(Q)uν(Q) . (4.12)
We solve this set of equations for our choice of CCs.
5. Trial wave function
We will choose trial wave functions similar to that used for the single-component NLSE
in a PT symmetric complex external potential [30]:
ψ˜1[x,Q1(t)] = A1(t) sech[ β1(t)(x− q1(t)) ] eiφ1[x,Q1(t)] , (5.1a)
ψ˜2[x,Q2(t)] = A2(t) sech[ β2(t)(x− q2(t)) ] eiφ2[x,Q2(t)] , (5.1b)
where
φ1[x,Q1(t)] = −θ1(t) + p1(t) (x− q1(t)) + Λ1(t) (x− q1(t))2 + φ(x) , (5.2a)
φ2[x,Q2(t)] = −θ2(t) + p2(t) (x− q2(t)) + Λ2(t) (x− q2(t))2 − φ(x) , (5.2b)
7together with φ(x) = (2d/3) tan−1[ tanh(x/2) ]. Let us now define
Mi(t) =
∫
dx |ψi(x, t)|2 = |Ai(t)|
2
βi(t)
∫
dz sech2(z) =
2 |Ai(t)|2
βi(t)
, (5.3)
where the integral in the right hand side is calculated in Appendix A (alongside with
other integrals useful for the present work).
We consider two sets of variational parameters:
Q1(t) =
{
M1(t), θ1(t), q1(t), p1(t), β1(t),Λ1(t)
}
, (5.4a)
Q2(t) =
{
M2(t), θ2(t), q2(t), p2(t), β2(t),Λ2(t)
}
, (5.4b)
with initial conditions
p1(0) = 0 , β1(0) = 1 , Λ1(0) = 0 , (5.5a)
p2(0) = 0 , β2(0) = 1 , Λ2(0) = 0 , (5.5b)
and with q1(0) = q2(0) = δq0. We make this perturbation to study the response of the
exact solution which has δq0 = 0 to small initial perturbations. We also require that
γ
2
[M1(0) +M2(0) ] = γ [A
2
1(0) + A
2
2(0) ] = 2 + (d/3)
2 − b2 . (5.6)
This way, the set of variational trial wave functions (5.1a) satisfies the exact solution
[cf. Eq. (3.11a)] at t = 0. We also set θi(0) = 0, and require that θ
′
i(0) = −1.
5.1. Dynamic term
From Eq.(4.3), the dynamic term splits into the sum of two independent parts:
T (Q, Q˙) = t(Q1, Q˙1) + t(Q2, Q˙2) , (5.7)
where
t(Q, Q˙) =
i
2
∫
dx
{
ψ˜∗(x,Q) ψ˜t(x,Q)− ψ˜∗t (x,Q) ψ˜(x,Q)
}
(5.8)
= M
{
θ˙ + p q˙ − pi
2
12 β2
Λ˙
}
= piµ(Q) Q˙
µ .
From this expression one easily determines the symplectic matrix
fµν = ∂µpiν − ∂νpiµ , (5.9)
from which we obtain its inverse fµν :
fµν(Q) =
( gµν(Q1) 0
0 gµν(Q2)
)
, (5.10)
where
gµν(Q) =
1
M

0 −M 0 0 0 0
M 0 0 −p c 0
0 0 0 1 0 0
0 p −1 0 0 0
0 −c 0 0 0 −d
0 0 0 0 d 0

, c =
β
2
, d =
6 β3
pi2
. (5.11)
85.1.1. Hamiltonian and its decomposition Based on Eq. (4.4), the Hamiltonian can be
written as the sum of three parts:
H(Q) = Hkin(Q) +Hpot(Q) +Hnl(Q) , (5.12)
where Hkin, Hpot, Hnl stand for the kinetic, potential, and nonlinear terms, respectively.
Let us consider the kinetic term first which itself splits into two parts:
Hkin(Q) = hkin(Q1) + hkin(Q2) , hkin(Q) =
∫
dx |∂xψ˜(x,Q)|2 . (5.13)
Using the integral definitions of Appendix A, we find:
hkin(Q) = M
{
1
3
β2 + p2 +
pi2
3
Λ2
β2
+
β α2
8
I3(β, q) + κ
αβ p
2
I1(β, q) + καβ Λ I2(β, q)
}
. (5.14)
In a similar fashion, the potential term also splits into two parts:
Hpot(Q) = hpot(Q1) + hpot(Q2) , (5.15)
where
hpot(Q) =
∫
dx V0(x) |ψ(x, t)|2
= −βM
2
b2
∫
dx sech2[β(x− q)] sech2(x) = −βM
2
b2 I3(β, q) . (5.16)
Finally, we consider the nonlinear term. Unlike the kinetic and potential terms, the
nonlinear term does not split into two parts. Here we have
Hnl(Q) = −γ
2
∫
dx |Ψ˜(x,Q)|4
= −γ
2
∫
dx
[
|ψ1(x, t)|4 + 2 |ψ1(x, t)|2|ψ2(x, t)|2 + |ψ2(x, t)|4
]
= hnl(Q1) + c(Q1, Q2) + hnl(Q2) , (5.17)
where
hnl(Q) = −γ
2
(βM
2
)2∫
dx sech4[β(x− q)] = −γ
6
βM2 . (5.18)
The cross term, i.e., c(Q1, Q2) in Eq. (5.17) is given by
c(Q1, Q2) = −γ
4
β1M1 β2M2C( β1, q1, β2, q2 ) , (5.19)
which involves the mixing integral (see, Appendix A.1)
C( β1, q1, β2, q2 ) =
∫
dx sech2[β1(x− q1)] sech2[β2(x− q2)] . (5.20)
Note that C( β1, q1, β2, q2 ) is invariant under {β1, q1} ↔ {β2, q2}, and c(Q1, Q2) is
invariant under {M1, β1, q1} ↔ {M2, β2, q2}.
95.2. Derivatives of the Hamiltonian
The Hamiltonian is made up of three terms:
H(Q1, Q2) = h(Q1) + c(Q1, Q2) + h(Q2) , (5.21)
where
h(Q) = M
{
p2 +
1
3
β2 +
pi2
3
Λ2
β2
+ β
d2 − 9 b2
18
I3(β, q)
+ κ
d β
3
[ p I1(β, q) + 2Λ I2(β, q) ]
}
− γ
6
βM2 , (5.22)
and the coupling term c(Q1, Q2) is given by Eq. (5.19). From Eqs. (5.19), (5.21),
and (5.22), we can then determine vµ
vµ = ∂µH(Q1, Q2) (5.23)
needed to obtain the first order equations of motion (4.10). For the derivatives of the
coupling term (5.19) we explicitly have:
cM1(Q1, Q2) ≡ ∂M1c(Q1, Q2) = −
γ
4
β1β2M2C( β1, q1, β2, q2 ) , (5.24a)
cM2(Q1, Q2) ≡ ∂M2c(Q1, Q2) = −
γ
4
β1β2M1C( β1, q1, β2, q2 ) , (5.24b)
cq1(Q1, Q2) ≡ ∂q1c(Q1, Q2) = −
γ
4
β1M1β2M2Cq1( β1, q1, β2, q2 ) , (5.24c)
cq2(Q1, Q2) ≡ ∂q2c(Q1, Q2) = −
γ
4
β1M1β2M2Cq2( β1, q1, β2, q2 ) , (5.24d)
cβ1(Q1, Q2) ≡ ∂β1c(Q1, Q2) (5.24e)
= −γ
4
β2M1M2 [C( β1, q1, β2, q2 ) + β1Cβ1( β1, q1, β2, q2 ) ] ,
cβ2(Q1, Q2) ≡ ∂β2c(Q1, Q2) (5.24f)
= −γ
4
β1M1M2 [C( β1, q1, β2, q2 ) + β2Cβ2( β1, q1, β2, q2 ) ] .
5.3. Dissipative term
The dissipative term (4.6) also splits into two parts:
F (Q, Q˙) = f(Q1, Q˙1)− f(Q2, Q˙2) , (5.25)
where
f(Q, Q˙) = i
∫
dx V1(x)
{
ψ˜∗(x,Q) ψ˜t(x,Q)− ψ˜∗t (x,Q) ψ˜(x,Q)
}
. (5.26)
Again using the integral definitions in Appendix A, we find:
f(Q, Q˙) = −βM d
{
( θ˙ + p q˙ ) f1(β, q)− ( p˙− 2 Λ q˙ ) f2(β, q)− Λ˙ f3(β, q)
}
, (5.27)
where the derivatives of f(Q, Q˙) with respect to Q˙µ are given by
wM = 0 , (5.28a)
wθ = −κβM df1(β, q) , (5.28b)
10
wq = −κβM d [ p f1(β, q) + 2 Λ f2(β, q) ] , (5.28c)
wp = κβM df2(β, q) , (5.28d)
wβ = 0 , (5.28e)
wΛ = κβM df3(β, q) . (5.28f)
5.4. Equations of motion
From Eqs. (5.23) and (5.28a) we can now obtain the equations uµ(Q) = vµ(Q)−wµ(Q).
The latter read
uM =p
2 +
1
3
β2 +
pi2
3
Λ2
β2
+ β
d2 − 9 b2
18
I3(β, q) + κ
dβ
3
[ p I1(β, q) + 2Λ I2(β, q) ]− γ
3
βM ,(5.29a)
uθ = κβM df1(β, q) , (5.29b)
uq = M
{
β
d2 − 9 b2
18
I3,q(β, q) + κ
2
3
d β [ p f1(β, q) + 2 Λ f2(β, q) ]
}
, (5.29c)
up = M { 2 p+ κ dβ
3
I1(β, q)− κβ d f2(β, q) } , (5.29d)
uβ = M
{
2
3
β − 2pi
2
3
Λ2
β3
+
d2 − 9 b2
18
[ I3(β, q) + β I3,β(β, q) ] (5.29e)
+ κ
d
3
[
p [ I1(β, q) + βI1,β(β, q)] + 2Λ [ I2(β, q) + βI2,β(β, q) ]
]}
− γ
6
M2 ,
uΛ = M
{
2pi2
3
Λ
β2
+ κ
2 d β
3
I2(β, q)− κβ d f3(β, q)
}
. (5.29f)
The net current splits into two blocks. We use the indices µj (j = 1, 2) to refer to the
jth parameter, i.e., Qj, and reserve µ for the index for both sets. Let us define
U (1)µ1 (Q1, Q2) = uµ1(Q1) + cµ1(Q1, Q2) , (5.30a)
U (2)µ2 (Q1, Q2) = uµ2(Q2) + cµ2(Q1, Q2) , (5.30b)
where uµ(Q) is given by (5.29a) and the mixed currents cµ(Q1, Q2) by (5.24a). The only
terms that involve the mixed currents are for µ = {M, q, β }. The Qµ and Uµ(Q1, Q2)
vectors are then defined by
Qµ =
(
Qµ1
Qµ2
)
, Uµ(Q1, Q2) =
(
U
(1)
µ1 (Q1, Q2)
U
(1)
µ2 (Q1, Q2)
)
, (5.31)
whence the equations of motion (4.12) with fµν(Q) given in (5.10) become
Q˙µ1 = g
µν(Q1)U
(1)
ν (Q1, Q2) , (5.32a)
Q˙µ2 = g
µν(Q2)U
(2)
ν (Q1, Q2) . (5.32b)
This way, the associated rates are given by
M˙ = −κ d βM f1(β, q) , (5.33a)
θ˙ = −p2 + 2
3
β2 + β
d2 − 9 b2
36
[ 3I3(β, q) + β I3,β(β, q) ] + κ d p β f2(β, q) (5.33b)
11
+ κ
d
3
[
p [ I1(β, q) + βI1,β(β, q)] + 2Λ [ 3 I2(β, q) + βI2,β(β, q) ]
]
− γ 5
12
βM ,
q˙ = 2 p+ κ
d β
3
[ I1(β, q)− 3 f2(β, q) ] , (5.33c)
p˙ = −β d
2 − 9 b2
18
I3,q(β, q) + κ d
1
3
β [ p f1(β, q)− 4Λ f2(β, q) ] , (5.33d)
β˙ = −κ d β
2
2
f1(β, q)− 4 β Λ− κ d 2
pi2
β4 [ 2 I2(β, q)− 3 f3(β, q) ] , (5.33e)
Λ˙ =
4
pi2
β4 − 4 Λ2 + β
3(d2 − 9 b2)
3pi2
[ I3(β, q) + β I3,β(β, q) ] (5.33f)
+ κ d
2 β3
pi2
{
p [ I1(β, q) + βI1,β(β, q)] + 2Λ [ I2(β, q) + βI2,β(β, q) ]
}
− γ β
3
pi2
M , (5.33g)
where we add the mixed derivative terms Rµ to them
RM1 = 0 , (5.34a)
Rθ1 = cM1(q1, β1, q2, β2) +
β1
2M1
cβ1(q1, β1, q2, β2) (5.34b)
= −3 γ
8
β1β2M2C( β1, q1, β2, q2 )− γ
8
β21β2M2Cβ1( β1, q1, β2, q2 ) ,
Rq1 = 0 , (5.34c)
Rp1 = −
1
M1
cq1(q1, β1, q2, β2) =
γ
4
β1β2M2Cq1( β1, q1, β2, q2 ) , (5.34d)
Rβ1 = 0 , (5.34e)
RΛ1 =
1
M1
6β31
pi2
cβ1(q1, β1, q2, β2) (5.34f)
= −γ 3
2pi2
β31β2M2 [C( β1, q1, β2, q2 ) + β1Cβ1( β1, q1, β2, q2 ) ] ,
and
RM2 = 0 , (5.35a)
Rθ2 = cM2(q1, β1, q2, β2) +
β2
2M2
cβ2(q1, β1, q2, β2) (5.35b)
= −3 γ
8
β1β2M1C( β1, q1, β2, q2 )− γ
8
β1β
2
2M1Cβ2( β1, q1, β2, q2 ) ,
Rq2 = 0 , (5.35c)
Rp2 = −
1
M2
cq2(q1, β1, q2, β2) =
γ
4
β1β2M1Cq2( β1, q1, β2, q2 ) , (5.35d)
Rβ2 = 0 , (5.35e)
RΛ2 =
1
M2
6β32
pi2
cβ2(q1, β1, q2, β2) (5.35f)
= −γ 3
2pi2
β1β
3
2M1 [C( β1, q1, β2, q2 ) + β2Cβ2( β1, q1, β2, q2 ) ] ,
for the sets Q1 and Q2, respectively. The rate equations for the Q2 parameters are
identical to the above with Q1 and Q2 interchanged. Recall that κ1 = +1 for the Q1
and κ2 = −1 for the Q2 parameters. The full equations for the CCs are obtained by
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adding either (5.34a) or (5.35a) to (5.33a). This completes the derivation of the rate
equations for the 12 variational parameters.
5.5. Reduction to 8 CCs
A reasonable approximation in the stable regime is to consider that the two components
do not separate over their time evolution and that their widths are similar. Thus, we
can can assume that q1(t) ≡ q2(t) = q(t), p1(t) ≡ p2(t) = p(t), β1(t) ≡ β2(t) = β(t),
and Λ1(t) ≡ Λ2(t) = Λ(t) in our analysis. Using the formalism of Sec. 4 we can directly
obtain the equations of motion for these 8 CCs:
Qµ = {M1(t), θ1(t),M2(t), θ2(t), q(t), p(t), β(t),Λ(t) } , (5.36)
from Eq. (4.12). The results we obtain directly can also be obtained by a reduction
process from the 12 collective coordinates equation by setting q1 = q2, p1 = p2, β1 = β2,
and Λ1 = Λ2, and then defining the time derivatives as follows:
q˙ =
M1 q˙1 +M2, q˙2
M1 +M2
∣∣∣
q1=q2
(5.37)
with similar relations for the average values of p˙, β˙, and Λ˙.
Upon following the steps described above, the equations of motion for the case of
8 CCs are given by
M˙1 = −d β M1 f1(β, q) , (5.38a)
θ˙1 = −p2 + 2
3
β2 + β
d2 − 9 b2
36
[ 3I3(β, q) + β I3,β(β, q) ] + d p β f2(β, q) (5.38b)
+
d
3
[
p [ I1(β, q) + βI1,β(β, q)] + 2Λ [ 3 I2(β, q) + βI2,β(β, q) ]
]
− γ 5
12
β (M1 +M2) ,
M˙2 = d β M2 f1(β, q) , (5.38c)
θ˙2 = −p2 + 2
3
β2 + β
d2 − 9 b2
36
[ 3I3(β, q) + β I3,β(β, q) ]− d p β f2(β, q) (5.38d)
− d
3
[
p [ I1(β, q) + βI1,β(β, q)] + 2Λ [ 3 I2(β, q) + βI2,β(β, q) ]
]
− γ 5
12
β (M1 +M2) ,
q˙ = 2 p+
M1 −M2
M1 +M2
d β
3
[ I1(β, q)− 3 f2(β, q) ] , (5.38e)
p˙ = −β d
2 − 9 b2
18
I3,q(β, q) +
M1 −M2
M1 +M2
d
1
3
β [ p f1(β, q)− 4Λ f2(β, q) ] , (5.38f)
β˙ = −4 β Λ− M1 −M2
M1 +M2
{
d
β2
2
f1(β, q) + d
2
pi2
β4 [ 2 I2(β, q)− 3 f3(β, q) ]
}
, (5.38g)
Λ˙ =
4
pi2
β4 − 4 Λ2 + β
3(d2 − 9 b2)
3pi2
[ I3(β, q) + β I3,β(β, q) ]− γ β
3
pi2
(M1 +M2) (5.38h)
+
M1 −M2
M1 +M2
d
2 β3
pi2
{
p [ I1(β, q) + βI1,β(β, q)] + 2Λ [ I2(β, q) + βI2,β(β, q) ]
}
. (5.38i)
The results of the reduction agree with the direct determination of (5.38a) which is a
consistency check.
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Figure 2. Eigenvalues of Wµν [Q0] as functions of d for the case of b = 1, A1 = 1 (left
panel) and for b = 1/2, A1 = 1/4 (right panel). The solid red and orange lines are the
real parts of two of the eigenvalues, and the red dotted lines are the imaginary parts.
The vertical lines correspond to values of d used for illustrating a stable (left panel)
and unstable (right panel) solution, respectively.
5.6. Small amplitude approximation
The parametric regions of stability can be determined by performing a small amplitude
approximation to the full CC equations. This way, we will be able to obtain
the eigenfrequencies of the linearized system which is derived by expanding the
rate equations to first order in the parameters using the expansions of integrals of
the Appendix A.2. Indeed, for Eqs. (5.33a), (5.34a), and (5.35a), we find
δM˙ = −κd pi
4
M0 δq , (5.39a)
δθ˙ = −1 + 5
6
[
2 +
d2
9
− b2 − γ M0
2
]
− 5
12
γ δM + κ d
2 pi
9
δp (5.39b)
+
{
−pi
2
45
[
d2
9
− b2
]
+
1
2
[
8
3
+
d2
9
− b2 − 5 γM0
6
]}
δβ ,
δq˙ = 2 δp− κ d
(
4pi
9
− pi
3
16
)
δβ , (5.39c)
δp˙ =
8
15
(
d2
9
− b2
)
δq − κ d 2pi
9
δΛ , (5.39d)
δβ˙ = κ d
(
pi
4
− 10
3pi
)
δq − 4 δΛ , (5.39e)
δΛ˙ =
2
pi2
[
2 +
d2
9
− b2 − γ M0
2
]
− γ
pi2
δM +
κ d
3 pi
δp (5.39f)
+
{
4
15
[
b2 − d
2
9
]
+
6
pi2
[ 8
3
+
d2
9
− b2 − γM0
2
]}
δβ .
For the mixing rates, we find
δRθ1 = −
5
12
γ M2,0 −
[
1
4
− pi
2
90
]
γ M2,0 δβ1 − 5
12
γ δM2 −
[
1
6
+
pi2
90
]
γ M2,0 δβ2 , (5.40a)
δRp1 = −
4
15
γ M2,0 ( δq1 − δq2 ) , (5.40b)
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δRΛ1 = −
1
pi2
γ M2,0 +
[
2
15
− 3
pi2
]
γ M2,0 δβ1 − 1
pi2
γ δM2 − 2
15
γM2,0 δβ2 , (5.40c)
δRθ2 = −
5
12
γ M1,0 − 5
12
γ δM1 −
[
1
6
+
pi2
90
]
γ M1,0 δβ1 −
[
1
4
− pi
2
90
]
γ M1,0 δβ2 , (5.40d)
δRp2 = −
4
15
γ M1,0 ( δq2 − δq1 ) , (5.40e)
δRΛ2 = −
1
pi2
γ M1,0 − 1
pi2
γ δM1 − 2
15
γ M1,0 δβ1 +
[
2
15
− 3
pi2
]
M1,0 δβ2 , (5.40f)
and by using Eqs. (5.39a) and (5.40a), we find the rate equations for Q1
δM˙1 = −κ1 d pi
4
M1,0 δq1 , (5.41a)
δθ˙1 = −1− 5
12
γ ( δM1 + δM2 ) + κ1 d
2pi
9
δp1 (5.41b)
+
{
−pi
2
45
[
d2
9
− b2 − γ M2,0
2
]
+
1
2
[
8
3
+
d2
9
− b2 − 5 γM1,0
6
]}
δβ1 ,
δq˙1 = 2 δp1 − κ1 d
(
4pi
9
− pi
3
16
)
δβ1 , (5.41c)
δp˙1 =
8
15
[
d2
9
− b2
]
δq1 − 4
15
γ M2,0 (δq1 − δq2)− κ1 d 2pi
9
δΛ1 , (5.41d)
δβ˙1 = κ1 d
(
pi
4
− 10
3pi
)
δq1 − 4 δΛ1 , (5.41e)
δΛ˙1 = − 1
pi2
γ (δM1 + δM2) +
κ1 d
3pi
δp1 (5.41f)
+
{
4
pi2
+
4
15
[
b2 − d
2
9
]}
δβ1 +
2
15
γ M2,0 ( δβ1 − δβ2) ,
where we have used Eq. (5.6) as well. The equations for the Q2 variables are obtained
from the above by interchanging 1 ↔ 2. Notice also that the δ-rate equations [cf.
Eqs. (5.41a)] vanish when all δQµ are set to zero. For the δθ˙1 term we obtain δθ˙1 = −1,
as required. Also, when we set Q1 = Q2, we obtain the respective equations for the
8-parameter case.
We turn our focus now on Eqs. (5.41a) and the ones corresponding to Q2. Those
could be written in the following form
δQ˙µ = Mµν [Q0] δQ
ν , (5.42)
from which we find:
δQ¨µ +W µν [Q0] δQ
ν = 0 , W µν [Q0] = −Mµσ[Q0]Mσν [Q0] , (5.43)
where W µν(Q0) is Hermitian with
Mµν [Q0] =
(
A[Q1,0, Q2,0] B[Q1,0, Q2,0]
B[Q2,0, Q1,0] A[Q2,0, Q1,0]
)
. (5.44)
We can ignore the δθ˙i equations since the rest of the equations do not couple with them.
The µ and ν indices then run over the ten values:
{ δM1, δq1, δp1, δβ1, δΛ1, δM2, δq2, δp2, δβ2, δΛ2 } . (5.45)
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The matrices A and B are then 5× 5 matrices given by:
A[Q1,0, Q2,0] =

0 −κ1dpiγM1,0/4 0 0 0
0 0 2 −κ1dc 0
0 −2a2 0 0 −κ1d2pi/9
0 κ1de 0 0 −4
−γ/pi2 0 κ1d/(3pi) 4/pi2 + a2 0
 , (5.46)
and
B[Q1,0, Q2,0] =

0 0 0 0 0
0 0 0 0 0
0 4γM2,0/15 0 0 0
0 0 0 0 0
−γ/pi2 0 0 −2γM2,0/15 0
 , (5.47)
where we have set
c =
4pi
9
− pi
3
16
, e =
pi
4
− 10
3pi
, ai =
4
15
[
b2 − d
2
9
+
γMi,0
2
]
. (5.48)
Plots of the eigenvalues ω2i of the matrix W
µ
ν [Q0] as functions of d for fixed values
of A1(:= A1(0)) and b are shown in the panels of Fig. 2. In particular, there are two cases
shown with five eigenvalues, one of which is a zero eigenvalue. It can be discerned from
the panels that as d is increased, some of the eigenvalues become complex, indicating the
emergence of instability and blow-up of the wave functions. For the left panel of Fig. 2,
and at the intersection of the vertical dotted line at d = 1/2, we find the following five
doubly degenerate eigenvalues:
ω212CC = { 3.95008, 2.73053, 1.98677, 1.02733, 0 } , (5.49a)
τ12CC = (2pi/ω12CC) = { 3.16138, 3.80239, 4.45765, 6.19906 } , (5.49b)
which indicates a stable solution. On the other hand, the 8-parameter CC approximation
gives two doubly degenerate eigenvalues for this case:
ω28CC = { 2.71099, 1.03419 } , (5.50)
which are very close to two of the eigenvalues found in Eq. (5.49a). For the right panel
of Fig. 2, and at the intersection of the vertical dotted line now at d = 1.07, we find the
following five doubly degenerate eigenvalues:
ω212CC = { 4.48071, 1.52926 + 0.276596 i, 1.52926− 0.276596 i, 0.743116, 0 } , (5.51a)
τ12CC = (2pi/ω12CC) (5.51b)
= { 2.96829, 5.02 + 0.450327 i, 5.02− 0.450327 i, 7.28872 } .
Because of the decoupling of the small oscillation equations in the 8-CC
approximation one can write down an analytic expression for the two oscillation
frequencies in terms of b and d, and so determine regimes of instability analytically.
Indeed, we find
δq¨ − [Aδq +B δΛ ] = 0 , (5.52)
δΛ¨− [D δq + E δΛ ] = 0 , (5.53)
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where
A =
1024 (d2 − 9b2) + 5 (3pi2 − 40) (9pi2 − 64) d2(1− 2r)2
8640
, (5.54)
B = − 1
12
pi
(
3pi2 − 16) d(2r − 1) , (5.55)
D = −d(2r − 1) (pi
2 (423b2 − 47d2 − 540) + 2pi4 (d2 − 9b2) + 3600)
270pi3
,(5.56)
E =
2
135
(
−72b2 + d2 (−20r2 + 20r + 3)− 1080
pi2
)
. (5.57)
The two eigenfrequencies are
ω2± =
1
2
(
−(A+ E)±
√
(A− E)2 + 4BD
)
. (5.58)
Note that ω2± can be written entirely in terms of A1, b and d, since r = M1/(M1 +M2) =
2A21/(M1 +M2), and (M1 +M2) = 2(2 + d
2/9− b2) with M1,2 := M1,2(0).
6. Dynamical Results
In this section, we present our results on the variational approximations. We begin
our discussion here by considering the stable regime as this was illustrated in the left
panel of Figure 2 corresponding to parameter values of A1 = 1, b = 1 and d = 1/2.
The initial conditions were chosen to be the values given in Eq. (5.5a) but perturbed
with δq0 = 0.005. Our numerical results on the 12-parameter variational calculation
are shown in the panels of Fig. 3 with solid blue lines where we compare them to the
respective numerical calculation of the coupled NLSEs represented by solid red lines
(see, Sec. 7 for details). It can be discerned from the panels of Fig. 3 that the numerical
solutions are reproduced reasonably well. However, the variational calculation seems
to predict several additional frequency modes which are not observed in the numerical
simulation of the NLSEs.
Furthermore, and in the stable regime, we compare the different variational
calculations in Fig. 4. There is very little difference between the 8- and 12-parameter
calculations for |ψ1(0, t)|, however the results for |ψ2(0, t)| differ significantly as a result
of additional frequency components in the 12-parameter ansatz. For the q(t) results,
the 8-parameter case only calculates an average value whereas the 12-parameter ansatz
produced two different results for q1(t) and q2(t) as does the numerical calculation.
Solutions of the linearized 12-parameter equations (5.41a) are indistinguishable from
the full 12-parameter calculation. This is because the amplitudes of the variational
parameters in this case are quite small.
Finally, results on dynamics for the unstable case for the 12-parameter ansatz
corresponding to parameter values of A1 = 1/4, b = 1/2, and d = 1.07, are shown in
Fig. 5. We use the same initial conditions as with the stable case. Both the variational
calculation and the numerical simulations of the NLSEs predict a blow-up and instability
of the soliton, in agreement with the linear analysis. Note that in this case q1(t) diverges
from q2(t) and the 8-parameter approximation would not be adequate.
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Figure 3. Results of the 12-parameter variational calculation for the stable case
corresponding to A1 = 1, b = 1, and d = 1/2 (in blue) compared with a numerical
calculation of the coupled NLSEs (in red). The left column depicts the temporal
evolution of M1(t) (top), |ψ1(0, t)| (middle), and q1 (bottom), whereas the right column
presents the same quantities but for the second component.
7. Computational analysis and numerical results of the full NLS system
In this last section, we present our numerical results on the existence, stability,
and spatio-temporal evolution of the solutions (3.11a) to the coupled NLS system of
Eq. (3.9a). The existence of solutions is investigated by introducing the ansatz
ψj(x, t) = ψ
(0)
j (x)e
−iωjt, ψ(0)j (x) ∈ C, j = 1, 2. (7.1)
Upon plugging Eq. (7.1) into Eqs. (3.9a), we obtain the system of steady-state equations
d2ψ
(0)
1
dx2
+ γ
[
|ψ(0)1 |2 + |ψ(0)2 |2
]
ψ
(0)
1 − V (x)ψ(0)1 + ω1ψ(0)1 = 0, (7.2a)
d2ψ
(0)
2
dx2
+ γ
[
|ψ(0)1 |2 + |ψ(0)2 |2
]
ψ
(0)
2 − V ∗(x)ψ(0)2 + ω2ψ(0)2 = 0. (7.2b)
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Figure 4. Comparison of the 8-parameter variational calculation (in blue) with the
12-parameter variational calculation results (in green), and the numerical calculation
of the coupled NLSEs (in red) for the stable solution is shown in the top and bottom
left panels. In particular, the top left and right panels showcase the temporal evolution
of the amplitudes of the first and second components, respectively, whereas the bottom
left depicts the evolution of q(t). The bottom right panel showcases the average value
of β(t) from the 12-parameter variational calculation.
In this work, we solve the boundary-value-problem (BVP) consisting of Eqs. (7.2a) and
zero Dirichlet boundary conditions numerically. To that effect, we consider a uniform
one-dimensional grid of points on [−20, 20] with lattice spacing ∆x = 0.04. The second-
order derivatives in Eqs. (7.2a) are replaced with a second-order accurate, central finite
difference approximation. It should be noted that we further corroborated our results on
the existence (and stability) of solutions by employing Chebyshev collocation on the unit
interval [−1, 1] with N = 701 Chebyshev nodes. In that case, the affine transformation
xk =
a+b
2
+ b−a
2
ξk was employed which maps [a, b] into [−1, 1] with xk ∈ [a, b], ξk ∈ [−1, 1],
and k = 1, 2, . . . , N (here, a = −20 and b = 20). Regardless of the spatial discretization,
we employed Newton’s method to solve the underlying system of coupled nonlinear
equations. The initial guess that was fed to the solver was the steady part of the exact
solutions of Eqs. (3.11a), and thus Newton’s method converged rapidly (typically in two
iterations with an error of ≈ 10−12 on the residuals). We also used a Newton-Krylov
method [31] to validate our findings. Both methods produced exactly the same results
and matched perfectly with the exact solutions (up to local truncation error).
Having a steady-state solution ψ
(0)
j (j = 1, 2) at hand, we perform a spectral
stability analysis around them. To do so, we introduce the perturbation Ansa¨tze
ψ˜1(x, t) = e
−iω1t
[
ψ
(0)
1 + ε
(
a(x)eλt + b∗(x)eλ
∗t)] , a(x), b(x) ∈ C, (7.3a)
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Figure 5. Results of the 12-parameter variational calculation for the unstable case
corresponding to parameter values of b = 1/2, d = 1.07, and A1 = 1/4. Red and blue
solid lines correspond to the 12-CC approximation and numerical calculation of the
coupled NLSEs, respectively.
ψ˜2(x, t) = e
−iω2t
[
ψ
(0)
2 + ε
(
c(x)eλt + d∗(x)eλ
∗t)] , c(x), d(x) ∈ C, (7.3b)
where λ ∈ C is the eigenvalue and ε  1 is a small parameter. Then, we insert
Eqs. (7.3a) into Eqs. (3.9a) and obtain, at order O(ε), the eigenvalue problem:
A11 A12 A13 A14
−A∗12 −A∗11 −A∗14 −A∗13
A∗13 A14 A33 A34
−A∗14 −A13 −A∗34 −A∗33


a
b
c
d
 = λ˜

a
b
c
d
 (7.4)
with eigenvalues λ˜ = −i λ, eigenvectors V = [a b c d]T , and matrix elements given by
A11 =
d2
dx2
+ γ
(
2|ψ(0)1 |2 + |ψ(0)2 |2
)
− V (x) + ω1 , (7.5a)
A12 = γ
(
ψ
(0)
1
)2
, (7.5b)
A13 = γψ
(0)
1
(
ψ
(0)
2
)∗
, (7.5c)
A14 = γψ
(0)
1 ψ
(0)
2 , (7.5d)
A33 =
d2
dx2
+ γ
(
|ψ(0)1 |2 + 2|ψ(0)2 |2
)
− V ∗(x) + ω2 , (7.5e)
A34 = γ
(
ψ
(0)
2
)2
. (7.5f)
Then, a solution is deemed stable if the eigenvalues λ = λr + iλi have a nonvanishing
(negative) real part, i.e., λr < 0. On the other hand, if λr > 0, this would indicate
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the presence of an unstable mode. We compute the eigenvalues of the linearization
(sparse) matrix A associated with Eq. (7.4) in MATLAB. The spectra we obtained were
further corroborated by the highly accurate FEAST eigenvalue solver [32] (and references
therein) which considers contour integration and involves density-matrix representation
techniques from quantum mechanics. In the eigenvalue computations using FEAST,
an elliptical contour was chosen in such a way that ≈ 150 eigenvalues were computed.
FEAST converged rapidly (within two iterations in most of the cases considered in this
work) with relative tolerance 10−10 on the residuals of eigenvectors, and the spectra
obtained via eig and FEAST are identical by using both spatial discretizations as well.
For the numerical computations presented below, we use the parameter fixing
mentioned in the previous section together with γ = 1 and A1 = 1. We will focus
on different cases in the parameter b, and in particular on values of b = 0.2, 0.4, 0.6,
0.8 and b = 1 while d is treated as a bifurcation parameter. Then, we will employ a
sequential continuation over d (with ∆d = 0.01 as our continuation step) by using as an
initial guess the solution previously found for the new value of d.
Fig. 6 presents our results on the stability of the steady-state solutions found via
Newton’s method as functions of the parameter d and for different values of b = 0.2,
b = 0.4, b = 0.6, b = 0.8, and b = 1.0. Those panels correspond to results obtained from
the FEAST algorithm and the range in d considered therein is [0, 0.8]. In particular, the
top panel in this clustered figure showcases the growth rates of the most unstable mode,
i.e., max (λr) as functions of d and for different values in b (see, the legend therein).
It can be discerned from this panel that there exists parameter intervals of stability of
the pertinent solutions. Indeed, the branches with b = 0.2, b = 0.4, b = 0.6, b = 0.8
and b = 1.0 are stable in parameter intervals of d of ≈ [0, 0.02], [0, 0.07], [0, 0.16],
[0, 0.3], and [0, 0.67], respectively. A striking feature about these results is that the
parameter interval in d in which solutions are (spectrally) stable becomes wider as soon
as b becomes larger, i.e., the coefficient appearing in V0(x). This suggests that one
can controllably form a family of stable solitonic modes in the coupled NLS system by
increasing the parameter b which allows the existence of such (stable) solutions over
a wide range in d. We summarize our presentation on the stability analysis results
with the panels (a)-(e) corresponding to the full spectrum of the solutions showcasing
the imaginary λi (left) and real λr (right) parts of the eigenvalues for the cases with
b = 0.2, b = 0.4, b = 0.6, b = 0.8, and b = 1.0, respectively. It should be noted
that the instabilities we observe correspond to imaginary eigenvalues which bifurcate
off the imaginary axis, thus resulting in oscillatorily unstable solutions characterized by
a complex eigenvalue quartet. However, for the branch of b = 0.2, a purely imaginary
pair of eigenvalues passes through the origin at d ≈ 0.42 creating a purely real unstable
mode which becomes dominant past a value of d ≈ 0.43. This suggests the emergence
of a bifurcating branch out of this collision. Although this situation (which is also
apparent for the other cases in b we considered in this work but for larger values of
d than 0.8) is quite interesting from the dynamical systems point of view, we are not
pursuing bifurcations in this work.
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Figure 6. Top row: The maximal real eigenvalue λr, i.e., max (λr) is shown as a
function of d, and for different values of b = 0.2, 0.4, 0.6, 0.8 and b = 1, respectively
(see, the legend therein). Second, third and fourth rows: The imaginary λi and real λr
parts of the eigenvalues as functions of the parameter d, for the cases with (a) b = 0.2,
(b) b = 0.4, (c) b = 0.6, (d) b = 0.8, and (e) b = 1.0, respectively.
We now turn our focus into our results on the dynamical evolution of steady-state
solutions we obtained for different values of b and d. In particular, our findings are
summarized in Figs. 7 and 8 showcasing the evolution of the densities |ψ1(x, t)|2 and
|ψ2(x, t)|2 as well as the associated spectral plane (λr, λi) of the steady-state solution
identified in the left, middle and right columns, respectively. We advance the coupled
NLS system [cf. Eq. (3.9a)] forward in time by employing a standard four-stage Runge-
Kutta (RK4) method with fixed time-step size ∆t = 10−4. As per the stable (according
to our linear stability analysis) steady-state solutions, we add a random noise of small
amplitude (ε ∼ 10−3 in these cases) on top of the localized region of the pertinent
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Figure 7. Spatio-temporal evolution of the densities |ψ1(x, t)|2 and |ψ2(x, t)|2 and
associated spectra are shown in the left, middle and right columns, respectively. In
particular, the panels (a)-(c) correspond to the cases with b = 0.2 and (a) d = 0.02, (b)
d = 0.1, and (c) d = 0.45, respectively. The panels (d) and (e) present results for the
cases with b = 0.4 and (d) d = 0.05 and (e) d = 0.25, respectively. The insets shown
in the left and middle panels (a) and (d) correspond to |ψ1(x = 0, t)|2 (left panel) and
|ψ2(x = 0, t)|2 (middle panel) as functions of time t.
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Figure 8. Same as Fig. 7 but for (a)-(b) b = 0.6, (c)-(d) b = 0.8 and (e) b = 1.0. The
results in (a) and (b) correspond to values of d of (a) d = 0.1 and (b) d = 0.5 whereas
those in (c) and (d) correspond to (c) d = 0.2 and (d) d = 0.4, respectively. Panel (e)
corresponds to a value of b = 1.0 with d = 0.4.
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steady-state profile and we use it as an initial condition in RK4. We then consider
time intervals of integration of [0, 10000] (or [0, 7000]). In particular, the results on the
dynamical evolution presented in Figs. 7(a) (for b = 0.2 and d = 0.02), 7(d) (for b = 0.4
and d = 0.05), 8(a) (for b = 0.6 and d = 0.1), 8(c) (for b = 0.8 and d = 0.2), and 8(e)
(for b = 1.0 and d = 0.4) correspond to stable solutions as it can be discerned from the
spatio-temporal evolution of the respective densities over a very large time interval (see,
the associated spectra). In addition, those panels offer the temporal distribution of the
densities |ψ1(x = 0, t)|2 and |ψ2(x = 0, t)|2 suggesting the robustness of the (perturbed)
solutions and validating our linear stability analysis results.
On the other hand, and as for the unstable steady-state solutions, we initialize
the dynamics by perturbing the solutions along the most unstable eigendirection (with
ε ∼ 10−3 or ε ∼ 10−2 depending upon the magnitude of λr). The results in Figs 7(b),
7(c), 7(e) as well as 8(b) and 8(d) correspond to unstable steady-state solutions, and
the instability is manifested in the dynamics as this is evident in the spatio-temporal
evolution of the densities shown in those panels. For example, Fig. 7(b) corresponds to
b = 0.2 and d = 0.1 where the solutions are classified as oscillatorily unstable. In the
left and middle panels of Fig. 7(b), the solution starts performing oscillations (due to
the oscillatory instability) until each component forms a narrower (in its width) bright
pulse that propagates to the left (for the first component) and right (for the second
component) and hits the boundaries (results are not shown past that time). It should
be noted that a similar phenomenology is observed in Figs. 7(e) (b = 0.4 and d = 0.25)
as well as in Figs. 8(b) (b = 0.6 and d = 0.5) and 8(d) (b = 0.8 and d = 0.4). Finally,
the results shown in Fig. 7(c) (with b = 0.2 and d = 0.45) correspond to an example
case scenario where the dominant unstable mode is characterized by a pair of purely
real eigenvalues (on top of oscillatory unstable ones). It can be discerned from that
figure that the density of the first component progressively becomes smaller at t ≈ 200
whereas the second component (see, the middle panel) develops a bright pulse of higher
amplitude. However, and past that time, both components start performing oscillations
of gradually increasing amplitude until they are amplified substantially at t ≈ 450
resulting in the breakdown of the pertinent waveforms.
8. Conclusions
In this paper we have found exact solutions to the problem of two coupled NLSEs [1] in
the presence of a complex confining potential which has PT symmetry and is derivable
from a superpotential W(x) = r σ0 tanh(x) + i s σ3 sech(x). Such systems have started
to be investigated experimentally in optical lattice environments [2]. Using numerical
methods we have mapped out the regimes of stability as well as studied the behavior
of these solutions when they are subjected to small perturbations. We compared
the numerical solutions in the latter case with a variational approximation based on
introducing 8 or 12 time-dependent CCs which are related to various low-order moments
of the NLSEs. The CC approach allowed us to determine analytically approximate small
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oscillation frequencies. We compared the results of the CC approach with the numerical
simulations in two cases; one where the solutions are stable and one where the solutions
are unstable. The 8 CC approximation assumed that the average position and width
of the two components of the NLSEs followed the same trajectory in time, whereas the
12 CC approximation allowed for these variables and their canonical conjugates to be
different. Both CC approaches quantitatively agreed with the numerically determined
time evolution of the wave function in the first case, but only qualitatively agreed
with the numerical solution in the unstable regime. In the unstable case regime,
the average position of the two components as well as the average width of the two
components diverged from each other, so that only the 12-CC approximation was able
to track the behavior of the time evolution qualitatively. Then, we turned our focus to
the coupled NLSEs and systematically studied the existence, stability and dynamical
evolution of solitary waves. Upon identifying branches of steady-state solutions via fixed-
point methods, a bifurcation analysis was carried out over a two-parameter space where
parametric intervals of stability were identified. Our spectral stability analysis results
suggest that we can controllably form a wide range in the parameter d by increasing
the value of the parameter b whereupon stable solitary waves can be supported. This
corresponds to the case where the real part V0 of the potential V (x) becomes larger.
Finally, the stability results we report in this work were tested against direct numerical
simulations where typical scenarios of blow-up were involved for the unstable soliton
solutions. The results and methods employed in this work could be naturally applied and
extended to other coupled, multi-component NLSEs in order to explore the underlying
configuration space of solutions. Such efforts are currently under consideration and will
be reported in future publications.
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Appendix A. Useful integrals and definitions
We note that
d
dz
sech(z) = − sech(z) tanh(z) , (A.1a)
d
dz
tanh(z) = sech2(z) . (A.1b)
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Also,
φ(x) = α tan−1[ tanh(x/2) ] , (A.2a)
dφ(x)
dx
=
α
2
sech(x) . (A.2b)
Some useful integrals are the following:∫
dz sech2(z) = 2 , (A.3a)∫
dz sech3(z) =
pi
2
, (A.3b)∫
dz sech4(z) =
4
3
, (A.3c)∫
dz z2 sech2(z) =
pi2
6
, (A.3d)∫
dz sech2(z) tanh2(z) =
2
3
, (A.3e)∫
dz z sech4(z) tanh(z) =
1
3
. (A.3f)
We define:
I1(β, q) :=
∫
dy sech2(βy) sech(y + q) , (A.4a)
I2(β, q) :=
∫
dyy sech2(βy) sech(y + q) , (A.4b)
I3(β, q) :=
∫
dy sech2(βy) sech2(y + q) . (A.4c)
Also, we define:
f1(β, q) :=
∫
dy sech2(βy) sech(y + q) tanh(y + q) , (A.5a)
f2(β, q) :=
∫
dyy sech2(βy) sech(y + q) tanh(y + q) , (A.5b)
f3(β, q) :=
∫
dyy2 sech2(βy) sech(y + q) tanh(y + q) . (A.5c)
Partial derivatives are given by:
I1,q(β, q) = −
∫
dy sech2(βy) sech(y + q) tanh(y + q) = −f1(β, q) , (A.6a)
I1,β(β, q) = −2
∫
dy y sech2(βy) tanh(βy) sech(y + q) = −2f10(β, q) , (A.6b)
I2,q(β, q) = −
∫
dy y sech2(βy) sech(y + q) tanh(y + q) = −f2(β, q) , (A.6c)
I2,β(β, q) = −2
∫
dy y2 sech2(βy) tanh(βy) sech(y + q) = −2f9(β, q) , (A.6d)
I3,q(β, q) = −2
∫
dy sech2(βy) sech2(y + q) tanh(y + q) = −2f6(β, q) , (A.6e)
I3,β(β, q) = −2
∫
dy y sech2(βy) tanh(βy) sech2(y + q) = −2f7(β, q) . (A.6f)
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Appendix A.1. Mixing integrals
The mixing integral is defined by
C( β1, q1, β2, q2 ) :=
∫
dx sech2[β1(x− q1)] sech2[β2(x− q2)] . (A.7)
Derivatives of this integral are given by
Cq1( β1, q1, β2, q2 ) (A.8)
= 2β1
∫
dx sech2[β1(x− q1)] tanh[β1(x− q1)] sech2[β2(x− q2)] ,
Cq2( β1, q1, β2, q2 ) (A.9)
= 2β2
∫
dx sech2[β1(x− q1)] sech2[β2(x− q2)] tanh[β2(x− q2)] ,
Cβ1( β1, q1, β2, q2 ) (A.10)
= −2
∫
dx (x− q1) sech2[β1(x− q1)] tanh[β1(x− q1)] sech2[β2(x− q2)] ,
Cβ2( β1, q1, β2, q2 ) (A.11)
= −2
∫
dx (x− q2) sech2[β1(x− q1)] sech2[β2(x− q2)] tanh[β2(x− q2)] .
Appendix A.2. Expansion of the integrals
To first order:
f1(1 + δβ, δq) =
pi
4
δq , (A.12a)
f2(1 + δβ, δq) =
pi
6
+
(pi
3
− pi
3
16
)
δβ , (A.12b)
f3(1 + δβ, δq) = −
(2 pi
3
− pi
3
16
)
δq , (A.12c)
I1(1 + δβ, δq) =
pi
2
− pi
3
δβ , (A.12d)
I2(1 + δβ, δq) = −pi
6
δq , (A.12e)
I3(1 + δβ, δq) =
4
3
− 2
3
δβ , (A.12f)
I1,q(1 + δβ, δq) = −pi
4
δq , (A.12g)
I2,q(1 + δβ, δq) = −pi
6
−
(pi
3
− pi
3
16
)
δβ , (A.12h)
I3,q(1 + δβ, δq) = −16
15
δq , (A.12i)
I1,β(1 + δβ, δq) = −pi
3
+
(
pi − pi
3
16
)
δβ , (A.12j)
I2,β(1 + δβ, δq) = −
(pi
3
− pi
3
16
)
δq , (A.12k)
I3,β(1 + δβ, δq) = −2
3
+
(4
3
− 4pi
2
45
)
δβ . (A.12l)
28
For the mixing integrals, we find
C(1 + δβ1, δq1, 1 + δβ2, δq2) =
4
3
− 2
3
( δβ1 + δβ2) , (A.13a)
Cq1(1 + δβ1, δq1, 1 + δβ2, δq2) = −
16
15
( δq1 − δq2 ) , (A.13b)
Cq2(1 + δβ1, δq1, 1 + δβ2, δq2) = −
16
15
( δq2 − δq1 ) , (A.13c)
Cβ1(1 + δβ1, δq1, 1 + δβ2, δq2) = −
2
3
+
(4
3
− 4 pi
2
45
)
δβ1 +
4pi2
45
δβ2 , (A.13d)
Cβ1(1 + δβ1, δq1, 1 + δβ2, δq2) = −
2
3
+
(4
3
− 4 pi
2
45
)
δβ2 +
4pi2
45
δβ1 . (A.13e)
Bibliography
[1] P. G. Kevrekidis and D. J. Frantzeskakis, “Solitons in coupled nonlinear Schro¨dinger models: A
survey of recent developments”, Rev. Phys. 1, 140 (2016). URL https://doi.org/10.1016/j.
revip.2016.07.002
[2] V. V Konotop and D. A. Zezyulin, “Spectral singularities of odd-PT -symmetric potentials”, Phys.
Rev. A 99, 013823 (2019). URL https://link.aps.org/doi/10.1103/PhysRevA.99.013823
[3] C. M. Bender, “Making sense of non-Hermitian Hamiltonians”, Rep. Prog. Phys. 70, 947 (2007).
URL https://iopscience.iop.org/article/10.1088/0034-4885/70/6/R03/meta
[4] H. Geyer, D. Heiss, and M. Znojil, “The Physics of Non-Hermitian Operators”, J. Phys. A: Math.
Gen. 39, 9965 (2006). URL http://stacks.iop.org/0305-4470/39/i=32/a=E01
[5] A. Fring and H. Jones and M. Znojil, “6th International Workshop on Pseudo-Hermitian
Hamiltonians in Quantum Physics”, J. Phys. A: Math. Theor. 41, 240301 (2008). URL
http://stacks.iop.org/1751-8121/41/i=24/a=240301
[6] C. M. Bender, A. Fring, U. Gu¨nther, and H. Jones, “Quantum physics with non-Hermitian
operators”, J. Phys. A: Math. Theor. 45, 440301 (2012). URL http://stacks.iop.org/
1751-8121/45/i=44/a=440301
[7] K. G. Makris, R. El-Ganainy, D. N. Christodoulides, and Z. H. Musslimani, “Beam Dynamics
in PT Symmetric Optical Lattices”, Phys. Rev. Lett. 100, 103904 (2008). URL http://link.
aps.org/doi/10.1103/PhysRevLett.100.10390
[8] K. G. Makris, R. El-Ganainy, D. N. Christodoulides, and Z. H. Musslimani, “PT -Symmetric
Periodic Optical Potentials”, Int. J. Theor. Phys. 50, 1019 (2011). URL http://dx.doi.org/
10.1007/s10773-010-0625-6
[9] A. Ruschhaupt, F. Delgado, and J. G. Muga, “Physical realization of PT -symmetric potential
scattering in a planar slab waveguide”, J. Phys. A: Math. Gen. 38, L171 (2005). URL
http://stacks.iop.org/0305-4470/38/i=9/a=L03
[10] S. Klaiman, U. Gu¨nther, and N. Moiseyev, “Visualization of Branch Points in PT -Symmetric
Waveguides”, Phys. Rev. Lett. 101, 080402 (2008). URL http://link.aps.org/doi/10.1103/
PhysRevLett.101.080402
[11] S. Longhi, “Bloch Oscillations in Complex Crystals with PT Symmetry”, Phys. Rev. Lett. 103,
123601 (2009). URL http://link.aps.org/doi/10.1103/PhysRevLett.103.123601
[12] S. Longhi, “Dynamic localization and transport in complex crystals”, Phys. Rev. B 80, 235102
(2009). URL http://link.aps.org/doi/10.1103/PhysRevB.80.235102
[13] S. Longhi, “Spectral singularities and Bragg scattering in complex crystals”, Phys. Rev. A 81,
022102 (2010). URL http://link.aps.org/doi/10.1103/PhysRevA.81.022102
[14] C. E. Ruter, K. G. Makris, R. El-Ganainy, D. N. Christodoulides, M. Segev, and D. Kip,
“Observation of parity-time symmetry in optics”, Nat. Phys. 6, 192 (2010). URL http:
//dx.doi.org/10.1038/nphys1515
29
[15] A. Guo, G. J. Salamo, D. Duchesne, R. Morandotti, M. Volatier-Ravat, V. Aimez, G. A.
Siviloglou, and D. N. Christodoulides, “Observation of PT -Symmetry Breaking in Complex
Optical Potentials”, Phys. Rev. Lett. 103, 093902 (2009). URL http://link.aps.org/doi/
10.1103/PhysRevLett.103.093902
[16] A. Regensburger, C. Bersch, M.-A. Miri, G. Onishchukov, D. N. Christodoulides, and U. Peschel,
“Parity-time synthetic photonic lattice” Nature 488, 167 (2012). URL http://dx.doi.org/10.
1038/nature11298
[17] A. Szameit, M. C. Rechtsman, O. Bahat-Treidel, and M. Segev, “PT -symmetry in honeycomb
photonic lattices”, Phys. Rev. A 84, 021806(R) (2011). URL https://doi.org/10.1103/
PhysRevA.84.021806
[18] J. Schindler, A. Li, M. C. Zheng, F. M. Ellis, and T. Kottos, “Experimental study of active LRC
circuits with PT symmetries”, Phys. Rev. A 84, 040101 (2011). URL http://link.aps.org/
doi/10.1103/PhysRevA.84.040101
[19] J. Schindler, Z. Lin, J. M. Lee, H. Ramezani, F. M. Ellis, and T. Kottos, “PT -symmetric
electronics”, J. Phys. A: Math. Theor. 45, 444029 (2012). URL http://stacks.iop.org/
1751-8121/45/i=44/a=444029
[20] C. M. Bender, B. K. Berntson, D. Parker, E. Samuel, “Observation of PT phase transition in a
simple mechanical system”, Am. J. Phys. 81, 173 (2013). URL https://aapt.scitation.org/
doi/10.1119/1.4789549
[21] B. Peng, S. K. Ozdemir, F. Lei, F. Monifi, M. Gianfreda, G. L. Long, S. Fan, F. Nori, C. M.
Bender, and L. Yang, “Parity-time-symmetric whispering-gallery microcavities”, Nat. Phys. 10,
394 (2014). URL http://dx.doi.org/10.1038/nphys2927
[22] E. Sagi and R. A. Santos, “Sypersymmetry in the fractional quantum Hall regime”, Phys. Rev. B
95, 205144 (2017). URL https://doi.org/10.1103/PhysRevB.95.205144
[23] M.-A. Miri, M. Heinrich, R. El-Ganainy, and D. N. Christodoulides, “Supersymmetric Optical
Structures”, Phys. Rev. Lett. 110, 233902 (2013). URL http://link.aps.org/doi/10.1103/
PhysRevLett.110.233902
[24] M. Heinrich, M.-A. Miri, S. Stu¨tzer, R. El-Ganainy, S. Nolte, A. Szameit, and D. N.
Christodoulides, “Supersymmetric mode converters”, Nature Communications 5, 3698 EP
(2014) URL http://dx.doi.org/10.1038/ncomms4698
[25] F. Cooper and A. Khare and U. Sukhatme, Supersymmetry in Quantum Mechanics, (World
Scientific, Singapore; River Edge, N.J., 2001).
[26] B. Bagchi, S. Mallik, and C. Quesne, C., “Generating complex potentials with real eigenvalues
in sypersymmetric quantum mechanics”, Int. J. Mod. Phys. A 16, 2859 (2001). URL https:
//www.worldscientific.com/doi/abs/10.1142/S0217751X01004153
[27] B. Bagchi and C. Quesne, “sl(2, C) as a complex Lie algebra and the associated non-Hermitian
Hamiltonians with real eigenvalues”, Phys. Lett. A 273, 285 (2000). URL http://www.
sciencedirect.com/science/article/pii/S0375960100005120
[28] Z. Ahmed, “Real and complex discrete eigenvalues in an exactly solvable one-dimensional complex
PT-invariant potential”, Phys. Lett. A 282, 343 (2001). URL http://www.sciencedirect.
com/science/article/pii/S0375960101002183
[29] B. Midya, “Supersymmetry-generated one-way-invisible PT -symmetric optical crystals”. Phys.
Rev. A 89, 032116 (2014). URL http://link.aps.org/doi/10.1103/PhysRevA.89.032116
[30] F. Cooper, J. F. Dawson,F. G. Mertens, E. Are´valo, N. R. Quintero, B. Mihaila, A. Khare,
and Avadh Saxena, “Response of exact solutions of the nonlinear Schro¨dinger equation to
small perturbations in a class of complex external potentials having supersymmetry and parity-
time symmetry”, J. Phys. A: Math. Theor. 50, 485205 (2017). URL http://stacks.iop.org/
1751-8121/50/i=48/a=485205
[31] C. T. Kelley, Solving Nonlinear Equations with Newton’s Method (Fundamentals of Algorithms,
SIAM, Philadelphia, 2003).
[32] J. Kestyn, E. Polizzi, and P. T. P. Tang, SIAM J. Sci. Comput. 38, S772 (2016). URL
30
https://epubs.siam.org/doi/abs/10.1137/15M1026572
