The dynamics of a two-degree-of-freedom nonlinear system consisting of a grounded Duffing oscillator coupled to an essentially nonlinear attachment is examined in the present study. The underlying Hamiltonian system is first considered, and its nonlinear normal modes are computed using numerical continuation and gathered in a frequencyenergy plot. Based on these results, the damped system is then considered, and the basic mechanisms for energy transfer and dissipation are analyzed.
Introduction
Realizing that the tuned mass damper ͑TMD͒ is only effective when it is precisely tuned to the frequency of a vibration mode ͓1,2͔, a recent body of literature has addressed this limitation using a nonlinear attachment characterized by an essential nonlinearity, termed a nonlinear energy sink ͑NES͒ ͓3-15͔. The concept of essential nonlinearity is central because it means that an NES has no preferential resonant frequency, which makes it a frequency-independent absorber. Another salient feature of an NES is its capability to realize targeted energy transfer ͑TET͒ during which energy initially induced in the primary system gets passively and irreversibly transferred to the NES.
As reported in previous studies, even dynamical systems of simple configuration possess very rich and complicated dynamics when an NES is attached to them ͑see, e.g., Ref.
͓11͔͒. An appropriate theoretical framework, including analytic developments ͓4,5͔, nonlinear normal mode ͑NNM͒ computation ͓11͔, and timefrequency analysis ͓12͔, was necessary to get a profound understanding of these complex phenomena.
The majority of existing studies about the NES examined linear primary structures ͓3-14͔. In Refs. ͓16,17͔, aeroelastic and drillstring systems were also studied with a particular focus on the elimination of self-sustained vibrations. Because of the frequencyenergy dependence of their oscillations, nonlinear primary systems are particularly relevant in this context. This is why the present study builds on the existing theoretical framework to carefully analyze the dynamics of a Duffing oscillator attached to an NES. Among the other contributions of this study, we note that a more robust algorithm for the NNM computation is utilized. This algorithm was first proposed in Ref. ͓18͔ and relies on the combination of a shooting algorithm with pseudo-arclength continuation.
The paper is organized as follows: In Sec. 2, the dynamics of a linear oscillator coupled to an NES, together with the basic mechanisms for the energy exchanges, is reviewed. The algorithm for the NNM computation is briefly described in Sec. 3. Starting from the underlying Hamiltonian system, Sec. 4 examines the dynamics of a Duffing oscillator coupled to an NES. The conclusions of the present study are summarized in Sec. 5.
Review of the Dynamics of a Linear Oscillator
Coupled to an NES 2.1 Energy Dissipation in the Damped System. The system considered in this section, depicted in Fig. 1 , is composed of a linear oscillator ͑LO͒ coupled to an NES. The equations of motion are m 1 ẍ 1 + c 1 ẋ 1 + c 2 ͑ẋ 1 − ẋ 2 ͒ + k 1 x 1 + k nl 2 ͑x 1 − x 2 ͒ 3 = 0 ͑1͒ m 2 ẍ 2 + c 2 ͑ẋ 2 − ẋ 1 ͒ + k nl 2 ͑x 2 − x 1 ͒ 3 = 0 where x 1 ͑t͒ and x 2 ͑t͒ refer to the displacement of the LO and of the NES, respectively. A light-weight NES ͑i.e., m 2 Ӷ m 1 ͒ is studied for obvious practical reasons, and weak damping is chosen to better highlight the different dynamical phenomena. Direct impulsive forcing of the LO, ẋ 1 ͑0͒ 0, x 1 ͑0͒ = x 2 ͑0͒ = ẋ 2 ͑0͒ = 0, is considered. Numerical integration of Eq. ͑1͒ is carried out for increasing impulse magnitudes ẋ 1 ͑0͒ and a varying linear stiffness k 1 ͑i.e., a varying natural frequency of the LO, 0 ͒. All other parameters are constant and are listed in Table 1. A quantitative measure of the NES performance can be obtained by computing the energy dissipated in this absorber normalized by the total input energy
͑2͒
Figure 2 depicts this quantity against the impulse magnitude ẋ 1 ͑0͒ and the linear stiffness k 1 ͑see Figs. 2͑a͒-2͑c͒ for a threedimensional plot, a contour plot, and a two-dimensional section, respectively͒. Clearly, the NES can dissipate a large fraction of the input energy initially imparted to the LO, but its performance depends critically on the impulse magnitude. As shown in Fig.  2͑c͒ , the NES is most effective in a fairly limited impulse magnitude range. In addition, there exists a well-defined threshold of input energy below which no significant energy dissipation in the NES can be achieved ͑i.e., below 0.1 m/s͒. This intrinsic limitation of the absorber is to be attributed to the frequency-energy dependence of nonlinear oscillations. On the other hand, Figs. 2͑a͒ and 2͑b͒ indicate that the effectiveness of the NES is not affected by changes in the natural frequency of the LO. More precisely, for every value of k 1 , there exists an impulse magnitude for which the NES dissipates not less than 94% of the total input energy.
Underlying Hamiltonian
System. Although targeted energy transfer takes place only in the damped system, the dynamics of this phenomenon is governed by the topological structure and bifurcations of the nonlinear normal modes ͑defined as the periodic motions of the system͒ of the undamped and unforced system ͓11,12͔. A suitable representation of the NNMs in this context is a frequency-energy plot ͑FEP͒. An NNM is represented by a point in the FEP, which is drawn at a frequency corresponding to the minimal period of the periodic motion and at an energy equal to the conserved total energy during the motion. A branch, represented by a solid line, is a family of NNM motions possessing the same qualitative features ͑e.g., the in-phase NNM motions of a two-degree-of-freedom ͑2DOF͒ system͒.
The FEP of the LO coupled to an NES is shown in Fig. 3 for m 1 = k 1 = k nl 2 =1, m 2 = 0.05. There are two distinct families of NNMs in the FEP, denoted by letters S and U, respectively. The symmetric NNMs are defined as periodic orbits that satisfy the symmetry condition x͑t͒ =−x͑t+T / 2͒, where x and T are the state vector and the period of the motion, respectively. The NNMs that do not satisfy this condition are referred to as unsymmetric NNMs. The two subscripts n and m indicate the order of the two main frequency components in the motion considered and, therefore, the order n : m of the internal resonance. Finally, the + and Ϫ signs indicate whether the two oscillators are in-phase or out-ofphase during the periodic motion, respectively. For instance, on S11+, the two oscillators vibrate in an in-phase fashion with the same dominant frequency.
TET possesses the following three basic mechanisms that can be directly related to three key elements of FEP of Fig. 3. 1. The backbone of the FEP is formed by branches S11Ϯ. Motion along the S11+ branch represents the basic TET mechanism. It is termed fundamental energy pumping, and it relies on NNM spatial localization. For clarity, a close-up of the S11+ branch is presented in Fig. 4 and illustrates how an irreversible energy transfer to the NES is possible. By decreasing the total energy, viscous dissipation initiates TET because the motion localizes from the linear to the nonlinear oscillator. 2. There is a sequence of sub-and superharmonic branches motions Snm and Unm with n m. These branches are termed tongues, and they bifurcate out from the backbone. Unlike the NNM motions on the backbone, the tongues consist of multifrequency periodic solutions. Due to the essential nonlinearity, there exists a countable infinity of tongues in the FEP. This highlights the versatility of the NES; it is capable of engaging in an n : m internal resonance with the primary system, with n and m relative prime integers. Motion along one tongue of the FEP represents the second mechanism, termed subharmonic energy pumping. 3. Fundamental and subharmonic resonant manifolds are not compatible with the NES being initially at rest. To this end, periodic and quasiperiodic impulsive orbits, defined as accommodating impulsive forcing of the LO, exist. The manifold of impulsive orbits is depicted in Fig. 3 .
For a complete analysis of the dynamics of this system, the reader may refer to ͓19͔. A final remark is that a homoclinic connection in-phase space, generated by the two saddle-node bifurcations of branch S11−, is the dynamical mechanism responsible for the existence of a critical energy threshold below which the NES is incapable of robustly absorbing transient disturbances ͓20͔.
Computation of Nonlinear Normal Modes Using Numerical Continuation
Compared with Ref. ͓11͔, a more robust and efficient algorithm for the NNM computation is utilized herein. This algorithm was first proposed in Ref. ͓18͔ and relies on the combination of a shooting algorithm with pseudo-arclength continuation.
Shooting Method.
The equations of motion of system ͑1͒ can be recast into state space form
where x is the state vector, and f is the vector field. The NNM computation is carried out by finding the periodic solutions of Eq. ͑3͒. In this context, the shooting method solves numerically the two-point boundary-value problem defined by the periodicity condition
H͑x 0 , T͒ = x͑T , x 0 ͒ − x 0 is called the shooting function and represents the difference between the initial conditions x 0 and the system response at time T, x͑T , x 0 ͒. Starting from some assumed initial conditions x p0 ͑0͒ , the motion x p ͑0͒ ͑t , x p0 ͑0͒ ͒ at the assumed period T ͑0͒ can be obtained by numerical time integration methods ͑e.g., Runge-Kutta or Newmark schemes͒. In general, the initial guess ͑x p0 ͑0͒ , T ͑0͒ ͒ does not satisfy the periodicity condition ͑4͒. A Newton-Raphson iteration scheme is therefore to be used to correct an initial guess and to converge to the actual solution. The corrections ⌬x p0 ͑0͒ and ⌬T ͑0͒ are found by expanding the nonlinear function
in Taylor series and neglecting higher-order terms. The phase of the periodic solutions is not fixed. If x͑t͒ is a solution of the autonomous system ͑3͒, then x͑t + ⌬t͒ is geometrically the same solution in state space for any ⌬t. Hence, an additional condition, termed the phase condition, has to be specified in order to remove the arbitrariness of the initial conditions. This is discussed in detail in Ref. ͓18͔ .
In summary, an isolated NNM is computed by solving the augmented two-point boundary-value problem defined by
where h͑x p0 ͒ = 0 is the phase condition.
Continuation of Periodic Solutions.
Due to the frequency-energy dependence, the modal parameters of an NNM vary with the total energy. A NNM family, governed by Eq. ͑6͒, therefore traces a curve, termed a NNM branch, in the ͑2n +1͒-dimensional space of initial conditions and period 
Fig. 1 Linear oscillator coupled to a light-weight NES
Starting from the corresponding LNM at low energy, the computation is carried out by finding successive points ͑x p0 , T͒ of the NNM branch using methods for the numerical continuation of periodic motions ͑also called path-following methods͒ ͓21,22͔. The space ͑x p0 , T͒ is termed the continuation space. Different methods for numerical continuation have been proposed in the literature. The so-called pseudo-arclength continuation method is used herein. Starting from a known solution ͑x p0,͑j͒ , T ͑j͒ ͒, the next periodic solution on the branch ͑x p0,͑j+1͒ , T ͑j+1͒ ͒ is computed using a predictor step and a corrector step ͑see Fig. 5͒ .
Predictor
Step. At step j, a prediction ͑x p0,͑j+1͒ , T ͑j+1͒ ͒ of the next solution ͑x p0,͑j+1͒ , T ͑j+1͒ ͒ is generated along the tangent vector to the branch at the current point x p0,͑j͒
where s ͑j͒ is the predictor stepsize. The tangent vector p ͑j͒ = ͓p x,͑j͒ T p T,͑j͒ ͔ T to the branch defined by Eq. ͑6͒ is solution of the
with the condition ʈp ͑j͒ ʈ = 1. The star denotes the transpose operator. This normalization can be taken into account by fixing one component of the tangent vector and solving the resulting overdetermined system using the Moore-Penrose matrix inverse; the tangent vector is then normalized to 1.
Corrector
Step. The prediction is corrected by a shooting procedure in order to solve Eq. ͑6͒ in which the variations in the initial conditions and the period are forced to be orthogonal to the predictor step. At iteration k, the corrections
are computed by solving the overdetermined linear system using the Moore-Penrose matrix inverse
where the prediction is used as initial guess, i.e., x p0,͑j+1͒ ͑0͒ = x p0,͑j+1͒ and T ͑j+1͒ ͑0͒ = T ͑j+1͒ . The last equation in Eq. ͑10͒ corresponds to the orthogonality condition for the corrector step. This iterative process is carried out until convergence is achieved. The convergence test is based on the relative error of the periodicity condition
where ⑀ is the prescribed relative precision.
NNM Stability.
The monodromy matrix being a byproduct of the algorithm, the Floquet multipliers, and therefore the stability of the NNM motions, can be calculated in a straightforward manner ͓18͔.
Dynamics of a Duffing Oscillator Coupled to an NES
4.1 Performance of an NES. The performance of an NES coupled to a nonlinear primary system is now examined. The system is depicted in Fig. 6 , and its equations of motion are Close-up of the S11+ branch. The NNMs in the configuration space are inset. The horizontal and vertical axes in these plots depict the displacement of the NES and primary system, respectively. Furthermore, the aspect ratio is set so that increments on the horizontal and vertical axes are equal in size, enabling one to directly deduce whether the motion is localized in the linear or the nonlinear oscillator, respectively. Transactions of the ASME
As in Sec. 2, direct impulsive forcing of the LO, ẋ 1 ͑0͒ 0,x 1 ͑0͒ = x 2 ͑0͒ = ẋ 2 ͑0͒ = 0, is considered. The system parameters are given in Table 2 . Figure 7 depicts the energy dissipated in the NES against the impulse magnitude ẋ 1 ͑0͒ and the nonlinear stiffness k nl 1 of the primary system ͑see Figs. 7͑a͒-7͑c͒ for a three-dimensional plot, a contour plot and a two-dimensional section, respectively͒. It is clear that the NES can dissipate a large fraction of the input energy initially imparted to the Duffing oscillator. The comparison between Figs. 2 and 7 reveals that the introduction of a nonlinear 
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OCTOBER 2009, Vol. 4 / 041012-5 stiffness in the primary system gives rise to different dynamics. If the contour plot in Fig. 2͑b͒ was characterized by a single region of high energy dissipation, Fig. 7͑b͒ comprises five well-defined regions of good NES performance, labeled from 1 to 5, respectively. Region No. 1 is such that the energy dissipation, which is around 95%, is not affected by the nonlinear stiffness of the Duffing oscillator. In this range of impulse magnitudes, the dynamics of the primary system is dominated by the linear stiffness k 1 . A dynamics similar to that described in Sec. 2 is therefore observed: ͑i͒ the NES is most effective in a fairly limited impulse magnitude range; and ͑ii͒ there exists a well-defined threshold of input en- 
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Transactions of the ASME ergy below which no significant energy dissipation in the NES can be achieved ͑i.e., below 0.1 m/s͒. For illustration, Figs. 8͑a͒ and 8͑b͒ depict the time series for k nl 1 =9 N/ m 3 and ẋ 1 ͑0͒ = 0.13 m / s. The NES vibrates with a much larger amplitude compared with that of the Duffing oscillator, which is the evidence of strong motion localization. Figure 8͑c͒ reveals that the NES can draw a significant fraction of the instantaneous total energy in the system. Even though the energy quickly flows back and forth between the two oscillators, which is the sign of nonlinear beating ͑see Fig. 8͑d͒͒ , this results in near optimal energy dissipation, as shown in Fig. 8͑e͒ . For a more complete discussion, the reader may refer to Refs. ͓11,12͔.
Unlike region No. 1, the NES performance in region No. 2 is fairly constant for varying impulse magnitudes and for a given structural configuration ͑i.e., for a specific value of k nl 1 ͒. Realizing that a strongly nonlinear system is investigated, this robustness with respect to impulse magnitude is interesting. Another difference between the two regions is that there is a marked sensitivity of the performance in region No. 2 when the nonlinear stiffness of the Duffing oscillator varies. Figure 9 depicts the resulting dynam- ics for k nl 1 =1,3 N/ m 3 and ẋ 1 ͑0͒ =7 m/ s. As shown in Fig. 9͑c͒ , the initial nonlinear beating phenomenon is now followed by TET from the Duffing oscillator to the NES. Eventually, the NES carries 100% of instantaneous total energy. The mechanism responsible for TET is a 1:1 resonance capture ͑see Fig. 9͑f͒͒ . Figure 10 presents the dynamics in region No. 3. It is similar to that in region No. 2, although the NES performance is less impressive. From Figs. 9͑e͒ and 10͑e͒ , and unlike Fig. 8͑e͒ , it turns out that most of the energy dissipated in the NES is due to the initial beating and not to TET.
For region Nos. 4 and 5, one observes a somewhat arbitrary fluctuation of the energy dissipation in the NES ͑i.e., between 60% and 90%͒. The dynamical mechanisms were difficult to characterize from the observation of the time series. Because of the lack of robustness of energy dissipation, these regions are less interesting from a design perspective.
Underlying Hamiltonian
System. With the aim of interpreting the dynamical mechanisms responsible for the NES per- formance, the underlying Hamiltonian system is now considered. The system parameters listed in Table 3 are considered. The NNMs are computed using the algorithm described in Sec. 3 and are gathered in the FEP in Fig. 11͑a͒ . For a detailed comparison, the FEP of a LO coupled to an NES is represented in Fig. 11͑b͒. For clarity, close-ups of several branches are depicted in Fig. 12 , where some representative NNMs in the configuration space are also inset. Finally, the locus of impulsive orbits is displayed in Fig. 13 .
The basic structure of the FEPs in Fig. 11 is similar. They both
refers to the unstable part of the branch Fig. 12 Close-up of several branches of the FEP of a Duffing oscillator coupled to an NES. "a… S11−, "b… S11+, "c… S13, "d… S31, "e… U54, and "f… U32.
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Transactions of the ASME possess a backbone formed by branches S11Ϯ together with a sequence of tongues. For low energies ͑i.e., energies below 10 −2 J͒, the FEPs are almost identical. This is expected because the nonlinear elastic force due to the nonlinear spring of the Duffing oscillator has a negligible participation in the system response. For energies beyond 10 −2 J, two major differences can be observed.
1. For the LO coupled to the NES, the frequency of the NNM motions on S11+ always remains below the natural frequency of the LO. Indeed, for infinite energies, the nonlinear spring of the NES can be considered as infinitely stiff, and the system behaves as a single-degree-of-freedom system with a linear spring of constant stiffness k 1 and a mass equal to m 1 + m 2 . Recalling that TET is realized on S11+, it therefore occurs in the frequency range ͓0; ͱ k 1 / ͑m 1 + m 2 ͔͒ rad/ s.
When a Duffing oscillator is coupled to an NES, this reasoning no longer holds, and the frequency of the NNM motions on S11+ steadily increases. As a result, the frequency range in which TET can be realized is ͓0;+ϱ͔ rad/ s. An important finding is that there is no restriction on the frequency range in which fundamental energy pumping may occur between a Duffing oscillator and an NES. 2. Tongues of subharmonic motions occur when a specific ratio is realized between the frequencies of the NNM motions on S11− and S11+. For instance, S31 occurs when the frequency on S11− is approximately three times higher than that on S11+ ͑and conversely for S13͒. For the LO coupled to the NES and for energies beyond 10 −2 J, this frequency ratio increases rapidly in view of the respective evolutions of the frequencies on S11− and S11+. This is why tongues are located in a particular region of the FEP in Fig. 11͑b͒ . Specifically, they occur in a very narrow frequency range. On the contrary, tongues extend both in the frequency and energy domains in Fig. 11͑a͒ , meaning that subharmonic energy pumping may occur in a much broader frequency range when a Duffing oscillator is coupled to an NES.
Basic Mechanisms for Energy Transfer and
Dissipation. The damped dynamics is now interpreted in terms of the NNMs of the underlying Hamiltonian system. One very useful tool in this context is a time-frequency signal processing technique called the wavelet transform ͑WT͒. The WT computes the temporal evolution of the instantaneous frequencies of the considered signals. The WT of the time series in Figs. 8-10 is shown in the left column of Fig. 14. The shading denotes the relative amplitude of the dominant harmonic components of the damped motions, as computed through the WT.
A different representation is also used herein; the WT is represented in a frequency-energy plane by substituting the instantaneous energy in the system for time. In the right column in Fig. 14, the WT of the relative displacement between the two masses is superposed on the backbone of the FEP, represented by a solid curve. This plot is a schematic representation because it superposes damped ͑WT͒ and undamped ͑NNMs͒ responses and is used for descriptive purposes only. However, it illustrates that, as the total energy in the system decreases due to viscous dissipation, the motion closely follows one or several branches of the FEP. More precisely, these graphs show the following.
1. The basic dynamical mechanism for energy transfer and dissipation in region No. 1 is the excitation of an impulsive orbit, which is immediately followed by a 1:1 resonance capture on S11+, which is fundamental energy pumping ͑Fig. 14͑b͒͒. For the parameters considered ͑k nl 1 =9 N/ m 3 and ẋ 1 ͑0͒ = 0.13 m / s͒, an impulsive orbit in the vicinity of the U54 branch is excited. This discussion is coherent with previous results in the literature ͓12͔. 2. In region No. 2, the S31 branch is first excited, and the motion remains on it for an extended period of time. It is then followed by fundamental energy pumping on S11+ ͑Fig. 14͑d͒͒. 3. In region No. 3, the dynamics is similar to that in region No.
2, except that a different tongue, U21, is excited initially ͑Fig. 14͑f͒͒.
In the light of these findings, the NES performance in Fig. 7 can be analyzed in greater details. The dynamical mechanisms in region No. 1 are identical to those reported in previous publications ͓11,12͔. This is why the NES is most effective in a fairly limited impulse magnitude range.
The NES performance in region Nos. 2 and 3 was shown to be fairly constant for varying impulse magnitudes. This robustness with respect to impulse magnitude is a new result of the present study. The main mechanism for energy transfer and dissipation in these regions corresponds to a prolonged resonance capture on a tongue of subharmonic motion. This is possible because tongues are now extended both in the frequency and energy domains, as discussed in Sec. 4.2. We note that resonance captures on tongues are also possible when an NES is coupled to a LO ͓11,12͔. In fact, a careful inspection of Figs. 2͑a͒ and 2͑b͒ reveals a very narrow region of increased energy dissipation, which is located on the left of the region where the NES performs best. In this region, a 3:1 resonance capture is responsible for energy dissipation. However, the robustness of this dynamical mechanism is clearly questionable.
As a final remark, we consider the NES performance for a higher NES damping coefficient c 2 . The results in Fig. 15 demonstrate the robustness of energy dissipation in region Nos. 1 and 2. On the contrary, energy dissipation in region No. 3 seems to be less robust, whereas region Nos. 4 and 5 no longer exist.
Conclusion and Future Work
The objective of this study is to examine the dynamics of a Duffing oscillator coupled to an NES. As a baseline, we considered a linear oscillator with an NES attached, the dynamics of which was reported in previous publications ͓3-15͔ and briefly reviewed in Sec. 2. The comparison revealed the presence of new regions of high energy dissipation, characterized by a robustness with respect to the impulse magnitude. Based on the analysis of the underlying Hamiltonian system and the damped dynamics us-ing the wavelet transform, subharmonic energy pumping occurring in a broad frequency range was found to be the key dynamical mechanism.
An algorithm combining a shooting procedure with pseudoarclength continuation was also introduced for the computation of a FEP. Compared with the algorithm in Ref. ͓11͔, the proposed procedure was found to be more robust and more computationally efficient.
Throughout this work, three-dimensional plots of energy dissipation were used. Unlike FEPs, the computation of such plots can be demanding and their use for NES design may be prohibitive. Therefore, the development of a more appropriate methodology, based on the FEP concept, will be investigated in subsequent studies.
