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Abstract 
In this paper we generalize a theorem of Dubreil-Jacotin characterizing commuting equivalence 
relations. We define the notion of commuting quasi-order relations on a set S, and we obtain a 
structure theorem for pairs of commuting quasi-order relations. 
1. Introduction 
It has long been known that the lattice of congruences of algebras are often lattices 
of commuting equivalence relations. For example, the lattice of normal subgroups of a 
group and the lattice of subspaces of a vector space (or more generally the lattice of all 
submodules of a module over a ring) are lattices of commuting equivalence relations. 
A structure theorem for pairs of commuting equivalence relations was given long 
ago by Dubreil-Jacotin. 
In this note we consider an analogous notion for quasi-orders. We define the notion 
of commuting quasi-order elations, and we derive a structure theorem for such pairs. 
We observe that the analogous notion of commuting partial order relations leads 
inevitably to consider quasi-order elations. 
2. Lattices of quasi-order relations 
A relation R C_ S × S is called a quasi-order relation if it is reflexive and transitive, 
i.e., 
1. (x,x)ER for all xES. 
2. If  (x,y)ER and (y,z)ER, then (x,z)ER. 
We sometimes write xRy instead of (x, y) E R. 
Recall that the composition of relations R and T on a set S is defined as 
R o T = {(x, y)  E S × S [ There exists z E S such that (x,z) E R and (z, y) E T}. 
Let denote by QO(S) the set of all quasi-order elations on the set S. 
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Proposition 2.1. The set o f  all quasi-order relations on a set S has a lattice structure, 
where meet and join are defined as fol lows: 
RAT=RNT 
RVT=RURoTURoToRU . . .  




Remark. We may define the join operation of two relations by the preceding formula 
in the set of all relations on a set S. The class of partial orders is not closed under 
this join operation. For this reason we are forced to consider the more general notion 
of quasi-order elations. 
Proof. For two quasi-order elations R and T on a set S, It is routine to check reflex- 
ivity and transitivity of R N T. 
Let ReI(R, T) = R U (R o T) U (R o T o R) U • . . .  We show that Rel(R, T) = Rel(T, R) 
and it is a quasi-order elation. First we have I C R C Rel(R, T) where I is the identity 
relation. 
Since R o R = R, whatever the parities of m, n are, we have that 
,RoTo ..; o,go To " i  
Y 
m ?/ 
is a term appearing in the union of Rel(R, T). Hence Rel(R, T) o Rel(R, T) C_ Rel(R, T). 
This proves Rel(R, T) is a quasi-order. 
We have 
Rel(R, T) C_ T o (Rel(R, T)) C_ 0 T o (R o T o . . f l  C_ Rel(T,R), 
m=l  m 
Similarly, Rel(T, R) _C Rel(R, T). Hence Rel(R, T) = Rel(T, R). 
Let R A T = R n T and R V T = Rel(R, T) = Rel(T,R). One verifies that these two op- 
erations are commutative, associative, idempotent and they satisfy the absorption laws. 
Thus they define a lattice. This lattice has a unique maximal element i and a unique 
minimal element 0. We again denote this lattice by QO(S). [] 
Remark. The lattice of equivalence relations on the set S is a sublattice of QO(S). 
I f  P is a quasi-order elation on a set S, we denote by pe the partition of S defined 
by P and by po the partial order defined on the set of blocks of pe by P. 
Conversely, a partition n of S and a partial order T on the blocks of n uniquely 
define a quasi-order elation P such that pe = n and po _ T. We will write P = [n, T]. 
Given a quasi-order elation P and a partition rc~<P e, the quasi-order P induces a 
natural quasi-order on the set n which we denote by PI~. 
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Let QO(S,P) denote the set of all quasi-order relations T on the set S such that 
T>~P. Then QO(S,P) is a sublattice of QO(S) with the unique minimal element P. 
Proposition 2.2. (1) QO(S) is a complete lattice. 
(2) The atoms of QO(S,P) are the quasi-order elations of the form {(x ,y) l (x ,y  ) 
E P} U {(a,b)} for some a,b E S where a, b are either non-comparable elements or a 
covers b. 
(3) For any P c QO(S), the filter generated by P is isomorphic to the lattice 
QO(S/P,P°), where S/P is the poser whose elements are blocks of P e with the partial 
order po. 
(4) For P E QO(S), all quasi-order elations R such that R <, T may be obtained as 
jollows. Take any partition 7z of S which is a refinement of pe and any partial order 
T on the set of blocks of ~ which is contained in RI~, then R = [~, T]. 
(5) Every monotonic function f : (S, <<, ) -+ (S', <~') from the poset (S, <~ ) to a poset 
(S', <~') defines a quasi-order elation P~ QO(S, ~< ) (called the order kernel of f )  
as follows. Set (x, y) E P if and only if f (x )  ~<' f(y).  
(6) QO(S, ~< ) is an algebraic lattice. 
Remark. The lattice QO(S, ~< ) is not semi-modular s the following example shows. 
Let S={1,2,3}. Let R=IU  {(1,2)}, T=IU  {(1,2),(2, 1)} and U=IU {(1,2),(1,3), 
(3,2)}. Then T covers R. But 
RV U =I  U {(1,2),(1,3),(3,2)}, 
TVU=SxS, 
and the relation IU {((1,3),(3, 1),(1,2),(3,2)} lies between RV U and TV U. 
3. Commuting quasi-order elations 
In this section we study pairs of quasi-order relations on a set S which commute: 
R1 oR2 =R2 oR1. If R~ and R2 are commuting quasi-order relations, their join equals 
their composition: 
R1 UR2 =R1 oR2 =R2 oR1. 
We have: 
Proposition 3.1. Two quasi-order elations Rl and R2 commute if and only if both 
RI oR2 and R20Rl are quasi-order elations. 
Proof. First assume that RI oR2 =RzoR1, then by the transitive law and the fact 
R1 C R1 o R2, we have: ReI(R1,R2)= Rt o R 2 = R2 o R1, which is the quasi-order R1 V R2 
by definition. 
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Conversely, assume both R1 o R 2 and R2 o R1 are quasi-orders, then 
R1 oR2 C R2 o(R1 oR2) oR1, 
=(R2oRl )o (R2oR l )  
=R2 oR1 . 
Similarly, one shows that R2 oR1 C_ R I o R2. [] 
The following example shows that the condition that both R1 oR2 and R2 oRi are 
quasi-order cannot be weakened. 
Example 3.1. Let set S= {1,2,3} and let the relations R and T be defined as 
R = {(1, 1 ), (1,2),(2,2), (3, 3)}, T = {(1, 1), (2, 2), (2, 3), (3, 3)}, 
Then R and T do not commute, and R o T is a quasi-order while T o R is not. 




3 " ' " ' - -3  
R 0 T I '0 R 
1 1 1 1 
2 2 2 ~ ~ ' ~  
3 3 3_ ~ 3 
Lemma 3.2. Two quasi-order relations R and T on a set S commute i f  and only if, 
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Definition 3.1. Let R be a quasi-order elation on a set S. For any a E S, the set 
{b E S I bRa} is an ideal of S, denoted by IR(a). Dually the set {b E S I aRb} is a filter 
which is denoted by FR(a). 
Let e,:oV--+ { 1,0} be defined as 
c,(o) = 0, 
~(n)=l ,  i fn¢0 .  
Lemma 3.3. Two quasi-order relations R and T on a set S commute if and only if 
,/'or any x, y E S, 
~:(IFR(x) U Ir(Y)[) = e(IFT(x) U IR(y)[ ). 
In particular, if R V T = ], then FR(x) U IT(y) ¢ O, and Fr(x) U IR(y) ¢ 0 for all x, y ¢ S. 
Given a relation R, define its character as follows: 
1 if yEIR(x),  
Z~(Y)= 0 otherwise. 
In terms of characters, the preceding lemma may be stated as follows: 
Lemma 3.4. Two quasi-order relations R and T on a set S commute if and only if 
for all x, y E S, 
Z~,(z) = Z~(X)Zy(Z , 
zES zES 
where Z and Z ~ are the characters associated to R and T. 
Example. Let S={a l ,a2  . . . . .  a,}. Given a relation R on S, define a n x n matrix /~ 
by letting its ( i , j ) th entry Eij be 1 if aiRaj, otherwise it is 0. Define addition and 
multiplication as Boolean operations, i.e., 0 + 0 = 0, 0 + 1 = 1 + 0 = 1 + 1 = 1 ,0 .0  = 1 • 
0- -  0 • 1 -- 0, 1 • 1 = 1. The matrix k is a Boolean matrix. 
The Boolean matrix /~ associated to a quasi-order elation R has the following 
properties: 
1. R is a (0, 1) matrix. 
2. Ei i= 1 for all i. 
3. ~2=k.  
From Lemma 3.4 we infer that R o T -- T o R is equivalent to the equation RY~ = TR: 
Lemma 3.5. Two quasi-order relations R and T on a finite set S commute if and 
only if" their associated Boolean matrices commute. 
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Next we introduce independence of quasi-order elations. It turns out that the 
complete chains of a quasi-order R play the role of blocks in an equivalence 
relation. 
A block A of the partition pe is said to be maximal if it is a maximal element in 
the partially ordered set S/P. That is, for any block B of pe such that (A,B)ER °, we 
have A--B. In the same way we define the minimal blocks of pc. 
Definition 3.2. Let Rl and R2 be quasi-order relations on a set S and let P1 e and P2 e be 
the induced partitions of R1 and R2. The quasi-order relations R1 and R2 are said to be 
independent when A NB¢0 for every maximal block A c P, e, and for every minimal 
block B E pje, where {i,j} = { 1,2}. 
Proposition 3.6. Two quasi-order elations RI and R2 independent if and only if they 
commute and R1 V R2 = i. 
Proof. First we show that two independent quasi-order relations commute and their 
join is i. 
Suppose that R1 and R2 are independent quasi-order relations on S. For arbitrary 
x, y E S, take a complete R~ chain d passing through x, (i.e., there is a block A i of 
this chain such that x EAi), and a complete R~ chain M passing through y. Then the 
maximal block of d intersects the minimal block of M by the independence. Assume 
that z lies in the intersection, so 
xRlz, zR2y ~ xRl oR2y. 
Similarly xRz oRty. That proves RI VR2 =Rl oR2 =R2 oRj ---- i. 
Conversely, if two quasi-order relations R1 and R2 commute and Rl VR2 = 1, then 
they are independent. This may be proved as follows. 
Choose a maximal block A of P1 e and a minimal block B of P2 e, and choose arbi- 
trary elements x E A and y C B. Since R1 and R2 commute and RI V R2 = i, we have 
xRI oRzy. Hence there exists z such that xRlz, and zR2y. But since A is a maximal 
block of pc, so z E A. By the same reason z C B. Hence A n B ¢ 0. [] 
Next, we characterize commuting quasi-order relations. 
Proposition 3.7. Let the quasi-order elations RI and R2 commute. Then for every 
block C of(R1 VR2) e, the restrictions e~lc and R21C are independent. 
Proof. For any x, y E C, there exists s E S such that XRlS and sR2y. Suppose s lies in 
block D of (RI VR2) e, since R1 C_R1 VR2 and R2 C R1 VR2, we have 
xRjs ~ C(R1 VR2)D, sR2y ~ D(R1 VR2)C. 
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Hence C =D,  and s E C. It follows that X(Rllc oR2lc)y. Similarly, x(R2[c oR2lc)y, 
and Rllc and R2[c are independent. [] 
The preceding proposition gives a necessary but not a sufficient condition that RI 
and R2 commute. Unlike commuting equivalence relations, the partial orders between 
blocks of R~ V R2 need to be considered. We are led to consider 'intervals' of R1 V R2 
instead of single blocks as follows: 
Definition 3.3. Let P C QO(S) and let pe be the corresponding partition. An interval 
[CI, C2] of pe is the set 
{CI C is a block ofpe, (c1 ,c )EP °, and (C, C2)EP°}, 
where C1,C2 are blocks of pe. 
Definition 3.4. Two quasi-order relations Rl, R2 on a set S are said to satisfy the 
interval condition whenever for every interval [CI, C2] of R1 V R2, every Re-block A 
which is maximal in both Cl and [Cl, C2] meets every minimal Ry-block in [Ci, C2] 
for {i,j} = {1,2}. 
We may now state our main result. 
Theorem 3.8. Two quasi-order elations R1 and R2 on a set S commute if and only 
if they satisfy the interval condition. 
Proof. First suppose that R1 and R2 commute, and let [Cl, C2] be an interval Of Rl V R2. 
Assume that A is a maximal Ri-block in both C1 and [C1, C2]. 
Claim. For arbitrary minimal R2-block B in [Ci, C2], we have A N B ¢ O. 
Indeed, ifB is a minimal R2-block in [C1, C2], choose x EA and y EB, then xRl VR2y. 
Note that R1 and R2 commute, hence there is some z such that xRlz and zR2y. Such 
z is contained in [Ct, C2]. But A is a maximal Rl-block abd xRtz, hence z EA. By the 
same argument we infer that z E B, whence A n B ¢ 0. 
Conversely, let Rl and R2 satisfy interval condition. Let x, y E S such that xRl V R2y. 
Suppose x lies in block C1 of Rl VR2 and y lies in block C2, then C1(RI VR2)C2. 
Restrict R1 and R2 to the interval [C1, C2], choose a complete R~-chain in [C1, C2] 
passing through x, and suppose it ends at a block C t of (Rl VR2) e with maximal 
R~-block A. Then in the interval [C ~, C2], the R~-block A is maximal both in C t and 
the interval [C, 6"2]. By the interval condition, A meets with every minimal R~-block 
in [C;, C2]. In particular, one can take a complete R~-chain passing through y and A 
meets its minimal lock in [C, C2]. Hence xR1 oR2y. 
Similarly we have xR2 o Rly. That proves Rl and R2 commute. [] 
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