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Abstract 
Masuyama, S., On the tree packing problem, Discrete Applied Mathematics 35 (1992) 163-166. 
The maximum tree packing problem asks to pack the greatest possible number of vertex-disjoint 
trees isomorphic to a fixed tree To, into a given input tree T. We give a linear time algorithm for 
this problem. 
1. Introduction 
The maximum tree packing problem asks to pack the greatest possible number of 
vertex-disjoint rees isomorphic to a tree To into a tree T. Packing and covering 
problems in graphs include some of the most important extremal graph problems 
such as the maximum matching and graph coloring problem, and has been inten- 
sively studied (see e.g., [3,4,5,6,7,11]). Kirkpatrick and Hell [7] proved that the 
packing problem is N&complete except when it is essentially the maximum matching 
problem. 
In [12] we investigated the graph packing problem over a rooted directed tree as 
a generalization of the one-dimensional bin packing problem. In [lo] we developed 
linear time algorithms for the maximum packing of vertex-disjoint and edge-disjoint 
k-chains, i.e., chains of length k, into a tree Tand an O(m) time algorithm for the 
maximum packing of edge-disjoint 2-chains into a general graph G, where m is the 
number of edges of G. We further proved therein that the packing of edge-disjoint 
k-chains into a graph is in general also NP-complete when k= 3. 
In Section 2 we solve the subproblem of finding a copy of one rooted tree in 
another rooted tree. Based on this algorithm, we give a linear time algorithm for 
the maximum tree packing problem. 
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2. Rooted trees 
In this section, we treat the following auxiliary problem: We have two rooted 
trees, (T,, rt), (T2, r2), and wish to find out whether (T2, I$ has a subtree (T’, r2) iso- 
morphic to (T,,rt) (so that r2 corresponds to rt). Algorithm CHECK, given below, 
also provides us with a set U(r,) which consists of the vertices in T; if it exists and 
is empty otherwise. 
Let T(o) denote the subtree of (T, r) whose root is v and consisting of all descend- 
ants of 0. 
Algorithm CHECK((T,, rt), (T?, ~2)) 
begin 
Let wl, . . . . wd, and I+, . . . , vdz be sons of the roots rl and r2, respectively. 
Recursively call CHECK(T&), T2(vJ) for i= 1, . ...& j= 1, . ..J2. and con- 
struct a bipartite graph G=(b, V&E), where V;={?‘,(rq) 1 i=l,...,d,} and I$= 
(7@j) 1 j= 1, l ., dz}, (T(w;), T2(vj)] E E if and only if there is a packing of q(wi) 
into T,(v~) where Wi corresponds to Vjm If there is a matching of G which covers all 
the vertices in L$, then reply “YES” and let U(r,) + U(u,)U l _ U U(u,,), where 
ut, .** 9 &I, E (01, --* 9 v&> and WQ), l * - 9 T(ud,) are vertices in L$ covered by the 
matching. 
Otherwise, reply “NO” and let U(r,) + 0. 
end 
Let tj denote the number of vertices of the tree 7;. 
Lemma 2.1. Algorithm CHECK((T,, q), (T2, r2)) correctly finds, in time O(tft,), a 
copy of Tl in T2 (if one exists). 
Proof. The main computational effort is in matching. Each matching job can be 
“charged” to a vertex of T2. Since a vertex v with deg v = k will match its k- 1 
children against some / (5 tl) children of a vertex in T,, a task that can be ac- 
complished in time O(tfk) [IS], the complexity is as claimed. Correctness is easy as 
(T’& r2) has a subtree (T;, r2) isomorphic to (T,r]) (so that r2 corresponds to q) if 
and only if the bipartite graph G defined in the algorithm has a matching which 
covers all the vertices in 4. Cl 
3. The algorithm 
Let To be a fixed tree with to vertices. (Thus to is a constant.) Given a tree T with 
fz vertices we wish to pack as many vertex-disjoint copies of To into T as possible. 
We proceed as follows: 
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(1) Choose an arbitrary vertex r of Tas the root of Tand equip T with a breadth- 
first labeling I starting from r. Let (T,r) be the resulting rooted tree. 
(2) Scan the vertices of (T,r) in order of decreasing labels. 
When scanning the vertex U, consider the rooted tree T(o) consisting of u (the 
root) and all its descendants in (TV, ,+ For each vertex u of TO also consider the 
rooted tree (TO, u) and apply CHECK((T& u), T(u)). If the reply is “YES” for some 
vertex u in T,, then let N+ N+ 1 (and choosing any such u) and remove all the ver- 
tices in the output U(u) of CHECK and all the edges incident o some vertex in U(v) 
from T, and also let v 6 v - 1. Otherwise, let v + v - 1. 
(3) Halt after the root r of T is scanned. 
Theorem 3.1. The above algorithm finds, in time O(n), the maximum number N 
of vertex-disjoint copies of To f&at can be packed into a given tree T with n vertices. 
Proof. Let Ti, Ti, . . . , T,” be a maximum set of vertex-disjoint copies of To in T. 
Then the algorithm will find a set T’, T2, . . . , T” of copies of T,, where all Ti’s are 
vertex-disjoint and the root of each T’ is a descendant of (possibly equal to) the 
root of Ti. 
The main computational effort is also in matching. Each vertex in T is scanned 
exactly once in step (2). When vertex v is scanned, Algorithm CHECK(T,(u), T(v)) 
is called once for each vertex u of T,, which invokes a recursive call of CHECK 
at each descendant of v whose distance from v is at most h,-,, where ho= 
max{hO(u) 1h,(u) is the height of (T,, u)} (h O~tO). In other words, matching, 
which can be accomplished in time O(tid,) [8] where d, is the degree of vertex v, 
is solved at most toho times at vertex v as Algorithm CHECK is recursively called 
at vertex v only when some ancestor of v whose distance from v is at most ho is 
scanned. Thus by noting that to and ho are constants, the time complexity is O(n) 
as claimed. 0 
Note 3.2. We have presented an algorithm for obtaining the maximum number N 
of vertex-disjoint subtrees of T isomorphic to To. It is easy, however, to modify 
this algorithm so that the actual set of subtrees packed into T is obtained, although 
the details are omitted. 
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