Abstract. Let (M, g) be an n-dimensional compact boundaryless Riemannian manifold with nonpositive sectional curvature, then our conclusion is that we can give improved estimates for the L p norms of the restrictions of eigenfunctions to smooth submanifolds of dimension k, for p > 2n
Introduction.
Let (M, g) be a compact, smooth n-dimensional boundaryless Riemannian manifold with nonpositive sectional curvature. Denote ∆ g the Laplace operator associated to the metric g, and d g (x, y) the geodesic distance between x and y associated with the metric g. We know that there exist λ ≥ 0 and φ λ ∈ L 2 (M ) such that −∆ g φ λ = λ 2 φ λ , and we call φ λ an eigenfunction corresponding to the eigenvalue λ. Let {e j (x)} j∈N be an L 2 (M )-orthonormal basis of eigenfunctions of −∆ g , with eigenvalues {λ j } j∈N , and {E j (x)} j∈N be the projections onto the j-th eigenspace, restricted to Σ, i.e. E j f (x) = e j (x) M e j (y)f (y)dy, for any f ∈ L 2 (M ), x ∈ Σ. We may consider only the positive λ's as we are interested in the asymptotic behavior of the eigenfunction projections. Our main Theorem is the following. Theorem 1.1. Let (M, g) be a compact smooth n-dimensional boundaryless Riemannian manifold with nonpositive curvature, and Σ be an k-dimensional smooth submanifold on M . Let {E j (x)} j∈N be the projections onto the j-th eigenspace, restricted to Σ. Given any f ∈ L 2 (M ), we have the following estimate: When k = n − 1,
When k ≤ n − 2, (log λ) 1 2 ||φ λ || L 2 (M) , ∀p > 2n n − 1 ;
When k ≤ n − 2,
where δ(p) = n−1 2 − k p . In [9] , Reznikov achieved weaker estimates for hyperbolic surfaces, which inspired this current line of research. In [2] , Theorem 3, Burq, Gérard and Tzvetkov showed that given any k-dimensional submanifold Σ of an n-dimensional compact boundaryless manifold M , for any p > 2n n − 1 when k = n − 1 and for any p > 2 when k ≤ n − 2, one has
while for p = 2n n−1 when k = n − 1 and for p = 2 when k = n − 2 one has
Later on, Hu improved the result at one end point in [7] , so that one has (1.5) for p = 2n n−1 when k = n− 1. It is very possible that one can also improve the result at the other end point, where p = 2, k = n − 2, so that we also have (1.5) there. Our Theorem 4.1 gives an improvement for (1.5) of (log λ) Note that their proof of Theorem 3 in [2] indicates that for any f ∈ L 2 (M ),
for any p ≥ 2n n − 1 when k = n − 1 and p ≥ 2 when k ≤ n − 2 except that there is an extra (log λ) 1 2 on the right hand side when p = 2 and k = n − 2. In the proof, they constructed
, where χ ∈ S(R) such that χ(0) = 1, and showed that
). That means, there exists at least an ε > 0 such that
The reason why (1.8) is true can be seen in this way. Considering the dual form of
where E * j is the conjugate operator of E j such that E * j g(x) = e j (x) Σ e j (y)g(y)dy, for any g ∈ L 2 (Σ) and x ∈ M . There exists an ε > 0 such that χ(t) > 1 2 when |t| < ε because we assumed that χ(0) = 1. Therefore, the square of the left hand side of (1.10) is (1.11) |λ−λj |<ε
which is the dual version of (1.8).
If we divide the interval (λ−1, λ+1) into 1 ε sub-intervals whose lengths are 2ε, and apply the last estimate 1 ε times, we get (1.7). Thinking in this way, our estimates (1.1) and (1.2) are equivalent to the estimates for
for some number ε > 0, which is equivalent to estimating
for T ≈ log −1 λ. The estimates (1.5) and (1.6) are sharp when 1. k ≤ n − 2, M is the standard sphere S n and Σ is any submanifold of dimension k; or
, M is the standard sphere S n and Σ is any hypersurface containing a piece of geodesic.
It is natural to try to improve it on Riemannian manifolds with nonpositive curvature. Recently, Sogge and Zelditch in [16] showed that for any 2-dimensional compact boundaryless Riemannian manifold with nonpositive curvature one has
where Π denotes the space of all unit-length geodesics in M . (1.7) is sharp for any compact manifolds, in the sense that we fix the scale of the spectral projection (See proof in [2] ). If we are allowed to consider a smaller scale of spectral projection, then our theorem 1.1 is an improvement of √ log λ for (1.7), with the extra assumption that M has nonpositive curvature. The corollary is an improvement of (1.5). Note that (1.3) and (1.15) improve (1.5) for the whole range of p in dimension 2 except for p = 4. Theorem 1.1 is related to certain L p -estimates for eigenfunctions. For example, for 2-dimensional Riemannian manifolds, Sogge showed in [13] that
for some 2 < p < 6 if and only if
This indicates relations between the restriction theorem and the L p -estimates for eigenfunctions in [10] by Sogge, which showed that for any compact Riemannian manifold of dimension n, one has
There have been several results showing that (1.19) can be improved for p > 2(n + 1) n − 1 (see [14] and [15] )
2 ) for fixed p > 6. Recently, Hassell and Tacey [5] , following Bérard's [1] estimate for p = ∞, showed that for fixed p > 6, this ratio is O(λ n(
√ log λ) on Riemannian manifolds with constant negative curvature, which inspired our work.
Set up of the proof of the improved restriction theorem.
Let us first analyze the situation for any dimension n, which we will use in Section 4. Take a real-valued multiplier operator χ ∈ S(R) such that χ(0) = 1, andχ(t) = 0 if |t| ≥ For some number T , which will be determined later, and is approximately log λ, we have χ(T (λ − −∆ g ))ϕ λ = ϕ λ . The theorem is proved if we can show that for any f ∈ L 2 (M ),
where
where p ′ is the conjugate number of p such that
orthonormal basis of eigenfunctions of −∆ g , with eigenvalues {λ j } j∈N , and {E j (x)} j∈N is the projections onto the j-th eigenspace restricted to Σ, then I| Σ = j∈N E j , and
the kernel of ρ λ T , which is restricted to Σ × Σ. That can be seen from
Therefore,
On the other hand,
Here, ρ(T (λ + −∆ g )) is an operator whose kernel is O(λ −N ), for any N ∈ N, so that we only have to estimate the first term. We are not going to emphasize the restriction to Σ until we get to the point when we take the L p norm on Σ. Denote the kernel of cos(t −∆ g ) as
Take the L p (Σ) norm on both sides,
We are going to use Young's inequality (see [11] ), with
p , and
Denote K as the operator with the kernel K(x, y) from now on.
1
Since K(x, y) is symmetric in x and y, once we have
where r = p/2, then by Young's inequality, the theorem is proved. We can use the same argument as in [16] to lift the manifold to R n . As stated in Theorem IV.1.3 in [8] , for (M, g) has non-positive curvature, considering x to be a fixed point on Σ, there exists a universal covering map p = exp x : R n → M . In this way, (M, g) is lifted to (R n ,g), with the metricg = (exp x ) * g being the pullback of g via exp x .g is a complete Riemannian metric on R n . Define an automorphism for (R n ,g), α : R n → R n , to be a deck transformation if
when we shall write α ∈ Aut(p). Ifx ∈ R n and α ∈ Aut(p), let us call α(x) the translate ofx by α, then we call a simply connected set D ⊂ R n a fundamental domain of our universal covering p if every point in R n is the translate of exactly one point in D. We can then think of our submanifold Σ both as one in (M, g) and one in the fundamental domain which is of the same form. Likewise, a function
In this setting, we shall exploit the relationship between solutions of the wave equation on (M, g) of the form
and certain ones on (R n ,g)
If (f (x), 0) is the Cauchy data in (2.11) and (f (x), 0) is the periodic extension to (R n ,g), then the solutioñ u(t,x) to (2.12) must be a periodic function ofx sinceg is the pullback of g via p and p • α = p. As a result, we have that the solution to (2.11) must satisfy u(t, x) =ũ(t,x) ifx ∈ D and p(x) = x. Thus, periodic solutions to (2.12) correspond uniquely to solutions of (2.11). Note that u(t, x) = cos(t −∆ g )f (x) is the solution of (2.11), so that (2.13)
ifx andỹ are the unique points in D for which p(x) = x and p(ỹ) = y.
3. Proof of the improved restriction theorem, for n = 2. While we can prove Theorem 1.1 for any dimension n, we will prove the case when n = 2 first separately, as it is the simplest case, and does not involve interpolation or various sub-dimensions. Here is what it says. 
We will prove Theorem 3.1 by the end of this section. By a partition of unity, we can assume that we fix x to be the mid-point of γ, and parametrize γ by its arc length centered at x so that
and we may assume that the geodesic distance between any x and y ∈ γ is comparable to the arc length between them on γ.
We need to estimate the L r (γ) norm of
We should have the following estimates: Up to an error of
To prove the above estimates, we need the following lemma.
The proof can be found in Chapter 1 in [11] . Let us return to estimating the kernel K(x, y). Applying the Hadamard Parametrix, (3.8)
ix·ξ cos(t|ξ|)dξ 2 , and w ν (x, α(ỹ)) equals some constant times u ν (x, α(ỹ)) that satisfies:
where Θ(α(ỹ)) = (det g ij (α(ỹ))) 1 2 , and (x s ) s∈[0,1] is the minimizing geodesic fromx to α(ỹ) parametrized proportionally to arc length. (see [1] and [16] ) First note that for N ≥ n + 3 2 , by using the energy estimates (see [12] Theorem 3.1.5), one can show that |R N (t,x, α(ỹ))| = O(e dt ), for some constant d > 0, so that it is small compared to the first N terms.
Theorem 3.3. Given an n-dimensional compact Riemannian manifold (M, g) with nonpositve curvature, and let (R n ,g) be the universal covering of (M, g).
with the remainder kernel R N satisfying
for some number d > 0.
This comes from Equation (42) in [1] . The proof can be found in [1] . By this theorem, (3.13)
Moreover, for ν = 1, 2, 3, ..., we have the following estimate for E ν (t, r).
Theorem 3.4. For ν = 0, 1, 2, ... and E ν (t, r) defined above, we have
By the definition of E ν such that ∂E ν ∂t = t 2 E ν−1 and integrate by parts, we get that for any ν = 1, 2, 3, ...,
The following theorem has been shown by Bérard in [1] about the size of the coefficients u k (x,ỹ). ,g ) be the universal covering of (M, g), and letũ ν , ν = 0, 1, 2, ... be defined by the relations (3.9), then for any integers l and ν (x,ỹ) ))). The proof can be found in [1] Appendix: Growth of the Functions u k (x, y). Since w ν (x, α(ỹ)) is a constant timesũ ν (x, α(ỹ)), this theorem tells us that |w ν (x, α(ỹ))| = O(exp(c ν dg(x, α(ỹ)))), for some constant c ν depending on ν.
Moreover, denote that ψ(t) =ρ( t T ), andψ is the inverse Fourier Transform of ψ, we haveψ ∈ S(R) such that
Therefore, for some C N depending on c 1 , c 2 , ..., c N −1 . All in all, taking n = 2, and disregarding the integral of the remainder kernel,
On the other hand, w 0 (x,ỹ) has a better estimate. By applying Günther's Comparison Theorem [3] , with the assumption of nonpositive curvature, we can show that |w 0 (x,ỹ)| = O(1). The proof is given by Sogge and Zelditch in [16] for n = 2. Let's see the case for any dimension n. In the geodesic polar coordinates we are using, tΘ, t > 0, Θ ∈ S n−1 , for (R n ,g), the metricg takes the form
where we may assume that A(t, Θ) > 0 for t > 0. Consequently, the volume element in these coordinates is given by
and by Günther's [3] comparison theorem if the curvature of (M, g), which is the same as that of (R n ,g) is nonpositive, we have (3.24)
A(t, θ) ≥ t n−1 , where t n−1 is the volume element of the Euclidean space. While in geodesic normal coordinates about x, we have w 0 (x, y) = det g ij (y)
, (see [1] , [4] or §2.4 in [12] ). If y has geodesic polar coordinates (t, Θ) about x, then t = dg(x, y), so that w 0 (x, y) = t n−1 /A(t, Θ) ≤ 1.
Note thatψ(λ + |ξ|) = O(T (1 + λ + |ξ|) −N ), for any N ∈ N, so R 2ψ (λ + |ξ|)dξ can be arbitrarily small,
disregarding the integral of the remainder kernel. However, this estimate can be improved when dg(x,ỹ) ≥ 1 λ . As we can see, the main term of (3.27)
comes from the first term, and the corresponding term in
Integrate with respect to t first, then the quantity above is bounded by a constant times Becauseψ(λ ± r) T (1 + T |λ ± r|) −N for any N > 0, the term withψ(λ + r) in the sum is O(1), while the other term withψ(λ − r) is significant only when r is comparable to λ, say, c 1 λ < r < c 2 λ for some constants c 1 and c 2 . In this case, as we assumed that dg(x,ỹ) ≥ 1 λ , we can also assume that dg(x,ỹ) 
± e ±i|w| +O(|w| −3/2 ), |w| ≥ 1, where w = rΦ(x,ỹ). Integrate up θ, the above quantity is then controlled by
Note that these two equalities are still valid when c 1 and c 2 are changed to 0 and ∞. Therefore, when dg(x,ỹ) ≥
Now we have finished the estimates for α = Id. For α = Id, note that we can find a constant C p that is different from 0, depending on the universal covering, p, of the manifold M , such that (3.32) dg(x, α(ỹ)) > C p , for all α ∈ Aut(p) different from Id. The constant C p comes from the fact that if we assume that the injectivity radius of M is greater than a number, say, 1, and that x is the center of some geodesic ball with radius one contained in M , then we can choose the fundamental domain D such that x is at least some distance, say, C p > 1, away from any translation of D, which we denote as α(D), for any α ∈ Aut(p) that is not identity. Therefore, we may use the estimates for dg(x,ỹ) ≥ 1 λ before, assuming λ is larger than 1 Cp . Use the Hadamard parametrix, (see [16] ), similarly as before, estimating only the main term,
Now we have shown all the estimates (3.4), (3.5), and (3.6). Totally, K(x, y) is
where E = max{C N , d} + 1. Note that, by the finite propagation speed of the wave operator ∂ 2 t − ∆g, dg(x, α(ỹ)) ≤ T in the support of cos(t −∆ g )(x, α(ỹ)). While M is a compact manifold with nonpositive curvature, the number of terms of α's such that dg(x, α(ỹ)) ≤ T is at most e cT 3
, for some constant c depending on the curvature, by the Bishop Comparison Theorem (see [8] [16] ).
We take the L r (γ) norms of each individual terms first, then by the Minkowski's inequality, ||K(x, ·)|| L r (γ[−1,1]) is bounded by the sum. Also note that we may consider the geodesic distance to be comparable to the arc length of the geodesic.
The first term is simple, and it is controlled by a constant times
Accounting in the number of terms of those α's, the second term is bounded by a constant times
Therefore, Summing up, we get that
Now apply Young's inequality, with r = p 2 , we get that
Therefore, Theorem 3.1 is proved.
4.
Higher dimensions, n ≥ 3. Now we move on to the case for n ≥ 3. While we want to show Theorem 1.1 for the full range of p directly, we can only show it under the condition that p > 4k n−1 using the same method as in the last section. Although we only need p = ∞ later to interpolate and get to the full version of Theorem 1.1, we will show the most as we can for the moment. 
Remark 4.2. Note that although this estimate is not complete (that works for all p > 2)
for general numbers k < n, we get the complete range of p ≥ 2 when k and n satisfy 4k n−1 < 2. That means that we get the improvement for all p ≥ 2 when k = 1, n > 3; k = 2, n > 5; etc.. For n ≥ 3, for the sake of using interpolation later, we need to insert a bump function 4 . Take ϕ ∈ C ∞ 0 (R) such that ϕ(t) = 1 when |t| ≤ K(x, y) = 1 πT
which is non-zero only when |t| > 1 2 . In the following discussion, we may sometimes only show estimates for K(x, y) when t > 1 2 , as the part for t < − 1 2 can be done similarly. The reason why we only consider the above kernel K(x, y) is because of the following lemma. 4 We do not need the bump function if we simply want to prove Theorem 4.1. 5 This kernel is different from the one in (2.9). 
We will postpone the proof to the end of this section. Now we are ready to prove Theorem 4.1, which is essentially the same as the lower dimension case, and what we need to show is (2.10). By a partition of unity, we may choose some point x ∈ Σ, and consider Σ to be within a ball with geodesic radius 1 centered at x, and under the geodesic normal coordinates centered at x, parametrize Σ as
Applying the Hadamard Parametrix, for any α ∈ Aut(p), (4.6)
where |Φ(x, α(ỹ))| = dg(x, α(ỹ)), and E ν , ν = 1, 2, 3, ... are those described in Section 3. By Theorem 3.5,
Moreover, by (3.14), for ν = 1, 2, 3, ...,
Since |w ν (x, α(ỹ))| = O(exp(c ν dg(x, α(ỹ)))) by [1] , for some constant c ν depending on ν, 9) for some C N depending on c 1 , c 2 , ..., c N −1 . All in all, disregarding the integral of the remainder kernel,
On the other hand, |w 0 (x,ỹ)| = O(1) (see [16] ) by applying Günther's Comparison Theorem in [3] , and for
as we may assume as before that dg(x, α(ỹ)) > 1 2 by the stationary phase estimates in [11] . Denote that ψ(t) = (1 − ϕ(t))ρ( (λ ± r)e irΦ(x,α(ỹ))·Θ r n−1 dΘdr.
Becauseψ(λ ± r) ≤ T (1 + T |λ ± r|) −N for any N > 0, the term withψ(λ + r) in the sum is O(1), while the other term withψ(λ − r) is significant only when r is comparable to λ, say, c 1 λ < r < c 2 λ for some constants c 1 and c 2 . In this case, as we assumed that dg(x, α(ỹ)) ≥ D, we can also assume that dg(x, α(ỹ))
2 ), |w| ≥ 1, where w = rΦ(x, α(ỹ)). Integrate up Θ, the above quantity is then controlled by
Therefore, disregarding the integral of the remainder kernel, (4.14)
where E = max{C N , d} + 1.
Here we still have: the number of terms of α's such that dg(x, α(ỹ)) ≤ T is at most e cT , for some constant c depending on the curvature, and there exists a constant C p such that dg(x, α(ỹ)) > C p for any α ∈ Aut(p) different from identity. Now we take the L r (Σ) norms of each individual terms. By (3.32) , and accounting in the number of terms of those α's, the first one is bounded by a constant times
Therefore, 
Summing up, we get that
Now apply Young's inequality, with r = p 2 , together with the estimate in Lemma 4.3, we have
Therefore, Theorem 4.1 is proved.
proof of Lemma 4.3 . With similar approaches as the previous discussions, we can show thatK(x, y) is
where E = max{C N , d} + 1. Note that |t| ≤ 1 for ϕ(t) = 0, and the number of terms such that dg(x, α(ỹ)) ≤ 1 is at most e c , so that
if we take T = log λ and calculate as before.
Proof of the main theorem in all dimensions.
To show Theorem 1.1, we need to use interpolation. Recall that
is the kernel of the operator 1 2πT
[
whereψ(t) is the inverse Fourier transform of (1 − ϕ(t))ρ(
We have the following estimate forψ(λ − −∆ g ).
and for k = n − 2,
where P = −∆ g .
Proof.
Recall the proof of the corresponding restriction theorem in [2] , they showed that for χ ∈ S(R), and define
we have
for k = n − 2, and
for k = n − 2. Now considerψ(λ − P ) as SS * , where
where M is some large number.
Recall that |ψ(τ )| ≤ T (1 + |τ |) −N for any N ∈ N, we then have
for any N . By (1.7), which we deduced from the proof of Theorem 3 in [2] , for a given λ, (1 + |λ j − λ|)
λj ∈(λ−1,λ+1) λ δ(2) j (log λ j )
which can be made arbitrarily small when M is sufficiently large,
Similarly, we have
(5.17)
Now we may finish the proof of Theorem 1.1.
Recall that we denote K as the operator whose kernel is K(x, y). The above theorem tells us that, (2) ), for k = n − 2; O(λ 2δ(2) log λ), for k = n − 2.
Interpolating this with ).
If k = n − 1, then δ(2) = , and T = β log λ, we have ).
