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A VOLUME COMPARISON THEOREM FOR
CHARACTERISTIC NUMBERS
DANIEL LUCKHARDT∗
Abstract. We show that assuming lower bounds on the Ricci curvature
and the injectivity radius the absolute value of any characteristic number
of a Riemannian manifold M is bounded proportional to the volume,
i.e. bounded by C vol(M) where C depends only on the characteristic
number, the dimension of M , and both bounds. The proof relies on the
definition of a connection for an harmonic Hölder regular metric tensor.
1. Introduction
Characteristic numbers are important invariants of compact oriented dif-
ferentiable manifolds of even dimension d, e.g. cobordism theory [Sto15;
Tu17, § 26.3]. Among them the Euler characteristic and Pontryagin num-
bers. The most basic example is the Euler characteristic of a surface, which
by the Gauss-Bonnet Theorem can be expressed by an integral
χ(M) =
1
2π
∫
K dvol
where K denotes the Gaussian curvature.
Taking the perspective of so-called Chern-Weil theory, characteristic num-
bers arise as a vast generalization of the Euler characteristic defined by be
Gauss-Bonnet formula. The key in this approach is the Chern-Weil ho-
momorphism [Tu17, § 23.2]
ϕ : (C[gl(d,C)])GL(d,C) → H∗(M,C)
from the GL(d,C)-invariant polynomials on the ring C[gl(d,C)] ≃ C[Md(C)],
i.e. polynomials Π on the matrix ring Md(C) that are invariant under the
GL(d,C)-action Π(−) 7→ Π(M(−)M−1) (for every M ∈ Md(C)), to the de
Rham cohomology ring with coefficients in C. This ring homomorphism is
defined in terms of the curvature tensor R∇ of a connection ∇, e.g. in case
of a Riemannian manifold the Levi-Civita connection ∇. More precisely
ϕ(Π) is an evaluation of Π in the entries of the curvature tensor R∇. It
can be shown that this map does not depend on the choice of the curvature
tensor [Tu17, § 23.5]. Each characteristic number is determined by some
invariant polynomial Π ∈ (C[gl(d,C)])GL(d,C) of degree d/2 and defined as
the evaluation
(1.1) Π[M ] := ϕ(Π)[M ]
The author has been supported by the DFG Research Training Group 1493 Mathe-
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of the de Rham form ϕ(Π) on the fundamental class [M ] ofM . The cohomol-
ogy class ϕ(Π) is itself a homeomorphism invariant called characteristic
class. This approach even gives invariants for principal bundles [Tu17, § 32].
In this paper we will focus characteristic numbers as invariants of com-
pact manifolds. The main theorem is the following comparison theorem, a
theorem that relates one geometric quantity to another:
Theorem 1.1. Let Π ∈ (C[gl(d,C)])GL(d,C) be an invariant polynomial for
some even dimension d, ι > 0, and κ ∈ R. There is a constant C = C(Π, ι, κ)
such that
|Π[M ]| ≤ C vol(M)
for any closed Riemannian d-manifold with
(i) RicM ≥ −κ,
(ii) injM ≥ ι.
There is a long history of such comparison theorems. Among them some
celebrated results of Gromov: He obtained a comparison theorem for Betti
numbers b0, . . . , bd over any field of a compact connected Riemannian man-
ifold (M,g) (of arbitrary dimension d) of non-negative sectional curvature,
namely there is the bound
d∑
n=0
bn < C = C(d)
[Gro81; Pet16, § 12.5]. A few years later a comparison theorem for the
η-invariant followed [CG85] that states the bound
|η(M)| ≤ C
where C = C(d), d ≡ 3 (mod 4), injM ≥ 1, and the sectional curvature of
M within the interval [−1, 1].
In view of the proof one should at first note that when strengthening
assumption (i) to both sided Ricci curvature bound (and retaining assump-
tion (ii)) the claim follows directly from a regularity result on the Riemann-
ian metric tensor from Anderson [And90]. Namely, Anderson provides a
uniform bound on the W 2,p-norm (p ∈ (n/2,∞)) of the Ricci curvature.
Since the curvature tensor R∇ can be expressed in second derivatives of g,
the claim is implied by Hölder’s inequality.
But under the weaker assumptions (i) and (ii) there is only a bound on the
W 1,p-norm and, as a consequence, on the Cα-norm (Subsection 2.2). This is
to say that there is a atlas ofM consisting of charts of controlled size in which
the metric tensor is Cα-bounded. In this atlas we define a connection we call
piecewise Euclidean connection from which we can define a curvature tensor
(Subsection 3.1). As characteristic classes do not depend on the connection,
we can use this curvature tensor instead (Subsection 3.2) and conclude the
proof (Section 4). One special feature of this piecewise Euclidean connection
is that the atlas from which it is defined is not required to be smooth. This
is to say that Theorem 1.1 is actually a consequence of the more general
statement about the class Md(Cm,α ≤harmr Q) of manifolds with harmonic
Cα-bounded metric tensor, as explained in Subsection 2.1. Such metrics
arise for instance as Gromov-Hausdorff limits of smooth Riemannian metrics
[CC97].
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Theorem 1.2. Let Π be an invariant polynomial on Md(C) for some even
dimension d and Q, r > 0. There is a constant C = C(Π, r,Q) such that
|Π[M ]| ≤ C vol(M)
for any closed Riemannian d-manifold M ∈Md(Cα ≤harmr Q).
This theorem immediately implies Theorem 1.1 as any M subject to the
assumptions of this theorem is inMd(Cα ≤harmr Q) for some choice of r and
Q, see (2.KRic).
The author thanks his PhD supervisor Prof. Dr. Thomas Schick for his
guidance and support during the author’s PhD project out of which this
paper developed.
2. Hölder norm and rough atlases
2.1. Definition of Hölder scales. We will use Hölder spaces of functions
f : Ωd → RN on an open domain Ω ⊂ Rd (we will normally work in the case
that Ω is bounded and has a Lipschitz boundary). For m = 0, 1, . . . define
(2.1) ∇mf : Ω→ RN ·d
m
to be the function of all derivatives of order m. Further let
(2.2a) |(x1, . . . , xd)| := max{|x1|, . . . , |xd|}
for x = (x1, . . . , xd) ∈ Rd (which is in contrast to the Euclidean norm |0x|).
Recall that the Hölder norm, for α ∈ [0, 1], m = 0, 1, . . ., and a domain
Ω ⊂ Rn, is given by
‖f‖Cm,α := ‖f‖Cm +
m∑
k=0
‖∇kf‖α(2.2b)
where ‖f‖α = 0 in case α = 0 and otherwise
‖f‖α := sup
x,y∈Ω
x 6=y
|f(x)− f(y)|
|x− y|α
.(2.2c)
Denote by Cm,α(Ω¯) = Cm,α(Ω¯,R) the normed vector spaces that comprises
the real-valued functions Ω → RN whose derivatives of order not greater
than m have a continuation on Ω and is endowed with the norm ‖−‖Cm,α .
Note that the continuation conditions become empty as soon as α > 0. From
‖−‖α ≤ ‖−‖1 and the mean value theorem we get the elementary estimate
(2.3) ‖f‖Cm,α ≤ ‖f‖Cm+1 .
We formulate a number of convenient estimates for the Hölder norm. Let
Ω ⊂ Rd, O ⊂ RN be bounded open domains with Lipschitz boundary, α ∈
[0, 1], and m ∈ {0, 1, . . .}. The following estimates hold [CDK11, §§ 16.5-
16.6]: For f, g ∈ Cm,α(Ω,R) we have the product estimate
(2.P) ‖fg‖Cm,α ≤ C‖f‖Cm,α‖g‖Cm,α
with C = C(Ω,m). For a matrix valued function A ∈ Cm,α(Ω,Rd·d) and
c > 0 such that ∥∥∥∥ 1detA
∥∥∥∥
C0
≤ c and ‖A‖C0 ≤ c
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we have the bound on the reciprocal
(2.R) ‖A−1‖Cm,α ≤ C‖A‖Cm,α
for a constant C = C(c,Ω,m) > 0. For f ∈ Cm,α(Ω,Rd) and g ∈ Cm,α(Ω,R)
with f(Ω) ⊂ O we have the composition estimate
(2.C) ‖g ◦ f‖Cm,α ≤ C
(
‖g‖Cm,α‖f‖Cm,α + ‖g‖C0
)
for a constant C = C(m,Ω,O). Finally, a right inverse f ∈ Cm,α(Ω,Rd)
of a function g ∈ Cm,α(O,Rd), that is to say f(Ω) ⊂ O and g ◦ f = id, is
bounded by
(2.I) ‖f‖Cm,α ≤ C‖g‖Cm,α
for a constant C = C(m,Ω,O, ‖g‖C1 , ‖f‖C1).
2.2. Chart norms. Hölder classes of Riemannian metrics allow to formu-
late celebrated regularity results in a more concise and little bit stronger
fashion. Let (M,g, p) be a pointed n-dimensional Riemannian manifold.
We introduce norms on charts, given by pointed maps
ψ : (B(0, r), 0) → (M,p),
i.e. ψ(0) = p, where B(x, r) denotes the open ball of radius r around x in the
metric space to which x belongs—here 0 belongs to Rn with the Euclidean
metric. In contrast, we will denote a closed ball by B[x, r]. We will mainly
use and adapt definitions from [Pet16, §§ 11.3.1-11.3.5].
Definition 2.1. For a chart ψ : (B(0, r), 0) → (M,g, p) of M we define
‖ψ‖Cm,α , the chart norm of ψ on the scale of r as the minimal
1 quantity
Q ≥ 0 for which the following conditions are fulfilled
(i) for the differentials we have the bounds |Dψ| ≤ eQ on B(0, r) and
|Dψ−1| ≤ eQ on ψ(B(0, r)). Equivalently, this condition can be
expressed in coordinates on ψ by
(2.N0) e
−2Qδklv
kvl ≤ gkl ≤ e
2Qδklv
kvl
for every vector v ∈ R.
(ii) for the semi-norm from (2.2c) and any k = 0, 1, . . . ,m
(2.NCm,α) r
k+α‖∇kg. .‖α ≤ Q
where g. . := ψ
∗g.
In this case we write
‖ψ‖Cm,α,r ≤ Q.
We define ‖ψ‖harmCm,α , the harmonic chart norm of ψ on the scale of r,
by additionally imposing the condition
(iii) the chart ψ is harmonic, meaning that each coordinate function
xk (k = 1, . . . , n) is harmonic with respect to g. ., i.e. the Laplace-
Beltrami operator vanishes
(2.Nharm) ∆g. . xk = 0.
1Note that there are only finitely many defining conditions.
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In this case we write
‖ψ‖harmCm,α,r ≤ Q.
We can directly extend this definition by
‖(M,g, p)‖Cm,α ,r = inf
ψ : (B(0,r),0)→(M,p)
‖ψ‖Cm,α ,
‖(M,g)‖Cm,α ,r = sup
p∈M
‖(M,g, p)‖Cm,α ,r
(mutatis mutandis for ‖(M,g, p)‖harmCm,α ,r and ‖(M,g)‖
harm
Cm,α ,r). Note that ‖(M,g, p)‖Cm,α ,r
and ‖(M,g, p)‖harmCm,α ,r are realized by charts by an application of the Arzelà–Ascoli
theorem. Finally, let
Md(Cm,α ≤r Q),
(
Md(Cm,α ≤harmr Q)
)
denote the space of isomorphism class of n-dimensional pointed Riemannian
manifolds (M,g, p) with ‖(M,g)‖Cm,α ,r ≤ Q (‖(M,g)‖
harm
Cm,α ,r ≤ Q resp.).
These spaces are endowed with the Gromov-Hausdorff topology. Note the
elementary estimate [Pet16, Proposition 11.3.2 (4)]
(2.D) (2.N0) =⇒
e−Qmin{|x y|, 2r − |0x|} ≤ |ψ(x)ψ(y)|g ≤ e
Q|x y| ≤ eQ|x y|
for all x, y ∈ B(0, r) and |. .| the Euclidean norm.
Having introduced spaces with a global bound on the metric tensor in
local coordinates, one may be inclined to ask why we did not assume any
regularity assumption on changes of coordinates. The answer is found in
Schauder estimates, standard estimates on the regularity of solutions of ellip-
tic PDEs. The crucial fact can be stated as follows [GT15, Problem 6.1 (a)]:
On a bounded open set Ω let u : Ω → R be a Cm+2,α-solution (m ≥ 0) of
(aij(x)∂i∂j + b
i(x)∂i + c(x))u = f (summation convention) and assume that
the coefficients of L satisfy aijξiξj ≥ λ|ξ|
2 and ‖∇ma‖α, ‖∇
mb‖α, ‖∇
mc‖α ≤
κ. If Ω′ ⊂ Ω with Ω′ $ Ω, then
‖u‖Cm+2,α ≤ C(‖u‖C0 + ‖f‖Cm,α)
on Ω′ with C = C(n,m,α, λ, κ, |Ω′ ∂ Ω|H) where |Ω
′ ∂ Ω|H denotes the Haus-
dorff distance.
If we apply this statement to a transition function ψ−1i ◦ψj for two charts
ψi, ψj with ‖ψi‖
harm
Cm,α,r, ‖ψj‖
harm
Cm,α,r ≤ Q we first notice that by harmonicity
‖∆g ψ
−1
i ◦ ψj‖Cm,α = ‖0‖Cm,α = 0 and moreover, in harmonic coordinates,
as calculated e.g. in [Pet16, § 11.2.3], ∆g = g
ij∂i∂j. If we restrict to the
domain Ω′ := ψ−1j (ψi(B(0, r/2)) ∩ ψj(B(0, r/2))) the above estimate becomes
(2.Sch) ‖ψ−1i ◦ ψj‖Cm+2,α ≤ C‖ψ
−1
i ◦ ψj‖C0 ≤ C · r/2
where C = C(n,m,α,Q, r). For non-harmonic chart norms a similar result
with one lower degree of regularity can be found in Taylor [Tay06]. This
answers the initial question, i.e. any cover of M by harmonic Cα-regular
charts is a C1-regular (actually even C2-regular) atlas. But a classical the-
orem of Whitney [Hir97, Theorem 2.9] implies that this atlas (as a C1-
atlas) is compatible with exactly one smooth atlas on M . Especially, every
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(M,g) ∈Md(Cm,α ≤harmr Q) is a smooth manifold with a smooth structure
distinguished by g.
The two basic motivations for the classes Md(Cm,α ≤r Q) are, first, that
such a class viewed as a space with the Gromov-Hausdorff topology is com-
pact: For every n ≥ 2 and s,Q > 0
(2.KCm,α) M
d(Cm,α ≤r Q) is compact
with respect to the Gromov-Hausdorff topology. This statement is some-
times called Fundamental Theorem of Convergence Theory [Pet16, § 11.3.5].
Second, that such regularity is implied by geometric conditions [Pet16,
Theorem 11.4.15; AC92, p. 267, Remark (2)] [AC92]: Let ι > 0, α ∈ (0, 1),
p ∈ (n,∞), and κ ∈ R. For all Q > 0 there is r > 0 such that every pointed
Riemannian manifold (M,g, p) satisfies
(2.KRic) injectivity radius(M) ≥ ι and Ric ≥ −κ
2
=⇒ (M,g, p) ∈Md(Cα ≤harmr Q).
Anderson [And90] concluded C1,α-regularity under the additional assump-
tion of an upper Ricci curvature bound.
3. Piecewise Euclidean connection
3.1. Deduction of the definition. We want to define the curvature ten-
sor of a connection in a setup of a manifold M with a locally finite atlas
{ϕi : B(0, ̺)→M}i∈I of regularity C
2,α. Such an atlas can carry at most a
C1,α regular tensor, but only a Cα-regular connection because the transition
function ϕ−1 ◦ ψ from a chart ψ : (V, ψΓkµν)→M to some chart ϕ : U →M
involves second derivatives. It is given by
ϕΓkµν = (ϕ
−1 ◦ ψ)∗(
ψΓ.. .))
=
∑
µ′,ν′,k′
∂yµ′
∂xµ
∂yν′
∂xν
(
ψΓk
′
µ′ν′ ◦ y
)( ∂xk
∂xk′
◦ y
)
+
d∑
l=1
(
∂xk
∂xl
◦ y
)
∂2ψ−1l ◦ ϕ
∂xµ∂xν
where x = ϕ−1 ◦ ψ : V → U ⊂ Rd and y = ψ−1 ◦ ϕ : U → V ⊂ Rd
=
∑
µ′,ν′,l
yµ′,µyν′,ν(
ψΓlµ′ν′ ◦ y)(xk,l ◦ y) +
∑
l
(xk,l ◦ y)(yl,µν).(3.1)
We will however demonstrate how two define a Cα-curvature tensor of
a connection on such an atlas. To this end set any regularity issues aside
for a moment. Take a partition of unity {λi : M → R}i∈I compatible with
the atlas, i.e. suppλi ⊂ ϕi(B(0, ̺)) and
∑
i∈I ϕi ≡ 1. With such a datum
({ϕi}, {λi}) we define a connection by a convex combination of the Euclidean
connections on each chart
(3.2) ∇{ϕi},{λi} =
∑
i∈I
λi(ϕi)∗∇Eucl..
This makes sense as the convex combination of connections is again a con-
nection. We apply formula (3.1) for ψ = ϕi. In case
ψΓkµν =
Eucl.Γkµν = 0 it
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simplifies to
∑
l(xk,l◦y)(yl,µν). Moreover, in this case the Christoffel symbols
ϕΓkµν of ∇{ϕi},{λi} on ϕ are given by
ϕΓkµν =
∑
i∈I
λi((ϕ
−1 ◦ ϕi)∗
Eucl.Γ.. .)
k
µν
=
∑
i∈I
λi
∑
l
(xik,l ◦ y
i)(yil,µν) =:
∑
i∈I
λi
iΓkµν(3.3)
where iΓkµν := ((ϕ
−1 ◦ ϕi)∗
Eucl.Γ.. .)
k
µν is the piecewise Euclidean connec-
tion, xi := ϕ−1 ◦ϕi, and y
i := ϕ−1i ◦ϕ. We formally calculate the curvature
tensor on ϕ from the standard coordinate definition
ϕRkλµν =
(
ϕΓkνλ,µ
)
[µν]
+
∑
κ
(
ϕΓkµκ
ϕΓκνλ
)
[µν]
(3.4)
where we used the standard shorthand h[ij] := hij − hji
=
∑
i∈I
(
(λi
iΓkνλ),µ
)
[µν]
+
∑
κ
(
ϕΓkµκ
ϕΓκνλ
)
[µν]
=
∑
i∈I
(
λi
iΓkνλ,µ + λi,µ
iΓkνλ
)
[µν]
+
∑
κ
(
ϕΓkµκ
ϕΓκνλ
)
[µν]
=
∑
i∈I
λi
(∑
l((x
i
k,l ◦ y
i)yil,νλ),µ
)
[µν]
+
(
λi,µ
iΓkνλ
)
[µν]
+
∑
κ
(
ϕΓkµκ
ϕΓκνλ
)
[µν]
=
∑
i∈I
λi
∑
l
(
(xik,l ◦ y
i),µy
i
l,νλ
)
[µν]
+ ((xik,l ◦ y
i)yil,νλµ)[µν]︸ ︷︷ ︸
=0
+
(
λi,µ
iΓkνλ
)
[µν]
+
∑
κ
(
ϕΓkµκ
ϕΓκνλ
)
[µν]
=
∑
i∈I
λi
∑
l
(
(xik,l ◦ y
i),µy
i
l,νλ
)
[µν]
+
(
λi,µ
iΓkνλ
)
[µν]
+
∑
κ
(
ϕΓkµκ
ϕΓκνλ
)
[µν]
.
(3.5)
The trick is now to define R∇{ϕi},{λi} not by (3.2), which does not exist, but
by formula (3.5). The only remaining thing to check is that this defines a
tensor, i.e. is coordinate independent. The following lemma expresses this
fact.
Lemma 3.1. Given a cover of a manifold M by charts ϕi : Ui →M in the
C2-atlas of M with a corresponding C1-partition of unity λi. For any two
charts ϕ : U →M and ϕ′ : U ′ →M the expression defined by (3.5) coincide
on ϕ(U) ∩ ϕ′(U ′) as (3,1)-tensor, i.e.∑
λ′,µ′,ν′,k′
(ϕ
′
Rk
′
λ′µ′ν′ ◦ x
′)x′λ′,λx
′
µ′,µx
′
ν′,ν(xk,k′ ◦ x
′) = ϕRkλµν .
The proof is given in Subsection 3.3 and consists in an algebraic calcula-
tion, that is more involved than the standard textbook calculations because
it has to avoid any third derivative of transition functions, not to mention
derivatives of the metric tensor or Christoffel symbols.
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Lemma 3.2. The coordinate function (3.5) is Cα-bounded provided that the
transition functions involved are C2,α-bounded and that the partition of unity
is C1,α-bounded.
Proof. This is a direct consequence of the product estimate (2.P) and the
composition estimate (2.C). 
Definition 3.3. Let {ϕi} be a locally finite C
2-atlas of M and {λi} a corre-
sponding partition of unity. We say that the function on a chart ϕ defined
by (3.5) is the curvature tensor of the piecewise Euclidean connection
∇{ϕi},{λi} as defined in (3.2) and denote it by R∇{ϕi},{λi} = R({ϕi}, {λi}).
3.2. Characteristic numbers. Recall that in local coordinates the form
(ϕ(Π))d ∈ H
d(M) is a polynomial in a curvature tensor R∇ of some connec-
tion ∇. Let’s write Π(Rkλµν).
Lemma 3.4. For a finite index set I let {ϕi : Ui → M}i∈I be a C
2-atlas
of a closed oriented manifold M and {λi}i∈I a corresponding partition of
unity on M such that suppλi ⊂ ϕi(Ui). Choose some invariant polynomial
Π. Then the value∫
M
Π(R({ϕi}, {λi}))[M ] :=
∑
i
∫
Ui
λiΠ(
ϕiRkλµν) dx,
coincides with Π[M ] as defined in (1.1).
Proof. It is a standard result that the lemma holds for smooth connections
[Tu17, § 23.5], namely even the entire de Rham class of the form Π(R∇) is
independent of the connection. This result extends using mollification:
As a manifold, M is metrizable. Hence we can assume that M carries
some metric d. Let dH denote the Hausdorff distance with respect to d
between closed subsets of M . Set Vi := ϕi(Ui). For any chart ϕi choose
some εi < dH(suppλi, ∂Vi). For any chart ϕi : Ui → Vi ⊂ M we can define
a mollification by choosing a finite cover Vij of Vi corresponding to a finite
set of smooth charts {ψij : Uij → Vij ⊂ M}j∈Ji for Vi. Moreover we choose
corresponding functions {µij : M → [0, 1]}j∈Ji that are a partition on unity
for suppλi, i.e.
suppµij ⊂ Vij , for all j⋃
j
suppµij ⊂ Vi, and
supp(λi)
εi) ⊂
(∑
j
µij
)−1
({1})
for all i. On each chart ψij we mollify the compactly supported function
(µij ◦ ψij) · (ϕ
−1
i ◦ ψij) : Uij → R
d by convolution on the chart ψij with a
function φδ which has support in B[0, δ] and satisfies
∫
φδ dx = 1, see [Hör03,
Lemma 1.2.3] for existence. The resulting function
ϕ˜δij(x) :=
∫
Rd
φδ(ξ − x) · µij(ψij(ξ))ϕ
−1
i (ψij(ξ)) dξ
has support in Vij for δ < δij := dH(suppµij , ∂ Uij) 6= 0. Summing up we
define a function M → R
ϕ˜δi (x) :=
∑
j
ϕ˜δij(ψ
−1
ij (x))
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which is well defined for δ < δi := minj δij 6= 0. Moreover this function
has the property that for sufficiently small δ the support is contained in
Vi. Finally, we observe that by standard mollification results [Hör03, The-
orem 1.3.2] the functions ϕ˜δij are smooth and C
2-converges to ϕ−1i ◦ ψij as
δ → 0. Therefore ϕ˜δi converges in C
2 to ϕi ·
∑
j µij as δ → 0.
In a similar fashion we define, for sufficiently small δ, the mollification of
the partition of unity {λi}
λ˜δij(x) :=
∫
Rd
φδ(ξ − x) · µij(ψij(ξ))λi(ψij(ξ)) dξ
˜˜λδi (x) :=
∑
j
λ˜δij(ψ
−1
ij (x)).
To preserve the partition of unity property we normalize with respect to all
indices i
λ˜δi (x) :=
˜˜λδi (x)∑
i
˜˜λδi (x)
and observe that λ˜δi converges in C
2 to λi ·
∑
j µij = λi as δ → 0. For each
i we can choose δ > 0 sufficiently small so that supp λ˜δi ⊂ supp(λi)
εi).
Now we can define the mollified connection: The maps ϕ˜δi is a diffeomor-
phism from
(∑
j µij
)−1
({1}) onto a subset of Rd and hence diffeomorphism
on supp λ˜δi . Thus we can define a smooth connection on M given by
(3.6) ∇δ :=
∑
ij
λ˜δi (ϕ˜
δ
i )
∗∇Eucl.
that is well-defined for δ < mini δi.
Now we can check the claim on characteristic numbers. We have∫
M
Π(R∇{ϕi},{λi}) =
∑
i
∫
Ui
λi ◦ ϕi ·Π(
ϕiRkλµν) dx
=
∑
i
∑
j
∫
Uij
(λiµij) ◦ ψij · Π((ψ
−1
ij ◦ ϕi)
∗R∇Eucl.) dx
= lim
δ→0
∑
i
∫
Uij
λ˜δi (x) ◦ ψij · Π(R∇δ) dx
= lim
δ→0
∫
M
Π(R∇δ).
Since
∫
M Π(R∇δ) is independent of ∇
δ, this proves that
∫
M Π(R∇{ϕi},{λi})
equals the actually characteristic number of M with respect to Π and is
therefore independent of the choice of the atlas {Ui}. 
3.3. Coordinate independence. We check that the curvature defined in
the notation of Subsection 3.1 by the formula
(3.5) ϕRkλµν =
∑
i∈I
λi
∑
l
(
(xik,l ◦ y
i),µy
i
l,νλ
)
[µν]
+
(
λi,µ
iΓkνλ
)
[µν]
+
∑
κ
(
ϕΓkµκ
ϕΓκνλ
)
[µν]
is actually coordinate independent. The standard textbook calculation could
be referred to if a third derivative of transition maps would exists.
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Lemma 3.1. Given a cover of a manifold M by charts ϕi : Ui →M in the
C2-atlas of M with a corresponding C1-partition of unity λi. For any two
charts ϕ : U →M and ϕ′ : U ′ →M the expression defined by (3.5) coincide
on ϕ(U) ∩ ϕ′(U ′) as (3,1)-tensor, i.e.∑
λ′,µ′,ν′,k′
(ϕ
′
Rk
′
λ′µ′ν′ ◦ x
′)x′λ′,λx
′
µ′,µx
′
ν′,ν(xk,k′ ◦ x
′) = ϕRkλµν .
Proof. We repeat all crucial definitions in the primed and non-primed ver-
sions
x = ϕ−1 ◦ ϕ′ : U ′ → U ⊂ Rd, x′ = ϕ′−1 ◦ ϕ : U → U ′ ⊂ Rd,
xi = ϕ−1 ◦ ϕi, x
′i = ϕ′−1 ◦ ϕi,
yi = ϕ−1i ◦ ϕ, y
′i = ϕ′−1i ◦ ϕ
′,
iΓkµν =
∑
l
(xik,l ◦ y
i)(yil,µν),
iΓ′kµν =
∑
l
(x′ik,l ◦ y
′i)(y′il,µν),
ϕΓkµν =
∑
i∈I
λi
iΓkµν ,
ϕ′Γkµν =
∑
i∈I
λi
iΓ′kµν .
defined on the suitable domains. Additionally, we introduce the shorthand
(hii′jj′)[i(′)j(′)] := hii′jj′ − hjj′ii′ .
Observe that in case hii′jj′ = h
′
ii′ · h
′′
jj′∑
i′j′
(
hii′jj′
)
[i(′)j(′)] =
(∑
i′
h′ii′
)(∑
j′
h′′jj′
)
−
(∑
j′
h′jj′
)(∑
i′
h′′ii′
)
=
(∑
i′j′
hii′jj′
)
[ij]
.(3.7)
We have x′ := ϕ′−1 ◦ ϕ = x′i ◦ yi and x := ϕ−1 ◦ ϕ′ = xi ◦ y′i if defined.
Observe that for the differential D id : Rd → Rd of the identity the following
identity holds
0 = (D id),λ = (Dx ◦ x
′),λ =
((∑
l
xk,l ◦ x
′ · x′l,ν
)
kν
)
,λ
=
∑
l
(
(xk,l ◦ x
′),λx
′
l,ν + (xk,l ◦ x
′)x′l,νλ
)
kν
.(3.8)
We check∑
λ′,µ′,ν′,k′
(ϕ
′
Rk
′
λ′µ′ν′︸ ︷︷ ︸
plug in definition (3.5)
◦ x′)x′λ′,λx
′
µ′,µx
′
ν′,ν(xk,k′ ◦ x
′)
=
∑
i∈I
λ′,k′,l′
λi
∑
µ′,ν′
(
((x′ik′,l′ ◦ y
′i),µ′ ◦ x
′)x′µ′,µ
(y′il′,ν′λ′ ◦ x
′)x′λ′,λx
′
ν′,ν(xk,k′ ◦ x
′)
)
[µ(′)ν(′)]
+
∑
i∈I
λ′,k′
∑
µ′,ν′
(
λi,µ′x
′
µ′,µ
iΓ′k
′
ν′λ′x
′
λ′,λx
′
ν′,ν(xk,k′ ◦ x
′)
)
[µ(′)ν(′)]
+
∑
λ′,k′,κ′
∑
µ′,ν′
(
ψΓk
′
µ′κ′
ψΓκ
′
ν′λ′x
′
λ′,λx
′
µ′,µx
′
ν′,ν(xk,k′ ◦ x
′)
)
[µ(′)ν(′)]
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apply formula (3.7) to each summand
∑
µ′,ν′(. . .)[µ(′)ν(′)]
=
∑
i∈I
λ′,k′,l′
λi
( change of variables︷ ︸︸ ︷∑
µ′((x
′i
k′,l′ ◦ y
′i),µ′ ◦ x
′)x′µ′,µ
·
∑
ν′ (y
′i
l′,ν′λ′ ◦ x
′)x′λ′,λ︸ ︷︷ ︸
change of variables
x′ν′,ν(xk,k′ ◦ x
′)
)
[µν]
+
∑
i∈I
λ′,k′
( ∑
µ′ λi,µ′x
′
µ′,µ︸ ︷︷ ︸
change of variables
∑
ν′
iΓ′k
′
ν′λ′x
′
λ′,λx
′
ν′,ν(xk,k′ ◦ x
′)︸ ︷︷ ︸
apply formula (3.1)
)
[µν]
+
∑
λ′,k′,κ′
(∑
µ′
ψΓk
′
µ′κ′x
′
µ′,µ(xk,k′ ◦ x
′)
∑
ν′
ψΓκ
′
ν′λ′x
′
λ′,λx
′
ν′,ν
)
[µν]
=
∑
i∈I
k′,l′
λi
(
(x′ik′,l′︸ ︷︷ ︸
=(x′◦xi)k′,l′
◦
=yi︷ ︸︸ ︷
y′i ◦ x′),µ
∑
ν′( y
′i
l′,ν′︸ ︷︷ ︸
=(yi◦x)l′,ν′
◦ x′),λx
′
ν′,ν(xk,k′ ◦ x
′)
)
[µν]
+
∑
i∈I
(
λi,µ
(iΓkνλ −∑
l
(xk,l ◦ x
′)(x′l,νλ)
))
[µν]
+
( ∑
λ′,k′,κ′,
µ′,ν′,m
ψΓk
′
µ′mx
′
µ′,µ(xk,k′ ◦ x
′) · δmκ′︸︷︷︸
(∗)
· ψΓκ
′
ν′λ′x
′
λ′,λx
′
ν′,ν
)
[µν]
(∗): δmκ′ = δmκ′ ◦ x
′ = (D id)mκ′ ◦ x
′ = (D(x′ ◦ x))mκ′ ◦ x
′ = (
∑
κ x
′
m,κ ◦ x ·
xκ,κ′) ◦ x
′ =
∑
κ x
′
m,κ(xκ,κ′ ◦ x
′)
=
∑
i∈I
k′,l′
λi
(((∑
κ x
′
k′,κ ◦ x
i · xiκ,l′
)
◦ yi
)
,µ
·
∑
ν′
((∑
l y
i
l′,l ◦ x · xl,ν′
)
◦ x′
)
,λ · x
′
ν′,ν(xk,k′ ◦ x
′)
)
[µν]
+
∑
i∈I
(
λi,µ
iΓkνλ
)
[µν]
−
∑
l
(
(
∑
i∈I λi),µ (xk,l ◦ x
′)(x′l,νλ)
)
[µν]
+
( ∑
λ′,k′,κ′,
µ′,ν′,m
ψΓk
′
µ′mx
′
µ′,µ(xk,k′ ◦ x
′)x′m,κ︸ ︷︷ ︸
apply formula (3.1)
ψΓκ
′
ν′λ′x
′
λ′,λx
′
ν′,ν(xκ,κ′ ◦ x
′)︸ ︷︷ ︸
apply formula (3.1)
)
[µν]
=
∑
i∈I
k′,l′
λi
(∑
κ(x
′
k′,κ · x
i
κ,l′ ◦ y
i),µ
∑
ν,l(y
i
l′,l · xl,ν′ ◦ x
′),λx
′
ν′,ν(xk,k′ ◦ x
′)
)
[µν]
+
=:M︷ ︸︸ ︷∑
i∈I
(
λi,µ
iΓkνλ
)
[µν]
−
∑
l
( =0︷︸︸︷
1,µ (xk,l ◦ x
′)x′l,νλ
)
[µν]
+
∑
κ
((
ϕΓkµκ −
∑
l(xk,l ◦ x
′)x′l,µκ
)(
ϕΓκνλ −
∑
l(xκ,l ◦ x
′)x′l,νλ
))
[µν]
=
∑
i∈I
k′,l′
λi
( ∑
κ
(
x′k′,κµ(x
i
κ,l′ ◦ y
i) + x′k′,κ(x
i
κ,l′ ◦ y
i),µ
)
·
∑
ν′,l
(
yil′,lλ(xl,ν′ ◦ x
′) + yil′,l(xl,ν′ ◦ x
′),λ
)
x′ν′,ν(xk,k′ ◦ x
′)
)
[µν]
+M
+
∑
κ
(ϕΓkµκ ϕΓκνλ +∑l,l′ ϕΓkµκ(xκ,l ◦ x′)x′l,νλ
− ϕΓκνλ(xk,l ◦ x
′)x′l,µκ + (xk,l ◦ x
′)x′l,µκ(xκ,l′ ◦ x
′)x′l′,νλ︸ ︷︷ ︸
use formula (3.8)
)
[µν]
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=
∑
i∈I
l,κ
λi
( ∑
k′,l′
(
x′k′,κµ(x
i
κ,l′ ◦ y
i) + x′k′,κ(x
i
κ,l′ ◦ y
i),µ
)
·
∑
ν
(
yil′,lλ(xl,ν′ ◦ x
′) + yil′,l(xl,ν′ ◦ x
′),λ
)
x′ν′,ν(xk,k′ ◦ x
′)
)
[µν]
+M +
∑
κ
ϕΓkµκ
ϕΓκνλ −
∑
κ,l,l′
ϕΓkµκ(xκ,l ◦ x
′)x′l,νλ
+ ϕΓκνλ(xk,l ◦ x
′)x′l,µκ
+ (xk,l ◦ x
′)x′l,µκ(xκ,l′ ◦ x
′),λx
′
l′,ν︸ ︷︷ ︸
=:T
=
∑
i∈I,
l,κ
λi


∑
k′
x′k′,κµ(xk,k′ ◦ x
′)
∑
l′
(xiκ,l′ ◦ y
i)yil′,lλ
∑
ν′
(xl,ν′ ◦ x
′)x′ν′,ν
+
∑
l′
(xiκ,l′ ◦ y
i),µy
i
l′,lλ
∑
k′
x′k′,κ(xk,k′ ◦ x
′)
∑
ν′
(xl,ν′ ◦ x
′)x′ν′,ν
+
∑
k′,ν′
x′k′,κµ(xl,ν′ ◦ x
′),λx
′
ν′,ν(xk,k′ ◦ x
′)
∑
l′
(xiκ,l′ ◦ y
i)yil′,l
+
∑
l′,ν′
(xiκ,l′ ◦ y
i),µy
i
l′,l︸ ︷︷ ︸
use formula (3.8)
(xl,ν′ ◦ x
′),λx
′
ν′,ν︸ ︷︷ ︸
use formula (3.8)
∑
k′
(xk,k′ ◦ x
′)x′k′,κ


[µν]
+ T
=
∑
i∈I
l,κ
λi


∑
k′ x
′
k′,κµ(xk,k′ ◦ x
′) iΓκlλδlν
+
∑
l′(x
i
κ,l′ ◦ y
i),µy
i
l′,lλδκkδlν
+
∑
k′,ν′ x
′
k′,κµ(xl,ν′ ◦ x
′),λx
′
ν′,ν(xk,k′ ◦ x
′)δκl
+
∑
l′,ν′(x
i
κ,l′ ◦ y
i)yil′,lµ(xl,ν′ ◦ x
′)x′ν′,νλδkκ


[µν]
+ T
=
∑
i∈I
l,κ
λi


∑
k′ x
′
k′,κµ(xk,k′ ◦ x
′) iΓκνλ
+
∑
l′(x
i
k,l′ ◦ y
i),µy
i
l′,νλ
+
∑
k′,ν′ x
′
k′,κµ(xκ,ν′ ◦ x
′),λx
′
ν′,ν(xk,k′ ◦ x
′)
+
∑
ν′
iΓkµl(xl,ν′ ◦ x
′)x′ν′,νλ


[µν]
+ T
=
∑
i∈I
λi
∑
l,κ


∑
k′ x
′
k′,κµ(xk,k′ ◦ x
′) ϕΓκνλ +
∑
l′(x
i
k,l′ ◦ y
i),µy
i
l′,νλ
+
∑
k′,ν′ x
′
k′,κµ(xκ,ν′ ◦ x
′),λx
′
ν′,ν(xk,k′ ◦ x
′)
+
∑
ν′
ϕΓkµl(xl,ν′ ◦ x
′)x′ν′,νλ


[µν]
+
∑
i∈I
(
λi,µ
iΓkνλ
)
[µν]
+
∑
κ
ϕΓkµκ
ϕΓκνλ
−
∑
κ,l,l′
ϕΓkµκ(xκ,l ◦ x
′)x′l,νλ +
ϕΓκνλ(xk,l ◦ x
′)x′l,µκ
+ (xk,l ◦ x
′)x′l,µκ(xκ,l′ ◦ x
′),λx
′
l′,ν
=
∑
i∈I
λi
∑
l′
(
(xik,l′ ◦ y
i),µy
i
l′,νλ
)
[µν]
+
(
λi,µ
iΓkνλ
)
[µν]
+
∑
κ
(ϕΓkµκ ϕΓκνλ)[µν]
= ϕRkλµν . 
4. Proof of the comparison theorem
For completeness we prove the following:
Lemma 4.1. Let d ≥ 1, r > 0, Q > 0, ̺ ∈ (0, e−Qr], and α ∈ (0, 1]. For
any M with ‖M‖Cα ,r ≤ Q and x ∈M we have
(4.vol) vol(B[x, ̺]) ≥ v
for a constant v = v(d, r,Q, ̺) > 0.
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Proof. Choose a chart with ‖ϕ‖Cα,r ≤ Q and ϕ(0) = x. We apply (2.N0)
several times:
volM B[x, ̺] ≥ volM B[x, ˜̺] where ˜̺ := min{̺, e
−Qr}
≥ volM ϕ(B[0, e
−Q ˜̺]) by (2.D)
=
∫
B[0,e−Q ˜̺]
√
|det(g. .)| dx
≥
∫
B[0,e−Q ˜̺]
√
|λ1|d dx
where λ1 is the smallest eigenvalue of g. . at x
≥
∫
B[0,e−Q ˜̺]
√
(e−Q)d dx
= volEucl.(B[0, e
−Q ˜̺]) · e−dQ/2 =: v(d, r,Q, ̺). 
Proof of Theorem 1.2. Let M ∈ Md(Cα ≤harmr Q). Choose a maximal col-
lection of points {pi}i∈I that is 2e
−Q−2r-separated (i.e. any two points in
the collection have distance at least 2e−Q−2r). Such a system is automat-
ically e−Q−1r-covering (meaning that { pi | i ∈ I }
e−Q−1r) = M). Choose
harmonic charts ϕi : (B(0, r), 0) → (M,pi) with ‖M‖Cα,r ≤ Q for each
i ∈ I. By the length comparison (2.D) the space M is covered by the fam-
ily {ϕi(B(0, e
−1r))}i∈I . By the same inequality and the fact that {pi}i∈I is
e−Q−2r-separated, the balls {ϕi(B(0, e
−2Q−2r/2))}i∈I are pairwise disjoint.
This gives the estimate
#I ≤
vol(M)
v
for the constant v = v(d, r,Q, e−2Q−2r/2) from Lemma 4.1.
Let µi be a corresponding smooth partition of unity, i.e. ϕi(B(0, e
−1r)) ⊂
suppµi ⊂ ϕi(B(0, r)) for every i ∈ I. We can define another partition of
unity on M by choosing a smooth bump function on b : Rd → [0, 1] such
that supp b ⊂ B(0, r) and b|B[0,e−1r] = 1, and setting
λ˜i(x) :=
{
b ◦ ϕ−1i if x ∈ ϕi(B(0, r))
0 else
and
λi(x) :=
1∑
j∈I λ˜j(x)
λ˜i(x)
as maps M → [0,∞). Note that in the denominator at least one summand
λ˜j(x) is 1. On any chart ϕ ∈ {ϕi}i∈I the function λi reads in ϕ-coordinates
λi ◦ ϕ(x) = (
∑
j∈I λ˜j ◦ ϕ)
−1 · b ◦ ϕ−1i ◦ ϕ. Combining the estimate on the
transition functions (2.Sch) with (2.P) to (2.R) we obtain a uniform C2,α-
bound on the λi’s.
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Using Lemma 3.4 we estimate
|Π[M ]| =
∣∣∣∣∣∑
i
∫
B(0,r)
λi ◦ ϕi · Π(
ϕiRkλµν) dx
∣∣∣∣∣
≤
∑
i
∫
B(0,r)
∣∣∣Π(ϕiRkλµν)∣∣∣ dx
≤
vol(M)
v
· sup
i∈I
∫
B(0,r)
∣∣∣Π(ϕiRkλµν)∣∣∣ dx.
The integrand Π(ϕiRkλµν) is a polynomial of degree d/2 in the
ϕiRkλµν ’s, which
are defined by (3.3) and (3.5) in terms of products of the λi’s, its first
derivatives, the transition functions ϕ−1i ◦ ϕj (i, j ∈ I), and its first and
second derivatives. Hence, by (2.P) and (2.C), there is a C0-bound on the
integrand. Thus
∫
B(0,r) |Π(
ϕiRkλµν)|dx is bounded by a constant. 
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