Abstract-PID control is the most widespread technique for the control of industrial robot arms. However, the adoption of PID control is not adequately supported by a theoretical basis, since the results presented in the literature are of dubious interpretation and difficult, when not impossible, to verify. Motivated by this lack of theoretical support, this paper presents a novel proof for the stability of rigid robot arms controlled by PID algorithms: the proof is based on a model of the robot where the nominal decoupled linear part is emphasized. The main result consists in a simple condition between the exponential stability degree of the nominal closed loop system and the parameters of a bound on the nonlinear terms in the dynamic model of the mechanical manipulator. Some considerations are also worked out on the relations between the eigenvalues of the nominal system and the extension of the stability region. The theoretical results are finally verified on a simple two d.0.f. example.
I. INTRODUCTION
Most robots employed in industrial operations are controlled by PID algorithms independently acting at each joint. While industrial practice witnesses the effectiveness of PID control for complex nonlinear systems as robots, it is claimed by some researchers [l] that PID control is inadequate to cope with highly nonlinear systems, since the design of the control law is based solely on local arguments worked out on the linearized system. On the contrary, PD control with gravity compensation has long been proven [2] to achieve global asymptotic stability whatever the values of the control gains, exploiting the properties of natural systems [ 13, namely unconstrained time-invariant systems lying in a conservative force field, a class which robot arms belong to.
PID control for robots actually suffers from a surprising lack of theoretical support: as it will be extensively discussed in Section III, the stability results presented in the literature [3] - [5] are far from being conclusive. On the other hand, the stability proof is actually difficult and hampered by the impossibility to bound the nonlinear terms of the mechanical model of the robot under a linear function of the norm of the state, or, in other words, to define sector conditions for the non nominal terms of the system. As it will be shown in this paper, this implies the impossibility to derive global stability results. Therefore the functional analytic approach [6] is inadequate and there is no chance of deriving small gain-like stability conditions. Standard Lyapunov analysis can be adopted just for the proof of the stability of the equilibrium point of the system, while the problem of the boundedness of the error in the tracking of a prescribed trajectory requires additional analysis. This paper takes its motivation from the need of stability results really exploitable, possibly consistent with the results for the nominal linear problem. To achieve this goal, the properties of the natural systems will not be exploited in the same way as in the stability proof for PD control. The proposed stability proof is in fact based upon a reformulation of the robot dynamic model, which is split into a linear decoupled part (the nominal system for Independent Joint Control) and a nonlinear uncertain part. The nonlinear terms are, in turn, split Manuscript received May 16, 1994; revised February 27, 1995. This paper was recommended for publication by Editor H. N. Koivo upon evaluation of reviewers' comments.
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into two parts, the first part being a sort of multiplicative error from the robust control point of view, the second one being an additional nonlinear function, norm bounded by a quadratic function of the norm of the state. The main result of this paper is a simple, scalar, condition relating the exponential stability degree of the nominal linear closed loop system to the coefficients of the bound on the nonlinear terms, which guarantees that a stability region around an equilibrium point (in case of constant set-points) or a region of attraction for uniform ultimate boundedness 171 of the origin of the state space (in case of time-varying set-points) can always be found, with finite control gains. The proof is also constructive: a very simple rule is given to tune the PID controllers taking into account the bounds on the nonlinear dynamics. The proposed criterion looks reasonable also from the point of view of the linear analysis on the nominal system, and consistent with a possible traditional design choice. The paper is organized as follows: Section I1 states the problem by recalling the dynamic model of a robot arm with motors controlled by decentralized PID; Section I11 reviews some works on the stability of PID control laws applied to robots, while Section IV reformulates the dynamic model in a form suitable for carrying out the stability proof, and introduces some assumptions on the nonlinearities; Section V reports some preliminary and technical results, while in Section VI the main result of the paper is derived and discussed. Section VII discusses the application of the obtained stability condition to the simple case of a two d.0.f. robot and highlights the key role of the decoupling induced by the motors and high transmission ratios; Section VI11 proposes some concluding remarks.
POSITION OF THE PROBLEM
Consider the dynamic model of a n d.0.f. robot manipulator with (1) revolute joints, as given by the Lagrange equations of motion: M(n)Z + C(q, 4) 4 + S ( Q ) = where p; q, and h; are the n dimensional vectors of the positions, velocities and accelerations, respectively, of the n links, M ( q ) is the symmetric and positive definite inertia matrix of the robot, C(q. 4) accounts for centrifugal and Coriolis terms, while g ( q ) for the gravitational terms; T is the vector of the driving torques acting on the links.
In industrial robots, the torques T are supplied by means of electrical motors connected to the links by reduction gears. The effect of the motors in the dynamic model of the robot is taken into account considering only the inertia of the rotor of each motor around its own axis and introducing a term of friction, made up by a term of linear viscous friction and a term of velocity-dependent nonlinear friction. Therefore the model of the motors is written as follows:
where 4, ; 4, are the n dimensional vectors of the velocities and accelerations, respectively, of the n motors; J , = diag{J,,, i = 1 , . . . ,n}, D , = diag{D,,, i = 1: ... ,n} and R = diag{p;, i = 1, . . . , n} are the diagonal and positive definite matrices of the inertia moments, of the viscous friction coefficients of the motors and of the gear reduction ratios ( p z < l), respectively; T~ is the vector of the torques supplied by the motors, while 7fm is the vector of the nonlinear friction torques. We will suppose the torques T~ proportional to the motor currents and will neglect the dynamics of the current control loops. With these hypotheses, the motor torques can be considered the actual control inputs of the system. Cm (qTn 9 q7=) = R C(Rq,, R i m ) R.
In this paper, we are interested in Independent Joint Control (IJC) techniques, where the control variables T , depend on the motor positions y, through a diagonal system. In particular, if PID control is adopted in each of the n decoupled control loops, the following relation holds:
where K P , K I , and K D are the diagonal and positive definite matrices of the proportional, integral and derivative gains of the PID's, respectively. Vector e , is made up by the position tracking errors of each control loop, i.e., e , = q d m -y,, where qdm is the vector of the motor positions set-points.
Defining the vector of the states of the PID controllers as X I = e , d t and combining all the state variables of the closed loop system in the following 3n-dimensional state vector: the closed loop system can be expressed as a combination of (3) and (4).
Two problems arise when investigating the stability properties of the closed loop system: Assuming constant set-points, qdrn = q,. consider the equilibrium point of the closed loop system: is this equilibrium point asymptotically stable? and, if so, is it possible to estimate its region of attraction?
If the set-points vary with time, qdm = qdm ( t ) , with a known law and with bounded first order and second order derivatives, is there a region around the origin of the state space, that the state of the system enters in finite time, and where it remains hereafter? and, if so, is it possible to estimate a region of the state space where the initial state has to be, in order to enter the said region in finite time?
REVIEW OF THE LITERATURE
Arimoto and Miyazaki [3] proposed a proof for the stability of PID control of robot arms which is an extension of the well-known proof of global asymptotic stability of PD control plus gravity compensation [2] . The momentum vector p = M(y)j. is chosen as a part of the state vector, in place of the joint velocities q, and the dynamics of the motors is not taken into account. Equilibrium point stability is considered and the proof is based upon a Lyapunov function which is the sum of the same Lyapunov function adopted in the proof of global asymptotic stability for PD control (namely kinetic energy plus potential energy associated to proportional feedback) and some additional terms that involve the matrix Kr of the integral gains and a positive constant a. During the proof, several assumptions are introduced, in the form of implicit conditions involving robot parameters, feedback matrices and the constant a: in particular a is required to be "so small" that a matrix inequality involving the derivative of the inertia matrix, with respect to the position variables q, be satisfied, and Kr is required to be smaller than 0.5a(Kp -K D ) , so that the conditions of the proof seem to be satisfied just in the case of negligible integral action. Moreover, it is claimed that it is possible to choose, but it is not specified how, matrices K D and K1 so that the derivative of the Lyapunov function becomes negative semidefinite. The proof is local in nature: no estimate is given on the extension of the region of attraction of the equilibrium point. Finally, no attempt has ever been made, to our best knowledge, to verify on an example the conditions introduced during the proof.
Some years later, Qu and Dorsey [4] proposed a similar proof for the uniform ultimate boundedness of the error in the trajectory tracking problem. The proof is technically correct but, in our opinion, suffers from the choice of a very complicated Lyapunov function: the proof of the positive defineteness of such a function, together with the proof of the existence of a region in the state space for local uniform ultimate boundedness of the error, lead to eight implicit conditions on the control parameters, the bound on the nonlinear dynamics, the norm of the initial state and a constant a introduced in the Lyapunov function. The gains of the PID controllers are chosen equal for all the joints (which seems an odd design choice) and it is claimed that all the conditions can be satisfied by "simply increasing" the gains, which is not true, as a simple inspection of the obtained conditions reveals. No attempt is made to verify the stability conditions in the example proposed by the authors, rather it is claimed that, due to the conservatism of Lyapunov method, reasonably large gains work well even if they may not satisfy some of the obtained conditions.
A different modelization of the robot arm dynamics, centered on the decoupled linear nominal model, led Mills and Goldenberg [5] to follow the approach of connective stability [9] to qualify the stability properties of the closed loop system. The authors claim that global connective stability, and hence global asymptotic stability in the classical sense, of the equilibrium point may be established. The key passage of the proof, that allows to conclude for global stability, is the assumption of a constant upper bound for the nonlinear terms. First it is correctly stated that this bound is valid for the time t belonging to a given interval T , but then the conclusion on global stability is drawn, which requires that assumption be valid for any time t.
As already mentioned, the stability analysis based on functional analytic approach [6] is inadequate, because the nonlinear terms in robot arms cannot be bounded under a linear function of the norm of the state. Nevertheless, some authors have tried to derive stability conditions for linear controllers (not specifically PID), by arbitrarily assuming a linear bound [lo] or even a constant bound [Ill. Becker and Grimm [I21 pointed out the difficulties arising when using the L2 and L , approaches if the said simplifying assumptions on the nonlinear dynamics are removed.
IV. REFORMULATION OF THE SYSTEM EQUATIONS
Let us define a new state vector, as follows: (5) and cz are constant values to be determined in such a way that the origin of the state space be the equilibrium point of the system, in case of constant position set-points. Thus, each subvector x, describes the evolution of the state of the corresponding d.0.f. of the system. Assumption 1: A scalar a , 0 I a < 1, is known such that:
The closed loop system can be reformulated as follows: 
while:
where U is the set of all admissible values of the input set-points at any time t.
Note that the bound a in Assumption 1 can be minimized by a
proper choice of the diagonal matrix k,: given the expression for the inertia matrix M , (q,) , the bound a actually turns out to be the result of a multi-dimensional optimization problem in the coefficients of matrix if, . As far as the bound in Assumption 2 is concerned, it is worth recalling how the bound coefficients a0 , ai , and 012 depend on the bounds on each of the different kinds of accelerations that make up vector Q . Assume the following bounds on the set-point functions:
In the above expressions 6fmZ stands for the constant estimate of the inertia load at axis i which is introduced in the nominal model, The first term of the right hand side of (6) is the nominal linear closed loop system, while the second term can be viewed as a structural perturbation to this nominal system. The key of the proposed stability analysis consists in the proof of the global asymptotic stability of the equilibrium point (in case of constant setpoints) of system (6), without the additional uncertainty 4, for every admissible uncertain matrix A (this problem is referred to i n the literature as the quadratic stability problem [13]). Then the reduction of the stability regions due to the effect of the nonlinear terms 4 is estimated. Thus, the Lyapunov function will be obtained as a solution of the Riccati equation that ensures quadratic stability of the system without 4. Moreover, the particular choice made on the ordering of the state variables will make the solution of the Riccati equation block diagonal, while an additional assumption on the dynamics of each control loop will reduce the problem to the solution of a single three dimensional Riccati equation.
To proceed further, we need to introduce the following assumptions: ' The symbol b diag denotes a block diagonal matrix.
Gravitational accelerations
Accelerations due to nonlinear friction2
Accelerations due to set-point variations 2We will suppose the nonlinear friction term norm bounded by a linear function of the norm of the velocity vector, thus excluding a detailed description of the static friction phenomenon, that would require discontinuous models [14] , which are beyond the scope of this paper. The last assumption we need concerns the nominal dynamics of the control loops. -71 -7 2
Assumption 3 is consistent with the approach followed in this paper: in fact, for the nominal linear and decoupled system, there is no point in choosing different bandwidths for the different loops or different positions for the zeros of the PID regulators.
V. PRELIMINARY RESULTS
Consider a scalar /? > 1 and assume that parameters 71 7 2 , and y3 are such that:
For the sake of brevity, the following preliminary results are given without proof. The reader is referred to [15] for the mathematical details.
Lemma 1: Matrix A + l j I s n is Hurwitz Vp provided that parameters 710. 7 2 0 , and 7 3 0 satisfy the following relations: 
there always exist two convex regions S1 and S:! in the state space such that:
1) the origin of the state space belongs to S I :
3) the origin of the state space is locally uniformly ultimately bounded, i.e., there exists a finite time
Moreover, the regions S1 and SZ can be characterized as follows:
2) SI c s2; Proof: See Appendix. 
This is a nonlinear optimization problem, on the three parameters ;,lo. 720. 5 The optimization problem has been solved for some values of a , starting from a = 0, adopting the routines of the MATLABTM Optimization Toolbox. Table I summarizes the results of the numerical search, reporting, for each value of a , the achieved optimum value of the cost function IIDoBII, the corresponding values for 710, 7 2 0 , and 2 3 0 , the eigenvalues of matrix A0 (which must lie to the left of point -1 + j 0 ) and the value of Ilm(s)llm (which must be smaller than l / a ) . Some considerations on the convexity of the optimization problem are reported in [15] . 
Remark 3:
The proof is constructive, since a rule is given to tune the PID regulators. The rule can be summarized in the following steps:
given the bound cy, solve the constrained optimization problem 
n ) . (22)
Remark 4: We have already noticed that increasing 13 results in the enlargement of the interval ( R I , R2). However, the region SZ n ( S f ) ,
being Sf the complementary set of S1, in the z space does not enlarge uniformly in each direction at increasing /3, due to the presence of matrix IB in the left hand side of the inequalities (19) and (20) that define regions , 631 and S2: for the components of the state vector related to the integral states of the controllers the region actually restricts when , ! 3 increases. Therefore there is no chance of enlarging the stability region to the entire state-space by increasing ,O.
Remark 5: Consider now the special case with constant set-points. In this case the parameters of the bound on the nonlinear terms q3 simplify as in (10) and, in particular, QO = 0. In view of expressions (21) this implies that RJ = 0 [while R2 = (8 -a l ) / a z ] so that region S I collapses to the origin of the state space. Therefore the origin of the state-space, which is an equilibrium point, as shown in Lemma 6, is asymptotically stable, and its region of attraction is estimated by region S Z . The characterization of this stability region for a two d.0.f. robot will be worked out in Section VII.
Remark 6: Consistency of the conditions given by the theorem with the stability conditions for the nominal linear system is guaranteed. In the case of system (6) the nominal linear autonomous system is obtained by imposing cy = cy0 = cy1 = cy2 = 0: stability conditions then reduce to (12), while parameter p is simply required to be greater than 1. Thus the system is required to be exponentially stable with exponential degree of stability greater than 1: the actual degree of stability is free and given by ,9, while the relative positions of the eigenvalues is determined by the choice made on the values of parameters ylO. VII. A TWO D.O.F. EXAMPLE As a case study for the stability of PID control applied to robot manipulators, we will consider the two d.0.f. planar robot depicted in Fig. 1 . Suppose that the two links have the same length (1 m) and the same mass (10 Kg). 
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Note that, while the second coefficient of matrix k m is easy to predict, since it is equal to the constant term (2, 2) of matrix M,(qm), the first parameter is smaller than the minimum value achievable by the term (1, 1) of matrix Mm(q7,%): surprisingly enough, a small value of this term results in a better compensation of the overall effect of the manipulator inertia matrix, whose off diagonal terms are considerably large.
Once the optimum value for N has been determined, it is possible to solve the optimization problem stated in the previous section, i.e., the determination of 7 1 0 , 7 2 0 , and 7 3 0 in such a way as to minimize 11DoBll, and to ensure the existence of the solution for the Riccati equation (16). The result of this optimization problem is summarized in Table 11 , where the same symbols as in Table I while the extreme R' of the stability region depends on 8 as follows:
119.24p -366.7.
The stability region S2 is characterized as {z = (zi; 2:)' :
(z:BPoBz1 + z~B P o B z~) < Rg}: it is particularly interesting to study the projections of such a region on the planes determined by homogeneous coordinates, namely the two integrator states, the positions and the velocities. Note that these projections are circles in the respective planes, characterized as follows:
for the integrators states, the positions and the velocities, respectively. The plane of the integrators states deserves some attention for this reason: every robot placed in a gravitational field is kept in position, when the electrical motors are not powered, by mechanical brakes. In many control architectures, the instant when the motors are powered and the mechanical brakes are released, corresponds to the startup of the PID algorithm: at this point the position errors are null (since the robot is required to keep its current position), the velocities are zero, but also the integrators states are null, while at the equilibrium point they equal the gravitational terms, divided by the integral gains. Since we have defined the corresponding portion of the state vector as the difference between the states of the integrators of the PID controllers and the gravitational terms at the equilibrium point, the equilibrium point is the origin of the state space, while the initial point 20 should belong to the stability region (23). Figs. 4 and 5 report the extension of the stability region on the plane of the positions and on the plane of the velocities, respectively, as a function of 8 ( p > 20). In particular, the projection on the plane of the positions has an immediate meaning, since it defines the maximum step that can be given to the position set-points preserving stability. For ,3 = 60, the extension of this region amounts to 1.468 rad which corresponds to 1.68" for the link positions. The eigenvalues of the nominal system are given as the product of 0 with the eigenvalues of matrix Ao, reported in Table 11 , and result -69.16 f 343 and -581.68. The optimum gains of the PID controllers are finally obtained by means of (22). A final remark concerns the decoupling role of the motors and the transmissions in the dynamic model of the industrial robot. Suppose J , = 0 2 , p l = p 2 = 1: then both the optimum value for a (0.9558) and the bounds ag (16.5) and OIC (3.0) would increase with respect to the case with motors. As a result, the extension of the estimate of the stability region would dramatically decrease, while extremely high control gains would be required for the existence of such a region. In particular the projection of the region on the plane of the positions would be a circle with radius 0.01" when the eigenvalues of the nominal system result -153~k8G.Gj and -10 104. This confirms the essential role of the decoupling induced by the motors and high transmissions ratios in the PID control of robot arms. 
VIII. CONCLUSIONS
A stability proof for PID control of robot arms has been presented in this paper. Differently from other approaches presented in the literature, the proof is based on a formulation of the robot dynamic model where the nominal, decoupled and linear closed loop system is emphasized, while the nonlinear terms are split into terms dependent on the control parameters and other norm bounded terms. Standard Lyapunov analysis, together with some concepts of robust control, have been used to derive a simple scalar condition for the existence of a region in the state space for local uniform ultimate boundedness. A characterization of this region has also been provided, while Riccati equation (13) admits at least one positive definite solution 'dp > 0. Let P be one such solution and consider the candidate 
