Abstract-A method for controlling chaotic oscillations in delay-differential systems is presented. The method, which is intrinsically heuristic, relies on the capability of predicting the peak (relative maximum) of an output variable from the knowledge of the previous peak. This property, called peak-to-peak dynamics, is owned by several finite-dimensional systems, and crucially relies on the low-dimensionality of the chaotic attractor. In this paper, it is shown that even delay-differential systems may display peak-to-peak dynamics, and the conditions giving rise to this property are analyzed. Then, a reduced model (a first-order map) derived via peak-to-peak dynamics is exploited to suppress chaos in favor of a periodic regime.
I. INTRODUCTION
Nonlinear delay-differential systems (DDSs), a peculiar class of infinite-dimensional dynamical systems, are frequently used in several areas of science and engineering, among which biology [1] , optics [2] , and electronics [3] . Their theoretical properties have been deeply analyzed: the reader can refer to several textbooks for surveys (e.g., [4] , [5] ). The literature on the control of nonlinear DDSs is also well established (e.g., [6] , [7] for an early and a recent contribution).
Although it has been recognized that nonlinear DDSs can display irregular, aperiodic oscillations, i.e., chaos [8] - [12] , little research effort has been devoted to the control of chaotic oscillations in DDSs. As a matter of fact, although hundreds of papers have been recently published on the subject of chaos control (see [13] - [17] for surveys), only a few of them concern DDSs [18] - [20] .
In this paper, a control method is proposed which is based on peak-to-peak dynamics [21] , a property owned by several finite-dimensional chaotic systems (e.g., Lorenz, Rossler, and Chua among the most popular. See also the reference list in [21] ). If a system displays peak-to-peak dynamics, the value of a peak (relative maximum) of an output variable can be predicted, with good approximation, from the value of the previous peak. Thus, despite the order of the system, the dynamics of the peaks are essentially described by a one-dimensional (1-D) map, and such a map can be fruitfully used for designing the control system.
It is known that the existence of peak-to-peak dynamics in finite-dimensional systems is crucially related to the low dimension of the chaotic attractor [21] . In this paper it will be shown that the same relationship holds for DDSs. As a consequence, the proposed approach is oriented to DDSs with low-dimensional chaos (approximately two-dimensional), which is typically related to a small delay. In this respect, this work can be regarded as complementary to the approach followed in [9] , [18] , where a 1-D map coarsely describing the behavior of the DDS is derived under the assumption of large delay.
The aim of this paper is to show that a control design method which has already been applied to finite-dimensional systems [22] can be extended to DDSs. If a DDS displays peak-to-peak dynamics, then the problem of controlling it, namely of controlling an infinite-dimensional Manuscript received July 5, 2000; revised February 13, 2001 . This paper was recommended by Associate Editor C. K. Tse.
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continuous-time system, can be reduced to that of controlling a 1-D map, with a dramatic reduction of the problem complexity. More precisely, in this paper the problem of suppressing chaotic oscillations in favor of a periodic regime is considered, although the availability of the above described reduced model allows one to define different control objectives [22] . The paper is organized as follows. In Section II the conditions giving rise to peak-to-peak dynamics in DDSs are discussed, and a first-order map (the peak-to-peak map) is introduced as an approximate model of the system. In Section III a control variable is added to the DDS, and the definition of peak-to-peak map is consistently extended. This leads to a discrete-time reduced order model of the DDS that is the base for control system design. The problem of controlling the DDS to a periodic orbit is formulated and numerically solved. In Section IV the proposed method is applied to two models proposed in the literature. Concluding remarks can be found in Section V.
II. PEAK-TO-PEAK DYNAMICS IN DELAY-DIFFERENTIAL SYSTEMS
We consider systems described by a differential equation with delay
where t 2 R + = ft 0g; x(t) 2 R, and > 0 is a given delay. The function f : R 2 R ! R is sufficiently regular to guarantee that x(t) is univocally defined, for all t 2 R + , by the initial condition x(1) : [0; 0] ! R [4] , [5] . Thus the system (1) [12] . In the following, when unambiguous, we will omit the time t and write x for x(t) and x for x(t 0 ).
Since we are interested in attractors of system (1) (in particular, chaotic attractors), it is worthwhile to recall the following properties (e.g., [8] , [23] ):
• An attractor of system (1) • The dimension of any attractor of system (1) is finite (by dimension of an attractor we will denote, here and in the rest of the paper, the capacity (or box-counting) dimension [23] , [24] ). This implies that, for a generic T > 0, we can find a finite integer m such that the m-dimensional space E of the delay-coordinate vectors e(t) = (x; x T ; . . . ; x (m01)T ) is an embedding space for the attractor. We will denote by X E the attractor in the embedding space, and by d X < m its dimension. We define a scalar output variable y in the following way:
where g(1) : R r ! R is a smooth function. Although any nonlinear smooth function can, in principle, be used for g (1) , for simplicity, we will restrict our attention to linear functions. The simplest choice is y(t) = x(t), but we shall see by means of the examples (Section IV) that often a more favorable choice is to let y(t) be a moving average of r equally spaced samples of x, i.e.,
Notice that the former case (y = x) is obtained from the latter by letting r = 1.
1057-7122/01$10.00 © 2001 IEEE Now, assume that the system is in chaotic regime and the output y(t) is recorded for a sufficiently long time interval. Denote by t k and y k , respectively, the time and the amplitude of the kth relative maximum (peak) of y(t). A peak-to-peak plot (PPP), namely the set of pairs (y k ; y k+1 ), can be associated to the output record. It is known [21] that, in a large number of finite-dimensional systems _ x(t) = f (x(t))(x 2 R n );y(t) = g(x(t)), the points (y k ; y k+1 ) practically align on one or more curves, namely the PPP is filiform. Lorenz [25] was the first to discover this property in his popular third-order system. This basically happens when the dimension of the chaotic attractor is close to two since, in that case, the cross-section of the attractor with the Poincaré section _ y = (@g=@x)f = 0 (where the peaks occur) has dimension close to one. Consistently, we say that system (1), (2) has peak-to-peak dynamics (PPD) when the PPP is filiform, i.e., when its dimension is close to 1. In that case, as it will be discussed more precisely later, the PPP can be approximated by one or by a few curves. In Fig. 1 two examples of filiform PPPs are presented: they refer to the model by Mackey and Glass [1] , one of the first examples of chaotic DDS.
As for finite-dimensional systems, the existence of PPD in (1), (2) is strictly related to the dimension dX of the attractor X. Indeed, when y(t) has a peak the delay-coordinate vector e(t) = (x; x T ; . . . ; x (m01)T ) crosses the manifold defined by _ y(t) = 0, i.e., It is not restrictive to choose T as an integer divisor of ( = kT; k integer), since T is arbitrary, and to select an embedding space E of dimension m r + k. Then the latter equation is actually of the form x; xT ; . . . ; x (m01)T = 0 namely it defines a Poincaré section 6 E. Thus we are exactly in the same framework as in the case of finite-dimensional systems: if dX = 2 the cross-section X \ 6 has dimension close to 1, so that the system (1), (2) has PPD.
When system (1), (2) has PPD, in the most general case the PPP (approximately) defines a multi-valued function, since multiple values of y k+1 might be associated to some y k (see Fig. 1(a) ). Thus, once an interpolation criterion is specified, a set of peak-to-peak maps (PPMs) y k+1 = F i (y k ); i = 1; 2; . . . ; p can be associated to the PPP. Note that y k+1 can be predicted if one knows y k and the index i of the map Fi to be used. In [21] it is shown that the latter information depends on y k01 only, so that, in the most general case, y k+1 is a function of the previous two peaks y k+1 =F(y k ; y k01 ):
It is clear that, in the applications, the best situation is that of having a single (p = 1), smooth PPM. But, whereas the existence of PPD is only related to the dimension of X, the number and the geometry of the PPMs F i 's depend on the definition of the output variable y, because such a definition influences the geometry of the Poincaré section 6 (see the above discussion). For example, letting y = x in the Mackey-Glass model yields a PPP requiring two PPMs, one of them certainly nonsmooth [ Fig. 1(a) ], whereas for a different output variable (see the figure caption) a single, smooth PPM can be used (Fig. 1(b) ). Thus, it is natural to try to select y in order to have a PPP as simple as possible. We will see in the following that, in the examples we considered, a moving average output (3) is particularly suited to this aim.
In conclusion, from now on, we will assume that the system (1), (2) has PPD and, for simplicity, that the output y is such that the PPP can satisfactorily be interpreted by a single PPM
The 1-D map F (1) captures the essential dynamics of the infinite-dimensional continuous-time systems (1) and (2). As we shall see, this dramatic reduction of the model complexity can be fruitfully exploited for controlling the chaotic oscillations of the DDS.
III. CONTROL PROBLEM
A control variable u is now introduced in the DDS, so that (1) modifies to dx(t) dt = f (x(t); x(t 0 ); u(t))
where u(1) : R + ! R is a piecewise-continuous function and, for a nominal (constant) input u(t) = u nom , the above DDS with control input reduces to (1) . Moreover, for all t 2 R+ the control u(t)
takes values in a prescribed (small) interval U = [u min ; u max ] with u nom 2 U . We assume that, for (almost) any constant input u 2 U , the system has chaotic behavior with PPD, as it does at u(t) = unom. As a consequence, a family of PPMs, parameterized in u 2 U , can be defined y k+1 = F (y k ; u):
In practice, an approximation of the function F : Y 2 U ! Y is obtained by deriving (through simulation) a sufficiently large number of triples (y k ; y k+1 ; u i ) for a grid of constant control values u i 2 U . Then, a parameterized class of candidate functions F (1; 1) can be defined, among which the best fitting function is obtained by least-squares interpolation. The task is made very easy by using a standard three-dimensional (3-D) least-squares interpolator (such as TableCurve3D, by Jandel Scientific), which automatically finds out the best fitting function among a large number of different classes. In our examples, (Section IV) good results were obtained with rational functions.
In order to exploit (4) in designing a controller for the DDS, the control variable is now allowed to vary in time. Nevertheless, we restrict u(t) to be constant between two subsequent peaks of y(t), i.e., u(t) = u k 8t 2 (t k ; t k+1 ] so that, by replacing u by u k in (4), the following reduced model can be introduced:
Conceptually, deriving (5) from (4) amounts to extend the validity of the PPMs F (1; u) from constant to time-varying control. Notice that, when u(t) is switched to u k at time t k , the system moves toward the attractor X(u k ). If the transient time is much shorter than the average time between peaks (i.e., the system is strongly dissipative), the PPM F (1; u k ) which, strictly speaking, is only valid when the control is constant and equal to u k , will provide a fairly good prediction of y k+1 given y k . Although such a property is difficult to be assessed a priori, the reduced model (5) turns out to be a good approximate description of the system in many cases, and can effectively be used for control design. We shall see in the next section that this is also true for the examples of DDSs we considered.
A control law for the reduced model (5) is a function of the form u k = q(y k ) with u k 2 U . The structure of the overall control system is illustrated in Fig. 2 . The control law q(1) : Y ! U must be designed in accordance with the prescribed control objective [22] . For brevity, in this paper we only consider the goal of suppressing chaos in favor of a regular cyclic pattern. Such a goal can be pursued very directly in a system with PPD. Indeed, let us fix a control value u 2 U , and consider y such that y = F ( y; u), i.e., y is a fixed-point of (5) for the constant control u k = u. If the reduced model is sufficiently accurate, y identifies a periodic orbit since the corresponding sequence of the peaks of y(t) is y; y; . . . : To steer the DDS to such a periodic orbit, the following optimal control where 0 < 1. Such a problem belongs to a class that is extensively treated in many textbooks (e.g., [26] ). If the optimal cost J opt (y 0 ) is bounded for all y0 then y k ! y (and u k ! u, provided 6 = 1) for all y 0 , i.e., y is globally stable in the controlled system. Therefore, if we initially apply a constant control value u 2 U and the DDS is in the chaotic regime described by the reduced model (4), then switching on the optimal control law will steer the system to the prescribed periodic orbit. Notice that the control law q(1) is not constrained to belong to any a priori class of functions. Consequently, the optimal control law will be, in general, a nonlinear function.
By discretizing the set Y , the optimal control problem can be numerically solved by the standard dynamic programming algorithm (e.g., [26] Since we are dealing with a first-order system, the computational burden of dynamic programming is definitely acceptable.
IV. EXAMPLES OF APPLICATION

A. Mackey-Glass Model
The following equation, originally proposed by Mackey and Glass [1] (with u = unom = 1), was one of the first examples of chaotic DDS (see also [3] for an electric circuit implementation and [8] for a detailed analysis of the Lyapunov exponents) _ x = u ax (1 + x ) c 0 bx (6) As in [8] we set a = 0:2; b = 0:1; c = 10. Moreover, we let = 17; U = [0:975; 1:025] and we set the initial condition x() = 00:9 for 0 0. We have already shown in Fig. 1 that if y(t) is a suitable moving average of x(t) the PPP can be fairly well approximated by a single PPM. The sampling period T and the length r of the moving average window giving rise to the PPP of Fig. 1(b) have been selected by trial-and-error. The time patterns of Fig. 3 clearly point out that the minor peaks are filtered out by the moving average operator, while the major peaks contribute to the PPP. The function F (1; 1) defining the reduced model has been derived by the interpolation procedure described in Section III. Three cross-sections F (1; u) are presented in Fig. 4 . At u = 1 the reduced model has a fixed point at y = 00:616 (Fig. 4) . The control of the system to the corresponding periodic orbit has been performed as explained in Section III, and the resulting optimal control law u k = q(y k ) is shaped as in Fig. 5 . Note that it is remarkably nonlinear. The application of this control law to system (6) leads to the time behavior of Fig. 6 . After the control law is switched on at t = 600, the chaotic oscillations are very quickly replaced by regular (periodic) oscillations, and the control u(t) settles down to a practically constant value.
B. A DDS With a Piecewise-Linear Delay Function
Lu and He [12] We set U = [0:95; 1:05]. As in the previous example, the PPP for y(t) = x(t) does not allow to neatly identify a reduced model of the system (see Fig. 7 (a) obtained for u = 1). Again, this is due to high-frequency, small-amplitude oscillations superposed to the fundamental oscillation of x(t). By contrast, if the output is a moving av- Although it has a definitely more complex structure than that of the previous example [ Fig. 1(b) ], it seems reasonable to try to interpret it as a single curve. Obviously, in this case, the resulting reduced model will represent a rather coarse description of the DDS. The same procedure discussed in the previous example was used to control the system to the periodic orbit corresponding to the fixed point y = 0:942 ( u = 1) of the reduced model. In spite of the rather poor reliability expected from the reduced model, the application of the resulting optimal control law regularizes the behavior of the system (Fig. 8) , thus denoting a fair robustness of the method.
V. DISCUSSION AND CONCLUDING REMARKS
The paper has presented a heuristic method for controlling chaotic oscillations in DDSs, an important class of infinite-dimensional sys- tems that are often used in several areas of science and engineering. The core of the method lies in deriving a reduced (discrete-time first-order) model of the DDS, so that the complexity of the control design is dramatically lowered. Such a reduced, approximate model exists if the DDS displays peak-to-peak dynamics, a property, related to the low-dimensionality of the chaotic attractor, which is explored in this paper for the first time in the context of infinite-dimensional systems.
The examples of application show that a simple and effective reduced model can be obtained by suitably selecting the output variable y. Indeed, while the existence of peak-to-peak dynamics is only related to the dimension of the chaotic attractor (and thus depends on the DDS equation (1) only), the output equation (2) affects the geometry of the Poincaré section _ y = 0 on which the maxima occur and, consequently, the geometry of the peak-to-peak plot.
Obviously, the above remark is not restricted to DDSs but applies to finite-dimensional systems as well. But a typical feature that we observed in DDSs is the existence in the signal x(t) of small amplitude, high-frequency oscillations superposed to the main large amplitude, low-frequency one (Fig. 3) . This phenomenon can be visualized in the embedding space E as in Fig. 9 , where a piece of the chaotic orbit and its intersections with the manifold _ y = 0 are depicted. It is clear from the figure that a simpler peak-to-peak plot would be obtained if the output equation could be modified in such a way to avoid the intersections m 2 ; M 2 .
The examples of application have shown that it is worth to select a moving average of x(t) as output of the system, because, although it is not guaranteed that such a choice will work in all situations, it allows one to identify a reduced model with little tuning effort. A twofold interpretation can be given to this result. In the embedding space (Fig. 9) , tuning the filter means modifying the geometry of the manifold _ y = 0. From a signal processing point of view (Fig. 3) , tuning the filter means smoothing out the small amplitude, high-frequency oscillations without destroying the information contained in the large amplitude, low-frequency ones. Of course, it is spontaneous to wonder whether other classes of filters could yield better results. This topic, which is currently under research, falls within the more general issue of filtering chaotic signals, for which interesting results are already available [27] , [28] .
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