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ABSTRACT

An abstract of the dissertation of Humberto Carlos Godinez Vasquez for the Doctor of
Philosophy in Mathematical Sciences presented February 16, 2009.

Title: Data Assimilation, Adaptive Observations and Applications

Sensitivity analysis, data assimilation and targeting observation strategies are methods that are applied to various complex mathematical models of fluid dynamics. In
this research we investigate new directions to improve on the current strategies used to
deploy additional observational resources (targeting strategies) for data assimilation in
dynamical systems of fluid mechanics.
Targeting strategies aim to determine optimal locations where additional observations will improve the solution of the data assimilation process by identifying regions
where state errors in the model have a high potential to grow.
Properly accounting for nonlinear error growth is an unresolved issue in targeted
observations for numerical weather prediction (NWP). A novel observation-targeting
approach based on derivative information from a second order adjoint (SOA) model is
proposed to account for the quadratic initial-condition error growth in the model forecasts. Preliminary numerical experiments performed with a two-dimensional shallowwater model indicate that the SOA methodology is effective and may outperform the
traditional first-order adjoint approach to targeted observations. Further experiments are
required to validate this methodology in realistic NWP models.

The impact of model errors on the targeting strategy is also investigated. The motivation being to investigate the validity of the common assumption made to facilitate the
practical implementation of 4D-Var, namely that the model representing the dynamical
system is perfect. This assumption is not generally valid in real life since representation
and numerical errors are present in the models. To asses the impact of model errors in
the singular vectors targeting strategy, the derivatives of the singular vectors with respect
to the tangent linear model are used. Numerical experiments with a shallow water model
show that the derivatives provide a first order approximation to the expected change in
the sensitivity fields due to perturbations in the model.
Additionally, a parametric sensitivity analysis of a new resolving cloud-aerosol model
is presented. This cloud model has smooth dependence on input parameters and data,
enabling the computation of derivatives and thus a more amenable sensitivity analysis.
The relationship between a key parameter and model output is explored and analyzed.
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Chapter 1

INTRODUCTION

Fluid dynamics systems arise in a wide range of applied sciences, including aeronautics,
chemical engineering, mechanical engineering, oceanography, and meteorology. An
efficient and accurate numerical simulation of the behavior of the dynamical systems
requires proper specification of the initial conditions and model parameters values.
Errors in initial conditions and/or input parameters are further propagated by the
model dynamics and may introduce a large uncertainty in the state evolution. Data
assimilation methods aim to provide optimal estimates to the initial conditions and/or
parameters by combining information from the mathematical model, observations of
the state of the system, and statistical information of errors in data. These methods
are widely used in atmospheric, oceanographic, and meteorological sciences since an
accurate solution (forecast) is crucial to the objectives of these disciplines [35].
Observational data plays an important role in the assimilation process since it provides information of the true state of the system at a given time and space. Not all
observations have the same impact on the dynamical system model, and the key issue
is to identify where and when to place observations of high impact to a particular fore-
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cast situation. Adaptive or targeted observation strategies aim to improve the numerical
solution of the data assimilation process by identifying optimal locations in the spatialtemporal domain where additional data needs to be collected.
The focus of this research is on targeting strategies and sensitivity analysis for models in fluid dynamics, with a particular interest in applications to atmospheric sciences.
We aim to investigate new directions of improvement to current observations targeting strategies as well as their efficient numerical implementation in the context of four
dimensional data assimilation (4D-Var).
The mathematical models used to represent dynamical systems in fluid mechanics
have become more realistic and complex due to a demand for more accurate simulations. Many of these models posses highly nonlinear behavior that can limit the time
interval in which targeting strategies can accurately approximate the evolution of initial condition errors. Additionally, representation and numerical errors that are present
in the models can have a significant impact on the data assimilation as well as in the
targeting strategies.
The adjoint based targeting strategies investigated are the adjoint sensitivity and singular vectors targeting strategies. In the adjoint sensitivity we develop a new targeting
strategy that uses second order derivative information to increase the time interval in
which the approximation to the evolution of initial condition errors remains accurate.
With the singular vectors targeting strategy we compute the derivatives of the singular
values and vectors to estimate the impact of certain types of model errors in the sensitivity fields. The practical problem of optimal flight planning is investigated in the context
of 4D-Var data assimilation.
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Additionally, we perform a parametric sensitivity analysis study on a new resolving
cloud-aerosol model. The new cloud model uses continuous parameterizations making it
more amenable to sensitivity analysis studies since no discontinuities are present that can
produce an undefined derivative. The study reveals the relationship that exists between
a key parameter and the model solution, indicating regions in the solution where the
parameter will have a significant impact.
The Thesis is organized as follows: In this introduction chapter we revisit data assimilation methods, such as the Kalman Filter and variational methods (3D-Var and
4D-Var) and give a brief introduction to targeting strategies. The use of the tangent and
adjoint models for sensitivity analysis, as well as their practical implementation to a
shallow water model, is discussed in chapter 2. In chapter 3 we introduce a novel targeting strategy based on the second order adjoint model. Experimental results of data
assimilation with adaptive observations determined by the second order adjoint targeting method are presented and compared with the traditional first order adjoint targeting
method. Additionally, the implementation of these targeting strategies to a flight path for
dropsondes is presented. The use of the derivatives of the singular value decomposition
to asses the impact of model perturbations in sensitivity fields is presented in chapter
4. In chapter 5 a parametric sensitivity analysis study for a new cloud-resolving aerosol
model is presented. Conclusions and final remarks are discussed in chapter 6.

1.1

Data Assimilation

Data Assimilation methods use information from the mathematical model (governing
equations), observations (data provided by measurements taken from the true state of
3
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I.C.
Model

Observations

Data Assimilation
Analysis

Figure 1.1: Cycle of data assimilation: the cycle will be repeated until the model output
is reasonably close to the observations after which the output of the data assimilation is
the analysis
the system), and error statistics (estimated state and observation covariance errors) to
produce an accurate estimate of the true state of the system at a given time and space,
referred to as analysis [43], [35], [19]. This analysis may be initial conditions and/or
parameters. Henceforth in this work we will refer to the analysis as an optimal initial
condition for the model. A schematic of a data assimilation cycle is presented in figure
1.1.
Popular techniques, such as the Extended Kalman Filter (EKF), Ensemble Kalman
Filter (EnKF), 3D-Var, and 4D-Var, are discussed in the following sections.
Notation

4
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We will follow the notation described in [32]. Let
dx
dt
dt

=

-F(M),

(1.1)

x(t 0 )

=

x0,

(1.2)

be the resulting system of ordinary differential equations after the spatial discretization
of the mathematical model (usually a system of partial differential equations), where x 0
is the initial condition.
After the time discretization of (1.1)-(1.2) let

xi+1 = Mi(xi)

(1.3)

denote the discrete model, where Mi denotes the numerical integrator from time U to
ti+i and x the discrete state vector. The tangent linear model, i.e. derivative of Mi, is
dMi
denoted by Mj which is the Jacobian matrix
Throughout this work the following notation is used to denote various variables in
the data assimilation process:
• state vector: variables that represent the state of the model, denoted by x which
has dimension n
• true model state: true state of the system, denoted by xf (dimension n)
• background state: a prior estimate of the true state of the system before data
assimilation is carried out, denoted by xb (dimension n)
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• analysis: optimal representation of the true state vector for our model, denoted
by x a (dimension n)
• observations: The observations are denoted by y which has dimension p. In
practice the number of observations do not match the variables in the state. To
correlate the observations to the state an observation operator denoted by H is
used. This operator takes the state vector into the observation space H : Rn —> W.
This operator is often assumed to be linear, for example given by the interpolation
process to determine the value of the state vector in the appropriate observation
space.

Error variables:
• Background errors: eb = xb — x*. The covariance matrix of background errors
is B = (eb — eb) (sb — eb) of dimension n x n where e6 is the mean background
error. These errors do not include discretization errors.
• Observation errors: e° = y — H (x), covariance matrix of observation errors
R = (E° — e°) (e° — e°)T of dimension p x p where e° is the mean observation
error. These include errors in the observation process (instrumental errors), errors
in the representation operator H and discretization errors.
• Analysis errors: sa = xa — x*, denote by A the covariance matrix of analysis
errors of dimension n x n
• The model error covariance matrix is denoted by Q, and it is the deviation of the

6
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forecast prediction from the true evolution, Mj (x*) — x-+1. This last expression is
the model error, which is assumed not biased.

1.1.1

Best Linear Unbiased Estimator and Kalman Filter

The analysis can be obtained through statistical interpolation with least square estimation which is called the Best Linear Unbiased Estimator or BLUE [35].
Given a background state xb, and a set of observations y the optimal least square
estimator or BLUE analysis is given by the following interpolation equations:

xa = xb + K (y - H [x6])

(1.4)

K = BHT (HBH r + R ) _ 1

(15)

where H is the linearization of the observation operator H, and K is the Kalman gain or
weight matrix of the analysis. The vector y — H [x6] is called the innovation vector. This
vector is multiplied by the gain matrix K to give an optimal weight to the information
provided by the observations, i.e. if the observations have a large uncertainty then we
should not blindly trust this information to guide our analysis.
Extended and Ensemble Kalman Filter
The Extended Kalman Filter (EKF) is an extension of the Kalman Filter to nonlinear
dynamics. The analysis equations are the same as BLUE, with the characteristic that
each background is provided by a forecast that starts from the previous analysis.
The Ensemble Kalman Filter (EnKF) is a sequential data assimilation method, using
Monte Carlo or ensemble integration, introduced by Evensen [21]. It provides a com-
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putationally feasible approach to the practical implementation of the Extended Kalman
Filter, in which an ensemble of model states is used to calculate the mean and error
covariance matrices needed at the analysis step. The ensemble is obtained by adding
random perturbations (white noise) to the observations for which an analysis is produced. The number of ensemble members k is much smaller than the dimension of the
model error covariance matrices n, i.e. k <Cn.
The main advantages that EnKF has over EKF is that it is less numerically expensive
and more robust when dealing with a strongly nonlinear dynamical system. There are
several variations and improvements to this data assimilation procedure, such as the Ensemble Transform Kalman Filter (ETKF) [8], and Local Ensemble Transform Kalman
Filter (LETKF) [31].
Data Assimilation based on the Kalman filter are easy to implement but most are
computationally demanding since some type of Monte Carlo simulation is needed. It is
also less suitable for systems with uncertainty over a wide range of scales.
The following are deterministic data assimilation methods, which depend on a functional to determine an optimal analysis for the model. Both methods involve the minimization of a costfunctional that measures the misfit of the model output to observations
and to the background estimate.

1.1.2

Three Dimensional Variational Assimilation Method (3D-Var)

Also known as 3D-Var, this method obtains the analysis xa by minimizing a cost function that measures the distance from the state to the observations and the distance from
the state to the background estimate. It is called 3D-Var since 3 dimensions (space
8
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dimensions) are being considered for the minimization of the variational function. The
analysis given by this method is the state of the system at a given time from which a new
forecast is initiated. The analysis is sought by minimizing the cost function iteratively:

J (x) = (x - xbf

B" 1 (x - x6) + (y - H [x])T R" 1 (y - H [x])

(1.6)

The first term is the background cost Jh and the second term is the observation cost J°,
i.e.
J (X) = Jb (X) + J0 (X)

y3

*

Figure 1.2: 3D-Var assimilation cycle where J is minimized at each time tj. The solid
dot (•) represents the background state x ^ at tt, (notice x ^ = M. ( x ? - ^ ) )> the asterisk
(*) represents the observations y ^ and the cross (x) represents the analysis x?^ which
is the minimum of J at £;. The solution is computed to the verification time tv.
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J(x)

Figure 1.3: Schematic representation of the minimization of the cost function J, [9]
The data analysis problem is formulated as

min J (x),

x a = argminj" (x)

(1.7)

The inverse error covariance matrices B _ 1 and R _ 1 provide weights to the background
and observation terms, respectively. This gives data a weight inversely proportional to
errors affecting them, giving more weight to accurate information and less weight to
inaccurate ones. A graphical interpretation of a 3D-Var is given in figure 1.2. We can
see the non-smoothing nature of this data assimilation method. At every specified time
ti where data from observations is available, a correction is made to 'steer' the solution
to a correct path.
A descent algorithm, like the conjugate gradient or quasi-Newton method, is used to

10
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minimize the cost function. These methods require the gradient of J, given by:

VJ (x) = 2B" 1 (x - x 6 ) - 2H T RT 1 (y - H [x])

(1.8)

where H is the Jacobian of H. Figure 1.3 illustrates the minimization of J, assuming it
is convex, by finding where \\VJ (x) || = 0. The minimization can be stopped by either
limiting the number of iterations or by requiring that the norm of the gradient decreases
below a specified tolerance \\V J (x)|| < e.
In most cases observation errors are considered to be uncorrelated such that the error
covariance matrix R is diagonal. This simplifies the structure of J0
Assume that H is linear, then H = H and J becomes a convex function hence has
a unique minimum point. If this is the case we can explicitly obtain x a by finding where
the gradient of J, with respect to x, is equal to zero:

V J (x a ) = 0
2B" 1 (x a - x 6 ) - 2H T R" 1 (y - Hx a ) = 0

Solving the last equation with respect to x a we obtain

x a = x 6 + B H T ( H B H r + R ) _ 1 (y - H [x6])
which is the BLUE solution for the analysis problem. This establishes a relationship
between 3D-Var and the Kalman Filter. In essence the analysis obtained using either
method, under ideal circumstances, should be the same as explained in [44].
11
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1.1.3

Four Dimensional Variational Assimilation Method (4D-Var)

The four dimensional variational data assimilation method, known as 4D-Var and introduced by LeDimet and Talagrand [40], is a generalization of the 3D-Var method. In
4D-Var we consider the space and time dimension for the assimilation of the observations. In this way we include information of the dynamic evolution of the state, and the
time distribution of the observation into the assimilation method. The 4D-Var method
will act like a smoother whose objective is to find a solution trajectory of (1.3) that will
best fit the data given by the background and the observations distributed in time.
Over a given time interval, called the assimilation time window, the observations are
distributed among N time instances. The state or the observation vector at any given
time ti are denote by a subscript i, hence y is Xj, and x t j are the observations, state, and
true state at time U. The error covariance matrix of the observations at time U is denoted
by Rj. The observation operator Hi at time ti is linearized as H;. The background x.b
is only taken at the initial time as well as B, its error covariance matrix. The analysis
x a produced by 4D-Var is the initial condition for the model (1.3) that provides the
solution trajectory that best fits the background and time distributed observations. The
model equations are imposed as strong constraints such that for this method to work
appropriately it is assumed that the model is perfect, i.e. the errors of representation are
negligible and do not grow considerably. The cost function of 4D-Var is given by:
N
6 T

1

6

J (x0) = (xo - x ) B " (xo - x ) + J2 (Yi ~ Hi N f R-T1 {Vi ~ H% M )

(1.9)

i=0

where Xj is the solution (forecast) of the model at time ti taking x 0 as the initial condi12
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*
I

to

:

1

!

t\

ti

,

:

£3

tv

,.

Figure 1.4: 4D-Var assimilation cycle. The time distribution of the observations as well
as the dynamic evolution of the model is taken into account in this assimilation method.
The analysis produced by this method is the initial condition x a (t0) that provides a
solution trajectory, from initial time t0 to verification time tv, that best fits the data.
Notice x a (t„) = Mto->tv (x a (to))tion, i.e.
xi = Mt0^u(xo)

Vti

(1.10)

where M.to^ti is the model integration from initial time to to ti, which in most cases is
a nonlinear operator.
The 4D-Var analysis problem is defined as

min J (x),

x a = argmin J (x)

where we are taking the variable x to be the initial condition x 0 of the model (1.3).
Figure 1.4 gives a graphical interpretation of 4D-Var. Unlike 3D-Var we have a
smooth trajectory that is modified through the initial condition until a solution that best
fit the data is found. This makes 4D-Var a nonlinear constrained minimization problem
13
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that is difficult to solve in general.
A descent algorithm, like the conjugate gradient or quasi-Newton methods, is used
to minimize the cost function. These methods require the gradient of the cost function
V xv 7 (x), but since x = x 0 the actual gradient that is required is VXo J (x 0 ). The computation of this gradient will involve the derivative of the model since the cost function
includes terms with the variable Xj, and this is model dependent, i.e. Xj = Mt0^u C*o)To evaluate the gradient an adjoint model integration is required, this model will be discussed in detail on section 2. Evaluating VXov7 will involve a forward integration of the
model equations (1.3) followed by a backward integration of the adjoint model.
As mentioned above, in practice 4D-var is implemented under the perfect model
assumption, this imposes the model as a strong constraint on the minimization, i.e. a
suitable initial condition must be found for the model to fit the data. If model errors are
considerable then 4D-var will either encounter problems converging to an analysis or
will give an analysis that may produce a poor forecast. To address this issue Tremolet
[58] formulated a weak-constraint 4D-Var that includes an error term in the cost functional and takes them into account in the minimization procedure. Other studies that
address model errors in 4D-Var data assimilation include Tremolet [59], Griffith and
Nichols [26], and Vidard et al. [61].

1.1.4

Model Errors in Data Assimilation

In variational data assimilation systems it is assumed that the model in consideration
is perfect, i.e. it describes the evolution of the physical phenomena exactly, or at least
that model errors are not significant when compared with error in background and initial
14
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conditions. This assumption is generally not true and model errors can have a significant
impact on the analysis as shown by Dalcher and Kalnay in [18]. The effects of an
imperfect model have to be taken into account in the data assimilation system to produce
a realistic analysis. Tremolet [58], and Griffith and Nichols [26] address this problem,
in the context of 4D-Var data assimilation, by weakening the model constraint. A model
error coefficient is introduced in the evolution of the state variable.
The evolution of the state variable is modified to

Xj+i = Mi(xi)

+ Si,

(1.11)

where e, is a model error coefficient at time t,. The minimization problem can be defined
as

xa
where

=

J (x0) =

argminj7 (x)
(x 0 - x 6 ) T B " 1 (x 0 - x 6 )
N

+ Y, (Yi - Ht M ) T R r 1 (yi - Ht [x,])
i=0

+ejQ71ei
subject to

Xj+i

=

Mi(xi)

+ £i

where Qj is the model error covariance matrix at time step U.
The model errors are assumed to be random variables that are unbiased and serially
uncorrected. For evolutionary systems, the model error is expected to depend on the
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model state and to be correlated in time.
The model errors evolve according to ei+\ = Tie*, where e* represent systematic
model errors. The evolution of systematic errors satisfy e i + i = gj (XJ, e,), where gj is
to be specified. For this general description the minimization problem becomes

xa

=

argminj" (x)
x6lR n

where

J(x0)

=

(x 0 - x ^ B "

1

(x 0 - x 6 )

N

+£

(Yi - Hi [Xi])T R r 1 (y, - Hz [xi])

i=0

+ (eo - eb0)T Q;1 (e 0 - eg)
subject to

xi+1 =
^i+l

=

Mi (XJ) + Tiei
&i\X-i,&i)

The results show that the analysis obtained in the weak constraint data assimilation may
outperform the traditional analysis when model errors are taken into account.

16

Chapter 1. Introduction

1.2
1.2.1

Shallow Water Model
Mathematical Models and Numerical Weather Prediction

The mathematical model or governing equations that describes the evolution of the atmosphere is given by primitive equations:

-X
at
%
pa

=

_ a V p - V^ + F - 2 f i x v

= -V-(pv)

(1.13)

= RT

(1.14)

dT
dp
—
a—
Cp—-a^
dt
dt
dpq
dt

(1.12)

•V-(pvq)

+ p(E-C)

(1.15)
(1.16)

The first equation (1.12) is conservation of momentum, where v = (u,v,w) are the
wind velocities in the x, y and z directions respectively, p is density, a = 1/p specific
volume, p is pressure, 4> = <pe — Vt2l2/2 is geopotential (<fie is the Newtonian gravitational
potential of the earth, Q is angular velocity, / distance from axis of rotation), and F is
frictional force. The second equation (1.13) is the continuity equation or conservation
of mass. The third equation (1.14) is the equation of state of perfect mass, where R
is the gas constant for dry air and T is temperature. The fourth equation (1.15) is the
Thermodynamic energy equation or conservation of energy, where Q is the change of
heat per unit mass, Cv specific heat at constant volume, and Cp specific heat at constant
pressure (Cp = Cv + R). The final equation (1.16) is the equation of conservation
of water vapor mixing ratio which indicates the change in the ratio q when there is
17
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evaporation E and condensation C. Equations (1.12)-(1.13) are also called the Euler
equations.

1.2.2

Shallow Water Equations

The model employed in this research is a global 2D shallow water model on a sphere.
The model describes the hydrodynamic flow on a sphere under the assumptions that
the vertical motion is much smaller that the horizontal motion. It is also assumed that
the fluid depth is small compared with the radius of the sphere (radius of Earth). The
governing equation for such a flow are

%
at

=

-/kxv-V0,

(1.17)

=

_v.[(0-0s)v],

(1.18)

d

A

d
d
where — = — + v • V, v = u\ + vj with i, j , k being the unit vectors in the three
at
at
orthonormal directions on the sphere, u and v are the zonal and meridional velocity
components, respectively, h is the fluid depth, hs is the bottom topography, g the gravitational constant, 0 = gh, 4>s = ghs, and / is the Coriolis parameter. These equations
are referred as the Shallow Water Equations [1], [35] widely used in fluid dynamics and
often provide a first step in the development of atmospheric models.
There are several numerical methods employed to integrate the governing equations
to obtain an approximate solution referred to as forecast of an atmospheric model. The
most commonly used are the Finite Difference methods, and Finite Volume methods.
The Finite Difference method has the main advantage that it is simple to implement.
18
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The space variables are discretized with a finite difference technique, resulting in a system of ordinary differential equations, which then can be solved using a numerical time
integration method such as Runge-Kutta methods.
The Finite Volume method is similar to the finite difference but with the main exception that the finite volume computes volume averages of the solution at time instants.
This property makes the use of finite volume methods ideal for conservation laws. In this
research we will use Godunov type finite volume method, more specifically a Van-Leer
type Transport Scheme [45].

1.2.3

4D-Var Data Assimilation for Shallow Water Model

The shallow water equations (1.17)-(1.18) are implemented in spherical coordinates to
simulate the atmosphere using 4D-Var data assimilation. A Godunov type finite volume discretization method is used, specifically the Van-Leer method mentioned earlier.
Computations are done on a 2.5° x 2.5° grid, the verification time is set at tv = 24/i
from the start of the simulation with At = 450s. At this grid resolution the dimension
of x = (h, u, v) is on the order of 3 x 104 variables. The assimilation window is [Oh, 6h].
The ERA-40 reanalysis data set, from the European Centre for Medium-Range Weather
Forecasts (ECMWF), for March 15 2002 at 00 : 00 hours will be used as the background
state x 6 . The reference state or 'truth' x* will be taken from the trajectory produced by
a numerical integration of (1.17)-(1.18) using as initial condition the ERA-40 data set
for March 15 2002 at 06 : 00 hours. The data for the observations is taken from the
reference state and observations are placed at every 4th grid point.
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A Hybrid software code, developed by Morales and Nocendal [47] [48], was implemented to minimize the 4D-Var cost functional (1.9). The software program is an
implementation of a class of optimization methods that interlace iterations of the limited
memory BFGS method (L-BFGS) and a Hessian-free Newton method (HFN) in such a
way that the information collected by one type of iteration improves the performance of
the other.
Figure 1.5 shows (a) the background geopotential height, (b) the reference state
('truth'). Notice that they are not exactly the same, this is due to the imperfect representation of the atmosphere by the shallow water equations plus numerical errors.
The difference between these two states, measured with a total energy norm, reflects a
high discrepancy in the area defined by [55°W, 35°^] x [52°JV, 65°AT], as seen in figure
1.5(c) and more closely on figure 1.5(d), this area is our verification domain for the data
assimilation and it's denoted by Vv. Figure 1.6 shows the initial condition provided
by the 4D-Var data assimilation, and figure 1.7 shows the forecast analysis error. The
discrepancy between the forecast analysis and the reference state has been reduced significantly. Weather prediction is a highly complicated problem and to estimate a good
initial condition of the state (</>, v) of the atmosphere at any given time is quite a difficult
task, since in practice data is irregularly distributed in the time-space domain. Numerical difficulties are also expected when the vast amount of data presently available is
taken into account.
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1.3

Targeting Strategies

The information provided by the observations plays an important role in computing
an analysis (best estimate to initial conditions) that produces a solution with accurate
predictive characteristics. The quality as well as the quantity of the observations will
determine the reliability of the information they provide.
An observational network is defined as a group of observations with a given spacetime distribution. The observational network incorporates two types of data:
Fixed (routine/conventional) Observations: Data from these are observations whose
position is a priori known or determined. Examples would be weather stations, weather
towers, satellites, etc.. These type of observations are generally plentiful and regular,
but they can not give information of all the atmosphere at any given time. Sometimes
information that is not available or covered through this network is needed to improve a
specific forecast, e.g. information of an approaching hurricane or tropical storm.
Adaptive (Targeted) Observations: Data from these are observations that can be
placed in a specific region on request. Adaptive observations strategies search to identify
regions where deployment of additional observational resources will be of most benefit
in reducing the forecast errors over a specified domain. A characteristic of adaptive observations is that they are limited in number and the cost associated to their deployment
is significant. Therefore, of main interest is to design strategies for optimal deployment
such that the use of these observations into the data assimilation is cost effective. Adaptive observations can be obtained from in-situ platforms such as dropsonde aircraft, or
by direction of remote sensors including satellite or radar instruments.
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Adaptive observations provide informational data, in a target area of interest, with
the goal of reducing the errors in a specified model forecast. As mentioned before,
the optimal deployment of adaptive observations is crucial for their success. Targeting
strategies aim to identify the optimal locations for this type of observations. The position and time of such observation is determined through an optimality criteria which
identifies areas of importance to our data assimilation system.
Targeting strategies aim to identify regions of interest where additional information
can potentially improve the analysis solution, provided by a data assimilation method,
and reduce the uncertainty for a given dynamical system. Targeting strategies can be
classified as either statistical or deterministic, depending on the data assimilation being
employed. The characteristics of the data assimilation method have to be considered in
the targeting strategy for efficiency [6]. In the context of variational data assimilation
a deterministic approach is the most commonly type of targeting strategy used. For
this type of data assimilation, the adjoint of the tangent linear model has proven to
be a useful mathematical tool for the development of targeting strategies. The adjoint
can be used to implement targeting methods using adjoint sensitivity (gradient fields)
(Langland et.al. [36], Langland and Rohaly [37]), the dominant singular vectors of the
tangent linear model (Palmer et.al. [50], Buizza and Montani [10]), and sensitivity to
observations (Baker and Daley [3], Daescu [14]). The interaction between observations
has also proven to be important in adjoint sensitivity targeting strategies (Daescu and
Navon [16], Daescu and Carmichael [15]).
This is a young discipline and an active area of research. There are many techniques and methodologies for this purpose, among them are the adjoint based targeting
24
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strategies.
Our research is focused on adjoint-based methods for targeting strategies, which
include the adjoint sensitivity analysis and Total Energy Singular Vectors (TESV).

1.3.1

Field Experiments

Recently, an increased number of field experiments have been performed to test and
validate various observations-targeting strategies. These field experiments implemented
targeting strategies in real time to determine the optimal location of observations for
their assimilation.
Fronts and Atlantic Storm-Track Experiment (FASTEX)
This field experiment was performed during January and February of 1997 with the
intent of improving the short-range forecast of cyclones making landfall over Ireland
and Britain [34], [33]. Approximately 400 targeted dropsondes where deployed over the
North Atlantic. The targeting methods used in FASTEX include: total energy singular
vectors, adjoint sensitivity gradients, ensemble transform, and an inverse tangent linear
technique.
In FASTEX it was demonstrated that targeting guidance can be produced on a reliable schedule and that observing resources can be deployed to provide observational
data in target areas for assimilation in real time.
North Pacific Experiment (NORPEX)
This field experiment was dedicated entirely to targeted observing [38]. It was conducted in the north-east Pacific during January and February of 1998. The experiment
was a collaboration between the Naval Research Laboratory (NRL), the National Cen25
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ter for Environmental Prediction (NCEP), the NOAA Aircraft Operations Center, and
the 53rd Weather Reconnaissance Squadron of the United States Air Force Reserve.
Approximately 700 targeted dropsondes where deployed during 40 aircraft targeting
missions from Hawaii and Alaska.
The main targeting strategy used was the total energy singular vectors provided by
NRL and ensemble transform provided by NCEP.
THe Observing-system Research and Predictability Experiment (THORPEX)
THe Observing-system Research and Predictability Experiment, an element of the WMO
World Weather Research Programme, is a long term ongoing international research
program to accelerate improvements in short-range (up to 3 days) and medium-range
(3 to 10 days) deterministic and probabilistic (ensemble) predictions and warnings of
high-impact weather events over the Northern Hemisphere. The experiment examines predictability and observing systems issues, and aims to establish the potential
to produce significant statistically-verifiable improvements in forecasts of high-impact
weather events.
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TANGENT AND ADJOINT MODELS

Typically, the governing equations of complex, large scale models depend on various
parameters and initial conditions. In addition to numerically solving the model, it is desirable to determine the relationship between model output or solution and model input.
Such relationship can be used to determine relevant input and/or the potential effects
that errors or perturbations in the model input have on the model output. Sensitivity
analysis techniques aim to identify the input components that contribute most to uncertainty propagation and to estimate how the model output responds to changes in input or
other data of interest [12]. These methods use the derivative of the model with respect
to the input to estimate the expected change or reaction of the model output with respect
to changes in model input. There exist two main sensitivity methods, depending on the
number of input parameters and the dimension of the model output. The forward sensitivity method and the adjoint sensitivity method. These methods are discussed in this
chapter and their implementation.
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2.1 Forward Sensitivity Analysis
Consider a general system of differential equations
dx
dt

x(t 0 )

=

^(t,x,p),

= x0,

(2.1)
(2.2)

where p are the parameters. This system is referred as the forward model. The solution
of this system will depend on time t and, implicitly, on the initial condition x 0 and
parameters p, that is
x = x(t;x0,p).

(2.3)

Without loss of generality, consider a perturbation in the initial condition £x0. This
in turn will induce a perturbation in the solution <5x. To understand the relationship
between the initial condition perturbation and the induced solution perturbation it is
necessary to determine the sensitivity of the solution with respect to the initial condition.
The sensitivity of the solution x with respect to the initial condition x 0 is given by
the sensitivity vector s that satisfies the tangent linear model
ds
— = Fx(t,x,p)s

(2.4)

s0 =

(2.5)

ei5

where F x (£, x,p) is the Jacobian matrix of T (£, x,p) with respect to x. System (2.4)(2.5) is obtained by applying chain rule differentiation to the original system (2.1)-(2.2).
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To obtain the sensitivity of the forward model with respect to the initial condition
x 0 , the tangent linear model (2.4)-(2.5) has to be solved for each element of the initial
condition vector x 0 . This means that for a system with iV variables, the tangent model
has to be solved N times to obtain the sensitivity of the initial condition. This becomes
computationally unfeasible for large scale systems.

2.2

Adjoint Sensitivity Analysis

The adjoint sensitivity analysis is a mathematical tool used to characterize how a functional responds to changes in its input arguments. This sensitivity is obtained through
the derivative of the functional with respect to its input arguments. It is specially useful
when the number of input arguments is large.

2.2.1

Adjoint Operators and Sensitivity in Hilbert Spaces

Let Hi, H2 be Hilbert spaces with inner products (, )H , (, )H respectively, let L : Hi —•>
H2 be a linear operator. The adjoint of L is denned as a linear operator L* : H2 —> Hi
that satisfies
(Lu, v)H2 = («, L*v)nx

Vu G Hi

Vv e H2

(2.6)

Consider the linear equation
Lu = f

(2.7)

where u e Hi, f e H2- Let J be a functional of the form

J={u,g)Hi
29

(2.8)

Chapter 2. Tangent and Adjoint Models
where g 6 Hi is a constant weight vector. A perturbation Sf will correspond to a
perturbation in the functional 8 J which can be computed solving

L8u = Sf

(2.9)

and substituting the solution in J to obtain 8 J = {8u, g)H . For every different perturbation in / the solution of system (2.9) must be computed, making this computationally
expensive if there are many different perturbations. For a more efficient computation
consider an adjoin variable u* defined as the solution to the adjoint equation:

Vu* = g

(2.10)

Taking the inner product of (2.9) with u* we have

(L6u,u*)H2 = (8f,u*)H2

(2.11)

Noticing that

{L6u,u*)H2

{L6u,u*)H2

= (8u,L*u*)ni

(2.12)

=

(Sui9)Hl

(2-13)

=

8J

(2.14)
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it follows that after substituting (2.14) in (2.11) we have

8J={6f,u*)H2

(2-15)

The obvious advantage is that we only have to solve the adjoint equation once to be able
to compute 8 J directly for any Sf. Furthermore, notice that the adjoint variable u* will
serve as a vector which gives the sensitivity of J to perturbations in / , this is the main
concept behind the adjoint sensitivity analysis.

2.2.2

Continuous Adjoint Model

Let
J = J(x{tN))

(2.16)

be a response functional where x (tN) is the solution at some future time tN.
Introduce a perturbation 5x0 to the initial condition of forward model (2.1)-(2.2).
This perturbation will induce a perturbation in the solution <5x (£JV) (for simplicity we
will drop the argument), and the functional

5 J = J (x + Sx) - J (x)

Using the Taylor expansion of J with respect to x we get

J (x + Sx) = J (x) + (VX0 J (x), Sx0) + O (5x 0 ) 2
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from this the first order approximation to the perturbation is given by

<U~(V X o J(x),<5x 0 )

(2.18)

We can see that the gradient VX0J will characterize how perturbations in the initial condition will affect the functional. Hence our sensitivity is given by a first order derivative
through the gradient VXo J.
The linear time evolution of the perturbation in the initial condition through the
forward model is given by the corresponding tangent linear model

£ - F.Wfa
Sx (t0)

Introduce the adjoint variable \(t)

= 5x0

E W1, which will be conveniently defined later.

Taking the inner product of (2.4) with A and integrating from t0 to tN we get
ftN
dSx
/ (X,^-)dt=
a t

Jtn

ftN
/

<A,Fx(x)<$x)dt

J to

since F x is a matrix we have
CtN

J

ftN

dAx

^^f)

dt

= jt
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Integrating the left term by parts we have

< — + F£(x)A,«Sx>dt

(2.19)

where F^ is the adjoint of the tangent linear model F x . Define A as the solution of the
system

ft
A(%)

=

-F£(x)A

(2.20)

=

Vx(tjv)J(x(tw))

(2.21)

The system (2.20)-(2.21) is called the adjoint model of (2.1)-(2.2). Notice that the adjoint system is integrated backwards in time and it requires the forward trajectory of the
original system to get A (to)
Substituting (2.20)-(2.21) into (2.19) we get

{Vx(tN)J

(x (tN)), <5x (tN)) = (A (t 0 ), Sx (t0))

such that using (2.21) and (2.18)

8J={\(t0),8x{t0))
From this last equation we get that the sensitivity of the response functional to initial
conditions is
V X 0 J = A(t0)
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To get these sensitivities we must have the forward trajectory given by (2.1)-(2.2) and
using this we integrate backwards in time with the adjoint model (2.20)-(2.21) to get
A (t0), the sensitivity of the response functional with respect to the initial condition.

2.2.3

Discrete Adjoint Model

The continuous adjoint gives the theoretical framework to obtain the sensitivity. In
practice, the system (2. l)-(2.2) is solved numerically and a discrete version of the adjoint
is needed.
Let
x i + i = Mi ( X i ),

i = 0,...,N-l

(2.23)

be the discrete time evolution of the system (2.1)-(2.2), refered as the forward model,
after a time discretization is applied where x 0 is the discrete initial condition. The
discrete Tangent Linear Model (TLM) of (2.2.3) is given by

^o =

w

(2.24)

IM+1 = M i (x i )/i i ,

i = 0,...,N-l

(2.25)

where Mj is the Jacobian of Mi with respect to Xj, i.e.

M, (xO = ^

(xO ,

and w is a direction vector.
As before, let J = J (xjy) be a response functional. We want to compute VXov7 (x^r).
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Figure 2.1: Flow chart for the computation of the tangent linear model and the adjoint
model.
Using the chain rule we have

V xo J" (Xiv) = VX0XiVXlX2 • • • VXjv_1XArVXjvt7 (XJV

Notice
T

Vx?xi+1

<9x,- /

(x,)

V dx.j

=M((xl)

where M f is the discrete adjoint of M*. Using this in the previous expression, we have

VX0V7 (x,v) = M^ (x0) M{ (xx) • • • M ^ (x N _!) VXNJ (xN)

Define a variable A, that satisfies

A, = Mf(xi)A i + i,

i=

N-1,...,0

(2.26)
(2.27)

this is the discrete First Order Adjoint (FOA) of the forward model (2.23) and is integrated backwards in time. As with the continuous case, to compute the solution of
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(2.26)-(2.27) we need the forward trajectory solution of the original model (2.23). The
final solution of this system is A0 = V xo J

(XAT),

the first order approximation to the

sensitivity of the functional with respect to initial conditions. Figure 2.1 shows the flow
chart for the computation of the tangent linear model and of the first order adjoint model.
Notice that a single backward integration of the first order adjoint model requires the full
backward trajectory of the forward model at the required time instance.

2.3

Practical Implementations

There exist two main frameworks to compute the forward and adjoint sensitivity of a
model: the continuous differential method and the discrete differential method.
In the continuous differential method the set of differential equations, 2.4-2.5 for
the tangent linear model and 2.20-2.21 for adjoint model, that govern the evolution of
the sensitivities are formulated. The system of equations, the forward and the tangent
and/or adjoint sensitivity equations, are solved with a numerical scheme of choice. The
advantages of this method is that the numerical scheme can be changed at any time in the
process. The disadvantage is that there may be consistency problems between the tangent and adjoint model sensitivities. An example of a software package that uses this approach to compute the sensitivities is the SUite of Nonlinear and Differential/ALgebraic
equation Solvers (SUNDIALS)[29].
In the discrete differential method a code for the tangent linear and/or adjoint model
is derived from the forward model code that produces the numerical solution. This
method has the advantage that it is consistent, up to computer round off errors, with
the model solution given by the discrete system. A potential drawback is given by the
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difficulty to generate the discrete adjoint models associated to numerical schemes of
high complexity.
Implementation of the discrete method is often facilitated by the use of Automatic
Differentiation tools (AD) to obtain the tangent linear and/or adjoint codes [7] [22].

2.3.1

SUNDIALS

The SUite of Nonlinear and DIfferential/ALgebraic equation Solvers (SUNDIALS) [29],
developed at Lawrence Livermore National Laboratory, is a state of the art software
package for solving large-scale systems of ordinary differential, differential-algebraic
equations, and nonlinear algebraic equations. Additionally SUNDIALS has sensitivity
analysis capabilities using either the forward or the adjoint methods. The software package is able to compute the solution of the forward or adjoint continuous models through
appropriate numerical methods. The code is written in ANSI standard C and is suitable
for either serial or parallel implementations.
The main solvers within the suite are CVODE, KINSOL, IDA, and their variants for
sensitivity analysis.
The first solver, CVODE, solves stiff and nonstiff ODE initial value problems with
variable-order, variable-step multistep methods. For nonstiff problems CVODE includes
the Adams-Moulton formulas, and for stiff problems it includes the Backward Differentiation Formulas (BDFs). For each choice of formulas a nonlinear system must be
solved at each iteration step. This nonlinear system can be solved through either functional iteration or various versions of Newton iteration.
The second solver, KINSOL, solves nonlinear algebraic systems, and the last solver,
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IDA, solves systems of differential-algebraic equations. These are described in detail in
the paper by Hindmarsh et. al. [29].
CVODES is the variant of CVODE that includes sensitivity capabilities. To obtain
the desired sensitivities, CVODES implements two methods: the simultaneous corrector
method and the staggered corrector method. In the simultaneous corrector method an
augmented system comprised from both the original system (2.1)-(2.2) and the sensitivity system (2.4)-(2.5) is solved, thus solving both systems at the same time for each new
time step. In the staggered corrector method, the original system is solved first, using
a Newton iteration, followed by the solution of the sensitivity system, using a separate
modified Newton iteration.

2.3.2

Automatic Differentiation

Automatic Differentiation (AD) is a technique to evaluate derivatives of a function defined by a computer program [24]. The main idea behind AD is that any program that
implements a vector function y = / (x) is a composition of elementary functions that
can be differentiated. The derivative of the program with respect to its input arguments
is computed by applying the chain rule repetitively. The result is a derivative code that
is accurate up to machine precision.
There are two distinct AD modes, the forward mode and reverse mode. These modes
differ in the way the chain rule is applied. To illustrate the concept let / be a simple
composition function defined by

fix) = fkofk-1o...of1
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the chain rule gives

F (x) = Fk (xfc_!) • F fc _! (x fc _ 2 )...F 1 (x 0 ),

(2.29)

where Xj = /j o ... o fl (x), x 0 = x, and Fj is the Jacobian matrix of fi with respect to
its argument Xj_i. In the forward mode a tangent linear code is produced by applying
the chain rule from the inner most function to the outer function, this is, from left to
right in (2.29). In the reverse mode an adjoint code is produced by applying the chain
rule from the outer most function to the inner function, that is, from right to left. A more
detailed description follows.
Tangent Code (Forward Mode)
There are problems in which the Jacobian matrix of a program with many input
arguments is required. This matrix can be quite large and prohibitively expensive and
impractical to compute. In most problems it is sufficient to have the action of the matrix
times a vector since only the directional derivative dy = Jdx. is required. From equation
(2.29), F = J, so we obtain

dy = Fdx = Fk ( x ^ ) • F fc _! (x f c _ 2 )... F x (x0) dx.

(2.30)

This product can be computed from right to left using an appropriate subroutine that
provides the Jacobian matrix vector product.
The directional derivative for a given program can be computed by the tangent linear
model code. The tangent code provides the action of the Jacobian matrix times a vector.
This code is created by differentiating the original program line by line through relevant
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input, output, and intermediate variables. In principle the code is crated by evaluating
the chain rule from right to left within the program.
Adjoint Code (Reverse Mode)
Many applications require the gradient of a specific functional that depends on the
solution of a program. As mentioned in section 2.2.2, the gradient of a functional is
provided by the adjoint model. Let z = g (y) where y (x), the gradient of z with respect
tox is

VxZ=

(dl)Vy9>

(231)

where the star denotes the adjoint. Using (2.30) into the above expression we have

Vx2r = F*Vyg = Ft (x0) • • • FU (xfc_2) • F* ( x ^ ) • Vyg,

(2.32)

where F* is the adjoint of F*. This gradient can be computed with the adjoint code
obtained by differentiating the program line by line in reverse. In principle the adjoint
is obtained by evaluating the chain rule in reverse, or in other words, applying the chain
rule in the reverse computational flow within the program.
To compute the adjoint, the solution xi are required in reverse order. So all of the solution trajectory must be available for the adjoint computation. This is the main problem
behind adjoint computations. There are two strategies to address this problem:
• Recompute All (RA): Recompute the solution x; when needed for the adjoint
computation, restarting the program with the original input until the appropriate
instruction. This brute force approach has a quadratic time cost with respect to
the total time cost of the program.
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• Store All (SA): Store the solution x* for all the relevant line instructions of the
program. This method is not as time consuming and has only a linear memory
cost for the storage of the solution.
There are several compilers that generate the tangent and/or adjoint codes from a given
code. Among the most popular are the Automatic Differentiation of Fortran (ADIFOR)
[7] Odyssee, ADOL-C [25], and the Tangent and Adjoint Model Compiler (TAMC) [22]
(http://www.autodiff.com/tamc/).
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Chapter 3

A SECOND ORDER ADJOINT METHOD TO TARGETED OBSERVATIONS

3.1

Introduction

Observation targeting strategies aim to identify optimal regions where supplemental data
can improve the forecast of a data assimilation system. Adjoint modeling has been an essential tool for the development of targeting strategies in the context of variational data
assimilation methods. The adjoint of the tangent linear model associated to an atmospheric model is a key ingredient to implementing various targeting strategies, such as
gradient sensitivity (Langland et al [36]; Langland and Rohaldy [37]), dominant singular vectors (Palmer et al [50]; Buizza and Montani [10]), and sensitivity to observations
(Baker and Daley [3]; Daescu [14]).
The first order adjoint (FOA) model provides the gradient of a scalar-valued forecast
aspect, typically a forecast error measure. As such, the FOA represents a first order approximation to the evolution of perturbations in the atmospheric model. The accuracy of
this approximation is limited by the magnitude of the perturbation and by the time length
of the forecast. As the forecast time lead increases, the accuracy of the FOA to track
the initial-condition error propagation is impaired. This poses a limitation on the time
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window for which targeting strategies based on the FOA fields are reliable. To overcome
this practical difficulty and to increase the effectiveness of adjoint targeting strategies,
a second order adjoint (SOA) model may be considered to capture the quadratic terms
in the error growth approximation. An overview of the SOA model implementation and
applications to variational data assimilation is provided in [39].
In our work a targeting strategy based on SOA modeling is considered and numerical experiments are presented in a comparative analysis between the first order and
the second order adjoint-based observation targeting guidance. The importance of incorporating SOA information is investigated by using first and second order Taylor approximations to model the nonlinear error growth and perturbations in a forecast error
functional.
Section 3.2 briefly revisits the four dimensional variational (4D-Var) data assimilation and the FOA and SOA models. In section 3.3 the implementation of the FOA and
SOA models to a shallow water (SW) model is presented. First and second order Taylor
approximations to the perturbations in a forecast error functional are analyzed. A novel
targeting strategy based on the eigenvalues and eigenvectors of the Hessian matrix of
the forecast aspect is implemented in section 3.4 using the SW model. Conclusions and
future work are in section 3.6.
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3.2

Data Assimilation and Adjoint Modeling

Given an initial state x 0 , let Mi denote the discrete atmospheric model (forward model)
that evolves the state from t, to ti+i

xl+l = Mi(*i),

i = 0,...,N-l.

(3.1)

Data assimilation techniques [35] combine information from a dynamical model, a
prior (background) estimate, and observational data to provide an optimal initial condition (analysis) to the dynamical system (3.1). The 4D-Var analysis [40] is obtained
by minimizing a cost functional that measures the discrepancy between the model state,
background estimate, and time distributed observational data
J(x0) = (x0-x6)TB-1(xo-x6) +
k

(3.2)
r

rl

£(y,-#a*]) R, (y*-tfi[xi])
i=0

where x 6 is the background, yj is the observation vector at i^, B and R are the error
covariance matrices for the background and observations, respectively, and Hi is the
observational operator mapping the state into observations at t,.
Adaptive observations are supplementary data collected to reduce the error of some
aspect of the forecast at verification time tv > 4 over a verification domain Vv, expressed as
Jv (x,,) = \ <P (x, - x*) , P (x, - x*)) E
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where x* is the true state at the verification time, xB is the state of the system at time
tv, P is a projection operator on Vv satisfying P*P = P 2 = P. The inner product
(, ) E is defined as (x, y ) E = (x, Ey), where E is a symmetric positive definite matrix,
typically chosen to induce the total energy norm. The measure (3.3) is the forecast error
functional at the verification time tv over the verification domain Vv.

3.2.1

Taylor Expansion of the Forecast Error Functional

The functional Jv implicitly depends on the initial condition x 0 of (3.1)

Jv (x„) = Jv (Mt0->tN (x 0 )),

(3.4)

where Mto-+tN is the nonlinear model integration from t0 to tN = tv,

Mt0^tN

= MN-i

O • • • o Mo (xo) •

(3.5)

A perturbation ($x0 in the initial condition will result in a perturbation 8JV (x.N) =
Jv (x w + 5~x.N) — Jv (XJV) that, to a second order Taylor approximation, can be expressed
SJV (XJV) ~ VX0 Jv (xiv) ^x 0 + ~S^VloJv

(XAT) 5X 0

(3.6)

The gradient VXoJv (XJV) is obtained through the FOA model associated to (3.1)

Aw =
Ai =

VXNJv(xN)

(3.7)

M*(xi)Am,
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where M; is the derivative (tangent linear model) of Mi, and M* its adjoint.
Second order derivative information, as the product of the Hessian V"l_0Jv (XJV)
times a user-defined vector, may be obtained by integration of a SOA model.

3.2.2

SOA Model Equations

The SOA model can be interpreted as the tangent of the FOA model, this is, a first order
linear approximation to the propagation of initial condition perturbations in the FOA
variables A.
Introduce an initial condition perturbation 5x0 to the forward model (3.1). We want
to track this perturbation in the first order adjoint model of (3.1). Let x, and Aj denote
the state and adjoint variables, respectively, corresponding to the initial condition x 0 =
x 0 + <5x0. Let 5xi+1 = x i + 1 - x i + i, or

5xj+i = Mi (xj) - Mi (XJ)

(3.9)

Using a Taylor expansion of Mi around Xj we have

£xm

» Mi (XJ) <5XJ

Let ^ = <5xj then the tangent linear model (TLM) is defined as

^o =
//i+i =

w

(3.10)

M i (x i )/x i ,
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where w is an arbitrary, fixed direction vector. The TLM tracks perturbations in the
model forward in time.
Returning to our problem, let SXi = A* — Aj or

SXi = Mf (%) Ai+i - Mf ( Xi ) A m

Using a firt order Taylor expansion of Mf (XJ) the perturbation SXi can be expressed,
up to a first order approximation, as

SX, « Mf ( Xi ) SXi+1 + -£- [Mf (xi) Ai+1] Sxi

(3.12)

where the notation Ai+i in the last term of (3.12) indicates that the state derivative applies
to the Mf (XJ) operator only while treating the adjoint variables Ai+i as constants ([17],
[39]). Additionally

SXN = XN - XN = VXNJV (XJV) - V XiV X (XJV) « V2XNJV (XJV) SxN

(3.13)

From (3.12) and (3.13), define the variable ^ that satisfies

VN = VllfJv(xN)fiN
Vi = M f ( x >

m

= PTEPtiN
+ —[Mf(x,)Am]^,

(3.14)
J = JV-1,...,0

System (3.14)-(3.15) is the discrete SOA model associated to (3.1) and (3.4).
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To solve the SOA model we need the trajectory of the forward model (3.1), of the
FOA model (3.8)-(3.7), and of the TLM (3.11)-(3.10).
The solution of the SOA model provides the Hessian vector product V^0 Jv (x0) fio =
v (t0) that is required to evaluate the second order term in the Taylor approximation
(3.6), thus providing the quadratic term for the evolution of perturbations in the forward
model.
Figure 3.1 shows the flow chart for the computation of the second order adjoint
model. Notice that a single backward integration of the second order adjoint model
requires the full trajectory of the forward model and the tangent linear model at the
required time instance as well as the first order adjoint. The forward trajectory of the
forward model is also required but it is not illustrated in the chart.

3.3

The SW Model, FOA and SOA Taylor Approximations

A global 2D shallow water (SW) model on a sphere is used for the numerical experiments. The model describes the hydrodynamic flow on a sphere under the assumptions
that the vertical motion is much smaller that the horizontal motion. It is also assumed
that the fluid depth is small compared with the radius of the sphere (radius of Earth).
The equations of the SW model are

^

=

-/kxv-V</>,

U

= -V-[(0-0 s )v],
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where — = — + v • V, v = u\ + vj with i, j , k being the unit vectors in the three
at
ot
orthonormal directions on the sphere, u and v are the zonal and meridional velocity
components, respectively, h is the fluid depth, hs is the bottom topography, g the gravitational constant, (f> = gh, <ps = ghs, and / is the Coriolis parameter. The norm used on
the state space x is the total energy norm, induced by the inner product
(x,x) E = - ( u 2 + t; 2 )-r-|-/i 2 .

A Godunov type finite volume discretization method is used to discretize the SW equations. The Van-Leer transport scheme, as described in [45], is employed for the space
discretization. Computations are done on a 2.5° x 2.5° grid with a time step At = 450s
and the verification time is set at tv = t 0 + 24h. The reference state ('truth') XQ is
taken from the trajectory produced by a numerical integration of the SW model using
as initial condition the 500hPa ERA-40 data set from the European Centre for MediumRange Weather Forecasts (ECMWF), valid for March 15 2002 at 06 : 00 hours. The
background state x 6 is taken from a 6-hour model simulation initialized at t 0 — 6h with
the ERA-40 data set valid for March 15 2002 at 00 : 00 hours. The difference between
the 24h forecasts initiated from x 0 and x 6 , respectively, exhibits a high discrepancy in
the region [55°W, 35°W] x [52°N, 65°N] which is taken as the verification domain Vv
at tv.
Discrete Tangent and Adjoint for the Shallow Water Model. The discrete TLM,
FOA, and SOA models are obtained using the Automatic Differentiation package TAMC
[22]. The discrete SOA can be seen as the action of the Hessian matrix of the scalar
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Figure 3.2: Left figure: Taylor approximation (3.6) of the perturbation of the forecast
error functional (3.3) as a function of initial condition perturbations coefficient e. Right
figure: Time evolution of (3.6) as a function of the verification time tv, with e = 0.1.
forecast aspect of interest on a vector. The code for the second order adjoint can be
computed in the forward over reverse mode, this is, taking the tangent of a forwardbackward integration.

3.3.1

Taylor Approximation with Adjoint Models

The Taylor approximation (3.6) is valid for relatively small perturbations of the initial
condition x 0 and a short forecast time lead, depending on the nonlinearity of the forward
model. Taking the SW model as the forward model, forecast perturbations are computed
together with their first and second order Taylor approximations using the FOA and SOA
models. To corroborate the accuracy of the approximations to 8JV, the initial condition,
taken from the background state, is perturbed according to

x 0 {e) = x 0 + 5x0 (e),

Sx0 (e) = e (x 0 - x4 (t0))
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where s is a coefficient that controls the perturbation in the initial condition of the forward model. The perturbation 8JV, as well as the adjoint-based approximations, are
computed for values of the perturbation coefficient e ranging from —0.4 to 0.4 with increments of 0.01 and fixed tv = 24h, then for a time-varying forecast lead tv —10 raging
from 6-hour to 72-hour with one hour increments.
Figure 3.2 (left) shows the perturbation bjv of the forecast error, and its first and
second order Taylor approximations. It is noticed that the second order approximation
remains accurate over a wide range of perturbations as compared to the first order approximation.
Figure 3.2 (right) shows the time evolution of the Taylor approximation using the
FOA and SOA models, as a function of tv, while keeping e = 0.1 fixed. As the verification time increases the second order approximation remains significantly more accurate
than the first order approximation. Similar results were obtained with various values of

It must be noticed that the perturbation growth is time dependent, this is, the solutions of the forward and adjoint models depend on the verification time tv. An important question to address is the accuracy of the approximation as the verification time is
increased. The approximation can lose accuracy if there is a strong nonlinear time dependence of the forward model which is not accurately captured in the adjoint models.
Traditional targeting strategies account only for linear error propagation and differ on
the selection of the norm used to measure the error growth propagation (e.g. total energy
vs. error covariance metric [50]). The limited accuracy of the first order approximation
is a major difficulty in extending the targeting time interval and the use of second order
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derivative information may prove to be of relevance in practical applications.

3.4

Targeting using SOA information

Applications of the FOA sensitivity analysis during field experiments to collect targeted
observations are presented in [36], which gives the fundamentals for targeting strategies
based on adjoint modeling.
The FOA model provides the gradient of the forecast error functional Jv with respect
to the initial condition x 0 of the forward model. The gradient is used to define a spacedistributed sensitivity field

Fv(x,y) = \\VX0Jv(x,y)\\2

(3.16)

were (x,y) are grid point coordinates. The function Fv is evaluated at each grid coordinate were ||VXoc7u(:c,;y)||2 denotes the 2-norm of the elements in the gradient that
correspond to the (x, y) gridpoint. In the FOA targeting approach supplementary observations are taken at locations where Fv exhibits the largest magnitude.
To accurately track the propagation of perturbations, we propose a new targeting
method to incorporate SOA information.
Consider the second term in the Taylor approximation (3.6)

^H<5x0,

(3.17)

where H = V^0JV (XJV) is the Hessian matrix of Jv. Without loss of generality, con-
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sider initial perturbations with unit two-norm, that is ||<5x0||2 = 1, then (3.17) is a
Rayleigh-Ritz ratio
r

TX

•

(J.15J

The vector for which the Rayleigh-Ritz ratio (3.18) is maximized provides the direction
of maximal quadratic error propagation in the second order term of the Taylor approximation. Since H is a symmetric matrix, the maximum of (3.18) is provided by the
eigenvector associated with the leading eigenvalue of H [30].
In [10], [50] the singular vectors of the tangent linear model are used to define a
sensitivity field for targeted observations. Following a similar approach, we define the
sensitivity function based on the leading eigenvectors of the Hessian.
Let <Ji be the ith eigenvalue of H, ordered so that a\ > o"2 > . . . > crn, and let
Vj be its corresponding eigenvector. Consider the first m leading eigenvectors Vj, i =
1 , . . . , m, where m <^n,n being the dimension of the matrix. The SOA-based sensitivity field is defined as
m

Fm{x,y) = YJ-\\vi{x,y)\&,

(3-19)

were (x, y) are grid point coordinates. The function Fm is evaluated at each grid coordinate were ||vj(x,y)|| 2 denotes the 2-norm of the elements in the eigenvector that
correspond to the (x, y) gridpoint.

3.4.1

Eigenvectors of the Hessian of the SW Forecast

At the 2.5-degree grid resolution the dimension of the discrete state vector x is n ~
3 x 104, such that the number of entries in the Hessian matrix H is of order of 109.
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Figure 3.3: Flow chart for the computation of the eigenvectors of the Hessian matrix
using ARPACK.
Storing such a matrix is clearly unpractical, however, iterative methods that require the
action of the matrix on a vector can be implemented to obtain the Hessian eigenvalues
and eigenvectors. The Arnoldi Package (ARPACK) [41] is used to compute the leading
eigenpairs of H. Figure 3.3 illustrates the flow chart to compute the eigenvectors of
the Hessian matrix with ARPACK using the SOA model. For one iteration a forward
integration of the forward model and TLM as well as a backward integration of the FOA
are required, followed by a backward integration of the SOA model which needs the
trajectories x, fj, and A. The solution u0 of the SOA model is the Hessian vector product
needed by ARPACK.
The setup for the reference and control simulations, as well as the verification domain and verification time, are the same as in section 3.3. For comparison, the sensitivity fields obtained with the FOA sensitivity function (3.16) are shown in figure 3.4
for U = t 0 (top-left) and U = t0 + 6h (top-right). The locations of adaptive observations (marked with ©) correspond to the grid points where the sensitivity fields have
the largest magnitude. Figure 3.4 also shows the sensitivity field obtained with (3.19),
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CPU (s)

0
8.455
1698.52

1
7.272
1651.28

2
6.721
1589.41

3
5.932
1542.74

4
5.270
1477.11

5
4.355
1429.97

6
3.541
1368.50

Table 3.1: Leading eigenvalues of the Hessian matrix for ij = Oh to 6h, at 1-hour increments and corresponding CPU time for the computation of the leading 10 eigenvalues
and eigenvectors at each time instance. The decreasing nature of the magnitude of the
leading eigenvalue reflects the relevance of the SOA for targeting strategies.
using m = 10 leading eigenvectors of the Hessian matrix, at U = t0 (bottom-left) and
U = to + 6h (bottom-right). The difference in the sensitivity fields between the FOA
and SOA methods illustrates the different type of perturbation growth being measured.
Both FOA and SOA fields are time-varying, thus the location of targeted observations
depends on the targeting instant.
Table 3.1 shows the leading eigenvalue of H for a targeting time U from Oh to 6h,
at 1-hour increments. The leading eigenvalue decreases in magnitude as U increases,
which may indicate that as the forecast time lead is shortened the impact of the second
order derivative information decreases. This is consistent with the analysis in section
3.3.1, where the contribution of the SOA was shown to diminish for forecasts closer to
the initial time. Table 3.1 also shows the CPU time, in seconds, for the computation of
10 leading eigenpairs of the Hessian matrix at each hour on a 1.86GHz Xeon Quad Core
5320 Processor. The computational overhead of a SOA integration is about 3 times that
of a FOA integration.

3.4.2

Targeted Observations and Data Assimilation experiments

To illustrate the SOA targeting strategy we apply a 4D-Var data assimilation scheme
with adaptive observations to the SW model. The assimilation window is [Oh, 6h] with
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Figure 3.5: Longitudinal (left) and latitudinal (right) forecast error average over the verification domain without data assimilation (circles), with data assimilation using adaptive
observations from FOA (triangles), and adaptive observations from eigenvectors of the
Hessian (squares).
the verification time set tv = 24h. A first assimilation experiment is performed with 20
adaptive observations placed at t = Oh where the sensitivity field (3.19) has the highest
values, as marked in figure 3.4 (bottom-left). The performance of adaptive observations
obtained from the eigenvector sensitivity function (3.19) is compared with that obtained
from the FOA sensitivity function (3.16), as marked in figure 3.4 (top-left).
Figure 3.5 shows the longitudinal (left) and latitudinal (right) forecast error average
over the verification domain. It is noticed that the SOA targeting guidance improved the
overall forecast quality, as compared to the FOA methodology.
In a second experiment, 20 adaptive observations are placed at both t = Oh and 6h.
Figure 3.6 shows the longitudinal and latitudinal averages of the forecast error, where
again it is noticed an improvement in the forecast quality from the adaptive observations
obtained with the SOA field (eigenvectors) over the adaptive observations obtained with
the FOA sensitivity field. It is also noticed that insertion of targeted observations at
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Figure 3.6: Longitudinal (left) and latitudinal (right) forecast error average over the
target domain without data assimilation (circles), with data assimilation using adaptive
observations at both t = Oh and t = 6h from FOA (triangles), and eigenvectors of the
Hessian (squares).
t = 6h is of significant benefit to the forecast, indicating a larger forecast impact from
these observations. This is consistent to the observation sensitivity study in [14] where
is was found that the forecast sensitivity to observations increases for observations near
the end of the assimilation window, and thus closer to the verification time. In addition,
accounting for data interaction is essential when multiple targeting instants are considered [16], and this is an area where further research is much needed. Nevertheless, the
results show the relevance of the SOA in targeting strategies when dealing with large
time intervals and/or highly nonlinear forecast models.
48-hour forecast simulation
The objective of using SOA information in targeting strategies is to be able to increase the forecast time lead while maintaining an accurate approximation of the propagation of initial condition errors in the forward model. To test the accuracy of the FOA
and SOA targeting strategies, sensitivity fields with a verification time tv = t0 + 48h are
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Figure 3.7: Top figures: sensitivity field (3.16) at tt = t0 (left) and at U = t0 + 6h
(right). Bottom figures: sensitivity field (3.19) with m = 10 eigenvectors at ti = t0
(left) and at tj = t0 + 6h (right). All sensitivity fields are computed with a verification
time tv = t0 + 48h
computed and compared. The rest of the experiment setup remains the same, including
the verification domain Vv.
Figure 3.7 shows the sensitivity fields obtained with the FOA function (3.16) for
U = t0 (top-left) and i, = t0 + 6h (top-right), and the sensitivity fields obtained with
the SOA function (3.19) for U = t0 (bottom-left) and U = t0 + 6h (bottom-right). The
20 locations with the largest magnitude sensitivity for each field is marked with ©. The
change in the sensitivity fields reflect its time dependence to the verification time for
which it is computed.
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Figure 3.8: Longitudinal (left) and latitudinal (right) forecast error average over the
target domain without data assimilation (circles), with data assimilation using adaptive
observations at both t = Oh and t = 6h from FOA (triangles), and eigenvectors of the
Hessian (squares).
A 4D-Var data assimilation with adaptive observations from the sensitivity fields
with FOA and SOA methods is performed. The assimilation window remains the same
while the forecast time lead is extended to 48h. Figure 3.8 shows the longitudinal (left)
and latitudinal (right) forecast error average over the verification domain for data assimilation with adaptive observations from the sensitivity fields by the FOA (triangles)
and SOA (rectangles). The average forecast error for the adaptive observations with the
SOA sensitivity fields is significantly lower than that of the FOA, illustrating the advantage of the SOA model to track the nonlinear propagation of initial condition errors in
the forward model. The experiment also shows how the FOA decreases in accuracy as
the forecast time lead is increased.
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3.5

Application of Adjoint Methods to Flight Planning

In some cases, the gathering of adaptive observations is done through the deployment of
dropsondes from an aircraft. In NORPEX approximately 700 dropsondes were collected
in 40 aircraft targeting missions from Hawaii and Alaska [38]. In order to increase the
success of adaptive observations gathered through these types of missions an optimal
flight plan is required. The flight plan must determine a path, from the information provided by the sensitivity fields, to collect the observations that will have a major impact
in the data assimilation scheme.
To determine the set of locations for the observations, the FOA (3.16) and SOA
(3.19) sensitivity fields are computed for each time instance from Oh to 6h for each
hour. For simplicity, a time distributed flight path is formed with the highest sensitivity
location for each hour.
The flight path formed with the FOA sensitivity fields is shown in the top figure
of 3.9. The figure shows the sensitivity field for U = Oh in the background and the
gridpoints with the highest sensitivity for each hour from Oh to 6h. Notice that the
location for 2 and 3 hours overlap, as well as for 4 and 5 hours. This may indicate that
the FOA sensitivity does not change much in that time transition. The flight path formed
with SOA sensitivity, eigenvectors of the Hessian matrix, is shown in the bottom figure
of 3.9. The time distributed gridpoints with the highest sensitivity seem to be moving
more often than in the previous case. The only overlap of gridpoints occurs at 5 and 6
hours.
Data Assimilation with Flight Path A 4D-Var data assimilation scheme is applied
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Figure 3.10: Longitudinal (left) and latitudinal (right) forecast error average over the
target domain without data assimilation (circles), with data assimilation using 20 adaptive observations at t = Oh (triangles), and using adaptive observations defined by the
flight path (squares).
to the SW model with adaptive observations determined by the flight path from FOA and
SOA sensitivity fields. The setup for the background, initial condition, the assimilation
time window, and verification time and domain remain the same. The data assimilation
is done with only seven adaptive observations, one at each hour, whose location is determined by the gridpoint with the highest sensitivity at the corresponding time instance.
The forecast error of the analysis from the data assimilation with adaptive observations
defined by the path is compared with the one obtained from 20 adaptive observations
placed at only 0 hours.
Figure 3.10 shows the longitudinal (left) and latitudinal (right) forecast error average
over the target domain with adaptive observations defined with FOA sensitivity. Even
though the flight path adaptive observations are less than one third in number than the
adaptive observations at only 0 hours, they produce a better forecast. This underscores
the importance of time distributed data in the assimilation processes and reveals an ef-
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Figure 3.11: Longitudinal (left) and latitudinal (right) forecast error average over the
target domain.
ficient method to define a flight path that produces good results. Figure 3.11 shows the
longitudinal (left) and latitudinal (right) forecast error average over the target domain
with adaptive observations defined with SOA sensitivity. The results show the same behavior as in the previous case, the adaptive observations from the flight path outperform
the adaptive observations placed at Oh.
It must be noted that the flight path adaptive observations from SOA do not outperform those from the FOA. An explanation for this behavior is the fact that data interaction can play a significant role in determining which observations benefit the most the
data assimilation.

3.6

Conclusions

Properly accounting for nonlinear error growth is an unresolved issue in targeted observations for numerical weather prediction. In this study a novel approach based on
second order adjoint modeling is proposed to account for the quadratic initial-condition
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error growth in the model forecast. Preliminary numerical experiments indicate that
the SOA methodology is effective and may outperform the traditional FOA approach to
observation targeting. Further experiments are required to validate this approach in realistic models. To fully exploit the benefits of the SOA model, novel targeting strategies
must combine information from both FOA and SOA models to form a more cohesive
and accurate strategy.
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Chapter 4

ERROR PROPAGATION IN SINGULAR VECTORS

4.1

Introduction

Targeting strategies based on the dominant singular vectors seek to identify regions
where perturbations in the initial conditions can evolve to large amplitude errors over a
specified time window. The dominant singular values and the components of the corresponding singular vectors are used to define a sensitivity field to identify regions where
additional data is of benefit for the data assimilation. The rationale for the use of the
singular vectors is that the most relevant source of errors in the solution at a future time
tv is related to error components projecting onto growing phase space direction, and the
singular vectors associated with the largest singular values project into these directions
[11], [10]. The singular vectors are computed using the tangent linear model and the
adjoint model and thus can only identify first order errors. The norms used to measure the initial state and final state must be taken into consideration when computing
the singular vectors. The norms should to be consistent with the analysis error covariance metric in order to improve the analysis solution. In variational data assimilation
the Hessian of the cost function has proven to be a good approximation to the analysis
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error covariance matrix. Barkmeijer et. al. [5], [4] used the Hessian matrix to compute
singular vectors, called Hessian singular vectors, which are consistent with the analysis
error statistics. Singular vectors are currently used at the European Centre for MediumRange Weather Forecast (ECMWF) [11] and have been used in real time application for
targeting strategies during FASTEX [34].
The variational data assimilation, specifically the four dimensional data assimilation
(4D-Var), works under the perfect model assumption i.e. the most significant errors in
the solution are assumed to come from errors in the initial conditions and/or parameters
in the model. Correspondingly the targeting strategies also work under the perfect model
assumption, they do not take into account model errors. Nevertheless, model errors
can play a significant role in determining the analysis in data assimilation [18], [28],
[27], [49]. To take into account model error in 4D-Var, the model is taken as a weak
constraint in the minimization of a cost functional that includes a model error term.
This is called the weak constraint 4D-Var (Zupanski [62], Nichols and Griffin [26],
Tremolet [58]). Another method introduces a nonphysical error term directly into the
model equations and the minimization of the cost functional is done with respect to this
error term [61]. Adaptive observations rely on targeting strategies to locate the best
possible region for their deployment. Since these type of observations are expensive
and not numerous, their locations for optimal benefit is crucial for their success. To
have a more judicious assessment of error propagation and impact, model errors must
also be taken into account in the targeting strategies. In the case of singular vectors
model errors can be interpreted as perturbation to the tangent linear and adjoint models.
Estimates of the impact of these perturbations can provide information on the potential
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impact of model errors to singular vectors used in targeting strategies. Error bounds for
a given perturbation matrix have been extensively studied in the area of numerical linear
algebra. Stewart & Sun [56] give an accurate survey of perturbation theory for matrices
in which perturbations bounds are provided for eigenvalue problems and the Singular
Value Decomposition (SVD). Most of the perturbations for the eigenvectors and singular
vectors are derived and expressed using norms. This presents a challenge if we are to
measure the impact of model perturbations since each component of the singular vectors
are taken into account in defining the sensitivity fields. Demmel and Veselic [20] provide
componentwise perturbation bounds for the eigenvectors of symmetric positive definite
matrices. To estimate the bound for the components of the eigenvectors or singular
vectors it is necessary to compute all of the eigenvalues or singular values. For our
problem this is clearly computationally unfeasible due to the size of the state space.
In order to approximate the change in the singular vectors, due to perturbation in the
matrix, we propose using a Taylor series expansion of the singular vectors with respect to
the matrix. The reasoning behind this idea is that the singular vectors depend, implicitly,
upon the matrix. Thus we can view the singular vectors as matrix functions which can
be expressed as a Taylor series. The Taylor expansion for matrix function can be found
in the work done by Vetter [60], as well as the book by Magnus and Neudecker [46]. To
approximate the perturbation in the singular vectors we take the first order term in this
Taylor expansion, which requires the derivative of the singular vectors with respect to
the matrix.
Papadopoulo and Lourakis [51] derived formulas for the Jacobian of the SVD with
respect to the matrix. In their paper the derivatives of the singular vectors are obtained
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by solving a 2 x 2 linear system Nl-N^~1> times, where N is the rank of the matrix. The
method requires the computation of all the singular vectors, which is computationally
unfeasible when iV is large.
A procedure that approximates the derivatives of the singular vectors using only the
singular values and vectors that are available is needed. The singular value decomposition problem for a given matrix A is equivalent to the eigenvalue problem of A T A.
The derivatives of the eigenvectors can be approximated using a iterative procedure developed by Tan and Andrew [57]. The method only uses the available eigenvalues and
eigenvectors, additionally it only requires vector matrix operations to obtain the derivatives.
In this chapter we will compute the derivatives of the singular values and right singular vectors using the iterative method defined by Tan and Andrew. With these derivatives
we will approximate the estimated impact of perturbation in the linear model on the singular vectors and estimate the expected change in the sensitivity fields. The numerical
experiments are performed on the shallow water model
The organization of the chapter is the following: in section 2 we explain the targeting
strategy based on the singular vectors, section 3 we present the method to compute the
derivatives of the singular vectors using a simultaneous iterative method developed by
Tan and Andrew. Section 4 presents the numerical results using the shallow water model
in spherical coordinates using the tangent and adjoint models obtained with the help of
the Tangent Linear and Adjoint Model Compiler (TAMC) developed by Giering [22].
Section 5 we discuss the conclusions and future research.
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4.2

Targeting Strategies with the Singular Value Decomposition

This approach uses leading singular vectors of the tangent linear model to obtain the
direction of maximal error growth within a system of equations (Palmer et al. 1998
[50], Buizza and Montani 1999 [10]).
Recall that for any given matrix A G K mXn the singular value decomposition is
given by
A = UEVT

(4.1)

where U G R m x m , V G Rnxn are orthogonal matrices and E G R m x n a diagonal matrix,
E = diag (cri, o- 2 ,..., 0p), p = min(n, m) [23].
Consider a system of the form

x(t 0 )

=

x0

(4.3)

where x is the state vector. As before, Consider a perturbation in the initial condition
5x0. The time evolution of the perturbation 8x. is given by

6x (t0) =

5x0

where F x is the derivative (Jacobian) of T with respect to x. The previous equation can
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be written in explicit form

6x.{tN) = M(tN,t0)6x(t0)

(4.4)

where the matrix operator M (tN, t0) G Mnxn represent the forward tangent propagator
from initial time t 0 to a future time tN linearized about a nonlinear trajectory x. This
operator maps perturbations along the nonlinear trajectory from t0 to tN.
Consider the inner product (., .) E = (x, Ey) where E is a positive definite Hermitian
matrix, and denote by ||.|| B its respective norm. Let M.*E be the adjoint of the forward
tangent propagator M with respect to the inner product (., .) E

(x,My> E = ( M * \ y ) E

Notice that M*E = E _ 1 M*E where M* is the adjoint operator of M with respect to
the euclidean inner product (.,.)
From equation (4.4) the square norm of the perturbation 5x (tN) is given by

\\Sx(tN)\\2E = («5x(t 0 ),M* £ M<Sx(t 0 )) E

(4.5)

The operator M* B M is normal, hence its eigenvectors Vj (to) can form a orthonormal
basis in the tangent space of linear perturbations with real eigenvalues of > 0

M* B Mv, (t0) = (7?Vi (t0)
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These eigenvectors evolve to tN according v* (tN) = MVJ (t0) which in turn satisfy

MM* £ v, (tN) = afvt

(tN).

From (4.5) and the above equation we have

\Wi M\\l

= <Vi (to) ,M* £ Mv, (t 0 )) E = a].

(4.7)

Consider the ratio

IIMMIIs

(4.8)

\\^(to)\\E
which provides the impact of perturbation in the initial condition to the state at time
t^ > to. Since any 5x (tN) / ||<5x(£0)||E can be written as a linear combination of
Vj (tN)

then

llfafa)ll«

max
= ai
5x0^0 | | d x ( t o ) | | £

(4.9)

The proof of (4.9) is given in Appendix B.
The phase space directions where this ratio is maximized is given by the eigenvectors
vi corresponding to the largest eigenvalues o\. Notice that <jj are the singular values of
M with Vj as the right singular vectors. The singular vectors associated to the largest
singular values will provide the directions at to of maximum error growth at tN-

4.2.1

Sensitivity Function

In practice the dimension of the matrix M is quite large and only a small number of
singular values and vectors can be computed. Using only the m largest singular values
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and right singular vectors a sensitivity function is defined as
m

2

Fm{x1y) = YJ°-\\\Mxiy)\\l
01
fe=i

(4-10)

l

were (x, y) are grid point coordinates. The function Fm is evaluated at each grid coordinate were ||vfc(x, y)\\2 denotes the 2-norm of the elements in the right singular vector
vk that correspond to the (x, y) gridpoint.
This function provides a sensitivity field for the potential impact of initial condition
errors.

4.3

Model Errors in Singular Vectors

4.3.1

Impact of model errors in sensitivity fields

The sensitivity field obtained with (4.10) is used in targeting strategies to identify regions
where additional data can be taken. The main assumption underlying this methodology
is that most of the errors within the model solution come from the initial condition.
Unfortunately this assumption can easily be violated. In most sciences, the mathematical models are not perfect and model errors can arise from various inaccuracies in the
model. Model errors can have a significant impact on the solution. To have a more judicious assessment of error propagation and impact, model errors have to be taken into
account in the sensitivity fields.
To this end, we propose the use of derivatives of singular values and vectors with
respect to the matrix M. The derivatives can be used to estimate the expected change in
the singular values and vectors due to perturbations or errors in the linearized model M.
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4.3.2

Sensitivity Function Derivative

The derivatives of the singular values and right singular vectors can be used to estimate
the impact of perturbations in the linearized model M to our sensitivity function (4.10).
Let e G M be a relatively small number, and let A G R n x n . Define the perturbed matrix
as
M(e) = M + s-A

(4.11)

Computing the singular value decomposition of M (e) we have

M (e) = U (e) E (e) V r (e)

(4.12)

The corresponding sensitivity function would be
m

2 ( \

Fm(e)(x,v) = Y,^\Me)(x,y)\\l

C 4 -^)

The function Fm can be thought of as depending on the matrix M, i.e. Fm = Fm (M (e)).
The change in the sensitivity function is

6Fm = Fm(M{e))-Fm(M),

(4.14)

where M = M (0). A first order approximation to 5Fm is obtained through a Taylor
expansion of Fm with respect to M

Fm (M (e)) = Fm (M) + ] T ( M (e)tJ - Mtj) ^ ^ ^
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By equation (4.11) we have M (e).. — M ^ = e • A{j. Using (4.15) we obtain a first
order approximation
n

Pi

SFm « £

e.

Ai

^dyTFm

(M)

(4J6)

lJ

1.7=1

The derivative of Fm with respect to M can be computed using the definition of the
sensitivity function (4.10). Differentiating (4.10) on both sides, we have
d
dM{j

dak
CT

fc=iL i

da1 \

2

V

alk d
u

(4.17)
nv

i|2

o{ dMij

Each norm ||.||(x , is evaluated at the specified (x, y) grid-point, so it uses the components of the right singular vectors that correspond to the specific grid-point. For their
derivative we use the derivatives of the corresponding components of the right singular
vectors.
To obtain the derivative of Fm, the derivatives of the singular values and right singular vectors with respect to the linearized model M need to be computed.

4.4

Derivatives of Singular Values and Vectors

The derivatives of the singular values and vectors will be used to estimate the potential
change due to perturbations in the matrix. For each matrix entry M^- there corresponds
a derivative of the singular values and vectors
duk
dM^'

dak
dM^'
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It is obvious that the problem of computing all of the possible derivatives becomes an
exponentially large undertaking.
Analytical formulas for the derivative of the singular values and vectors were derived
by Papadopulo and Lourakis [51] along with applications to vision problems. To obtain
the derivatives, all of the singular values and vectors are required. For matrices whose
singular value decomposition is not prohibitively expensive, the formulas provide exact
derivatives. Nevertheless, these formulas cannot be used for matrices whose dimension
makes it computationally unfeasible to obtain all of the singular values and vectors. In
such cases a procedure is required that uses only the singular values and vectors for
which the derivatives are desired.
As noted in (4.6) we can obtain the singular values and right singular vectors by
solving a eigenvalue problem:

M r Mv f c = Afcvfc

(4.18)

Afc = o\. Therefore the derivatives of the singular values and right singular vectors of
M are equal to the derivatives of the eigenvalues and eigenvectors of M T M .

4.4.1

Iterative Computation of Derivatives of Eigenvalues and Eigenvectors

A numerical algorithm to compute the derivative of eigensystems was developed by
Rudisill and Chu [55]. The authors showed a simple algorithm that converges to the
derivative of the dominant eigenvalue and eigenvector for symmetric matrices. The
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iterative procedure can be derived by applying the product rule to (4.18)

dij [M T M] vk + NfMdijVk

= dijXkVk + Xkdl3wk

where, from this point onwards, we use the notation d^ =

d

(4.19)

. Multiplying (4.19)

with v^ to the right, and solving for the derivative of Xk we get

dijXk = ^dij

[ M r M ] vfc + v^ ( M T M - Xkl) dt]vk

(4.20)

Notice that
d a

ij k

= o—dH^k

(4'21)

Zak

For the derivative of the eigenvector, we obtain a fixed point problem by solving (4.19)
for one of the derivatives of the eigenvector.

diW = ^ [(dij [M T M] - dijXkl) vk + M T M ^ v f c ]

Let d\\

(4.22)

and dv\T' be the r th iterate for the derivative of Xk and vfc respectively. Equa-

tions (4.20) and(4.22) can be written as the following recursive iterative formulas:

dX^

= vldn [M T M] vfc + wTk ( M T M - Ail) dv<T)

dvi T+1) =

T
T)
T
v ^ y [M M] - dX\ l) vfc + M Mdv^

(4.23)
(4.24)

For the derivatives of the rest of the eigenvalues and eigenvectors Rudisill and Chu
imposed additional conditions to force the convergence of (4.23)-(4.24).
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A more convenient algorithm was developed by Tan and Andrew [57] where all of
the desired eigenvalue and eigenvector derivatives are computed simultaneously. The
iterative scheme defines a sequence of matrices that converge to the derivatives. If we
seek the derivatives of the first m eigenvalues and eigenvectors, the iterative formulas
are given by:

dA (r) = V T [dtj [M T M] V + M r MrfV ( r ) - dV (r) A]
dV{T+1)

=

[dij [ M r M ] V + M T MdV ( T ) - VdA (r) ] A" 1

(4.25)
(4.26)

where A = diag (Ai, A2,. • •, Am), dAa = dijXi for I = 1,..., m, and
GTV = [dijVi, dijV2, • • •, dijVm]. The convergence proof for (4.25)-(4.26) is given in [2].
The matrix d^ [M T M] has the following form: c^-M has a one in the i, j entry and
zero everywhere else, by the product rule we have

d^ [M T M] = <%MTM + I V r % M

(4.27)

where the matrix c^-M^M will have the ith row of M in its j t h row, and M T 9jjM will
have the ith column of M in its j t h column.
The iterative procedure will yield the derivatives with respect to one single matrix
element M^. From the Taylor expansion approximation (4.16) we require the sum of
the derivatives. For efficiency it is better to compute the sum of the derivatives rather
than the derivative with respect to My one by one. The iteration formulas (4.25)-(4.26)
will remain mostly unchanged except for dV, dh, and d^ [M T M] which are replaced
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by
n

dAa = J2dtj\i

Z = l,...,m

(4.28)

n

dV = ^

[dijVi, dijV2, • • •, dijVm]

(4.29)

n

]T<%[MTM]

(4.30)

Once the derivatives of the singular values and right singular vectors are computed,
they can be used in (4.17) to compute the derivative of the sensitivity function with
respect to the linearized model M. This derivative will provide regions where perturbations to M will have an impact on the sensitivity field.

4.5

Singular Vectors of the Shallow Water Model

For our numerical experiments we use the shallow water model in spherical coordinates
as described in section 1.2. The selection of this model is motivated by its simplicity
while still capturing important characteristics in more complex and realistic atmospheric
models.
Recall that computations are done in a 2.5° x 2.5° grid on the sphere such that the
dimension of the discrete vector x = (h,u,v) is in the order of 30,000 variables. For
this problem the tangent linear model matrix M would have an order of 109 number of
elements. It is clearly unpractical to form and store such a matrix.
The matrices M and M r are never formed, instead the action of the matrix on a
vector is used to compute the singular values and vectors. Instead, a code that provides
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the action of the tangent linear model and the adjoint model is generated with the help of
the Tangent and Adjoint Model Compiler (TAMC) [22]. This is an Automatic Differentiation tool that provides a tangent code for M and adjoint code for M T . The compiler
works by differentiating the discrete code for the model equations line by line in forward
mode for M and backward mode for M T .
The fact that there is no direct access to the elements of the matrix M limits the
type of computation that can be implemented to obtain the singular values and singular
vectors as well as their derivatives. Due to the large size of the matrix only a relatively
small number of singular values and vectors can be computed. Additionally, only the
available singular values and vectors can be used to compute their derivatives.

4.5.1

Singular Value Decomposition for the Shallow Water Equations

On the tangent phase space we consider the inner product:

(x,y) E = (x,Ey)

(4.31)

where E is a symmetric positive definite matrix (usually a diagonal matrix). The matrix
E is chosen so that the inner product induces the total energy norm

(x,x) = i ( « 2 + W2) + ^
i

2

.

(4.32)

no

The adjoint operator in this inner product is

(x,My)B

= (M*Ex,y)E
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where M* E = E _ 1 M T E . From (4.5) we have

\\5x(tN)\\l

= (5x(t 0 ),M* E M(5x(£o)) E

( 4 - 34 )

where the directions of maximum error growth is characterized by the singular vectors

M* E Mw fc = a2kwk

(4.35)

Let P denote a projection operator on the specified verification domain Vv, then the
singular value problem defined by (4.34) is

[ E ^ P M E " 1 / 2 ] T [ E ^ P M E " 1 / 2 ] vfc = a2kvk

(4.36)

where wfc = E _1 / 2 v fc Iterative solvers are implemented to compute the singular values
and vectors. The Arnoldi Package (ARPACK) [41] software is used to compute the singular vectors. ARPACK is a state of the art software package that uses an algorithmic
variant of the Arnoldi process called the Implicitly Restarted Arnoldi Method (IRAM)
to compute the singular value decomposition. In the case of symmetric matrices the process reduces to a variant of the Lanczos process called the Implicitly Restarted Lanczos
Method (IRLM). It is most appropriate for large matrices since it only requires the action of the matrix on a given vector. For the sensitivity fields we computed 20 leading
singular values and vectors of M.
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Figure 4.1: Sensitivity field with 20 leading singular vectors over the target area at initial
time t 0
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Figure 4.2: Finite difference approximation to the sensitivity function between the perturbed and unperturbed matrix M
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Figure 4.3: Derivative of the dominant right singular vector dvi over the spatial domain. Clockwise from the upper left corner: derivative of h component, derivative of u
component, derivative of v component, and energy norm of the derivative components.
4.5.2

Numerical Results

The sensitivity field obtained with 20 leading singular values and vectors of M is given
in Figure 4.1, where the energy norm (4.32) is used at each grid-point. The singular values and right singular vectors of a perturbed tangent linear model M (e) are computed,
where the perturbation parameter is e = 10~2. To make the computational process
feasible, we take A in 4.11 to be a diagonal matrix, i.e. we only perturb the diagonal
elements of M. The difference between the perturbed and unperturbed sensitivity field,
divided by e is shown in Figure 4.2. This is the finite difference approximation to the
derivative of the sensitivity function.
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Figure 4.4: Derivative of sensitivity function with respect to M. This will indicate where
the sensitivity field is expected to change due to perturbations in the matrix M.
Since only the diagonal elements of the matrix M are perturbed, we only need the
derivatives with respect to the diagonal of M. This will greatly reduce the computations
of the derivatives of the singular values and right singular vectors since the matrix (4.27)
simplifies to

J2 dij [MTM] = M + MT

(4.37)

For every matrix iteration a forward and backward integration from the tangent linear
and adjoint models is needed.
To compute the derivatives of the singular values and right singular vectors it is
necessary to perform several runs of the model equations as well as forward integration of the tangent linear model M and backward integration of the adjoint model M T .
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Due to the relatively high cost of repeated forward and backward integration a parallel
program was implemented, using the OpenMPI library, to compute the derivatives of
the singular values and right singular vectors. The derivative of the dominant singular
value, appropriately distributed over the spatial domain, is shown if Figure 4.3. The
derivatives indicate that perturbations in M will impact the right singular vectors in the
target domain. Since the sensitivity function is not very high within this area any potential change caused by perturbation in M can have a significant impact in the sensitivity
field. Using the singular values and right singular vectors and their derivative in equation (4.17) it is possible to estimate the expected change in the sensitivity field. Figure
4.4 shows the derivative of the sensitivity function with respect to changes in the linear
model M. Comparing this figure with the finite difference 4.2 we see that the derivative
gives a good approximation to the expected change in the singular vectors and thus in
the sensitivity field. This information can be used to correct or augment the accuracy of
the sensitivity fields by anticipating how it will react to errors in the tangent and adjoint
models.

4.6

Conclusions and Further Research

We used the derivatives of singular values and right singular vectors to estimate the
impact of model errors in the sensitivity fields. The singular vectors of the tangent
linear model M associated with the largest singular values provide the directions at t0
of maximal error growth at tN. A sensitivity function is defined to identify regions of
potential error growth due to perturbations in the initial condition of the model. The
model is assumed to be perfect, this is, all significant errors are believed to come from
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the initial condition and/or model parameterizations. Nevertheless, in reality, model
errors can have a significant impact on the model solution. To asses the possible impact
of model errors we used the Taylor expansion of the sensitivity function to approximate
the expected change in the sensitivity fields due to perturbations in the linearized model
M. This approximation indicates that the derivatives of the singular values and vectors
play a prominent role in assessing the impact of model perturbations on the sensitivity
fields.
Direct formulas for the derivatives are available but they usually require all of the
singular values and vectors. For problems were the size of the matrix is very large,
it becomes computationally unfeasible to calculate all of the singular values and vectors. To address this issue, an iterative procedure was implemented to approximate the
derivatives of the available singular values and right singular.
A numerical experiment with the Shallow Water equations was performed where we
introduced perturbations in the model and observed the impact to the sensitivity fields.
The results corroborate that the derivatives match the expected change in the sensitivity
fields produced by model perturbations. The results show that using the derivatives
appropriately we can estimate the impact of model errors in the sensitivity fields. This
information can be used to asses the reliability of the sensitivity fields due to model
errors.
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Chapter 5

PARAMETRIC SENSITIVITY ANALYSIS OF A SMOOTH CLOUD AEROSOL
MODEL

5.1

Introduction

The modeling of clouds play an important role in weather forecasting and climate
change. The evolution of clouds determine various properties of weather events, such as
precipitation, heat transfer, moisture distribution, and the like. The accurate simulation
of clouds can potentially improve the prediction of extreme weather events that have a
high economical and societal impact. Given the importance of cloud models, there is an
increasing demand for more accurate predictive simulations. Cloud models are typically
simulated over a large spatial domain at a coarse grid resolution, leaving many microphysical processes unresolved. As a result model parameterizations are used to capture
the effects of micro-physical processes that occur within a cloud. Most parameterizations are crude bulk approximations that use threshold-based formulations, and hence,
are discontinuous.
As models become more sophisticated and realistic, the parameterizations become
more complex and numerous. Some of the parameters of interest may not posses a
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physical interpretation resulting in a inaccurate estimation of their value due to the lack
of physical meaning. The value of these parameters must be estimated using intuitive
knowledge of the behavior and reaction of the model to changes in input parameters.
Given the complexity and nonlinearity within a cloud model, it is important to understand the dependence and relationship there exist between the model output and initial
condition and/or input parameters. This relationship can be exploited to estimate the
optimal parameter value for a given model and data set.
Sensitivity analysis methods aims to describe the expected change in model solution
due to perturbation in the initial condition or input parameters. Sensitivity studies will
enable the identification of the most relevant parameters of the model for which a more
accurate estimation of their value is required.
The discontinuities in the model can have a negative impact on the sensitivity analysis. Since the model does not depend smoothly on the input parameters from the microphysical processes, the changes in the input parameters can induce an abrupt change in
the model solution. The abrupt reaction of the solution can hinder our understanding of
the relationship between model and parameters. In order to avoid discontinuities, many
studies simplify their models to exclude the parameterizations. As a result of the simplification, some of the dynamics are lost in the model and, subsequently, in any sensitivity
analysis studies that are performed. Furthermore, this approach introduces issues on the
accuracy and validity of the linearization and sensitivity analysis.
To include the micro-physical parameterizations some studies employ Automatic
Differentiation (AD) to obtain the tangent linear model. Automatic Differentiation establishes simple rules to differentiate the "on-off' switches that appear in the parame-
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terizations. The resulting linearization takes into account all the features of the model
and provides a better tool for sensitivity analysis. Park and Droegemeier [52] used AD
to compute the sensitivity coefficients for a 1-D moist Eulerian cloud model to study
the influence of input parameter variability on the dynamical evolution of a convective storm. In another paper Park and Droegemeier [53] investigate the sensitivity of
a supercell storm to perturbations in the water vapor field using a non-hydrostatic 3D
cloud model and AD tools. In both studies the tangent linear model is obtained with
the ADIFOR compiler, which can differentiate the "on-off' switches from the microphysical processes. Despite these advances, the discontinuities in the parameterizations
contributed to difficulties in the validity of the tangent linear model. The discontinuities
seem to contribute to a decrease in the time frame validity of the linear assumption for
the tangent linear model.
In a recent paper, Reisner and Jeffery [54] noted that the discontinuous nature of the
parameterizations can have a negative impact on the time scale to be resolved within
the model simulation. They propose the use of continuous functions to characterize the
parameterizations of micro-physical processes to resolve all of the time scales. The new
parameterizations give the model a smooth dependence on data and parameters and,
additionally, the model possess better convergence properties in its numerical simulation. The smooth characteristic of the model will also enable a more reliable sensitivity
analysis for the parameters.
The purpose of this work is to demonstrate the advantages of continuous parameterizations for sensitivity analysis. With the continuous parameterization the model
becomes totally differentiable and hence the derivative of the model with respect to key
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parameters of the micro-physical processes is uniquely defined. The differentiability
property of the model enables a more reliable sensitivity analysis study.
The sensitivity of the model with respect to some key parameters will be analyzed
and studied. The results will be compared with perturbation runs to corroborate the
validity of the linearization and the sensitivity analysis. The time interval for which the
linearization remains a good approximation to the perturbations will also be estimated
and tested.

5.2

Sensitivity Analysis

Sensitivity analysis is a mathematical tool used to characterize how the model solution
responds to changes in parameters or other data of interest [12]. There exist two main
frameworks to compute the sensitivity of a model: the continuous differential method
and the discrete differential method. In the continuous differential method the set of
differential equations for the forward (adjoint) model, which governs the evolution of
the sensitivities, is formulated from the original model equations.
The forward sensitivity method with the continuous differential approach will be
implemented for the cloud model. This method is revisited below.
Consider the following dynamical system for a given model
dx
^
x(t 0 )

= ^(t.x.p),

(5.1)

= x0,

(5.2)

where p is a model parameter. The solution x of this system depends not only on time t
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but also, implicitly, on the initial condition x 0 and parameter p since if these quantities
are changed the solution of the system will also change. Thus we have that

x = x(i,x0,p).

(5.3)

Let Sp be a perturbation in the parameter which will induce a perturbation in the solution,

£x = x(£;x 0 ,p + £p) - x ( i ; x 0 , p ) .

(5.4)

To approximate Jx we use a Taylor expansion of the solution with respect to the parameter,
dx
x ( t ; x 0 , p + 5x) = x(i;x 0 ,p) + — Sp + O (Sp)2 .

(5.5)

From the Taylor expansion (5.5) we have a first order approximation to the perturbation
in the solution,
<5x m -—Sp.
dp

(5.6)

dx
The derivative — acts like an amplification factor for the perturbation in the parameter
dp
Sp indicating the impact of the perturbation. This derivative vector is used as a sensitivity
vector of the solution x with respect to the parameter p indicating how perturbations in
the parameter will impact the solution.
C*X

In order to obtain the sensitivity of x with respect to p, we define s = ——. Difference
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tiating (5.1)-(5.2) with respect to p we obtain
ds
Tf

s(t 0 )

dT .
.
dT ,
.
= — (t,x,p) + s - ^ . (t,x,p)

.„ „.
(5.7)

=

(5.8)

0,

dT
dT
where —— and —— are the Jacobian matrix of the right hand side function T with respect
op
ax
to p and x respectively. Equations (5.7)-(5.8) are called the tangent linear model, and
their solution s is the sensitivity of x with respect to p. The Jacobian matrices of the right
hand side function T require x for their evaluation, therefore to solve system (5.7)-(5.8)
it is necessary to solve (5.1)-(5.2) beforehand or simultaneously.
Systems (5.1)-(5.2) and (5.7)-(5.8) can be solved using suitable numerical methods
for systems of ordinary differential equations. Both systems should be solved with numerical methods of the same order to avoid consistency problems between the solution
x and its sensitivity s.
Once the solution x and the sensitivity s are obtained, we define the following dimensionless quantities
Si=P~.

(5.9)

Xi

This quotient is called the relative sensitivity coefficient. From (5.9) we form the vector
s = [si,S2,...,sn]

called the relative sensitivity vector.
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5.3

Cloud Model

The new cloud model describes the evolution of stratus clouds [54]. This family of
clouds are notoriously difficult to model and simulate due to their sensitivity to changes
in aerosol composition. A particular feature that is difficult to model is the cloud edge,
which plays an important role in the simulation. Specifically, this is where there are
significant changes in various quantities of interest that are not resolved in the numerical simulation, and hence, depend strongly on the accuracy of the parameterizations.
Moreover it is the delicate balance, near the cloud edge, between advection, condensation, evaporation, and diffusion that determines an accurate qualitative and quantitative
evolution of the cloud.
Many cloud models cannot employ higher-order temporal numerical schemes since
the models cannot obtain the desired order of accuracy. The primary reason for this lack
of accuracy can be attributed to the use of micro-physical parameterizations that are not
differentiable, causing the parameterizations to have extremely fast time scales. The parameterizations fast time scales can lead to unresolved micro-physical processes within
the cloud and this in turn can produce negative cloud fields in the model. This phenomena induces a significant degradation of the predictive quality of the cloud model. To
address this issue, Reisner and Jeffrey [54] proposed the use of continuous functions for
the description of micro-physical parameterization. This approach was first developed
by Chen and Liu [13] for a warm-cloud dropsical model.
The main characteristic that make this model smooth is the use of continuous parameterizations, this is, removing on-off switches and tests to replace them with continuous
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functions that posses steep gradients in appropriate locations. Additionally, these functions limit the capability of the parameterizations to reduce certain variables below a
realistic quantity.
Assuming a velocity field that satisfies the Navier-Stokes equations, each variable of
interest in the cloud model satisfies a conservation law,

^

+ V-(v^) = ^ W ,

(5-10)

where v = (u, v, w) , u, v are the Cartesian gas velocity in the x and y directions and
w in the vertical z direction. The vector variable ip is defined as ip = (0i, • • • , ips)
of which ipi = 9 = pO is potential temperature, ip2 = pv = pqv is water vapor density
where qv is the specific humidity, ip3 = pc = pqc is cloud water density where qc is the
specific cloud water mixing ratio, ^4 = A^c is cloud number density, and ip5 = p is the
gas density of air where p = Pd + Pv with pd the dry air density and pv the water vapor
density.
The forcing Ri are defined as follows:
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> Jrad
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where F(.) is the diffusion flux for each corresponding variable. The parameterization
term fmass, which represents various micro-physical processes, is defined as

Jrnass

<P

where (j)actlvatemass

activatemass

{Activate — Deactivate) + Condensation,

(5.11)

is the mass of small cloud droplets. Activate represents a crude

bulk parameterization to convert aerosol number density Na into cloud number density
Nc, Deactivate represents the rapid evaporation of Nc back into Na, and the final term
Condensation represents the growth of cloud droplets. Some parameters of interest are
in Activate, which is defined as

Activate

[activate i\r
Na

tanh

5,pos

tanh

iNc-target

^c

(5.12)

On

where (j)actlvate is an activation time scale, Smax is the maximum supersaturation possible, ^c-targei j s m e

vg^Q 0 f SUpersaturation

that defines the rate at which aerosols are

converted into cloud droplets, and Spos the positive part of the supersaturation field.
Additionally, diffusion coefficients are present in all of the flux diffusion terms.
These coefficients, with appropriate values, will suppress unphysical oscillations that
may appear in the numerical solution when advection dominates over diffusion. However the diffusion coefficients will also increase evaporation near cloud edges. To limit
the evaporation within cloud edges, the Cond or Deactivation terms are divided by an
evaporate limiter term revhmlt which includes a evaporative limiter tuning coefficient
cj)evtune. We are interested in the sensitivity of the model with respect to this tuning
coefficient.
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We reference the reader to the work of Reisner and Jeffery [54] for a detailed description of the rest of the terms in the forcing.
The new parameterizations employed in the cloud model improve the performance
of the numerical simulation of the model by achieving the desired accuracy for a given
time-stepping scheme as shown in the paper by Reisner and Jeffery [54]. There are
various parameters introduced in the new cloud model, whose impact and influence on
the numerical solution is of interest. A parameter of special interest is the evaporative
limiter coefficient. To estimate the optimal or appropriate value of this parameter the
relationship between model solution and the parameter needs to be studied and analyzed.
This relationship can be established with the use of sensitivity analysis tools. Moreover,
the smoothness of the cloud model enables a more reliable analysis of the sensitivity to
parameters, given that there is a continuous and smooth dependence to the parameters.
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5.4

Numerical Experiments

The governing equations for the cloud model are discretized using a Godunov type finite
volume method,
dip
dt

2Arc
+ ^ "

[ui+l/2Pi+l/2i>i+l/2

[^'+1/2^+1/2^+1/2 -

+ WT— [wk+l/2Pk+l/2$k+l/2

R

Ui_i/2pi-l/2i>i-l/21\

~

1
2Ax

Vj-WPj-l/alpj-lfr]
~ %-l/2Pfe-l/2'0fc-l/2]

dip\

_x

1
2Ay

~y

=

_

-

(dip

\

d

(5.13)

^ \
J-l/2

1
2Az

dip

K

~k-l/2Pk-l/2

\ ^J
fc-1/2

where tp denotes one of the variables of interest, R the discretized forcing terms, including the micro-physical parameterizations, and the subscripts i,j and k denote the
location in the x = i Ax, y = jAy, and z = kAz directions on the grid. A non-staggered
grid is employed for each cell volume. The cell volume faces for the advective quantities
are interpolated via the quadratic upwind interpolation scheme (QUICK).
Once the spatial discretization is applied, the resulting system of ODE is numerically solved using the SUite of Nonlinear and Differential/ALgebraic equation Solvers,
described in section 2.3.1 in the introduction.
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5.4.1

Sensitivity Analysis of 2D Model

A vertical 2-D version of the cloud model is used for the numerical simulation of a cloud
bubble. We applied a grid resolution of 64 grid points in the horizontal x direction and
160 grid points in the vertical z direction. The cloud model is integrated for 26 minutes,
with At = 0.0625 seconds, using the Adams-Moulton time stepping scheme within the
CVODES solver of SUNDIALS. For each experiment the evaporative limiter is set to
cj)evhm = 10. A source of water vapor is placed in the middle of the spatial domain, and
a prescribed wind velocity field from left to right is assumed. Additionally, we assume
periodic boundary conditions in the horizontal direction. Taking advantage of the parallel capabilities of SUNDIALS the OpenMPI library is used for the parallelization of the
code. For the computation of the sensitivities we used the staggered corrector method
within CVODES.
Figures 5.1a and 5.1c show cloud water mixing ratio qc, which is the mass of cloud
water per mass of gas, at t = 600 and t — 660 seconds. The cloud bubble is now
clearly visible and starts to be advected by the wind component. Figure 5.2a and 5.2c
show the evolution of the cloud bubble, at t = 720 and t = 780 seconds, as it start to
intersect the upper levels of the vertical domain. The bubble starts to dissipate and loose
its shape as it interacts with the rest of the spatial domain, the long tail present in earlier
times has dissipated. The last set two solution figures 5.3a and 5.3c show the solution
at t = 840 and t = 900 seconds. Here the cloud has dissipated and is being advected
around the horizontal domain. The structure of the cloud can still be discern from the
images making it clear that the model, with the current parameters, simulates a stable
cloud bubble.
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Figure 5.1: Numerical solution of qc and its sensitivity with respect to (frevtune at t = 600s
and t = 660s. The cloud bubble is starting to form in the middle of the spatial domain
and it begins to be advected by the wind. The images show that the most sensitive
regions of the cloud bubble are the edges.
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Changes in the evaporative limiter (jfvtune can potentially affect the water mixing
ratio qc on the cloud edge. Recall that this tuning parameter controls the evaporation
in the cloud. Motivated by this intuitive idea we investigate the sensitivity of qc with
respect to (jfvtune.
Figure 5.1b and 5. Id show the relative sensitivity of the water mixing ratio with
respect to the evaporative limiter coefficient. The sensitivity indicates that the coefficient
has the most impact on the cloud edge, specifically on either side of the bubble at around
a height of 750 meters. At this vertical height the bubble appears to intersect a fixed
background value of qc, as shown in figures 5.1a and 5.1c, and the relative sensitivity
can be as high as 1.6% for t = 660s. The time evolution of the sensitivity shows that
the edge of the cloud remains important even after the bubble is formed and advected.
This effect was expected since the evaporative limiter regulates the evaporation on the
edge of the cloud so as to stabilize the cloud itself. The time evolution of the sensitivity
can be seen to increase in value at the edge of the bubble as the bubble dissipates and is
advected by the wind components. This behavior is observed in figures 5.2b, 5.2d, 5.3b,
and 5.3d.

5.4.2

Perturbation experiments

To compare the results obtained with sensitivity analysis the numerical solution of the
model tp is computed with cf)evlim + S(f)evlim, where S(/)evHm is a 10%, 20% and 30%
perturbation. Once the solution is obtained a finite difference is computed, i.e.,
./, (Aevlim

+

§Aevlim\
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and it begins to be advected by the wind. The images show that the most sensitive
regions of the cloud bubble are the edges.
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Figure 5.4: Time distribution of maximum absolute sensitivity coefficients of qc with
respect to evhm^ g j v e n by (5.9)5 as well as the finite difference approximation with a
perturbation evhm 0 f IQO/05 20% and 30%. The solution and its sensitivity are simulated
from t = 420 to 1020 seconds.
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5(j)evHm

time (s)

10%

20%

30%

420
480
540
600
660
720
780
840
900
960

8.9935883466e-07
2.33274310706e-06
6.09066207265e-06
1.16856470906e-05
1.73612405389e-05
2.32356169364e-05
3.23984688122e-05
4.0586383517e-05
5.31070140639e-05
7.56421318625e-05
0.000102858681684

7.766775653 lle-07
1.7285696607e-06
4.23723940786e-06
8.45874174467e-06
1.321891037e-05
1.73420917115e-05
2.4383079963e-05
3.05756028336e-05
3.91189524235e-05
5.42834664756e-05
7.2071860579e-05

7.60499876458e-07
1.81535798892e-06
3.70473866287e-06
7.84871939996e-06
1.27981900437e-05
1.74274577594e-05
2.62791099e-05
4.10802182904e-05
5.97218359179e-05
6.9611832392e-05
8.10262737631e-05

1020

Table 5.1: 2-norm difference between sensitivity of the cloud water mixing ratio qc with
respect to the evaporative limiter (jfvhm and the finite difference approximation with a
10%, 20% and 30% perturbation 5(j)evlim from t = 420 to 1020 seconds with At = 60s.
Table 5.1 shows the 2-norm difference between the sensitivity and finite difference of
the cloud water mixing ratio qc with respect to (jfvhrn. The table clearly shows that
the sensitivity initially gives a good approximation to the expected change in the solution. Furthermore, as the solution evolves forward in time the sensitivity approximation
remains relatively accurate.
Figure 5.4 shows the time distribution of the maximum absolute value of the relative
sensitivity vector, defined by (5.9), of qc with respect to (jfvhm. The absolute maximum
relative sensitivity grows as the solution is advanced forward in time, indicating the relevance of the evaporative limiter as the solution evolves forward in time. For comparison
the maximum absolute values of the finite difference are also shown in figure 5.4 where
it is observed that the sensitivity closely approximates the correct values of the expected
change in the solution. The fact that the sensitivity approximation remains close to the
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actual change in the solution, due to perturbations in the evaporative limiter, indicates
that the smooth dependence of the model solution to this parameter is a key property to
obtain relevant sensitivity information.

5.5

Conclusions and Further Research

The sensitivity of a cloud model which employs continuous functions for the parameterization of micro-physical processes has been studied. We found that the smoothness
of the model enables a more reliable and stable sensitivity analysis. The continuous parameterizations produce a model that is continuous and differentiable with respect to the
input parameters. This differentiability characteristic facilitates the study of sensitivity
analysis since it enables the unique definition of the Jacobian matrices that are necessary in the forward sensitivity equations. Working with a smooth model the sensitivity
studies are more consistent with what is expected from the model and its parameters.
For our sensitivity analysis we employed the SUNDIALS package that approximates
the solution of the forward sensitivity system through a numerical method for ordinary
differential equations.
We computed the sensitivity of the cloud model with respect to a evaporative limiter
coefficient with the forward sensitivity equations. As expected, the sensitivity coefficients show that the cloud edge is susceptible to changes in the evaporative limiter parameter. The relative sensitivity coefficients were observed to grow as time progresses.
A tentative explanation for this growth can come from the fact that the computed sensitivities are a first order linear approximation to the expected change in the solution due
to changes in the input parameters. Including information from higher order derivatives
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may improve, to some extent, the quantitative accuracy of the sensitivity results.
The time frame validity of the sensitivity was confirmed with several simulations
with a perturbed evaporative limiter coefficient. The advantages of continuous parameterizations in the sensitivity studies were tested and the results show the importance of
smooth parameter dependence. This preliminary study reveals that the sensitivity to the
parameter fulfilled the expected reaction of the model solution.
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CONCLUSIONS

6.1

Conclusions and remarks

Sensitivity analysis, data assimilation and targeting strategies are becoming increasingly
important methods in applied sciences that help improve the predictive capabilities of
computational simulation of various mathematical models. Their implementation to
atmospheric models has become a subject of intense research by various educational
and governmental institutions.
Targeting strategies is a young discipline that is ever expanding and in need of further
research. By properly accounting for model errors and nonlinear error growth in models,
the reliability and accuracy of targeting strategies may be improved. Additionally the
implementation of sensitivity analysis to various atmospheric models helps establish the
relationship that exist between model parameters and its solution.
In this work we presented novel methods to account for model errors in singular
vectors targeting strategy and for nonlinear error growth in the gradient sensitivity targeting strategy. Practical issues and their implementation to a shallow water model were
discussed and analyzed. We also presented sensitivity analysis to a new cloud-resolving
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aerosol model that has a smooth dependence on input data.
A novel targeting strategy based on the second order adjoint model was developed
in chapter 3 to account for the quadratic initial-condition error growth in the model
forecast. The eigenvalues and eigenvectors of the second order adjoint model, which
provides the action of the Hessian matrix on a given vector, were used to define a sensitivity field that indicates regions of quadratic initial-condition error growth. Preliminary
numerical experiments with adaptive observations, in the context of 4D-Var data assimilation, indicate that this new methodology may outperform the traditional first order
adjoint approach, in which only the linear evolution of errors is considered. Additionally, a flight path is defined with the sensitivity fields where one observation is taken at
each hour whose location is determined by the gridpoint with the highest sensitivity at
the corresponding time instance. The adaptive observations collected through the flight
path produced better results than adaptive observations that are only placed at the initial
time instance, even though they are less than a third in number.
To account for model error propagation in the sensitivity fields defined by the singular vectors, chapter 4 presented the use of the derivatives of singular values and vectors
of the tangent linear model. The derivatives of the singular vectors with respect to the
entries of the tangent linear model is a first order approximation to the expected change
in the singular vectors due to perturbations/errors in the tangent linear model. Using
these derivatives we defined the derivative of the sensitivity function with respect to the
tangent linear model and approximated where the model errors will have a significant
impact. An idealized numerical experiment showed in principle that the derivatives can
identify these regions.
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In chapter 5 we presented a parametric sensitivity analysis study of a new resolving
cloud-aerosol model. The model has a smooth dependence on parameters and input
data, making it differentiable with respect to the parameters. Such a property makes
the model more amenable to sensitivity analysis studies since there is no discontinuity
with respect to the parameters that can create undefined derivatives. A key parameter of
interest in the model is the evaporative limiter coefficient that controls the evaporation
taking place within the cloud edge. Numerical experiments where the sensitivity of
the model with respect to the evaporative limiter coefficient confirms the relationship
between this parameter and the cloud edge, which reveals regions in the cloud edge
where this parameter has the most impact.

6.2

Direction of Future Research

The improvement of targeting strategies for atmospheric models is a topic of intense
research. One of the objectives of this work is to establish the first step towards better
development of targeting strategies for more complex mathematical models. Future
research will be carried out in the following directions:
• The second order adjoint targeting strategy only accounts for quadratic propagation of errors. To fully exploit the advantages of first and second order adjoint
models a new targeting strategy must combine information from both adjoint models to obtain a more cohesive and reliable strategy. This new strategy must assign
proper weights to the information from the first and second order adjoint models.
A possible solution to be explored is to define a sensitivity field from the unit
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vector 5x 0 that maximizes the equation

V xo Jv (XJV) Sxo + ^SXQW10JV

(XJV) <5X0.

Such a vector will point towards the direction of maximal error growth, taking
into account up to quadratic error propagation.
Additionally, data interaction must be taken into consideration to define an optimal flight plan for the first and second order adjoint models.
• In an idealized setting, the derivatives of the singular vectors showed to properly
account for the impact of perturbation in the tangent linear model. The use of
the derivatives must be tested for a non-idealized setting and incorporated into a
targeting strategy for a weak-constraint data assimilation to asses its performance.
• The parametric sensitivity analysis of the cloud model is to be compared with the
sensitivity analysis from a non-smooth model. The comparison should reveal the
advantages of working with a smooth model and of using sensitivity analysis to
characterize the relationship between model input and output. The cloud model is
to be incorporated into a larger hurricane model, for which data is available. This
study is to form part of a larger sensitivity study and implementation of a data
assimilation scheme, such as 4D-Var or Kalman filter, to the hurricane model.
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Appendix A
VAN-LEER TRANSPORT SCHEME

This appendix describes the van Leer-type transport scheme [45] used for the shallow
water model.
Most conservation laws are discretized with finite volume numerical methods. In
the finite volume method [42], the domain is divided into grid cells and approximate
the volume integral, or cell average, over the grid cell. The volume is then recomputed
using an appropiate numerical flux function, which approximates the flux that passes
through the cell edges. Because the flux entering a cell is equal to the flux leaving the
adjacent cells, these methods are well-suited for conservation laws.
A particular type of finite volume method are the Godunov methods. In these methods the solution is reconstructed using piecewise polynomials, evolved exactly or approximately with the piecewise polynomial and average the new solution over each cell.
Since a piecewise polynomial function is used to evolve the solution, a Riemman problem needs to be solved at each new time step.
To illustrate the van Leer-type transport scheme we will use a conservation law in
one spatial dimension. Transport in multidimensions is achived by operator splitting.
Consider a simple one dimensional advection transport equation
do
do
^ + * u - i = 0, xett,
0<£<oo,
(A.l)
at
ox
q {x, 0) = q0(x),
xe Q,
(A.2)
where q = q(x, t), Q = [a, b], and a,b,u G M. This equation can be written in integral
form as

±Jq(x,t)dx

= f (q (b, t)) -f(q

(a, £)),

(A.3)

where / (q (x, t)) = uq (x, t). Partitioning the spatial domain into N subintervals Q, =
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[x0 = a, x\,...,

Xj,..., xN = b] we define the ith grid cell as

Denote by Q", 1/2 the approximate average value of q over Ci at time t„
1 fXi+1
1
Qi+i/2
«
"
A
/
9
(
^
*n)
da;
=
^ ~ Ax
Ax

q(x,tn)dx.
Ci

The integral form of the conservation law (A.3) over the grid cell Q gives
_d_
q (x, t)dx = f {q (xi+i, t)) -f(q (xi71)) .
dt c.

(A.4)

Integrating (A.4) over time and dividing by Ax we have
1
Ax

1
"Ax

q(x,tn+i)dx
Cr

q (x,t n ) dx
Ci
Ptn + l

1
Ax

/

ftn + 1

f{q{xi+ut))dt-

/

f(q(Xi,t))dt
(A.5)

Equation (A.5) can be approximated by
Qn+l
i+1/2

At

f^n
Qi+l/2

^

(Ftn+1 - FT) ,

X

(A.6)

where F™ is the approximation to the time rate of mass transfer across the cell interface
a t x^5 i . e .

F ^ ^

rtn+l

I""

f(q(xht))dt

J In

Equation (A.6) is the finite volume discretization of (A.l), (A.2). For our problem, the
flux can be approximated by:
uAt

, AQa-i/ 2 /
i

u

Qi-1/2
i-1/2 H

L

o

~

2
V" Ax
__ AQi+1/2 f uAt
FP = u Qi+l/2
2
\~ ' Ax

,

for u > 0,

(A.7)

for u < 0,

(A.8)

where AQi+1/2 is the mistmach, or difference, between Q at the right and left edges of
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cell Ci, often refered as slope. Determining the mismatch, or slope of the subgrid linear
distribution, is crucial to the overall acuracy of the scheme.
Let [AQj+1/2] be the algebraic mean of the two one-sided differences of the cellmean value, that is
pWi+i/2j avg -

2

'

where SQi = <5"+1/2 - Q?_1/2- Let
QT+i/2 = m i n {Q(i-i)+i/2, Qi+1/2, Q(i+i)+i/2J
QT+l/2 =

m a x

{Q(i-l) + l/2, Qi+1/2,

Q(i+l)+l/2}

An ideal slope for the transport equation is given by
[ A Q m / 2 ] m o n o = sign ( j A Q m / 2 ] a y g )
x min { | [AQ J + 1 / 2 ] a v g | , 2 (Qi+1/2 - Q™/2) , 2 (Q™\/2

- Ql+l/2) }
(A.9)

This slope allows the solution to preserve monotonicity and positive definiteness. Additionally it imposes an upper and lower bound.
The numerical method denned by (A.6) toghether with (A.7), (A.8), and (A.9) is
the van Leer-type transport scheme upon which the discretization of the shallow water
model is based.
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MAXIMUM RATIO PROOF

This appendix contains the proof for ratio (4.9) in chapter 4
Theorem B.0.1. Let M be the forward tangent propagator of (4.2), (4.3), from t0 to
tx, and M.*E be its adjoint with respect to the energy inner product. Let of be the
eigenvalues of M* £ M, ordered so that o\ > o<i > ... > an, with corresponding
eigevectors Vj (to) which evolve to t^ according to v, (t^) = MVJ (to). Let Sx (t^) be
an intialperturbation that evolves to tjv as #x (t^) = M<5x (to), then
max

L /Ai

=(J

i

(R1)

<5x(t0)^0 j|dX (*O)||JS

Proof The vectors v, (tN) satisfy
M M ^ V i (tN) = <r?Vi (tN).

(B.2)

Since M* B M is symmetric then its eigenvectors Vj (to) form an orthonormal basis with
respect to the energy norm, this is
Vi(*o),vj(*0)>E=r

. /.

The energy inner product of the evolved eigenvectors Vj (tN) is
(v l (t i Y ),v i (t i V )) E

=
=

(Mvi(t0),Mvj(i0))E
(v^ 0 ),M* B Mv.,-(* 0 )) E

=

(vi(i0),^2vj(to))E
<^<Vi (*()), V j f t ) ) ) E
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and by (B.3) we have
(Vi(tN)

,Vj(tN))E

=

0

(B.4)

i^j

So || Vj (tjv) || E = <Tj. Since the set of eigenvectors Vj (t0) form an orthonormal basis, we
can write Sx (to) as
n

<5x (t0) = ^2
~ CjVj (M

(B.5)

and since <5x (t^) = M 5 x (i 0 ) we have
n

(B.6)

(Jx(tjv) = J^CiVj^jv)
i=l

From (B.5) we have
2

IIMMIIE

y ^ cjVj (t 0 )

=

=

/

i=l
n

E
n

CiVi

^°^' i=l
]C QVi (*

(E
\i=l
^

E

7i

so we have

1/2

E C?

\6-x.(tO J I I E

(B.7)

Now consider the vector
<5x (tN)
|5x(t 0 ) IE

=

V
EIIA
^ I I MY*LII_
o ) | | -(^)
i=

=

E

c
where 6,- = I,, , ,%n . Taking the energy norm we have

ll<5x(to)l|E

°

bJ

IIM^IIE
||<5x (t,O J I I E

E
i=l
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Now

^2 bm (tN), ^T kvi (tN)

J ^ biVii (t
I wv,
i=l

i=l

E
n

i=l

clearly 0 < bf < 1 and £ ? = 1 bf = 1, since
„2

|*X(*0)||E

CU<f

Hence we have
\ 1/2

|<Jx (t N)\\E

£<#*
r,2

IIM*o)

(B.8)

Taking the maximum of (B.8) over 5x (t0) we have

max

IIM^)IL

5x(t0)^0 ||<5x(i 0 )|| B

= max ( \ ^ afbf 1 = max f Y ^ afbf \ ,
l|b||
2
llb!L=l
\ ,4i =^l
/
llb|L=l \ 4 ^
/

where b = [&!, 62, • • •, ^n]T- Finally, since a\ > a2 > ... > an it follows that

max

,£«?*-

o-i

,2= 1

Hence
max
«5x(io)^0

= a!
dx(io) K

•
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