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Let G be a ﬁnite classical group deﬁned over a ﬁnite ﬁeld with odd
characteristic. Let r > 2 be a prime, not dividing the characteristic,
and D  G a Sylow r-subgroup. We consider the Frobenius
category FD (G) and determine the cardinality of a minimal
conjugation family for it. This amounts to determining the number
of G-conjugacy classes of essential subgroups of D , that is, the
essential rank of FD (G). In addition, we characterise those classical
groups which allow an r-local subgroup controlling r-fusion.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In 1967 Alperin [1] introduced the notion of a conjugation family and proved that the fusion of
non-trivial subgroups of a Sylow subgroup is completely determined by their normalisers. Alperin’s
Fusion Theorem has been reﬁned by Goldschmidt [9], which is known as the Alperin–Goldschmidt
conjugation family. Many modiﬁcations of this conjugation family exist and we refer to the book of
Huppert and Blackburn [8, Section X.4] for some more information. The deﬁnition of a conjugation
family for a Sylow subgroup used in this paper is as follows.
Deﬁnition 1.1. Let G be a ﬁnite group with Sylow r-subgroup D . A conjugation family for D is a set C of
subgroups of D such that for all non-trivial A  D and g ∈ G with Ag  D there exist Q 1, . . . , Qn ∈ C
and elements gi ∈ NG(Q i) and c ∈ CG(A) with g = cg1 . . . gn , A  Q 1, and Ag1...gi−1  Q i for all
i ∈ {2, . . . ,n}.
As an abstract model for the r-local structure of a group, Puig [12] gave an axiomatic description
of fusion systems. Conjugation families are also deﬁned for fusion systems, and the minimal possible
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fusion system is the Frobenius category on an r-subgroup.
This paper is part of a research project investigating the essential rank of ﬁnite groups. In [3] the
essential rank of the Frobenius category on r-subgroups of symmetric groups is determined. Sporadic
simple groups are considered in [4], and Puig [12, Appendix I] considered ﬁnite groups of Lie type
in deﬁning characteristic. The aim of this paper is to determine a formula for the essential rank
of the Frobenius category FD(G) where G is a classical group deﬁned over a ﬁnite ﬁeld with odd
characteristic p and D  G is a Sylow r-subgroup with r /∈ {2, p}. In addition, we characterise those
classical groups which allow an r-local subgroup controlling r-fusion; for symmetric groups this is
considered in [3]. For the sake of completeness, we recall all deﬁnitions.
1.1. Frobenius categories
Let P be an r-subgroup of a ﬁnite group G . We ﬁrst describe the deﬁnition of a fusion system
on P as given in [10, Section 2]. For subgroups U , V ,W  G let HomW (U , V ) be the set of group
homomorphisms ϕ : U → V for which there exists w ∈ W such that ϕ(u) = w−1uw for all u ∈ U .
Consequently, we write AutW (U ) = HomW (U ,U ).
A category F on P has all subgroups of P as objects, and for Q , R  P the morphism set
HomF (Q , R) consists of injective group homomorphisms Q → R with the following properties. First,
if Q  R , then the inclusion Q ↪→ R is a morphism. Second, if ϕ ∈ HomF (Q , R), then the induced
isomorphism Q ∼= ϕ(Q ) and its inverse are morphisms. The composition of morphisms is the usual
composition of group homomorphisms.
A fusion system on P is a category F on P such that HomP (Q , R) is contained in HomF (Q , R) for
all Q , R  P , and such that the following hold. First, AutP (P ) is a Sylow r-subgroup of AutF (P ) =
HomF (P , P ). Second, every F -isomorphism ϕ : Q → R such that |NP (R)| is maximal in the F -
isomorphism class of R extends to an element of HomF (NP (Q ),NP (R)) up to modifying ϕ by an
element of AutF (R); cf. [10, Lemma 2.6].
The Frobenius category FP (G) on P is the category on P whose morphisms are HomFP (G)(Q , R) =
HomG(Q , R) for Q , R  P . That FP (G) is a fusion system is shown in [10, Theorem 2.11].
1.2. Conjugation families
Let G be a ﬁnite group with r-subgroup P , and F a fusion system on P . We deﬁne a conjugation
family for F as in [7, Deﬁnition 2.12]; observe that this coincides with Deﬁnition 1.1 if F is the
Frobenius category on a Sylow subgroup.
Deﬁnition 1.2. Let G be a ﬁnite group with r-subgroup P . A conjugation family for a fusion sys-
tem F on P is a set C of subgroups of P with the following property. For every F -isomorphism
ϕ : Q → R there exist subgroups Q = A0, A1, . . . , An = R  P and elements Q 1, . . . , Qn ∈ C such
Ai−1, Ai  Q i for all i  1, and there exist αi ∈ AutF (Q i) such that αi(Ai−1) = Ai for all i  1, and
ϕ = αn|An−1,An ◦ · · · ◦ α2|A1,A2 ◦ α1|A0,A1 .
To state a necessary and suﬃcient condition on C to be a conjugation family for F , we need more
notation. A proper subgroup U of G is strongly r-embedded if r | |U | and r  |U ∩U g | for all g ∈ G \U .
A subgroup Q of P is F -essential if AutF (Q )/AutQ (Q ) has a strongly r-embedded subgroup and Q
is F -centric, that is, whenever ϕ : Q → R is an isomorphism in F , then CP (R) = Z(R), the center
of R . Two subgroups Q , R  P are F -conjugate if there is an isomorphism ϕ : Q → R in F . The class
of essential groups is closed under F -conjugacy, and an F -conjugacy class of an essential subgroup
is called an essential class of F . Alperin’s Fusion Theorem [7, Theorem 2.13] and the comments on [7,
p. 686] imply the following.
Theorem 1.3. Let C be a set of subgroups of P . Then C is a conjugation family for F if and only if P ∈ C and C
intersects non-trivially with every essential class.
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of F -conjugacy classes of essential subgroups. As in [7] (and [3,4]), we call the number of essential
classes the essential rank rke(F) of F . If F is the Frobenius category on P , then Q  P is F -essential
if and only if Z(Q ) is a Sylow r-subgroup of CG (Q ), and NG(Q )/Q CG(Q ) has a strongly r-embedded
subgroup. In this case, one also says that Q is an essential subgroup of G .
1.3. Main results
We need some number theoretic deﬁnitions to describe our ﬁrst main result. Let r be a prime. For
an integer m > 0 denote by m =∑i=0miri its r-adic expansion with m = 0. The reduced Hamming
weight of m and its complement are
H(m) = ∣∣{i ∈ {1, . . . , } ∣∣mi = 0
}∣∣ and H(m) = ∣∣{i ∈ {1, . . . , } ∣∣mi = 0
}∣∣.
If  2, m−1 = 0, and m = 1, then let Y (m) = −1, and Y (m) = 0 otherwise. For an integer n = 0 let
nr be the largest r-power dividing n. The next deﬁnition is as in [2, p. 13] and [5, p. 6], and deﬁnes
certain parameters for a classical group G and prime r.
Deﬁnition 1.4. Let q be an odd prime power, and r > 2 a prime not dividing q. Write G = G(d,q)
for any of GL(d,q), GU(d,q), Sp(2d,q), O0(2d + 1,q) and O±(2d,q), and call G(d,q) of linear, unitary,
symplectic, orthogonal 0, and orthogonal ± type, respectively. If G is linear or unitary, then let e be the
order of q and −q modulo r, respectively. For all other types let e be the order of q2 modulo r. If G is
linear, then let ra = (qe − 1)r , and ra = (q2e − 1)r for all other types. The sign ε = ±1 is deﬁned such
that r | qe − ε. Let D be a Sylow r-subgroup of G with 1-eigenspace of dimension f . If G is linear
or unitary, then let d0 = f . If G is symplectic or orthogonal with even degree, then d0 = f /2. For
orthogonal 0 type deﬁne d0 = ( f − 1)/2. We say d,d0,q, r, e,a, ε are parameters of G .
Remark 2.5 shows that d0 is always an integer. The next result is proved in Section 3.
Theorem 1.5. Let G = G(d,q) with parameters d,d0,q, r, e,a, ε and Sylow r-subgroup D. Write d = d0 + ew
where w has r-adic decomposition w = w0 + w1r + · · · + wr with w = 0. If  = 0, then D = {1} and
rke(FD(G)) = 0, otherwise rke(FD(G)) = ( + 3)/2+ H(m) + Y (m) − 1.
A subgroup K  G is r-local if K = NG(P ) for some non-trivial r-subgroup P  G . Let G = G(d,q)
with Sylow r-subgroup D . An r-local subgroup K  G controls r-fusion if D  K and for all
Q , Q g  D with g ∈ G there exist c ∈ CG(Q ) and k ∈ K with g = ck. We prove the following in
Section 4.
Theorem 1.6. Let G = G(d,q) with parameters d,d0,q, r, e,a, ε and Sylow r-subgroup D. There exists an
r-local subgroup K  G which controls r-fusion if and only if D is abelian, or e = 1 and G is linear or unitary.
2. Radical subgroups of classical groups
A subgroup R  G is r-radical if R = Or(NG(R)), the largest normal r-subgroup of NG(R). Clearly,
every essential subgroup is radical. Alperin and Fong [2] determined the structure of the radical sub-
groups of symmetric and general linear groups. An [5] considered the radical subgroups of the unitary,
symplectic, and orthogonal groups. This section recalls some of their results; we refer to [2] and [5]
for details and proofs.
First, we need some notation on symmetric groups. For an integer n let S(n) be the symmet-
ric group on {1, . . . ,n}. Let X  S(i) be ﬁxed point free with underlying set W = {1, . . . , i} and let
Y  S( j) be transitive. The permutational wreath product Z = X 	 Y  S(i j) is Z = (X1 ×· · ·× X j) Y ,
where each Xk = X has underlying set Wk = W and Y permutes {X1, . . . , X j} according to its natural
action on {1, . . . , j}.
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(a) Let Ad be the elementary abelian group of order rd , considered as a transitive subgroup of S(rd)
via its regular permutation action.
(b) For c = (c1, . . . , ct) deﬁne Ac = Ac1 	 Ac2 	 · · · 	 Act  S(r|c|) where |c| = c1 + · · · + ct is the weight
of c. The group Ac is a basic subgroup of S(r|c|).
2.1. General linear and unitary groups
Let G = G(d,q) be linear or unitary with parameters d,d0,q, r, e,a, ε, see Deﬁnition 1.4, and natural
module V . We also write GL+(d,q) and GL−(d,q) for GL(d,q) and GU(d,q), respectively. For a linear
(unitary) space U we denote by GL±(U ) the group of linear (unitary) transformations of U .
Deﬁnition 2.2. For α  0 let Zα be a cyclic group of order ra+α . For γ  0 let Eγ be an extraspe-
cial group of order r1+2γ . The central product Zα Eγ over Ω1(Zα) = Z(Eγ ) can be embedded into
GLε(rγ ,qer
α
). If G is linear, then we write Rα,γ for the image of Zα Eγ under the Galois embed-
ding GL(rγ ,qer
α
) ↪→ GL(erα+γ ,q). For m 1 let Rm,α,γ be the m-fold diagonal embedding of Rα,γ in
GL(mrα+γ ,q). For a list of positive integers c = (c1, . . . , ct) deﬁne
Rm,α,γ ,c = Rm,α,γ 	 Ac,
considered as a subgroup of GL(d,q) where d =merα+γ+c1+···+ct . If G is unitary, then Rα,γ , Rm,α,γ ,
and Rm,α,γ ,c  GL−(d,q) are deﬁned analogously. In both cases, Rm,α,γ ,c is determined up to conju-
gacy; we call it a basic subgroup of GL±(d,q).
The next theorem is [5, (2B)] and [2, (4A)]. We write U ⊥ W for the orthogonal sum of two unitary,
symplectic, or orthogonal spaces. For linear spaces deﬁne U ⊥ W = U ⊕ W .
Theorem 2.3. If R is a radical subgroup of G = GL±(d,q), then there are decompositions
V = V0 ⊥ · · · ⊥ Vs and R = R0 × · · · × Rs
such that R0 is the trivial subgroup of GL±(V0), and Ri is a basic subgroup of GL±(Vi) whose extraspecial
components have exponent r for i  1.
An r-subgroup R of G is of radical type if it admits decompositions as in Theorem 2.3; note that a
group of radical type is not necessarily radical.
We use the notation of Theorem 2.3 and deﬁne
V (m,α,γ , c) =
∑
i
V i and R(m,α,γ , c) =
∏
i
Ri,
where i runs over the indices with Ri = Rm,α,γ ,c . If G(m,α,γ , c) = GL±(V (m,α,γ , c)), then
NG(R) = GL±(V0) ×
∏
m,α,γ ,c
NG(m,α,γ ,c)
(
R(m,α,γ , c)
)
,
NG(R)/R = GL±(V0) ×
∏
m,α,γ ,c
NG(m,α,γ ,c)
(
R(m,α,γ , c)
)
/R(m,α,γ , c).
Let S = R(m,α,γ , c) and U = V (m,α,γ , c) in the following. If S is a direct product of t copies of
Rm,α,γ ,c , then
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NGL±(U )(S)/S = NGL±(Vm,α,γ ,c)(Rm,α,γ ,c)/Rm,α,γ ,c 	 S(t),
where Vm,α,γ ,c is the underlying space of Rm,α,γ ,c . If Nm,α,γ and Cm,α,γ denote the normaliser and
centraliser of Rm,α,γ in GL±(merα+γ ,q), respectively, then
NGL±(Vm,α,γ ,c)(Rm,α,γ ,c)/Rm,α,γ ,c
∼= Nm,α,γ /Rm,α,γ × GL(c1, r) × · · · × GL(ct, r),
Cm,α,γ ∼= GLε
(
m,qer
α )
, and
CGL±(U )(S) ∼=
(
CGL±(Vm,α,γ ,c)(Rm,α,γ ,c)
)t ∼= (Cm,α,γ )t .
If N0m,α,γ = {g ∈ Nm,α,γ | [g, Z(Rm,α,γ )] = 1}, then Nm,α,γ /N0m,α,γ ∼= Cerα , the cyclic group of order
erα . If G is linear, then
N0m,α,γ = Lm,α,γ Cm,α,γ Rm,α,γ
where Lm,α,γ ∼= Sp(2γ , r) with Lm,α,γ ∩ Cm,α,γ Rm,α,γ = 1, commuting with Cm,α,γ . If G is unitary,
then N0m,α,γ = Lm,α,γ Cm,α,γ where Lm,α,γ contains Rm,α,γ , commutes with Cm,α,γ , and satisﬁes
Lm,α,γ ∩ Cm,α,γ = Z(Cm,α,γ ) = Z(Lm,α,γ ) and Lm,α,γ /Z(Lm,α,γ )Rm,α,γ ∼= Sp(2γ , r). In both cases,
Xm,α,γ = Nm,α,γ /Rm,α,γ Cm,α,γ
is isomorphic to an extension of Sp(2γ , r) by Cerα . If c = (c1, . . . , ck), then
NGL±(U )(S)/CGL±(U )(S)S ∼=
[
Xm,α,γ × GL(c1, r) × · · · × GL(ck, r)
] 	 S(t). (2.1)
Remark 2.4. An r-subgroup R of G = GL±(d,q) of radical type can be decomposed as
R = R0 × R1 × · · · × Rs where Ri = (Rmi ,αi ,γi ,ci )ti
for pairwise distinct parameters (mi,αi, γi, ci). Let V = V0 ⊥ · · · ⊥ Vs be the corresponding decompo-
sition of V . The previous results show that
NG(R)/RCG(R) ∼= GL±(V0) × H1 × · · · × Hs (2.2)
where each Hi = Hmi ,αi ,γi ,ci is of the form (2.1) with t = ti , and
CG(R) ∼= GL±(V0) × (Cm1,α1,γ1)t1 × · · · × (Cms,αs,γs )ts .
2.2. Symplectic and orthogonal groups
In this section let G = G(d,q) be symplectic or orthogonal. For a symplectic (orthogonal) space U
denote by I(U ) the group of symplectic (orthogonal) isometries. Let Zα Eγ be deﬁned as in Deﬁni-
tion 2.2. It is shown in [5, p. 12] that Zα Eγ can be embedded in a group of symplectic (orthogonal)
isometries of degree 2erα+γ deﬁned over the ﬁeld with q elements. As in the linear and unitary case,
the basic subgroup Rm,α,γ ,c  I(U ) is deﬁned where U is a symplectic (orthogonal) space of dimen-
sion 2merα+γ+|c|; again, Rm,α,γ ,c is unique up to conjugacy. It is shown in [5, (2D)] that Theorem 2.3
also holds for G where GL±(V0) is replaced by I(V0). Similarly, every subgroup of G of radical type
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Xm,α,γ is an extension of Sp(2γ , r) by C2erα , see [5, pp. 12 and 13]. The groups Nm,α,γ and N0m,α,γ
are deﬁned analogously to the unitary case with the difference that now Nm,α,γ /N0m,α,γ is cyclic of
order 2erα (and not erα).
Remark 2.5. An r-subgroup R of G = G(d,q) of radical type can be decomposed as
R = R0 × R1 × · · · × Rs where Ri = (Rmi ,αi ,γi ,ci )ti
for pairwise distinct parameters (mi,αi, γi, ci). Let V = V0 ⊥ · · · ⊥ Vs be the corresponding decompo-
sition of V . As in Remark 2.4 we have
NG(R)/RCG(R) ∼= I(V0) × H1 × · · · × Hs (2.3)
where each Hi = Hmi ,αi ,γi ,ci is of the form (2.1) with t = ti and Xm,α,γ an extension of Sp(2γ , r) by
C2erα . The centraliser is CG(R) ∼= I(V0)× (Cm1,α1,γ1 )t1 × · · · × (Cms,αs,γs )ts . By construction, every basic
subgroup Ri acts on a space Vi of even dimension. Thus, if G(d,q) = O (2d+1,q), then the ﬁxed point
space V0 of R has odd dimension.
3. Essential subgroups of classical groups
Throughout this section let G = G(d,q) with parameters d,d0,q, r, e,a, ε, see Deﬁnition 1.4. De-
pending on the type of G , we denote by G(U ) the group of all linear or unitary transformations, or
symplectic or orthogonal isometries on the space U . Let D be a Sylow r-subgroup of G .
Lemma 3.1. Let R  G with R  D be a radical subgroup as in Remark 2.4 or 2.5. Then R is essential if and
only if R and D have the same 1-eigenspace, m1 = · · · =ms = 1, and there exists j ∈ {1, . . . , s} such that one
of the following holds:
(1) α j = 0, γ j = 0, t j = 1, c j = (1, . . . ,1,2,1, . . . ,1),
(2) α j = 0, γ j = 0, t j ∈ {r, . . . ,2r} c j = (1, . . . ,1),
(3) α j = 0, γ j = 1, t j = 1, c j = (1, . . . ,1),
and αi = 0, γi = 0, ti ∈ {1, . . . , r − 1}, ci = (1, . . . ,1) for all i = j.
In particular, if i = j, then Ri is a Sylow r-subgroup of G(Vi).
Proof. If Z(R) is a Sylow r-subgroup of CG(R), then Z(D) CG (D) CG(R) shows that Z(D) Z(R).
Remarks 2.4 and 2.5 imply that D and R have the same 1-eigenspace. Moreover, Z(Rm,α,γ ) ∼= Zα is a
(cyclic) Sylow r-subgroup of Cm,α,γ ∼= GLε(m,qerα ) if and only if m = 1; recall that r divides qerα − ε.
Thus we have proved that Z(R) is a Sylow r-subgroup of CG(R) if and only m1 = · · · =ms = 1, and R
and D have the same 1-eigenspace. Assume R satisﬁes these conditions in the following.
It is easy to see that NG(R)/RCG (R) has a strongly r-embedded subgroup if and only if exactly one
direct factor in the decomposition (2.2) or (2.3) has a strongly r-embedded subgroup and all other
factors are r′-groups, see for example [3, Lemma 10]. Clearly, a group of type (2.1) is of r′-order if
and only if γ = 0, α = 0, c = (1, . . . ,1), and t < r. We now investigate when H = Hi has a strongly
r-embedded subgroup; for simplicity, assume that H is of the form (2.1). If Xm,α,γ is an r′-group,
then the proof of [3, Lemma 11] shows that H has a strongly r-embedded subgroup if and only if
t = 1 and c = (1, . . . ,1,2,1, . . . ,1), or t ∈ {r, . . . ,2r} and c = (1, . . . ,1). Now suppose Xm,α,γ is not an
r′-group. For a contradiction, suppose t > 1 and write the wreath product (2.1) as
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where each Xl is a copy of X = Xm,α,γ ×GL(c1, r)×· · ·×GL(ck, r). Let Xl,r be a Sylow r-subgroup of Xl ,
and let S  X 	 S(t) be a Sylow r-subgroup containing every Xl,r . Clearly, S(t) NH (X1,r × · · · × Xt,r).
Moreover, X1  NH (1 × X2,r × · · · × Xt,r) and similarly for X2, . . . , Xt . It follows that H = 〈NH (K ) |
1 = K  S〉. This is a contradiction to the assumption that H has a strongly r-embedded subgroup,
see for example [3, Lemma 10b)], and t = 1 follows. Now H has a strongly r-embedded subgroup if
and only if c = (1, . . . ,1) and Xm,α,γ has a strongly r-embedded subgroup. By Aschbacher [6, (6.2)],
the latter holds if and only if α = 0 and γ = 1. 
With respect to Lemma 3.1, an essential subgroup R has type (1), (2), or (3).
Deﬁnition 3.2. Let Fess be the set of essential subgroups of G = G(d,q), up to conjugacy, contained
in D . Let F+ess = {R ∈F | R has type (3)} and F0ess =Fess \F+ess.
We write d = d0 + ew where w has r-adic decomposition w = w0 + w1r + · · · + wr . Recall that
the dimension of the 1-eigenspace of the Sylow r-subgroup D  G is d0, 2d0, or 2d0+1, depending on
the type of G , see Deﬁnition 1.4. Let R  D be a radical subgroup with decomposition R = R0×· · ·×Rs
and V = V0 ⊥ · · · ⊥ Vs . Our previous results and [3, Lemma 11] imply that R ∈ F0ess if and only
if V0 is the 1-eigenspace of D and R = R0 × (Cra ) 	 Q where Q is an essential subgroup of S(w).
In particular, there is a bijection between F0ess and the conjugacy classes of essential r-subgroups
of S(w) contained in a ﬁxed Sylow r-subgroup of S(w). These essential subgroups of S(w), up to
conjugacy, and their number, are determined in [3]. Recall that H(w) = |{i ∈ {1, . . . , } | wi = 0}| is
the complementary reduced Hamming weight of w . If   2 with w−1 = 0 and w = 1, then let
Y (w) = −1, and Y (w) = 0 otherwise. Now [3, Theorem 5] proves the following.
Lemma 3.3. If  1, then |F0ess| = ( + 1)/2+ H(w) + Y (w) − 1, and |F0ess| = 0 otherwise.
For an integer i let ei = (1, . . . ,1) be of weight i. If R ∈F+ess, then there exist unique integers i  0,
t  0, and k ∈ {0,1, . . . , r − 2}, such that R = R(i, t,k) where
R(i, t,k) = R1,0,1,ei × (R1,0,0,ei+1)r−1 × · · · × (R1,0,0,ei+t )r−1 × (R1,0,0,ei+t+1)k × R+
and R+ only contains basic subgroups R1,0,0,e j , each of multiplicity at most r − 1, distinct from
R1,0,0,ei+n for all n ∈ {1, . . . , t + 1}. Observe that R+ may contain R1,0,0,ei . Using this decomposi-
tion, we also write R = R	 × R+ . This is implies that the Sylow r-subgroup has the form D =
(R1,0,0,ei+t+1 )
k+1 × R+ (observe that NG(D)/D is an r′-subgroup) and contains no basic subgroup
R1,0,0,ei+n with n ∈ {1, . . . , t}.
The following lemma completes the proof of Theorem 1.5.
Lemma 3.4. |F+ess| = .
Proof. If wi = 0 with i > 1, then D has a subgroup R = R(i − 1,0,wi − 1) = R	 × R+ with R	 =
R1,0,1,ei−1 × (R1,0,0,ei )wi−1  (R1,0,0,ei )wi . Suppose there exists n 1 with i − n 1 such that wi−n =
wi−n+1 = · · · = wi−1 = 0. Then also R = R(i − 1 − t, t,wi − 1) = R	 × R+ is a subgroup of D with
R	  (R1,0,0,ei )wi for all t ∈ {1, . . . ,n}. Thus for every wk with k  1 we count exactly one group of
type (3), which implies the assertion of the lemma. 
4. Controlled fusion
Throughout this section let G = G(d,q) with parameters d,d0,q, r, e,a, ε and Sylow r-subgroup D .
Let V be the natural G-module. We start with two preliminary lemmas.
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dimU+ is even. If e  2, or e  1 and G is symplectic or orthogonal, then there exist z0 ∈ G(U0) and z+ ∈
G(U+) of order r, and y ∈ G with zy0 = z+ .
Proof. Every r-element of G is semisimple and lies in a maximal torus of G . Maximal tori of clas-
sical groups are nicely described in [11], and they can, up to conjugacy, be parametrised by certain
(signed) partitions of d. We use the descriptions given in [11, Section 3] and proceed as follows. We
choose two maximal tori S0  G(U0) and S+  G(U+) which both have order divisible by r such
that there exist maximal tori T0 and T+ of G(V ) such that S0  T0 and S+  T+ , the quotients
T0/S0 and T+/S+ have r′-order, and T0 and T+ correspond to the same (signed) partition. Thus,
there exists y ∈ G with T y0 = T+ , and an element of order r in S0 is mapped under conjugation by y
into S+ .
First we consider the non-orthogonal cases. Let s = 2 if G is symplectic, and s = 1 otherwise.
We deﬁne δ = −1 if G is unitary, δ = 1 if G is linear, and δ = −ε in the symplectic case. Observe
that r does not divide q − δ by our assumptions on e. We choose tori S0 ∼= Cqe−ε × (Cq−δ)dimU0/s−e
and S+ ∼= Cqe−ε × (Cq−δ)dimU+/s−e , which can be embedded into maximal tori T0 and T+ of G
with
T0 ∼= Cqe−ε × (Cq−δ)d−e ∼= T+.
Thus there is y ∈ G with T y0 = T+ , which proves the assertion for non-orthogonal groups.
For orthogonal groups we consider maximal tori of the corresponding special orthogonal sub-
groups. This case is more complicated because the orthogonal types (and hence the structure of
maximal tori) of SO(V ), SO(U0), and SO(U+) might be different and a case distinction is necessary.
However, if e  2, then there exist suitable u and v with e + u + v = d such that we can choose
maximal tori T0 and T+ of SO(V ) with T0 ∼= Cqe−ε × (Cq+1)u × (Cq−1)v ∼= T+ . Observe that r  q2 − 1
since e  2 is minimal with r | q2e − 1, and the same argument as for the non-orthogonal case proves
the assertion.
Now let e = 1. If G is orthogonal of type 0, then we choose maximal tori S0  SO(U0) and S+ 
SO(U+) with
S0 ∼= (Cq−ε)u0 × (Cq+ε)(dimU0−1)/2−u0 and S+ ∼= (Cq−ε)u+ × (Cq+ε)dimU+/2−u+
where u0,u+  1 are as small as possible; if G(U+) is of plus (minus) type, then dimU+/2− u+ has
to be even (odd). We set u = max{u0,u+} and the same argument as before proves the assertion with
T0 ∼= (Cq−ε)u × (Cq+ε)d−u ∼= T+ .
Finally, we consider e = 1 and G of orthogonal type ±. Since U0 and U+ both have even di-
mension, the type of G(V ) is the product of the types of G(U0) and G(U+). If W ∈ {U0,U+} has
dimension w , then we consider maximal tori of SO(W ) of type S = T × (Cq+ε)w−2 where T is one of
Cq−ε × Cq+ε or (Cq−ε)2 such that the number of direct factors qi + 1 of S with i  1 is even for plus
type and odd for minus type. Note that r  q2 +1, and a straightforward, but technical, case distinction
with respect to the possible types of G(V ), G(U0), and G(U+) shows that we can apply our previous
arguments with
T0 ∼= (Cq−ε)u × (Cq+ε)v × (Cq2+1)w ∼= T+
for suitable u ∈ {1,2}, v , and w . This completes the proof of the lemma. 
Lemma 4.2. If rα |GLε(m,qerα )|r = |GLε(mrα,qe)|r , then α = 0.
Proof. Let m = m0 + m1r + · · · + mkrk be the r-adic expansion of m. The Sylow r-subgroup of
GLε(m,qer
α
) is S = S0 × · · · × Sk , where Si = (R1,0,0,ei )mi (deﬁned with respect to qerα ) with
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where Ti = (R1,0,0,ei+α )mi (deﬁned with respect to qe). The orders are
|Si| =
(
r(a+α)ri+1+r+···+ri−1
)mi and |Ti| =
(
rar
i+α+1+r+···+ri+α−1)mi .
If mi = 0, then induction on α proves rα |Si | |Ti | with equality if and only if α = 0. 
We now prove Theorem 1.6 and show that there exists an r-local subgroup K  G which controls
r-fusion if and only if D is abelian, or G is linear or unitary with e = 1.
Proof of Theorem 1.6. If D is abelian, then {D} is a conjugation family for FD(G), see Theorem 1.3,
and K = NG(D) is r-local controlling r-fusion. If e = 1, then r | q − ε. Thus, if G is linear or unitary,
then there exists a non-trivial central r-subgroup R; observe that ε = −1 in the unitary case. Clearly,
G = NG(R) is r-local and controls r-fusion.
Now suppose K  G with D  K is r-local controlling r-fusion; we assume that e > 1. Note that K
is contained in NG(Or(K )) and K lies in a maximal r-local subgroup N  G with N = NG(Or(N)).
Hence, R = Or(N) is radical. The maximality of NG(R) implies that the decomposition of R as
in Remarks 2.4 or 2.5 is R = R0 × R+ with R+ = (Rm,α,γ ,c)t for some m,α,γ , c, t . Note that
NG(R) NG(Z(R)), and Z(R) = R0 × (Z(Rm,α,γ ,c))t with Z(Rm,α,γ ,c) = Rmr|c|+γ ,α,0. Thus, by the max-
imality of NG(R), we can assume that R = R0 × (Rm,α,0)t for some m,α, t . Let V = U0 ⊥ U+ be the
corresponding decomposition of V , thus NG(R) = N0 ×N+ , where N0 = G(U0) and N+ = NG(U+)(R+).
Since D  NG(R) by assumption, we can write D = T0 × T+ , where T0 and T+ are Sylow r-subgroups
of N0 and N+ , respectively. Since D is a Sylow r-subgroup of G , it follows that T0 and T+ are also
Sylow r-subgroups of G(U0) and G(U+), respectively. Suppose, for a contradiction, that T0 = {1}. By
Lemma 4.1, there exist z0 ∈ G(U0) and z+ ∈ G(U+) of order r such that zy0 = z+ for some y ∈ G . We
set P = 〈z0, z+〉 so that y ∈ NG(P ). Since NG(R) controls fusion, y ∈ CG(P )NNG (R)(P ). The latter group
ﬁxes U0 and U+ , which contradicts zy0 = z+ . This contradiction implies that T0 = {1}. Thus, D ∼= T+ ,
and T+ is a Sylow r-subgroup of both G(U+) and N+ .
Note that |N+|r = |Nm,α,0 	 S(t)|r with Nm,α,0 as deﬁned in Section 2.1. Since R+ is abelian, the
results of Section 2.1 show that Nm,α,0 is an extension of Cξerα by GLε(m,qer
α
), where ξ = 1 if G is
linear or unitary, and ξ = 2 otherwise. Let N	m,α,0 be an extension of Cξe by GLε(mrα,qe) such that
Nm,α,0  N	m,α,0 and N+  N	m,α,0 	 S(t) G(U+). Our previous arguments show that |N+|r = |G(U+)|r ,
which implies that rα |GLε(m,qerα )|r = |GLε(mrα,qe)|r . Now Lemma 4.2 proves α = 0, that is, we have
shown that R = R0 × R+ with R+ = (Rm,0,0)t .
Let P = R0 × (R1,0,0)mt so that R  P  D . The group P is of radical type and CG(P ) = G(U0) ×
GLε(1,qe)mt lies in NG(R) = G(U0)× N+ since N+ = Nm,0,0 	 S(t) and Nm,0,0 is an extension of Cξe by
GLε(m,qe). Observe that NG(P ) = G(U0) × M+ where M+ = N1,0,0 	 S(mt) and N1,0,0 is an extension
of Cξe by GLε(1,qe). Since NG(R) controls r-fusion, NG(P )  NG(R). If t > 1, then this immediately
forces m = 1. Observe that Cξe = {1} by our assumptions on e, and, therefore, if t = 1, then one can
also deduce that m = 1. Hence, we have proved that R = R0 × R+ with R+ = (R1,0,0)t .
Suppose, for a contradiction, that t  r and deﬁne P = R0×(R1,0,0)t−r ×R1,0,1 such that P  D and
CG (P )  CG (R). Since NG(R) controls r-fusion, NG(P )  NG(R). We have NG(P ) = G(U0) × (N1,0,0 	
S(t − r)) × N1,0,1, which implies that P = Or(NG(P )); observe that N1,0,1/R1,0,1C1,0,1 ∼= Sp(2, r) has
trivial r-core. Since P  NG(P ) NG(R), the group P is radical in NG(R). Since R  NG(R), the inter-
section R ∩ P is radical in R , see [13, Lemma 4.6]. Since R is an r-subgroup, this implies R ∩ P = R ,
thus R  P . By construction we have |P | < |R|, which yields a contradiction. This proves t < r, and
D = R0 × (R1,0,0)t is abelian. 
References
[1] J.L. Alperin, Sylow intersections and fusion, J. Algebra 6 (1967) 222–241.
[2] J.L. Alperin, P. Fong, Weights for symmetric and general linear groups, J. Algebra 32 (1990) 2–22.
J. An, H. Dietrich / Journal of Algebra 354 (2012) 148–157 157[3] J. An, H. Dietrich, The essential rank of fusion systems of blocks of symmetric groups, Internat. J. Algebra Comput., doi:
10.1142/S0218196711006686, in press.
[4] J. An, H. Dietrich, The AWC-goodness and essential rank of sporadic simple groups, J. Algebra, submitted for publication,
2011.
[5] J. An, Weights for classical groups, Trans. Amer. Math. Soc. 343 (1994) 1–42.
[6] M. Aschbacher, Simple connectivity of p-group complexes, Israel J. Math. 82 (1993) 1–43.
[7] E. Henke, Recognizing SL2(q) in fusion systems, J. Group Theory 13 (2010) 679–702.
[8] B. Huppert, N. Blackburn, Finite Groups III, Springer-Verlag GmbH, 1982.
[9] D. Goldschmidt, A conjugation family for ﬁnite groups, J. Algebra 160 (1970) 138–142.
[10] M. Linckelmann, Introduction to fusion systems, in: Group Representation Theory, EPFL Press, Lausanne, 2007, pp. 79–113.
[11] A.C. Niemeyer, C.E. Praeger, Estimating proportions of elements in ﬁnite groups of Lie type, J. Algebra 324 (2010) 122–145.
[12] L. Puig, Frobenius categories, J. Algebra 303 (2006) 309–357.
[13] G.R. Robinson, Local structure, vertices and Alperin’s conjecture, Proc. Lond. Math. Soc. 72 (1996) 312–330.
