In marine sciences, many fields display high variability over a large range of spatial and temporal scales, from seconds to thus ousands of years. The longer and longer recorded time series, with an increasing sampling frequency, in this field are often nonlinear, nonstationary, multiscale and noisy. Their analysis faces new challenges and thus requires the implementation of adequate and specific methods. The objective of this paper is to highlight time series analysis methods already applied in econometrics, signal processing, health,etc. to the environmental marine domain, assess advantages and inconvenients and compare classical techniques with more recent ones. Temperature, turbidity and salinity are important quantities for ecosystem studies. The authors here consider the fluctuations of sea level, salinity, turbidity and temperature recorded from the MAREL Carnot system of Boulogne-sur-Mer (France), which is a moored buoy equipped with physico-chemical measuring devices, working in continuous and autonomous conditions. In order to perform adequate statistical and spectral analyses, it is necessary to know the nature of the considered time series. For this purpose, the stationarity of the series and the occurrence of unit-root are addressed with the Augmented-Dickey Fuller tests. As an example, the harmonic analysis is not relevant for temperature, turbidity and salinity due to the nonstationary condition, except for the nearly stationary sea level datasets. In order to consider the dominant frequencies associated to the dynamics, the large number of data provided by the sensors should enable the estimation of Fourier spectral analysis. Different powerspectra show a complex variability and reveal an influence of environmental factors such as tides. However, the previous classical spectral analysis, namely the Blackman-Tukey method, requires not only linear and stationary data but also evenly-spaced data. Interpolating the time series introduces numerous artifacts to the data. The Lomb-Scargle algorithm is adapted to unevenly-spaced data and is used as an alternative. The limits of the method are also set out. It was found that beyond 50% of missing measures, few significant frequencies are detected, several seasonalities are no more visible, and even a whole range of high frequency disappears progressively. Furhermore, two time-frequency decomposition methods, namely wavelets and Hilbert-Huang Transformation (HHT), are applied for the analysis of the entire dataset. Using the Continuous Wavelet Transform (CWT), some properties of the time series are determined. Then, the inertial wave and several low-frequency tidal waves are identified by the 2 Please note that this is an author-produced PDF of an article accepted for publication following peer review. The definitive publisher-authenticated version is available on the publisher Web site.
Introduction
The birth of observatories contributes to improve the environmental knowledge. Indeed, long-term research infrastructures such as NEPTUNE Canada and in Europe: EMSO, FIXO3 and JERICO are providing longer and longer time series with high frequency records in open sea and coastal areas. The analysis of such time series requires the implementation of procedures and methods suitable to this increasing data flow towards an automatisation. Consequently, the objective of this paper is to explore adequate analysis methods, assess advantages and inconvenients and compare classical techniques with more recent ones. Coastal ecosystems, especially those of transitional waters, display high variability over a large range of spatial and temporal scales. To study their dynamics and estimate their variations at all scales, high frequency measurements are needed (Chang and Dickey, 2001; Chavez et al., 1997; Dickey, 1991; Dickey et al., 1993) together with appropriate analysis techniques. We present here the data recorded every twenty minutes by an autonomous monitoring device, settled in coastal waters of Boulogne-sur-Mer (eastern English Channel, France), recorded from 2005 to 2009. The fixed buoy station can record various biogeochemical parameters simultaneously. The time series of sea level, temperature, salinity and turbidity are considered. The fluctuations of the four quantities are important for ecosystem studies. The paper is structured in the seven following sections. After the description of the background and objectives in section 1, section 2 is dedicated to the presentation of the data. Then, stationarity issues are addressed in section 3. A preliminary analysis of stationarity focuses on the graphs and the correlograms. The conclusions from the direct observation of these are reinforced with application of the Augmented Dickey-Fuller (ADF) tests (Dickey and Fuller, 1979) . Section 4 is devoted to a spectral analysis of the time series. First, a harmonic analysis is described. Secondly, the Blackman-Tukey spectral analysis is performed and comparisons between different periodograms are made. The problem of missing data is described and the Lomb-Scargle algorithm (Lomb, 1976; Scargle 1981 ) is used. This alternative does not require any interpolation of the data, in contrast to the Blackman-Tukey method. Furthermore, the limits of the Lomb-Scargle are illustrated. Continuous Wavelet Transform (CWT) and Hilbert-Huang Transformation (HHT) approaches are presented in section 5, while section 6 deals with an Empirical Mode Decomposition (EMD) based cross correlation method: Time Dependent Intrinsic Correlation (TDIC). Finally, a conclusion section (section 7) provides also possible developments of this study. Table 1 presents some statistical properties of the time series. The normalized third central moment is called the skewness and represents a measure of asymmetry of the tails of a distribution. The mode is the most common value, or the peak in the histogram. Fig. 4 displays different probability density functions (PDFs) of the data sets. We notice for the salinity that mean < median < mode, which corresponds to a negative skewness of 49 . 2  and indicates that the distribution is spread out more to the left of the mean value (Panofsky and Brier, 1968) . On the other hand, the distribution of the turbidity with a positive skewness has large tails that extend to the right. The distributions of temperature and sea level are almost symmetric. This observation is consistent with the corresponding values of skewness, since the skewness of the symmetric normal distribution is zero.
A C C E P T E D M A N U S C R I P T
In Boulogne-Sur-Mer, the temperature of the sea remains almost the same during August and September as well as during February and March. Whereas the passage from the wintry temperatures to the summer temperatures is very quick and the offseason is very short. The net sheet of the heat due to the ocean-atmosphere exchanges is then a seasonal curve with a sinusoidal shape. Therefore, the histogram of temperature shows a bimodal pattern with two modes around 9°C and 18°C. Also, the sea level histogram shows a bimodal pattern where the two peaks correspond to slack tides, i.e., high tide and low tide around 3 m and around 7 m respectively. The width of each peak is related to the Spring-Neap tidal cycle.
Before estimating the statistical models, it is important to analyze whether the series are stationary or not. Stationarity issues are addressed in the next section. 
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Section 3: Stationarity tests
The following definition of stationarity is taken from Challis and Kitney, 1991. "Stationarity is defined as a quality of a process in which the statistical parameters of the process do not change with time". The "weak" stationary condition requires that the mean, variance and covariance structure of each variable do not change over time. It is important to analyze whether the series are stationary or not since it is not valid to use standard statistical tests in the negative case (Nelson and Plosser, 1982) . Estimating the correlation between nonstationary variables can give spurious dependencies and conclusions about the development of temperature can be erroneous. If the dependent variable has a deterministic trend, a trend-adjusted series could be used instead. In case the variable has a unit-root, thus it has to be differenced. Further details about stationarity and its implications are available in Emery and Thompson (2014) .
A preliminary analysis of stationarity is based on the graphs of the time series as well as the correlograms. Correlograms were used in early work such as the seminal
paper by Yule (1926) , the monograph by Wold (1938) and the analysis of agricultural price series by Kendall (1943) . As shown in Figs. 1-3, the graphs of temperature, turbidity and salinity are characterized by:  A non stationarity in mean showed by a slight linear upward or downward trend. For instance, the red linear fitting plotted in Fig. 1 (b) shows how the temperature values are declining and represents a downward trend for the considered 15 day portion.  An increase or decrease in variance by slices, characterizing a non stationarity in variance. For example, Fig. 5 displays the variance by slices for the temperature time series over the year 2007. The continuous and random increase and decrease in variance by slices illustrates the non stationarity of the time series. Here, the variability at time scale of the week is mainly induced by the variability of current (tides and wind induced circulation) rather than by the seasonal cycle of ocean-atmosphere fluxes.  A regularly repeated phenomenon from the season to the tidal period (i.e., from about one hour to six months), which lets suppose the presence of seasonality. For the sea level plotted in Fig. 6 , the time series is stationary since there is no systematic change in mean (no trend) and variance. Regarding the correlogram, Fig. 7 shows that it has few significant spikes at small lags (lag <5); and decreases drastically at 8 or 9 lags. Therefore, the correlogram confirms that the sea level series is stationary. Nevertheless, the correlogram of the turbidity in Fig. 8 is not declining and shows persisting significant values, indicating that the time series is nonstationary. Differencing is a transformation of the series to a new time series where the values are the differences between consecutive values. This procedure may be applied iteratively
more than once, giving rise to the "first differences", "second differences", etc. Differencing makes the time series stationary, as the correlogram has only a couple of significant spikes at lags 1 and 2. Similar results are obtained for salinity and temperature. After a preliminary inspection of the graphs, we move to a quantitative study of the stationarity. Indeed, using non-stationary time series data in environmental models may lead to poor understanding and forecasting. The solution to the problem is to transform the time series data so that it becomes stationary. If the non-stationary process is a random walk with or without a drift, it is transformed to stationary process by 10 differencing. On the other hand, if the time series data analyzed exhibits a deterministic trend, the spurious results can be avoided by detrending. Furthermore, the nonstationary series may combine a stochastic and deterministic trend at the same time and to avoid obtaining misleading results both differencing and detrending should be applied, as differencing will remove the trend in the variance and detrending will remove the deterministic trend. Sometimes it can be hard to tell the difference between a series that is trend-stationary and one that is difference-stationary. Therefore, the ADF unit root tests were used to get a more definitive answer. These are statistical hypothesis tests of stationarity that are designed for determining more objectively whether differencing is required. That is why we have applied Augmented Dickey-Fuller (ADF) tests (Dickey and Fuller, 1979) 
where t is the time index,  is an intercept constant called a drift,  is the coefficient on a time trend,  is the coefficient presenting process root, i.e. the focus of testing, p is the lag order of the first-differences autoregressive process and t  is an independent identically distributes residual term. The difference between the three equations concerns the presence of the deterministic elements  (a drift term) and More detailed, the null and alternative hypotheses corresponding to the models above are:
is trend stationary process An important practical issue for the implementation of the ADF test is the specification of the lag length p . If p is too small then the remaining serial correlation
in the errors will bias the test. If p is too large then the power of the test will suffer. The results of the Monte Carlo experiments suggest that it is better to error on the side of including too many lags. Ng and Perron (1995) To estimate the significance of the coefficients in focus, the modified t (Student)-statistic (known as Dickey-Fuller statistic) is computed and compared with the relevant critical value (MacKinnon, 1996) : if the test statistic is less than the critical value then the null hypothesis is rejected. Each version of the test has its own critical value which depends on the size of the sample.
The ADF tests results for salinity are presented in Fig. 9 . The test of constant and a deterministic trend occurring results in the computed absolute ADF statistic (3.12), which is smaller than the tabulated critical value (11.62) at 90 % level of confidence. Therefore, the hypothesis that the time series is nonstationary and has a trend is accepted. The hypothesis of unit root with a drift is also accepted since the computed absolute ADF statistic (2.56) is smaller than the tabulated critical value (11.55) at 90 % level of confidence However, the first ADF test without a constant is rejected since the test values are greater (in absolute value) than the critical value (0.36) for different confidence levels.
Similar results are obtained for temperature and turbidity data: all the critical values (MacKinnon, 1996) are the same and only the test values are different. Thus, the unit-root tests exclude that the series are pure random walk processes (first model). Nevertheless, these series are random walk processes with a drift (second model). Moreover, they are nonstationary and have a deterministic trend (third model). In the next section, we perform power spectral analysis of these data.
Section 4: Power spectral analysis
Harmonic analysis
Harmonic analysis takes advantage of the fact that one knows a priori all the frequencies at which tidal energy will be found in a data time series. Most of these frequencies are astronomically caused but many are due to the nonlinear hydrodynamic effects of shallow water. Indeed, the shallower the water depth is the more the tidal wavelength will shorten and the faster the tidal characteristics of a waterway will change with horizontal (geographic) distance.
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In classical harmonic analysis, the tidal signal is modeled as the sum of a finite set of sinusoids at specific frequencies related to astronomical parameters. The purpose of the tide analysis is to determine the amplitude and phase (the so-called tidal harmonic constants) of the individual cosine waves, each of which represents a tidal constituent identified by its period in mean solar hours. The tidal response is modelled as:
where N constituents are used. Each constituent has a frequency σ k which is known from the development of the potential, and complex amplitudes (A k and B k ) which are not known. A possible offset and (optional) linear drift is handled by the first two terms α and β.
One widely-used program for performing harmonic analysis of oceanic tides is is the set of programs in MATLAB created by Pawlowicz et al. (2002) to perform classical harmonic analysis for periods of about 1 year or shorter. They have rewritten the FORTRAN package created by Mike Foreman (1977), incorporating many useful extras. Confidence intervals for the amplitudes and phases of the tidal constituents are calculated from the estimated variance. Confidence intervals were computed from the average of power spectral density within frequency bands centered on 0; 1; 2; ... cycles/day, ±0.1 cycles/day (M 0 and M 1 ), ±0.2 cycles/day (M 2 to M 5 ), ±0.21 cycles/day (M 6 ), 0.26 -0.29 cycles/day (M 7 ), and 0.3 -0.5 cycles/day (M 8 ) (Pawlowicz et al., 2002) .
We have performed harmonic analysis of the data sets presented in section 2 "Presentation of the experimental database". For the sea level, the harmonic analysis is able to predict 99.7% of the variance of the original signal (see Fig. 9 ). The highest tidal amplitudes and the corresponding waves can be found in Table 2 . Thus, the semidiurnal wave 2 M is the most energetic one. For the salinity, the harmonic analysis is able to predict 18.4% of the variance of the original signal. This is due to freshwater contents (received from the rivers) and a seasonal cycle with higher variability linked to the regime of rivers and residuel (subtidal) circulation. Regarding the turbidity, it contains tidal components, but also a biological signal such as the one induced by the plankton in the spring, high-frequency effects linked to storms and a cycle of tidal streams (suspension and advection) (Burchard and Baumert, 1998; Chant and Stoner, 2001; Goni et al., 2005) . Such components make the time series non stationary. This is the reason why the harmonic analysis is even worse: only 8.3% of the original signal's variance is predicted. Hence, the harmonic analysis is not relevant except for the sea level. An adequate spectral analysis is introduced hereafter and allows comparing different periodograms. Table 2 . Important tidal constituents obtained from the harmonic analysis of sea level.
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13 Figure 9 . Use of t_tide toolbox for the harmonic analysis of sea level data: Spectral estimates before and after removal of tidal energy.
Blackman-Tukey spectral analysis
The most popular method to compute powerspectra in earth sciences is the method introduced by Blackman and Tukey (1958) . This method performs autospectral analysis in three steps: calculation of the autocorrelation sequence, windowing and finally computation of the discrete Fourier transform. For the modified periodogram, several window shapes are available such as Bartlett (triangular), Hamming (cosinusoidal) and Hanning (slightly different cosinusoidal). An enhancement was made by the application of the Welch's method (1967) . First, the time series is divided into overlapping segments. After the data is split up, the overlapping segments are windowed, like for the modified periodogram. Then, the Welch method includes computing the powerspectrum for each segment and finally averaging the powerspectra. To be more specific, we divide an point data sequence , , into segments of samples each. The Welch periodogram is an modified or windowed periodogram and can be defined as where , the energy in the window is The dynamics of turbidity is illustrated in Fig. 10 showing two powerspectra in log-log plot: the modified periodogram using a Hamming window and the Welch powerspectrum. Both reveal a very complex dynamics, with a turbulent-like behaviour at high frequencies, with a regime following roughly a power-law. This analysis is coherent with the power spectrum of turbidity obtained by Schmitt et al. (2008) . For low frequencies, deterministic forcings are visible, associated with several energetic spikes such as the diurnal tidal cycle 1 K , the semidiurnal cycle . The diurnal period 1 K (23,93 h) is very close to the day duration and the corresponding spike may hide biological effects on turbidity like the nychtemeral vertical migration of zooplankton. Compared to the modified periodogram, the Welch method improves the signal-to-noise ratio of the spectrum versus a loss of resolution. For example, there are not any spikes in the Welch powerspectrum for the monthly ( Mm ) and semi monthly ( Mf ) lunar tides due to an important loss of resolution at these low frequencies. Even more, the annual cycle ( Sa ) is not detected at all. Indeed, for the Welch power spectrum, the raw data has been divided into several segment, the lowest frequency that could be resolved thus depends on the length of the segment.
In earth sciences, time series are often unevenly spaced. Missing values represent a common characteristic property of autonomous monitoring data bases due to routine maintenance, inaccessibility, vandalism, removal of biofouling, and failure of the measuring devices. The Blackman-Tukey method, however, requires evenly-spaced data. Therefore, we have interpolated the turbidity time series with 13% of missing data A C C E P T E D M A N U S C R I P T
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15 in order to generate the powespectra in Fig. 10 , as done in some studies (Ibanez and Conversi, 2002; Paparella, 2005) . Nevertheless, interpolation introduces numerous artifacts to the data, both in the time and the frequency domain. For this reason, an alternative method of time-series analysis has become increasingly popular in earth sciences, the Lomb-Scargle algorithm (Lomb, 1976; Scargle 1981 Scargle , 1982 Scargle , 1989 Press et al. 1992; Schulz and Stattegger, 1998) .
Lomb-Scargle powerspectrum
The Lomb-Scargle approach was done in the field of astronomy, corresponding to a framework which can be quite different from time series in coastal oceanography. In contrast to the Blackman-Tukey method, the Lomb-Scargle algorithm evaluates the data of the time series only at times that are actually measured. Detailed discussions of the Lomb-Scargle method are given in Scargle (1989) and Press et al. (1992) . An excellent summary of the method and a TURBO PASCAL program to compute the normalized Lomb-Scargle powerspectrum of paleoclimatic data has been published by Schulz and Stattegger (1998) . A comfortable MATLAB algorithm lombscargle to compute the Lomb-Scargle periodogram has been published by Brett Shoelson (The MathWorks Inc.).
We suppose that a physical variable is measured at a set of time . Then, the Lomb-Scargle peridogram as a function of angular frequency is given by where is defined by
In the next, we consider the salinity time series over the year 2005, where 18.76% of the values are missing. Instead of filling the discontinuities with interpolated data, the spectral analysis is performed using the Lomb-Scargle algorithm (see Fig. 11 ). Similarly to the turbidity, a turbulent-like stochastic behaviour is visible at high frequencies, whereas the dynamics at low frequencies are dominated by deterministic forcings. Several energetic spikes are observed for the original time series of salinity. The first period corresponds roughly to the year ( Sa ), then the monthly ( Mm ) and semi monthly ( Msf ) lunar tides. Furthermore, the diurnal and semidiurnal cycles are identified as for the previous analysis of turbidity. The peak between Mm and Msf seems to be more pronounced ( The method is adapted for unevenly spaced data, however, one might ask the following questions. What are the limits? If the time series has a high rate of missing values, would the Lomb-Scargle powerspectrum be significant? Would the method always detect the most energetic frequencies? Or would it suffer above a certain threshold? To answer these questions, we have removed intentionally and randomly other data from the original time series as follows: Table 3 provides the number of significant frequencies above the 95% confidence level, dropping down from 131 for the original data of salinity to only 14 when 90% of the data are randomly eliminated. Several seasonalities are no more visible in the spectra and even a whole range of high frequency disappears progressively. Beyond 3 months of discarded data, the Lomb-Scargle algorithm really suffers from a high rate that approaches 50% of missing measures. Although the Fourier transform is a traditional spectral analysis method, it is predicated on a priori selection of basis functions. The Fourier transform is suitable for analyzing periodic signals like ocean tides or Earth tides. The signal is compared with harmonic oscillations of different frequencies. The Fourier Transform gives information about the frequency content of the signal without any time localization. Thus, time-varying amplitudes and/or periods can hardly be detected. Consequently, the Fourier analysis is also constrained by the assumptions of stationarity and linearity. To accommodate the variety of data generated by nonlinear and nonstationary processes, Huang et al. (1998 Huang et al. ( , 1999 ) developed a new adaptive data analysis method designated by the NASA as the Hilbert-Huang Transform (HHT) and introduced hereafter. Unlike the Fourier transform, which transforms information from the time domain into the frequency domain, the HHT does not lose temporal information after transformation, i.e. energy-frequency information is maintained in the time domain.
Section 5: Hilbert Huang Transform
While the natural physical processes are mostly nonlinear and nonstationary, the available data analysis methods are either for linear but nonstationary processes such as wavelet analysis and the Wagner-Ville distribution, or nonlinear but stationary processes (see, for example, Tong 1990; Kantz and Schreiber 1997; Diks 1999) . The development of the HHT was motivated by the need to describe nonlinear distorted waves in detail, along with the variations of these signals that naturally occur in nonstationary processes (Huang et al., 1998) . The HHT consists of the following steps:
 sifting, that is, empirical adoption of the Principal Component Analysis (PCA) for multi-components in the signal to rearrange the signal in terms of local bases that are nearly orthogonal each other;  physically based construction of instantaneous frequency whose concept is applicable to nonstationary and nonlinear signals;  complexification of the signal via the Hilbert Transform to characterize the signal in terms of the modulated amplitude and the associated instantaneous frequencies that appear to represent both interwaves and intrawaves;  reconstruction of the signal and the Hilbert spectrum (energy-frequency) and the multi-component frequency-time relations.
The HHT technique for analyzing data consists of two components: a decomposition algorithm called Empirical Mode Decomposition (EMD) and a spectral analysis tool called Hilbert spectral analysis.
Empirical Mode Decomposition
The key part of the approach HHT is that any complicated dataset can be decomposed with the EMD method into a finite and small number of Intrinsic Mode Functions (IMFs), which represent different scales of the original time series and physically meaningful modes. An IMF is defined as a function having the same number of extrema and zero-crossings. It has also symmetric upper and lower envelopes defined by the local maxima and minima respectively.
The IMFs represent different scales of the original time series and physically meaningful modes. Indeed, the EMD divides the time series into a series of modes, but unlike a Fourier transform where each component has a constant frequency and a cosine or sine shape, the EMD allows each mode to have a time-dependent frequency and amplitude. In contrast to almost all the previous methods, the EMD works directly in M A N U S C R I P T 
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o After k times, the first IMF is derived: Due to a dyadic filter bank property of the EMD algorithm Huang et al., 2008; Wu and Huang, 2004) , usually in practice, the number of IMFs modes is less than   N 2 log , where N is the length of the data set. Note that the sifting process serves two purposes: (1) to eliminate background waves on which the IMF is riding and (2) to make the wave profile more symmetric. Unlike Fourier based methodologies such as Fourier analysis and wavelet transform, the EMD method does not define a basis a priori Huang et al., 1998 Huang et al., , 1999 and the IMFs obtained by sifting processes constitute an adaptive basis. Therefore, EMD is very suitable for nonstationary and nonlinear time series analysis (Huang et al., 1998 (Huang et al., , 1999 . One way to express the nonstationarity is to find instantaneous frequency and instantaneous amplitude. This was the reason why Hilbert spectrum analysis was included as a part of HHT.
HHT has already been applied in marine sciences. For example, Dätig and Schlurmann (2004) applied HHT to show excellent correspondence between simulated and recorded nonlinear waves. Schmitt et al. (2009) applied the HHT method to characterize the scale invariance of velocity fluctuations in the surf zone. The EMD scheme was used in studying sea level rise (Ezer et al., 2013) . Yin et al. (2014) also applied the method and identified three kinds of low-frequency waves using some observations in the coastal water of the East China Sea. M A N U S C R I P T
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In this paper, the EMD algorithm has been applied to the Marel Carnot data sets acquired from 2005 to 2009 and already presented in section 2 (Presentation of the experimental database). The analysis for the salinity records is presented below.
EMD of the salinity time series
After EMD decomposition of the salinity data sets, 19 IMFs modes are obtained plus the residual, as shown in Fig. 14 and Fig 15. The time scale is increasing with the number of the IMF mode, the first IMF thus corresponding to the highest frequency. The residual from EMD algorithm has been recognized as the trend of the given data (Moghtaderi et al., 2011; Wu et al., 2007) .
From EMD, several tidal waves are identified through the IMFs: semidiurnal ( IMF is close to the inertial period but the bottom friction induced by the strong tidal currents is likely to dissipate these inertial oscillations and this period may be due the non linear interaction between tidal and high frequency atmospheric forcing.
21 Figure 13 . The first-tenth IMF modes for salinity. The time scale is increasing with the mode index.
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22 Figure 14 . The last-nineth IMF modes together with the trend term for salinity. Table 4 summarizes the mean period of the IMF modes and some tidal waves obtained after EMD decomposition of the salinity. Furthermore, the contribution of each IMF to the total energy is measured by the variance. Table 4 gives also the contribution of each IMF to the total energy (measured by the variance), percentage of total and cumulative percentage contribution to the sum of the variances. For the high frequencies, the firstseventh IMFs account for nearly 25% of the total energy. Thus, the main part of energy is not carried by the very high frequency components but by intermediate and low ones, especially the annual wave 17 IMF . It can be seen that the biggest contribution comes from four most energetic IMFs: the annual wave ( While the Fourier expansion would require tens of modes to represent the whole data, the EMD method decomposes the time series into only 19 IMFs plus the residual. When all the IMFs are added back successively, we notice that all the energy is recovered, as shown in all the cases in Huang et al. (1998 Huang et al. ( , 1999 To analyze the variability, both HHT and Conitunous Wavelet Transform (CWT) can be used. Comparaisons of HHT and wavelets are investigated in the next subsection.
Continuous Wavelet Transformation (CWT)
The wavelet transform is widely used as a time-frequency analysis technique to deal with nonstationary signals. The choice of the mother wavelet is usually dependent on the type of data to deal with (Torrence and Compo, 1998) . HHT on the other hand does not require any convolution of the signal with a predefined basis function or mother wavelet. The process of decomposition is data-driven.
The CWT is a consecutive pass-band filter through time series, recognized as a very successful approach for the analysis of time series (Addison, 2010; Avdakovic et al., 2013; Torrence and Compo, 1998) . However, similar to the Fourier transform and in contrast to the EMD algorithm, the wavelet transform requires evenly-spaced data. Therefore, the data have to be interpolated.
Mathematically, a wavelet transformation decomposes a signal into some elementary functions derived from a mother wavelet by dilation and translation, where denotes the position (translation) and ( ) the scale (dilation) of the wavelet (Lau and Weng 1995). The wavelet transform of the signal about the mother wavelet is defined as the convolution integral . There are many mother wavelets available in the literature. However, in geosciences the most popular wavelet is the Morlet wavelet, which is given by where is the non-dimensional time and is the wavenumber (Torrence and Compo 1998) . The wavenumber is the number of oscillations within the wavelet itself.
In Fig. 16 , the wavelet transform has been applied to the four time series. Many high frequencies are detected for temperature, salinity and turbidity records. More variations are visible for the turbidity time series, which confirms that the data sets are highly non-stationary compared to the other data. This analysis confirms also the previous results presented in 4.1, where the performed harmonic analysis allows to predicting only 8.3% of the original signal's variance. As explained before, this is due to biological contents induced by the plankton in the spring, high-frequency effects linked to storms and a cycle of tidal streams (suspension and advection).
However, if we look at the CWT of the sea level in Fig. 16 , the graph shows horizontal clusters of peaks at 365 days and 0.5 day, which corresponds to a strong annual cycle and the semidiurnal wave. The powerspectrum also revels other significant periods such as the diurnal wave (1 day), the semimonthly and monthly waves; although these are sometimes not very clear.
As the signal content is now known in the frequency domain, the focus will shift to the application of an EMD based Time Dependent Intrinsic Correlation (TDIC), in order to study the possible links between physical observations. The classical global expression for the correlation (defined as the covariance of two variables divided by the product of the standard deviation of the two variables) assumes that the variables should be stationary and linear. Applied to nonstationary time series, the cross correlation information may be altered and distorted. The limitations of the correlation coefficient are also obvious: it is unable to provide local temporal information, and it cannot distinguish the main cycles from noise when measuring correlation. Many scientists tried to address the problem of nonsense correlations through different ways.
An alternative is to estimate the correlation coefficient by means of a timedependent structure. For example, Papadimitriou et al. (2006) applied a sliding window to localize the correlation estimations. Rodo and Rodriguez-Aria (2006) developed the scale-dependent correlation technique. Although these methods detected the correlation between two nonstationary signals by computing the correlation coefficient in a local sliding window, the main problem is to determine the size of this window. Recently, Chen et al. (2010) introduced an approach based on EMD. They proposed to first decompose the nonlinear and nonstationary data into their IMFs, then use the instantaneous periods of the IMFs to determine an adaptive window and finally compute the time dependent intrinsic correlation coefficients. Huang and Schmitt (2014) used TDIC to analyze temperature and dissolved oxygen time series obtained from automatic measurements in a moored buoy station in coastal waters of BoulogneSur-Mer (France). In the following, we give an insight into the TDIC method.
6.1
Time Dependent Intrinsic Correlation (TDIC) M A N U S C R I P T Huang et al., 1998; Huang, 2009 ) and the IMFs can be used for multiscale correlation. For instance, let us consider the IMFs modes with a mean period of 12 hours (semidiurnal) :
5 IMF for temperature and 1 IMF for sea level data sets. The global correlation coefficient is 0.09 for the corresponding IMFs modes. Fig. 17 displays the measured TDIC and shows rich patterns at small sliding window. We note a decorrelation of the TDIC and we observe less rich patterns with the increase of the window size (as the variable a increases). Although the global cross correlation is too small, the TDIC detects several periods of high correlation between the modes. To focus on these periods, Fig. 18 
Section 7: Conclusions and perspectives
In the era of "Big Data", the time series are longer and longer. Time series analysis in marine sciences is becoming a challenge at the crossroads of marine observatories' data. Indeed, the observatories allow more and more marine data to be safely archived. They contribute to understand and forecast the most crucial marine processes. Therefore, it is necessary to analyze this increasing data flow in an optimal way. In environmental sciences, adequate and specific methods are needed to analyze the complex time series which are nonstationary and reflecting nonlinear processes.
To explore these methods, we have analyzed here four time series recorded at high frequency in the coastal waters of Boulogne-sur-Mer, using the MAREL Carnot monitoring station: sea level, salinity, turbidity and temperature data sets. In order to perform adequate statistical and spectral analyses, it is necessary to know the nature of the considered time series. First, a preliminary analysis of stationarity, based on the graphs of the time series as well as the correlograms, is carried out. In contrast to the sea level time series which is stationary, the graphs of temperature, turbidity and salinity are characterized by a non stationarity in mean and variance. The series are also perturbed by effects such as the tide and the earth's rotation. Regarding the corresponding correlograms, these these show strong persistence since there are significant spikes at several lags, indicating that the time series are nonstationary. Then, the stationnarity of the series and the occurrence of unit-root are addressed with the ADF tests. For the salinity data, the time series is nonstationary. It has a unit-root with drift and a deterministic trend. Similar results are obtained for temperature and turbidity data.
After stationarity issues, an adequate power spectral analysis is performed. The harmonic analysis involves the search for the amplitude and phase of certain known frequencies, used for the calculation of the astronomical tide's generator potential. Apart from the sea level where the harmonic analysis is able to predict 99.7% of the original signal's variance, such analysis is not relevant for the other time series. Different spectra for the turbidity and salinity are investigated. They reveal a very complex dynamics, with a turbulent-like stochastic behaviour at high frequencies, whereas the dynamics at low frequencies are dominated by deterministic forcings. Compared to the modified periodogram, the Welch method improves the signal-to-noise ratio of the spectrum versus a loss of resolution. Since the Blackman-Tukey method requires evenly-spaced data, we have interpolated the time series. However, interpolation introduces numerous artifacts to the data, both in the time and the frequency domain. Thus, the Lomb-Scargle algorithm is adapted for unevenly-spaced data and has been used as an alternative method. To know the limits of this algorithm, we have investigated the time series of salinity over the year 2005 and we have intentionally increased the rate of missing values by discarding randomly data from the original time series. The Lomb-Scargle powerspectra show that, beyond 50% of missing measures, few significant frequencies are detected, several seasonalities are no more visible, and even a whole range of high frequency disappears progressively.
The authors also explored an other type of interesting direction of study since the Blackman-Tukey spectral analysis is not adapted to nonlinear and nonstationary data sets. An adaptive data analysis method, called EMD, was developed to accommodate the variety of data generated by nonlinear and nonstationary processes. In this paper, EMD was used to analyze the fluctuations and the correlations between different time series. For example, the salinity observations were decomposed with the EMD method into a finite and small number of IMFs (19 IMFs) which represent different scales of the original time series. These are also physically meaningful modes since a group of tidal waves were detected. Compartsions with CWT are addressed. Furthermore, the decomposition into modes helps also to estimate how correlations vary among scales. In fact, the authors apply a recent methodology, based on EMD and called TDIC, in order to display patterns of correlations at different scales for different IMFs modes. Finally, to illustrate this approach, cross correlations between temperature and sea level time series are considered. For the semidiurnal wave, the TDIC is displayed and allows to detecting several periods of high correlation.
We can mention here some perspectives opened by this work. Techniques of filtering will be investigated to study the high frequency or to concentrate on seasonalities. Classical Butterworth filters can be implemented or demerliac filters, already used by the "Service Hydrographique et Océanique de la Marine" (S.H.O.M) to calculate the daily mean sea level. Moreover, we have studied each parameter separately. A development of this approach will be to study the couplings between some parameters. Such coupling will be studied considering joint or conditional moments, joint probability density function, and joint spectral analysis.
More generally, time series analysis methods could be implemented in an automated way in the environmental databases in order to facilitate the data discovery as well as the investigation tools and techniques.
