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Abstract—The split control and user plane is key to the future
heterogeneous cellular network (HCN), where the small cells are
dedicated for the most data transmission while the macro cells
are mainly responsible for the control signaling. Adapting to this
technology, we propose a general and tractable framework of
extra cell range expansion (CRE) by introducing an additional
bias factor to enlarge the range of small cells flexibly for the
extra offloaded macro users in a two-tier HCN, where the macro
and small cell users have different required data rates. Using
stochastic geometry, we analyze the energy efficiency (EE) of
the extra CRE with joint low power transmission and resource
partitioning, where the coverages of EE and data rate are
formulated theoretically. Numerical simulations verify that the
proposed extra CRE can improve the EE performance of HCN,
and also show that deploying more small cells can provide benefits
for EE coverage, but the EE improvement becomes saturated if
the small cell density exceeds a threshold. Instead of establishing
the detail configuration, our work can provide some valuable
insights and guidelines to the practical design of future networks,
especially for the traffic offloading in HCN.
Index Terms—Energy efficiency, heterogeneous network, extra
cell range expansion, interference management, stochastic geom-
etry.
I. INTRODUCTION
The mobile wireless communications, which require large
system capacity, strong signal coverage, and high energy
efficiency (EE), have developed swiftly and experienced ex-
plosive data growth over the past decade [1], [2]. Driven by
this trend, satisfying the improved quality of service (QoS),
the cellular networks now have to deliver numerous data
information to the users with higher spectral efficiency (SE).
Therefore, the architecture of multi-tier heterogeneous cellular
network (HCN), based on small cells, has been proposed as
a promising technology to increase the network capacity and
avoid coverage holes [3]. Moreover, due to the rapidly growing
energy consumption in wireless networks, the research of EE
has attracted wide attention all over the world [4], [5]. It
is known that HCN with small cells can solve the physical
scarcity of radio frequency and increase the system capacity
to some extent, but at the cost of deploying more hardware
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infrastructures, which leads to higher energy consumption
consequently [6], [7]. As a result, due to the trade-off between
the benefit and cost, the EE of HCN is quite interesting and
worthy of research, which is mainly discussed in this paper.
In HCN, the densely deployed small cells are usually lightly
loaded because of their low transmit power compared with
macro base stations (BSs). In order to take full advantage
of small cells, a biasing technique known as cell range
expansion (CRE) can effectively offload more traffic to small
cells to get better system capacity [8]. In the future wireless
networks, the control and user planes are decoupled, where the
small cells with small and strong coverage are dedicated for
the most data transmission while the macro cells with wide
and weak coverage are responsible for the control signaling
and the remaining data information [9]. Therefore, more users,
including some original macro users, should be served by
small cells, which can provide higher achievable data rate due
to the shorter transmission distance and the adequate resources.
Considering this issue, the small cells need the wider and
more flexible CRE to access more users of different types,
but the traditional CRE cannot work efficiently anymore in
this situation because directly increasing the bias factor cannot
represent the data rate difference between small cells and
macro cells. Therefore, the extra CRE with better utilization of
small cells, which can provide more flexibility by introducing
an additional bias factor, is proposed in this paper.
Compared with traditional CRE, the users in the extra
expanded area will suffer more severe degraded signal-to-
interference and noise ratio (SINR) in co-channel deployments
since they are located much closer to the macro BSs and thus
receive stronger interference power. Therefore, the suitable
interference management strategies are required urgently to
overcome this inter-tier interference problem. One typical and
fundamental solution is to plan and design the spectrum usage
for different cells in the networks, such as resource partitioning
where the macro cells are prevented from transmitting on
certain fraction of resources with full power [10]. Therefore,
in this protected fraction of resources, the offloaded users can
be scheduled by small cells under much lower interference
from the macro BSs, which can either stop data transmission
or simply reduce the transmit power [11].
A. Related Work
Recently, the research of CRE in HCN has attracted more
interests all over the world. In [12], a general and tractable
framework to model and analyze joint resource partitioning
2and offloading in two-tier cellular networks is proposed and
the downlink rate distribution is derived, which reveal that the
resource partitioning is necessary for offloading to improve
the system performance. Adopting resource partitioning, an
analytical framework with joint user association and sleep-
mode BSs in HCN is proposed in [13]. Numerical results show
that the proposed scheme can reduce the network energy con-
sumption and improve the SINR coverage in co-channel HCN.
In [14], the resource fraction is optimized to minimize the
inter-tier interference and maximize the EE of the networks,
respectively. Moreover, in [15], the theoretical expressions pro-
vide insights into the SINR coverage improvement by jointly
applying transmit power reduction and resource partitioning
strategies in HCN.
The EE research of CRE is relatively less in the existing
literatures, particularly on the average EE coverage analysis
with stochastic geometry. The energy efficient user association
scheme [16] and resource allocation scheme [17] are proposed
to maximize the overall EE of HCN by designing effective
iterative algorithms. In [18], the EE analysis is carried out
in the cache-enabled HCN with the control and user plane
split, and the expressions of coverage probability, throughput
and EE are derived analytically as the functions of the cache
ability, search radius and backhaul limitation. In [19], the
total EE is evaluated in cellular-WLAN heterogeneous network
employing CRE technique, and with EE optimization, it shows
that the trade-off between the fairness of user throughput and
the system EE can achieve better balance by optimizing the
bias factor of each access point individually.
However, only the traditional CRE is considered and in-
vestigated in the above works, which also pay relatively less
attention to the decoupled control and user plane, and do not
distinguish the data rate targets for different tiers in HCN as
well. To the best of our knowledge, the extra CRE based on
the traditional CRE with joint low power transmission and
resource partitioning in HCN has never been studied, not to
mention the EE analysis using stochastic geometry, which will
be proposed and discussed in this paper.
B. Contributions
In this paper, considering the decoupled control and user
plane in the future wireless networks, where the users connect-
ing to macro BSs and small cells have different required data
rates, we propose the general extra CRE with joint low power
transmission and resource partitioning in HCN. By introducing
another association bias factor for further user offloading to
enlarge the small cell range, the size of the extra expanded
range is controlled flexibly by the two bias factors jointly,
which can provide better system performance consequently,
as shown in the simulations. This paper is focused on the
EE analysis of HCN with extra CRE, and using stochastic
geometry we formulate the average EE coverage of the system
by deriving the SINR and data rate coverages. Rather than
establishing detail configuration of CRE, our work provides
valuable insights and guidelines to the design of the future
wireless networks, especially for traffic offloading in HCN.
The contributions of this paper are summarized as follows.
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Fig. 1. The system model of extra cell range expansion.
• we propose a general framework of extra CRE, containing
an additional bias factor, with joint transmit power reduc-
tion and resource partitioning in the two-tier HCN, which
can accommodate users with different required data rates
and can be adopted for the decoupled control and user
planes in future networks flexibly.
• with stochastic geometry, we analyze the EE of HCN
with extra CRE and formulate the theoretical average EE
coverage as well as the SINR and data rate coverages,
which are key to evaluate the system performance.
• we show that the proposed extra CRE can improve the
system performance of HCN, including the EE coverage,
and deploying more small cells can increase the EE cov-
erage as well but the EE improvement becomes saturated
if the small cell density exceeds a threshold.
C. Organization and Notations
In the rest of the paper, Section II presents the system
model and Section III describes our proposed extra CRE
with joint low power transmission and resource partitioning.
The coverages of SINR, data rate and EE are formulated
in Section IV. Simulation results are provided in Section V,
followed by the conclusion and future work in Section VI.
In this paper, I (x) denotes the indicator of event x, i.e., if
the event x is true, I (x) equals to 1, otherwise I (x) equals to
0. And P (x) is the probability of event x. E (·) is the mean
function and LI (·) is the Laplace transform of interference I .
Furthermore, we denote the empty set by ∅.
II. SYSTEM MODEL
In this paper, we consider a downlink heterogeneous wire-
less network, which contains two independent network tiers
of BSs, i.e., macro cells and small cells, with different
deployment densities and transmit powers. Without loss of
generality, it is assumed that the macro cells constitute tier
1 and the small cells constitute tier 2. The spatial distribution
of BSs of tier k (k = 1, 2) in this network conforms a two-
dimensional homogeneous Poisson point processes (PPP) Φk
with the density of λk , and the users, denoted by u, are located
in the researched area according to another independent ho-
mogeneous PPP with the constant density of λu. All the BSs
within the tier k have the same transmit power, denoted by
3Pk (k = 1, 2). In this paper, we study the typical user located
at the origin (0, 0) ∈ R2 for average performance of the
network, which is allowed by Slivnyak’s theorem [20].
As shown in Fig. 1, with traditional cell range expan-
sion [10]–[12], the users connect to BSs according to the
maximum biased received power (BRP), and then can be
decomposed into macro users (like users 1 and 2 in Fig. 1)
and small cell users (like users 4 and 5 in Fig. 1). Since the
initial purpose of deploying small cells in practice is to provide
high data rate coverage, the data rate requirement of the small
cell users is generally larger than that of the users in macro
cells [13]. Therefore, the required data rate for macro cell
users can be denoted by ρ1, and ρ2 for small cell users, where
ρ1 ≤ ρ2. By proposing the extra CRE, the coverage of small
cells can be divided into three disjoint areas including an extra
expanded area, where the users (like users 3 and 4 in Fig. 1)
that should have been served by macro cells will be offloaded
to the small cells.
A. Channel Model
The wireless channel from a typical user to its serving BS
with the transmission distance of x is modeled by the standard
large scale path loss and Rayleigh fading. The path loss factor,
denoted by αk, is different in each tier, and the independent
complex Rayleigh fading coefficient, denoted by gx, has zero
mean and unit variance. For simplicity, the newly defined
coefficient hx = |gx|
2
is i.i.d exponentially distributed with
unit mean, denoted by hx ∼ exp (1). Therefore, a typical user
located at the origin receives the power of Pkhxx
−αk from its
serving BS. W is the system bandwidth, and n is the additive
white Gaussian noise (AWGN) with power σ2 = N0W , where
N0 is the power spectral density (PSD) of the noise.
B. Power Consumption Model
We adopt the power consumption model used in [21],
where the power consumption for each BS is fixed, which can
be interpreted as a constant average BS power consumption
since a large number of BSs are considered. With this power
model, the power consumption of the i-th BS during downlink
transmission can be given by
Pi,total = aiPi + bi, (1)
where coefficient ai accounts for the power consumption that
scales linearly with the transmit power, whereas bi repre-
sents the static power consumed by signal processing, battery
backup, and site cooling. It is noted that this power consump-
tion model reflects the fact that the average power consumption
of a BS comprises both transmit and static powers.
III. EXTRA CELL RANGE EXPANSION
In this paper, to improve the system performance and adapt
to the trend of the split control and user plane, we consider
offloading more extra macro users to be served by small cells,
i.e., some macro users with lower target data rate ρ1 will
connect to small cell BSs.
A. User Association
The user association is based on the biased received power,
i.e., the user will connect to the BS providing the maximum
biased received power, where the bias factor is used to be
multiplied by the received signal strength during the cell
selection. In this paper, the accomplishment of the extra cell
range expansion is fulfilled in two steps: the traditional biased
user association is first achieved [10]–[12] and then the macro
users in the extra expanded cell range will be offloaded to the
small cells by introducing another association bias factor.
The bias factor B2 is used for the traditional biased user
association, i.e., the first phase of extra CRE, based on which,
the user will be originally associated with the BS of tier k,
k = argmax{P1D
−α1
1 , P2B2D
−α2
2 }, (2)
where Dk (k = 1, 2) denotes the distance between the typical
user and its nearest BS of tier k. Therefore, the target data
rate ρ for the user can be obtained consequently, as given by
ρ =
{
ρ1, if P1D
−α1
1 ≥ P2B2D
−α2
2 ,
ρ2, if P2B2D
−α2
2 > P1D
−α1
1 .
(3)
Another association bias factor, denoted by B1, is intro-
duced here to offload extra macro users with target data rate
ρ1 to small cells; in other words, it can determine how many
original macro users are still served by macro BSs and how
many will be transferred to small cells. It is obvious that
B1 > B2 must be satisfied.
The non-extra biased small cell users (called original small
cell users, i.e., users 1 and 2 in Fig. 1) with target data rate
ρ2 are collected into a user set, denoted by uD¯. Moreover, the
set of users with target data rate ρ1 is split into two disjoint
sets, denoted by u1 and uD, where u1 is the set of macro
cell users (called macro users, i.e., users 5 and 6 in Fig. 1)
and uD represents the set of users (called expanded small cell
users, i.e., users 3 and 4 in Fig. 1) that are transferred from
macro cells to small cells due to the extra cell range expansion.
With the association scheme mentioned above, the mapping
relationship between the user u with data rate requirement ρ
and the sets u1, uD and uD¯ is summarized, as given by
u∈


u1, if ρ=ρ1 and P1D
−α1
1 ≥P2B1D
−α2
2 ,
uD, if ρ=ρ1 and P2B1D
−α2
2 >P1D
−α1
1 ≥P2B2D
−α2
2 ,
uD¯, if ρ=ρ2 and P2B2D
−α2
2 >P1D
−α1
1 ,
(4)
where u1 ∪ uD ∪ uD¯ is the set of all users. Furthermore, all
the users associated with small cells are u2 = uD ∪uD¯. It can
be concluded that the extra CRE is determined by B1 and B2
jointly; in other words, the larger B1B2 is, the wider the extra
expanded range will be. Specifically, there is no extra CRE
and the user set uD will be empty when B1 = B2.
B. Resource Partitioning and Transmit Power Reduction
With extra CRE, the offloaded users (in user set uD)
will have further degraded SINR compared with their former
situation, i.e., connecting to the macro BSs, since the useful
signal becomes weaker and the original strong useful signal
now contributes to the interference. To resolve this problem,
we continue to combine the user association with the resource
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Fig. 2. Resource allocation scheme.
partitioning and transmit power reduction for better system
performance [10], [11], as shown in Fig. 2. For clarity, the term
“resources” used in this paper refers to a set of time/frequency
3GPP resource elements [22]. It is noted that the users in uD,
connecting to the small cells, are the exact users that need
to be protected to ensure the desired gain of balancing load
in HCN with extra CRE, and therefore, the transmit power
reduction is only adopted in the macro BSs.
As for the resource allocation scheme in this paper, as
shown in Fig. 2, the macro BSs share all the resources,
and reduce the transmit power on η (0 < η < 1) frac-
tion resources to decrease the interference for the protected
range extra expanded users, where the transmit power fraction
β (0 < β < 1) denotes the fraction of the full transmit
power of tier 1 on the η fraction of resources. For simplicity,
uB is defined as the set of macro users scheduled in the η
fraction of resources with transmit power reduction, and uB¯
is the set of macro users scheduled in the 1 − η fraction
of resources with full transmit power. In the small cell tier,
η is the fraction of resources allocated to the range extra
expanded users, and the remaining 1− η fraction of resources
are shared by the non-extra expanded users. The scheduling
type index l ∈
{
B, B¯,D, D¯
}
is defined to represent the type
of resources which a typical user will use. We also define
a mapping relationship M
{
B, B¯,D, D¯
}
→ {1, 2} from the
user set index to the serving tier index. Therefore, according
to (3), the following relationships can be obtained as
M (B) = M
(
B¯
)
= 1, M (D) =M
(
D¯
)
= 2.
Considering the resource partitioning and transmit power
reduction, the SINR of a typical user scheduled in the resource
type l can be formulated as
SINRl = I (l ∈ {B})
βP1hxx
−α1
βIr1 + Ir2 + σ
2
+ I
(
l ∈
{
B¯, D¯
}) PM(l)hxx−αM(l)
Ir1 + Ir2 + σ
2
+ I (l ∈ {D})
P2hxx
−α2
βIr1 + Ir2 + σ
2
,
(5)
where Iri represents the cumulative interference from the tier
i, which is presented by
Iri = Pi
∑
r∈Φi\b0
hrr
−αi ,
where b0 is the BS serving the typical user and r is the distance
between the BS and the typical user.
IV. ANALYSIS OF ENERGY EFFICIENCY
In this section, the EE performance of the network is
characterized by using the criterion called energy efficiency
coverage (EEC) [23], which is defined as
C (τ) = P (EE ≥ τ) ,
where τ is the target EE threshold. To derive the EEC, the
user association probability, the SINR and rate coverages are
required, which will be calculated in the following thoroughly.
A. User Association Probabilities
It is known that the users are randomly distributed spatially
in the network, and therefore, any given user can be divided
into different user sets defined in (4) with certain probability.
Lemma 1: Based on the definition of the three disjoint user
sets in (4), the user association probability, defined as Al =
P (u ∈ ul) , l ∈
{
1, D, D¯
}
, can be derived by
A1=2piλ1
∫ ∞
0
r exp
(
−piλ1r
2−piλ2
(
P2B1
P1
)2
α2
r
2α1
α2
)
dr, (6)
AD¯=2piλ2
∫ ∞
0
r exp
(
−piλ2r
2−piλ1
(
P1
P2B2
)2
α1
r
2α2
α1
)
dr, (7)
AD=2piλ2
∫ ∞
0
r
{
exp
(
−piλ2r
2−piλ1
(
P1
P2B1
)2
α1
r
2α2
α1
)
− exp
(
−piλ2r
2 − piλ1
(
P1
P2B2
) 2
α1
r
2α2
α1
)}
dr.
(8)
Proof: See Appendix A.
B. SINR Coverage
The SINR coverage probability of a typical user i
in set ul for a target SINR threshold T is defined as
S (T )=P (SINRi ≥ T |i ∈ ul) [24]. For a typical user, the
SINR includes the information of the distance from its serving
BS, denoted by Gl, l ∈
{
1, D, D¯
}
. Since the location of the
BS obeys the Poisson distribution, Gl is a random variable,
based on which we need to attain the probability density
function (PDF) ofGl first before we obtain the SINR coverage.
Lemma 2: The PDF of the distance between a typical user
and its serving BS, i.e., Gl, can be formulated as
fG1(x)=
2piλ1
A1
x exp
(
−piλ1x
2−piλ2
(
P2B1
P1
)2
α2
x
2α1
α2
)
, (9)
fGD¯(x)=
2piλ2
AD¯
x exp
(
−piλ1
(
P1
P2B2
)2
α1
x
2α2
α1 −piλ2x
2
)
, (10)
5fGD(x)=
2piλ2
AD
x
{
exp
(
−piλ1
(
P1
P2B1
)2
α1
x
2α2
α1 −piλ2x
2
)
− exp
(
−piλ1
(
P1
P2B2
)2
α1
x
2α2
α1 −piλ2x
2
)}
.
(11)
Proof: See Appendix B.
Based on Lemma 2, we can further calculate the SINR
coverage for a typical user as the following theorem.
Theorem 1: For a typical user i ∈ ul, the SINR coverage
Sl can be formulated as (12)–(15) for l ∈
{
B, B¯,D, D¯
}
.
Proof: See Appendix C.
It is noted that the overall average SINR coverage is used as
the metric to characterize the network coverage performance.
Based on Lemma 1 and Theorem 1, the overall average SINR
coverage can be obtained, as given by
S (T ) = A1S1 (T ) +ADSD (T ) +AD¯SD¯ (T ) , (16)
where S1 (T ) is the conditional SINR coverage of a typical
user in macro cells. As shown in Fig. 2, a macro user is
scheduled in two types of resources, i.e., low-power and full-
power transmit resources, with the probabilities of η and 1−η,
respectively, based on which we have
S1 (T ) = ηSB (T ) + (1− η)SB¯ (T ) . (17)
From Theorem 1, it is observed that S1 is only dependent
on B1, SD¯ is only dependent on B2, and SD is dependent
on both B1 and B2. This is because that the user set u1
is determined by B1, the user set uD¯ is determined by B2,
and the user set uD is determined by B1 and B2 jointly, as
shown in Fig. 1. Since η represents the probability that a
macro user is scheduled in the low-power transit resources,
the SINR coverage S1 is dependent on η, revealed in (17),
however, η has no effect on the individual SINR coverage Sl.
Further, the transmit power reduction only affects the users in
uB and uD, so β has impact on SB and SD rather than SB¯
and SD¯. Therefore, in summary, the overall SINR coverage S
is dependent on the association biases B1 and B2, the resource
partitioning fraction η, and the transmit power fraction β,
which is consistent with our theoretical analysis.
C. Data Rate Coverage
Like the SINR coverage, the data rate coverage of a typical
user i in user set ul for a target rate threshold ρ is defined
as R (ρ)=P (Ratei ≥ ρ|i ∈ ul). In the data rate coverage
derivation, the following mapping relationships are used:
k (l) =
{
1, if l ∈
{
B, B¯,D
}
2, if l ∈
{
D¯
} , q (l) =


1, if l ∈
{
B, B¯
}
D, if l ∈ {D}
D¯, if l ∈
{
D¯
} .
Furthermore, we will introduce the probability mass func-
tion of the users associated with the tagged BS of a PPP [8],
[12], denoted by pl (n), as expressed by
pl (n) =P
(
Nq(l) = n
)
=
3.53.5
n!
Γ (n+ 3.5)
Γ (3.5)
(
λuAq(l)
λM(l)
)n−1
×
(
3.5 +
λuAq(l)
λM(l)
)−(n+3.5)
, (n ≥ 1) ,
(18)
where Nq(l) characterizes the load at the tagged BS and
Γ (M) =
∫∞
0
tM−1 exp (−t) dt is the gamma function.
With the help of (18), we can calculate the data rate
coverage for a typical user as the following theorem.
Theorem 2: For a typical user i ∈ ul, the data rate coverage
Rl can be formulated for l ∈
{
B, B¯,D, D¯
}
, as given by
Rl (ρ) =
∑
n≥1
3.53.5
n!
Γ (n+ 3.5)
Γ (3.5)
(
λuAq(l)
λM(l)
)n−1
×
(
3.5 +
λuAq(l)
λM(l)
)−(n+3.5)
Sl
(
2
ρk(l)n
W − 1
)
.
(19)
Proof: According to Shannon theorem, the data rate
coverage Rl for a typical user i ∈ ul can be formulated as
Rl (ρ) = P
(
Ratel ≥ ρk(l)
)
= P
(
W
Nq(l)
log2 (1 + SINR) ≥ ρk(l)
)
= P
(
SINR ≥ 2
ρk(l)Nq(l)
W − 1
)
= ENq(l)
[
Sl
(
2
ρk(l)Nq(l)
W − 1
)]
(a)
=
∑
n≥1
pl (n)Sl
(
2
ρk(l)n
W − 1
)
,
(20)
where (a) ignores the dependence between the load and the
SINR coverage for tractability of the analysis [12].
Combining (18) and (20), Eq. (19) can be obtained conse-
quently.
The data rate coverage (19) can be further simplified
(sacrificing accuracy) if the load at each BS is assumed to
be its mean. Therefore, instead of considering the cell size
distribution and the user distribution in each cell, we adopt the
mean load approximation proposed in [12], where the mean
cell load Nq(l) is given by
N¯q(l) = 1 +
1.28λuAq(l)
λM(l)
, (21)
based on which the following proposition is proposed.
Proposition 1: Based on the approximated cell load,
the data rate coverage Rl for a typical user i ∈ ul, l ∈{
B, B¯,D, D¯
}
can be reformulated as
Rl (ρ) = Sl
(
2
ρk(l)(1+
1.28λuAq(l)
λM(l)
)/W
− 1
)
. (22)
6SB (T ) =
2piλ1
A1
∫ ∞
x=0
x exp
{
−
xα1Tσ2
βP1
− piλ1x
2 [1 +Q (T, α1)] − piλ2x
2α1
α2
(
P2B1
P1
) 2
α2
[
1 +Q
(
T
βB1
, α2
)]}
dx, (12)
SB¯ (T ) =
2piλ1
A1
∫ ∞
x=0
x exp
{
−
xα1Tσ2
P1
− piλ1x
2 [1 +Q (T, α1)] − piλ2x
2α1
α2
(
P2B1
P1
) 2
α2
[
1 +Q
(
T
B1
, α2
)]}
dx, (13)
SD (T ) =
2piλ2
AD
∫ ∞
x=0
x
{
exp
(
−
xα2Tσ2
P2
− piλ2x
2 [1 +Q (T, α2)]− piλ1x
2α2
α1
(
P1
P2B1
) 2
α1
[1 +Q (βTB1, α1)]
)
−exp
(
−
xα2Tσ2
P2
−piλ2x
2 [1+Q (T, α2)]−piλ1
(
P1
P2B2
) 2
α1
x
2α2
α1
[
1+(βTB2)
2
α1
∫ ∞
(βTB1)
−2
α1
1
1+v
α1
2
dv
])}
dx,
(14)
SD¯ (T ) =
2piλ2
AD¯
∫ ∞
x=0
x exp
{
−
xα2Tσ2
P2
− piλ2x
2 [1 +Q (T, α2)] − piλ1x
2α2
α1
(
P1
P2B2
) 2
α1
[1 +Q (TB2, α1)]
}
dx, (15)
where Q (T, α) = T
2
α
∫∞
T
−2
α
1
1+x
α
2
dx.
Proof: According to (20), Rl (ρ) can be expressed as
Rl (ρ) = ENq(l)
[
Sl
(
2
ρk(l)Nq(l)
W − 1
)]
= Sl
(
2
ρk(l)E[Nq(l)]
W − 1
)
= Sl
(
2
ρk(l)N¯q(l)
W − 1
)
.
(23)
By substituting (21) into (23), Eq. (22) can be attained.
Being similar to the calculation of overall average SINR
coverage, the overall average data rate coverage is
R (ρ) = A1R1 (ρ) +ADRD (ρ) +AD¯RD¯ (ρ) , (24)
where R1 (ρ) = ηRB (ρ) + (1− η)RB¯ (ρ).
D. Energy Efficiency Coverage
Utilizing the data rate coverage, the EE coverage can be ob-
tained with some mathematical transformations, as presented
by the following theorem.
Theorem 3: For a typical user i ∈ ul, the EE coverage Cl
can be formulated for l ∈
{
B, B¯,D, D¯
}
, as given by
Cl (τ) = P (EEl ≥ τ ) = Rl
(
τPM(l),total
)
, (25)
where Rl can be obtained from Theorem 2 or Proposition 1.
Proof: According to the definition of EEC, the EE cov-
erage Cl for l ∈
{
B, B¯,D, D¯
}
can be formulated as
Cl (τ) = P (EEl ≥ τ )
= P
(
Rl
PM(l),total
≥ τ
)
= P
(
Rl ≥ τPM(l),total
)
= Rl
(
τPM(l),total
)
,
(26)
which then can be calculated by the data rate coverage
presented in Theorem 2 or Proposition 1.
Then, the overall average EE coverage can be calculated as
C (τ) = A1C1 (τ) +ADCD (τ) +AD¯CD¯ (τ) , (27)
where C1 (τ) = ηCB (τ) + (1− η)CB¯ (τ). It is seen that the
close-form expression of EE coverage has not been derived,
but only the simple numerical integration is involved which is
very easy to calculate to any desired accuracy using numerical
integration methods with computer in practice.
V. NUMERICAL RESULTS AND DISCUSSION
In this section, simulations are carried out to show the ben-
efits of the extra CRE and the effects of different parameters
on SINR, data rate, and EE coverages respectively, where
the simulation parameters are listed in Table I. Moreover, the
traditional CRE is also conducted for comparison, which is
simulated by setting B1 = B2 in each situation.
Fig. 3 shows the effect of the association bias B1 on the
SINR coverage, when B2 = 2.5 dB. The traditional CRE is
achieved at the start point of the curves, i.e., B1 = 2.5 dB. It
is obvious that the extra CRE with transmit power reduction
can definitely improve the SINR coverage of the network.
With transmit power reduction, it is observed that the SINR
coverage first increases and then decreases as B1 increases;
TABLE I
SIMULATION PARAMETERS
Parameters Values
System bandwidth (W ) 10MHz
Noise power spectral density (N0) – 174 dBm/Hz
The density of BSs (λ1, λ2) 1, 10BS/km
2
The density of users (λu) 100 user/km
2
The transmit power (P1, P2) 10, 0.1W
Path loss factor (α1, α2) 3.5, 4.0
The target data rate (ρ1, ρ2) 300, 1200 kbps
Power parameters of macro BS (a1, b1) 22.6, 412.4
Power parameters of small cell BS (a2, b2) 5.5, 32
70 10 20 30 40 50 60
B1[dB]
0.45
0.5
0.55
0.6
0.65
0.7
SI
NR
 C
ov
er
ag
e
η=0,β= 0dB
η=0,β= -10dB
η=0.2,β= 0dB
η=0.2,β= -10dB
η=1,β= 0dB
η=1,β= -10dB
Fig. 3. Effect of association bias B1 on the SINR coverage (B2 = 2.5 dB).
in other words, the optimal association bias B1 which is not
equal to B2 can be found when β < 0 dB. This is because
that B1 determines how many original macro users with data
rate ρ1 will be offloaded to small cells. As B1 increases at
first, more original macro users with relatively short distance
will be served by small cells, causing little received power
degradation, but the interference of the extra offloaded users
can be managed and controlled by transmit power reduction
of macro BSs, which overall contributes to the average SINR
coverage. However, when B1 exceeds a certain threshold, due
to the continuing grown of set uD¯, which contains more macro
users having long distance away from small cells, the average
received power of users in uD¯ becomes so worse that cannot
be compensated by transmit power reduction, resulting in the
decrease of the overall average SINR coverage.
Unlike the reduced power transmission case, the SINR
coverage is a non-increasing function of B1 with full power
transmission (i.e., β = 0 dB), as shown in Fig. 3. It is clear that
without transmit power reduction, the users in the extra cell
expanded area will suffer poor received power and great inter-
ference, even without any compensation. Furthermore, without
transmit power reduction, the SINR coverage is independent of
the partitioning fraction η, because the users in the macro cells
suffer the same SINR on the two types of resources. It is also
seen that the SINR coverage degrades since the partitioning
fraction η increases with low power transmission. It is because
that the partitioning fraction η only influences the conditional
SINR coverage of a typical user in macro cell, and η always
decreases the SINR coverage of macro users as SINRB is
always smaller than SINRB¯ .
Fig. 4 illustrates the effect of the association bias B1 on the
data rate coverage, when B2 = 2.5 dB. Compared with the
traditional CRE, i.e., the start point of the curves, it can be
seen that the extra CRE can improve the data rate coverage of
the networks, and the optimal B1 of extra CRE can be found
for all cases. Moreover, the data rate coverage first increase
and then decrease until the saturation with the association bias
B1 increasing for all curves. It is because that as mentioned
before B1 determines how many original macro users will
be offloaded to small cells, and as B1 increases initially,
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Fig. 4. Effect of association bias B1 on the rate coverage (B2 = 2.5 dB).
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Fig. 5. Effect of association bias B1 on the EE coverage (B2 = 2.5 dB).
more original macro users will be served by small cells to
balance the traffic load and take full use of small cells, which
improves the data rate coverage. However, when the extra CRE
becomes too larger, much more users will connect to small
cells, which makes the small cells congested. Finally, all users
will be served by small cells, so the data rate coverage tends
unchanged. Similarly, without transmit power reduction, the
data rate coverage is independent of the partitioning fraction
η, where the reason is that η only influences the conditional
rate coverage of a typical user in macro cells.
Fig. 5 plots the effect of the association bias B1 on the EE
coverage, when B2 = 2.5 dB. Note that the start point of the
curves, i.e., B1 = B2 = 2.5 dB, is the traditional CRE, which
can be interpreted as the benchmark. It is clear that the extra
CRE can promote the EE coverage of the network, and there
is an optimal B1 of extra CRE for all cases. It is seen that with
transmit power reduction, the EE coverage always outperforms
the case without transmit power reduction (i.e. β = 0 dB) at
any given B1, which indicates there is an improvement of
EE as a whole. Therefore, it is reasonable to say that low
power transmission provides superiority in EE performance of
the HCN. Moreover, it can be observed that without transmit
power reduction, the EE coverage is also independent of the
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Fig. 7. EE coverage for different B2 and β (B1 = 10 dB, η = 0.2).
partitioning fraction η, where the reason has been presented
in analysis of SINR and data rate coverages.
In Fig. 6, we first set the association bias B1 to different val-
ues and plot the EE coverage curves together for comparison,
where B2 = 0 dB and η = 0.2. It is clear that the EE coverage
improvement can be found between these different schemes
when the EE threshold is smaller than a certain value, and the
bigger B1 is, the better the EE coverage will be. However,
as the EE threshold increases, it can significantly reverse the
relationship between the EE coverage and the association bias
B1, i.e., a transition point can be found when compare the
curves with different B1. Furthermore, with transmit power
reduction, the transition point of the EE threshold is bigger
than that with full transmit power, which means that from
the perspective of EE performance, compared with the case
without transmit power reduction, more macro users that are
at the edge of macro cells can be offloaded to the small cells
with transmit power reduction.
In Fig. 7, we set the association bias B2 to different values
and plot the EE coverage curves together for comparison,
where B1 = 10 dB and η = 0.2. From this figure, it can be
seen that there is also an EE coverage improvement between
these different schemes, and the smaller B2 is, the better the
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Fig. 8. Effect of the density of small cells on EE coverage with different B1
and β (B2 = 0 dB, η = 0.2).
EE coverage will be. It is easy to draw this conclusion since
bigger B2 means more users with worse channel condition
are transferred to the set uD¯ and less extra macro users are
offloaded to small cells with reduced interference, which all
result in the degradation of the overall SINR and data rate cov-
erages, and therefore, influence the EE coverage consequently.
For the special case where B2 = B1 which means uD = ∅,
the EE coverage will achieve the worst value. The reason is
that there is no extra offloaded users and no performance gain
brought by transmit power reduction in this case, and therefore
leads to the worst EE coverage.
Fig. 8 shows the effect of the density of small cells on
EE coverage with different B1 and β, where B2 = 0 dB and
η = 0.2. It is observed that the EE coverage will become better
but the improvement gradually becomes saturated, with the
increase of the density of small cells. The reason is that with
deploying more small cells, more users can be offloaded and
the total traffic in the networks can be shared and balanced by
more access points, which can definitely improve the system
capacity as well as the EE performance. Moreover, with more
small cells in the network, each user will have the much
better channel condition due to the shorter distance away from
its serving BS, which can significantly increase the SINR
coverage. However, when the density exceeds a threshold and
becomes too large, the total energy consumption will increase
swiftly while the system capacity tends to increase slowly due
to more interference introduced in the network, based on which
the EE coverage will become almost stable. It also can seen
in this figure that the extra CRE and transmit power reduction
can benefit for the EE coverage of the network by comparing
these curves.
VI. CONCLUSION AND FUTURE WORK
In this paper, we develop a general framework of extra CRE
with joint transmit power reduction and resource partitioning
in HCN, and analyze its system performance, including SINR,
data rate, and EE coverages. Using stochastic geometry, we
formulate the theoretical EE coverage as well as the SINR
and data rate coverages. Simulations are carried out to verify
9our theoretical analysis, and the results reveal that the extra
CRE and deploying more small cells (its benefit tends to
be saturated) can both improve the EE of HCN. Several
insights are obtained, which can provide valuable guidelines
to practical design of future networks, especially to the traffic
offloading in HCN. It is concluded that the parameters for extra
CRE in HCN need to be optimized to acquire better system
performance, which will be studied in our future works.
APPENDIX A
PROOF OF LEMMA 1
Proof: Using the definition of the three disjoint user sets
in (4), the user association probability A1 can be derived as
A1 = P
(
P1D
−α1
1 ≥ P2B1D
−α2
2
)
= P
(
D2 ≥
(
P2B1
P1D1
−α1
) 1
α2
)
=
∫ ∞
0
P
(
D2 ≥
(
P2B1
P1r−α1
) 1
α2
)
fD1 (r) dr
(a)
=
∫ ∞
0
exp
(
−piλ2
(
P2B1
P1r−α1
) 2
α2
)
fD1 (r) dr,
(28)
where (a) is because of the null probability of two-dimensional
Poisson process. Similarly, AD¯ and AD can be presented by
AD¯ =
∫ ∞
0
exp
(
−piλ1
(
P1
P2B2r−α2
) 2
α1
)
fD2 (r) dr, (29)
AD =
∫ ∞
0
exp
(
−piλ1
(
P1
P2B1r−α2
) 2
α1
)
fD2 (r) dr
−
∫ ∞
0
exp
(
−piλ1
(
P1
P2B2r−α2
) 2
α1
)
fD2 (r) dr.
(30)
Then we will calculate fDk(k = 1, 2) which is involved in
the expressions of A1, AD¯ and AD . Specifically, P (Dk > r)
is derived by using the null probability of a two-dimensional
Poisson process with the density of λk in the area A =
pir2, which is expressed as exp
(
−piλkr2
)
. Since FDk (r) =
P (Dk < r), fDk (r) can be given by
fDk (r) =
d (1− P (Dk > r))
dr
=
d
(
1− exp
(
−piλkr2
))
dr
= exp
(
−piλkr
2
)
2piλkr.
(31)
By substituting (31) into (28)–(29), Eqs. (6)–(8) are formu-
lated, i.e., the lemma is completely proved.
APPENDIX B
PROOF OF LEMMA 2
Proof: Given the association of the typical user with the
M (l)-th tier, the event Gl > x is equivalent to the event
DM(l) > x, whose probability can be formulated as
P (Gl > x) = P
(
DM(l) > x|u ∈ ul
)
=
P
(
DM(l) > x, u ∈ ul
)
P (u ∈ ul)
=
P
(
DM(l) > x, u ∈ ul
)
Al
,
(32)
where GB = GB¯ = G1 and AB = AB¯ = A1. According
to (32), we take P (G1 > x) for example, which can be
expressed as
P (G1>x)=
1
A1
P (D1 > x, u ∈ u1)
=
1
A1
P
(
D1 > x, P1D
−α1
1 ≥ P2B1D
−α2
2
)
=
1
A1
∫
r>x
P
(
D2 ≥
(
P2B1
P1r−α1
) 1
α2
)
fD1 (r) dr
=
2piλ1
A1
∫
r>x
r exp
(
−piλ1r
2−piλ2
(
P2B1
P1
) 2
α2
r
2α1
α2
)
dr.
(33)
The cumulative distribution function (CDF) of G1 is
FG1 (x) = 1 − P (G1 > x), based on which the PDF of G1
can be obtained, as given by (9). Similarly, the PDF of GD
and GD¯ can be formulated as (10) and (11), respectively.
APPENDIX C
PROOF OF THEOREM 1
Proof: For a typical user i ∈ ul, l ∈
{
B, B¯,D, D¯
}
, the
SINR coverage Sl can be calculated as
Sl (T ) =
∫ ∞
x=0
P [SINRl (x) ≥ T ]fGl (x) dx, (34)
where GB = GB¯ = G1 and fGl is obtained by Lemma 2.
Using (5), the CDF of the SINR of the user with the distance
of GB can be formulated, as given by
P [SINRB (x) ≥ T ]
= P
[
βP1hxx
−α1
βIr1 + Ir2 + σ
2
≥ T
]
= P
[
hx ≥
xα1T
(
βIr1 + Ir2 + σ
2
)
βP1
]
(a)
= E{IBB ,IDB}
{
exp
(
−
xα1T
(
βIr1 + Ir2 + σ
2
)
βP1
)}
(b)
= exp
(
−
xα1Tσ2
βP1
)
LIBB
(
xα1T
P1
)
LIDB
(
xα1T
βP1
)
,
(35)
where (a) follows that hx ∼ exp (1) and (b) is because of the
independence of interference Irk . Likewise, we can obtain the
CDF of the SINR for other three cases, as given by
P [SINRB¯ (x) ≥ T ]
= exp
(
−
xα1Tσ2
P1
)
LIB¯B¯
(
xα1T
P1
)
LID¯B¯
(
xα1T
P1
)
,
(36)
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P [SINRD (x) ≥ T ]
= exp
(
−
xα2Tσ2
P2
)
LIBD
(
xα2Tβ
P2
)
LIDD
(
xα2T
P2
)
,
(37)
P [SINRD¯ (x) ≥ T ]
= exp
(
−
xα2Tσ2
P2
)
LIB¯D¯
(
xα2T
P2
)
LID¯D¯
(
xα2T
P2
)
.
(38)
With the consideration of the Laplace transform of the
interference, LIBB (s) can be calculated, as formulated by
LIBB (s) = EIBB {exp (−sIBB)}
= E{Φ1,hi}

exp

−s ∑
i∈Φ1\b0
P1hir
−α1
i




= EΦ1


∏
i∈Φ1\b0
Ehi
(
exp
(
−sP1hir
−α1
i
))
(c)
= EΦ1


∏
i∈Φ1\b0
1
1 + sP1r
−α1
i

 ,
(39)
where (c) follows that hi ∼ exp (1). With the help of the
probability generating function [25], the following relationship
can be attained, as expressed by
E
{∏
Φ
f (x)
}
= exp
(
−λ
∫
R2
(1− f (x))dx
)
. (40)
Then substituting s = x
α1T
P1
into (39) and using (40),
Eq. (39) can be reformulated as
LIBB
(
xα1T
P1
)
=exp
(
−2piλ1
∫ ∞
x
(
1
1+T−1
(
y
x
)α1
)
ydy
)
. (41)
Through integral transformation v = (xα1T )
−2
α1 y2, Eq. (41)
can be simplified, as presented by
LIBB
(
xα1T
P1
)
=exp
(
−pix2λ1T
2
α1
∫ ∞
T
−2
α1
(
1
1 + v
α1
2
)
dv
)
=exp
(
−pix2λ1Q (T, α1)
)
.
(42)
Similarly, we can have
LIDB
(
xα1T
βP1
)
=
exp
(
−pix
2α1
α2 λ2
(
TP2
βP1
) 2
α2
∫ ∞
( βB1T )
2
α2
(
1
1 + v
α2
2
)
dv
)
.
(43)
Combining (34) and (9), the SINR coverage SB (T ) can
be formulated as (12). With the same method, the SINR
coverage in other cases, i.e., SB¯ (T ), SD (T ), and SD¯ (T )
can be obtained as (13)–(15) respectively, based on which
Theorem 1 has been proved rigidly.
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