Given stationary time series data, we study the problem of finding the best linear combination of a set of lag window spectral density estimators with respect to the mean squared risk. We present an aggregation procedure and prove a sharp oracle inequality for its risk. We also provide simulations demonstrating the performance of our aggregation procedure, given Bartlett and other estimators of varying bandwidths as input. This extends work by P. Rigollet and A. Tsybakov on aggregation of density estimators.
Introduction
Consider stationary time series data X 1 , . . . , X n having mean zero and spectral density 
where γ(k) is the autocovariance at lag k. For an estimatorp(X 1 , . . . , X n ) of p, define the L 2 -risk
Letp 1 , . . . ,p J be a collection of lag window (i.e. kernel) spectral density estimators of p-see eq. (5) for a precise definition. We investigate the construction of a new estimatorp L n which is asymptotically as good, in terms of L 2 -risk, as using the best possible linear combination ofp 1 , . . . ,p J ; more precisely,p L n satisfies the oracle inequality
where ∆ n,J is a small remainder term independent of p. Such an estimator may find a variety of applications. For instance, one may try to bypass the difficult issue of bandwidth (or model) selection by setting theps to cover a wide spread of possibly reasonable bandwidths/models. Alternatively, when a linear combination of kernels outperforms all the individual inputs, e.g. when theps are Bartlett windows as in Politis and Romano (1995) , our aggregating estimator is capable of discovering it.
Kernel density estimation dates back to Rosenblatt (1956) and Parzen (1962) ; Priestley (1981) and Brillinger (1981) discuss its application to spectral densities. More recently, Yang (2000) and Rigollet and Tsybakov (2007) analyzed aggregation of probability density estimators, while Wang et al. (2011) studied the related problem of linear aggregation in nonparametric regression. We extend Rigollet and Tsybakov's (2007) work to spectral estimation.
To perform aggregation, we use a sample splitting scheme. The time series data is divided into a training set, a buffer zone, and a validation set; with an exponential mixing rate, the buffer zone need not be more than logarithmic in the size of the other sets to ensure approximate independence between the training and validation sets.
The estimator, and theoretical results concerning its performance, are presented in section 2. Simulation studies are conducted in section 3, and our conclusions are stated in section 4.
Theoretical Results

Aggregation Procedure
Split the time series X 1 , . . . , X n into a training set X 1 , . . . , X nt , a buffer zone X nt+1 , . . . , X nt+n b , and a validation set X nt+n b +1 , . . . , X nt+n b +nv , where the first and third sets can be treated as independent. We investigate appropriate choices of n t , n b , and n v at the end of this section.
With the training set, we produce an initial estimatê
of the autocovariance function, after centering the data. (In practice, the data will be centered to the sample mean rather than the true mean, but the resulting discrepancy is asymptotically negligible w.r.t. autocovariance and spectral density estimation. So, for simplicity of presentation, we center at the true mean above.) We then propose the following candidate estimators:
where the b j s (j = 1, . . . , J) are candidate bandwidths arrived at via some selection procedure, and the w j s (j = 1, . . . , J) are lag windows with w j (0) = 1, w j (x) ≤ 1 for x ∈ (−1, 1), and w j (x) = 0 for |x| ≥ 1 for all j. The p j s have some linear span L in L 2 whose dimension is denoted by M where M ≤ J. Now construct an orthonormal basis {φ j } (j = 1, . . . , M ), and note that the φ j s are-by necessity-trigonometric polynomials of degree at most b := max j b j , i.e.,
so the coefficient a j,k is the inner product of φ j and
in L 2 . Then, based on our validation set, we produce a different estimate of the autocovariance function, namelŷ
and compute the coefficientsK
Finally, our proposed aggregate estimator of the spectral density is given by
Performance Bounds
We start with the simplest mixing assumption, m-dependence (i.e. for all positive integers j and k where k ≥ m, X j and X j+k are independent).
where p is the true spectral density and || · || denotes the L 2 norm (
is the scalar product of p and φ j in L 2 . Then, by the Pythagorean theorem, we have
Next, we have
Under m-dependence, the size-n b buffer zone is sufficient to make all theγ 2 (k)s (functions only of the validation set) independent of the a j,k s (functions only of the training set), so
, so
Then,
Note thatK j can be seen as a lag window spectral density estimator at λ = 0, except the kernel function is allowed to be negative and doesn't necessarily evaluate to 1 at zero. Parzen's (1957) formula for the variance of such an estimator does not require nonnegativity of the kernel function, but does require that it be normalized to K(0) = 1; we can fix the latter by replacing a j,k with a j,k aj,0 and then multiplying the resulting formulaic variance by a 2 j,0 . (This just cancels out.) As an asymptotic result, it also requires that the kernel function be continuous rather than discrete, so we interpolate a j,k+x = (1 − x)a j,k + xa j,k+1 for 0 < x < 1. Then, applying Parzen's (1957) formula,
and plugging this into (14),
, so, by convexity of x 2 , the integral is bounded above by 1. The square of the bias can be absorbed into the o(b/n v ) term. We conclude that
Next, we consider the exponential mixing. Defining α(·) as in Definition A.0.1 in Politis et al. (1999), we have:
t < ∞, the time series satisfies the α-mixing assumption α(k) ≤ c k for some constant c > 1 and all k ≥ n b , and n b is chosen such that n b ≥ (2 + ) log c n for some > 0, the L 2 risk of our estimator has the same upper bound as in Theorem 1.1.
Proof:
We wish for the dependence between theγ 2 's and the a j,k 's to have an impact of order o(b/n) on
By Lemma A.0.1 in Politis et al. (1999) , with ξ =γ 2 (k), ζ = a j,k , p = 2, and q = ∞, we have
since |a j,k | ≤ 1 (because, by construction of the orthonormal basis, j a 2 j,k = 1);
where Θ is Bachmann-Landau notation denoting an asymptotic lower and upper bound. Plugging this back into E[K j ], we get an additional term with absolute value bounded by
for all k ≥ n b and some c > 2, and n b is chosen such that n b ≥ n 2 c + for some > 0, the L 2 risk of our estimator has the same upper bound as in Theorem 1.1. v , n v should be larger than n t . However, if γ(k) decays at least exponentially, the same theorem offers a bound of O log nt nt
. In this case, if the bandwidth candidates increase more than logarithmically in n v , we'll want to choose n v > n t .
Simulation Results
The Bartlett kernel is defined by
In the following simulations, we aggregate the estimators
for various collections of b j s.
, and γ(k) = 0 for k > 1. From Politis (2003) , the large-sample optimal block size is
, which evaluates to (6n)
in the MA(1) case. Most of our simulations use θ = 0.5, for which this reduces to 3 . In the tables below, "length" denotes the length of the time series, the b j s in the aggregate are listed under "bandwidth", "avg.K" denotes the average weight assigned by the aggregate to the bandwidth, and "MISE" is the empirical mean integrated square error (MISE) of the kernel spectral density estimate. All values are averages over 200 trials, except for the length 125k time series (for which only 50 trials were averaged); simulation standard errors are in parentheses. .003721 (.000200) We first tried aggregations of two bandwidths, with one roughly optimal and the other much larger. Theoretically, we expect the optimal linear combination to basically ignore the second bandwidth, and this is what our aggregates tended towards doing. However, for smaller sample sizes, the lone inefficient alternative raised the MISE by close to 50%. This penalty was reduced to 5-10% once the sample size reached the tens of thousands; see blocks 1-5 of Table 1 .
We then tried varying the alternative bandwidth; see blocks 6-8. There was no noticeable difference between the 2x optimal and 7x optimal alternatives. However, if the second bandwidth was instead a nearduplicate of the first, the MISE penalty was found lower. Of course, there would be little potential gain from aggregation in that case. We then tried increasing the number of aggregate components, with geometric spreads of bandwidths. As expected, the MISE penalty was roughly linear in the number of components, and was more acceptable with larger sample sizes; see Table 2 .
It did not really matter whether the aggregate included a near-optimal component; the (3, 5, 10) aggregate outperformed the (4, 7, 14) aggregate and the (3, 12, 48) aggregate noticeably outperformed the (7, 14, 28) aggregate for length 1k time series, despite the fact that the optimal bandwidth was about 7. .000119 (.000004) Table 3 : MA(1) θ = 0.5 Bartlett aggregation results, two-bandwidth trapezoid discovery simulations.
In the theory of kernel spectral estimation, the so-called 'flat-top' lag windows have been shown to have very favorable asymptotic and finite-sample properties, especially when the autocovariance decays quite rapidly. The simplest flat-top lag-window is the trapezoid proposed by Politis and Romano (1995) ; for the definition and properties of general flat-top lag windows see Politis (2001 Politis ( , 2005 Politis ( and 2011 .
Since the trapezoid can be constructed as a linear combination of two triangular (Bartlett) kernels, we wanted to investigate the conditions under which conditions the aggregate estimator would tend to approximate a trapezoid. Note, however, that the aggregate estimator shoots for minimum MISE, and the flat-top estimators only achieve optimal performance when their bandwidth is chosen to be sufficiently small. Hence, in Table 3 we investigate our aggregate's ability to outperform its near-optimal bandwidth component when a very low bandwidth component is also provided.
Indeed, the weight assignments chosen by the aggregate are trapezoid approximations, and the aggregate is able to achieve a MISE advantage of 20% with sample sizes in the hundreds, which rises to close to 40% in the 125k sample size case. However, the trapezoid's advantage appears to vanish as soon as the primary bandwidth reaches 2x optimal. The particularly favorable performance of the aggregates including a bandwidth 1 component in the last batch of simulations suggested that geometric bandwidth spreads starting from 1 might significantly outperform the spreads investigated in Table 2 . This is in fact the case; see Table 4 . While previously the aggregate did not outperform the best individual component even with a length 27k time series, now we see outperformance at length 4k, and by 27k it is by more than a factor of 2. Note that, in the length 4k case, the two additional bandwidths roughly double the MISE compared to the simple trapezoid aggregate, but the procedure would still be worthwhile if one was not aware of the value of using trapezoidal kernels directly. We also tried aggregating estimators using the optimal (among second order kernels) EpanechnikovPriestley kernel, namely
2 ) for |x| < 1; 0 elsewhere.
There is no exact result involving linear combinations of these kernels that is analogous to the relation between trapezoidal and Bartlett kernels. However, for the largest sample sizes our aggregate was able to significantly outperform all the individual components, and across all sample sizes the aggregate never had MISE bigger than twice the best individual component-see Table 5 .
Finally, we reran the last two simulations with AR(1) instead of MA (1) 
Conclusions
We presented an aggregation procedure for kernel spectral density estimators with asymptotically optimal performance. Our simulations verified that the aggregate consistently performed within a factor of two (in MISE terms) of its best component, and that it was capable of discovering nontrivial optimal linear combinations such as the trapezoid kernel.
The procedure works best with large sample sizes (> 1000), but reasonable results were obtained with a sample size as small as 500. It is particularly important to minimize the number of aggregate components (preferably to two) in the latter case, since there is a large error term linear in the number of components; however, this term has favorable asymptotics, so very large sample sizes allow diverse aggregates to be employed at minimal cost.
In contexts where this is too limiting, we note that the density estimator aggregation result of Yang (2000) has an error term which grows as log M , instead of linearly, in the number of aggregate components (at the price of stronger assumptions on the true density); it may be possible to adapt that strategy to the kernel density estimation context.
