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S T A T E M E N T  OF O R I G I N A L I T Y
T h is  t h e s i s  i s  th e  p ro d u c t  o f  my own r e s e a r c h .  With th e  
e x c e p t io n  o f  a few well-known r e s u l t s ,  I have i n d i c a t e d  by 
means o f  r e f e r e n c e s  a l l  th o s e  r e s u l t s  which I know to  be th e  
work o f  o th e r s .
J A M E S  TA Y LOR
ABSTRACT
This thesis is mainly concerned with methods for the comparison 
of distribution functions which depend on the whole of the distribution 
functions, as against those methods which depend on the comparison of 
derived statistics. The main methods considered are partial and 
pre-orderings (Chapter 2) and probability metrics (Chapter 4).
Chapter 0 contains a general discussion of mathematical and 
stochastic modelling. The aim of this chapter is to introduce the 
concept of the structure of a stochastic model, which is fundamental 
to the notion of comparability of stochastic models.
Chapter 1 is introductory. Chapter 2 considers the comparison 
of distribution functions via partial orderings. Various partial 
and pre-orderings are described and their properties studied. In 
particular, a survey of comparisons for certain common distribution 
functions is given.
In Chapter 3 it is shown how the orderings introduced in Chapter 
2 lead to definitions of monotonicity and comparability for stochastic 
models. Examples are given for Markov chains, martingales, renewal 
processes and queueing processes. Proofs of results of Daley (1968), 
Kalmykov (1962) and others on the monotonicity of Markov chains are 
shown to be elementary.
Chapter 4 deals with the use of metrics to compare distribution 
functions. Some of the more common probability metrics are listed.
New bounds on the supremum (uniform) metric are derived for non-negative
iii
integer-valued random variables. Probability metrics are fundamental 
to the notion of the stability of stochastic models, and this is 
considered in Chapter 5.
In Chapter 6 monotonicity properties are used to investigate 
the behaviour of a class of branching processes which allow for 
interaction between male and female in the production of offspring. 
Sufficient conditions for certain extinction and non-certain 
extinction are given for the general model, whilst for models with 
superadditive mating functions necessary and sufficient conditions are 
given for almost sure extinction. Comparison of models which allow for 
sexual reproduction with ordinary Galton-Watson branching processes 
shows that, at least for small populations, there is a significant 
difference in both the probabilities of extinction and the rates of 
growth. These are investigated numerically using a truncation 
technique. Theoretical bounds are given for the error in the 
calculated values of the extinction probabilities.
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Chapter 0, SOME COMMENTS ON MODELLING
In this chapter we discuss mathematical and stochastic 
modelling. The purpose of this chapter is to provide a framework 
for the discussion of stochastic modelling and to emphasize the 
importance of the concept of structure, which is fundamental to 
comparisons of stochastic models.
The first two sections give a heuristic description of 
mathematical modelling and consider the role of models in 
understanding and predicting the behaviour of real systems. A 
working definition of the term "stochastic model" is given in 
§0.2 3 as part of a discussion of stochastic models.
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The material in this preliminary chapter was developed when I 
became aware of the inadequacies of my own ideas on the subject of 
modelling, and was unable to find an author who gave a satisfactory 
comprehensive discussion of modelling and models, (in particular 
for stochastic models). I have subsequently found several authors 
who dealt well with various aspects of modelling, but I have been 
unable to find anyone who has given a good comprehensive discussion 
of the subject. The material presented in this chapter is essentially 
heuristic. It is intended to be an informal, rather than a rigorous, 
treatment of the subject. I have chosen to forgo any serious attempt 
at rigour in order to concentrate on the development of ideas.
§0.1 AN INTRODUCTION TO STOCHASTIC MODELLING
In this thesis a model is regarded as an idealized representation 
of a system, where a system is "a set or assemblage of things connected, 
associated or interdependent, so as to form a complex unity" (Shorter 
Oxford Dictionary) or "a set of connected things or parts" (Concise 
Oxford Dictionary). As a model is itself a system, we distinguish 
between the model and what is being modelled (the prototype of the 
model) by calling what is being modelled a real system (in the sense 
of being a system in the real world).
The basic purposes for which models are used are as below.
(i) To demonstrate how a system may work. Here the model is used as 
an analogue of the real system. The model is analysed in order 
to form hypotheses about the real system, by analogy.
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( i i )  To rep roduce  th e  behav iou r  o f  a r e a l  system . A model 
i s  developed  (s y n th e s iz e d )  in  o rd e r  to  approxim ate 
th e  r e a l  system .
( i i i )  To en ab le  p r e d i c t i o n s  to  be made about th e  beh av io u r  o f  
th e  r e a l  system , on th e  b a s i s  o f  th e  assumed model.
The f i r s t  two p u rp o ses  have th e  common aim o f  t r y i n g  to  in c re a s e  
our knowledge and u n d e rs ta n d in g  o f  r e a l  systems by forming a model.
In ( i )  we t r y  to  rep roduce  th e  s t r u c t u r e  o f  th e  system , and in  ( i i )  
we t r y  to  mimic th e  beh av io u r  (o u tp u t)  o f  th e  r e a l  system . The t h i r d  
pu rp o se  o f  m o d e ll in g  i s  to  use our knowledge o f  th e  system to  f o r e c a s t  
th e  b eh av io u r  o f  th e  r e a l  system .
M odell ing  can be a v e ry  u s e f u l  and im p o rtan t  t o o l  in  th e  
ex am in a t io n  o f  r e a l  sy s tem s , because  i t  en a b le s  us to  an a ly se  th e  
system i n d i r e c t l y .  I t  i s  p a r t i c u l a r l y  u s e fu l  when i t  i s  d i f f i c u l t ,  
e x p e n s iv e ,  o r  tim e consuming, to  a n a ly se  th e  system d i r e c t l y .  One o f  
th e  fundam ental s te p s  in  m ode lling  i s  th e  a b s t r a c t i o n  o f  th e  e s s e n t i a l  
e lem en ts  o f  th e  u n d e r ly in g  system to  form a c o n s i s t e n t  and coheren t 
s e t  o f  hypo theses  fo r  th e  model. The model may be reg a rd ed  as a 
s i m p l i f i c a t i o n  o f  th e  r e a l  system . Since a model i s  never an ex ac t  
r e p r e s e n t a t i o n  o f  th e  system , i t  i s  im p o rtan t  to  have an i n t u i t i v e  f e e l  
f o r  th e  e x te n t  to  which th e  model i s  a good analogy fo r  th e  r e a l  system 
and f o r  th e  in fo rm a t io n  t h a t  can be d e r iv e d  from th e  analogy ; th e  
r e c i p r o c a l  r e l a t i o n s h i p  between th e  model and th e  system .
The c o n s t r u c t io n  o f  a model n e c e s s a r i l y  in v o lv es  a compromise 
betw een th e  need to  be p r a c t i c a l  and th e  d e s i r e  to  r e p r e s e n t  th e  
system  a c c u r a t e l y .  Thus m o d e ll in g  i s  b o th  an a r t  and a s c ie n c e .
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It involves the application of experience, knowledge, understanding 
and intuition, as well as scientific and philosophical principles in 
order to obtain worthwhile results. A good model should be realistic 
and plausible and provide a good approximation to the truth. A 
model will necessarily be limited in its ability to reproduce the 
behaviour of a system. A good model should, however, be able to 
provide a simple, but comprehensive, summary description of the 
essential features of the system. It should be capable of providing 
insight into the behaviour of the system and of other related 
systems. Although a good model should not be an oversimplification 
of the system, it should not be too specialised. Simple models are 
preferable (cf. Ockham's razor). For example, there is little point 
in using a stochastic model if a deterministic model is adequate.
There are two fundamental types of models:
(i) physical (concrete) models, models which are perceived by 
the senses; and
(ii) conceptual (abstract) models, models which are conceived by 
the mind.
Some examples of physical models are scale models, such as models 
of buildings; these generate the same type of data as the real 
system, apart from, perhaps, scale factors. Other examples include 
analogue models, these include, for example, models of gases which 
treat the molecules like billiard balls; and using the flow of water 
to model the flow of electricity. Pictures, since they are 
idealized representations of a system, may also be regarded as 
physical models. Some examples of conceptual models are Euclidean 
geometry, Newton's laws of motion, quantum mechanics, and econometric
models.
5.
The above distinction between physical and conceptual models 
is not always clear-cut. There are two main reasons for this:
(i) a physical model can only be conceived of as a model conceptually, 
that is, the correspondence between the model and the thing being 
modelled is conceptual, and has no intrinsic physical basis; and
(ii) we tend to think of conceptual models in a physical way, that 
is, we tend to give a physical interpretation to conceptual models, 
as for example, in Euclidean geometry, where we think in terms of 
angles and sides rather than in purely abstract terms. We will 
make no further comment on making distinctions between these two 
types of models, since such distinctions are not relevant to this 
thesis.
We will say no more about modelling in general, or about the 
formulation of models. In the remainder of the thesis we will be 
concerned with discussing a special subclass of conceptual models; 
namely mathematical models, and in particular stochastic models. 
Mathematical models are conceptual models which can be formulated 
and analysed in terms of mathematics (and mathematical logic).
They are essential if we wish to consider the quantitative analysis 
of models of real systems. Mathematical models are only a subclass 
of conceptual models, since there are non-mathematical conceptual 
models. For example, the study of history may be thought of as 
a non-mathematical conceptual model as it involves idealized 
representations of past events in a non-mathematical language.
Before closing this introductory section, I think that it is 
worthwhile giving an example which illustrates some of the strengths 
of mathematical modelling. Prior to Newton the ideas of planetary 
motion were principally based on physical models. Then, using
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information (for example, astronomical observations and Kepler’s 
laws) and intuition, Newton constructed a conceptual model to 
explain the motion of the planets which was far superior to the 
preceding physical models. Newton’s laws of motion parallel the 
propositions of Euclid in that they consist of a few well chosen 
hypotheses which lead to a rich and fruitful set of theories.
§0.2 MATHEMATICAL MODELS
In this section I wish to comment on the importance of 
mathematical models and to suggest a framework for mathematical 
models.
Mathematical models are a particularly important type of 
conceptual model because the language of mathematics (mathematical 
logic) provides a precise language with which to formulate models, 
strict rules for the manipulation of the entities associated with 
models, and methods by which we may quantitatively describe and 
analyse relationships between quantities associated with models. 
Mathematics enables models to be formulated as coherent logical 
structures which may be analysed in greater depth and with more 
precision than most other sorts of conceptual models. Thus 
mathematical models are singularly appropriate for the analysis of 
scientific models, especially in the physical sciences. Mathematics 
also provides a means of incorporating data (measurements and 
observations) into the various models, so that conclusions can be 
made about the model, and about the system.
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A mathematical model should provide simple, but comprehensive, 
explanations of observed phenomena by means of a consistent and 
coherent set of (mathematical) axioms. It should offer fruitful 
insights into the behaviour of the real system and enable predictions 
to be made about the system’s behaviour.
In the literature there are two basic definitions of the concept 
of a mathematical model:
(i) a mathematical model is a set of equations, and
(ii) a mathematical model is a set of assumptions.
We prefer a more comprehensive definition: for us a
mathematical model is an entity which satisfies a set of mathematical 
assumptions and which may have quantities associated with it (model 
quantities) which satisfy a set of equations.
Definition (i) is used by Aris (1978). He defines a mathematical 
model as "any complete and consistent set of equations which is 
thought to correspond to some other entity, its prototype". It is 
worth noting, however, that there is no obvious reason why such a 
set of equations should exist in a particular situation that we may 
wish to model, even though we may be able to say something 
qualitatively about the quantities of interest. In this sense, 
definition (i) is unnecessarily restrictive. One may also wonder 
if it is ever possible to have a "complete" set of equations, and 
indeed just what this means. Furthermore, this type of definition
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i s  on ly  a p p r o p r i a t e  f o r  m ode l l ing  p a r t i c u l a r  q u a n t i t i e s  a s s o c i a t e d  
w i th  t h e  system (system q u a n t i t i e s ) , r a t h e r  than  the  system 
i t s e l f .  Th is  i s  s a t i s f a c t o r y  i f  we wish  t o  f i t  e q u a t io n s  to  
d a t a  on th e  system q u a n t i t i e s ,  bu t  i t  i s  l e s s  l i k e l y  t o  l e ad  to  
an u n d e r s t a n d in g  o f  th e  workings o f  th e  system th a n  o t h e r  
approaches .  Thus,  t h i s  d e f i n i t i o n  o f  a m a them at ica l  model b e s t  
f i t s  our u n d e r s t a n d in g  o f  a model i f  we r e g a r d  th e  s e t  o f  
system q u a n t i t i e s ,  r a t h e r  th a n  the  system,  as th e  p r o to t y p e  fo r  
th e  model.
An example o f  th e  d e f i n i t i o n  ( i i )  i s  given  by Maki and 
Thompson (1973) , who d e f in e  a ma them a t ica l  model as "an axiom 
system c o n s i s t i n g  o f  u n d e f in e d  te rms and axioms which are 
o b ta in e d  by a b s t r a c t i n g  and q u a n t i f y i n g  th e  e s s e n t i a l  id e a s  [about  
a r e a l  sy s tem ]" .  Such a d e f i n i t i o n  o f  a ma themat ica l  model 
cor responds  t o  th e  n o t i o n  o f  a model as " s e t s  o f  (cu s to m ar i ly )  
q u a l i t a t i v e  assumptions  advanced t o  e x p l a i n  a n a t u r a l  phenomenon"
(Neyman (1980)) .  Thus a r e a l  model i s  co n s id e re d  to  be "a
c o l l e c t i o n  o f  s t a t e m e n t s  about r e a l  o b j e c t s " ,  (Maki and Thompson
(1973)) .  On th e  b a s i s  o f  t h e s e  s t a t e m e n t s  i t  may be p o s s i b l e  t o
o b t a i n  a s e t  o f  e q u a t io n s  f o r  q u a n t i t i e s  a s s o c i a t e d  w i th  the
model ( the  model q u a n t i t i e s ) ,  which are supposed to  co r respond  to  v a r io u s
system q u a n t i t i e s .
Although each  o f  t h e s e  d e f i n i t i o n s  o f  a ma themat ica l  model 
does have i t s  own m e r i t s ,  n e i t h e r  o f  them cor responds  in  any r e a l
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sense to the intuitive concept of a model as an idealized representa­
tion of a system. For example, if we simulate a model, we do not 
simulate a set of assumptions, but rather something which satisfies 
a set of assumptions. Similarly, we do not simulate a set of equations, 
but rather something which has quantities associated with it which 
satisfy the set of equations. The set of assumptions about the model 
and the set of equations for the quantities associated with the model 
may be regarded as descriptions of the behaviour of the model. It is 
not reasonable to describe them as being a total representation of 
the system; they are representations of the laws of nature and the 
system quantities, (see Figure 0.1).
We use a more general definition of a mathematical model: 
a mathematical model is an entity which represents certain features 
of some real system, and which satisfies a set of assumptions of a 
mathematical nature. This set of assumptions is part of what will 
be called the theory of the models a term which also includes 
theorems derived from the assumptions. (This is not the standard 
definition of the theory of a model.) The set of assumptions will 
usually be required to satisfy the conditions of consistency, 
independence, and sometimes completeness as well. These are fairly 
standard requirements for axiomatic systems. Consistency means that 
none of the assumptions contradicts any of the other assumptions, 
independence means that none of the assumptions can be derived from 
the other assumptions, and completeness means that for any proposition 
which can be formulated in terms of the assumptions, the proposition 
can be either proved or disproved (using only those assumptions).
This definition essentially follows the approach of Suppes (1961) 
and Tarski (1953). Tarski defines a model of a theory T as "a 
possible realization in which all valid sentences of a theory T
1 0 .
are satisfied", and this is essentially the same as the definition we 
have given above. However, these authors do not explain the relation­
ship between the model and quantities associated with the model; we 
shall discuss this relationship in the next paragraph. Henceforth all 
the models which we consider will be mathematical models, so that if 
we refer to a model, we will really mean a mathematical model.
Associated with particular models are various quantities which we 
will call model quantities. For example, in queueing models the wait­
ing times and the length of the busy periods are model quantities.
Model quantities are determined by the model and its assumptions. In 
simple (tractable) models we will be able to work out explicit algorithms 
for calculating the model quantities. If the model is a good one, 
then the model quantities correspond to quantities 
associated with the real system (system quantities). It is only by 
considering model and system quantities that we can effectively compare 
and evaluate models and systems. Figure 0.1 illustrates the basic 
relationships between a model and the corresponding system.
model
set of assumptions
set of model quantities
system
set of system quantities
laws of nature
FIGURE 0.1
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The main advantage of our definition of a mathematical model is that 
it follows more closely the intuitive ideas about models, and makes 
it easier to understand the role played by the axioms. It also shows 
how model quantities are related to the model and the theory of the 
model. It clearly separates the different aspects of modelling and 
thus makes it easier to comprehend the inter-relation between the 
various aspects. Although in practice the benefit of using this 
definition may not be all that great, it is still worth using since 
it may lead to a better understanding of the modelling process. In 
passing we note that the same set of system quantities may follow 
from different sets of assumptions (see, for example, Feller (1943) 
and (1971, p. 57), and Cane (1977)). This should not be discouraging, 
but rather it should offer an incentive to be flexible and to find 
out what aspects of the set of assumptions really are important.
Our definition of mathematical models makes it clear that the 
axiomatic approach is fundamental to mathematical models, and enables 
us to make analogies between modelling and scientific method. Note 
that the use of axioms restricts the set of all possible models to 
those models which are of interest. In science, the information 
gained from observation and measurements (data) is used to form 
hypotheses which attempt to explain natural phenomena. If the set 
of hypotheses does not offer a satisfactory explanation of the 
phenomena then it is replaced by another set of hypotheses which 
offers a better explanation: the set of hypotheses is evaluated by
examining their logical consequences. This is equally true for 
mathematical modelling, and so it seems reasonable to consider mathema­
tical modelling as a part of the scientific method. Our definition 
also makes it clear that the methods of problem solving (seeking out
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a structure or a theory (set of hypotheses) which makes the solution 
of a problem straightforward) are appropriate to mathematical modelling 
(see, for example, Polya (1957)); in modelling we attempt to 
find a simple but informative set of assumptions to explain phenomena.
Modelling (like scientific theory) is the abstraction of the 
essential elements of the system under study to form a model (or 
theory) based on the available information. It provides a summary 
description of the system, in that it gives (i) an explanation of the 
behaviour of the system (by means of the assumptions), and (ii) methods 
for predicting the behaviour of the system (by means of the model 
quantities). A model may help in organizing and interpreting results, 
and simplify our ideas about a system.
Modelling provides a means of describing and analysing the 
relationships between various quantities. By looking at various model 
quantities (outputs), it is possible (i) to evaluate and compare 
various sets of assumptions to see how well they model the system;
(ii) to consider new sets of assumptions and to test them; (iii) to 
investigate the possible effects of changes to the system by looking 
at appropriate models. In short, modelling is a very useful 
technique for investigating theories.
The utility and practicality of mathematical modelling has led 
to what some authors have called the mathematization of science (see, 
for example, Bochner (1966)), by which they mean that mathematical 
models are becoming increasingly important tools for studying 
scientific theories. Mathematical modelling provides an objective, 
quantitative framework for studying systems. It promotes the search 
for general principles by using common hypotheses in different 
situations: indeed it suggests and even encourages this. This in
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turn may suggest possible relationships between previously unrelated 
fields of study, leading towards more unified scientific theories.
§0.3 STOCHASTIC MODELS
Within the general class of mathematical models, there is a 
subclass of models which allow for random fluctuations.
This subclass can be roughly divided into two categories: (i) static
models (fixed in time and space) which have a random component, these 
correspond to the simplest type of statistical model; and (ii) dynamic 
models which can change over time or space (or some other index 
variable) and which have a random component. We call this second 
class of models "stochastic models", Stochastic models are essential 
for the proper study of systems that vary over time or space, and 
which incorporate significant probabilistic fluctuations.
Mathematical models which do not incorporate uncertainty are 
said to be deterministic. Deterministic models may be regarded as 
degenerate stochastic models. Although this is a rather egocentric 
point of view for a stochastic modeller to take, it means that what we 
have to say about stochastic models may also be applied, after 
necessary modifications, to deterministic models.
When we say that a model has a random component, we mean that 
the assumptions allow for random behaviour, and that consequently 
some of the model quantities may depend on random variables. Thus 
the model quantities may be random variables. Variables (or 
collections of variables) on which the model quantities depend, but
1 4 .
which are themselves independent of all the other (collections of) 
variables in the model, will be called inputs. Model quantities 
which are functions of the inputs will be called outputs. For 
some models it may be possible to specify the outputs via explicit 
sets of equations (algorithms). j This concept of a stochastic model 
corresponds to a ’’black box"in which the behaviour of the model 
(that is, the set of outputs) is governed by the theory of the 
model (the black box).
INPUT
> BLACK BOX
= theory of the model
OUTPUT
------- >
= model quantities
FIGURE 0.2. Framework of the model.
If two model quantities satisfy the same set of equations, apart 
from perhaps, the distribution of the inputs, we say that the two 
model quantities have the same structure (Stoyan (1977)).
According to Stoyan (1977) there are two basic types of model 
quantities in stochastic models (note that Stoyan uses the term model 
for what we call model quantities); (i) finite, in which a finite 
number N of inputs describes the behaviour of the model quantity, 
for example k = $(Xq,X^,...,X ) for some mapping 0 where k is
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the model quantity and the X^, i = 0,1,...,N are the inputs (the 
X. are sometimes known as the constituent distributions, with X»l 0
called the initial distribution and called component
distributions), and (ii) recursive, where the value of the model 
quantity at epoch n+1 is given by Kn+-^ = f°r t i^e
appropriate mappings (Ju , model quantities and inputs X^ .
Note that, generally speaking, Greek letters will be used in this 
thesis to denote models, generic mappings of model quantities, and 
sometimes the model quantities themselves: other quantities will
be denoted by Roman letters. Thus we will use Z to denote a model,
Ky to denote the set of model quantities, S to denote a system, and
Kg to denote the set of system quantities.
INPUTS
---------- > E --------- >Ky/N
INPUTS
FIGURE 0.3. Correspondences between the model and the system.
/\
V
->KC
It quite often happens that essentially the same set of assumptions 
may be used to model various systems. For example, apart from changes 
in the underlying space of the random variables, the same models may 
be used to model queues of people and queues of objects. In queueing
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models, the important things are the time of arrival of the demand for 
service, (and not the type of object which "demands" service), the 
queueing discipline, and the length of time taken for service (the 
nature of the "server" is also irrelevant). Thus in dealing with 
models we are primarily concerned with the distribution functions 
of the model quantities, and the relationships between these 
distribution functions, rather than the underlying physical 
quantities. Such ideas are fundamental to simulation. In simulation 
we seek to reproduce the behaviour of the distribution functions.
For simple models we may be able to evaluate the model quantities 
exactly, but this will not be true for all models. When it is not 
possible to examine the model quantities explicitly, it is very 
useful to be able to determine bounds and approximations for the 
model quantities. In order to do this we need to consider such 
qualitative properties as monotonicity and stability (weak 
continuity of the model quantities). These will be dealt with in 
later chapters. Even when the model quantities can be evaluated 
it is useful to know about these qualitative properties of the 
model, since a model is not an exact representation of a system.
When comparing the output of models we need to consider the 
levels of measurement of the random variables. According to 
S. Stevens (1946), there are four levels of measurement, which 
we now list.
(i) Nominal: the numerical value of the variable is used
only as a label. For example, consider the numbering
of equations.
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(ii) Ordinal: the value of the variable indicates a rank
ordering, according to some specified criteria. An 
example of this is comparing the heaviness of tails 
of distribution functions.
(iii) Interval: a rank ordering in which the differences
between the values are defined in terms of fixed units 
(intervals). An example of this is the measurement of 
time, and in particular the various calendars which are 
in existence.
(iv) Ratio: an interval scale which has a natural zero point.
For example, counting things and measuring the lengths 
of intervals (both time and distance).
Thus for nominal level variables, which may be called absolutes, 
it is meaningless to talk about relative size or distances between 
variables, while for ordinal and higher level variables (for which 
we can make relative comparisons), it is reasonable to talk about 
the relative size of variables. For interval scale variables it is 
reasonable to talk about the distances between variables and even 
compare distances. Finally, for ratio scale variables it is also 
possible to talk about the relative size of variables. Most of the 
variables which occur in stochastic modelling are ratio level.
It may be argued that interval and ratio level measurements are 
essential if we are to be able to use an axiomatization which takes 
advantage of available mathematical techniques, and that it is for 
this reason that models in physical sciences are more highly developed
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than those in the social sciences, in which the measurements are 
usually of a lower order.
Not only does this hierarchy of types of measurements suggest 
that there may be important qualitative differences between different 
measurements which need to be considered when we try to compare 
quantities, but it also suggests that orderings and distance 
functions are sufficient tools to allow for all the types of 
comparisons we may wish to make. Consequently, we limit 
ourselves to these and related criteria. For example, we can 
either say that one quantity is bigger (or smaller) than another, 
according to some criterion or we can say that a quantity is close 
(not close) to another quantity. These are the fundamental types 
of comparisons that can be made, and it is the application of these 
types of comparisons to stochastic models which we will study in 
this thesis. Note that ratio-level comparisons, (for example, one 
quantity is twice as large as another) are also based on the use of 
orderings and metrics.
1 9 .
B I B L I O G R A P H Y  F O R  C H A P T E R  0 .
The r e f e r e n c e s  f o r  t h i s  ch a p te r  (see  th e  l i s t  o f  r e f e r e n c e s  a t  
th e  end o f  th e  t h e s i s )  have been accum ulated i n  a somewhat haphazard  
f a s h io n .  No a t tem p t has  been made to  compile an e x h a u s t iv e  l i s t  o f  
r e f e r e n c e s  fo r  a l l  th e  m a te r i a l  c o n s id e re d  i n  t h i s  c h a p te r .  T h is  i s  
p r i m a r i l y  because  such a l i s t  would be ex trem ely  l a r g e  and unmanage­
a b le .  I n s t e a d ,  I have p r e f e r r e d  to  compile a l i s t  o f  books and a r t i c l e s  
which I have read  and found to  be o f  some i n t e r e s t ,  and o f  some 
r e le v a n c e  to  t h i s  c h a p te r .
Most o f  th e  works which have had a s i g n i f i c a n t  in f lu e n c e  on th e  
c o n te n ts  o f  t h i s  c h a p te r  have been r e fe re n c e d  i n  th e  body o f  th e  
c h a p te r .  O ther works which I c o n s id e r  t o  have been  i n f l u e n t i a l  
in c lu d e  Constance R e id 's  b iog raphy  o f  H i lb e r t  ( i n  p a r t i c u l a r  p .  60-64) and 
Halmos (1981).
There a re  many u n d e rg rad u a te  l e v e l  t e x t s  on m o d e l l in g ;  s e e ,  f o r  
exam ple, Maki and Thompson (1973) and Bender (1978) .  More advanced 
books a re  somewhat r a r e r ,  however A ris  (1978) and Z e i g l e r  (1976) a r e  
i n t e r e s t i n g .  The B u l le t in  o f  the  I n s t i t u t e  o f  M athematics and i t s  
A p p lic a tio n s  o f t e n  c o n ta in s  i n t e r e s t i n g  a r t i c l e s  on m o d e l l in g ,  and 
some o f  th e  o p e ra t io n s  r e s e a r c h  jo u r n a l s  and system s th e o ry  jo u r n a l s  
sometimes have g e n e ra l  a r t i c l e s .  S ev e ra l  j o u r n a l s  on m o d e ll in g  have 
s t a r t e d  r e c e n t l y ,  b u t  I have no t had an o p p o r tu n i ty  to  examine them.
The t h e o r e t i c a l  a s p e c t s  o f  m ode lling  have been c o n s id e re d  in  Suppes 
(1970) and T a rs k i  (1953) ,  as w ell  as v a r io u s  books on th e  p h i lo so p h y  
o f  s c i e n c e ,  such as Suppe (1977). J o u r n a ls  such  as th e  B r i t i s h  
Journal o f  Philosophy o f  Science  o f t e n  c o n ta in  i n t e r e s t i n g  a r t i c l e s  
on m o d e l l in g ,  f o r  example, Redhead (1980).
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Chapter 1. INTRODUCTION AND SUMMARY
In Chapter 0 we developed a basic framework for the study of 
stochastic models. The fundamental notion that we require from 
Chapter 0 is the idea of a model as a set of inputs, a set of 
model quantities or outputs, and some mechanism which operates on 
the inputs to produce the outputs. In particular, for stochastic 
models, we are interested in inputs which are random variables and 
model quantities which are transformations of these random variables.
In order to compare the performance and behaviour of stochastic 
models, we must compare the model quantities: and so a knowledge of
the various tools for comparing random variables and mappings of 
random variables is essential.
It is the object of this thesis to compare random variables 
by means of comparisons of their distribution functions, and to 
give some examples. The two fundamental tools for comparing 
distribution functions are orderings of distribution functions and 
probability metrics. We develop and assemble various results 
concerned with these types of comparisons. Apart from being of 
interest for their own sake, such results are basic to the investiga­
tion of bounds and approximations for model quantities, and the 
analysis of the qualitative properties of stochastic models. Orderings 
of distribution functions enable us to say that one distribution
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function is smaller (or larger) than another distribution function, 
according to some criterion. Probability metrics allow us to say 
that one distribution function is close to another distribution 
function, according to some metric.
We may use these methods of comparison to make static comparisons 
(that is, just comparing two distribution functions) as in Chapters 2 
and 4, or we may use them to make dynamic comparisons (in which we 
study the behaviour of model quantities over some index set), as in 
Chapters 3 and 5.
The emphasis in this thesis is on developing the tools and 
techniques for the comparison of distribution functions, rather than 
on the comparison of particular stochastic models./' Chapter 6 considers 
a specific model for the growth of sexually reproducing populations, 
and the comparison tools and techniques find some application here. 
Stoyan (1983) gives other examples of applications.
Chapter 2 deals with orderings of distribution functions. We 
define various types of orderings (pre-orderings, partial orderings, 
and total orderings) and obtain results for comparisons of certain 
common distribution functions by means of the partial orderings 
considered in Stoyan (1983). §2.3 examines the preservation of
orderings under transformations of the underlying random variables, 
and the preservation of orderings under such operations as 
convolution, taking mixtures, and taking order statistics. In §2.4 
we survey some pre-orderings which have been used to compare 
distribution functions, and derive some new results for the tail, 
or star, ordering. In Appendix 2 we indicate some characteristics 
which these orderings may be regarded as measuring.
v/
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In Chapter 3 we collect some of the definitions of monotonicity 
given in the literature (for general orderings), and derive some new 
results on the monotonicity and comparability of stochastic models including 
martingales, renewal processes and Markov chains. These comparisons are 
used to obtain bounds and inequalities for these processes.
Apart from orderings of distribution functions, the other general 
class of tools for comparing distribution functions are probability 
metrics. In Chapter 4 we define probability metrics and list a few 
of the more commonly used metrics. We obtain new bounds for the 
distance between two non-negative integer-valued random variables, 
as measured by the supremum metric. This result improves on the 
(more general) result of Daley (1980) and gives the best possible 
bounds. We apply this result to the comparison of particular 
distribution functions and establish some results derived by Serfling 
(1978) using other methods.
Chapter 5 considers the stability (weak convergence) of 
distribution functions and model quantities. This has recently been 
the subject of a large number of papers in the literature on stochastic 
models. We note that stability, since it depends on the weak topology, 
is clearly related to the use of metrics. The techniques used for 
examining the stability of stochastic models may also be applied to 
the study of the stability of characterizations of distribution 
functions. We show that the characterization of the exponential dis­
tributions via the property of a constant hazard rate is not stable, 
but that small changes in the hazard rate do lead to small changes in 
the underlying distribution function.
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Finally, in Chapter 6, we consider a model of population growth 
which allows for the fact that in many populations offspring can 
be produced only by mating units which consist of both a male and a 
female. This chapter serves to illustrate some of the ideas from 
previous chapters. We compare this class of models with the usual 
Galton-Watson branching processes and show that there can be a 
significant difference between them. We also establish sufficient 
conditions for almost certain extinction in the general model, and, 
under the assumption that the number of mating units is a super­
additive function of the number of males and the number of females 
we derive necessary and sufficient conditions for almost certain 
extinction. This generalizes the work of earlier authors.
In this thesis we consider only real-valued random variables.
It is of course reasonable to consider the generalizations to other 
spaces (see, for example, Kamae, Krengel and O'Brien (1977) and 
Stoyan (1983)). Such generalizations, although they involve a 
higher level of mathematical sophistication, still use the same 
fundamental principles that we outline in this thesis.
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APPENDIX 1. NOTATION AND TERMINOLOGY
The notation which we use in this thesis will usually be the 
standard notation. For example
R = denotes the set of reals,
Z denotes the set of integers,
Ä (Z+) denotes the set of non-negative reals (integers),
R++(Z++) denotes the set of strictly positive reals (integers),
and
x| denotes the absolute value of x ,
[x] denotes the greatest integer less than or equal to x ,
x+ : = max(0,x) ,
x := - min(0,x) ,
where ":=" reads "is defined to be equal to".
Furthermore,
X will be used generically to denote a set,
£3 denotes a sample space
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B := B{X) denotes a o-algebra of subsets of X ,
P := P(B) denotes a set of probability measures on B .
We define a real-valued random variable as a measurable mapping of 
-* R , and a distribution function on R as a monotonic non­
decreasing right continuous function which maps R -> [0,1] . These 
definitions, and the others which we use, may be found in standard 
works on probability theory or analysis, such as Billingsley (1968), 
Kelley (1955) and Royden (1968).
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Chapter 2, ORDERINGS FOR DISTRIBUTION FUNCTIONS
In this chapter we consider the comparison of real-valued random 
variables by means of pre- and partial orderings. The first section 
is an introduction in which we define and discuss the general ideas.
Then follows an application of certain partial orderings to the 
comparison of some well-known distribution functions. This is 
based on Taylor (1983). Section 2.3 considers the generators of 
partial orderings and their relation to sets of order-preserving 
mappingsj and studies operations which preserve orderings. In Section 
2.4 we deal with some other orderings which have been defined in the 
literature. In particular we consider the ordering in dispersion and the 
star ordering. We derive some new results for the star orderina 
which correspond to some results which have already been established 
for ordering in dispersion. In the first part of the appendix we 
comment on the interpretation of these orderings3 and in the second 
part we accumulate results for certain classes of distribution 
functions which are related to some of the terms used in this 
chapter.
27.
§2.1 INTRODUCTION
In this chapter we consider the use of pre- and partial orderings 
to compare distribution functions. Such comparisons depend on the 
entire distribution function, rather than on a single summary measure 
such as the mean. In Section 2.2 we consider the comparison of 
distribution functions using certain orderings, and derive criteria 
for comparisons using parametrically specified distribution functions. 
Section 2.3 deals with properties of the partial orderings considered 
in Section 2.2, and Section 2.4 considers further orderings. The 
main purpose of orderings is in defining monotonicity and comparability 
properties of stochastic models, and this is dealt with in the next 
chapter.
One method of comparison which is sometimes useful is stochastic 
majorization. This technique is related to the method of partial 
orderings, but will not be considered in this thesis as it has been 
discussed comprehensively by Marshall and Olkin (1979), and in the 
references given there.
Suppose that we are given a set X and a binary relation 
on X , where is used to denote a generic partial ordering.
We can define the following types of orderings.
(a) ^  is a pre-ordering (or quasi-ordering) on X if
(i) x ^  x for all x e X (<* is a reflexive relation), and
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(ii) for all x, y, z G X such that x ^  y and y z ,
it follows that x ^  z is a transitive relation).
(b) is a partial ordering on X if, in addition to conditions 
(i) and (ii), we have
(iii) for all x, y e X such that x ^  y and y ^  x it
follows that x = y (C*" is an antisymmetric relation).
(c) is a linear ordering on X (also known as a simple or 
total ordering) if it is a partial ordering on X which 
satisfies
(iv) for all distinct x, y e  X , either x ^  y or y ^  x .
The monograph of Rosenstein (1982) provides an extensive study of 
linear orderings.
Some authors use slightly different definitions to these, since 
they do not assume that is reflexive in their definitions.
We can use the term quasi-linear ordering to describe the 
case when conditions (i), (ii) and (iv) hold, but not (iii). This 
case arises, for example, when we compare the means of distribution 
functions; since the ordering cannot distinguish between distribution 
functions which have the same mean. This ordering may be made into 
a linear ordering by defining it on an appropriate set of equivalence 
classes (for example, classes consisting of distribution functions 
with the same mean). Furthermore, it is important to note that since 
we do not assume (iv), it follows that pre-orderings and partial
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orderings on X do not necessarily have one of the relations 
x ^  y or y x holding for all pairs of elements x, y G X .
In this chapter, we consider the case when X is some class 
of distribution functions.
If ^ * is a pre-(partial) ordering on X , then we say that 
(Y,^) is a pre-(partially) ordered set. Pre-ordered and partially 
ordered sets are not particularly rich mathematical structures, and 
so there are few general results for them. However, we will state 
two results which are, in fact equivalent, and also 
equivalent to the axiom of choice. (See, for example, Kelley (1955, 
p. 32-33) and Royden (1968, p. 23-24) ).
LEMMA 1.1. Haus dorf f  Maximal Principle. Let (Y,<^) be a partially
ordered set. Then there is a maximal linearly ordered subset S 
which is linearly ordered by ^  and has the property that if 
S c T c X and T is linearly ordered by , then S = T .
LEMMA 1.2. Zorn's Lemma. If (X,^) is a partially ordered 
set such that every linearly ordered subset of X has an upper bound, 
then X contains a maximal element.
A linear ordering on X is said to be a well-ordering on X if 
every non-empty subset of X contains a smallest element. This leads 
us to a further lemma, which is also equivalent to the axiom of choice.
LEMMA 1.3. Well-ordering Principle. Every set X can be well-
ordered; that is, there is a relation which well-orders X .
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Although we will not explicitly use these results in the rest 
of the chapter, it should be noted that these lemmas are relevant to 
the treatment of monotonicity given in Chapter 3.
The idea of rank ordering distribution functions is fundamental 
to the derivation of bounds and inequalities for random variables.
In particular, orderings of distribution functions (that is, orderings 
of distribution functions according to some characteristic) may be 
used to compare various characteristics of certain distribution 
functions. This is especially useful for characteristics which 
depend on the shape of the distribution function, such as tail 
behaviour. If we ask what the orderings mean then, apart from the 
immediate interpretation from the rank ordering itself, that one 
distribution function possesses the attribute more strongly than 
another distribution function, the answer depends on the interpretation 
of the properties of the individual orderings. We will look at some 
examples in Appendix 2.
In the remainder of this chapter (and indeed for the remainder 
of this thesis) we will concentrate on distribution functions which 
have domains in R . The results may be extended to other domains, 
such as Rm , and general partially ordered spaces (see, for 
example, Kamae, Krengel and O'Brien (1977)).
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§2.2 SOME COMPARISONS OF DISTRIBUTION FUNCTIONS
Suppose that the univariate distribution functions F and G 
correspond to the random variables X and Y, respectively. If 
F and G have supports on R, then we can define the following 
partial orderings (see, for example, Stoyan (1977));
(a)
(b)
(c)
(d)
Stochastic ordering: F ^ G iff F(x) ^ G(x), for all x E R .
00 oo
Convex ordering:
for all x E R .
F <C G iff / (1-F (t))dt < / (1-G (t))dt , 
x x
X X
Concave ordering: F G iff J F(t)dt ^ J G(t)dt ,
_oo -00
for all x E R .
Laplace-Stieltjes transform ordering: (only defined for non­
negative variables, that is, if F(O-) = G(O-) =0) F G iff
00 OO
/ e ^tdF(t) > J e tdG(t) , for all 0 e R 
0 0 +
As a convention, we take the statements F G and X Y to be 
equivalent, although strictly speaking the orderings are defined on 
the set of distribution functions, rather than on the set of random 
variables.
We recall the following useful results from Stoyan's monograph:
OO
(i)
Qfor F < G to hold we require EY J (1-G(t))dt to be finite
for F ^ G to hold we require
0 0
(ii) EX = j F(t)dt to be finite;
(iii) if F <St G then F G and F <CV G and, provided
F(O-) = G(O-) = 0 , we also have F G ;
(iv) if F <CV G and F(O-) = G(O-) = 0 , then F G ;
(v) each of these orderings implies
mr := EX < EY =: m„ ; F G
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(vi) when m = m then F G ° F >CV G ;r (j
(vii) for each of the statements (i)-(v), counter examples show 
that the converse relations are not true, in general.
Lisek (1978) considered the exponential, gamma, Gumbel, Weibull, 
normal, lognormal and beta distributions, and gave conditions for 
certain pairs of these distributions to satisfy the above partial 
orderings. He established criteria for the comparison of distribution 
functions when their densities cross no more than twice, and although 
his paper omits detailed calculations of particular comparisons, he 
appears to have restricted his attention to these cases. Consequently, 
there are some instances in which the conditions he gives for the 
various partial orderings to hold are incomplete. The purpose of this 
section is to give results which complement Lisek's work and to 
demonstrate that the results may be derived easily, either directly 
from the definitions of the partial orderings or from several element­
ary propositions. This section is based on Taylor (1983).
§2.2.1. Methods
Let F be a distribution function with support C I , and 
let (a„,bc) denote the largest open interval for which the valuer r
of F(x) is in the range (0,1); so that 
ap = infix:F(x) > 0} , and bp = sup{x:F(x) < 1}
33.
Then the closed interval [a^.b^l is the smallest closed intervalr r
containing the support of F , and trivially < ap < bp < 00 .
Suppose that G is also a distribution function on the real
line, and define (a„,b„) as above. Then from the definitions ofG G
the partial orderings we have the following results:
(2.1) If F <St G then ap < a^ and bp < b^ .
(2.2) If F <C G then b„ < b. .r b
(2.3) If F <CV G then ac < a^ .r b
We introduce the following definition to make clear what is 
meant by saying that two functions cross in the neighbourhood of a 
point.
DEFINITION 2.1. Two functions f and g cross in the neighbourhood 
of a ipoint w if for all open sets W containing the point w there 
exist Wp, w^ F W  such that
(f(w1)-g(w1))(f(w2)-g(w2)) < 0 .
A separate definition can be given to cover the case where the functions 
cross on an interval, rather than at a point, but it is omitted as it
is not necessary.
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Given two distribution functions F and G , it follows from
(2.1) that a necessary condition for F <St G is that ar < a_ and F G
bF < bG ■ It is trivial that F <St G when bF < aG > so we will
henceforth assume that a c ^ a rF G < b_ < F bG * Obviously F <St G iff
there does not exist a point u in (a(^ bF) such that F(u) < G(u) ,
and furthermore, if F(v) > G(v) for some v in (a„,bc) thenr r 
StF < G iff F and G do not cross. Equally obvious is the 
following proposition, in which condition (ii) implies that any 
point where F and G coincide is not a crossing point.
PROPOSITION 2.2. If a„ < a„ < b_ ^ b„ , F and G are
F G F G
absolutely continuous with piecewise continuous derivatives F' and 
G* on (a ,b ) and F and G do not coincide on any non-degenerateu r
intervals, then F G iff
(i) there exists a v (a ,b„) such that F (v) > G(v) , andr r
(ii) F' and G' cross in the neighbourhood of any point w £ (a ,bc)
G F
which satisfies F(w) = G(w) .
We note that if F and G are both twice differentiable then 
a sufficient condition for (ii) to hold is that for all the points 
w such that F(w) = G(w) we have F ’ (w) = G'(w) and F"(w) > G"(w) .
We now give a proposition which shows that when the tails of the 
distribution functions F and G satisfy the inequality F(x) ^ G(x) 
for sufficiently large |x| , then it is possible to shift G by 
an amount c , say, with c < 00 , such that F(x) ^ G(x-c) for all 
x .
We will use a subscript c to denote a shift of size c , thus
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DEFINITION 2.3. For a function f on X c R and a constant 
c G EL , we define
f (x) := f(x-c) , x ^ X + c .
We then have
PROPOSITION 2.4. If for the (right continuous) distribution 
functions F and G there exists a finite x^ such that
(2.4) F(x) > G(x) , for all x such that |x| > x^ ,
then there exists a unique c^ < 00 such that F (x) ^ Gc(x) f°r 
x iff c ^ Cq .
PROOF. The function A(c) := inf{F(x)-G (x)} is non-decreasing and
xGl£
right continuous, and since F and G are proper distribution 
functions, A(c) -► -1 (c-*- -°°) . By (2.4), F (x) ^ G(x-2xQ) for all 
x, and hence A(2x^) = 0 , so that cQ := inf{c:A(c) = 0} is finite, 
and by right continuity A(c^) = 0 • Since A is a non-decreasing 
function, c^ has the asserted properties.
The following result will be used to determine when convex and 
concave orderings hold.
PROPOSITION 2.5. (Extension of Karlin-Novikoff (1963) cut criteria, 
see also Stoyan (1977)). Suppose that the distribution functions F 
and G cross at least once, and that they cross in the neighbourhood
say.
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of at most a finite number of points w. < w_ < ... < w1 2  m *
If F (x) > G(x) for all xG(-“ ,w ) , then
(a) when m is even,
(i) F <C G iff
(2.5)
OO 00
/ (l-FCt))dt < J (1-G(t))dt , i= 1,3,5,
w. w.1 1
and
(ii) F <CV G iff
(2.6)
w. w.l l
/ F(t)dt > J G(t)dt , i = 2,4,...,m .
-0 0  _00
(b) when m is odd,
(i) F G iff m > m_ andF G
(2.7)
00 OO
/ (1-F(t))dt < / (1-G(t))dt , i=2,4,...,m-l ,
w. w.1 1
and
(ii) F <CV G iff m < m_ and F G
(2.8)
w. w.l l
/ F(t)dt > j  G(t)dt , i = 2,4,...,m - 1
-OO _oo
The proof of this proposition follows from the definitions of the 
partial orderings and the Karlin-Novikoff cut criteria. It is, 
however, quite obvious, and so will be omitted. We note that if 
one of the conditions (2.5) - (2.8) is empty, then it is taken as 
being satisfied.
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We end this subsection with the following example which 
illustrates our general approach to the comparison of distribution 
functions via these partial orderings. The results of this 
example will be needed later.
EXAMPLE 2.6. Let F = Exp(a,A) be the exponential distribution 
function given by
F (x) =
1 - exp{-A(x-a)} , x ^ a
0 , x < a
where 0 < A < °° , and let G = Exp(ß,y) where y > 0 . We assert 
that
(2.9) F <St G iff A > y and a < ß ,
(2.10) F <C G iff A > y and a + A ^ ^ ß  + y"*- ,
(2.11) F <CV G iff a < ß and a + A-1 < ß + y"1 ,
(2.12) F <L G iff F <CV G
To verify (2.9), first observe that by (2.1) F G implies 
Oi < ß . Obviously for x < ß we have F (x) ^ G(x) , while for all 
x > ß it is clear that F(x) ^ G(x) iff A ^ y , whence the 
assertion at (2.9).
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To check (2.10) note that if F <c G then m = a + X  ^< ß + y  ^ = m_r G
and that for all x ^ max (a, (3) we have
X ^exp{-X(x-a)} < y ^exp{-y(x-ß)} .
Equivalently,
exp{-(X-y)x+aX-yß) < Xy 1 , all x ^ max(a,ß) ,
so X > y and the necessity of the conditions at (2.10) is shown. To 
see that they are sufficient, observe first that they imply that
-  ^  -  ]_ sa + X - y < min(a,ß) . If also a < ß then F < G and hence
c - i - 1F < G , while i f a > ß > a + X  - y  , it can be shown that F
and G cross once and since mr: = a + X ^ < ß  + y ^ = n u  it followsF G
from Proposition 2.5 that F G .
To show (2.11) observe that if F <CV G then a + X 1 < ß + y 1 
and, by (2.3), a < ß . Thus both of these conditions are necessary. 
If a + X ^ ' ^ ß  + y'*' and a < ß , then F G for X ^ y since 
F < G , and for X < y < (a-ß+X ) , F and G cross exactly
once and m„=ot + X ^ < ß  + y ^  = m so again by Proposition 2.5r b
we have F <CV G .
Finally, for (2.12), if F G then a + X 1 ^ ß + y 1 and, 
from the definition of the Laplace-Stieltjes transform ordering, we 
have for a,ß > 0 that
X(X+s) ^e SCi > y(y+s) ^e , all s ^ 0 ,
which implies
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e-s(a-ß) ^ A±s u all s > 0 , y+s A
and this can be true only if a < (3 . Thus by (2.11), if F ^  G , then 
cvF < G . Appealing to (iv) of section 2.2.0, (2.12) now follows.
2.2.2 Applications
In this section, we first apply the propositions given in §2.2.1 to 
the problem of the comparison of an exponential distribution function 
with an arbitrary distribution function which has a continuous derivative, 
and then we give the particular cases of the normal and Gumbel distribution 
functions.
EXAMPLE 2.7. Suppose that the distribution function F has a continuous 
derivative F* on (a^ ,,bp) , where G = Exp (a, A) is the exponential dis­
tribution function as given in Example 2.6, and define G-^ (x-a) := G(x) .
Let
Aq = sup{A:F(x) > G^(x) for all x sufficiently large} ,
and observe that 0 < Aq ^ 00 . If Aq = 0 , as is the case when F has 
a tail which is heavier than exponential (for example F(x) = x/(l+x) ,
0 < x < 00) , then G is not an honest d.f. and none of the partial 
orderings is possible. When Aq > 0 it follows from Example 2.6 that 
for A < Aq
F(x) > G-y (x) for all x sufficiently large,
while if Aq < 00 it follows from the continuity in A of the class 
of exponential distribution functions that for A = Aq we must have
F(x) > G^ (x) for all x sufficiently large.
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As G^(x-a) = 0 for all x < a , it follows from Proposition 2.5
s tthat for each X < X^ there exists an < 00 such that F < Exp(a,X) 
if a ^ , and F and Exp(a,X) cross if a < . Since F and
G, are continuous it follows that there will exist at least one point 
we [a, ,bc] such thatA r
(2.13) lim
x-nv
, l-F(x) 
l-GA(x-ax) 1
and
lim
x^w
F'(x)G'Cx-ax)
note that w may be infinite if bp is infinite. As
G^(x-ot^)/(l-G-^(x-a^) ) = X for all x , it follows that, (provided
the limit exists) w must satisfy
(2.14) lim {F'(x)/ (1-F(x))} = X 
x+w
and since 1 - G^(x-a^) = exp{-X(x-a^)} we have from (2.13), after 
taking logarithms, that must satisfy
(2.15) = lim (x+X ^£n(l-F(x))} .
x->w
If for a given value of X < Xq there is a unique value of w
which satisfies (2.14) then the pair of equations (2.14) and (2.15)
has a unique solution for , and so by the preceding paragraph
s twe must have F < Exp(a,X) iff a >  . If there is more than
one value of w which satisfies (2.14), then it is possible that
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there is more than one solution for . However, it is clear that
F and Exp(a,A) must cross if a is less than the largest possible
s tvalue of , so that we have F < Exp(a,A) iff a ^ where
is the largest possible value of which satisfies (2.14) and
(2.15) .
When F is twice differentiable and
(2.16) F"(x) > -F’(x). F’(x)/(1-F(x)) , xG (aG,bp) ,
is satisfied, it follows from (2.14) that since A > 0 ,
_3A = F* (w)
3w l-F(w)
and so for each A < Aq there is a unique w such that (2.14) is
satisfied. By the preceding paragraph we then have 
s tF < Exp(a,A) iff a ^ , where is given by equations
(2.14) and (2.15).
To determine whether or not a convex or a concave ordering holds 
we can use either the definitions of the orderings or Proposition 2.5. 
If we wish to use Proposition 2.5 it is necessary to determine the 
number of times F and G cross, and then evaluate the integrals 
at the crossing points.
For fixed A , we have by Example 2.6, and the transitivity 
property of partial orderings, that if F < Exp(a^,A) then
C C VF < Exp (a, A) for a > , and if F < ExpCo^jA) , then
F < Exp(a,A) for a ^ , where and are the smallest
values of a such that (2.5) or (2.7) and (2.6) or (2.8) hold, 
respectively.
FM(w) | F'(w) 
F'(w) + 1-F(w)
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We now show that (2.16) is satisfied for the normal and the 
Gumbel distribution functions, so that we can apply the results of 
Example 2.7 directly to these comparisons.
EXAMPLE 2.8. Let F be the d.f. of a normal random variable with
2mean y and variance a , and let G = Exp(a,A) . Then F is 
twice differentiable on (-00,00) j and from an inequality for the 
hazard rate of the normal distribution (see, for example, Feller 
(1968, p. 175)) it follows that
F'(x)/ (1-F(x)) > max(0,(x-y)o 2) , for all xG I ,
and so
F" (x) = - (x-y)o 2F'(x ) > -F ' (x) . F ' (x) / (1-F (x) ) , for all x G l  .
s tThus, by Example 2.7, we have for each A < A^ = 00 that F < Exp(a,A) 
iff a ^ , where is given by (2.15)
For the convex and concave orderings, we note that if a <
then F and G, cross at least once, and since G, has a heavierA A
upper tail they must cross an even number of times. It can be shown 
that they cross twice and so by Proposition 2.5 we have that F < G iff
(2.17) { (1-F(t))dt < A-1 exp{-A(w1-a)}
C Vwhere w^ is the smaller of the two crossing points, and F < G iff
(2.18) / F(t)dt > w - (a+A )^ + A 1 exp{-A(w -a)}
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where w0 is the larger of the two crossing points.
EXAMPLE 2.9. If we take F to be a Gumbel distribution function 
of the form
F(x) = exp{-e } _oo < x < 00 ,
then F is twice differentiable and since e^ > 1 + y for all y X 0 
we have
F"(x) = -3 1[l-exp{-(x-y)/3)] . F’(x)
> -3_1. exp{-e ^  . F' (x)
.  a - 1 r -(x-y)/3\ > -3 .exp{-e v J j
- (x-y)/3
; -(x-y)/3-,1-expl-e }
. F'(x)
F' (x) 
l-F(x) F' (x) , for all x ^ R  ,
so that (2.16) is satisfied. Hence for each X < X^ = 3 * we have 
F <St Exp(a,X) iff a ^ , where is given by (2.15).
When X < 3”1 and a < F and G cross at least once.
Since the exponential distribution has the heavier upper tail, and 
they cross at most twice, it follows that F and G^  cross twice.
If X = 3 * , then F and G, cross once if a > y and twice ifA
a < y , and if X > 3  ^ then the Gumbel distribution function has 
the heavier tail and they only cross once. Hence, by Proposition 2.5,
it follows that
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(i) If A > ß ^  or A = ß  ^and a > y , then F G iff
ß y + y ^ a + A 1, and F ^CV G iff ßy + y < a  + A^ ,
where y is Euler's constant.
(ii) if A < ß \  or A = ß  ^and a < y , then F <C G iff
(2.5) holds and F <CV G iff (2.6) holds.
EXAMPLE 2.10. Suppose that F is a Gumbel distribution function of 
the form
F(x) = 1 - exp{-e^X J -“ < x < 00 ,
then it is easily seen that F is twice differentiable on (-00,00)
and that (2.16) is satisfied. The parameter A^ defined in Example 
2.7 is infinite for this Gumbel distribution. Consequently, for 
A < 00 , there exists a unique determined by (2.14) and (2.15)
such that F and Exp(a^,A) touch. The value of is given by
= y - ß + ß £n(Aß)
and for fixed A it follows that F Exp(a,A) iff a ^ . If
a < , then it can be shown that F and G^ cross twice and so
C C Vby Proposition 2.5 we have that F < G iff (2.5) holds and F ^ G 
iff (2.6) is satisfied.
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§2.2.3 A Lemma
In this subsection we will show that if the distribution functions 
F and G admit density functions, and if the density functions cross 
no more than twice, then it may be possible to determine if stochastic, 
convex and concave orderings hold by comparing the density functions. 
This is a useful result, especially when simple explicit forms for the 
distribution functions are not available from the integration of the 
density functions, as is the case with normal and gamma distribution 
functions. We shall use the following lemma and corollaries; their 
proofs are elementary and are omitted.
LEMMA 2.11. If the distribution functions F and G cross m 
times and admit densities F' and G ’ which cross n times, then 
m < n , and if m is odd (even), n is even (odd).
COROLLARY 2.12. If F and G are stochastically ordered, then 
m = 0 and so F* and G' cross an odd number of times. If F' 
and G T cross once then F and G are stochastically ordered.
COROLLARY 2.13. If F' and G' cross at most twice, then F 
and G cross once iff there exist three points a < b < c such that
(F' (a)-G'(a))(F’(b)-G’(b)) < 0
and
(F’(b)-G'(b))(F'(c)-G' (c)) < 0 .
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If this condition is not satisfied then F and G do not cross.
Under the conditions of Corollary 2.13, if one of the densities is
heavier in both tails then the distribution functions cross once, and
if each density is heavier in one of the tails then the distribution
functions do not cross. Thus, when F' and G' are continuous and
cross at most twice, F < G iff F has a heavier lower tail and
a lighter upper tail than G , while if F is heavier than G in
both tails, then by Proposition 2.5, F ^ G iff nip > m^ and
F ^CV G iff m„ < m„ .F G
As an example of the application of Corollary 2.13, suppose that 
F’(x)/G'(x) is differentiable on (a~,bc) and that the equation(j r
(2.19) ^  {F'(x)/G'(x)} = 0
has at most one solution on (a~,b„) , then F'(x) and G’(x) crossG r
at most twice and Corollary 2.13 is applicable.
EXAMPLE 2.14. Let F and G be normal distribution functions
2 2with means and variances y , o , and , respectively.
Then
(2.20) Uog(F'(x)/G'(x))} = -(x-up/Oj + (x-yp/cr*
and since {log(F?(x)/G'(x))} has the same zeroes as {F'(x)/G’(x)}
it follows that (2.19) has an infinite number of solutions if 
2 2and °i = °2 ^ ,e* F = G) , one solution if o^  ^0^ , and no 
solution if y  ^y? and °i = °2 ‘ Hence, by Corollary 2.13 we have
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F ^  ^G iff y^ < y^ and ~ °2 > an<^  if ° 1  > ° 2  ’ t i^en F G 
iff y^ > y2 and F <CV G iff y^ < y2 .
EXAMPLE 2.15. Let F and G be two gamma distribution functions 
with densities given by
F'(x) = X a  x“"1 e~Xx/r(a) , x > 0 ,
G'(x) = /  X 6'1 e'yx/r(ß) , x > 0 .
Then, for x > 0 ,
(2.21) F'(x)/G’(x) = xa ^exp{-(X-y)x}Xay"0r(3)/r(a) , 
and {F' (x)/Gf(x)} = 0 implies
(2.22) x(A-y) = a - ß .
If a = ß and A = y (i.e. F = G) , then (2.22) has an infinite 
number of solutions; if a / ß and X = y or a = ß and Ä / y there are no 
solutions; and if X t y there is one solution. Hence, using (2.21) to 
examine the behaviour of the tails, we have by Corollary 2.13 that 
F <St G iff a < ß and A > y ; if a ^ ß and A < y , then 
F G iff aA  ^^ ßy  ^ and F <CV G iff aA  ^< ßy  ^ .
EXAMPLE 2.16. Let F be a gamma distribution function and G be
a Weibull distribution function with
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F'(x) = Aa xa  ^ exp{-Xx}/T (a) , x > 0
G' (x) = ]iB x^ 1 exp{-yx^} x > 0 .
Then
(2.23) F'(x)/G'(x) = Aa xa  ^ exp{-Ax+yx^}/(y3T(a))
and {F'(x)/G’(x)} = 0 implies
(2.24) xß = {Xx-(a-ß)}/(uß) .
For most of the possible parameter values (2.24) has at most one 
solution, so that we can apply the preceding method. In the cases 
where (2.24) has more than one solution it is possible to show that a 
stochastic ordering holds since F' and G' have only one crossing 
point. The results for this comparison are given in Table 2.1.
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TABLE 2.1. COMPARISON OF GAMMA AND WE IBULL DISTRIBUTION FUNCTIONS
Gamma: y* 1 /* *\ ,a CL 1Ff(x) = A X exp{-Ax}/T(a) oAX
Weibull: G'(x) = U0 x3'1
D
exp{-yxp} ) x > 0 .
0 < 3 < 1 F <St (
CL < 3 or 3 = 1  and y < A
or
3 and Aa > y3T(cO 3 = 1  and y > A m„ > m_ F G F >C G
or 3 > 1 m < m F G F <CV i
0 < 3 < 1 F <St i
3 and Aa = y3T(a) 3 = 1 F = G
3 > 1 F ^St
0 < 3 < 1 m„ ^ m„ F G F <C G
3 and Aa < y3T(a) or 3 = 1  and y < A mc > m„ F G F >CV
or
a > 3 3 = 1  and y > A
or 3 > 1
mF = aA'1 , raG = v‘1/Sr(l+e_1)
F >St G
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§2.2.4 Further Comparisons of Distr ibution Functions
In t h i s  s e c t i o n  th e  comparison o f  normal and gamma d i s t r i b u t i o n s
s t  ci s  used  to  i l l u s t r a t e  p o s s i b l e  methods o f  e s t a b l i s h i n g  < , ^  and
<CV compar isons.  Let
(2.25)  f (x )  = (2tto^ ) 5 e x p ( - ( x - y ) 2/ 2 g2) , -°° < x < 00
and
(2 .26)  g(x)  = Xa ( x - y ) a 1 e x p ( - X ( x - y ) ) / F ( a )  , y < x < 00 .
S"t c cvAs < , < and < are  p r e s e r v e d  by th e  a d d i t i o n  o f  a c o n s t a n t
and by s c a l a r  m u l t i p l i c a t i o n  we may assume t h a t  th e  l o c a t i o n  p a ram e te r  
y i s  equa l  t o  zero  and t h a t  the  s c a l e  p a ram e te r  X i s  equa l  t o  one.  
(This  comment a l s o  a p p l i e s  t o  th e  comparison o f  normal and e x p o n e n t i a l  
d i s t r i b u t i o n s  i n  Example 2 . 8 ) .
In d e t e rm in in g  th e  p o s s i b l e  compar isons ,  we beg in  by c o n s i d e r i n g  
t h e  r a t e s  o f  convergence  t o  zero  o f  th e  t a i l s  o f  th e  two d i s t r i b u t i o n s .  
C l e a r l y  t h e  normal d i s t r i b u t i o n  has t h e  h e a v i e r  lower t a i l  and th e  
gamma d i s t r i b u t i o n  has  t h e  h e a v i e r  upper t a i l  (so t h a t  th e  d e n s i t y  
f u n c t i o n s  must c r o s s  an odd number o f  t i m e s ) .  I t  fo l low s  t h a t  the  
p o s s i b l e  compar isons  are F G , F <c G and F <CV G .
Since t h e  normal d i s t r i b u t i o n  has  a l o c a t i o n  p a r a m e te r ,  t h e  
approach o f  Example 2 .7  may be a p p l i e d .  However, because  o f  t h e  
i n t r a c t a b i l i t y  o f  t h e i r  d i s t r i b u t i o n  f u n c t i o n s ,  i t  i s  n e c e s s a r y  to  use 
a num er ica l  approach t o  o b t a i n  u s e f u l  r e s u l t s .  Before doing  t h i s ,  
however,  we c o n s id e r  s e v e r a l  a l t e r n a t i v e  approaches .
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The approach o f  §2 .2 .3  can be u sed .  The f i r s t  s tep  i s  d e te rm in in g  
th e  number o f  t im es  th e  d i s t r i b u t i o n  fu n c t io n s  c ro s s  o r ,  as t h i s  i s  
no t p r a c t i c a b l e ,  working out th e  number o f  t im es  th e  d e n s i ty  fu n c t io n s  
c r o s s .  From a d e t a i l e d  a n a ly s i s  o f  th e  d e n s i ty  fu n c t io n s  i t  i s  c l e a r  
t h a t  th e  d e n s i ty  fu n c t io n s  c ro s s  an odd number o f  t im e s ,  and a t  most 
t h r e e  t im e s ,  so t h a t  by Lemma 2.11 th e  d i s t r i b u t i o n  fu n c t io n s  c ro s s  
a t  most tw ic e .  U n fo r tu n a te ly  when th e  d i s t r i b u t i o n  fu n c t io n s  c ro s s  
tw ice  th e  r e s u l t s  o f  §2 .2 .3  are  n o t  a p p l ic a b le  and th e r e  does not appear 
to  be a simple method o f  o b ta in in g  c lo se d  form s o l u t i o n s .  We b r i e f l y  
d i s c u s s  an a n a l y t i c  approach.
As th e  d i s t r i b u t i o n  fu n c t io n s  a re  no t t r a c t a b l e ,  c o n s id e r  th e  
d e n s i t y  fu n c t io n s  (2.25) and ( 2 .2 6 ) .  I f  f (x )  = g(x) th en
(2 .27)  (x- (y+a2 *S) ) 2 + a2 (2 log  ( - 2 u - a 2)
= 2a2 (1 -a )  log x ,
and th e  d e n s i t y  f u n c t i o n s  c ro s s  a t  ze ro  ( f ( 0 ) <  g (0 ) )  i f  and only  i f  
a  < 1 o r  a  = 1 and y^ > -2o^ log(a/2rT) . I f  f ' (x) = g ' ( x )  the n
(2 .28) (x y+o 0 = a" (1 -a)  + ( y+o
2
E quation  (2.28) has no s o lu t i o n  on (O,00) when a  > 1 + ( ~ -a--)^
two s o lu t i o n s  i f  1 < a  < 1 + ( y+a2a
i f  a  ^  1 1 t  y+°  A 
a  - 1  +  >
2a
and one s o lu t i o n  on (0,°°) 
2 2
th e n  theI f  a  > 1 + ( i t i 2 - )
S Ld e n s i ty  fu n c t io n s  c ro s s  e x a c t ly  once , so t h a t  we have F ^  G
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For o t h e r  v a l u e s  o f  a  i t  does no t  appear  p o s s i b l e  to  d e r iv e  simple
c lo sed - fo rm  c r i t e r i a  fo r  p a r t i c u l a r  o r d e r in g s  to  ho ld .  For example,
d e t e rm in in g  whether  th e  d e n s i t y  f u n c t i o n s  c r o s s  once o r  t h r e e  t imes
in v o lv e s  th e  s o l u t i o n  o f  a t r a n s c e n d e n t a l  e q u a t io n  (except  when
a = 1) , and in  any case  d e t e rm in in g  t h e  number o f  t im es  th e  d e n s i t y
f u n c t i o n s  c r o s s  does no t  lead  t o  t i g h t  c r i t e r i a  f o r  d e c id in g  i f  an
o r d e r i n g  h o ld s .  A s t o c h a s t i c  o rd e r  can ho ld  when th e  d e n s i t y  fu n c t i o n s
c r o s s  t h r e e  t i m e s .  To i l l u s t r a t e  t h e  d e f i c i e n c y  in  t a k i n g  th e  l a r g e s t
va lu e  o f  y such t h a t  th e  d e n s i t y  f u n c t i o n s  c ro s s  once as th e  c r i t i c a l
va lue  f o r  a s t o c h a s t i c  o r d e r i n g  t o  h o ld ,  c o n s id e r  the  case  when (2.26)
i s  t h e  e x p o n e n t i a l  d e n s i t y  f u n c t i o n  ( a = l )  . The d e n s i t y  f u n c t i o n s
c r o s s  t h r e e  t im es  i f  (2.27) has  a t  l e a s t  one s o l u t i o n  (y > logo /2T r-G  /  2 ) ,
2 2t h e  d e n s i t y  f u n c t i o n s  c ro s s  a t  ze ro  (y > -2a  log a / 2 tt) , and
2
y + a > 0 . Otherwise  the  d e n s i t y  f u n c t i o n s  c ro s s  once.  For 
a > 1 / / 2 tt t h e  maximum va lu e  o f  y such t h a t  th e  d e n s i t y  f u n c t i o n s  
c ro s s  once i s
(2.29)  yQ = log(a/2rf)  - o2/2 .
The f o l l o w in g  t a b l e  compares th e  v a l u e s  g iven by (2 .29)  w i th  th e  
n u m e r i c a l l y  de te rmined  c r i t i c a l  maximum va lue  y f o r  which,  when 
a i s  g iven ,  F G i f  and on ly  i f  y ^  yc .
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TABLE 2. 2.
P0 = log(Gv/2TT )-G2/2 c r i t i c a l  va lu e  yc
1 .419 .661
2 .266 .419
3 - .032 .082
4 - .3 8 8 - .2 9 7
In th e  absence o f  an e x a c t ,  c l o s e d  form method we can c o n s id e r  a 
num er ica l  approach which fo l low s  th e  approach o f  Example 2 .7  (o f  
a d j u s t i n g  t h e  l o c a t i o n  pa ram e te r  u n t i l  th e  p a r t i c u l a r  o r d e r i n g  j u s t  
h o ld s )  . This  approach can be a p p l i e d  t o  th e  comparison o f  any two 
d i s t r i b u t i o n  f u n c t i o n s ,  p ro v id ed  t h a t  a t  l e a s t  one o f  th e  d i s t r i b u t i o n s  
has  a l o c a t i o n  p a r a m e te r .
The a lg o r i th m  used t o  de termine  t h e  c r i t i c a l  v a lu e s  o f  th e  l o c a t i o n  
p a r a m e te r  was based  on the  i t e r a t i o n
(2.30) xn+1 = G ' h c x ^  , n = 1 , 2 , . . .
where t h e  x*s are r e s t r i c t e d  to  a f i n i t e  i n t e r v a l  which c o n t a in s  
a l l  t h e  c r o s s i n g  p o i n t s .  I f  !xn+i " xn l < £/ 2 » where e i s  the  
d e s i r e d  maximum e r r o r  in  t h e  c r i t i c a l  v a lu e  o f  t h e  l o c a t i o n  pa ram ete r  
th e n  a " c r o s s i n g "  i s  s a id  t o  have o c c u r r e d .  A h a l f  i n t e r v a l  s ea rch  
i s  conducted  u n t i l  t h e  e r r o r  in  the  c r i t i c a l  va lue  o f  th e  l o c a t i o n  
p a r a m e te r  i s  l e s s  t h a n  e/2 . Unlike th e  Newton-Raphson t e c h n iq u e ,
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the above algorithm will readily handle the situation where the
distribution functions do not cross.
The above algorithm determines the critical value of the
s tlocation parameter for ^ . It may be modified to determine
the critical values of the location parameter for <c and <cv 
by finding all roots of F = G and using the extended Karlin- 
Novikoff cut criteria to determine whether or not one of the 
above orderings holds. However such a program would be quite 
slow.
Table 2.3 gives values of yc such that F <StG if and only if
2y < Pc , for several values of a and a .
TABLE 2.3. SOME CRITICAL VALUES OF y
1 2 3 4
1 .661 .419 .082 -.297
2 1.62 1.663 1.524 1.299
3 2.367 2.642 2.664 2.566
The behaviour of the main diagonal of the above table can be explained
by the fact that when the variances are equal (a = a  ) the distribution
functions first touch near the median, which increases by about the same
as the jump in a (c.f. tables of the quantiles of the X distribution).
It is noteworthy that the above numerical approach can be readily 
s tapplied to the < -comparison of other distribution functions.
There are other indirect approaches to the comparison of distribution 
functions which rely on the properties of the partial orderings. For
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example, we can use the convolution property (if X ^  Y and Z is
independent of X and Y then X + Z Y + Z); in conjunction
with results for the comparison of normal and exponential distributions
this gives conditions for the comparison of normal and Erlang
distributions (gamma distributions with a = integer). However Table
2.3 shows that this approach does not give tight results. For example, 
2with N(y,o ) and G(a) denoting, respectively, normal and gamma
s trandom variables with parameters as indicated, N(.661,1) ^ G(l) and
N'(.661,1) + N"(.661,1) = N(1.322,2) <St N(1.663,2) <St G(2) .
Similarly it can be shown that the use of the transitivity property 
does not lead to tight bounds.
For certain comparisons the convolution property does lead to 
exact results. Consider the use of Bernoulli and Poisson distributions 
to derive the conditions for the comparison of binomial and Poisson 
distributions.
Clearly
Bernoulli(p) Poisson(A) if and only if (1-p) ^ e  ^ ,
s tso that by the convolution property of <
Binomial (n,p) Poisson(X) if (1-p) ^ e .
But the condition (l-p)n > e ' is of course necessary as (l-p)n is 
equal to the probability that the binomial(n,p) random variable takes
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th e  va lu e  0 and e  ^ i s  equa l  t o  th e  p r o b a b i l i t y  t h a t  th e  Poisson(X) 
random v a r i a b l e  t a k e s  th e  va lu e  0 , so t h a t
B inom ia l (n ,p )  Poisson(X) i f  and on ly  i f  ( l - p ) n > e .
c cvIn o rd e r  t o  c o n s id e r  t h e  ^  and < comparisons o f  b inom ia l  
and Po is son  d i s t r i b u t i o n s  we i n t r o d u c e  t h e  f o l l o w in g  te rm in o lo g y .  For 
a r e a l  v a lu ed  random v a r i a b l e  X w i th  d i s t r i b u t i o n  f u n c t i o n  F ,
00 00
J ( 1 - F ( t ) ) d t  = J ( t - x ) d F ( t )  = E(X-x) + , x £ 1  , 
x x
and E(X-x)+ i s  a f u n c t i o n  o f  x known as the  mean r e s i d u a l  l i f e t i m e  
f u n c t i o n .  S i m i l a r l y
x xf F ( t ) d t  = J ( x - t ) d F ( t )  = E(x-X)+ , x G R ,
-00  «00
and E(x-X)+ i s  known as th e  mean used  l i f e  f u n c t i o n .
From the  comparison o f  mean r e s i d u a l  l i f e t i m e  fu n c t i o n s  f o r  B e r n o u l l i  
and Po isson  d i s t r i b u t i o n s  i t  i s  apparen t  t h a t
B e r n o u l l i ( p )  <c Poisson(X) i f  and on ly  i f  p < X ,
and t h i s  c o n d i t i o n  i s  j u s t  the  r e l a t i o n s h i p  between expec ted  v a l u e s
cwhich must ho ld  f o r  < . I t  fo l low s  from th e  c o n v o lu t io n  p r o p e r t y
o f  t h a t
B inom ia l (n ,p )  <C Poisson(X) i f  and on ly  i f  np < X .
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The comparison of mean used life functions shows that if 
Binomial(n,p) ^CV Poisson(A) then (l-p)n > e  ^ , but this 
condition guarantees a stochastic ordering, so that
Binomial(n,p) ^CV Poisson(A) if and only if (l-p)n ^ e  ^ .
In other comparisons, the convolution property leads to useful, 
although not exact results. Consider the comparison of two binomial 
distributions. Clearly
Bernoulli(p^) <St Bernoulli(p^) if and only if p^ < p? .
s tIt follows from the convolution property of < that for n = 1,2,..
s tBernoulli ( n ^ )  < Binomial(n,p2) if and only if p^ ^ P2
Further, the non-negativity of the binomial random variable leads to 
the monotonicity relation, valid for all p in (0,1) ,
s tBinomial(n^,p)< Binomial(n^,p) if and only if n^ ^ n2 .
Thus by the transitivity of <St it follows that
s tBinomial(n^,p^) < Binomial(n^,p2) if n^ < n^ , p^ ^ P2 ,
however this latter condition, although sufficient, is not necessary.
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TABLE 2 .4 .
COMPARISON CONDITIONS ORDERINGS
Normal vs Normal
F ' (x) = — -—  exp{-(x-y ) 2/2a2} 
o / 2 n  1 1 y l ^  y 2 ’ G 1 °2
F < St G
G ’(x) = — -—  exp{-(x-y9) 2/2a2 } 
o 2/2tt y i ^  y 2* ° 1 < 0 2
F < C G
y i ^  y 2 , °1 < °2 F > CV G
Gamma vs Gamma
F ’ (x) = Xa xa_1 e_Ax/r(a) a <  3, A >  y F < St G
G'(x) = y 3 x 3'1 e _yx/r(3) a <  3, a A _1 >  3y-1 F > C G
A <  y, aX 3y-1 F < CV G
Exponential vs Exponential
F(x) = 1 - exp{-A(x-a)} a <  3, X >  y F < St G
G(x) = 1 - exp{-y(x-3)} y, a + A-1 <  3 + y"-1 F < C G
a <  3, a + A-1 <  3 + y
-1 F ^ CV G
Gumbel vs Gumbel
F(x) = exp{-e ^X A^ a } a = 3, X <  y F < St G
G (x) = exp{-e"('X _y)/3} a <  3, A + ay <  y + 3y F G
a <  3, X+ ay ^  y + 3y F > CV G
where y = .5772 (Euler1s constant)
F(x) = 1 - exp{-e^X A^Aa } a = 3, X <  y F < St G
G(x) = 1 - exp{-e^x_y^ 3 } a <  3, ay - A <  3y - y F < C G
a 3, ay - X ^  3y - y F > CV G
where y = .5772
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Weibul1 vs Weibul1
F(x) = 1 - exp{-Axa} a = 3, A > y
G(x) = 1 - exp{-yx' } a< 3, m > m F G
OL <  ß , m < m r G
where m = A ^/ar(l+ar
mG = y'1/ßT(l+ß'1)
Normal vs Exponential
F’(x) = — -—  exp{-(x-y)^/2a^}
g/2tt See Example 2.8.
G(x) = 1 - exp{-A(x-a)}
Gumbel vs Exponential 
F(x) = exp{-e
See Example 2.9.
G(x) = 1 - exp{-A(x-a)}
F (x) = 1 - exp{-e X ^ }
See Example 2.10
G(x) = 1 - exp{-A(x-a)}
Gamma vs Weibull
F' (x) = Xa xa  ^ exp{-Ax}/r(a)
o 1 ß See Table 2.1
G’ (x) = y3 x exp{-yx^}
F <St G 
¥ > C G 
F <CV G
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§2.3 THE PRESERVATION OF ORDERINGS
We begin this section by considering classes of mappings which 
generate a partial ordering (see Definition 3.1). We then discuss 
the relationship between a generating class for an ordering 
and the set of transformations which preserve . In §2.3.1 we 
examine conditions for orderings to be preserved under the operations 
of convolution, taking mixtures, and taking order statistics, and in 
§2.3.2 we derive a general class of partial orderings which shows 
that the number of possible partial orderings is infinite.
We begin by defining a property that certain partial orderings 
possess.
DEFINITION 3.1. A partial ordering ^  is generated by a class 
of mappings K^ if
(3.1) E (cj)(X)) < E(c(> (Y)) for all <j> e K± iff X Y ,
provided that the expectations exist.
We make the assumption (for the rest of this section) that 
the ordering satisfies
X Y =* EX < EY .
When this is so, we say that the ordering has property E (see
st c cvStoyan (1977)). We note that each of the orderings ^ ^ < and
has property E . Under this assumption, if the identity mapping 
is not in K^ then we can augment K^ by adding the identity mapping,
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and still have a generating class. We will consequently assume that 
the identity mapping is in K  ^ . We denote the closure of K  ^ with 
respect to composition by K^ .
We now define order-preserving transformations. Order-preserving 
transformations are fundamental to the derivation of bounds and 
inequalities for model quantities.
DEFINITION 3.2. A transformation 0 is said to be order-preserving 
with respect to (or - preserving) if (J)(X) ^  (Y) for all
X, Y such that X Y .
We will use the symbol FA to denote the set of - preserving 
functions. Then for each , FA is non-empty (it must contain 
at least the identity mapping), and FA is closed under composition 
(for each X, Y with X Y we have X Y =* $(X) <j)(Y)
^ ijjc})(X) (Y) , for all ip, cj> E FA).
The following theorem gives generating classes for the orderings 
considered in §2.2 (that is, <C, <cv and <^) . The theorem
also indicates the reason for the names convex ordering and concave 
ordering. Before giving this result, however, we require the following 
definition (see, for example, Feller (1971, p.224 and p. 439), Feller 
also indicates the relationship between completely monotone functions 
and the moment problem).
DEFINITION 3.3. A function f on [0,°°) is said to be completely
monotone if all the derivatives of f exist and (-l)nf ^ (x) ^ 0 for
each n = 1,2,..., and for all x G [0,°°) . (Here f ^  (x) denotes 
t hthe n derivative of f evaluated at x.)
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THEOREM 3.4. (i) (Stoyan (1972)). The stochastic ordering is
generated by the set of monotonic increasing functions on R .
(ii) (Stoyan (1972)). The convex ordering is generated by the set 
of monotonic increasing convex functions on R . (iii) (Stoyan 
(1972)). The concave ordering is generated by the set of monotonic 
increasing concave functions on R . (iv) (Reuter and Riedrich 
(1980)). The Laplace-Stieltjes transform ordering is generated by 
the set of real-valued functions which have completely monotone 
derivatives.
We will omit the proofs since they are contained in the 
references (see also Stoyan (1983)).
It is worth noting that in each case the class of generating 
functions consists of order-preserving functions. Also of interest 
is the following type of result, which is analogous to (3.1);
(3.2) E(cf>(X)) < E(<|)(Y)) for all X <1 Y iff <J> e £ .
This leads us to the following proposition.
PROPOSITION 3.5. If K^ satisfies (3.2) then c K .
PROOF. Since is assumed to have the property E , it follows
from (3.2) and the definition of order-preserving mappings that
<J> e Hi => 4>(X) c 1 (J)(Y) for all X <1 Y
=* E (<f> (X)) < E (cj)(X)) for all X <1 Y 
" G K± .
5 5 .
Thus the proposition is proved.
Condition (3.2) will in general need to be verified for each 
generating class. The references given in Theorem 3.4 establish 
that (3.2) holds for each of the generating classes given in the 
theorem. It follows from Proposition 3.5, and the observation 
that K  ^c H^ for each of these generating classes, that in each 
case . Clearly it follows that each of these classes K^
is closed, since H  ^ is closed. This may also be verified directly, 
of course. (For the closure of the class of completely monotone 
functions, see, for example, Keilson (1979, Proposition 5.4D).)
From Definition 3.2 we have
PROPOSITION 3.6. The following statements hold:
(3.3) <t>(x) 4>m for all <j) e H.i iff X Y ,
(3.4) <KX) c 1 <t>(Y) for all X <i Y iff <t> 6 Hi .
PROOF. Statement (3.3) follows from the definition of order
preserving mappings, and the fact that the identity mapping is in H. 
Statement (3.4) is identical to the definition of the class of order­
preserving mappings.
Note that (3.3) is analogous to (3.1), and (3.4) is analogous to
(3.2).
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PROPOSITION 3.6b. If ^  has the property R (see Definition 
3.13,p. 59) then H  ^ = K  ^ if and only if
(3.4b) E(4>(X)) < E(c|)(Y)) for all 4> E H± implies X <1 Y
PROOF. This follows from (3.1) and (3.3).
As an example of the use of this proposition, we note that by 
taking 4> (X) = max(X-x,0) condition (3.4.b) holds for <C .
The following propositions examine the relationships between 
the classes of order-preserving functions and generating classes.
PROPOSITION 3.7. If K. generates ^  then c .
PROOF. Since K  ^ is closed and generates , it follows that
X C 1 Y => E(M>(X)) < E(#(Y)) for all 4> e K±
=> <})(X) 4>(Y) for all (p E K.
Thus K. C H. .l l
The following corollaries follow immediately.
COROLLARY 3.8. If K. is closed then K. c u. .l l i
If K  ^ is closed and satisfies (3.2) then K  ^ = H^COROLLARY 3.9.
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We also have
PROPOSITION 3.10. If H . contains a generating class , then 
H ^ is a generating class.
PROOF. We give two proofs. The second proof is a chain of 
elementary deductions based on (3.1) and (3.3), while the first 
proof makes interesting use of the composition of two mappings.
(I) Consider the composition of i|\> ^  K. and cj) G . For all 
(j> £ we have
E(#(X)) < E(#(Y)) for all e K o (j>(X) <J)(Y)
so that by (3.3),
E(#(X)) < E(#(Y)) for all ip e # X Y .
Thus the composition of mappings in K . and H ^ forms a generating 
class for . But since JL contains the identity mapping, kh C
and H ^ is closed, it follows that the set of compositions of 
mappings in K  ^ and is equal to H ^ . Thus H ^ is a generating
class.
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( I I )  From (3 .1 )  and (3 .3 )  we have
( 3 . 5 )  E(<J>(X)) < E(0Y)) f o r  a l l  (j) G K±
°  X <1 Y
o  ip(X) < ip(Y) f o r  a l l  ip e  H±
=> E (ip(X)) < E (ipY) ) f o r  a l l  ip e  H. .
Note t h a t  (3 .5 )  does n o t  imply t h a t  C k  . Suppose t h a t  we had a 
b a s i s  f o r  ( t h a t  i s ,  a minimal s e t  which g e n e r a t e s  ^ )  or  a b a s i s
f o r  K  ^ (a  minimal s u b s e t  o f  K^  which has a c l o s u r e  c o n t a in in g  K/) 
the n  we cou ld  have (3 .5 )  h o ld in g  w i th  C . (These bases  a re  
minimal i n  th e  sense  t h a t  no p r o p e r  s u b s e t  has  th e  d e s i r e d  p r o p e r t y . )  
For example,  c o n s id e r  t h e  mappings 0^ given  by
( 3 .6 )
0 , t  < x
0 ( t )  = x v J
t 1 > t  >  X ,
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s tthen < is generated by (see, for example, Stoyan
(1977)) and {0 :xe S} clearly does not contain all monotonic 
increasing functions.
Returning to the theorem, if K^ C fib we have that the converse 
of (3.5) holds so that
EOKX)) < E (ip(Y)) for all ij; G H. =* X Y .
By (3.3) it follows that (assuming has property E)
X Y =* E(ip(X) ) < E (ip(Y) ) for all ip e H±
so that ^  is generated by H . .
We then have the following corollaries.
COROLLARY 3.11. If K . is closed then H. is a generating class.
This follows immediately from Propositions 3.7 and 3.10.
COROLLARY 3.12. If ^  has a closed generating class then H^
is the largest closed generating class.
§2.3.1 Preservation of Orderings under Operations
Transformations of random variables are not the only operations 
of interest to the stochastic modeller. In this subsection we consider 
the preservation of orderings under the operations of convolution, 
mixtures of random variables,and taking order statistics.
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We use the symbol D to denote the set of distribution functions 
on H . One family in D which is of particular interest is the 
family of Dirac distributionsthis consists of all the mappings 
defined by (3.6) } thus the family of Dirac distributions is given by 
{0t:tei} .
The following properties of orderings are of interest:
DEFINITION 3.13. (Stoyan (1977)). An ordering has the
property R if for x,y e HL , x < y => 0^ 0^ .
This definition implies that if has the property R then it is
ordered in an analogous manner to the set of real members. Note that 
the orderings considered in §2.2 all have the property R , and this 
explains why the order-preserving classes consist of non-decreasing 
functions.
DEFINITION 3.14. (modified from Stoyan (1977)). An ordering 
has the property C on the set H c D if for all He//
F G => F*H G*H , F,G £ D } (F*H denotes the convolution of F 
and H) . We say that is preserved with respect to convolutions
on H .
In addition to these properties, we define the following two 
properties.
DEFINITION 3.15. An ordering has the property M if for
F,G e D such that F <1 G it follows that F 3F + (1-3) G aF + 
(l-a)G G , for 0 < a < 3 ^ 1 . We say that the ordering 
is preserved under mixtures.
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DEFINITION 3.16. An ordering ^  has the property 0 if
F G =► F. <1 G. , n > 1 and j = l,2,...,n . Here F. (G. )jn jn J ’ ’ jn^  jn
this the distribution function of the j order statistic in a sample 
of size n from a population with distribution function F(G) . We 
say that the ordering ^  has the order statistics property.
We then have the following propositions.
PROPOSITION 3.17. (Stoyan (1977)). If the ordering is
generated by the class of mappings Tsh which is closed under translation, 
then has the property C on D .
PROOF. (Stoyan (1977)). For F^, F^, G G D with F^ F^ and 
f E. K. we havel
J f W d C F p G )  (x) 00 oo/ J f (x+y)dF1(x)dG(y)
_ C O  —  CO
oo 00 oo
< / / £(x+y)dF2(x)dG(y) = J f(x)d(FyG) (x) ,
-OO -00 -00
provided that the integrals exist. Thus has the property C on
D .
We also have the following elementary result, which was used 
implicitly for the comparison of binomial and Poisson distributions.
PROPOSITION 3.18. If ^  has the property C on D , then for
the distribution functions F, G such that F <1 G it follows that
Fn* i n*^ G for n = 1,2,.. n*., (where F and n*G denote the
n-fold convolution of F and G respectively).
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PROOF. By assumption, the result is true for n = 1 . Suppose
that it is true for i = l,2,...,n - 1 , then for all F , G £
pn * = p(n "-*-)** f G^n-^  * F  Gn *
which proves the result.
PROPOSITION 3.19. If has a generating class then has
the property M .
PROOF. This follows from the definition of the Riemann-Stieltjes integral 
and the assumptions that F ^  G and f 6 1  , since for 0 ^ a ^ 3 ^ 1 ,
E(f(X)) = JfdF = aJfdF + (B-a)/fdF + (l-B)/fdF
< a/fdF + (B-a)JfdF + (l-3)/fdG = /fd(3F+(l-B)G)
< a/fdF + (B-a)/fdG + (l-B)/fdG = /fd(aF+(l-a)G)
< a/fdG + (B-a)JfdG + (1-3)/fdG = /fdG = E(f(Y)) .
PROPOSITION 3.20. Suppose that G is strictly monotonic increasing
s t(so that G is invertible), then F ^ G implies that the order
statistics satisfy F. G. for all j = l,2,...,n and n = 1,2,... .
J jn jn J >
PROOF. This will be proved in a more general setting in §2.4 (Theorem
4.7) .
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C C VThe orderings ^ and ^ do not have property 0 ,
p f* Vfor all real-valued random variables EX < X and X < EX . 
However we do have the following result (recall the notation 
of Definition 3.16).
PROPOSITION 3.21. If F G then F <c G , and ifnn nn
then F <CV G.In In
PROOF. If F G then
0° OO
/ (1-F(t))dt< j (l-G(t)) dt , for all x ,
x x
so that
j (F(t)-G (t) )dt > 0 , for all x . 
x
Consequently, for any non-negative, non-decreasing function 
such that the integral is well-defined, we have
OO
J h(t) (F (t)-G(t))dt ^ 0 , for all x . 
x
since
F <CV G
h(t)
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In particular, let h(t) = (F(t)n 1 + F(t)n ^G(t)+... 
then h(t) satisfies the above criteria and we have
J (F(t)n-G(t)n)dt ^ 0 , for all x . 
x
This may be rewritten as
J (1-F(t)n)dt < f (1-G(t)n)dt , for all 
x x
0
provided these integrals exist. Thus F < G r nn nn
cvproof may be used to establish the result for <
+ G(t)n_1) ,
X ,
An analogous
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§2.4 ORDERING IN DISPERSION AND OTHER ORDERINGS
In this section we review the literature on ordering in 
dispersion and on the tail (or star) ordering, and we present some 
new results for the tail ordering. We also list some other orderings 
which have been considered in the literature, and show that all the 
orderings considered in this section have the property 0 . All of 
these orderings take their simplest, most natural, forms when used 
to compare distributions which are absolutely continuous, although 
they may be applied to discrete distributions as well.
The dispersive ordering, or ordering in dispersion, has been 
considered by several authors recently. These authors appear to 
divide naturally into three groups. First there is the work of 
Bickel and Lehmann (1979), (written in 1975), and a subsequent paper 
by Oja (1981). In these works the dispersive ordering arises in 
discussions of measures of spread for statistical distributions.
In a second group there are the papers of Yanagimoto and Sibuya 
(1976) and (1980), which appear to be independent of the work of 
Bickel and Lehmann. Here the main concern was with the comparison 
of tails. These two groups appear to have a common heritage 
through the work of Doksum (1969), van Zwet (1964), and others. 
Finally, in a third group there is the work of Lewis and Thompson
(1981) and Shaked (1982), which arose out of work done by Saunders 
(1978) and Saunders and Moran (1978) on the comparison of intensities 
of point processes. Apart from a footnote added in proof to Shaked
(1982) , which acknowledges the work of Bickel and Lehmann, and also 
Oja, these three groups appear to be ignorant of each others 
existence. The term ordering in dispersion is apparently due to 
Lewis in an early draft of Lewis and Thompson (1981).
Before defining ordering in dispersion we must define the 
quantiles of a distribution function F . We will define the a
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quantile of F as
F_1 (a) := inf{x:F(x)>a} , (0,1) .
Then we have the following definition.
DEFINITION 4.1. We say that a distribution function F is 
smaller in dispersion than a distribution function G , written 
F <dlsP g , if
(4.1) F“1 (30 - F~1 (a) < G-1 ((B) - G_1(a) , for all 0 < a < 3 < 1 .
We also need
DEFINITION 4.2. An ordering ^  is invariant with respect to the 
transformation (p if X Y implies cf»(X) Y and X <j)(Y) .
Note that since the dispersive ordering is invariant with respect to 
shifts, that is, F =d^sP Fc , where Fc is defined as in §2.2, it 
follows that <^disP ps not a partial ordering. It is clear that it 
is a pre-ordering. Furthermore, ^disP is preserved by common 
changes of scale. It is a straightforward matter to standardize 
the dispersive ordering so that it is invariant with respect to 
scale, as well as location. For example, we may define the 
ordering ^d -^sP by p <^ disp ^ if
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F-1(B) - F~1(g) < G~X(ß) - G~1 (g)
_1 3 -11  ^  -13  -1 1 *F X(|) - F A(±) G i(|) - G A(|)
for all 0 < a <  3 < 1 .
(The choice of the inter-quartile range as the denominator is arbitrary, 
and other measures of spread could be used.) It will become apparent 
in Appendix 2 that we may use <^isP to measure kurtosis.
By assembling the various equivalent definitions of the ordering 
in dispersion given in the above-mentioned references we have
THEOREM 4.3. F <dlsp G iff
-1 -1(i) (various authors) when F and G are both differentiable 
we have
G’1(u) >  ^  F'hu) . for all u£(0,l) ,
or, equivalently,
(4.2) g(G 1 (u)) < f(F V)) , for all u£(0,l) .
Oja (1981, p. 160) also gives a series of conditions equivalent to (4.2).
(ii) (various authors) G ^(u) 
for u €E(0,1) .
F (u) is a non-decreasing function
(iii) (Doksum (1969), see also Oja (1981). Note that Doksum called
this ordering "tail order") G ^(F(x)) - x is non-decreasing in 
x , for x in the interior of the support of F .
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(iv) (Yanagimoto and Sibuya (1976)) there exists a non-decreasing 
function h defined on R such that Y has the same 
distribution as X + h(X) .
We omit the proofs since they may be found in the references, and 
in any case, are quite straightforward.
Before going on to study ordering in dispersion in more detail, 
we mention some closely related orderings. We begin with the 
tail ordering.
DEFINITION 4.4. (Yanagimoto and Sibuya (1980), see also Shaked
(1982)). The distribution function G is said to have a heavier tail
13. i 1.than the distribution function F , written F < G , if, provided 
F(0) = G(0) = 0 , we have
(4.3) F"1(3)/F'1(a) < G"1(3)/G'1(a) , for all 0 < a < 3 < 1 .
We will require the following definition.
DEFINITION 4.5. (See, for example, Doksum (1969).) A function f 
is starshaped on X C [O,00) if
f(bx) < bf (x) for all x,bx , 0 < b < 1 .
This is a weakening of the convexity condition. It follows from the 
definition that if f(0) < 0 and f is starshaped on [0,°°) then 
f(x)/x is increasing on [0,°°) . It also follows that a convex
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function passing through the origin is starshaped on [0,°°) , and 
that starshaped functions are superadditive on [0,°°) , (that is, 
f(x+y) > f(x) + f(y) for all x, y G [0,°°) : see Marshall and Olkin
(1979, p. 453)).
THEOREM 4.6. If F and G are distribution functions with
foil
support on [O,00) then F < G iff
(i) (various authors) log X log y #
(ii) (Yanagimoto and Sibuya (1980)) G ^(u)/F ^(u) is non-decreasing 
for u £ (0,1) .
(iii) (Yanagimoto and Sibuya (1976), see also Doksum (1969)) G ^(F(x)) 
is starshaped for 0 < F(x) < 1 .
(iv) (slightly modified from Yanagimoto and Sibuya (1976)). There 
exists a strictly positive non-decreasing function h defined
on (O,00) such that Y has the same distribution as X x h(X) .
Proofs are again omitted. They may be found in the references.
We note that this ordering is not invariant with respect to 
location; it is invariant with respect to scale changes. Further,
to i 1Yanagimoto and Sibuya (1980) have shown that X < Y iff 
Y-1 <tail X-1 .
If F and G are continuous distribution functions with G
strictly increasing on its support S„ , then we may also defineb
the following orderings (the cited references provide further 
information about the orderings).
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(i) (Doksum (1969)): Star ordering. If F(0) = 0 , then we say
* -1that F < G if G F is starshaped on Sp . By Proposition
^  "t 1 14.6 (iii) it follows that < is identical to < , see also
Deshpande and Kochar (1983).
(ii) (van Zwet (1964)): Convex ordering (this is not the same as
<C ) . F <CX G if G  ^F(x) is convex on S„ .r
(iii) (van Zwet (1964)): s-ordering (for symmetric distributions).
o _ IF < G if G F(x) is convex for x > x^ , where x^ is 
is the point of symmetry of F .
(iv) (Lawrence (1975)): Concave-convex ordering (a generalization
of <S ) . F <CC G if F(0) = G(0) = \ and G_1 F(x) is 
concave-convex about the origin.
(v) (Lawrence (1975), also Doksum (1969)): r-ordering (a
generalization of < ) . F <r G if F(0) = \ and G  ^ F(x)/x 
is increasing (decreasing) for x > (<)0 , on the interior of 
the support of F . Here the restriction of the medians is 
insignificant, since the ordering is translation invariant.
ex *If F(0) = G(0) = 0  , then F < G => F < G . We note that 
cxif F < G then F may be transformed into G by an increasing
5convex function. We also have that the ordering < is stronger 
r ccthan < and < . We will consider the interpretations of these
orderings in Appendix 2.
We have the following proposition, which was referred to in
§2.3,
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PROPOSITION 4.7. If an ordering depends only on the behaviour of
G , then the ordering has property 0 (that is, F ^  G =* F_.^  G_.^
for n ^ 1 and j = l,2,...,n) .
p v
PROOF. (Generalization of a proof of the result for ^ ^
given by Barlow and Proschan (1975, p. 108), and van Zwet (1964, p. 51).)
t hLet F. denote the distribution function of the j order statistic 3 n
in a sample of size n from a population with distribution function 
F . Then
F (x) = I(”)(F(X))1 (1-F(x))n‘1 
3 i=j
Bjn (F (x)) , say ,
and we may also write G^(x) = B_.^(G(x)) . Thus
GT1F. (x ) = (B. G(x)) XB. F(x) = G *F(x) jn jnv ; v jn v ^  jn  ^  ^  ^ ^
and hence G.^F. inherits all of the properties of G ^F jn jn r r
For example, if F <CX G then F_.^  <CX G ^  , for 1 < j < n , 
cxand so < has the property 0 . Thus by the use of the proposition
it follows that all of the orderings (i)-(v) have the property 0 .
Furthermore, if G is invertible then F <St G iff G F(x) > x
stfor each x € Sp and thus by Proposition 4.7 < has property 0 .
In addition, the convex and concave orderings of order k , as 
defined in Oja (1981), have the property 0 , and this implies 
that ancj also have the property 0 .
Note that Saunders(1984) has corrected a minor error in Shaked' 
proof of Theorem 4.8 and simplified the proof of the result given b 
Lynch, flimmack and Proschan(1983).
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Furthermore, for orderings depending only on G ^F it follows
that if F. G . (for any j) then F G .jn jn
More generally than Proposition 4.7, for orderings ^  which
depend only on G *F , if F ’(x) = h(F(x)) and G’(x) = h(G(x)) ,
where h is an invertible distribution function with support [0,1] ,
then F ’ and G* are ^-comparable. But note that h is a
transformation of distribution functions, rather than a transformation
of random variables, and that it was transformations of random variables
which were discussed earlier with respect to the preservation of
orderings. Further note that the invertibility of B_.^  follows from
s tthe conditions for ^ comparisons of binomial distributions given 
in section 2.2.
§2.4.1 More on the Dispersive and Tail Orderings
There are several results for <^ di-sP which carry through for <
Note that
•k
X < Y is equivalent to
t o i lX < Y , and that by Theorem
4.6(i) X <tail Y if and only if log X <dlSp log Y .
Let S(f) denote the number of sign changes of the function f 
on its domain X C £ (this notation is based on Karlin (1968)). We 
have the following characterization of ordering in dispersion.
THEOREM 4.8. (Shaked (1982), see also Oja (1981)). Let F and G 
be two distribution functions which are strictly increasing and 
continuous on their supports. Then F g iff
(4.4) S(Fc~G) < 1 , for every c G R ,
(or equivalently, see Oja (1981), S(A(.)-c)<l , for all c £ R, where A(x) = 
G F(x) - x, x£ Sp) , and when S(Fc~G) = 1, the sign sequence is -, + .
A proof of this theorem is given in Shaked (1982). Barlow and Proschan
•k
(1975), p.107) give a corresponding result for < . Note that Theorem 4.8
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has been generalized by Lynch, Mimmack and Proschan (1983).
THEOREM 4.9. (Barlow and Proschan (1975)). For distribution 
functions F and G with strictly positive support, we have that if
■k — _
F < G then F(x) (= l-F(x)) crosses G(ax) at most once as x 
increases from 0 to 00 , for each a > 0 , and it crosses from 
above.
The converse of this theorem also holds.
PROPOSITION 4.10. If for the distribution functions F and G 
with strictly positive support, F(x) crosses G(ax) no more than 
once as x goes from 0 to °° , for each a > 0 , and it crosses
kfrom above, then F < G .
PROOF. (This proof essentially follows the method used by Shaked 
(1982) to prove the corresponding result for <disP.) Fix a £(0,1), 
and set c^ = G (a)/F 1(a) and x ’ = G_1(a) . Let Fa (x) = F(x/a) 
for a > 0 , then F (x*) = F(G'i(a)/c p = a = G(x') . Now since 
F(x) crosses G(ax) at most once, and it does so from above, it 
follows that
c
(4*5) F a (x) < G(x) , for all x > x' .
- 1 cIf £ > a , then by (4.5) G_i(£) < x' , and so F a (G_1(£)) < £
Hence FCG'hg)/^) < g and so G'1 (g)/G'1 (a) F'1 (ß)/F“1 (a) ,
for all 0 < a < £ < l ,  which is equivalent to F < G .
A further characterization of the dispersive ordering is given
by
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PROPOSITION 4.11. (Shaked (1982)). Let F and G be two 
distribution functions with support [0,°°) which are strictly 
increasing and continuous on their supports. Then F g
iff F <St G and S(F -G) < 1  for all c > 0 , and when S(F -G) = 1 
the sequence of signs is -, + .
The proof is given in Shaked (1982).
*We now derive the corresponding result for <
PROPOSITION 4.12. Let F and G be two distribution functions 
with support (O,00) which are strictly increasing and continuous on 
their supports. Then F < G iff F G and S(F(x)-G(ax)) < 1 
for each a > 0 , and when there is a change of sign the change is 
from to + .
•kPROOF. First assume that F < G , that is
(4.6) F'1(ß)/F'1(a) ^ G'1(3)/G"1(a) for all 0 < a < ß < 1 .
Then if we truncate F and G at N , say, and let 3 -* 1 , we
have N/F 1(a) > N/G-1(a) or G_1(a) > F_1(a) . It follows that
F(a) > G(a) for each 0 < a < G(N) . Now letting N -> 00 it 
s tfollows that F < G . The implication on the sign changes follows 
from Theorem 4.9, and the converse of this proposition follows from 
Proposition 4.10.
Finally we have the following pair of results.
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THEOREM 4.13. (Shaked (1982), note that this result follows
immediately from Theorem 4.3 (iv).) Let F and G be absolutely
continuous distribution functions, and assume that their supports
S„ and Sr are intervals. Further, let X and Y be random
variables distributed according to F and G respectively. Then
F g iff there exists a function d) : S„ -> S0 such thatF G
Y = <KX)
and the derivative of 4 satisfies
(4.7) <J>* (x) > 1 , for all x £ S .r
Furthermore, if this is the case then <£>(x) = 0 F (x) , x £ S .r
The proof is given in Shaked (1982). By analogy with this proof of 
Shaked we establish
PROPOSITION 4.14. Let F and G be absolutely continuous
distribution functions, with strictly positive supports Sc and Sr ,r G
which correspond to the underlying random variables X and Y ,
★respectively. Then F < G iff there exists a starshaped function 
<f> : S„ S„ such thatr b
(4.8) Y = <J>(X)
and
75.
(4.9) log <J> (x) > 1/x , for all x G Sp , 
or equivalently,
(4.10) > 0 , for all x G Sp .
Furthermore, if this is the case then <f> (x) = G ^F(x) , x G  S .r
PROOF. Assume (4.8) and (4.9), then <f> is invertible as it is
strictly monotonic increasing. By (4.8) it follows that G(x) = F (cf>  ^(x))
so that <f> (x) = G ‘*'F(x) , x G  S .r
Fix a, ß with a < ß and let x^ = F ^(a) , x^ = F ^(ß) , so
that x^ < x^ . Then since $ (x) = G ^F(x) we have G ^(ß)/G ^(a) =
<j> (x2)/(j> (xp , and from (4.10), (j>(x2) AK*^) > x^/x^ . Thus
G"1(ß)/G"1(a) > F"1(ß)/F'1(a) .
■kIt follows that F < G .
* -1To prove the converse, assume F < G . Let c{>(x) = G F(x) , 
so that (4.8) holds. Now from the assumption that F < G and 
the definition of starshaped functions , it follows that G F(x)/x 
is increasing in x , and so for every x^ < x^
X2 -1 -1~  ^ G AF(x 2)/G AF(Xi) .
Thus x2//xl ^ (x2) 5 and (4.10) follows.
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Conditions for ^^-SP which depend on the densities of the 
distribution functions may also be given. See Shaked (1982). The
kcorresponding results will hold for <
§2.4.2 Some Comments on Ordering in Dispersion
Several points should be made in order to emphasize the strong 
restrictions imposed by # First of all, discrete and
continuous distributions are not < _ comparable (an example
is given in Bickel and Lehmann (1979, Example 2)). Secondly, it 
follows from Theorem 4.11 that if S„ and S are finite and equal 
then F < ^ SP g iff F = G . Thus, for example, beta distributions 
will not be <^^SP - comparable. Some examples of ^ ^ SP _ comparable 
distributions are given in Saunders and Moran (1978) and Shaked (1982).
Lewis and Thompson (1981) have proved that if F ^ ^ SP g and 
H has a logconcave density then F*H < ^ SP g*H . That is, ^ ^ SP 
has property C on the set of distribution functions which have 
logconcave densities. If H has a logconcave density then it is 
said to be dispersive. Following Ibragimov (1956) it follows that 
dispersive distributions are strongly unimodal, that is, their 
convolution with any unimodal distribution is unimodal. Examples 
of strongly unimodal distributions are the normal distribution, the 
gamma distribution with scale parameter ^ 1 , the exponential 
distribution and the Weibull distribution with shape parameter > 1 .
In order to determine the ^^-SP _ preserving transformations, 
we note that from Theorem 4.13 it follows that the invertible function 
\p preserves the ordering ^^-SP iff A- ^ g ^F ip  ^(x) > 1 for all
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x G S , (given that -j- G ^F(x) ^ 1). This condition is equivalentr CIX
to having 4;(G ^F(x)) > ijj(x) for every x ^ Sp (Shaked (1982, 
Remark 2.4)). From this it follows that multiplication by a positive 
constant preserves the ordering, but this is hardly surprising since 
<disP is invariant to such transformations. More importantly, 
perhaps, it also follows that the transformation ^(x) = x , with 
Y ^ 1 preserves .
We have already shown (Proposition 4.7) that has the
property 0 . It does not have property M , however, since for 
two degenerate distributions F and G we have F G and
F aF + (l-a)G ^^-SP g , which contradicts property M .
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APPENDIX 2. RESULTS ASSOCIATED WITH MATERIAL IN CHAPTER TWO
There is much more that can be said on the subject of partial 
orderings. In this appendix we list some results culled from the 
literature which are both interesting and suggestive.
In the first part we indicate the quantities which the various 
orderings we have considered so far may be regarded as measuring, and 
in the second part we examine properties of distribution functions 
which are either completely monotone or strongly unimodal. Those 
latter results are interesting in view of the relationship of these 
properties with various orderings.
A 2 .1. What do Orderings Measure?
The papers by Bickel and Lehmann (1975-1979), and the subsequent 
paper by Oja (1981) and the book by Staudte (1980), deal quite 
comprehensively with questions of how to measure certain characteristics 
of random variables, such as location and scale. Bickel and Lehmann, 
and Oja, also consider which orderings it is appropriate to use if 
we wish to order according to a particular characteristic. Table 
A2.1 is an attempt to summarize these papers.
Note that if we wish to discriminate between distributions then 
the choice of measures depends on the family of distributions under
consideration.
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Orderings may also have other interpretations. For example, in 
the context of reliability theory, X < Y has the interpretation 
that Z is smaller in mean residual life than Y (that is,
f VE(X-t)+ < E(Y-t) + , for all t E R) , and X ^ Y has the 
interpretation that X is smaller in mean used life than Y (that is, 
E(t-X)+ >E(t-Y) + , for all t E K.) . For discussions of the 
applications of orderings to reliability theory, see, for example, 
Stoyan (1977) and Barlow and Proschan (1975).
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A 2 .2. Properties of Certain Classes of Distribution Functions
The terms "completely monotone" and "strongly unimodal" have 
arisen naturally in the discussion of partial orderings. In this 
section we show how these terms may also be used to describe particular 
classes of distribution functions. It is hoped that the material 
given in this chapter may be used to clarify and develop ideas on 
partial orderings.
We begin with several definitions and then we give a theorem 
which indicates the relationships between the defined terms and 
complete monotonicity and strong unimodality.
DEFINITION A 2 .1. (See, for example, Karlin (1968).) A real-valued 
function K(x,y) of two variables ranging over the linearly ordered 
sets X and Y , respectively, is said to be totally 'positive of 
order r (abbreviated to TP^) if for all m = l,2,...,r and
xi < x2 < . . . < < y, <•..< y J 2 J m x. ei yie
we have the inequalities
X!,x2,* * * >xm
y l ,y2 >'**’ym
K(x1,y1) K(x1,y2) ..,K(x1,ym) 
K(x2,yx) ...
K(x ,y ) v m,ymK(V yi)
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If strict inequality holds for each m we say that K is strictly 
totally positive of order r (abbreviated STP ) .
Clearly TP^ => TP^ => TP^ ^  . ..^TP^ . As an example of totally 
positive functions we note that the one parameter exponential family: 
the functions
0 xf(x,0) = a(x)b(9)e , x G R , 0 G B
(for some subset B of R) are totally positive in x and 9 
(see Karlin (1968, p. 19)).
One of the principal results concerning totally positive functions
is the variation diminishing property.
THEOREM A2.2. (Karlin (1968)). Suppose g(x) = / K(x,y)f(y)da(y) ,
Y
where K(x,y) is TP^ . Then if f changes sign j < k - 1 times, 
g changes sign at most j times.
(Compare this with Proposition 2.11). Note that the number of sign 
changes is given by the supremum of the number of sign changes on 
finite meshes.
Another important class of functions consists of the Polya 
frequency functions.
DEFINITION A2.3. (See, for example, Karlin (1968).) If K(x,y) 
is a TP^ function which is expressible in the form f(x-y) with 
X = Y = R , then f is said to be a Polya frequency function of 
order k (abbreviated PFjJ • If the above condition is satisfied 
with X = Y = Z (the set of integers) then f is said to be a 
Polya frequency sequence of order k (abbreviated PF^) •
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Clearly if f is PF^ then f is TP^ . We also have
PF => PF => PF ,=►...=* PF„ .00 r r-1 2
We require also the following definitions.
DEFINITION A2.4. A function f on I c £ is logconcave
(logconvex) if f(x) > 0 for all x e X and log f is concave 
(convex).
DEFINITION A2.5. The distribution function F has an increasing 
(decreasing) failure rate (abbreviated IFR (DFR)) if F(x+y)/F(y) is 
decreasing (increasing) in y , for each x > 0 .
For differentiable distribution functions we then define:
DEFINITION A2.6. If F is differentiable, with support X c R ,
then the failure rate of F (also known as the hazard rate) is 
given by
hF (x) = F'(x)/(1-F (x)) , x e X .
The failure rate is very important in stochastic processes as a 
measure of conditional intensity.
The following results have been culled from the literature 
(where the proofs may be found). See, in particular, Barlow and 
Proschan (1975), Marshall and Olkin (1979), and Keilson (1979).
84.
THEOREM A2.7. Let F be a distribution function on R with 
a density function f , then on the support of F (which is 
necessarily an interval), we have
(i) f is PF =* f is PF0CO 2
o f
o  f 
o p
is strongly unimodal (=>all moments exist)
is logconcave
varianceis IFR ( (mean)
tails)
< 1 => at most exponential
° F is PF0 
^ F is logconcave
(ii) f is completely monotone
O
=>
o
o
=>
f is a mixture of exponential densities
f is logconvex on (O,00) (=* f is unimodal)
F is DFR ( ~»
F(x+y) is TP0 in x, y for x + y > 0
F is logconvex on (0,°°) .
Keilson (1971), (1981) gives some interesting examples of the 
application of the above ideas to the analysis of passage times in 
certain stochastic processes.
We also note the following results (see, for example, Barlow and 
Proschan (1975).
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(i) The convolution of IFR distributions is IFR, but DFR is not 
preserved under convolution.
(ii) Mixtures of DFR distributions are DFR, but IFR is not preserved 
under mixtures.
C Y(iii) F is IFR iff F < Exp(0,1) , and F is DFR iff 
F >CX Exp (0,1) .
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Chapter 3, MONOTONICITY FOR STOCHASTIC MODELS
In this chapter we consider some definitions of monotonicity 3 
both for model quantities and for operators. In the case of 
homogeneous Markov processes we show the equivalence of certain 
of these definitions. The purpose of this chapter is to illustrate 
the importance and the applications of the orderings introduced in 
Chapter 2.
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§3.1 INTRODUCTION TO MONOTONICITY
The concept of one stochastic process dominating another stochastic 
process is well established (see for example Doob (1953, p. 297)). This 
idea was developed by Kalmykov (1962) and Daley (1968) into the notion 
of stochastic monotonicity, which was then systematically generalized 
to other types of monotonicity, using various partial orderings (see 
for example Kirstein (1976), Kirstein, Franken and Stoyan (1977) and 
Stoyan (1983)).
There are two fundamental types of monotonicity, which Stoyan 
(1983) has described as "internal" and "external" monotonicity. We 
define these terms in full generality using an arbitrary partial 
ordering. The definitions given here are a distillation of the 
definitions given in the above references. Before giving 
the definitions of monotonicity, it is useful to recall the intuitive 
mathematical framework which was developed in §0.3. Let I be a 
stochastic model and let K^ .(t) be a time-dependent model quantity 
defined for all t in some index set T, usually thought of as time. 
Then K^(t) is assumed to be a measurable mapping of the set of 
realizations of the input distributions up to time t into a 
partially ordered set (J,<^). We only consider the case X C I. 
Further, let P denote the set of probability measures on F , a 
a-algebra of subsets of the underlying probability space Q , and let 
D denote the set of distribution functions corresponding to the 
probability measures in P . Clearly the K^t) are random variables.
The following definitions will be used as a basis for the 
comparisons dealt with in §3.2 and §3.3. We denote the constituent 
distributions of k  ^ by F^ , for the initial distribution, and F , 
F^,. .. for the component distributions (these may be multivariate
distributions).
87a.
DEFINITION 1.1. (See for example Stoyan (1972)). The random 
variables X and Y , with associated distribution functions 
F and G , respectively, are said to be ^-comparable if 
either F G or F ^  G , in which case we write X ^  Y or 
X Y , respectively.
We now give two definitions of monotonicity.
DEFINITION 1.2. The model quantity K^(t) is temporally - 
nondecreasing (nonincreasing) conditional on the initial distribution
t < u =► Kz (t |F ) ^  (^) k .^(u |Fq ) , for all such t , u G T  .
If this holds for all possible distribution functions F^ then we say 
that Kv(t) is temporally ^  - nondecreasing (nonincreasing) .
This definition corresponds to Stoyan (1977)'s definition of 
internal monotonicity. A model quantity which satisfies Definition 
1.2 is sometimes said to be - nondecreasing (nonincreasing); see 
also Definition 1.8. We note that Definition 1.2 depends explicitly 
only on the initial distribution and not on the component distributions.
DEFINITION 1.3. A model quantity K^ .(t) is - nondecreasing 
(nonincreasing) with respect to the constituent distribution,
j =0,1,2,..., if for any - comparable constituent distribution
functions F. and G. , we have 3 1
F. G. => Kv (t I Fn ,F . . . ,F . ,F . ,F . ,,...) j j Ev 1 0* 1 ’ j-1 j j + 1 ’
K2;(t|F0 ,F1,...,F ,G.,Fj + 1 ,..0 , for all 1 S T
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This is Stoyan (1977)'s definition of external monotonicity. In 
particular, if j = 0 in the above definition then we say that the 
model quantity K^(t) is ^  - nondecreasing (nonincreasing) with 
respect to the initial distribution. If this holds for the stochastic 
ordering then the process is said to be stochastically monotone.
Despite the claim of Kirstein, Franken and Stoyan (1977, p. 42), 
Definition 1.3, with j = 0 , does not appear to imply Definition 1.2 
in the case of homogeneous Markov chains. This is because it is 
necessary to assume the comparability of the process at time t and 
at time u , since it does not follow from Definition 1.3.
It follows from these definitions that model quantities having 
the same structure, but different constituent distributions, may be 
compared. It is thus clear that monotonicity depends on the 
structural properties of the model quantities, and is therefore 
an extremely useful method for obtaining bounds and comparisons for 
model quantities, particularly when they are algebraically complex.
We note that the state of the model may be regarded as a model quantity.
Following on from these definitions, we say that the model 
quantity is - monotone3 in one of the above senses, if it is 
either - nondecreasing or - nonincreasing, in the particular 
sense. We may also say that the model quantity is strictly - 
nondecreasing/nonincreasing/monotone, in a prescribed sense, if 
strict orderings hold wherever appropriate in the definition.
Clearly if is preserved by the class of functionals H^ ,
then the functional «^(t) is - monotone (in the sense of one 
of the above definitions) if it is in the class , with respect 
to the particular arguments. For example, if «^(tlFg) is an - 
preserving function of F^ then it is ^  - monotone with respect to
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the initial distribution. It follows that in such cases we may apply
the results of §2.3. For example, the time to reach 0 in a non-
negative Markov chain on {0,1,2,...} which is ^ - monotone with
strespect to the initial distribution is itself ^ - monotone with
respect to the initial distribution, since the passage time is 
monotonic increasing with respect to the initial state. Note that 
this example relies on 0 being an extreme point of the state space.
Definitions 1.2 and 1.3 may be used as a basis for defining one 
model quantity to be ^  - smaller (larger) than another model quantity, 
in one of the above senses. In what follows we assume that the model 
quantities and have the same structure (see §0.3).
DEFINITION 1.4. The model quantity is ^  - smaller than the
model quantity if
K^(t) ^(t) > for aH  t G T .
Equivalently, we say that is - larger than .
This leads to the following definitions.
DEFINITION 1.5. The model quantity is - smaller (larger)
than the model quantity k~ conditional on the initial distribution
Kj(t|F0) O 1) k2 (t IFq) , for all t s  T .
DEFINITION 1.6. The model quantity is - smaller (larger)
t Jlthan the model quantity with respect to the j component if
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Fj G. «■ KjftlF.) «S1 O 1) K2(t|G ) .
Note that Definition 1.6 is satisfied for the initial distribution 
when Definition 1.5 holds and k  ^ is - nondecreasing (nonincreasing) 
with respect to the initial distribution. The following condition holds 
when Definition 1.5 is satisfied and is temporally - non­
decreasing (nonincreasing) conditional on the initial distribution.
D E F I N I T I O N  1.7. The model quantity is temporally - smaller
(larger) than the model quantity conditional on the initial
distribution when
t < u =* K (t |F ) O 1) K?(u|F0) , for all such t, u G T .
These definitions, when used in conjunction with the material on
the preservation of orderings in Chapter 2, lead to bounds and inequalities
for model quantities. Most of the comparisons in the literature relate
to stochastically monotone model quantities, that is, model quantities 
s twhich are < - monotone conditional on the initial distribution. See,
for example, Daley (1968) and Stoyan (1983). A survey of results for 
other types of orderings is given in Stoyan (1983), see §3.3 for some 
examples.
§ 3 . 1 . 2  C o m p a r a b i l i t y  C o n d i t i o n s  and M a r t i n g a l e s
The purpose of this subsection is to demonstrate how partial 
orderings can provide a natural setting for martingales. We start
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by extending Definition 1.2 of temporal comparability. Let {F^t eT} 
be an increasing sequence of sub-a-fields of subsets of the underlying 
probability space , then
DEFINITION 1.8. The stochastic process {X(t),F } is temporally 
^-nondecreasing (nonincreasing) if for all s ^ t
X(t| Fs) >X «*) X(s|Fs) = X(s) .
This definition is strongly related to internal monotonicity
(Definition 1.2), but is quite distinct as it eliminates the fundamental
role of the initial distribution. Furthermore, if has the property
E (that is, X Y => EX < EY) then {X(t),F } is a submartingale
(supermartingale). Moreover, if {X(t),F^.} is a submartingale then
it is temporally <C - increasing and if (X(t),F^} is a supermartingale
cvthen it is temporally < - decreasing, see for example Chung (1974,
p. 320). Note that (X(t),F } is a submartingale if and only if 
{-X(t),F } is a supermartingale, and X <C Y if and only if 
-X ^ - Y . We have shown that a stochastic process is a submartingale
(supermartingale) if and only if it is temporally < - increasing
(< - decreasing). A related result, but without the crucial converse,
is given by Stoyan (1983, p. 59).
This characterization of martingales provides an interesting 
interpretation of known results. Certain inequalities can be replaced 
by convex or concave orderings (depending on whether the underlying 
process is a supermartingale or a submartingale). The following lemma
is illustrative.
LEMMA 1.9. Let {X(t),F } be a supermartingale and S and T 
two bounded stopping times such that S ^ T a.s. Then X(S) and 
X(T) are integrable and
X(S) >cv (X(T)|FS) a.s.
(For the classical form of this result see, for example, Dellacherie
cvand Meyer (1982, p. 7)). As the process is < - decreasing, the
result is straightforward. Such optional stopping theorems are 
clear consequences of the temporal monotonicity of the underlying 
stochastic process.
In the case of discrete parameter martingales it is clear that 
the process (X(t)}. _ 1 9 forms a well-ordered chain. For
csubmartingales such a chain is ^ - increasing. If the mean of the
non-negative sequence (X(t)} 1 9 has an upper bound equal tot - i , z ,. ..
m1 then the sequence (X(t)} , ? is ^ - increasing and
1 L — 1 , Z , . . .
dominated by the random variable Y with distribution function
m
fl - — - , for y > m l 
P(Y<y) = \ y
0 , elsewhere.
Unfortunately the random variable Y does not have a finite mean so 
that this approach is not powerful enough to establish the 
martingale convergence theorem.
It would be instructional if the monotonicity of supermartingales 
could be used to establish the martingale convergence theorem. 
Unfortunately this is not possible as, in general, the stochastic process 
is not bounded above by an integrable random variable. However if we
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place an additional constraint which ensures integrability, such 
as assuming a finite second moment, then the limiting distribution 
is bounded above by an integrable random variable and under such a 
condition the martingale convergence theorem holds.
If the submartingale has a bounded second moment m^ then it is 
dominated by the random variable Y with distribution function
P(Y<y)
y > 0 2)2
0 , otherwise
which does have a finite first moment.
Thus {X(t),F } is an increasing sequence, bounded above by 
a distribution in i/.
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§3.2 MONOTON IC ITY FOR HOMOGENEOUS MARKOV PROCESSES
Using the mathematical framework and the notation of the previous 
section, we define an operator T on the set of probability measures P 
as a mapping T : P -* P . For example, the one-step transition matrix 
of an homogeneous discrete time, discrete state Markov chain is an 
operator (on the appropriate set of probability measures). More 
generally, the transition functions of discrete time homogeneous 
Markov chains and the infinitesimal generators of continuous time 
homogeneous Markov processes are operators.
We will use the following definitions (see Stoyan (1977)).
DEFINITION 2.1. An operator T on P is - monotone if for all 
Pl’ P2 E P Pi ^  P2 * we ^ave ^  ^P2 ’
s tIn particular, if T is < - monotone then we say that T is a
stochastically monotone operator. Keilson and Kester (1977) have 
shown that stochastically monotone operators are characterized by 
their preservation of stochastically ordered probability vectors 
under premultiplication, and also by the fact that they preserve 
the monotonicity of components when postmultiplying by vectors.
They also show that stochastic matrices which are totally positive 
of order 2 (see Karlin (1968)) are stochastically monotone.
DEFINITION 2.2. (Stoyan (1977)). The operator T^ is ^  - smaller 
(larger) with respect to P G P  than T2 if P (^)T^P . If
this holds for all P G P  then we simply say T^ is - smaller 
(larger) than , and write T. Q^")T 2 •
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st • •If < T2 then we say that fs dominated by T  ^ or T^
dominates T^  .
For discrete time Markov chains, if T is ^  - monotone then 
? 2  implies that TnP^ TnP2  for n = 1,2,... (see, for
example, Daley (1968, p. 308)).
We say that the process is uniformizable (see Keilson (1979)) if 
the hazard rate of the transition function is bounded. Uniformizability 
is assumed in order to ensure that it is meaningful to talk about 
monotonicity (we wish to ensure that there are only a finite number 
of events in a finite interval).
Although the following result follows immediately from the 
definitions, it is nonetheless important in its own right, and it 
supersedes results of previous authors (for example Kirstein, Franken 
and Stoyan (1977)) who considered each ordering individually and in detail.
PROPOSITION 2.3. The operator of a uniformizable homogeneous 
Markov process is - monotone if and only if the underlying model 
quantity is - monotone with respect to the initial distribution.
PROOF. The result follows immediately from Definition 1.3 and 
Definition 2.1.
If we let p „  denote the one-step transition probabilities 
from state i to state j of a discrete Markov chain and
F.(x) I p.. then we have the following corollaries (note that 
j < x  1 3
a discrete time Markov chain is necessarily uniformizable).
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COROLLARY 2 . 4 .  I f  ^  has  th e  p r o p e r t y  R , the n  f o r  a d i s c r e t e  
t i m e ,  d i s c r e t e  s t a t e  Markov cha in  w i th  an - monotone t r a n s i t i o n  
o p e r a t o r  ( o n e - s t e p  t r a n s i t i o n  m a t r ix )  we have
( 2 . 1 ) F. (or  ^ ) F ^  , fo r  a l l  j < k
l  Pu  > Fk (x) = I
£ < x  K £ < x
o n e - s t e p  t r a n s i t i o n  p r o b a b i l i t y .  (We may t h i n k  o f  the  rows o f  the
where F . (x )  
3
p^£ and p^_. deno tes  the
t r a n s i t i o n  m a t r i x  as be ing  < - monotone w i th  r e s p e c t  t o  t h e  i n i t i a l
s t a t e .)
PROOF. Since by assumpt ion T i s  - monotone,  we have f o r  a l l  
^ l ’^2 G ^  w i th  , t h a t  TV^ TV  ^ . In p a r t i c u l a r ,  i f
P^ = i  w i th  p r o b a b i l i t y  one and V^ = j w i th  p r o b a b i l i t y  one,  where 
i  < j , t h e n  TV ^  and TV^ a re  th e  i  and j rows o f  the  
t r a n s i t i o n  m a t r i x ,  r e s p e c t i v e l y ,  and th e  r e s u l t  fo l low s  immedia te ly .
COROLLARY 2 .5 .  C onverse ly ,  i f  ^  has  th e  p r o p e r t y  M and the  
rows o f  t h e  t r a n s i t i o n  m a t r i x  s a t i s f y  ( 2 . 1 ) ,  th e n  the  t r a n s i t i o n  
m a t r i x  i s  - monotone.
PROOF. This i s  immediate from th e  d e f i n i t i o n s .
Although t h e s e  r e s u l t s  appear  t r i v i a l  in  t h i s  g en e ra l  s e t t i n g ,  
t h e y  were t h e  s u b j e c t  o f  p a p e r s  by Kalmykov (1962) and Daley (1968) 
in  t h e  s p e c i a l  case o f  t h e  s t o c h a s t i c  o r d e r i n g  and K i r s t e i n  (1976) 
f o r  ^  ^  and ^
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Analogous results hold for the transition functions of discrete 
time, continuous space Markov chains, and the infinitesimal 
generators of continuous time Markov processes. For continuous time 
Markov processes, the proofs rely on the corresponding embedded 
discrete time chains being similarly ordered.
We also have the following theorem, which is similar to Theorem
2.3.
THEOREM 2.6. Let T^ and T^ be the operators (transition 
functions or infinitesimal generators) of two uniformizable homogeneous 
Markov processes. Then T^ is - smaller than T  ^ with respect 
to P iff the corresponding Markov processes are - smaller with 
respect to the distribution function F(x) = P(-°°,x], (in the sense of 
Definition 1.5).
PROOF. This follows immediately from Definitions 1.4 and 2.2.
Examples of stochastically monotone processes may be found in
Keilson and Kester (1977) and Stoyan (1977).
As an example of stochastic monotonicity consider the usual
Galton-Watson branching process. As the number of offspring per
individual is non-negative, independent and identically distributed it
s tis clear that the rows of the transition matrix satisfy F. < F,1 k
for all j ^ k , so that by Corollary 2.5 the transition matrix is
stochastically monotone.
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§3.3 FURTHER APPLICATIONS OF MONOTONICITY
In §3.2 we discussed briefly the application of monotonicity to 
homogeneous Markov processes. Monotonicity arguments may of course 
be applied to other types of stochastic models, and in this section 
we will mention some of these other applications.
As a simple example of the application of monotonicity, consider
LEMMA 3.1. For stationary renewal processes and with
inter-event times given by and F^ respectively, such that
F^ <st F^ , it follows that
N^(t) >st N^Ct) , for all te(0,°°) ,
where LL(t) is the number of events of in an interval of
length t , i = 1,2.
PROOF. This result follows immediately since Pr (>h (t) ^  n-1) =
l- v f m ,  i = i,2.
c cvThere is no corresponding version of Lemma 3.1 for < or < because 
the integrability conditions are not satisfied.
Whitt (1981) gives several more sophisticated results for renewal 
processes and semi-Markov processes using orderings of the intensities 
of the counting processes. For example, Whitt considered the effect 
of operations such as thinning,deletion and superposition on the 
orderings. Whitt (1981) also used various orderings based on conditional
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failure rates and the time between events to evaluate the effect 
that ordering the inputs of various queueing models has on the 
comparability of the outputs. He used these orderings to quantify 
various relationships between waiting, service and inter-arrival 
times for some general queueing models. These ideas may also be 
applied to other models. For example, if the times between events 
of two semi-Markov processes are ^  - comparable and if the 
transition functions are ^  - comparable then we may be able to 
make some useful comparisons of the outputs, according to some 
ordering. Work has been done on the ordering of semi-Markov 
processes by Sonderman (1979a, 1979b, 1980), Kirstein (1978) and 
Whitt (1981). For example, Sonderman (1980) gives conditions for a 
semi-Markov process to be stochastically monotone.
Stoyan (1983) considers many applications of monotonicity to 
stochastic models (see also Keilson (1979)). Brown (1980, 1981) 
examined the comparison of renewal processes, and van Doom (1981) 
considers birth and death processes and also discusses the notion of 
long run stochastic monotonicity. As an example of the application 
of monotonicity, consider the following examples, which come from 
Daley and Rolski (1984).
PROPOSITION 3.2. If the generic service time random variables 
S' and S" of two M/G/l systems satisfy S' <C S" , and the arrival 
rates A* and A” satisfy A' < A" , then the corresponding
s t"stationary waiting-time random variables W*, W" satisfy W' < W" .
PROPOSITION 3.3. If the generic interarrival time r.v.s. T ’ and 
T" of two GI/M/k systems satisfy T' ^cx T" and the service rates
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y’ and y" satisfy y' > yM , then the corresponding stationary 
waiting time random variables W’ and W" satisfy W  < W" . 
Proofs are given in Daley and Rolski (1984).
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Ch a p t e r 4. METRICS FOR D I S T R I B U T I O N  F U N CTIONS
In seeking to describe the -proximity of two objects it is 
natural to consider metrics. In this chapter we examine 
the use of metrics in the comparison of distribution functions.
We begin by giving some fundamental definitions for metrics3 and 
then in the second section we list some of the key metrics for 
comparing real-valued random variables. Finally3 in the third 
section3 we obtain bounds on the supremum metric for the distance 
between discrete non-negative random variables. These results 
improve upon those of Daley (1980).
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§4.1 INTRODUCTION
Metrics defined on the space of probability measures provide a 
natural and practical framework for describing the "closeness" both 
of distribution functions and of functions of distribution functions. 
In the latter context they can facilitate the description of the 
behaviour of model quantities: for example, they can be used to
obtain bounds and inequalities.
The first two sections of this chapter do not contain any new 
material. They are intended to provide background information about 
probability metrics for use in §4.3 and in Chapter 5.
There is an extensive literature on probability metrics (see for 
example Zolotarev (1976, 1979, 1983), Staudte (1980), Huber (1981)). 
Let F denote the set of distribution functions on R and X denote 
the set of random variables in R . We define a probability metric as 
follows.
DEFINITION 1.1. The function d : F x F -> R+ is a probability
metric on F if for all Fl> f2 > F 3 in F >
(i) d(Fr F2) > 0 , with d(F F ) = 0 if and only if
F1 ■ F2 >
(ii) d(Fr F2) -d(p2,FX) ,
(iii) d(F1 ,F2) <  d(Fx•P3> ♦ d(F3,F2) .
Probability metrics may also be defined in terms of random variables 
(see for example Zolotarev (1976)).
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DEFINITION 1.2. The function d : X x X -> is a probability 
metric in the space of random variables defined on the probability 
space (Q,F,P) if for all X^ , X0, X^ in X ;
(i) p(x1=x2) = 1 *  d f Xj.xp = 0 ,
(ii) d(X1 ,X2) = d(X2 ,X1) ,
(iii) d(XlfX2) <  d(x1 ,x3)d(x3 ,x2) .
To investigate the relationships between these definitions, let 
(Q,F,P) be a probability space sufficiently rich to enable a random 
variable U : ^ [0,1] to have
P { ( jo: U ( w ) <  x} = x , (0<x<l) .
Then any random variable X : Q -> R defines a distribution function F ,
which in turn defines a class of random variables for which 
* -1X (u£) = F (U(u0) is a particular representative element, with ther
property that
d(F,G) = 0 o d(Xp,X^) = 0 .
In other words, the metric on probability measures on B(H0 is 
equivalent to the metric on these representative elements of 
equivalence classes of random variables. Thus we are free to 
discuss probability metrics for either random variables or distribution
functions.
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A probability metric is said to be simple if it depends only on 
the marginal distributions of the random variables; otherwise the 
metric is said to be compound (Zolotarev (1976)). All of the metrics 
which we consider here are simple.
Zolotarev (1976, 1979, 1981, 1983) has considered probability 
metrics on random variables in some detail. In particular, he has 
studied such classes of metrics as regular metrics, perfect metrics, 
ideal metrics and minimal metrics. Only regularity is required for 
this chapter.
DEFINITION 1.3. A metric d on X is regular on X r c X if 
for any random variables X,Y and Z £ X' with X and Y 
independent of Z we have
(1.1) d(X+Z,Y+Z) < d(X,Y)
A metric is strongly regular on X' if (1.1) holds without the 
requirement that X and Y are independent of Z .
If a metric is regular on X' , then it is subadditive on X ’ , 
since for all X^,X2, Y^,Y2 £ X ’ we have
(1.2) d(X1+X2,Y1+Y2) < d(X1+X2,Y1+X2) + d(Y1+X2,Y1+Y2)
< d(X1,Y1) + d(X2,Y2) .
Following Royden (1968), for example, we have that to each 
metric space (P,d) there can be associated a topological space
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(PjT)  where T i s  th e  fam ily  o f  open s e t s  in  ( P , d) . This  
to p o lo g y  i s  c a l l e d  th e  m etric  to po logy3 and a to p o lo g ic a l  space 
which i s  a s s o c ia t e d  w ith  some m e t r ic  space in  t h i s  manner i s  s a id  
to  be m e tr iza b le .  I f  two m e t r i c s  induce th e  same topo lo g y  on a 
space th e n  th e y  are  s a id  to  be e q u iv a le n t.
We say t h a t  th e  topo logy  T ’ i s  weaker th a n  th e  topo logy  
T i f  T ' C T . The weak topology  f o r  P i s  th e  weakest topo logy  
on P such t h a t  th e  mapping, from P in to  R , which maps 
P -* /ipdP i s  c o n t in u o u s  fo r  a l l  bounded and co n t in u o u s  ip • Such 
a topo lo g y  n e c e s s a r i l y  e x i s t s  ( s e e ,  f o r  exam ple, Royden (1968, p .  1 4 4 )) .
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§4.2 SOME EXAMPLES OF METRICS
In this section we list some metrics for probability measures on 
R . Let A denote the set of intervals of the form (-°°,x] , x G R , 
and B denote the set of Borel sets of R . Let P denote the set of 
probability measures on B , and D denote the corresponding set of 
distribution functions. We will assume that F^(x) = P^(-°°,x] ,
x £ R , i = 1,2, denotes a pair of arbitrary distribution functions 
in D . The following metrics have been considered in the literature; 
see, for example, the references given for each metric.
(i) The supremum metric (also known as the uniform metric or the 
Kolmogorov metric).
Reference: Staudte (1980).
This metric is defined by
dsup (F. p2) = sup xeJ f 1Cx )-f 2(x )|
or, equivalently,
dsup Cpi»p2> sup |P1(A)-P2 (A)| A&A
The metric space (Djd^^) i-s complete, but it is neither separable 
nor compact. (For the meanings of these terms see, for example, either 
Kelley (1955) or Royden (1968)).
(ii) The total variation metric (also known as the complete variation 
metric).
Reference: Staudte (1980).
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The distance in total variation is given by 
dTV(P1,P2) = sup |P1(B)-P2(B) I
If the distribution functions and have corresponding densities
f^  and f^ , then
00
dTV(P1,P2) = \\ |f1(x)-f2(x)|dx .
-OO
Again the metric space generated by this metric is complete, but 
neither separable nor compact. The total variation metric induces a 
stronger topology than the supremum metric, (see, for example, Staudte 
(1980)). Clearly d ^ P ^ )  > dsup(Pr P2) *
(iii) The Levy metric
References: Staudte (1980), Huber (1981)
The Levy distance is given by
dL (F15 F2^  = 0:F2C(i) *x-5D-6< Fi Cx) < f2 Cx+6) +6 , for all x}
The metric space (£>,d^) is complete and separable, and compact.
Further, convergence in the Levy metric is equivalent to weak
convergence: the Levy metric is therefore said to metrize the weak
topology. The topology induced by d^ is strictly weaker than the 
topology induced by dg •
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(iv) The Prohorov metric (also known as the Levy-Prohorov metric) 
References: Prohorov (1956), Dudley (1968), Rachev (1981), Huber
(1981).
Let (X,d) be a complete and separable metric space (ZCR) f 
and let B be a a-algebra of subsets of X . We define the closed 
6-neighbourhood of B e £ by
= {x GI:inf d(x,y) <6} . 
yGB
Then the Prohorov metric is given by
dp(P!,p 2 D = inf{6 ^ OiP^B) <P2(B6) +6 , for all B e B] .
The metric space (P,dp) is complete and separable and metrizes the 
weak topology (that is, it metrizes the same topology as d ) .L
There are many other probability metrics, for example, the 
Skohorod metric (see Skohorod (1956), Billingsley (1968) or Whitt 
(1981)), and the Bounded Lipschitz metric (see Dudley (1968), or 
Huber (1981)). Some general references which consider probability 
metrics include Staudte (1980) and Zolotarev (1981). For a general 
discussion of some applications of metrics, see, for example, Dudley 
(1976).
§4.3 BOUNDS FOR THE SUPREMUM METRIC
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In this section we investigate general bounds for the distance 
between two non-negative integer-valued random variables, based on the 
binomial moments of the distributions. We also consider bounds on dsup
between particular distributions. At the end of this section there is a 
brief note on bounds for some other metrics, including a few references.
It is highly desirable to have simple bounds for the metrics 
introduced in §4.2, since it is readily apparent from the definitions of 
the metrics that the exact distances may be difficult to calculate. In 
this section we give upper bounds for one of these metrics, the supremum 
metric.
For integer-valued random variables X and Y, Daley (1980) has 
shown that if X and Y have finite second moments
(3.1) d (X,Y) < !EX-EY| + i(EX(X-l)+EY(Y-l)) .
Inspection of this result suggests that a better upper bound might be
obtainable by using higher order moments, much as more terms of a power
series expansion leads to improved approximations. In this section we
make such an attempt for non-negative integer-valued random variables
and conclude that while the bounds may indeed be improved, it is not
possible to give a simple series type expansion which improves the bound;
instead our expression for the bound becomes increasingly complex. The
main difficulty which prevents simple general bounds is that the bounds
are not monotonic decreasing in the number of assumed moments.
We introduce the following notation; let m a n d  mjf-j be 
t hthe i factorial moments of X and Y respectively, i = 0,1,2,..., 
(that is, = EX(X-l) ... (X-i+1) , and similarly for m'^) » let
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a. and b. denote the i binomial moments of X and Yl l
respectively, i = 0,1,2,..., (that is, a^ = mj-^/i! , and 
similarly for b^) . Note that from the definition of the 
factorial moments it follows that for non-negative integer-valued
°o
random variables a^ = 1 , and a^ = £ (^)p. , i = 1,2,...,
1 j=i 1 J
and similarly for b^ . The inequality at (3.1) can be rewritten 
as
d (X,Y) < a -b, + (a0+b~) ,sup ' l l 1 v 2 2J 9
and our first object is to show that it may be tightened to
d (X,Y) < la.-b.l + max(a0,b0) . supv * J ' l l 1  ^ 29 2
Proposition 3.1 is fundamental; it uses the elementary 
inequality
(3.2) j a-bI = max(a-b,b-a) < max(|a|,|b|) , if ab > 0 .
PROPOSITION 3.1. For non-negative integer-valued random variables 
(3.3) d (X,Y) < max(|F(0)-G(0)I, |F(l)-G(l)|,...,
|F(j-l)-G(j-l) I , l-F(j) , l-G(j)),
j = 1,2
108
P R O O F .  For j  = 1 , 2 , . . .
sup |F ( k ) - G ( k ) |  = sup I ( 1 - G ( k ) ) - ( 1 - F ( k ) ) |  
k>j k>j
<  sup m a x ( l - F ( k ) , l - G ( k ) ) , by (3 .2 )  
k>j
= m a x ( l - F ( j ) , l - G ( j ) ) ,
by th e  m o n o to n ic i ty  o f  th e  d i s t r i b u t i o n  f u n c t i o n s .  The p r o p o s i t i o n  
fo l lows  im media te ly .
From (3 .2 )  and th e  m o n o to n ic i ty  o f  d i s t r i b u t i o n  f u n c t i o n s  i t  
a l s o  fo l low s  t h a t  f o r  j = 1 , 2 , . . .
(3 .4 )  m a x ( l - F ( j ) , 1 - G ( j ) )  >  m a x ( | F ( j ) - G ( j ) | , 1 - F ( j + 1 ) , 1-G(j +1)) ,
and t h i s  im p l ie s  t h a t  t h e  bound g iven  by (3 .3 )  i s  t i g h t e n e d  as we 
i n c r e a s e  t h e  number o f  te rm s .
I t  i s  w e l l  known t h a t  i f  a < 00 , the n  f o r  k = 0 , 1 , . . . , n-1n
(3 .5 )  pk = " I ' '  ( - l F  Ck; j ) V j  + Rn 
3=0
00
where 0 <  ( - l ) n ^ ^  (J1) ak J n k n
( s e e ,  f o r  example,  F r ech e t  (1940) o r  Daley and Narayan (1 980 ) ) .  
S ince a^ = 1 , i t  f o l low s  t h a t  (when a^ <°°)
1 - a :  <  F (0) < 1 - a :  + a 2
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and from a similar inequality for G(0) it follows that 
-(a1-b1) - b2 < F(0) - G(0) < -(a1-b1) + a2 .
Noting that all binomial moments are non-negative, it follows that 
|F(0)-G(0)I < Ia^-bjJ + max(a?,b2) .
Now it is elementary that
l-F(l) = P2 + P3 +...< (2)p2* +-" = a2
and similarly that l-G(l) < b2 , so it follows from Proposition 3.1 
that
(3.6) dsup(x,y) < Ia1-b1I + max(a2,b2) .
For non-negative integer-valued random variables the bound
given by (3.6) is better than the one given by (3.1).
N x N- x
Let X 'v binomial(N,p) , that is P(X=x) = (x)p (1-p)
x “ Xxx = 0,1,2,...,N , and Y 'v Poisson(Np) , that is P(Y=x) = X e /x! . 
These may of course be compared using Proposition 3.1; however it is 
instructive here to consider the application of the general bounds 
derived from the supremum metric. Let ai be the 1 factorial
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t  hmoment o f  b inom ia l  (N,p) and be th e  i  f a c t o r i a l  moment
N
o f  Poisson(Np)  th e n  a^ = ( i ) p 1 and b^ = (Np)1/ i !  , i  = 0 , 1 , 2 , . . .  . 
Using (3 .6 )  i t  f o l low s  t h a t  dsup(X,Y) < l (N p )2 . However, the  
supremum m e t r i c  i s  r e g u l a r  s in c e
| P ( X+Z<t )  - P ( Y + Z ) < t ) |  = I  P(Z=s) | P(X< t - s ) - P ( Y <  t - s )  I
s=0
< sup | P( X< s ) - P( Y< s) I 
sX)
so t h a t
d (X+Z, Y+Z) < d (X,Y) , s u p v J sup
and hence t h e  supremum m e t r i c  i s  s u b a d d i t i v e .  Consequent ly  d (X,Y) < 
2
Np /2  , which ag rees  w i th  th e  bound given  by S e r f l i n g  (1978).  We 
c o n s i d e r  bounds f o r  t h e  d i s t a n c e  between o t h e r  p a i r s  o f  d i s t r i b u t i o n  
f u n c t i o n s  l a t e r .
The r e s u l t  (3 .6 )  may be ex tended  in  two d i r e c t i o n s  (assuming 
t h e  e x i s t e n c e  o f  h ig h e r  o r d e r  moments ) :
( i )  u s in g  h ig h e r  o r d e r  te rms i n  th e  e x pans ions  o f  the  d i s t r i b u t i o n  
f u n c t i o n s ;
( i i )  c o n s i d e r i n g  t h e  bound in  (3 .3 )  w i th  j > 1 .
As a consequence o f  t h i s ,  the  fundamental  q u e s t i o n  we seek  t o  answer 
i s ,  g iven  th e  f i r s t  n moments, what i s  t h e  b e s t  bound we can o b t a i n
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f o r  dsu p ? We show how t h i s  r e s u l t  may, in  th e o ry ,  be 
o b t a i n e d .
From th e  d e f i n i t i o n  o f  b in o m ia l  moments i t  fo llow s  t h a t  f o r  
n o n -n e g a t iv e  i n t e g e r - v a l u e d  random v a r i a b l e s
(3 .8 ) l
j = i
ci)Pj
J
I
k=i
k-1
4 - i J I (bJ)Cl-F(j)) , i > l  ,j= l
and in v e r t i n g  th e  l e f t - h a n d  p a r t  o f  t h i s  we have (p ro v id ed  t h a t  th e  
in v e r s io n  i s  p o s s ib le )
(3 .8 )  ' I  ( - D
j - k
j - k (?) a .  k j 0 , 1 , 2 , . . .
s e e ,  f o r  example, Daley and Narayan (1980). This  may a l s o  be d e r iv e d  
from th e  p r o b a b i l i t y  g e n e ra t in g  f u n c t io n ,  see  (3 .1 4 ) .  However, th e s e  
e x p re s s io n s  assume t h a t  a l l  b in o m ia l  moments a re  known and f i n i t e .  
This  w i l l  n o t  always be th e  c a s e .  We now d e r iv e  upper and lower 
bounds f o r  p^ , assuming t h a t  th e  f i r s t  n b inom ia l moments a re  
known and f i n i t e .
From (3 .5 )  i t  fo l low s  t h a t  <  (>)0 i f  n-k  i s  odd (even)
Thus
(3 .9 )
I  ( - l ) j ' k d ) a  <  pk < Y ( - l ) j ' k d ) a  ,
j=k J j=k J
Y  ( - D j ' k 4 ) a i < P k < I  ( - l ) j ' k (?)a  ,
j - k  J j=k
(n-k) odd ,
(n-k) even .
S ince  F(k) = Pq + P]_ +***+ Pj, » we may use (3 .9 )  to  o b ta in  upper and 
low er bounds fo r  F(k) i n  th e  obvious way.
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k n-1
Let n-l ’ I I ( V ' M j a .  .’ i=0 j=i 1 3 then
for n even, k even
n. ,n- [ Q +Q +---+(k-V]an < F(k) -Ck;n.1 < [ g +c2v . . . +(p]an ,
for n even, k odd
-[(?) + (")+...+(k)]an < F(k)
for n odd, k even
<F(10 c, , < [ Ö  + Ö  + -.- + (,,n1)]a ,k,n-l L 1 3 ^k-l'J n 3
for n odd, k odd
-rn n^[<o> 9 ...tvia^Ftk) - ^ < [(>$♦...♦(
Furthermore,
(3.10) ck ,n-l
n-l k . . .I a I c-iF-hh
j=0 3 i=0
n-l k
l a i(-i)j-i[(h})+c;i-1na„ +
j=k+l 3 i=0
1  ^Y a C - D ^ V ' 1)
j =k+l 3 k
1 - d.k,n-l 5 say
^ 
3
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Since (^ ) = (| j) + X X )  > it follows that for (n-k) even
(3.11a) V n - l  - an X ^  *= 1 - F«  < dk,n-l + an Xn ^  1=0 * 1=0
and for (n-k) odd
(3.11b) dk,n-l - an X  (" ^  ^  ’ F(k) < dk,n-l + an j „  ^  1=0 1=0
These bounds can, however, be improved. We have the following result 
which was given for bounded random variables by Frechet (1940, p. 59). 
It is essentially a generalized Bonferroni inequality, see, for 
example, Galambos (1975) and (1977) .
THEOREM 3.2. For non-negative integer-valued random variables with 
tVifinite n binomial moment we have
(i) for (n-k) even
(3.12a) dk n < 1  - Fk < d k,n-1 • “ d
(ii) for (n-k) odd
(3'12b) V n - l  * 1 - F«  < •
where d^n = £ a.(-l)J ( ^  ) > as given by (3.10). This is
j=k+l -1
equivalent to having cL < (>)1-F(k) if (n-k) is even(odd) .
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P R O O F .  We give t h r e e  p r o o f s .  The f i r s t  d e r i v e s  th e  c u r io u s  i d e n t i t y  
a t  th e  top  o f  p .  115, th e  second i s  based  on B o n fe r ro n i - ty p e  i n e q u a l i t i e s ,  
and the  t h i r d  makes use o f  g e n e r a t i n g  f u n c t i o n s  and b in om ia l  moments.
(I)  The f i r s t  d e r i v a t i o n  in v o lv es  e x p r e s s in g  the  b inom ia l  moments
a.  i n  te rms o f  t h e  p r o b a b i l i t i e s  p. . I t  fo l lows  from the  f i r s t  
J J
h a l f  o f  (3 .8 )  t h a t
m i n ( i ,n )
l
i=k+l  J' j=k+l 
n i
l  Pi
i
l P i . 1 \
I  l c-ijj-k-1(b(jk1) - I Pi Z (-DJ-,t-1(b():b
k+1 j =k+l J K i=n+l 1 j=k+l  J K
j - k - l r i .  r3 ~ i '
n i - k  . , . , . . . i - k - 1  . , . _ . . ,
J - l r i - l  A V r t O - 1 A - U f J + k - L
w  + i i +2 +
oo n-k n —k
+ l  P iU + I .
i=n+l j = l  J K 1 K j = i  l +k k
( s i n c e  ( j )  = ( V j )  + C1 : 1) , and (*) = 0  f o r  j > i )
pk+i + l ppo + I c-id'kjTbd^'1)}
i=k+2 j = l  K  ^ k
00 i - 1  n -k -1  . . , i
+  I  P i U  l  c - i ) J c i +k£ 1) ( J t " 1 ) >  .
i=n+l  £=n j = l  J k_i  K
i - kr  i i  — 1 "5 +k — 1
(as i  ( - 1 ) J (• +k _ i ^ J k ) = 0 f o r  i /  k +1 , and p ro cee d in g
j= l
y y 1v1 £ n" H  i A-kl Pi+ I Pi l Q I (-Dky)
i=k+l  1 i=n+l 1 £=n j = l  :
by in d u c t io n )
i=k + l
ii oo i_ i
Y ( - .^n-k- l  y Y ,-£n r £ - k - l .
L  Pi  + ( - 1] . I  . P i  I  (k K n - k - P  •i=n+l £=n
(u s in g  t h e  method a p p l i e d  t o  ( 3 . 1 0 ) ) ,
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and t h i s  comple tes t h e  p ro o f .  Note t h a t  i n  t h e  course  o f  t h i s  p r o o f  
we have proved th e  r a t h e r  cu r ious  i d e n t i t y
l
j =0
m F ci+k+l j +k + l ) ( 1 .
( I I )  The second d e r i v a t i o n  a l s o  uses  ( 3 . 8 ) ,  b u t  t h i s  t ime we use  th e
second h a l f  o f  (3 .8 )  t o  exp res s  t h e  b inom ia l  moments a^ i n  terms
o f  th e  d i s t r i b u t i o n  f u n c t i o n s  F. .k
From (3 .8 )  we have
■ . I  £ (j;[)(l-F(i))
j=k+l  1=3 J
00 m i n ( i , n )  . . , . , . .
= I(i - F ( i ) ) ( - lF '^ V r b d 'b
i=k+l j=k+l J
I ci-F(i)) c1"1) (-i)J' K' icpyp
i=k+l k j=k+l
j - k - 1 r i - k - l .
i=n+l j =k+l
1 - F(k + 1) + C - U ------- I  ( 1- F ( i ) ) ( 1 ' 1) ( ^ k ' p
i=n+l J
The p ro o f  i s  e s s e n t i a l l y  th e  same as t h a t  g iven  i n  Galambos (1977) 
f o r  bounded random v a r i a b l e s .  Galambos a l s o  g ives  s l i g h t l y  improved 
bounds f o r  1-F(k+1) .
( I l l )  F i n a l l y  we g ive  a t h i r d  d e r i v a t i o n  by means o f  g e n e r a t i n g  
f u n c t i o n s .  Let f ( s )  be th e  p r o b a b i l i t y  g e n e r a t i n g  f u n c t i o n  o f  
t h e  random v a r i a b l e  X ( d e f in e d  f o r  | s |  < 1) . I f  a l l  moments
a re  known and f i n i t e ,  t h e n  we may w r i t e  t h e  T a y lo r  s e r i e s  expans ion  
o f  f ( s )  about  s = 1 as
(3 .14)  f ( s )  = 1 + 1  ( s - l ) J a
j = l  J
( s e e ,  f o r  example,  Daley and Narayan (1980 ) ) ,  and i f  on ly  t h e  f i r s t  
n moments a re  known (and f i n i t e ) , then  we may w r i t e
n-1
(3.15) f ( s )  = 1 + I  ( s - l p a .  + ( s - l ) n f  (s)
j = l  J
f o r  some f u n c t i o n  f  (s)  t h a t  i s  w e l l  d e f in e d  whenever a > 0 .n n
By Daley and Narayan (1980,  Theorem A), and u s in g  b inomia l  r a t h e r
th a n  f a c t o r i a l  moments, i t  fo l low s  t h a t  i f  0 < a < °° f o r  somen
p o s i t i v e  i n t e g e r  n t h e n  f n ( s ) / a  i s  a p . g . f . ,  and i t s  b inomia l  
moments a re  g iven by
®k = an+k/ a n ’ k = 0 , 1 , . . . , n -k  
( f i n i t e  o r  i n f i n i t e ) .
In p a r t i c u l a r ,  i f  n = 1 and 0 < a^ < °o , th e n
OO CO
a l f  1. (s)  = a : 1 ( l - f ( s ) ) / ( l - s )  = I  ( a : 1 I  p ) s k
k=0 j=k+l J
( s e e ,  f o r  example,  F e l l e r  (1968,  v o l .  I .  p.  265)) i s  t h e  p . g . f .  o f  th e  
d i s t r i b u t i o n
OO
f  - 1 r
a i ^ Pjj=k+l 3
** ii o
 
1—
■ 
K
)
0 elsewhere
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which has  t h e  b inom ia l  moments a^ = a ^ a ^ ^  • Thus i t  fo l lows  
from (3 .5 )  t h a t  i f  we know t h e  f i r s t  n moments o f  X ,
t - h i - F o o )  = nT2 c-D h^ha-1^  ♦ R «
j=0 J
, n ^  A n - k - l n (k) ^  rn - l .  -1where 0 <  (-1)  R , < ( . ) a ,  an-1 k J 1 n
and we can then  d e r i v e  (3 .12)  i n  an analogous f a s h io n  to  t h e  d e r i v a t i o n  
o f  ( 3 . 9 ) .
We may d e r iv e  bounds f o r  from t h e  bounds f o r  1 - F(k)
by t a k i n g  upper  and lower bounds f o r  ( l - F ( k - l ) )  - ( l - F ( k ) )  = . I t
t u r n s  ou t  t h a t  t h i s  g iv e s  us (3.5)  e x a c t l y ,  so t h a t  (3 .12)  i s  a 
s t r o n g e r  bound th a n  ( 3 . 5 ) .
Now from (3.10) i t  fo l low s  t h a t  we may w r i t e
(3 .16) rk,V  ak+l , k+1.( k ) a k+2 + ' f , > n - k - l , n - l .+ ( - X) ( k ) a n
Thus ,
d0n = a l  - a2 +- “ + ( - 1 )n _ la n 
d ln  = a 2 - 2a3 +- - ‘ + ( - D n" 2 C n - l ) an
d2n = a 3 - 3a4 +- " + ( - D n‘ 3Cn 21) a n
and so on.
From th e s e  formulae f o r  d^n i t  i s  apparen t  t h a t  th e  d i f f e r e n c e
{d,1 -d,M } i s  not  monotonic i n  k fo r  f i x e d  n . This  means t h a t  t h e r e  kn kn
w i l l  no t  be any simple g en e ra l  T ay lo r  s e r i e s - l i k e  bounds f o r  dsup
1 1 8 .
As an a p p l i c a t i o n  o f  Theorem 3 . 2 ,  we now d e r iv e  upper  bounds f o r  
th e  supremum m e t r i c  f o r  n o n - n e g a t iv e  i n t e g e r - v a l u e d  r . v . s .  u s ing  only 
the  f i r s t  t h r e e  moments and assuming a^ = EX = EY = b^ . Using the  
p r e v io u s  n o t a t i o n ,  i t  fo l lows  from (3 .12)  and (3 .16)  t h a t  f o r  
k = 0 , 1 , . . . ,n - 1
(3 .17) l - F ( k )  <
r k+1. rn ~2.
V i  - c k ) a k+2 k '  n-1 5
rk+l .  , n - l .
 ^ \ + l  ‘  ^ k ak+2 +* • - +  ^ k  ^ *
(n-k) even
(n-k) odd .
and
(3.18)
n-2
IF(k) -G(k) I  «  I I 
j=k j + i  j + i
) |+ (n ' 1)max(a b )
Thus f o r  n = 3 we have
|F ( 0 ) - G ( 0 ) |  <  | ( a 1- b 1) - ( a 2- b 2) |  + max(a3>b 3) , 
I F ( l ) - G ( l )  I <  la2"b 2 I + 2 max(a3 , b 3) ,
1 - F ( l )  <  a 2 , 1 - G(l)  < b 2 ,
1 - F (2) < a 3 , 1 - G(2) < b 3 .
In t h e  case  a^ = b-^  ,
max( IF( 0 ) -G( 0 ) | ,1 - F ( l ) ,  1- G ( l ) )  < | a 2 - b 2 | + max(a2 , b 2 , a 3 , b 3) .
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But since this upper bound is greater than max(a2,b?) it follows 
that this bound does not improve on (3.6). We also have
max(|F(0)-G(0)|,|F(1)-G(1)|,1-F(2),1-G (2)) < |a2-b2 |+ 2max(a3,b3) .
This latter bound may not be as good as (3.6) and so by Proposition 
3.1 we have
(3.19) dSUp(X >Y) ^ min(max(a2,b2), |a2-b2 | + 2max(a3,b3)) ,
when a^ = b^ and a3 < 00 , b3 < 00 .
We now apply this result to the comparison of particular 
distributions. First of all we list the binomial moments for some 
common discrete distributions (see Johnson and Kotz (1969)).
(i) Binomial distribution. For N ^ l , 0 ^ p ^ l ,  X ^ binomial(N,p) 
=>P(X=x) = (^)pX(l-p)^ x x = 0,1,...,N . The binomial moments 
of X are given by
A  i C±Dp 0,1,...,N
elsewhere,
In particular, a^ = EX = Np . If N = 1 then X has a Bernoulli 
distribution with parameter p , written X — Bernoulli (p) .
(ii)
(Np)X
“ y“
Poisson distribution.
-Np
e , y = 0,1,... .
For Np > 0 , Y — Poisson (Np) ^ P(Y=y) = 
The binomial moments of Y are given by
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b. = (Np) /i! 0 , 1 , . . .  ,
so that b-^  = Np
(iii) Hypergeometric distribution. For the non-negative integers
N, N^, N^,Y —  hypergeometric (NjN ^ jN^+N^) => P(Y=y) I y J
rN.
N-y
fN1+N2!
y = 0,1,...,N . For this distribution the binomial moments are given by
b. = ■<l
¥ rN ii / fN l+N2l ¥
¥ , i ./
•H
N r l
n 1+n 2 N +N -1
N.-i+l
•• V ^ T  • i= 0,1.....N
elsewhere ,
and the expected value is b, = N —— —r 1 Ni+N2
(iv) Negative binomial distribution. For N = 1,2,... and p > 0 ,
N
, y = 0 , 1 , . . .  .Y —  neg. binomial (N,p) =► P(Y=y)
Here the binomial moments are given by
N+y-T L e J
y l
l N-l 11+p J l1+p]
N+i-1 i = 0,1,
and the expected value is Np . 
distribution, and we say that Y
If N = 1 we have the geometric
- geometric _pj l1+Pj *
1 2 1 .
By a p p ly in g  th e s e  r e s u l t s  to  th e  com parisons o f  known 
d i s t r i b u t i o n  fu n c t io n s  we can i n v e s t i g a t e  th e  accuracy  o f  th e se  
bounds; in  some case s  we are  ab le  to  compare th e  bounds w ith  
th e  t r u e  v a lu e .  In  a d d i t i o n ,  th e  bounds which we d e r iv e  can be 
u s e f u l  in  t h a t  th e y  p ro v id e  a s im p le ,  g e n e ra l  bound fo r  th e  
d i s t a n c e  between two d i s t r i b u t i o n  f u n c t i o n s ,  w ith o u t  th e  p o s s ib ly  
r e p e t i t i v e  c a l c u l a t i o n s  im p lied  by P r o p o s i t io n  3 .1 .  F u rtherm ore ,  
t h i s  f i r s t  example i l l u s t r a t e s  th e  f a c t  t h a t  an in c re a s e  in  th e  
number o f  assumed b inom ia l moments does no t n e c e s s a r i l y  r e s u l t  in  
improved bou n d s .
EXAMPLE 3 .3 .  I f  X ^  b inom ia l (N,p) and Y — P o isson  (Np) , 
th e n  b^ = a^ and b^ > a^ fo r  i  = 2 , 3 , . . .  , and we have from 
(3 .19)
d s u p (X’Y) < minC^CNp)2 , ^Np2 + V3 (Np)3) ,
where iNp2 + 1/3 (Np)3 < i(N p)2 i f  Np < 3/2
l N ;2
bound i s  no t as good as th e  bound |Np g iven  e a r l i e r  
— B e rn o u l l i  (p) and — P o isso n  (p) , th e n  fo r
C le a r ly  t h i s  
C onsider 
n even
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(3.20) dsup(Xi.Yi) < max(|F(0)-G(0)|, l-F(l), l-G(l))
< max(b~-b„+...+b , b0-2b_+... + (n-l)b ) ^ 2 3  n’ 2 3  ^ y n
2 3 n
£_ - £- +...+ £- 2! 3! n!
since
(3.21) 3 + . . . + V - (V 2V-..+(n-l)bn) = b3-2b4+.. .-(n
3 . 4 _ 5_ p 2p 3p_
3! 41 51 -  £
> 0 , for 0 < p < l .
Note that the upper bound of (3.20) converges to the true value
of the supremum metric, namely e ^ - (1-p) , (see Serfling (1978)).
It then follows from the subadditivity of d that for n evenJ sup
N N 2 3 n
and this is an improvement on the bound ^Np for the distance between 
binomial (N,p) and Poisson (Np) . Note that for n odd the bound is 
the same as that given for n-1 . Clearly if N -> 00 with Np fixed 
then the distance given by the supremum metric converges to 0 .
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For any N > 1 we can improve on (3.22) using (3.17) and (3.18),
by considering n sufficiently large {of. (3.5), and noting that
(?)a , (T)b both tend to zero as n tends to infinity). However,n ’ '“k' n
in view of the complexity of such calculations there seems to be 
little point in doing so.
It is almost tautological to suggest that the reason why we 
get better results if we consider Bernoulli distributions and 
then use subadditivity, rather than comparing the binomial and 
Poisson distributions directly, is that, at least when n is 
small compared to N , we are in some sense using more information 
than is contained in the first n moments. It is also worth 
pointing out that the bounds we do obtain in the Bernoulli, Poisson 
comparison are non-trivial and well-behaved. This is clear because, 
referring to (3.16), we have for fixed k
fk+2f rk+2j +1 k+2j+2
1 k ,a. 0 ^ k+2j+1 k ak+2j+2 kV ak + 2j + 3 * 0 -
is trivially true when the a^ are the binomial moments of the Bernoulli 
distribution since only a^ and a^ are non-zero, and when the a^ are 
the binomial moments of Poisson (p) it follows from the inequality
The bounds may be said to be well-behaved 
because an increase in n will lead to improved bounds. That is, the 
bound is monotonically decreasing as the number of moments considered 
increases.
(k+l)ak+i = pak < a
EXAMPLE 3.4. If X — binomial (N,p) and Y — hypergeometric (N,N^,N^+N2) 
with p = N1(N^+N2) 1 then a^ > b^ for i = 1,2,... , and by (3.19)
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dsup(X,Y) < min((2)p2,(2)p(l-p) (N-^N^l) 1 + 2(^)pJ) .
EXAMPLE 3.5. If X — binomial (N,p) and Y — neg. binomial (N,p) 
then b^ = a^ and b^ ^ a^ for i = 2,3,... and by (3.19)
a cv v'* <r • ^ N  + l. 2 .,2 _,N+2. 3. dsupCx>y) ^ m m( (  2 )p , Np + 2( 3 )p ) .
It is worth pointing out that the natural interpretation of the 
parameters N and p are significantly different for these two 
distributions. The binomial distribution gives the distribution 
of the number of success in N independent trials where each trial 
has probability of success equal to p . The negative binomial 
distribution, on the other hand, gives the distribution of the 
waiting time for the success in a sequence of independent
trials each with probability of success .
In particular, for — Bernoulli (p) and — geometric (y2_) 
(that is, if we put N = 1 in the present example), we have from 
(3.20) and an analogue of (3.21) that for n even and p < \
dsup (Xi,Yi) <
2P 2 Cl+(-P)n)1+p
2 -1and this tends to p (1+p) as n tends to infinity (p fixed). 
It follows from subadditivity that for p < \ and
d (X.Y) < N(p2-p3 C-P)n) •
n even
1 2 4 .
By choosing p < \ we have ensured that sup |F. (x)-G.(x)| occurs
1 1+
when x = 0 . For larger values of p it is possible to obtain 
bounds as n increases, but it is more complicated, and will be 
omitted.
EXAMPLE 3.6. If X - neg. binomial (N,p) and Y - Poisson (Np) then
ai > bi for i = 1 ,2 ,... , and by (3.19)
dsup (X,Y) < mm( (  )p ; |Np2 +
9rN+2. 3.2( 7 )P )
Again we can consider ~~ geometric (y~) > Y^ ~~ P°isson Cp)
1" V»and since the difference in the j binomial moment is 
P P /j • ~ P (l-l/j-) it follows from an analogous argument to 
(3.20) and (3.21) that for p < 10/23 and n even
dsup (X. , Y. )  < Jp2
5 3
Ä P  +
23 4 
24?
n! -1 
n!
n
P
Thus, by subadditivity we have for n even and p < 10/23 
dsup(X’Y) « N(lp2- | p 5 + ...+ (1-1/n! )pn) .
In this example the means have been constrained to be equal.
If we remove this constraint and consider Y — Poisson (Np/(l+p)) , 
as is suggested by the limit results in Feller (1968, p. 172), then 
the difference in the binomial moment is p^ (1 - ( y ~ ) V j ! )  ,
from which fairly complicated bounds may be derived by using the
results on p . 118.
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I t  i s  c l e a r  t h a t  in  g e n e ra l  we can c o n t in u e  to  improve th e  bound by 
c o n s id e r in g  l a r g e r  j and l a r g e r  n (as su g g es ted  by P r o p o s i t io n  3 .1 ) .  
However th e  c a l c u l a t i o n s  become more complex and more t e d io u s .  (Since 
d^^ does converge to  1 -  F (k) f o r  each k as n->°° th e  upper bound 
w i l l  converge to  th e  t r u e  v a lu e  as n->°° , w ith  th e  r a t e  depending on 
th e  r a t e  a t  which th e  b inom ia l moments converge to  zero  w ith  in c r e a s in g  
o r d e r .)
I t  i s  c l e a r  from th e  n a tu re  o f  th e  a l t e r n a t i n g  s e r i e s  fo r  th e  d i s t r i b u ­
t i o n  f u n c t io n s  t h a t  t h e r e  does n o t  e x i s t  a u n iv e r s a l  s e r i e s  type  bound, 
and t h a t  th e  b e s t  bounds are  n e c e s s a r i l y  o f  th e  form s i m i l a r  to  (3 .1 9 ) .
I f  we expanded ou t th e  a b s o lu te  v a lu e  o f  th e  d i f f e r e n c e  s e r i e s  which occur 
on th e  r i g h t  hand s id e  o f  (3 .18) th e n  (s in c e  th e  b inom ia l moments are  
p o s i t i v e )  th e  bound would be worse th a n  some bound o f  lower o r d e r .  This  i s  
because  o f  th e  a l t e r n a t i n g  s ig n  o f  th e  c o e f f i c i e n t  o f  (a^-b^) in  th e  
summation in  ( 3 .1 8 ) .  I t  fo l lo w s  t h a t  th e  a b s o lu te  v a lu e  s ig n  must be 
r e t a i n e d  in  i t s  com plete  form. Moreover i t  i s  w orth  p o in t in g  ou t t h a t  
th e  supremum d i s t a n c e  between two f a m i l i e s  o f  d i s t r i b u t i o n s  i s  not 
n e c e s s a r i l y  m inim ised  i f  we assume t h a t  th e  means are  e q u a l .
We have shown in  Example 3 .3  t h a t  th e  b inom ia l d i s t r i b u t i o n  may be
approxim ated  by an i n f i n i t e l y  d i v i s i b l e  d i s t r i b u t i o n  ( in  t h i s  case a
P o isson  d i s t r i b u t i o n )  and t h a t  as N -* 00 w ith  Np f ix e d  th e  supremum
d is ta n c e  i s  bounded by som ething which i s  0 (N ^) , which improves on 
_ 1
th e  0 (N 2) r e s u l t  o f  T s a r e g r a d s k i i  (1958).
§4.3.1 Application of Fourier Methods
There a re  o f  cou rse  o th e r  methods a v a i l a b l e  fo r  o b ta in in g  bounds 
fo r  th e  supremum m e t r i c ,  a p a r t  from Theorem 3 .2 .  For exam ple, we may 
use th e  F o u r ie r  methods o f  T s a r e g r a d s k i i  (1958),  which were a p p l ie d  
to  t h i s  problem  by Franken (1964),  S e r f l i n g  (1975) and Daley (1980).
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From Tsaregradskii (1958) we have for k = 0,1,2,...
F(k) - G(k) = (4,1.)'1 S'"e-10(k+!'2)(sin0/2)-1(f(el9)-g(el6))de .
-IT
Suppose that we are given a , < 00 , then by (3.15)
_  i0, , 16,f(e ) - g(e ) nr^  , i0 ,, j , , , , i0 , i0, ( i0,,I (e -1)J(a -b.) + (e -1) (f (e ) - g (e ))
j=l J J
and since
i0e - 1 2iei9/2(eie/2-e-i6/2)/2i 2i e7-9^  sin0/2 ,
we then have
crn nn , , -1 r71 -i0k rnr\  i0 , , , i6 ,,n-lF (k) - G(k) = (2tt) J e  ( I (e -1) (a.-b.) + (e -1) x
-TT j =1 J J
(fn(ei0) -gn(ei0)))d6 .
Furthermore,
(2tt) ~ 1 / e l9k d0
-TT
' 0 k / 0 
1 k =0
so that
(3.23) F(k) - G(k) = I C-D^'hkhCa.-b.) + (2tt)j=l K j j 1 /  -i0k, i0 , ,n-l „ J e (e -1) x-TT
(£n(ei0) -gn(ei0))d0 .
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Thus
If 00
n-i j-i
-GOO - l (-1)J ( k Ha.-b
i=l J J)|
< 2n'1(2TT)'1 I I sin 0/21n_1 (an+bn)d6
-7T
n-1
1 -1< 2n(a +b )tt~ f sin11 ydy 
n n 0
so that
n-1
|F(k)-G0O| < I I
j=l
j-1
( k ) (a.-b .) I + 2n (a +b )tt j y  1 v n n sin
n-1 yd y
Note that the integral
-1 ^ Z 2Let <J)(n) = 2 7T J
0
on the right hand side does not depend on 
r i ”  1sin ydy , n = 1,2,..., and note that
k .
(3.24a)
tt/2 9tti 
J sin m ydy 
0
tt (2m-l)(2m-3)...(1) 
2 2m(2m-2) ... (2)
and
(3.24b)
tt/2 9 .r . z m + l  jsin ydy
0
2m (2m-2)...(2) 
(2m+l)(2m-l).. . (1)
(see, for example, Gradshteyn and Ryzhik (1980, p. 369)). It follows 
that we have the recurrence relations
(f>(2m+l) = --m--2 <f)(2m-l)
4>(2m+2) = 4>(2m) .
Since (f)(1) =1  and (f)(2) = 4tt  ^ , we can deduce the following table
1 2 9 .
§4.3.2 Bounds for Other Metrics
Various  a u th o r s  have g iven  bounds f o r  some o f  t h e  o t h e r  m e t r i c s  
which a re  l i s t e d  i n  §4.2.  Of p a r t i c u l a r  i n t e r e s t  h e r e  a r e  th e  bounds 
f o r  th e  t o t a l  v a r i a t i o n  m e t r i c ,  s i n c e  t h e y  may a l s o  be used  as 
bounds f o r  t h e  supremum m e t r i c .  We l i s t  some r e f e r e n c e s .
( i )  T o t a l  v a r i a t i o n  m e t r i c .
Bounds f o r  t h e  d i s t a n c e  between t h e  Po is son  and b inom ia l  
d i s t r i b u t i o n s  a r e  g iven  by Romanowska (1978) and Prohorov (1956) .  
Bounds f o r  th e  d i s t a n c e  between th e  Pois son  and Po is son  b inomia l  
d i s t r i b u t i o n s  have been  given  by Hodges and Le Cam (1960) ,  Le Cam 
(1960) ,  and S e r f l i n g  (1978) .
( i i )  Levy m e t r i c .
Z o l o t a r e v  (1970) and Z o lo ta r e v  and Senatov  (1975) g ive  g en e ra l  
bounds fo r  t h e  Levy m e t r i c .
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Chapter 5. THE STABILITY OF STOCHASTIC MODELS
Following Chapter 43 we introduce the concept of stability. 
We discuss its relationship to the Continuous Mapping Theorem 
and its application to various stochastic models. We point out 
that stability has been considered separately in the field of 
robust statistics.
In the second section we consider the stability of 
characterizations of distribution functions 3 and show how this 
fits into the framework of the first section. We discuss the 
utility of stable characterizations and consider examples of 
characterizations which are not stable and characterizations
which are stable.
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§5.1 AN INTRODUCTION TO STABILITY
The material presented in the first two sections of Chapter 4 
may be applied to problems which involve the study of limits; for 
example, convergence, continuity, uniform continuity, convergence 
to fixed points (stationary distributions), and so forth. In this 
chapter we examine the application of some of these concepts to 
random variables. The comparisons of random variables which are 
considered in the study of limits may be thought of as dynamic3 
in that they deal with random variables changing over time (or 
space). This is in contrast to the static comparisons of §4.3.
In this chapter we are primarily concerned with the stability 
(or weak continuity) of model quantities. If a model quantity is 
stable then small changes in the inputs lead to small changes in 
the value of the model quantity.
Stability theory is a very large and important subject. It 
covers many areas: linear equations, difference equations,
differential equations and integral equations. It also arises in many 
of the subjects which use these techniques, for example systems 
engineering. Some general references for stability are LaSalle 
(1976) and Rouche, Habets and Laloy (1977).
Two common notions of stability are as follows.
(i) Lyapunov Stability. A model will return to a steady state, 
or at least remain close to it, after a perturbation from that state. 
This is a useful concept for dealing with the stability of stationary 
distributions, as, for example, in Loynes (1962).
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(ii) Structural Stability. The behaviour of the model is changed
only slightly by small changes in the model structure. This is a 
desirable property to have, for example, if we are considering the 
approximation of stochastic processes by diffusion processes.
However we will be interested in a third type of stability; 
distributional stability (see, for example, Hampel (1971)). If 
distributional stability holds, then small changes in the input distribu­
tions (underlying distributions) will lead to small changes in the 
model quantities. For the rest of this chapter we consider distributional 
stability. When discussing distributional stability, we implicitly 
assume a fixed structure. We use the following definitions.
D E F I N I T I O N  1.1. (See, for example, Billingsley (1968)). For 
arbitrary distribution functions F^ and F on R we say that 
F^ converges weakly to F , written F^ =* F , if
f fdF -* f fdF n JR R
for all bounded, real-valued, continuous functions f on R .
It then follows that F^ =► F iff F^(x) ^ F(x) at all continuity 
points of F .
The above definition of weak convergence is easily generalized to 
probability measures on arbitrary separable metric spaces, see for 
example, Pathasarathy (1967 p. 264).
p 133 1 14. Definition 1.2 should finish at 'that input
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Suppose that X C R and that the metric space (J,d) is complete 
and separable. Let B = S(J) denote its Borel o-field, and 
P = P(P) denote the set of probability measures on (X,B) . Then, 
as defined in Chapter 4, the weak topology on P is the weakest 
topology such that the map
(1.1) P -* JfdP
from P into R is continuous for each P G P whenever f is 
bounded, real-valued and continuous. We say that a mapping from 
P into R is weakly continuous if it is continuous with respect 
to the weak topology.
We will use the following definition of stability (also known 
as robustness).
DEFINITION 1.2. A model quantity is stable with respect to an 
input if it is weakly continuous with respect to that input. If a 
model quantity is continuous with respect to an input in a topology 
which is stronger than the weak topology, then it follows that the 
model quantity is stable in that input. Further, if a model quantity 
is stable with respect to an input, then it is resistant to changes 
in that input, in the sense that no "small" change in the underlying 
distribution can produce a "large" change in the model quantity 
(cf. Huber (1981, p. 9)).
It is clear that since stability depends on the topology of 
weak convergence, it cannot be explicitly dependent on a particular 
metric, but rather on the family of metrics that generate the weak 
topology, (see Billingsley (1968, p. 236)).
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Since statistics are real-valued mappings of the sample space, 
they may be regarded as model quantities. It then follows that the 
above definitions may be applied equally well to the field of robust 
statistics (cf. Huber (1981, Chapter 2)).
Generally speaking, stability considerations are of two types, 
(Huber (1977), Zolotarev (1976, p. 395)).
(i) Qualitative stability, in which interest is focused only on 
the question of whether or not the model quantity is stable.
(ii) Quantitative stability, in which we are interested in determining 
bounds for the size of the changes. Clearly this will involve the
use of metrics, and will depend on the metric used.
The fundamental reason why it is preferable to consider stable
models (that is, models which are not critical, in the sense that
"small" changes in the assumptions do not lead to "large" changes in
the model quantities) is that there is no model which is an exact
representation of the system. Consequently, as a model is itself
only an approximation, it is important that "small" deviations from
the model do not have a large effect on the outputs of the model,
as otherwise the model could be misleading.
Suppose that the random variables and X have distributions
and F on D{B) , then if F => F we say that X converges in
Vdistribution to X , written X^ -*■ X . We then have the following
fundamental result.
THEOREM 1.3. (Billingsley (1968)). The Continuous Mapping
, PTheorem. If X X and the set of discontinuities of the
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measurable transformation h has measure zero with respect to the
Vprobability measure of X , then h(X ) -*• h(X) .
Whitt (1980a) has considered this theorem with other modes of 
convergence for random variables on R , and has determined 
conditions for the following operations to preserve convergence; 
composition, addition, multiplication, composition plus addition, 
supremum, reflecting barrier, first passage time and time reversal.
The following principle follows from the Continuous Mapping 
Theorem. If a model quantity is weakly continuous with respect to a 
particular constituent for almost all values in the underlying 
space X (that is, all possible deterministic inputs in the set X , 
apart from at most a set of measure zero), then the model quantity 
is stable in that constituent for all continuous distributions on 
the set X . Thus, in many cases, in order to determine stochastic 
convergence we need consider only the question of whether 
(deterministic) convergence is preserved on the underlying sample 
space (cf. Whitt (1974, p. 175) and (1980a)). The above principle 
may be applied to many stochastic processes and will often lead 
to simpler and cleaner proofs, since it eliminates probability 
measures from the discussion.
Considerable effort has been expended on proving stability 
results for various stochastic processes, as the list of references 
for this chapter indicates (the list is fairly comprehensive 
up to the middle of 1982: there appears to be a marked reduction
in the number of papers since 1979 (see also Stoyan (1983))). There 
are three basic approaches for establishing stability in the literature 
the Continuous Mapping Theorem, as outlined above; the direct use of
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metrics; and the method of trial functions (see Kalashnikov and 
Tsitsiashvili (1972)). These methods are all outlined in Stoyan 
(1983). The models which have been considered include: Markov
and semi-Markov processes, regenerative and renovative processes, 
and queueing processes. Amongst the earliest papers on the continuity 
of queues were Kennedy (1972) and Whitt (1974), see also Borovkov 
(1976), Kalashnikov (1978a) and Kalashnikov and Tsitsiashvili (1979). 
For a brief review of the recent literature on queueing, see Cohen 
(1982, section 4). Applications may also be made to networks of 
queues; for background see Kelly (1979), Barbour (1976), and for 
theory see Hordijk and Schassberger (1982) and Whitt (1980b). For 
a general review of the applications of stability, see Stoyan (1983). 
It is indicative of the influence of Billingsley’s (1968) book that 
all of the papers on distributional stability were published after 
its appearance.
Most of the literature is concerned with finding sufficient 
conditions for stability and does not pay much attention even to 
the provision of counter-examples that may indicate when instability 
occurs. We note that for a mapping to be unstable there must be some 
source of discontinuity, and that for most of the models considered 
in the literature we would intuitively expect stability results to
hold.
137.
§5 .1 .1. S e n s i t i v i t y  and I n s e n s i t i v i t y
In this subsection we examine two concepts which are related to 
stability, namely sensitivity and insensitivity. Although their 
names would seem to suggest that they are related, this is not in 
fact the case. We begin by defining insensitivity.
D E F I N I T I O N  1.4. A model quantity is said to be insensitive with 
respect to a constituent distribution if it depends on the distribution 
only through a finite set of moments.
The notion of insensitivity dates back to Erlang (see Schassberger 
(1977)). It was observed early on that the steady-state distribution 
of the number of busy servers in the M/G/c/c queue is insensitive 
with respect to the service times. Since then many people have 
observed that insensitivity is associated with certain queues and 
queueing networks which have some Markovian feature. Some recent 
papers on the subject are Schassberger (1977), Burman (1981), and 
Barbour (1982). If a model quantity is insensitive with respect to 
a constituent distribution, then provided that the constituent 
distribution is in some way bounded, or restricted in such a way 
that the moments are robust, it follows that the model quantity is 
stable.
On the other hand, sensitivity3 although it does have many 
meanings, is usually used to describe the rate at which a model 
quantity changes (and in this sense its antonym would be resistance). 
Therefore it is reasonable to talk about one model quantity being more 
sensitive than another model quantity (with respect to a particular 
change in the inputs). For example, in robust statistics we may
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consider a study of the type undertaken by Andrews et al (1972). 
From studies such as this we can make conclusions about the 
sensitivity of model quantities to certain types of contamination, 
(see also Huber (1981)).
The term sensitivity is used in statistics to describe several 
variations of the above intuitive description. For example, Pitman 
(1979) uses sensitivity to describe a quantity closely related to 
Fisher information, and defines relative sensitivity as the ratio 
of sensitivities. Thus we may measure sensitivity either by (i) 
some index statistic, or (ii) an ordering. This returns us to 
the use of orderings which was considered in Chapter 2.
Sensitivity analysis also forms a large and important field 
in systems analysis and electrical engineering. See, for example, 
Frank (1978).
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§5.2 STABILITY OF CHARACTERIZATIONS OF DISTRIBUTION FUNCTIONS
In the previous section we considered the stability of various 
functionals, including integral and differential equations. We were 
concerned with statements of the form: a functional of X is close 
to a functional of Y if X is close to Y . In this section we 
will consider statements of the form: a functional of X is close
to a functional of Y if and only if X is close to Y , where 
the functionals are generally assumed to be measurable. Such 
statements arise in the study of the stability of characterizations 
of distribution functions. (See, for example, Rao (1974)).
Generally speaking, we say that a property P characterizes a 
set X if it is true that X G X if and only if X has property 
P . If X is some class of distribution functions, then we will
often be able to express the characterizing property as some
functional relation in X , so that this problem would be amenable 
to the methods of §5.1.
We say that a characterization of a distribution function is 
uniformly continuous with respect to the metric d if, for any 
6 > 0 , there exists an e such that sup{d(F,FQ): F possesses P ,
and Fq possesses P^} < e whenever d' (P,Pq) < 6 where d' is
a metric on the appropriate space. (See Galambos and Kotz (1978), 
Zolotarev (1976b) and (1980), Kagan, Linnik and Rao (1973)).
Further, we say that a characterization of a distribution is 
stable if the metric d metrizes the weak topology. Uniformly 
continuous and stable characterizations arise naturally in the 
discussion of characterizations of distribution functions, because 
it is clear that no distribution will ever be exactly realised
140 .
(they are just convenient approximations). Thus it is important to 
know whether or not small changes in the underlying distribution 
function may lead to large changes in the characterizing property, 
or vice versa. Stability results tell us what is likely to happen 
if the assumptions are only approximately satisfied.
An example of a stable characterization is given by Raikov's 
Theorem (Raikov (1938)): it has been shown by Salaevskii (1959)
that if the sum of two independent random variables is "close to" 
a Poisson random variable, then each of the two original random 
variables is "close to" Poisson. The corresponding result also 
holds for normal distributions (Cramer's Theorem; see Cramer (1936), 
Levy (1937) and Sapogov (1951), (1955), (1959)), and the composition 
of normal and Poisson distributions, (see Linnik (1957) and 
Chistyakov (1969) and (1979)). These results are reviewed in 
Lukacs (1977, section 3).
These results are useful because they enable us to make simple, 
but strong, statements about the decomposition of particular random 
variables.
Other properties used as a basis for stable characterizations 
include; lack of memory, independence, order statistics, regression, 
optimality criteria. Kagan, Linnik and Rao (1973) is 
concerned with characterizations of distributions by a variety of such 
criteria, while Galambos and Kotz (1978) is largely concerned with 
characterizations of exponential distributions, see also Lukacs (1977).
We note that most of the papers on the characterizations of 
normal, exponential and Poisson distributions define "closeness" in 
terms of either the uniform metric or the Levy metric, and that
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uniform continuity in either of these metrics implies weak continuity, 
and thus stability. The particular choice of metric obviously depends 
on the situation under consideration.
It may be worthwhile considering when a characterization is 
not stable. Instabilities can occur only if the functional is not 
weakly continuous with respect to its argument. For example, the 
hazard rates of continuously differentiable distribution functions 
are not stable, since small changes in the distribution function may 
lead to large changes in the density function and thus to large 
changes in the hazard rate. Although stability is not always 
obvious, there are many situations in which weak continuity could 
be expected to hold, for example in the characterization of the 
exponential distribution by means of the lack of memory property.
Characterizations also arise in other fields, such as point 
processes. For example, if the superposition of two renewal processes 
(assumed stationary) is a renewal process, then all the processes are 
Poisson processes (Mecke (1967)). (The stability of this theorem is 
in some ways similar to Raikov's Theorem, provided we can establish the 
lack of memory property. The stability of the lack of memory property of 
the exponential distribution has been investigated by Hoang (1968) and 
Azlarov (1972) (see also Grosswald and Kotz (1981))), see §5.2.2.
§5.2.1. Stability of Hazard Rate Characterizations
There are many possible characterizations of the exponential 
distribution (see Galambos and Kotz (1978)). The major characteriza­
tions are based on lack of memory, life expectancy, hazard rate,
142.
order statistics, or regression properties. Some recent papers have 
established the stability for the lack of memory characterization 
(see Hoang (1968), Azlarov (1972), Grosswald and Kotz (1981)), and 
also for some order statistics characterizations (Richards (1981)). 
However there does not seem to be any work on the stability or 
otherwise of the characterization of exponentials by a constant 
hazard rate.
Kotz and Shanbhag (1980, section 4) have defined the hazard
measure relative to F, v_ on R such that
h
Vp(B) = J dF(x+)/Cl—F(x))
for every Borel set B . If F has a continuous derivative on 
its support Sp then we may define the hazard rate of F by
(2.1) hF(x) = F'(x)/(1-F(x)) = - A  (log(l-F(x)) , x e Sp ,
just as in Appendix 2 of Chapter 2. The hazard rate is also known as 
the intensity rate, and for non-negative random variables it is also 
known as the force of mortality and the age-specific failure rate.
The reason for these names is clear from the expression
(2.2) h (x) = lim 6_1 P(X<x+6|x>x) .
h 6+0
For non-negative random variables X , the distribution of X may 
be thought of as a lifetime distribution.
It scarcely needs saying here that the hazard rate plays a key 
role in reliability and life testing.
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Kotz and Shanbhag (1980, section 4) have shown that converges
weakly to a continuous distribution function on HL (F (x) F(x) as 
n -* °° for all x e R) if and only if
Vp (-°°,x] Vp(-°°,x] as n -> 00 for all x £ Sp ,
N
where and v„ are hazard measures relative to F and FF F nn
respectively. We have the following result on the quantitative 
stability of the constant hazard rate characterization of exponential 
distributions. It is worth noting that the converse result does not 
hold since small changes in the distribution function can lead to 
large changes in the hazard rate, as the hazard rate depends on the 
density of the distribution function (and its tail). Thus the 
characterization of distributions by means of hazard rates is an 
example of a characterization which is not stable with respect to 
the supremum metric.
PROPOSITION 2.1. Let F(x) be a distribution function with a 
hazard rate r(x) , and suppose that F(0+) = 0 . If
(2.3) sup |r(x)-X| < £ ,
x>0
then for £ < A
sup |F(x)-(l-e ^X) I < e/X . 
x>0
PROOF. Let G(x) be a distribution function with a hazard rate 
s(x) and suppose that G(0+) = 0 . Then
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(2.4) G(x) = 1 - exp(-J s(u)du) , x > 0 ,
0
and similarly for the distribution function F .
Suppose that given e > 0
|r(x)-s(x)| < e , for all x > 0 .
It follows from (2.4) that
~ E  K  lx l0g S('X') ~ 11 log R(x) < e ’ x > 0 ,
where R(x) = 1 - F(x) and S(x) = 1 - G(x) . By integrating 
from 0 to t and taking exponentials we have
(2.5) S(t)e~£t < R(t) < S(t)eEt , t > 0 , 
and so
x
-S(t)(l-e'£t) < R(t) - S(t) < S(t) (e£t-l) , t > 0 .
Hence
(2.6) I R(t) -S (t) I < sup S(t)(e£t-1) , all t > 0 .
t>0
For the particular case considered in this proposition, S(t) = e 
and by elementary calculus it follows that when e < X
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-At, et ,. sup e (e -1) A-e
\_y A/e
A-et>0
F  ^A/e _ 1
< e/A .
T hus, for e < A ,
sup |F(x)-(l-e ^x) I < e/A 
x>0
as was to be proved.
From (2.6) it also follows that for distributions which are 
stochastically smaller than an exponential with mean 1/A ,
§5.2.2 Quantitative Stability of Lack of Memory Characterizations 
of the Exponential Distribution
Dimitrov, Klebanov and Rachev (1982) considered characterizations 
of the exponential distribution via metrics related to the lack of 
memory property, expressed in one of the forms
sup I r (x) -s (x) I < £ 
x>0
implies
sup |F(x)-G(x)| < e/A , for e <  A . 
x>0
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(LM1) R(x+y) = R(x)R(y)
(LM2) R(x+y)/R(y) = R(x) ,
where R(x) = l - F ( x )  and F i s  th e  d i s t r i b u t i o n  f u n c t i o n  o f  a 
n o n -n e g a t iv e  random v a r i a b l e .  To be p r e c i s e ,  t h e y  showed t h a t  fo r
(2 .7 )  d (F) = i n f  sup | R ( x ) - e ' “x | ,
A>0 x>0
dLM1 (p) = sup  lR( x+y ) - R( x) R( y ) I >
x,y>0
dLM2(F) = sup l R(x+y ) / R( y ) - R(x) I , 
x,y>0
i t  fo l low s  t h a t
(2 .8 )  dLMlCF)/3 < dE(F) < 20 dLMl(F) ’
(2 .9 )  dE(F) < 2 dLM2(F)
and t h a t  t h e r e  e x i s t  d i s t r i b u t i o n  f u n c t i o n s  F f o r  which d_(F) = £
E
and dLj42 = l - £  . Thus, while  (F) p ro v id e s  a s t a b l e
c h a r a c t e r i z a t i o n  o f  F as be ing  c l o s e  t o  an e x p o n e n t i a l  d i s t r i b u t i o n ,  
dfM2 (F) be in g  small  i s  on ly  a s u f f i c i e n t  c o n d i t i o n  f o r  F t o  be 
c l o s e  to  an e x p o n e n t i a l  d i s t r i b u t i o n .  This  i n s t a b i l i t y  i s  ob v io u s ly  
due t o  th e  c o n d i t i o n a l  n a t u r e  o f  (LM2). The i n e q u a l i t y  a t  (2 .9)  
was e s t a b l i s h e d  by A z la rov ,  Dzamirzaev and Su l tanova  (1972).
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In t h i s  s u b s e c t i o n  we improve th e  bounds given  in  ( 2 . 8 ) .  
PROPOSITION 2 .2 .  I f  R(0+) = 1 then
(2 .10)  dLMl(F) < dE( F ) ( 3 - d E (F)) ,
where e q u a l i t y  can ho ld  when d^(F) < ( 3 - / 5 ) /2  =  0 .382 .
PROOF. For s i m p l i c i t y ,  l e t  £ = d^(F) . Then t h e r e  e x i s t s  
such t h a t
e - e < R(Z) < min(e ^ , l - £ )  + £ , 
f o r  a l l  z > 0 . T h e r e f o re ,  when R(x+y) > R(x)R(y) we have
R(x+y) - R(x)R(y) < ( e ~ ^ x+^ + £ )  - (e xx- £ ) ( e  'y -£)
-Xx -Xy .= £ ( l+ e  +e -£)
< £ (3-£) ,
and when R(x+y) < R(x)R(y) we have
R(x)R(y) - R(x+y) < (min(e ^x , l - £ ) + £ )  (min(e_ )^ , l - £ ) + £ )  - (<
^  -X(x+y) 0 . 2 -X(x+y)^  e v } J  + 2e (1-£)  + £ - e }  * + £
X > 0
-A(x+y ) _ e)
£ ( 3 - e) .
This proves (2.10).
To show that this result is tight, consider the distribution 
function F for which
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R(x)
assuming that
' i
= ■ e‘x - E
min((1-e)2-£,e x) ,
(l-£)2 - e > 0 , that is
0 ^ x < log(l-e) 
log(l-e)-1 ^ x < log(l-e) 
log(l-E)~2 < x ,
, e < (3-/5) /2 .
-2
FIGURE 5.1. Graph of R(x)
(I - e) -e
0 In(l-c)"1 In(l-E)
Clearly d„(F) = £ , and h
dLMi(F) = R(log(l-£)_1-)R(log(l-£)"1-) 
- R(log(l-£)"2-)
= 1 - ((l-£)2-£)
= e(3-£) ,
so that (2.10) is tight.
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PROPOSITION 2 . 3 .  I f  R(0+) = 1 th e n
(2 .11)  dE(F) < (3 + 2 /2 )dL m (F) .
PROOF. D im i trov ,  Klebanov and Rachev (1982) show by i n t e g r a t i n g  
a d i f f e r e n t i a l  e q u a t io n  t h a t
d (F) < d (F) i n f  ( z ' h l  + f l - z ) ' 1) )  .
E LM1 0<z<l
Now by d i f f e r e n t i a t i o n ,  z ^ ( l  + ( l - z )  ^) has a minimum on (0 ,1 )  when 
z = 2 - /2  , and th e  minimum va lu e  i s  3 + 2/2 . Consequently
dE(F) «  (3+2/2) dLM1(F)
as a s s e r t e d .
F u r th e r  i n s p e c t i o n  o f  th e  p r o o f  i n  D im i trov ,  Klebanov and Rachev 
(1982) shows t h a t  when F i s  e i t h e r  NWU (new worse tha n  used)  or  
NBU (new b e t t e r  th a n  u s e d ) ,  so t h a t  R(x+y) - R(x)R(y) i s  o f  
c o n s t a n t  s i g n  f o r  a l l  x ,y  > 0 , i n e q u a l i t y  (2 .11) becomes
dE(F) < 4dLM1(F) .
In view o f  th e  i n d i r e c t  n a t u r e  o f  t h e i r  p r o o f ,  i t  seems l i k e l y  
t h a t  n e i t h e r  o f  th e s e  bounds i s  t i g h t ;  th e  l a r g e s t  r a t i o  d ^ ( F ) / d ^ ^ ( F )  
we have been ab le  t o  c o n s t r u c t  by example i s  2.
150.
Ch a p t e r 6 . B I S E X U A L  B R A N C H I N G  PROCESSES
In this chapter we consider bisexual Galton-Watson branching 
processes. For processes with superadditive mating functions we 
establish simple necessary and sufficient conditions for almost 
sure extinctionand for processes with arbitrary mating functions 
we give sufficient conditions for almost sure extinction. Using 
numerical approximations we show that there are significant 
differences in the behaviour of bisexual models and the ordinary 
Galton-Watson branching process.
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§6.1 INTRODUCTION
In a standard two-type Galton-Watson branching process with non­
overlapping generations each individual produces offspring independ­
ently of all other members of that generation. See, for example,
Harris (1963). In this chapter we examine a modified version of 
this process which considers populations in which offspring can be 
produced only by mating units consisting of one female and at least 
one male.
Daley (1968a) introduced a modification of the simple Galton-Watson 
branching process so as to allow for sexual reproduction. He considered 
a population model with discrete generations and a mating function 
£(*,*) which is such that, given the number of females in generation
n and the number of males in generation n , the number of
mating units in generation n is then determined by
Zn £(F M ) v n* n^
In his model Daley assumed that each mating unit reproduces 
independently according to the same bivariate offspring distribution, 
and that each successive generation consists of the offspring of the 
previous generation.
Hull (1982) made the important observation that most of the mating 
functions considered in the literature (see for example Asmussen (1980)) 
are superadditive, that is, for all x1,x9,y1,y? in [0,°°) ,
?((x1,y1) + (x2,y2)) > C(x1,y1) + £(x2,y2) .
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The superadditivity property is reasonable since if two communities 
are combined then it is plausible that the total number of mating units 
does not decrease.
Two superadditive bisexual mating functions (see definition in 
Section 2) which have been considered by previous authors are;
(Ml) mating with fidelity: £(x,y) = min(x,y) for all x,y in
[0,°°) , and
(M2) promiscuous mating: £(x,y) = x min(l,y) for all x,y in [O,00) .
Although it is not a bisexual mating function, we also consider
(M3) the standard Galton-Watson mating function: £(x,y) = x for all
x,y in [O,00) .
Other mating functions have been considered, see for example 
Kendall (1949), Keyfitz (1971), McFarland (1972) and Asmussen (1980).
The bisexual Galton-Watson branching process was introduced by 
Daley (1968a) and he established necessary and sufficient conditions 
for extinction for two particular mating functions by means of generating 
functions. Karlin and Kaplan (1973) simplified Daley’s proofs, and 
Asmussen and Hering (1983) used the arguments of Karlin and Kaplan to 
establish a sufficient condition for extinction for arbitrary mating 
functions. Hull (1982, also 1984) introduced the idea of superadditive 
mating functions, and gave some conditions for extinction.
In this chapter we simplify some of the proofs of Asmussen and 
Hering (1983) and show that for superadditive mating functions there is
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a simple c r i t e r i o n  f o r  d e c id in g  whether  or  no t  the  p r o c e s s  becomes 
e x t i n c t  w i th  p r o b a b i l i t y  one.  In a d d i t i o n ,  th e  p r o p e r t i e s  o f  b i s e x u a l  
Galton-Watson b ranch ing  p r o c e s s e s  w i th  mating fu n c t i o n s  (Ml) and (M2) 
are  i n v e s t i g a t e d  n u m e r i c a l ly .
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§6.2 DESCRIPTION OF THE MODEL AND ITS BASIC PROPERTIES
Let { (X  ^, Y ^ )  : n = 0 , 1 , . . . ,  i  = 1 , 2 , . . . }  be a doubly  indexed 
fam i ly  o f  independen t  i d e n t i c a l l y  d i s t r i b u t e d  n o n -n e g a t iv e  i n t e g e r ­
v a lu e d  b i v a r i a t e  random v a r i a b l e s .  Given th e  p a i r  o f  i n t e g e r s
(F ,Mn) , d e f i n e  {Z : n = 0 , 1 , . . . }  and { (F ,M ) ; n = 1 , 2 , .  . . }0 0 n n n
r e c u r s i v e l y  i/tcu JT(y<zec J  / (nj
( 2 . 1) Z = £(F ,M ) , n n n
( 2 . 2 ) fFn+l ’Mn+d
(0 ,0 )  i f  Z = 0
I  « „ i * Yni> * Z-  = ^ ............i= l
Although i t  i s  n a t u r a l  t o  c o n s id e r  m a t ing  f u n c t i o n s  w i th  arguments 
which are n o n -n e g a t iv e  i n t e g e r s ,  i t  i s  s im p le r  and more conven ien t  t o  
dea l  w i th  arguments in  t h e  i n t e r v a l  [0,°°) . In p a r t i c u l a r ,  i t  i s  
p o s s i b l e  t o  e x t e n d  f u n c t i o n s  on the  i n t e g e r s  to  c o n t in u o u s  f u n c t i o n s . 
on [O,00) by means o f  i n t e r p o l a t i o n  ( f o r  example ,  l i n e a r  i n t e r p o l a t i o n )  
We assume t h a t  a m ating fu n c tio n ,  £ , i s  a c o n t in u o u s  f u n c t i o n  from 
[O,00) x [0,°°) -*■ [0 ,°°) which s a t i s f i e s  th e  f o l l o w i n g  t h r e e  c o n d i t i o n s
(PI)  £ ( x ,y )  i s  i n t e g e r - v a l u e d  f o r  i n t e g e r - v a l u e d  arguments ,
(P2) £ ( x ,y )  < x fo r  a l l  x ,y  in  [0,°°) , and
(P3) £ ( 0 ,0 )  = 0 .
The mating  f u n c t i o n  £ i s  s a i d  t o  be b isex u a l  i f  (P3) can be r e p l a c e d  
by
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(P3)' £(x,y) = 0  if x = 0  or y = 0 .
The mating function £ is monotonic increasing in each argument
if
(P4) C(x1,y1) < C(xx+X2 , yx+y2) , for each x ^ x ^ ^
in [O,00) ,
and it is superadditive on [0,°°) if
(P5) C(x1,y1) + i(x2,y2) < £(x1+x2 , y1+y2) > for each
x1,x2,y1,y2 in [0,“) .
Condition (P5) is clearly stronger than (P4).
Suppose that the mating function maps I+ x 1+ -+ Z +
(where I+ denotes the set of non-negative integers) and that £ is 
the linear interpolation of , that is,
(2.3) €(x,y) = 8(x)S(y)£'([x],[y]) + S(x)6(y)£'([x],[y+1])
+ 5(x)6(y)C'([x+1],[y]) + 6(x)6(y)£'([x+1],[y+1])
for all x,y in [0,°°) . Here 6(x) = x - [x] , 6 (x) = 1 -6(x)
= [x+1] - x and [•] denotes the greatest integer function. It is 
straightforward to show that if is superadditive on the integers
then
^(x1+x2,y1+y2) > C(x1,y1) + £(x2,y2)(2.4)
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f o r  a l l  x1 ,x2 , y 1 ,y 9 in  . Th is  can be done in  two s t a g e s .
C ons ider  f i r s t l y  x ^ ,x 2 G ^ 1*^2 E ^
6 (x 1) + 6 (x?) < 1 th e n  6(x^+x2) = ^(x^) + 6 (x2) and 6 (x1+x2) =
6(x^) + 6 ( x2) - 1 , so t h a t  by th e  known s u p e r a d d i t i v i t y  r e l a t i o n s h i p s  
(2 .3 )  becomes
^(x1+x2 ,y 1+y2) > (6Cx1)+6(x2) - l ) ( ^ ( [ x 1] , y 1)+C([x2] , y 2))
+ 5 (x 1)(CC[x1+ l ] , y 1) + ? ( [ x 2] , y 2)
+ 6 ( x2) ( ^ ( [ x 1] , y 1) + ^ ( [ x 2+ l ] , y 2) )
= 6 (x1) ^ ( [ x 1] , y 1)+ 6 (x1K ( [ x 1+l]  , y 1)
+ 6Cx2) ? ( [ x2] , y 2)+ 6 (x 2) £ ( [x2+ l ] , y 2)
= ^(x1 , y 1) + ^(x2 , y 2) .
I f  6(x^) + 6 (x2) > 1 t h e n  6(x^+x2) = <5(x^) + 6 (x 2) " 1 and
6 ( x^+x2) = 6(x^) + 6 (x2) • By s i m i l a r  arguments t o  th o s e  used 
when 6 ( x p  + 6 (x 2) < 1 ,  i t  fo l lows  t h a t  ^ (x1+x2 , y 1+y2) > ^ x ^ y . ^ )
+ 5Cx2,y2) .
The second s t a g e  in  e s t a b l i s h i n g  (2 .4)  i s  t o  apply  the  arguments 
o f  th e  f i r s t  s tag e  t o  (2 .3 )  w i th  x ^ ,x 2 , y ^ , y 2 in  R+ , on ly  t h i s  
t ime th e  y ' s  p l a y  th e  p r im ary  r o l e .
I t  i s  s t r a i g h t f o r w a r d  t o  e s t a b l i s h  t h a t  (Ml) and (M2) are  
s u p e r a d d i t i v e  b i s e x u a l  mating  f u n c t i o n s ,  and t h a t  (M3) i s  a s u p e r a d d i t i v e  
m a t ing  f u n c t i o n .  C l e a r l y  (M3) i s  not  b i s e x u a l  as  i t  does not  s a t i s f y
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( P 3 ) ’ . For a b i s e x u a l  mating  f u n c t i o n ,  when (2 .1)  and (2 .2 )  hold  
th e n  Z = 0  ( r = l , 2 , . . . )  whenever F = 0  or  M = 0 .
For a mating  f u n c t i o n  E, , t h e  assumption  o f  independent  
i n t e g e r - v a l u e d  o f f s p r i n g  d i s t r i b u t i o n s  and the  d e f i n i n g  r e l a t i o n s  
(2 .1 )  and (2 .2 )  imply t h a t  {Z^} i s  a n o n -n e g a t iv e  i n t e g e r - v a l u e d  
Markov cha in  w i th  s t a t i o n a r y  o n e - s t e p  t r a n s i t i o n  p r o b a b i l i t i e s  and 
w i th  zero  an abso rb ing  s t a t e .
I f  th e  mating f u n c t i o n  s a t i s f i e s  (P4) the n  th e  Markov cha in  i s
s t o c h a s t i c a l l y  monotone (see Chapter  3 ) ,  s ince  f o r  each i  < j 
k k
Y Prob ( t r a n s i t i o n  from s t a t e  i  t o  s t a t e  V) ^  \  P r o b ( t r a n s i t i o n
£=0 Z=0
from s t a t e  j t o  s t a t e  £) ,  f o r  k = 0 , 1 , 2 , . . . ,  by (P4) .
Moreover,  i f  P (£ (X . ,Y .)  < 1) > 0 , P(^(Xi ,Y.) = 1) > 0
and P(^(X^,Y^) > 1) > 0 t h e n  a l l  non-ze ro  s t a t e s  are t r a n s i e n t ,  
t h u s  the  p r o c e s s  e i t h e r  becomes e x t i n c t  or  d iv e rg e s  to  i n f i n i t y  
w i th  p r o b a b i l i t y  one.
Proposition 3.1 gives a necessary and sufficient condition fo: 
extinction to occur with certainty for superadditive bisexual 
Galton-Uatson branching processes. Hull(l984) gave a more complici 
and less natural necessary and sufficient condition; he did not 
identify the simple necessary and sufficient condition at (3.2).
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§6.3 EXTINCTION PROPERTIES OF SUPERADDITIVE BISEXUAL GALTON-WATSON 
BRANCHING PROCESSES
Daley (1968a) showed that for the mating functions (Ml) and (M2),
(3.1) P(Zn = 0 for all sufficiently large njz^ = j) = 1  , 
for j = 1,2,...
if and only if
(3.2) lira j_1E(Zn+1|Zn = j)
j-KO
is less than or equal to one. Our first proposition extends this 
result to all superadditive mating functions.
PROPOSITION 3.1. When the mating function E, of a bisexual 
Gatton-Watson branching process is superadditive3 then (3.1) holds 
if and only if the limit at (3.2) exists and is less than or equal 
to one.
Before this proposition can be established, we require the 
following lemma.
LEMMA 3.2. For a sequence {(X^,Y^): i = l , 2 , . . . }  of independent
identically distributed bivariate random variables with finite 
expectations and a continuous mating function E, which satisfies
(P5),
r h (  l CX. .Y.5) a=*-S• lim j-1£(jEX, jEY) =:r(EX,EY). - 1 ,i=l i i J-XX>(3.3)
f . : 3 = r .
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PROOF. F i r s t  we n o t e  t h a t  i f  t h e  m a t in g  f u n c t i o n  i s  s u p e r ­
a d d i t i v e  and t h e  l i m i t  a t  ( 3 . 3 )  e x i s t s ,  t h e n  t h e  l i m i t  i s  e q u a l  
t o  t h e  supremum ove r  a l l  v a l u e s  o f  j > 0 ( s e e ,  f o r  exam ple ,
H i l l e  and P h i l l i p s  (1957,  Theorem 7 . 6 . 1 ) ) .
Se c o n d ly ,  by t h e  s t r o n g  law o f  l a r g e  numbers ,  f o r  a g i v e n  e > 0 
t h e r e  e x i s t s  an < 00 such  t h a t  f o r  a l l  N >
N
N(EX-e ,EY-e ) < I  (X. , Y.)  < N(EX+e,EY+e)
1 1 1
w i t h  p r o b a b i l i t y  one .  As s u p e r a d d i t i v i t y  i m p l i e s  t h a t  £ i s  monotone 
i n c r e a s i n g  i n  b o t h  a rg u m e n ts ,  i t  f o l l o w s  t h a t
N N
( 3 .4 )  E(N(EX-e) ,N(EY-e))  < 5 ( 1 X , I  Y ) < 5 (N(EX+e ) ,N(EY+e ) ) .
1 1
Now
r(EX+e,EY+e) = l im  N 1^(N(EX+e),N(EY+e))
TvJ-xx)
= lira N- 1 5(N(1 + — ) EX,N(1 + - | r )EY )  ,
N-x»
and l e t t i n g  6 = e/min(EX,EY) , i t  f o l l o w s  t h a t
r(EX+e,EY+e) < l im £(N(1+6)EX, N(1 + 6)EY)
= ( l+6) r(EX,EY)  .
S i m i l a r l y ,  r (E X -e ,E Y -e )  > ( l - 6 ) r ( E X ,E Y )  . Thus 
i n  e a c h  a rg um en t ,  and from ( 3 .4 )  i t  f o l l o w s  t h a t
r  i s  c o n t i n u o u s
l im f .  e x i s t s  and
j-K X > ^
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is equal to r(EX,EY) with probability one.
We now establish Proposition 3.1. If £ is superadditive, then 
3 j
so is E Cl X. , I Y.)) . Let 
1 1
r : = j_1E ( C X -  > lY )) ; 
J 1 1 1 1
J 3
then lim r. = sup r. ; and if r(EX,EY) ^ 1 then each r. ^ 1 . j-K» 3 j >Q 3 3
Consequently, when r(EX,EY) < 1 the process {Z } is a non-negative 
supermartingale. Thus the probability that the process {Z } diverges 
to infinity is equal to zero and so the probability of extinction is 
equal to one.
If for the mating function £ we have r > 1 and 0 < 0 < r - 1 , 
> 0 , > 0 , then
P(-S^ < r - e|Z =N) Z 1 n
F M
< P ( - ^ ~  < EX - 0,|z =N) + P ( - ^  < EY - e0|Z =N) Z 11 n Z 2 1 n
Z 1 F 1 M 1
+ P (- y ~  < r- e , > EX - 01 , > EY - £2lZn=N) *
If 0-j and 0« are sufficiently small, then for deterministic mating
'frrr fl/
functions the last term vanishes^, and so by Chebyshev’s inequality 
(assuming finite second moments)
P(-£^- <r - 01 Z =N) K Z ' n 'n
< PC i F ,-Z EX I > 0,Z IZ =N) + P(|M ,-Z EY I > 0OZ |Z =N) 1 n+1 n 1 1 n ‘ n J V| n+1 n 1 2 n 1 n J
Var(X^) Var(Yi) 
< ---~---- +
£ 2Z1 n 0ZZ 2 n
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Thus
oo Z
p( n - f l >r - £|Z0 > N0)
n=0 n
>  n ci - c
n=0
Var(X.) Var(Y.) -n.
£2NT O
2m£ N 2 0
)(r-e) “)
> 0 ,
and so there is a positive probability of {Z^} tending to infinity.
In the above calculations we have assumed that Var(X^) and 
Var(Y^) are finite. If this is not the case, then (provided that 
the expectations exist) a truncation such as ( X ^ , Y ^ )  = (min(X^ ,N^) , 
min(Y^,N9)) for some and N? , where r(E(X^) , E(Y^T)) > 1
can be used. The truncated bivariate random variable is dominated by 
the original and so the above analysis still holds. By stochastic 
monotonicity (see for example Daley (1968b)) it follows that the 
probability of diverging to infinity is greater than zero.
Note that in establishing this result for r > 1 the mating 
function has not been assumed to be superadditive.
For r < 1 it is not necessary to assume superadditivity in 
order to have certain extinction. This can be shown using the 
following proof which follows Asmussen and Hering (1983), and 
generalizes the method of proof used by Karlin and Kaplan (1973).
If r < 1 then there exists an N_ such that r. < 1 for
0 1
all j > Nq . Let
A
Mn (
k = m
T + l H Z ^ N q)) .
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where !(•) is the indicator function and m,M are positive integers.
has an almost sure limit A <°°. If {Z } does not become extinctm n
then Z -> 00 and so on the set B = {Z -*■ 00, Z. > N„ , k = m,m+1,. .. } n m m * k O' *
we have Am = 00 • But almost surely finite and so the probability
of extinction must be equal to one.
The assumption of superadditivity ensures that the process is then 
certain to become extinct in the critical case, r = 1 .
We present an example to show that extinction is not necessarily 
certain when r = 1 . Let
Then {A^}m M=m,m+1,.. is a non-negative supermartingale and thus
J
(3.5) Jk+1 = Jk + [Jk/4] , k = 1,2,3,...
and
I0 {0}
Ik = J^k-l,Jk^ * k = 1,2,3,...
Given a mating function £ we define a new function E,' by
K’(x,y) = Jk if [S(x,y)/2] e .
As E,' satisfies (PI), (P2) and (P3) it is a mating function. 
Moreover, if E, is a bisexual mating function then E,' is a bisexual
1 6 3 .
mating fu n c t ion ,  
then so i s  £ ’ .
and i f  
Since k+1
i s  monotonic in c r e a s in g  in each argument 
/J^ -+ 1 as k -+ 00 , we have
r'  (EX,EY) := lim j ' 1C, (jEX,jEY)
j-+ o o
l im j
j-*oo
l im j
-1 £ 1( jEX,jEY) 
5(jEX,jEY)/2
' 15(jEX,jEY)/2
j-XX)
r(EX,EY)/2 .
CCjEX,jEY)/2
Observe that  by (3 .5 )  it*  *(l->oo). I f  we take £ to  be the
standard Galton-Watson mating fu n c t ion ,  (M3), and l e t  {Z^} denote 
a Galton-Watson branching process  governed by the  mating funct ion  
£ ’ with  the  number o f  female o f f s p r in g  per mating unit  d i s t r i b u t e d  
as Poisson with  mean two, then r ’ (EX,EY) = 1 , and by the C a n t e l l i  
Inequal ity
x / d  J . / 2
(3.6)  P(Z , < J .  - [ J  \ ]  ! Z = J . )  < ------- 2—v n+1 j 1 3-1 n 2 J . / 2  + [J3 / 4 ] 2 
3 3
o ( j ' 2)
and
P(Z , > J .  + [J3 / 4 ] Iz = J . )  < 
n+1 2 3 1 n 3
J . / 2
J . / 2 +  [J3 / 4 ] 2 
3 3
0 ( j ' 2) ,
so that  both th ese  p r o b a b i l i t i e s  tend to  0 as j - y  oo
To make this argument rigorous, it would be sufficient 
to show that there is a positive probability that the 
process behaves like a random walk on (3^ } which remains 
in its present state or jumps to the next largest state, 
each with probability Such a random walk — ^ oo a.s. 
and is thus transient, so that the non-zero states are 
visited finitely often.
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Moreover, in view of the normal approximation to the Poisson distribution,
P(Z , > J. I Z = J.) -+ I and n+1 j 1 n y
P(Z - < J. |Z = J.) -+ I n+1 j 1 n y
as J_. -+ 00 . Thus for large the process mostly behaves like a random
walk on the set {J^, k = 0,1,2 ,.. .} which at each step either remains 
in the present state or jumps to the next largest J^. , each with 
probability \ • ^Note that for large j the expected number of visits 
to the state Jh , starting from , is 0(2) , and that by (3.6) 
the expected number of visits to smaller states is 0(j )^ . ^ It follows 
that for sufficiently large states there is a positive probability that 
the process diverges to infinity, so that extinction is not certain.
In addition to determining whether or not extinction is certain 
we can determine conditions for the time to extinction to be finite.
In the standard Galton-Watson branching process the expected time to 
extinction is infinite in the critical case; however this is not 
necessarily true for bisexual branching processes, as Proposition 3.4 
illustrates.
Before proceeding to Proposition 3.4 we require the following
definitions and lemma. Let 6 denote the random variable which is-a
degenerate at a , and so has the distribution function D := I(x^a) .3.
QFor two random variables X and Y , we say that X < Y (X is 
smaller than Y in the convex sense) if E(X-t)+ < E(Y-t)+ for all real 
t (see Chapter 2). It follows from Jensen's inequality that ö„Y <c X .
"LA
LEMMA 3.3. Let and Y be random variables with finite
means such that X^ = X^ , EY = 0 and X? and Y are independent3
1 6 5 .
then  E C l x J )  < E( |X +Y|) .
6q ^  Y . By th e  co n v o lu t io n  p r o p e r t y  
(1983))
+ Y
= E(X?+Y) i t  fo l low s  from Stoyan 
(1983,  Theorem 1 . 3 .1 )  t h a t  t h i s  p a r t i a l  o r d e r i n g  i s  p r e s e r v e d  under  
a l l  convex t r a n s f o r m a t i o n s ,  and in  p a r t i c u l a r  we have 
I ] <C I ^ + y I . So by t h e  e x p e c t a t i o n  p r o p e r t y  o f  <C i t  fo l lows  
t h a t  E ( |X a |)  < E( |X2+Y|) .
PROPOSITION 3 . 4 .  For th e  m ating w ith  f i d e l i t y  model (Ml) , the  mean 
tim e to  e x t in c t io n  i s  f i n i t e  i f  r  < 1 or  r  = 1 and EX = EY , 
provided  th a t  the number o f  fem ale o f fs p r in g  i s  n o t id e n t ic a l ly  equal 
to  the  number o f  male o f fs p r in g .
PROOF. The mating  f u n c t i o n  i s
S (x ,y )  = m in (x ,y )  = x - ( x - y ) +
so t h a t  r  = min(EX,EY) . As th e  m a t ing  f u n c t i o n  i s  symmetric we may 
assume t h a t  r  = EX , and so
E<Zn J Zn = «  ■ Et j v  - EC h V Yi »  +
i
= j r  - E(X(X.-Y ) )  .
1
PROOF. Since EY = 0 we have
o f  < ( s e e ,  f o r  example,  Stoyan
X1 +  «0 =  x2 +  -60 <C x2
and so X < X + Y . As E(X )
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If r < 1 then by Tweedie (1976, Proposition 7.1) it follows 
that the mean time to extinction is finite. If r = 1 and EX = EY 
then, by the symmetry of the mating function,
E(Zn+1|Zn=j) = j - jECpCX.-YpI) . 'i—1
n
Let W. = X. - Y. and S = ] W. , then E(W.) = 0 and by i l l  n j l l
Lemma 3.3 it follows that E(]Sn |) is monotonically increasing with 
n . Thus
E(Zn+1|Zn=j) < j - lE(|X1-Y1|) , for j = l,2,... ,
and again using the result of Tweedie it follows that the mean time 
to extinction is finite.
If r(EX,EY) = 1 and EX i EY then Tweedie's results on the 
nullity and positivity of Markov chains are not sufficiently fine, 
and we have not been able to resolve the question of whether or not 
the expected time to extinction is finite. However, we would 
intuitively expect that when EY > EX then the bisexual Galton- 
Watson branching process would behave like an ordinary Galton- 
Watson branching process, for sufficiently large states. Hence the 
expected time to extinction would be infinite.
1 6 7 .
§6.3.1 The Asymptotic Behaviour of the  Model
We know t h a t  th e  p r o c e s s  d iv e rg e s  t o  i n f i n i t y  i f  i t  does not
become e x t i n c t .  When t h i s  i s  t h e  c a s e ,  th e n  by Asmussen and
Hering  (1983,  P r o p o s i t i o n  X I . 2 . 3 ) ,  we have t h a t  Z ^ / ( r + e ) n -+ 0
and Zn / ( r - e ) n -+ 00 , almost  s u r e l y .  I t  fo l low s  from t h i s  t h a t ,
c o n d i t i o n a l  on n o n - e x t i n c t i o n ,  M and F a l s o  i n c r e a s e  a t  ann n
e x p o n e n t i a l  r a t e  ( in  th e  same sense  t h a t  M ^ / ( r - e ) n -+ 00 ,
M / ( r+ e )n -+• 0 a . s . as n -+ °°) . n J
Asmussen and Her ing (1983) have shown t h a t  c o n d i t i o n a l  on 
n o n - e x t i n c t i o n  th e  fo l l o w in g  l i m i t s  e x i s t  almost  s u r e l y :
Mn
M +F n n
EY
EX+EY 5
'n+1 -+ r
+ F
7T
n+1
n
r >
M , + F . n+1 n+1
Zn
-+ EX + EY .
We can d e r iv e  s e v e r a l  f u r t h e r  a sym pto t ic  r e l a t i o n s h i p s  which
a l s o  ho ld  almost  s u r e l y .  For example,
1 6 8 .
Fn+1z -> EX ,n
Fn+1 + EX ,
Z +1 rn
Z , Z „ Z 2n+1 n+1 n v r
F Z F EX 5n n n
Fn+1 _ Fn+1 Zn+1 + „
F z , * Fn n+1 n
Similar results may be obtained for males. We can then derive the
further results, which again hold almost surely:
Fn . EX
M EY 5n
Fn+1 v „ EX
M r EY *n
Fn+1 Fn+1 Fn f EX
M +F F M +F r EX+EYn ri n n n
We also note that conditional on non-extinction Asmussen and
Hering (1983) have obtained sufficient conditions for Z /r11n to
have a limiting distribution. The conditions which they give are
(i) E(CXi+Yi)log(X.+Yi)) < -
(ii)
S(F,M)
F+M
r(EX,EY) . « 1V1 EI -j
EX+EY + ° ^ log  ^F+M " EX+EY '
Y .1 -1-Tl
+ (log(M+F)-1-ri)
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for some p > 0 , as M + F 00 .
This result suggests that the rate of convergence of
N 1 £(NEX,NEY) to r can lead to non-existence of a limiting
distribution for Z /rn . This is indeed the case, for ifn
N ^£(NEX,NEY)= r(l-a/logN) , and £ is superadditive, then 
Z . j
« n (l-a/(i log r + logZ ))
Z rJ i=l n
**• 0(j ->°o) ,
indicating that Z / r11 ->• 0 a. s . n
170.
§6.4 APPROXIMATIONS TO BISEXUAL GALTON-WATSON BRANCHING PROCESSES 
VIA FINITE MARKOV CHAINS
Section 3 examined some qualitative results for bisexual 
Galton-Watson branching processes. In this section we examine 
quantitative results for variables associated with the model 
(model quantities) such as the probability of extinction 
and the expected rate of growth.
These model quantities are easy to calculate for ordinary 
Galton-Watson branching processes, but for bisexual Galton-Watson 
branching processes the calculations are not as simple, as the 
structure of the model is more complicated. Since the number of 
mating units depends on both the number of males and the number of 
females, generating function techniques are no longer applicable.
Indeed it is not possible to evaluate these model quantities 
exactly, but it is possible to find approximations by using finite 
truncations of the infinite transition matrix. Moreover, these 
approximate values converge to the true values as larger matrices are 
used.
In the following analysis we consider only the transitions between 
the states (0,1,2,...,k} , for some positive integer k , where the 
transition probabilities are those of the full Markov chain. Letting
denote the probability of a single step transition from i to j , 
the transition matrix for this truncated process may be written as
1 0
p0(k) Q(k)'
1 7 1 .
where PQ^  = (P10P20 PkQ) and Q(k) i s  the  t r a n s i t i o n
m a t r i x  f o r  t h e  t r a n s i e n t  s t a t e s  l , 2 , . . . , k  . Such t r u n c a t i o n s  
are  known as " n o r th -w e s t "  t r u n c a t i o n s ,  see S ene ta  (1981).  Note 
t h a t  P(k) i-s an §enera -l a s u b s t o c h a s t i c  m a t r i x .
Let P ^ j J denote the  p r o b a b i l i t y  o f  a t r a n s i t i o n  from s t a t e  
i  t o  s t a t e  j i n  n s t e p s  and p j - . ' . ^  denote the  p r o b a b i l i t y  o f  
such a t r a n s i t i o n  w i th o u t  exceed ing  k . C l e a r l y  p j j ^ ^  ? p j j ^  
as k -> 00 , so t h a t  t h e s e  t r u n c a t i o n s  lead  t o  c o n s is te n t  e s t i m a t e s  
o f  model q u a n t i t i e s  such as the  p r o b a b i l i t y  o f  e x t i n c t i o n  and the  
t ime to  e x t i n c t i o n .
I t  i s  s t r a i g h t f o r w a r d  to  e v a l u a t e  v a r io u s  model q u a n t i t i e s  f o r  
the  t r u n c a t e d  t r a n s i t i o n  m a t r i x  u s in g  s t a n d a r d  Markov ch a in  th e o ry .  
We mention some key r e s u l t s  f o r  r e f e r e n c e  ( s e e ,  f o r  example,  Kemeny 
and S n e l l  (1960) ) .
Let q_. ^  denote  th e  p r o b a b i l i t y  o f  u l t i m a t e  e x t i n c t i o n  
s t a r t i n g  from the  s t a t e  j i n  the  t r u n c a t e d  b i s e x u a l  G alton-  
Watson b r anch ing  p r o c e s s ,  then
O . D  qj 0 0  -  Pj0 + l  P j A o o  • j -  1 »2 , . . . ,k .
1 — I
P u t t i n g  = (qx ^  q2 ^  . . .  qR^ )  , (4 .1 )  may be r e w r i t t e n
3 (k) ( i ' Q(k)^ Eo(k) ’
where (I -Q ( k ) ) _1 = I + Q(k) + Q(k) +
1 7 2 .
When comparing the various bisexual population models, it is 
very useful to be able to compare the associated transition matrices 
and model quantities. In order to compare the truncated matrices, 
which are substochastic, it is necessary to extend the definition 
of stochastic monotonicity to cover general non-negative matrices. 
Most of the properties of stochastic monotonicity will carry through 
for this generalization.
DEFINITION 4.1. A non-negative matrix 
monotone if for each i < £
Csif is said to he
k
l
j=l
> • .
k
l
3=1
1,2,
DEFINITION 4.2. A non-negative matrix S = (s —  ) Ts said to he
monotonic ally smaller than a non-negative matrix T = (t^ _.) , which 
is of the same dimensions, if for each i
k k
Y s .. >  y t .. ,• 1 1 3 - 1  1 33=1 3=1 1,2,... .
When this is so we write S ^  T .
Since the mating function is superadditive, it is monotonically 
non-decreasing in each argument. Thus the transition matrix P and 
its truncations Pr,. > k = 1,2,..., are monotone. As the product 
of monotone matrices is monotone (this follows from the proof given 
for stochastic matrices by Keilson and Kester (1977)) it is clear 
that > qj for i < j , and, moreover, q ^ ^  ^ (k) ^or i ^ 3 ^ k
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Since q_. ^  is equal to the probability of extinction without 
crossing k , starting from j , it is clear that q ^ ^  is 
monotonically increasing with k , and that
(4.2) qi(k) ^ qi ’ for k ^ i
Moreover by superadditivity we have
(4.3) qi+j ^ qiqj ’ i,j = Q’1’2’--- >
(see property (P5)). In addition to these elementary inequalities 
we have some more sophisticated relationships.
LEMMA 4.3. If the integer-valued stochastic process {Z^} is 
stochastically monotone then
(4.4) qi qi(k) ^ 1^_qi(k)^qk+l *
for all positive integers i and k with i ^ k
PROOF. The left hand side of (4.4) is equal to the error in 
estimating the probability of extinction starting from i using the 
model truncated at k . It is also equal to the probability of crossing 
k and then becoming extinct, starting from i , and as q_. is 
monotonically increasing with j this is clearly bounded above by 
the right hand side.
As both (1 - q^]^) and q^ are monotonically decreasing with 
k it follows that the upper bound on the difference (q^-q^^)
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is monotonically decreasing with k . But more than this, the above 
lemma enables bounds for the true extinction probabilities to be 
found in terms of the truncated extinction probabilities, as the 
following proposition demonstrates.
PROPOSITION 4.4 For sup eradditive Markov chains
(4.5) qifi + i_n ^ qi ^ ) , for all i,j = 1,2,. .
L J J 4j(i+j-l)
PROOF. The left hand side of (4.5) holds by (4.2). From Lemma 
4.3 we have
qi qi(i+j-l) "" ^  qi(i+j-l)^qi+j 
and by (4.3) it follows that
qi " qi (i +j-1) ^ (1_qi(i + j-l))qiqj '
By symmetry we also have
qj " qj(i + j-l) ^ ('1_qj (i+j-l)')qiqj 
These inequalities may be rewritten as
n > qi " qi(i + j-l)
and
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j 1 " qi ( 1_qiCi+j - lD
Provided  t h a t  th e  model i s  s u p e r c r i t i c a l  (o th e rw ise  e x t i n c t i o n  i s
c e r t a i n )  i t  fo l low s  from a p l o t  o f  a g a i n s t  t h a t
q i ^  —  » whence ( 4 . 5 ) .
~ q j ( i + j - l )
We use  th e  s u b s c r i p t s  1, 2 and 3 t o  denote q u a n t i t i e s  a s s o c i a t e d  
w i th  th e  mating  f u n c t i o n s  (Ml), (M2) and (M3), r e s p e c t i v e l y .  Then 
£ ^ (x ,y )  < C2 (x jy) ^  C3 (x ,y )  f o r  a l l  x ,y  i n  [O,00) ,  and i f  each 
m a t ing  u n i t  r ep roduces  in d e p e n d e n t ly  w i th  i d e n t i c a l  o f f s p r i n g  
d i s t r i b u t i o n s  (which are th e  same f o r  each model) then
^  where i s  th e  t r a n s i t i o n  m a t r ix  f o r  (Mi) ,
i  = 1 , 2 , 3  . I t  then  fo l low s  (see K e i l son  and K es te r  (1977)) t h a t
(4 .2 ) rpTlT1 ^
™n ^m _n 
T2 ^  T3 ’ 1 , 2 , . . .
L e t t i n g  n t e n d  t o  i n f i n i t y  i n  (4 .2 )  i t  fo l lows  t h a t  th e  p r o b a b i l i t y  
o f  e x t i n c t i o n  under  (Ml) i s  l e s s  th a n  o r  equa l  t o  th e  p r o b a b i l i t y  o f  
e x t i n c t i o n  under (M2), which i s  l e s s  th a n  or  equa l  to  t h e  p r o b a b i l i t y  
o f  e x t i n c t i o n  under (M3). We d e f in e  th e  expec ted  r a t e  o f  growth from 
t h e  s t a t e  j t o  be
j j
r j = J E(S(IX l Y  ) .
J 1 1 1
I t  fo l lows  from the  p r o p e r t i e s  o f  ^  t h a t  th e  expec ted  r a t e  o f  growth 
f o r  (Ml) i s  l e s s  th a n  o r  equa l  to  th e  expec ted  r a t e  o f  growth f o r  
(M2), which i s  l e s s  th a n  or  equa l  to  th e  expec ted  r a t e  o f  growth f o r  
(M3). These r e s u l t s  a l so  ho ld  f o r  th e  n o r th -w e s t  t r u n c a t i o n s  d e s c r ib e d
earlier in this section. It follows that the expected time to
extinction conditional on not entering a state larger than k
increases in the order (Ml), (M2), (M3).
In the following numerical calculations the numbers of
male offspring and female offspring per mating unit are independent
and identically distributed Poisson random variables with mean 1.2
(equivalently, the number of offspring per mating unit is distributed
as Poisson with mean 2.4 and males and females are equally likely)
and the infinite transition matrix is truncated at k = 200.
It is clear from Table 1 that the expected rate of growth for
(M2) very quickly approaches that of the standard Galton-Watson
branching (M3). The expected rate of growth of (Ml) is closely
1
approximated by 1.2 - .6180j 2 . This may be justified as follows.
1 1 j  j  3
i' E(Zn+llZn=:n = j E(I X.-maxfO.pL-pfp)
= 1.2 - Jj'1EC|ZXi-ZY.I)
= 1.2 - ij'1(1.2j)i(2/wiD ,
i j
since |^X. - ^Y.j is approximately normally distributed for large j.
1 1 1 1
(4.3) j_1E(Zn+1|Zn=j) a 1.2- .6180j~ * .
The probability of extinction for the mating function (M2) quickly 
tends to a value about 1.33 times the probability of extinction for the 
corresponding state in the standard Galton-Watson branching process, 
however we have no theoretical justification for the value of this
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c o n s t a n t .  There does not  appear t o  be a c o r re spond ing  simple 
r e l a t i o n s h i p  f o r  the  p r o b a b i l i t y  o f  e x t i n c t i o n  w i th  (Ml), a l though  
i t  i s  p l a u s i b l e  t h a t  f o r  s u f f i c i e n t l y  l a rg e  N we may have
(4 .4 )  P(Zn = 0 u l t i m a t e l y ! Z  = N, (Ml) ho lds)
= P(Z^ = 0 u l t i m a t e l y  IZq = N, (M3) ho lds )  x
1
e x p ( c o n s t . N 2)
The r a t i o n a l e  fo r  (4 .4 )  i s  t o  r e g a r d  the  p r o c e s s  w i th  (Ml) ho ld ing  
as be ing  l i k e  an o r d i n a r y  Galton-Watson p r o c e s s  w i th  mean as a t  ( 4 . 3 ) ,
_  i
fo r  which th e  e x t i n c t i o n  p r o b a b i l i t y  i s  th e n  q ( l + cons t .N  2) where 
q = 0.6863 as in  Table 1. R a i s in g  t h i s  t o  th e  power n leads  to
( 4 . 4 )  . For N = 20 ,40 ,60  the  v a l u e s  o f  c o n s t ,  needed to  make (4 .4 )  
ho ld  e x a c t l y  are 1 .189 ,  1.246 and 1 .221,  r e s p e c t i v e l y .
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§6.5 COMMENTS ON SOME RELATED BISEXUAL MODELS
In the preceding sections of this chapter we considered only 
discrete time bisexual models. The first natural generalization of 
these models is to consider age-dependent models, and the second is 
to consider continuous-time, age-dependent models. Whilst several 
deterministic models for such generalizations have been considered 
(see Karmel (1947), A.H. Pollard (1948), Kendall (1949), J.H. Pollard 
(1973, Chapter 7), Asmussen (1980), Asmussen and Hering (1983)), 
little attention has been given to the stochastic versions of these 
generalizations. Karlin and Kaplan (1973) have considered a continuous­
time model with completely promiscuous mating, but this is very 
specialized and of rather limited application: in any case, it
could be approximated quite well by an ordinary single-sex branching 
process.
Generally speaking, continuous-time age-dependent models which 
incorporate mating behaviour are analytically much more complex than 
the corresponding discrete time models. There are two fundamental 
reasons for this; (i) we must consider overlapping generations, and 
(ii) we need to consider age-dependent mating rules (these allow 
for different rates of marriage between different age groups). Such 
models require more assumptions about the mating function than the 
models we have considered so far.
Whilst continuous time age-dependent bisexual branching processes 
do not appear to have been treated in detail in the literature (there 
are certainly no general analytic solutions for them), some attention 
has been given to the simulation of these models. These simulations 
are of considerable intrinsic interest and lead to some interesting 
results. Saunders and Tweedie (1976) consider the problem of modelling
182 .
t h e  dependence o f  t h e  success  (by which we mean n o n - e x t i n c t i o n )  o f  a 
p o p u l a t i o n  and the  r a t e  o f  growth on th e  i n i t i a l  p o p u la t i o n  s i z e .
The p a r t i c u l a r  example which they  c o n s id e re d  was b o a t lo a d s  o f  
P o ly n es ia n s  l a nd ing  on a d e s e r t e d  P a c i f i c  i s l a n d .
The approach o f  Saunders and Tweedie (and indeed  t h i s  appears  
t o  be th e  only  p r a c t i c a l  approach) was t o  d i s c r e t i z e  th e  t ime s c a l e .  
They then  t r a c e d  th e  h i s t o r y  o f  each i n d i v i d u a l  (keep ing t r a c k  of  
such v a r i a b l e s  as age ,  sex  and m a r i t a l  s t a t u s )  and a t  each " sna psho t"  
o f  th e  model the  h i s t o r y  o f  each i n d i v i d u a l  was upda ted .  Thus 
women gave b i r t h  a c c o rd in g  to  some i n t e n s i t y  f u n c t i o n  which depended 
on age and m a r i t a l  s t a t u s ,  m a r r i ag es  took p l a c e  as p o t e n t i a l  m arr i age  
p a r t n e r s  became a v a i l a b l e ,  and d e a th s  occu r red  a t  some r a t e  depending 
on th e  age and sex o f  each i n d i v i d u a l .  Because o f  th e  s i m p l i c i t y  
o f  t h i s  method,  i t  i s  a s t r a i g h t f o r w a r d  m a t t e r  t o  c o n s id e r  th e  e f f e c t  
o f  changing v i t a l  r a t e s  ( t h a t  i s ,  demographic c h a r a c t e r i s t i c s  such as 
b i r t h  r a t e s ,  dea th  r a t e s ,  and so on ) .  Saunders and Tweedie used th e  
s imple  mating r u l e  t h a t  th e  o l d e s t  unmarr ied  male m a r r i e s  th e  younges t  
a v a i l a b l e  female .  The v a l i d i t y  o f  t h i s  assumption  depends on the  
mating  b e hav iou r  o f  th e  p o p u la t i o n  t h a t  i s  be ing  modelled .  Note 
t h a t  in  t h i s  c o n te x t  we should  pe rhaps  r e f e r  t o  th e  mating f u n c t i o n  
as t h e  m a r r i ag e  f u n c t i o n .
I t  i s  im p o r tan t  to  no te  t h a t  we cannot  s tudy  each i n d i v i d u a l  
i n  i s o l a t i o n  because  th e  i n t e r a c t i o n  between i n d i v i d u a l s  c r e a t e s  a 
dependence on th e  s i z e  and com posi t ion  o f  th e  p o p u l a t i o n .
Heyde comments on th e  s t o c h a s t i c  s i m u l a t i o n  r e s u l t s  o f  Saunders 
and Tweedie (1976) by say ing  t h a t  "one f e a t u r e  o f  i n t e r e s t  in  the  
s i m u l a t i o n  r e s u l t s  i s  th e  lack  o f  a c o n s i s t e n t  growth r a t e  from
183.
generation to generation, even when the population reaches 50 or so. 
Hence the use of deterministic models may lead to quite misleading 
projections" (Heyde (1979)).
It is difficult to devise a model which realistically represents 
all aspects of the mating behaviour of a population, and inevitably 
some compromise will be involved. It is especially difficult to 
find a realistic mating rule in continuous time, since if we look 
at a particular interval between updates it is possible to find a 
mating function which satisfies all reasonable assumptions, but the 
same mating function is no longer satisfactory for intervals of 
other lengths (see Parlett (1972)). Various attempts have been made 
to come up with a suitable mating function (see McFarland (1972), 
Parlett (1972), Schoen (1981)) Keyfitz (1971), Pollard (1969), (1973), 
Kendall (1949)) but they do not seem to have reached a satisfactory 
resolution of the problem. Essentially the problem is that a short 
term marriage policy may lead to long-term behaviour which is not 
consistent.
There are many further generalizations of the bisexual branching 
process worthy of consideration: for example, random mating functions,
and multiple types of males and females. However, it would appear from 
the work which we have done so far that, even in the simplest models, 
if we introduce interaction between individuals (so that the growth 
of the population is non-linear with respect to population size), 
then problems such as determining exact extinction probabilities and 
exact rates of growth are intractable. Consequently, in the investiga­
tion of such models it would be necessary to consider qualitative 
properties such as bounds and approximations, and even then the 
mathematics may be quite sophisticated. We will not consider such 
problems further in this thesis.
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