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Resumen 
El análisis de clúster sobre datos climatológicos es 
usado en diversas investigaciones dado que permite 
obtener resultados interesantes para cada enfoque 
propuesto. Por tanto, en este trabajo se presenta la 
evaluación de desempeño del algoritmo de agrupa-
miento K-Means a partir del uso de normalización 
aplicada a un conjunto de datos con cuatro variables 
climatológicas (temperatura, precipitación, humedad 
relativa y radiación solar) para una estación ubicada 
en la ciudad de Manizales, Colombia. Esto con el 
fin de determinar el efecto de aplicar, o no, la nor-
malización en la calidad de los clústeres y evaluar 
el costo computacional del algoritmo según las ca-
racterísticas establecidas. Para ello se definen seis 
escenarios de ejecución para 2, 3 y 5 clústeres con 
diferente cantidad y agrupación de variables utilizan-
do distancia euclidiana como medida de alejamiento, 
Davies-Bouldin como método evaluación de calidad 
de los clústeres y la aplicación de normalización con 
Z-transformation y Range transformation. Se concluye 
que, a través de una comparación con k-medoides y 
aplicación STFT (Transformada de Fourier de Tiem-
po Reducido), la normalización mejora los resulta-
dos y con Z-transformation se obtienen los mejores 
desempeños de agrupamiento según el índice de 
Davis-Bouldin.
Palabras clave: clustering, K-Means, machine learning, 
normalización, transformada de Fourier a corto plazo.
Abstract
Cluster analysis of climatological data is used in va-
rious investigations as it allows interesting results to 
be obtained for each proposed approach. Therefore, 
this paper presents the performance evaluation of the 
K-Means clustering algorithm from the use of standar-
dization applied to a data set with four climatological 
variables (temperature, precipitation, relative humidity 
and solar radiation) for a station located in the city of 
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effect of applying, or not, the normalization in the qua-
lity of the clusters and to evaluate the computational 
cost of the algorithm according to the established cha-
racteristics. For this purpose, six execution scenarios are 
defined for 2, 3 and 5 clusters with differentquantity and 
grouping of variables using Euclidean distance as a dis-
tance measure, Davies-Bouldin as a quality evaluation 
method of the clusters and the application of norma-
lization with Z-transformation and Range transforma-
tion. It is concluded that, through a comparison with 
k-medoides and STFT application (Fourier Transform of 
Reduced Time), the normalization improves the results 
and with Z-transformation the best grouping performan-
ces are obtained according to the Davis-Bouldin index.
Keywords: clustering, K-Means, machine learning, nor-
malization, short-time Fourier transform.
1. Introducción
la meteorología ha sido un área de mucho interés 
y curiosidad no solamente para la sociedad sino 
también para la comunidad científica en aras de 
comprender el comportamiento y las condiciones 
climáticas que se presentan en el planeta tierra. Por 
esta razón, el clima y los escenarios atmosféricos han 
sido abordados por diversidad de investigadores para 
adquirir conocimiento de interés, empleando datos 
climáticos y meteorológicos junto con algoritmos 
de agrupamiento buscando determinar o entender 
comportamientos y patrones dentro del área estu-
diada, relacionar causas y efectos, comprender la 
formación e impacto de los desastres naturales y el 
efecto invernadero dentro de una región, al igual 
que realizar mediciones de la zona para finalmente 
proveer mejoras, conclusiones y consideraciones en 
pro del medio ambiente [1-11].
En dichos análisis de datos climáticos se han em-
pleado diversos algoritmos de agrupamiento para 
procesar los registros, ya sean de agrupamiento 
jerárquico [1], [2], [8]; de agrupamiento emplean-
do Stepwise Cluster Analysis o (SCA, por sus siglas 
en inglés) [11-12], [13]; de agrupamiento usando 
Space-Time Permutation Scan Statistics o (STPSS, 
por sus siglas en inglés) [14]; y de Second Order 
Data Coupled Clustering o (SODCC, por sus siglas 
en inglés) [6], [7]. Además, dentro del aprendizaje 
de máquina no supervisado se encuentra también 
el algoritmo particionado K-Means, muy amplia-
mente usado por los investigadores en el campo 
climatológico y uno de los algoritmos más cono-
cidos dentro del machine learning para el análisis 
de variables y datos de meteorología [1], [4], [5], 
[8–10], [15], debido a que es reconocido como uno 
de los algoritmos más simples y eficientes dentro 
del agrupamiento de datos [16].
En la revisión de literatura se encuentra que autores 
como Ghayekhloo [9] emplearon K-Means en cuatro 
variables climáticas (radiación solar, temperatura, ve-
locidad y dirección del viento) para un rango de tiem-
po de dos años, el cual es comparado con GTSOM 
(Game Theoretic Self-Organizing Map), un modelo 
que se propone para demostrar quién tiene mejor 
precisión y así dar un pronóstico sobre K-Means. Sin 
embargo, la investigación no llevó a cabo análisis 
de rendimientos computacionales y comportamiento 
de los algoritmos bajo diferentes escenarios, como 
tampoco una relación entre las variables, efectos de 
normalización y calidad de clústeres.
Respecto al algoritmo K-Means, autores como Arroyo 
[1] realizaron un aporte al llevar a cabo un análisis 
de algoritmos con datos meteorológicos compa-
rando varios algoritmos de clustering, en donde 
particularmente emplearon para K-Means el uso de 
cuatro medidas de distancia (Seuclidean, Cityblock, 
Cosine y Correlation) y cantidad de clústeres (K=2, 
3, 4, 5 y 6) para seis variables climáticas (tempe-
ratura máxima y mínima, velocidad del viento, luz 
solar, presión atmosférica máxima y mínima). No 
obstante, el estudio no mostró el comportamiento 
de las variables climáticas ni un completo costo 
computacional de la ejecución del algoritmo bajo 
diferentes escenarios que priorizaran el conjunto de 
datos o información climática, como tampoco una 
visualización de los efectos de normalizar, o no, y 
con qué métodos, o cómo se da el manejo y efec-
to de ejecutar grandes cantidades de ceros en las 
variables para conocer una evaluación más amplia 
del desempeño del algoritmo K-Means.
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Otros trabajos de investigadores han utilizado 
K-Means como algoritmo para apoyar las meto-
dologías propuestas por los autores y el posterior 
procesamiento de sus conjuntos de datos climáticos 
[5], [8], [10], [15] encontrando satisfacción en sus 
resultados obtenidos, pero más allá del empleo del 
algoritmo, los autores no abordaron en sus investi-
gaciones la evaluación del algoritmo K-Means bajo 
una formulación de criterios diferentes.
Desde esta perspectiva se aprecia que existe un es-
pacio abierto orientado a determinar, con la aplica-
ción de  K-Means, qué variables meteorológicas son 
las que mejor se relacionan entre sí, qué cantidad y 
cuáles variables usar para la conformación de clús-
teres, qué cantidad de registros y con qué cantidad 
de clústeres trabajar, qué métodos de normalización 
usar y cuáles aplicar, o no, y cómo influye el proce-
samiento y análisis de resultados con  variables que 
contienen grandes cantidades de ceros. Esto con el 
fin de construir escenarios de buen desempeño para 
el análisis de datos, evaluando, también, el costo 
computacional en cada caso para comprender la 
exigencia de procesamiento y consumo de hard-
ware. Por estas razones, este artículo se orienta a 
explorar esta brecha para generar un acercamiento 
sobre el comportamiento y desempeño del algo-
ritmo de agrupamiento K-Means bajo un conjunto 
de datos meteorológicos en diferentes escenarios.
2. Metodología
Dentro de las estaciones meteorológicas que con-
forman el sistema de monitoreo del CDIAC (Centro 
de Datos e Indicadores Ambientales de Caldas) en 
la ciudad de Manizales, Colombia se escoge la es-
tación Hospital de Caldas, el principal hospital de 
este departamento de Colombia, para realizar el 
estudio propuesto debido a que geográficamente se 
encuentra en el centro de la ciudad y su ubicación 
es importante por estar establecido allí. 
Para esta estación, mediante el proceso de ETl 
(Extracción, Transformación y Carga) se genera un 
conjunto de datos extraído de la bodega de datos 
ambientales, el cual contiene registros comprendidos 
entre el 12 de abril de 2012 y el 16 de agosto de 
2017 (lo que abarca un margen de tiempo de 64 
meses o 5.3 años). Acto seguido, se seleccionan los 
atributos de temperatura, precipitación, radiación 
solar y humedad relativa, dado que son los más 
usados por diferentes autores en sus investigaciones 
climáticas con algoritmos de clustering [1], [2], [12], 
[13], [3], [5–11]. luego, dicho conjunto de datos es 
procesado con el software de análisis de datos Rapid 
Miner, versión 7.5.003, utilizando aprendizaje de 
máquina no supervisado. 
En esta medida, el algoritmo seleccionado es 
K-Means; la Distancia Euclidiana es seleccionada 
como función de distancia, considerada como la 
de mayor confianza [1] y una de las más utilizadas 
en una gran variedad de trabajos [2], [3], [8–10], 
[15], [17]; y los valores que se determinan para el 
número de clústeres es de K=2, K=3 y K=5, como 
parte de la creación de los escenarios en esta in-
vestigación. Además, se establece que se aplica-
rá normalización con Z-transformation y Range 
transformation como parte del proceso de reducir 
escalas de valores en las variables para algunos 
escenarios específicos [1], [7], [13], [18–22], y que 
se utilizará Davis-Bouldin como métrica propuesta 
de evaluación de calidad de clúster [1], [16], [17], 
[23], [24]. En total, se ejecutarán 18 escenarios con 
K-Means donde 6 de ellos corresponden a un valor 
de clúster (K) diferente, diseñados como se aprecia 
en la Tabla 1.
los anteriores escenarios se han propuesto para 
observar y explicar el comportamiento del agru-
pamiento aplicando, o no, normalización sobre 
los datos. Además, en algunos escenarios se toma 
en cuenta la variable precipitación para ver qué 
sucede dentro del agrupamiento cuando un atri-
buto contiene una inmensa cantidad de ceros. De 
este modo, para conocer correlaciones y compor-
tamientos tanto a nivel climatológico como a ni-
vel computacional se aplica el algoritmo en cada 
uno de los escenarios obteniendo los resultados 
mostrados en las Tablas 2, 3 y 4, al igual que se 
exponen los agrupamientos correspondientes en 
las Figuras 1, 2, 3, 4, 5 y 6.
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Tabla 1. Definición de los escenarios y características a utilizar en la experimentación. 







clúster: Índice de 
Davis-Bouldin
Clúster 0 % Clúster 1 %
#1
967.289
808.712 83,6% 158.577 16,4% -0.516
#2 808.712 83,6% 158.577 16,4% -0.516
#3 257.479 26,6% 709.810 73,4% -1.091
#4 257.493 26,6% 709.796 73,4% -1.093
#5 291.239 30,1% 676.050 69,9% -1.103
#6 293.346 30,3% 673.943 69,7% -1.158
Tabla 2. Resultados del agrupamiento usando K-Means con K=2 y distancia euclidiana. 









Clúster 0 % Clúster 1 % Clúster 2 %
#1
967.289
676.998 70,0% 65.518 6,8% 224.773 23,2% -0.441
#2 676.998 70,0% 65.518 6,8% 224.773 23,2% -0.441
#3 109.549 11,3% 557.118 57,6% 300.622 31,1% -1.045
#4 300.617 31,1% 109.551 11,3% 557.121 57,6% -1.047
#5 300.987 31,1% 106.805 11,0% 559.497 57,8% -1.093
#6 290.496 30,0% 672.767 69,6% 4.026 0,4% -0.942
Tabla 3. Resultados del agrupamiento usando K-Means con K=3 y distancia euclidiana.
Fuente: elaboración propia. 
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Fuente: elaboración propia. 
Tabla 4. Resultados del agrupamiento usando K-Means con K=5 y distancia euclidiana.
Figura 1. Agrupamiento con K=2 para 3 variables (Tempera-
tura, radiación solar y humedad relativa). (A) Sin normalizar. 
(B) Normalización con Range Transformation. (C) Normaliza-
ción con Z-Transformation.
Fuente: elaboración propia.
Figura 2. Agrupamiento con K=2 para 4 variables (Tempera-
tura, precipitación, radiación solar y humedad relativa). (A) 
Sin normalizar. (B) Normalización con Range Transformation. 
(C) Normalización con Z-Transformation.
Fuente: elaboración propia.
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Figura 3. Agrupamiento con K=3 para 3 variables (Tempera-
tura, radiación solar y humedad relativa). (A) Sin normalizar. 
(B) Normalización con Range Transformation. (C) Normaliza-
ción con Z-Transformation. 
Fuente: elaboración propia.
Figura 4. Agrupamiento con K=3 para 4 variables (Tempera-
tura, precipitación, radiación solar y humedad relativa). (A) 
Sin normalizar. (B) Normalización con Range Transformation. 
(C) Normalización con Z-Transformation. 
Fuente: elaboración propia.
3. Resultados y discusión
Acorde a los escenarios 1, 3 y 5 de la Tabla 2 y se-
gún la visualización de la Figura 1, la agrupación 
se da por la radiación solar. Sin normalizar hay un 
arrastre por parte del atributo radiación solar con 
la formación de un clúster muy grande que con-
forma el 83.6% de los ítems. Con normalización 
(Range transformation) se disminuye el arrastre de 
la radiación solar en un 10% y los dos clústeres 
son un poco más equilibrados en cantidad de ítems 
(26.6% y 73.4%). El índice de Davis-Bouldin con el 
que se busca evaluar la calidad de los clústeres ha 
disminuido hasta -1.091 con respecto al escenario 
anterior, lo cual quiere decir que la formación del 
agrupamiento se dio mejor y con mayor califica-
ción, entendiéndose que mientras más bajo sea 
este índice, mejor es la calidad del clúster [1]. Con 
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Figura 5. Agrupamiento con K=5 para 3 variables (Tempera-
tura, radiación solar y humedad relativa). (A) Sin normalizar. 
(B) Normalización con Range Transformation. (C) Normaliza-
ción con Z-Transformation.
Fuente: elaboración propia.
Figura 6. Agrupamiento con K=5 para 4 variables (Tempera-
tura, precipitación, radiación solar y humedad relativa). (A) 
Sin normalizar. (B) Normalización con Range Transformation. 
(C) Normalización con Z-Transformation.
Fuente: elaboración propia.
normalización (Z-transformation) también se dismi-
nuye el arrastre que genera la radiación solar y los 
dos clústeres son más equilibrados aún (30.1% y 
69.9%) con respecto al escenario anterior. El índi-
ce de Davis-Bouldin es menor con -1.103, lo cual 
refleja qué clúster es mejor.
Con respecto a los escenarios 2, 4 y 6 de la Tabla 
2 y según la visualización de la Figura 2, la agru-
pación se da por la radiación solar. Sin normalizar 
hay un arrastre muy grande por parte del atributo 
radiación solar cuyo clúster más grande se conforma 
por el 83.6% de los ítems, igual que el escenario 
anterior. Con la normalización (Range transforma-
tion) se disminuye el arrastre de la radiación solar 
en un 10% y los dos clústeres son un poco más 
equilibrados en cantidad de ítems (26.6% y 73.4%). 
El índice de Davis-Bouldin ha disminuido hasta 
-1.093 obteniéndose así un mejor agrupamiento. 
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Con normalización (Z-transformation) el agrupa-
miento se equilibra un poco más (30.3% y 69.7%) 
con respecto a los escenarios anteriores y ahora el 
índice de Davis-Bouldin es de -1.158, mejorando 
más la evaluación del agrupamiento.
Para los escenarios 1, 3 y 5 de la Tabla 3 y según 
la visualización de la Figura 3, la agrupación se da 
por el atributo radiación solar. Sin normalizar hay 
un arrastre muy grande por parte de este atributo y 
una formación de clústeres cuyos ítems se reparten 
así: 70%, 6.8% y 23.2%. Al ejecutarse normaliza-
ción con Range transformation, los agrupamientos 
se balancean mejor de la siguiente forma: 11.3%, 
57.6% y 31.1%. El índice de Davis-Bouldin da un 
valor de -1.045, mejorando considerablemente la 
calidad de los clústeres. luego, al ejecutar norma-
lización con Z-transformation los ítems se reparten 
así: 31.1%, 11% y 57.8%, quedando igual que el 
escenario anterior a pesar de que el índice de eva-
luación de clustering mejoró hasta -1.093.
Para los escenarios 2, 4 y 6 de la Tabla 3 y según la 
visualización de la Figura 4, la agrupación se da por 
el atributo radiación solar. Sin normalizar hay una 
formación de clústeres cuyos ítems se reparten así: 
70%, 6.8% y 23.2%, donde se evidencia el arrastre 
del clúster más grande por parte del atributo radia-
ción solar. Al normalizar con Range Transformation 
se obtienen clústeres del 31.1%, 11.3% y 57.6%, 
obteniéndose así un mejor balance entre clústeres 
y cuyo índice Davis-Bouldin mejora hasta obtener 
-1.047. luego, en la normalización con Z-transfor-
mation se obtienen clústeres muy desequilibrados 
con el 30%, 69.6% y 0.4%, donde dos de ellos 
arrastran todos los registros (uno con más del doble 
de ítems) y cuya evaluación de clustering desmejora 
notablemente con un valor de -0.942.
Con respecto a los escenarios 1, 3 y 5 de la Tabla 4 y 
según la visualización de la Figura 5, la agrupación 
se da por el atributo radiación solar. Sin normalizar 
hay una formación de clústeres cuyos ítems se repar-
ten así: 62.2%, 3.8%, 17%, 11.9% y 5.1%, eviden-
ciándose el gran arrastre del atributo radiación solar 
con su gran y más altos valores. Al normalizar con 
Range transformation mejora la calidad del clúster 
al obtenerse un índice de Davis-Bouldin en -1.007 
y se reparten de forma más balanceada los ítems 
quedando así los agrupamientos: 14.9%, 40.4%, 
28.1%, 10.4% y 6.1%. luego, normalizando con 
Z-transformation se obtiene una mejor evaluación de 
clúster con -1.050 a pesar de que el agrupamiento se 
dio casi igual al escenario anterior: 10.8%, 28.3%, 
5.9%, 14.3% y 40.7%.
Finalmente, para los escenarios 2, 4 y 6 de la Tabla 
4 y según la visualización de la Figura 6, la agru-
pación se da una vez más por el atributo radiación 
solar. Sin normalizar hay una formación de clús-
teres cuyos ítems se reparten así: 62.2%, 3.8%, 
17%, 11.9% y 5.1%, igual que en el escenario con 
3 variables. Al normalizar con Range transforma-
tion se obtienen clústeres de 14.9%, 6.1%, 10.4%, 
28.1% y 40.4%, igual que en el escenario con 3 
variables. la distribución de ítems es más equili-
brada y la evaluación de los clústeres obtiene un 
valor de -1.009 según el índice de Davis-Bouldin, 
mejorándose así la calidad de estos. Con la nor-
malización empleando Z-transformation se obtie-
ne una mejor evaluación de los clústeres según el 
índice de Davis-Bouldin al obtenerse un valor de 
-1.016 aunque la distribución de los ítems es más 
desproporcionada, lográndose agrupamientos del 
11.4%, 9.4%, 42.7%, 36.2% y 0.3%.
Ahora bien, con respecto al costo computacional 
se obtuvieron los resultados presentados en las Fi-
guras 7, 8, 9 y 10.
Figura 7. Tiempos de ejecución para los 6 escenarios con 
K=2, K=3 y K=5.
Fuente: elaboración propia. 
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Figura 8. Incremento en consumo de RAM para los 6 escena-
rios con K=2, K=3 y K=5.
Fuente: elaboración propia. 
Figura 9. Incremento en consumo de procesador para los 6 
escenarios con K=2, K=3 y K=5.
Fuente: elaboración propia. 
Figura 10. Incremento en tiempo de actividad de lectura/Es-
critura para los 6 escenarios con K=2, K=3 y K=5. 
Fuente: elaboración propia. 
En términos de rendimiento y consumo computa-
cional se encuentra que en tiempos de ejecución 
se ven incrementos a medida que el algoritmo se va 
aplicando en los diferentes escenarios, por lo que 
influye la cantidad de clústeres en los tiempos de 
ejecución del algoritmo. Con relación al consumo 
de memoria RAM se observan picos para algunos 
escenarios con diferentes valores de K, en donde 
ciertos escenarios tienen un incremento alto, pero 
en otros es nulo o muy insignificante, por lo que 
no se evidencia una tendencia o relación propor-
cional. Con respecto al incremento de consumo de 
procesador se observan picos elevados para los 6 
escenarios con cualquier valor K, lo que muestra 
que la máquina genera un alto consumo de procesa-
miento al momento de ejecutar el algoritmo con sus 
especificaciones. Además, muestran una tendencia 
común de aumentar para el escenario 2, disminuir 
para los escenarios 3 y 4 y volver aumentar hacia 
el escenario 6. Finalmente, para el incremento en 
tiempo de actividad lectura/escritura de disco duro 
se evidencian aumentos de actividad con tendencia 
que se mantienen muy similares para el 66% de los 
escenarios, lo que muestra que el computador tiene 
alto nivel de lectura y escritura en el momento de 
ejecutar el algoritmo en los escenarios establecidos. 
Cabe mencionar que para el experimento se utilizó 
un computador portátil lenovo con las siguientes 
características: Intel Core i7-6700HQ de 2.60GHz 
(8 CPU’s), 12GB de memoria RAM, sistema opera-
tivo Windows 10 Home a 64 bits con disco duro 
de 1 TB a 7400 rpm.
3.1. Comparación con otros algoritmos
Con el fin de validar si este comportamiento de la 
normalización en el desempeño se puede aplicar 
a otros algoritmos de agrupamiento, en la Tabla 5 
se exponen los resultados obtenidos empleando el 
algoritmo K-medoids para un valor de K=5 para el 
mismo conjunto de datos de la estación Hospital 
de Caldas. Acorde a los resultados, se evidencia 
que la normalización provee mejores desempeños 
de agrupamiento según el índice de Davis-Bouldin. 
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Asimismo, se observa que, para cada uno de los 
cinco escenarios, los tratamientos 1.3, 2.3, 3.3, 
4.3 y 5.3 tienen el mejor índice de desempeño de 
agrupamiento, lo que parece confirmar que para los 
algoritmos de agrupamiento en aprendizaje de má-
quina no supervisado el método de normalización 
con Z-transformation provee el mejor desempeño de 
agrupamiento para el conjunto de datos utilizado.
En este sentido, los escenarios y tratamientos esta-
blecidos para K-medoids fueron los expuestos en 
la Tabla 6.
3.2. Transformada de Fourier de Tiempo 
Reducido STFT sobre variables
Con el fin de fortalecer el análisis de los resultados 
se aplica STFT (Transformada de Fourier de Tiempo 
Reducido) para identificar si los comportamientos 
de las variables por las oscilaciones atmosféricas 
afectan el análisis de clúster realizado. los datos 
son registrados con una frecuencia de muestreo 
de 0, 2s-1 (1 dato cada 5 minutos). Inicialmente 
se realiza un gráfico tiempo-frecuencia usando la 
STFT para verificar que la frecuencia de la señal no 
cambia a lo largo del tiempo. Para mejorar la visua-
lización de las componentes de interés, el cómputo 
de los algoritmos para el análisis en frecuencia se 
realiza restando el valor medio de la señal. Así, se 
elimina una componente en 0 Hz. Se realiza para 
diferentes variables.
• Radiación solar.  Análisis de frecuencia. la STFT 
realiza un ventaneo de la señal, este se realizó 
con una ventana de Kaiser con β= 6 y un solape 
del 50%. la Figura 11 muestra los resultados 
para la variable radiación solar y con una vi-
sualización alternativa se verifica que la señal 
presenta componentes de baja frecuencia y no 
cambian en el tiempo.
Esto permite el cálculo de la transformada de Fourier 
y presentar la señal en el dominio de la frecuencia. 
En la Figura 12 se presenta el espectro de la señal 
y se destacan dos componentes, por lo cual en el 
gráfico se esquematiza el periodo de cada una.
• Temperatura. la STFT realiza un ventaneo de la 
señal, este se realizó con una ventana de Kaiser 
con β= 20 y un solape del 70%.  En la Figura 13 
se verifica que la señal presenta componentes 
de baja frecuencia y no cambian en el tiempo. 
Esto permite el cálculo de la transformada de 
Fourier y presentar la señal en el dominio de la 
frecuencia.
Tabla 5. Resultados del agrupamiento usando K-Medoids con K=5 y distancia euclidiana. 
 Fuente: elaboración propia.
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Escenarios
K=5




Cantidad de variables: 3 Tipo de variables: 
temperatura, humedad relativa y radiación 
solar. Cantidad de registros: 10.000. Datos 







Cantidad de variables: 3 Tipo de variables: 
temperatura, humedad relativa y radiación 
solar. Cantidad de registros: 10.000. Datos 






Cantidad de variables: 4 Tipo de variables: 
temperatura, humedad relativa, radiación solar 
y precipitación. Cantidad de registros: 10.000. 






Cantidad de variables: 4 Tipo de variables: 
temperatura, humedad relativa, radiación solar 
y precipitación. Cantidad de registros: 10.000. 






Cantidad de variables: 4 Tipo de variables: 
temperatura, humedad relativa, radiación solar 
y precipitación. Cantidad de registros: 10.000. 





Tabla 6. Escenarios y tratamientos establecidos para K-Medoids para un conjunto de datos. 
Fuente: elaboración propia. 
Figura 11. Análisis de frecuencia para la variable radiación solar.
Fuente: elaboración propia.
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Figura 12. Transformada de Fourier para la variable radia-
ción solar.
Fuente: elaboración propia. 
• Humedad relativa. la STFT realiza un ventaneo 
de la señal, este se realizó con una ventana de 
Kaiser con β= 20 y un solape del 70%. En la 
Figura 14 se verifica que la señal presenta com-
ponentes de baja frecuencia y no cambian en 
el tiempo. Esto permite el cálculo de la trans-
formada de Fourier y presentar la señal en el 
dominio de la frecuencia.
los análisis adicionales realizados permiten, como 
se sospechaba, determinar que el uso de la nor-
malización en los escenarios propuestos mejora el 
desempeño de los algoritmos de clustering sin de-
pender del tipo de algoritmo ni del comportamiento 
de las variables bajo análisis.
Figura 13. Análisis de frecuencia y Transformada de Fourier para la variable temperatura. 
Fuente: elaboración propia.
 Figura 14. Análisis de frecuencia y Transformada de Fourier para la variable humedad relativa
Fuente: elaboración propia.
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4. Conclusiones y trabajo futuro
De acuerdo con los resultados obtenidos con res-
pecto a las características de los escenarios se en-
cuentra que la radiación solar es un atributo a partir 
del cual se forman los agrupamientos, ya sea que 
se normalice, o no, para la ejecución del algoritmo 
K-Means. El rango de este atributo oscila entre 0 y 
1500, y el tener cientos de miles de registros ubica-
dos en una escala muy alta conllevan a que se aglo-
meren a partir de la distancia del centroide lo que 
posteriormente forma un clúster de gran proporción 
de ítems a comparación de los otros. No obstante, 
llevar a cabo normalización demuestra que el atri-
buto radiación solar pierde un porcentaje de arrastre 
grande y que los otros clústeres se balancean con 
más ítems, por lo que se sugiere hacer uso de nor-
malización cuando atributos como radiación solar 
hagan parte de un conjunto de datos y cuya escala 
difiera enormemente en tamaño a comparación de 
los otros atributos, sin mencionar que la evaluación 
de calidad del clúster obtendrá un mejor resultado.
Como segunda conclusión, se encuentra que para 
K=2 los efectos de normalizar ayudan notablemente 
en la mejora del clustering, no solo porque visual-
mente se balancean mejor los agrupamientos, sino 
también porque se obtiene un índice de evaluación 
de clúster mucho mejor. Para estos escenarios la 
normalización con Z-transformation mostró mejores 
resultados, al igual que para K=3 y K=5, según lo 
arrojado por el índice de Davis-Bouldin, a pesar de 
que algunos agrupamientos se observaron visual-
mente más desproporcionados, por lo que se sugiere 
normalizar con Z-transformation para la obtención 
de mejores resultados.
Como tercera conclusión, se observa que el atribu-
to precipitación, el cual contiene cientos de miles 
de registros con valor cero, influye notablemente 
en los agrupamientos al cambiar el gráfico de los 
clústeres y generar un inmenso arrastre hacia un 
valor que no aporta nada útil a los resultados. Si 
bien no llueve todos los días y las precipitaciones 
son esporádicas y por corto tiempo, tener un atri-
buto cuyo valor cero está en más del 90% de los 
registros podría ocasionar malas interpretaciones 
de resultados o dañar los agrupamientos. Además, 
este atributo sería el que formaría los clústeres si el 
atributo radiación solar no estuviera incluido en el 
conjunto de datos debido a su enorme cantidad de 
registros bajo un mismo valor, lo que podría cau-
sar que los problemas anteriormente mencionados 
fueran más grandes.
Por lo tanto, se determina con base al índice de 
Davis-Bouldin que el escenario con mejor desem-
peño para K=2 fue el escenario 6 donde se aplican 
las cuatro variables (temperatura, precipitación, 
humedad relativa y radiación solar) normalizando 
con Z-transformation. Para K=3 fue el escenario 5 
donde se aplican las tres variables (temperatura, 
humedad relativa y radiación solar) normalizando 
con Z-transformation. Para K=5 fue igualmente el 
escenario 5 donde se aplican las mismas tres va-
riables con la misma técnica de normalización, lo 
cual concluye el buen desempeño que tiene la nor-
malización con Z-transformation en donde el 66% 
de estos escenarios no tienen en cuenta el atributo 
precipitación.
Con relación a lo climatológico, se encuentra para 
todos los escenarios que con el aumento del valor de 
la precipitación disminuye el valor de la radiación 
solar. Con temperaturas altas disminuye la concen-
tración de humedad relativa; si la radiación solar 
aumenta disminuye la humedad relativa; a tempe-
raturas bajas, el valor de la precipitación aumenta. 
Si la precipitación aumenta, la humedad relativa va 
desapareciendo, de lo contrario crece su valor. la 
temperatura mostró igual tendencia que la radiación 
solar, en términos de visualización y formación de 
clústeres, por lo que ambas variables climáticas tie-
nen un comportamiento muy similar, posiblemente 
dado por su misma fuente de origen. 
Ahora, respecto a la ciudad de Manizales, se com-
prueba que para temperaturas frías o muy calien-
tes la radiación solar es muy baja o escasa, pero 
en temperaturas intermedias que oscilan entre los 
15°C y 23°C la concentración de radiación solar 
es elevada. Esto muestra que en Manizales los va-
lores de radiación solar son altos debido a que su 
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temperatura se encuentra dentro de ese rango en 
la mayor parte del año, por lo que sus habitantes 
podrían ser propensos a altos riesgos de afectacio-
nes en la piel.
Con relación al costo computacional, lo que re-
quiere un algoritmo como K-Means para procesar 
un conjunto de datos compuesto por 3.8 millones 
de registros es poco. Por otro lado, en tiempos de 
procesamiento se evidencia que mientras el valor 
K sea más alto, más tiempo de ejecución le tomará 
al algoritmo su proceso. En consumo de memoria 
RAM no existe una tendencia o relación directa con 
respecto a los escenarios de trabajo establecidos, 
por lo que los incrementos se dan de forma muy 
aleatoria. En el consumo de procesador se eviden-
cia que en un escenario con todas las variables y 
sin normalizar se genera un alto incremento, pero 
para escenarios donde se normaliza con máximos 
y mínimos (Range Transformation) se obtiene los 
incrementos más bajos, por lo que puede que el 
algoritmo que normaliza con escalas de 0 y 1 sea 
más corto o eficiente que el Z-transformation. Por 
otro lado, en consumo de disco duro no se observa 
relación entre los incrementos de actividad y los 
escenarios de trabajo establecidos. Por lo tanto, se 
concluye de manera general , solo para los casos 
presentados,  que sólo en los tiempos de ejecu-
ción y consumo de procesador se ven relaciones o 
tendencias entre los escenarios, mientras que para 
consumo de RAM y actividad de disco duro no hay 
una correlación directa entre hardware y la cantidad 
de registros procesados, cantidad y tipo de variables 
utilizadas, aplicación de técnicas de normalización 
y evaluación de calidad de agrupamiento entre los 
diferentes escenarios de trabajo. 
Para futuros trabajos se recomienda emplear téc-
nicas como Ordinary Kriging para el manejo de 
las grandes cantidades de ceros que contiene una 
variable dentro de un conjunto de datos y observar 
qué ocurre con los resultados y análisis. Además, 
llevar a cabo escenarios con un valor K superior a 
5 permitiría a los investigadores indagar qué ocurre 
con el agrupamiento y el rendimiento, tanto a nivel 
de máquina como en el desempeño del algoritmo. 
También se sugiere emplear otros métodos de nor-
malización como transformación de proporción 
y rango inter-cuartil para ver cómo se comportan 
los clustering con estos análisis. Asimismo, llevar a 
cabo pruebas de homocedasticidad e independencia 
para determinar criterios de normalización podría 
ser interesante para trabajos futuros. Por otro lado, 
evaluar datos dentro de una escala temporal (por 
día, por jornada, etc.) permitiría conocer interesantes 
conductas climáticas en determinados momentos del 
día para observar comportamientos meteorológicos 
en una línea del tiempo.
Otro importante aporte a futuro sería considerar para 
el conjunto de datos algunos metadatos externos 
como cercanía entre estaciones meteorológicas, al-
tura sobre el nivel del mar, entre otros, de modo que 
eso contribuya a mejorar los resultados en cuanto a 
calidad e interpretabilidad de las clases resultantes. 
De igual modo, sería interesante realizar procesa-
mientos bajo diferentes escenarios que comprendan 
un conjunto de datos más grande (por encima de 
los 35 millones de registros), es decir 10 veces más 
que el conjunto de datos utilizado para observar el 
comportamiento computacional a mayor escala con 
el fin de detectar algún patrón o relación.
Finalmente,  con los análisis adicionales, haciendo 
uso de otro algoritmo de clustering para la valida-
ción, y con la aplicación de STFT (Transformada 
de Fourier de Tiempo Reducido) para identificar si 
los comportamientos de las variables por las osci-
laciones atmosféricas afectan el análisis de clúster 
realizado, se determina, sin ser concluyentes, que 
el uso de la normalización en los escenarios pro-
puestos mejora el desempeño sin depender del tipo 
de algoritmo ni del comportamiento de las variables 
bajo análisis.
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