Vernier acuity depends on the integration of information from multiple photoreceptors. For this reason, vernier acuity thresholds ought to exhibit effects of stimulus size and contrast analogous to those that occur in area summation experiments. In this paper, we consider some area and contrast effects found in vernier acuity experiments, and explain them with a model of detection and discrimination which we call the Noisy Template model. The Noisy Template model assumes that psychophysical tasks are performed (or can be approximated) by cross-correlation of the stimulus with a decision template which is optimal for the task at hand. The Noisy Template model crucially adds the assumption that the template contains noise. This yields inefficiency in the decision process which increases with stimulus size and contrast. Predictions of the Noisy Template model are derived for the case of vernier acuity, and compared with existing experiments.
Introduction
Human observers can detect misalignments of objects substantially less than the diameter of a foveal cone (Klein & Levi, 1985) . This exceptional ability to localise objects, called hyperacuity (Westheimer, 1975) , must depend on the integration of information from multiple photoreceptors, since one photoreceptor alone cannot distinguish a small change in position from a small change in contrast. One might therefore learn something about the mechanisms of hyperacuity by examining its dependence on stimulus contrast and area. Many experiments have examined the effect of contrast on hyperacuity, and contrast is typically reported to improve the vernier threshold as a power law with an exponent in the range )0.5 to )1, but thresholds tend to be independent of contrast when the contrast is high. However, almost all experimental data relating contrast and vernier threshold can be fitted with a single curve, which has a log-log slope of )1 at low contrasts, and is flat at high contrasts (Fig. 1) Kiorpes, Kiper, & Movshon, 1993 .) The primary purpose of this paper is to provide the theoretical motivation behind the equation and curve shown in Fig. 1 . The reported variation in exponential slope in previous studies is almost certainly a consequence of sampling a limited range of contrasts around the elbow of the curve.
Line length also improves vernier acuity up to a point, with performance saturating at long line lengths (Buckingham, Watkins, & Binnington, 1991; FoleyFisher, 1973; Levi & Klein, 1986; Sullivan, Oatley, & Sutherland, 1972; Westheimer & McKee, 1977) . There are however reports of stimulus length having a detrimental effect (Levi, McGraw, & Klein, 2000) on vernier acuity. The effect of line length appears to interact with stimulus contrast (MacVeigh, Whitaker, & Elliott, 1991) . For line stimuli, width is not thought to be important, since line and edge vernier thresholds are very similar. However, at very narrow line widths this may not be so (Foley-Fisher, 1977) , although this is probably because of optical factors: increasing the width of a line which is narrower than the line spread function changes the contrast of the retinal image more than its width. The secondary purpose of this paper is to show how the same model that predicts the above contrast dependency also predicts the dependency of thresholds on line length, because the value of k in the above equation depends inversely on the line length.
How can these effects be modelled? Parsimoniously, it might be assumed that the effects of contrast and area on vernier acuity are generated by the same processes underlying area summation and contrast discrimination for other stimuli; this idea informs the approaches of Morgan and Aiba (1985) , Wilson (1986) , and Hu, Klein, and Carney (1991) . We have previously suggested an explanation for area summation using what we term the Noisy Template model (McIlhagga & P€ a a€ a akk€ o onen, 1999) . In this paper, we apply the Noisy Template model to the task of explaining contrast and area summation (i.e. line length) effects in vernier acuity. The initial improvement in performance that comes with increasing contrast or area is easily modelled by an ideal observer, but it is more difficult to explain the saturation of performance that occurs at long lengths or high contrasts. The saturation indicates that there may be some central inefficiency which limits performance, and it is possible that this arises through internal noise which increases with area or contrast. The Noisy Template model is a theory about the source of this noise. A Noisy Template observer is like an ideal linear observer who cross-correlates the stimulus with an optimal decision template. However, the decision template for the Noisy Template observer is--as the name suggests--corrupted by noise every time it is used. One might think of this as having a perfect template in long-term memory, which is corrupted every time it is read into a ''visual buffer'' (Kosslyn & Koenig, 1992) for comparison with the stimulus. The Noisy Template assumption introduces multiplicative internal noise into the decision process, that turns out to depend on both stimulus contrast and area. This is sufficient to fully explain many of the contrast and area effects observed in vernier acuity experiments.
In this paper, we first outline the theory for the ideal linear observer applied to the task of discrimination of vernier misalignment of lines. Ideal observer models have been previously applied to vernier acuity tasks by Andrews, Butcher, and Buckley (1973) and Geisler (1984) , but the ideal observer presented here is simpler and not aimed at discovering the absolute limits of performance. Next, we modify the ideal observer by adding the Noisy Template assumption, and derive the consequences of this for vernier acuity thresholds. Because the Noisy Template model is simple and very general, it unfortunately takes a substantial amount of algebra to figure out how it functions in the vernier acuity task. We then fit the Noisy Template model to some existing data, in particular from Westheimer, Brincat, and Wehrhahn (1999) and MacVeigh et al. (1991) , which are relevant to the effects of line length and contrast on vernier acuity. In Appendix B, we further fit the Noisy Template model to fourteen different studies, and demonstrate that it fits all the data substantially better than an exponential function.
Observers and templates for vernier acuity
In a vernier acuity experiment, the observer is shown a stimulus consisting of two lines, sinusoidal patches, or edges, which are displaced relative to one another (as in Fig. 2a ), and they must decide the direction of the displacement. This can be done by computing a decision variable, which compares the evidence for a displacement in one direction to the evidence for a displacement in the opposite direction. For example, the decision variable might be negative if evidence favoured a displacement to the left, and positive if the evidence favoured a displacement to the right. The observerÕs response would reflect the value of the decision variable, so that they respond ''left'' when the decision variable is negative, and ''right'' when it is positive.
A simple and useful class of decision variables are linear: they are computed by a weighted sum of the stimulus intensities. If s ¼ fs 1 ; s 2 ; . . . ; s n g is the vector of stimulus intensities (s i is the intensity at the ith sample position, such as the response of the ith neuron representing the stimulus), then a linear decision variable d is computed as the sum
Log Contrast Log Threshold Fig. 1 . The relationship between contrast and vernier threshold. Each dot is a data point from one of the 14 studies analysed in Appendix B, where one can find further details of fitting and a statistical comparison to exponential fits. In all cases, the data was scaled in x and y directions to provide the best fit to the continuous curve, which is the theoretical relationship between contrast and threshold derived from the Noisy Template model. The dashed line has an exponent of )1.
where t ¼ ft 1 ; t 2 ; . . . ; t n g is a vector of weights called a template. In vector notation, d ¼ t Á s, where Á denotes the dot product. Linear decision variables are important for their simplicity and obvious neural implementation, but they are also a reasonable first-order approximation to other observers (such as the ideal or maximum-likelihood observer, see Appendix A). A linear decision variable is optimal when the weight vector t is selected to maximise the probability of a correct decision. The general solution to the problem of choosing the optimal template t is the subject of discriminant analysis (Mardia, Kent, & Bibby, 1979) , but for vernier stimuli, the optimal template can be derived more simply. Let sðdÞ be the sampled vernier stimulus for a displacement of d (d > 0 are displacements to the right). This stimulus is a sum of an expected vernier pattern vðdÞ for that displacement, multiplied by a contrast factor c, plus white noise n with a density (variance per sample) of r 2 n ; thus sðdÞ ¼ cvðdÞ þ n The noise may be neural in origin, or added by the experimenter. Given a probability distribution for the displacements prðdÞ, and a template t, the expected value of the decision variable d ¼ t Á s can be worked out. The expected decision variable for a rightward displacement
where prðdÞ is the probability of displacement d occurring. The expected value for a leftward shift is the above integral but over d < 0. The expected difference between d for rightward and d for leftward shifts is then
The term in brackets is the average rightward stimulus minus the average leftward stimulus. Since the stimulus is noisy, the decision variable is also noisy and its variance is r 2 n ktk 2 , where ktk is the norm of the template vector t. The signal-to-noise ratio of d measures the ability of the decision variable to discriminate between shifts to the right and left. The optimal template t maximises the signal-to-noise ratio of d by being matched (i.e. proportional to) to the expected difference in stimuli; that is
One such a template is shown in Fig. 2b , where the task is to detect the vertical misalignment of two lines shown in Fig. 2a . Fig. 3 shows a cross-section of this template, with a shifted bar stimulus superimposed. The template flanks are triangular waveforms, which have been scaled so that the triangle slopes are AE1. In generating this template, the displacements d are assumed to be The ideal observer template for the vernier discrimination task. The observer places this template over the stimulus centreof-mass and computes the dot product (the sum of the pixel-by-pixel products). If the dot product is positive, the lower line has shifted rightwards relative to the upper. This template is generated from Eq.
(2) in the text. (c) An instantiation of a noisy template for the vernier task. The template is corrupted by noise in those areas where it is nonzero. Each time the template is used, it is corrupted by a new noise sample. The templates we have shown here are in image space. Provided the internal (e.g. cortical) representation of an image is complete, there ought to be no theoretical disadvantage in working in image space.
Fig. 3. This figure shows a horizontal cross-section through the lower half of the template in Fig. 1(b) . The two triangles are the template. The large rectangle is a cross-section through the luminance profile of the line in Fig. 1(a) , with width W , shifted left by an amount x=2. The profiles are shown continuous, although both stimulus and template are sampled. Using an object-centred frame of reference, the upper line must shift left by x=2 also, giving a total misalignment of x. The result of the template times stimulus is, for this cross-section, equal to the area of the rightmost shaded region minus the area of the leftmost shaded region. Multiplying this by the length of the template gives the total output of the template times stimulus.
distributed uniformly within the range AEl, where l is the maximum displacement.
An important issue in constructing a vernier template is deciding on the coordinate system. The template in Fig. 2b was constructed assuming that the template origin was always placed on the centre-of-mass of the vernier stimulus. That is, a relative displacement of the lower line by d to the right is interpreted in the template coordinate system as a displacement of the lower line by d=2 together with a displacement of the upper line by Àd=2. This coordinate system is suggested for two reasons: first, it implies that the template can be positioned on the stimulus in a way that avoids any absolute spatial references, and so can be used when the observer is uncertain of the absolute spatial position of the stimulus; and second because it is insensitive to small mispositioning. The decision variable d from this template can be split into an upper part d U , generated from placing the upper portion of the template on the upper bar, and a lower part d L , generated from positioning the lower portion of the template on the lower bar. If the template is mispositioned laterally, the upper and lower parts d U and d L will change nearly equally, but in opposite directions, so the sum To derive the acuity threshold for the ideal linear observer, we need to know the expected value and the variance of the decision variable for any particular shift x. When shown a stimulus s having shift x, namely s ¼ cvðxÞ þ n, the expected value of the decision variable d ¼ t Á s is Exfdg ¼ ct Á vðxÞ, and the variance is Varfdg ¼ r 2 n ktk 2 . These are quite complicated to calculate because the vernier pattern v is a sampled luminance distribution, and while the continuous luminance distribution may be known (its cross-section is shown in Fig. 3 ), the sample points are not; nor are they likely to make the theoretical development any simpler. However, there is a simple relationship between a dense sample and the function being sampled which may be exploited to overcome the sampling problem, namely
dp ð3Þ
where e is the sampling rate (number of samples divided by the area of the sample). The integral on the right hand side is over the area sampled by the points fp i g on the left. This relationship derives from noting that the mean sample value is approximately equal to the average function value over the same area. If t and v were continuous functions, the expected value Exfdg would be the shaded area on the right of Fig. 3 , minus the shaded area on the left, multiplied by the total length of the template (2L, since each line is of length L). This has a value of cLðl À x=2Þx. From the sampling approximation (Eq. (3)) the expected value with sampled stimuli and templates is then
The variance of the decision variable is the power of the template multiplied by the noise density, namely (again using the sampling approximation)
Threshold performance at 75% correct for detecting a right shift will be obtained when the expected value is 0.67 times the square root of variance, because then the decision variable d has a 75% chance of being greater than zero. Provided l is much greater than x, so that l À x=2 % l, the threshold displacement x t is obtained when
This is inversely dependent on contrast and, in analogy with PiperÕs Law, inversely related to the square root of length. Experimentally, however, while the vernier threshold is often inversely proportional to contrast at low contrasts, at higher contrasts vernier threshold tends to be independent of contrast (Wehrhahn & Westheimer, 1990; Westheimer et al., 1999) and independent of length (Westheimer & McKee, 1977) . Thus the human observer appears to have some additional source of inefficiency.
Noisy templates and vernier acuity
The Noisy Template theory proposes that an additional source of inefficiency is noise in the template. The noise could arise because the template must be represented by neurons, and neurons are noisy. Instead of an optimal template, then, the human observer uses a template which is corrupted by a small amount of noise. A new noise sample is generated every time the template is used. One might think of this as having a perfect template in long-term memory, which is corrupted every time it is read into some ''visual buffer'' (Kosslyn & Koenig, 1992) to compute a dot product with the stimulus. In this view, the noisiness of the template reflects a limitation in the visual buffer: while it is possible to store enough templates in long-term memory so that their average is effectively noiseless, the visual buffer is not so capacious.
If t is the optimal template from Eq. (2), the noisy template t noisy is defined as
where e is zero-mean white noise with density r 2 e ; ktk is the vector length. Normalisation of the optimal template is an important additional assumption of the Noisy Template model, and some arguments for normalisation were given in McIlhagga and P€ a a€ a akk€ o onen (1999). It is also assumed that the noise e is only added in regions of the template where the optimal template t is nonzero. This assumption is also important for the effects generated by the noisy template. The noise may be restricted this way because there is no neural representation for the template t in areas where it is zero, and so it cannot be corrupted by noise in those areas. One instantiation of an extremely noisy template is shown in Fig. 2c .
When shown a stimulus s ¼ cvðxÞ þ n with shift x, the Noisy Template observer computes the decision variable d noisy ¼ s Á t noisy , which is
or, expanding the dot-products to sums,
Again, the threshold rightward shift for the observer is attained when the expected value of the decision variable, in this case d noisy , is 0.67 times its standard deviation. Since both n and e are white noise with mean zero, the expected value of d n is just the first term of the above expansion, namely
This is the expected value of the optimal observer given in Eq. (4) divided by the norm ktk which is ffiffiffiffiffiffiffiffiffiffiffiffiffiffi eLl 3 =3 p . The variance of d noisy is the sum of the variances of the last three noise terms in Eq. (7), since they are all uncorrelated (McIlhagga & P€ a a€ a akk€ o onen, 1999). The variances of these three terms are respectively
Varfn Á eg ¼ r 2 n r 2 e 4elL (note that 2lL is the area of overlap between the nonzero part of the stimulus and the nonzero--i.e. noisy--part of the template, and 4lL is the nonzero area of the template). Thus Varfd noisy g ¼ r 2 n þ r 2 e c 2 2elL þ r 2 n r 2 e 4elL As before, the Noisy Template observerÕs threshold x t is obtained when Exfd n g ¼ 0:67 Varfd n g 1=2 . Assuming again that x t is small compared to l, the threshold x t is
The right hand side contains the sum of three noise sources. One depends on stimulus noise r 2 n , one depends on contrast and length, and one depends on length alone. A variety of behaviour is possible in vernier acuity experiments when each of these noise sources is dominant. When stimulus noise r 2 n is dominant--at low contrast and small area--the threshold is the same as the ideal observer in Eq. (6). When the contrast-dependent noise in Eq. (8) dominates, i.e. at high contrasts, the vernier threshold simplifies to
That is, it is independent of both length L and contrast c. Finally, when the third source of noise--length-dependent noise--dominates, the vernier threshold simplifies to
which is independent of the length L, but still dependent on contrast. Eq. (8) can be rearranged to x t ¼ 0:55lr e ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi c 2 þ 2r 2 n ð1 þ 1=4r 2 e leLÞ c 2 r from which the equation in the introduction follows easily enough. It is clear after rearrangement that l and r e only occur when multiplied together, so they cannot be independently estimated from data. In subsequent data fitting, this problem is avoided by choosing a ''sensible'' value for l and fitting the remaining three parameters. Fig. 4 shows how well the Noisy Template observer can fit data relating vernier threshold to contrast and line length. Fig. 4a shows the effect of contrast on vernier acuity (from Westheimer et al., 1999) for static edges, and Fig. 4b the effect of both contrast and line length (from MacVeigh et al., 1991) for oscillatory displacement acuity with lines oscillating at 2 Hz. The fitted lines do not assume that x t is small relative to l, although in almost all cases it is. Relaxing this assumption (which was only used to make the algebra tractable) leads to a slight steepening of the curve as the threshold x t approaches the value of l. This steepening is also apparent in the curve plotted in Fig. 1 . The best fit parameters for these two graphs are discussed next; however, one should bear in mind that the error margins for these fits are large. In addition, it should be noted that these parameters influence the scale and position of the noisy template curves; they do not influence the shape of the curve, which is fixed by theory. That is, there are no ''slope'' parameters.
The best fit parameters for the data in Fig. 4a varied between subjects, but typically were r e % 20%, r n % 0:03, and e % 1 per arcsec 2 , with l fixed at 300 arcsec. The estimate of r e indicates that each sample had noise with a standard deviation about equal to 20% contrast, which is about the amount of noise measured by Croner, Purpura, and Kaplan (1993) in individual P cells. If cones are spaced in a hexagonal lattice with 0.5 arcmin between centres, the cone sampling rate is only 0.001 per arcsec 2 , so the sampling rate for the fit in Fig. 4a is about 1000 times greater than this. If the sampling rate e includes both on and off cells, and is sustained over the entire 2 s stimulus interval, this suggests that there were more than 250 samples per second per on-or off-cell.
The best fit parameters for all the data in Fig. 4b were r e % 5%, r n % 0:03, and e % 0:00001 per arcsec 2 , with l again fixed at 300 arcsec. The figure for r e is equivalent to what would be expected in M cells (assuming M cells have the same noise (Croner et al., 1993 ) but a contrast gain about five times greater than P cells, (Croner & Kaplan, 1994) ) and involvement of M cells rather than P cells in this experiment may be reasonable, since the target line oscillated at 2 Hz. The value for r n is about the same as in the fit to Fig. 4a , so there is a faint chance that it does indeed indicate some central limitation on decision efficiency. The sampling rate is now very low--about one sample per 10 foveal cones. If M cells were mediating detection of the oscillating displacement, one would however expect the sampling rate to be low. Of course, an ideal observer would not be switching from M to P cells willy-nilly, as the above discussion might imply; rather, they will always use both M and P cells, weighted according to their contribution to the task at hand. However, in situations where M cells might be more useful, the inferred sampling rate ought to be closer to that of the M cells. Regardless of the appropriateness of these parameters, it is clear that they, like the ones estimated for Fig. 4a , are near or within the physiological range.
Conclusion
The Noisy Template model successfully explains the effect of contrast and area on vernier acuity tasks. The focus of the Noisy Template model is not on explaining why vernier acuity is so good (which is adequately covered elsewhere, e.g. Fahle & Poggio, 1981) , but rather why it is not better. The performance of an ideal observer, such as the one described in Section 2, would not saturate at high contrast and long line-length, as the human observer does. It is clear that the human observer has a number of inefficiencies compared to the ideal, which are influenced by stimulus parameters such as line length and contrast. The Noisy Template model accounts for these additional human inefficiencies with one single source, namely the noise that is added to the otherwise ideal template. The Noisy Template assumption introduces multiplicative noise into an ideal observer in a constrained manner and, uniquely, yields interesting interactions between noise from increasing contrast and noise from increasing area. The Noisy Template model suggests that the effects of contrast and length in vernier tasks are produced by the same mechanism that operates in detection tasks. What distinguishes the Noisy Template model from some other models of vernier acuity (e.g. Wilson, 1986 ) is that it contains no parameters for affecting the shape of the relationship between threshold, contrast and area. In the Noisy Template model, there are no ''slope'' parameters; the parameters in the model merely position the noisy template predictions vertically and horizontally on the graphs. Insofar as there are no parameters to adjust the relationship between contrast, area and threshold, the Noisy Template model actually explains the effect of contrast and area on threshold, through an increase in internal noise that counterbalances the increases in signal level.
Appendix A. Linear approximation to ideal observers
Suppose T is a set of normalised templates {t} that cover some event that needs to be detected; that is, for every possible configuration of the event, there is a matched template t from T. The stimulus is s ¼ ct s þ n, where t s is a normalised pattern, n is white noise with density r 2 n , and c is a scalar contrast. The probability that the stimulus s is generated from a pattern t s that is a member of T (i.e. is one of the events being looked for) is given by prðt s 2 TjsÞ ¼ k
where k is a normalising constant and prðtÞ is the prior probability of observing t. Suppose now that the contrast c is unknown. One strategy for proceeding would be to replace it with the maximum likelihood estimatê c c ¼ s Á t=ktk 2 ¼ s Á t since t has norm 1. Then, following some algebra, the probability that the stimulus pattern t s is a member of T is prðt s 2 TjsÞ ¼ k
For s Á t=ksk near 1, the exponential in the integration can be well approximated by a Taylor expansion
Substituting this approximation into the integral yields prðt s 2 TjsÞ
tprðtÞ dt where k 1 and k 2 are abbreviations for the terms independent of t that arise. In a psychophysical decision, the subject is asked to choose between a number of different events T 1 , T 2 , T 3 , and so on. The ideal (maximum likelihood) observer computes the probability prðt s 2 T i jsÞ for each event T i , and chooses the event which has the maximum probability. If each of these events is equiprobable, the integral R t2T i prðtÞ dt is the same for all events, and the probability that the pattern t s is a member of the event T i is proportional to prðt s 2 T i jsÞ / s Á Z t2T i t prðtÞ dt ðA:1Þ
The parenthesised term is simply a linear template, so the ideal observer can be approximated by a linear observer like the one used in this paper. When there are two events T 1 and T 2 , the choice of maximum probability is the same as choosing event 1 if prðt s 2 T 1 jsÞ À prðt s 2 T 2 jsÞ > 0, and event 2 otherwise. This difference is prðt s 2 T 1 jsÞ À prðt s 2 T 2 jsÞ
t prðtÞ dt ðA:2Þ so the optimal template in Eq. (2) in the text approximates the ideal maximum-likelihood observer. The condition for the above approximations to hold is that s Á t=ksk should be near 1, which holds when t is similar to s. This means that the approximate linear observer above should only integrate over ''plausible'' patterns t, rather than all possible patterns in the event T. The implausible ones will not greatly contribute to the true likelihood, and so can safely be ignored in the approximation. In particular, for the vernier acuity task, this means that the linear observer may choose a range of shifts that cover the particular shift observed. The assumption that the linear observer knows the range of shifts l is then just an expression of the approximative step, rather than requiring any explicit knowledge in the observer.
How does the Noisy Template assumption fit into the above development? Presumably the templates that matter are the ones inside the integral in Eq. (A.1). If white noise is added to them, the template becomes Z This paper has proposed a particular relationship between contrast and vernier threshold. However, it is common to see the relationship between contrast and threshold described as a power function, with a log-log slope between )0.5 and )1. It would be interesting to see whether an exponential curve provides a better account of the effect of contrast than the curve suggested in this paper.
To determine which is better, we analysed 14 studies where the effect of contrast on vernier threshold was reported. These studies appeared in review articles, were found with a literature search, or were suggested by a reviewer. Citations from the ISI Citation Index range from 3 to 173; typically, each paper has about 30 citations. All have been plotted in Fig. 1 . For each study, we digitized data from graphs which reported the contrastthreshold relationship directly. (In some studies, the relationship between contrast and acuity is reported as a set of derived values, such as equivalent Weber fraction.
In these cases, a presumably representative set of raw data was also plotted in the article, and we used that.) We then fitted the data to the noisy template curve by estimating a contrast and threshold scaling (i.e. a shift in x and y coordinates). This fit needs two parameters. We also fitted a power function to the data, which again requires two parameters.
The goodness of fit is reported in columns 2 and 3 of the table below, together with the degrees of freedom in column 4; the mean log-log slope is given in column 5. The goodness of fit is the variance of the residuals following a log transform; i.e. the variance of log(threshold)-log(fitted threshold). A log transform is used because the error in a threshold is roughly proportional to the threshold; the log transform therefore stabilises the errors. In the table, the goodness of fit has been divided by the variance of log(threshold) and expressed as a percentage; thus the table reports 100-(percentage variance accounted for). This is proportional to a Chisquared variate, and the constant of proportionality is the same within each study. However, the constant of proportionality varies between studies, because the digitization process, different units for threshold, and variation in the experimental methods and stimuli, mean that intrinsic variation in the data is quite different from one study to the next. That means we cannot directly compare the goodness of fit for one study against that for another study, although as a rough guide the mean goodness of fit is reported.
To compare between studies, we used a form of metaanalysis (Glass, McGaw, & Smith, 1981) . For each study, we computed the F -ratio (noisy template goodnessof-fit)/(exponential goodness-of-fit). We then converted this into a probability (p-value) using the F -distribution with the appropriate degrees of freedom. Finally we
Source
Goodness of fit df Mean loglog slope z-score
Noisy template Exponential
Bradley and Skottun (1987, Fig. 3 Kiorpes et al. (1993, Fig. 6(a) ) 5.73 18.89 9 )0.54 )1.695 Klein, Casson, and Carney (1990, Fig. 2(b) Morgan and Regan (1987, Fig. 2) 1.73 6.06 5 )0.56 )1.297 Nakayama and Silverman (1985, Fig. 8) 6.55 27.71 13 )0.35 )2.454 Wehrhahn and Westheimer (1990, Fig. 1 converted this into a z-score, using an inverse normal distribution. Negative z-scores indicate that the Noisy Template model fitted best, while positive z-scores indicate that the exponential model fitted best. The z-scores are given in column 6. These take account of the varying degrees of freedom and the varying amounts of intrinsic variation in each study, so they are now directly comparable. Since they are comparable, we may average them across studies. The mean z-score is )1.25 with a standard error of 0.30, which is significantly negative (p ¼ 0:05%, using a t distribution with 13 df). Thus the data set as a whole clearly supports the Noisy Template model over the exponential fit. Next, we looked at the exceptions--those studies which support the exponential model rather than the Noisy Template model. First, note that they provide only equivocal support for the exponential model, since the z-scores are never very high; and in all cases the Noisy Template model also fits the data quite well. Second, the exponential slope in all cases is rather highly negative. In fact, if we plot exponential slope against the z-score (Fig. 5) , we see a clear relationship: the more negative the slope, the more equivocal the support for the noisy template model, until in fact the exponential occasionally becomes slightly better. Why is this? We suspect that when the exponential fits the data well, the study has not included high enough contrast to show the saturating limb of the threshold-versus-contrast curve. In this case, an exponential with a slope nearing )1 will fit as well as the Noisy Template model, and will occasionally perform better than the Noisy Template model through chance, rather than any inherent superiority. However, when high contrasts are included, so that the saturation is evident, the data fits the Noisy Template model better. This is because the threshold-versus-contrast function is then noticeably curved in log-log coordinates. 
