ABSTRACT In this paper, we propose a novel diffusion robust variable step-size least mean square (DRVSS-LMS) algorithm that is insensitive to impulsive noise for distributed estimation in the network. Conventional diffusion least mean square algorithms are based on the assumption that the background noise obeys Gaussian distribution. However, the performances of these algorithms are severely degraded when impulsive noises occur in the network. By introducing the Huber objective function which can significantly suppress the effect of impulsive noise on estimation performances, we introduce a novel method to respectively deal with the abnormal nodes carrying data contaminated by impulsive noise and the normal nodes without being contaminated by impulsive noise. In addition, the proposed algorithm is assigned with variable step-sizes to further improve the performances of distributed estimation. Simulation results show that the proposed DRVSS-LMS algorithm can achieve both higher convergence rate and lower steady-state misadjustment than several existing robust diffusion LMS algorithms in the presence of impulsive noise.
I. INTRODUCTION
In distributed estimation, each node in the network exchanges data with its neighboring nodes as local processing center to estimate some parameter of interest. Compared to centralized estimation in which a fusion center is needed for receiving and processing data from all agents in the network, distributed estimation reduces energy consumption, and is insensitive to failure of the fusion center [1] , [2] . In terms of cooperation strategy, distributed estimation algorithms are generally classified into the diffusion kind [3] - [10] and the incremental kind [11] - [13] . In comparison, the diffusion algorithms are less sensitive to link and node failures while incremental algorithms become less robust as the number of nodes increases. Recently, many diffusion LMS (DLMS) algorithms have also been proposed in the literature [3] - [6] , [14] , [15] , among which the standard DLMS algorithm [4] is popular due to its simplicity. To improve the performance of the standard DLMS algorithm, the diffusion normalized LMS (DNLMS) algorithms [14] , [15] , the variable step-size diffusion LMS (VSSDLMS) algorithms [16] - [19] and the zero-attracting diffusion LMS (ZA-DLMS) algorithms [9] , [10] , [20] etc, have been proposed.
Most engineering systems in communication and signal processing are based on the assumption that the background noise obeys Gaussian distribution. However, practical environments are usually accompanied by impulsive noises, which can be characterized by heavy-tailed non-Gaussian distribution. In practice, sources of impulsive noises include relay switching noise in telephone channels [34] , [35] , lightning spikes and spurious radio emission in radio communication [36] , and some man-made impulsive noise such as automatic ignition and other electronic devices [37] . In adaptive networks, agents may suffer from thunder, lightning and electromagnetic ignition, which indicates that the consideration for impulsive noises in adaptive networks have practical implications
The traditional DLMS algorithms exhibit satisfying performance in the presence of Gaussian noise but their performances become deteriorated under impulsive noise. Since each node exchanges information with all its neighboring nodes over the diffusion strategy, the data contaminated by impulsive noise can be sent to neighboring nodes and then can further be propagated over the entire network. To enhance the robustness against impulsive noise, the stand-alone adaptive algorithm (i.e. non-distributed) [21] - [24] and the distributed incremental algorithms [25] - [27] have been proposed in the presence of impulse noise. The stand-alone adaptive algorithms [21] - [24] can achieve satisfying estimation performances in the presence of impulsive noises since these algorithms are designed to suppress impulsive noise in the process of updating parameter estimate adaptively. The incremental algorithms [25] - [27] are able to achieve robust estimation performance but these algorithms are not suitable for large-scale networks since the incremental algorithms require constituting a Hamiltonian cycle which may become more inconvenient as there are more nodes in the network. In comparison, the diffusion-type algorithms are more suitable to be performed on large-scale network. To overcome the disadvantage of the conventional diffusion LMS algorithm against impulsive noises, a diffusion sign-error LMS (DSE-LMS) algorithm was proposed in [28] . The DSE-LMS algorithm is obtained by applying the sign operation to the error signals, which discards all error signals and uses the input regressors and the signs of error signals to update parameter estimates. In addition, the robust variable weighting coefficients diffusion LMS (RVW-DLMS) algorithm was proposed in [29] . The robustness of the RVW-DLMS algorithm in the presence of impulse noise was achieved by dynamically changing the combination coefficients among nodes in the adaptation stage and the combination stage to cut off the communication between the node and its neighbor with data contaminated by impulsive noise.
Although the DSE-LMS algorithm and the RVW-DLMS algorithm could somehow achieve robust performances in the presence of impulse noise, the two algorithms have their own limitations. Firstly, the DSE-LMS algorithm rejects impulsive noise at the cost of discarding the information of error signals, which could lower convergence rate and degrade estimation performances due to insufficient data for updating parameter estimates. Although the RVW-DLMS algorithm blocks the communication path between nodes with and without impulse noises, the algorithm ignores the role of contaminated node so that the performance of the RVW-DLMS algorithm may be severely degraded when impulsive noises frequently occur on the same nodes. More importantly, the step-sizes of these algorithms on all nodes are spatially and temporally fixed so that it is usually troublesome to balance the two objectives between high convergence rate and low steady-state misadjustment. In view of the abovementioned facts, we propose a novel diffusion robust variable step-size LMS (DRVSS-LMS) algorithm which can adaptively adjust the step-size at each iteration and achieve robust estimation performances against impulsive noises. The DRVSS-LMS algorithm is derived by minimizing Huber objective function [30] and dynamically changing combination coefficients among nodes in the adaptation stage over a diffusion distributed network. The role of Huber objective function is to endow a new way of updating parameter estimates on the nodes contaminated by impulsive noises. The proposed DRVSS-LMS algorithm can not only eliminate the limitation of the DSE-LMS algorithm with insufficient data for updating parameter estimates but also make each node update parameter estimate at each iteration to avoid the problem encountered in the RVW-DLMS algorithm. To achieve both higher convergence rate and lower steady-state misadjustment, we design a novel variable step-size strategy in our study. Finally, through numerical simulations, the performances of the DRVSS-LMS algorithm in the presence of impulse noise are validated by comparing the DRVSS-LMS algorithm with several other algorithms such as the standard DLMS algorithm [4] and several existing robust DLMS algorithms [28] , [29] etc.
The rest of this paper is organized as follows. In Section 2, we review the standard DLMS algorithm and describe the Huber function in brief. In Section 3, we introduce the proposed DRVSS-LMS and the new variable step-size strategy. In Section 4, we present the results of numerical simulations to validate the high efficiency of the proposed RVSS-DLMS algorithm in the presence of impulse noise. Finally, conclusions and are drawn in Section 5.
II. PRELIMINARIES A. STANDARD DIFFUSION LMS ALGORITHM
We consider a connected network consisting of N nodes that are deployed in a geographic region. Each node k collects a scalar measurement d k (i) and a 1 × M input regressor u k,i at each iteration i (shown in Fig. 1 ). We assume that d k (i) and u k,i obey the following linear regression model:
where the unknown M ×1 vector w o denotes the parameter of interest, and v k (i) denotes the zero-mean additive Gaussian noise with variance σ 2 v,k . The covariance of u k,i is given by a positive definite covariance matrix R u,k =E u * k,i u k,i > 0. The objective of the distributed network is to estimate w o by minimizing the following local cost function:
where w is an estimate of w o and c l,k are a set of non-negative combination coefficients, which satisfy the 
The standard DLMS algorithm, which can be derived by minimizing Eq. (2) in distributed manner [3] , [4] , can be classified into the adapt-then-combine (ATC) strategy and the combine-thenadapt (CTA) strategy based on the order of adaptation stage and combination stage [4] . The mathematical implementation of the ATC DLMS algorithm is represented as:
where ϕ k,i denotes the intermediate estimate on node k and at iteration i. µ k is the step-size on node k controlling the adaptation rate of parameter estimation. In addition, a l,k are a set of non-negative coefficients that assign different weights to different neighbors depending on the importance of data from node l to node k, which satisfy the condition:
Reversing the order of the adaptation stage and the combination stage, we can naturally get the CTA strategy. In this paper, we only study the ATC strategy since the ATC strategy is known to consistently outperform the CTA strategy [3] , [4] . Similarly analysis can be easily extended to the CTA strategy. According to Eq. (3), the estimate w k,i on node k needs data from neighboring nodes in both adaptation stage and combination stage, which leads to the fact that the data is highly shared among nodes. As a result, the performance of parameter estimation in the presence of only Gaussian noise is greatly improved. However, in the presence of impulsive noise, the manner of data sharing in the standard DLMS algorithm can become a fatal flaw and severely degrade estimation performance since the data contaminated by impulsive noises can be propagated over the entire network and finally leads to poor estimation performances.
B. ADDITIVE NOISE MODEL
It is hard to develop an accurate statistical model for impulsive noise, since impulsive noise is highly dependent on the physical environment. So we assume the background noise v k (i) contains two types of noise, which is shown as:
where β k (i) is the zero-mean Gaussian noise with variance σ 2 β,k
. In addition, η k (i) denotes the impulsive noise, which is uncorrelated with the input regressors u l,i and the Gaussian noise β k (i). The impulsive noise can be expressed as
where
. Here, ζ k 1, which indicates that the power of impulsive noise is much larger than that of the Gaussian noise β k (i).
C. HUBER OBJECTIVE FUNCTION
The derivation of the standard DLMS algorithm is based on mean square error (MSE) criterion, which may cause great loss of estimation performance when the background noises do not obey pure Gaussian distribution. Especially, the estimation performance of the standard DLMS algorithm can be greatly deteriorated when the background noise is accompanied by impulsive noise. To overcome the limitation of standard DLMS algorithm against impulsive noise, several kinds of robust estimation algorithms [21] - [24] , [29] have been proposed and the Huber-function-based algorithm [30] is one of these algorithms. We use ρ (r) to denote the Huber objective function, which is given by:
In Eq. (7), b > 0 is the threshold parameter whose role is to detect the impulsive noise. The Huber objective function is actually a hybrid of both l 1 and l 2 norms, in which the l 1 norm is used to deal with outliers (i.e. the data corrupted by impulsive noises) and the l 2 norm is used to deal with the rest data. Therefore, in the presence of both Gaussian noise and impulsive noise, the Huber objective function is able to eliminate the bad effect of always using l 2 norm for parameter estimation in the presence of impulsive noise.
In the following section, we shall derive our proposed DRVSS-LMS algorithm by minimizing the Huber objective function. Since the function ρ (r) is not strictly convex [30] , we consider applying the proximal gradient descent algorithm to minimize the Huber objective function, which is shown as:
In Eq. (8), the operator sgn (·) denotes the sign operation.
III. THE DRVSS-LMS ALGORITHM
The proposed DRVSS-LMS algorithm suppresses the negative effect of impulsive noises in two aspects. On the one hand, the algorithm cuts off the communication path between clean node (i.e. node without being contaminated by impulsive noise) and its direct neighbors with data contaminated by impulsive noise. As a result, the estimation performance of clean nodes can be much the same as the scenario with only Gaussian noise existing in the network. On the other hand, we use the Huber objective function instead of the MSE (Mean Square Error) function as the cost function to find the optimal parameter of interest. The role of Huber objective function is to enable the estimation of parameter on the node contaminated with impulsive noise to be updated in a new way. 
A. ALGORITHM DESIGN
To estimate parameter w o in a scenario where impulsive noise occurs with a specified probability, an optimization scheme over distributed networks is designed by minimizing the following local Huber objective function:
where e l,k (i) = d l (i)−u l,i w k,i−1 denotes the estimation error and e k,i denotes e k,k (i). κ is a non-negative threshold parameter whose role is to detect the presence of impulsive noise.
c l,k (i) are a set of non-negative combination coefficients that satisfy (see Fig. 2 ):
where the fixed coefficient c l,k is given in Eq. (2) . By setting the threshold parameter in Eq. (9) and (10), the node k is able to cut off the communication with its neighbors contaminated by impulsive noise. If impulsive noise occurs on the node k itself, the node k updates the parameter estimate using only the data on the node k itself while discarding all data from its neighborhood. By applying the gradient descent method for Eq.(9), the following ATC strategy can be obtained:
The strategy described in Eq. (11) and (12) includes two stages: the adaptation stage (11) and the combination stage (12) . In the adaptation stage (11) , if the estimate error does not exceed the threshold parameter κ, i.e. the node k is a clean node, the node k uses the data from its uncontaminated neighbors to update parameter estimate on node k. Otherwise, if the estimate error e k,k exceeds the threshold κ, which indicates that the node k is contaminated by impulsive noise, the node k uses only the data on itself to update parameter estimate. In the combination stage (12), the intermediate estimates ϕ l,i of all neighboring nodes obtained in the adaptation stage are aggregated on node k by assigning a combination coefficient for each parameter estimate ϕ l,i .
B. DETECTION OF IMPULSIVE NOISE
In the scenario of Gaussian noise, we can assume that the estimation error e l,i obeys the Gaussian distribution [22] , [30] , [31] . By estimating the variance of the estimation error e l,i without impulsive noise, it is possible to detect the impulsive noise from e l,i . Specifically, the probability of the estimation error e k,i is larger than the threshold κ at iteration i can be expressed as
where σ e,k (i) is the estimated standard deviation of the estimation error without impulsive noise, and erfc (x) = 2 √ π ∞ x e −t 2 dt is the complementary error function. According to Eq. (13), the probability is too low while the estimation error becomes so large, and we can deduce that the error is likely to be corrupted by impulsive noise. Then we can determine the form of threshold with the confidence degree given by
where α is a nonnegative constant depending on the confidence degree. To ensure that using the estimation for σ 2 e,k (i) is able to detect and reject impulsive noise, σ 2 e,k (i) can be estimated by conditional time-averaging as [22] and [43] :
where 0 < λ 1 < 1 is a forgetting factor. The implementation in Eq. (15) uses the threshold κ i to selectively update estimation of σ 2 e,k (i).σ 2 e,k (i) is not updated if impulsive noise is detected. Otherwise,σ 2 e,k (i) is updated by using the information of previous estimateσ 2 e,k (i − 1) and the instantaneous estimation error at iteration i − 1.
C. DESIGN OF VARIABLE STEP-SIZE
It is well known that a large step-size leads to high convergence rate but large steady-state misadjustment, while a small step-size leads to small steady-state misadjustment but low convergence rate. To balance the two objectives between high convergence rate and low steady-state misadjustment, we use the threshold parameter κ i in the Huber objective function to design a novel scheme of renewing step-size at each iteration:
where λ 2 is a forgetting factor whose value is close to but less than 1. Following Eq. (14) and (15), the threshold κ i is related to the squared estimation error e 2 k,i . As shown in Eq. (16), in the situation where impulsive noise is absent ( e k,i ≤ κ i ), we update the step-size at iteration i by the weighted sum of the step-size at iteration i − 1 and the threshold κ i . It can be easily deduced that a large κ i can lead to a larger step-size at iteration i, while a small κ i can lead to a smaller step-size at iteration i. Additionally, since the estimation error e k,i is ignored in the adaptation stage when impulsive noise occurs ( e k,i > κ), we use step-size at previous iteration to update weight parameter.
D. MEAN STABILITY
For practical implementation, we need to consider the stability condition in the mean sense for the DRVSS-LMS algorithm. Since the Huber function consists of both MSE-based objective function (when e k,i ≤ κ) and absolute-error objective function (when e k,i > κ), we should consider the upper bound of step-size to guarantee the convergence in the mean sense under both MSE-based objective function and absolute-error objective function.
First, following the result in [4] , the step-size should satisfy the following condition to ensure the convergence in the mean sense under MSE-based cost function:
where λ max (A) denotes the maximum eigenvalue of matrix A and R u,l denotes the covariance matrix of u l,i . For implementation feasibility, we could set an upper bound µ k,max 1 (i) = 2/ max l∈N k E u l,i 2 to prevent the step-size 
In Eq. (18), the first inequality stems from the convex combination of covariance matrix and the second inequality is due to the fact that the trace of a matrix A should be larger than the maximal eigenvalue of the matrix A. Considering the fact that the expectation E u l,i 2 is usually unknown, we can use an approximation, which is denoted by û l,i 2 , to replace the expectation E u l,i 2 for practical implementation. The approximation û l,i 2 can be estimated by time-averaging as follows [14] and [32] :
where λ 3 is a forgetting factor satisfying 0 < λ 3 < 1. With Eq. (19), the upper bound of step-size can further be rewritten
Second, the stability condition of step-size under absoluteerror-based cost function can be given by [28] :
With Eq. (18) and (19), we can obtain the upper bound of step-sizeμ k2 as
With Eq. (20) and (22), the upper bound of step-size at each iteration for the proposed DRVSS-LMS algorithm is given by
Remark 1: The impulsive noise generally occurs with a small probability but with much large power compared with the amplitude of Gaussian noise. To reduce the impact of impulsive noise on estimation performance, we set a threshold parameter κ i to detect and reject the impulsive noise. As shown in Eq. (11), we use the condition e k,i ≤ κ to indicate the absence of impulsive noise, under which the proposed algorithm uses conventional adaptive method to update the parameter estimate [3] , [4] . On the other hand, if the condition e k,i > κ is detected, we consider that the impulse noise appears. In this case, the proposed algorithm will reject the data contaminated by impulsive noise and update parameter estimate as ϕ k,i = w k,i−1 + µ k (i) κ i u k,i sgn e k,i , which not only updates parameter estimate but nicely suppresses impulsive noise. Additionally, we use a smart and reliable scheme to determine the threshold parameter κ and guarantee the robustness of the proposed algorithm.
Remark 2: The investigation presented in this paper leaves a challenge for future study. We can consider the situation when the distributed networks suffer from adversarial attacks. The existing algorithms on distributed estimation can guarantee a good convergence characteristic in the secure network environment, in which no adversarial attack occurs in the network. However, the distributed networks may not always be secure in practice. Adversarial attacks such as the deception attacks [38] , [39] , spoofing attacks [41] , [42] and Byzantine attacks [40] may occur in the network. The data in the network can be easily extracted by attackers since the wireless transmission links among nodes are usually open and vulnerable. To guarantee the security of distributed networks as well as satisfying estimation performances, we shall design new algorithms to fight against insecure networks and achieve satisfying estimation performances in the environment of attacks occurring in the network. 
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IV. SIMULATION RESULTS
To illustrate the estimation performances of the DRVSS-LMS algorithm, we shall present the results of numerical simulations. We shall firstly show the effect of the parameter α and p k on the performance of the DRVSS-LMS algorithm. Then, we shall present the effect of applying Huber objective function and variable step-size on the performance of the DRVSS-LMS algorithm. Additionally, we shall compare the proposed algorithm with the standard fixed step-size DLMS algorithm [4] and some existing robust DLMS algorithms [28] , [29] in the presence of impulsive noise. In our experiments, the topology of the underlying network with N = 30 nodes is shown in Fig. 3 . The lengths of the unknown vectors are set to M = 6 and the real parameter is set to random number sequence. Both the coefficients c l,k in the adaptation stage and the coefficients a l,k in the combination stage use the Metropolis rule [33] . The variance σ 2 β,k of the Gaussian noise component β k (i) on all nodes are shown in Fig. 4(a) . The variance of I k (i) is set to σ 2 I ,k = 10 4 σ 2 β,k for each node. Besides, the covariance matrix R u,l is set to be diagonal for each node, i.e. R u,l =σ 2 u,k I 6 , where the variance σ 2 u,k on all nodes are shown in Fig. 4(b) . In this section, the performances of all algorithms under study are measured by network mean square deviation (MSD), which is defined as
Finally, each result of numerical simulations is the average over 200 independent trials. First, the learning curves of network MSD for the DRVSS-LMS algorithm under different confidence degrees α are illustrated in Fig. 5 . We can infer from Eq. (13) , that a small value of α (i.e. low confidence degree) leads to oversensitivity to impulsive noise, which causes some uncon-47516 VOLUME 6, 2018 taminated data to be discarded. On the contrary, a large value of α (i.e. high confidence degree) leads to insensitivity to impulsive noise, which means that only overlarge error signals can be detected and the data contaminated by impulsive noise may exist in the network. Fig. 5 shows that the DRVSS-LMS algorithm with 90% confidence degree achieves extremely high steady-state misadjustment. Furthermore, since the DRVSS-LMS algorithm is not sensitive to impulse noise under 99.9% confidence degree, the DRVSS-LMS algorithm still cannot achieve satisfying performances. Only when the confident degree is set to be a suitable value such as 99% or 99.5%, the DRVSS-LMS algorithm can yield the lowest steady-state misadjustment. This result reminds us that the confidence degree should be appropriately tuned to avoid both over-sensitivity and insensitivity of the DRVSS-LMS algorithm to the impulsive noise.
Although it is a common fact that the impulsive noise generally occurs with a small probability, we tend to visually present how the occurrence probability of impulsive noise affects the performance of the proposed algorithm. As is shown in Fig. 6 , the probability p = 0 means that the experimental environment has no impulsive noise, while the other non-zero probabilities indicate that impulsive noise may occur on each node in the network. As the probability increases, the performance of the DRVSS-LMS algorithm gradually deteriorates. These results can be simply explained as follows. As the probability of impulsive noise occurring in the network increases, the chances of communication among nodes may become less. As a result, more data in the adaptation stage may be discarded, which finally leads to the fact that the estimation performance of the DRVSS-LMS algorithm can be deeply degraded.
In Fig. 7 , we show the effect of the Huber objective function on the performance of the DRVSS-LMS algorithm. The algorithm denoted by the red curve differs from the proposed DRVSS-LMS algorithm only in the objective function adopted. The proposed DRVSS-LMS algorithm uses the Huber function as the objective function while the algorithm denoted by the red curve uses the MSE-based function as the objective function. Thought both algorithms in Fig. 7 yield approximately the same level of steady-state MSD, we can clearly observe that the DRVSS-LMS algorithm can achieve higher convergence rate than its counterpart denoted by the red curve. This result evidently shows the important role of Huber objective function in accelerating convergence rate in the presence of impulsive noise for parameter estimation.
In Fig. 8 , we next show the effect of variable step-size on estimation performance by comparing the DRVSS-LMS algorithm with its counterpart with fixed step-size (i.e. the fixed step-size algorithm based on Huber-function-based objective function). We can observe from Fig. 8(a) that the DRVSS-LMS algorithm can achieve both higher convergence rate and lower steady-state misadjustment than the Huber-function-based algorithm with fixed step-size(called FSS-Huber for short in Fig. 8(a) ). Fig. 8(b) shows the evolution of step-size of the DRVSS-LMS algorithm averaged over all nodes in the network. Combining the results of Fig. 8(a) and 8(b) , we can observe that the DRVSS-LMS VOLUME 6, 2018 algorithm can achieve higher convergence rate since the value of step-size is large before the network MSD reaches the steady state, and obtain lower steady-state misadjustment since the step-size can drop to a lower value after the network MSD reaches the steady state. In a word, the strategy of varying step-size according to Eq. (16) is effective for achieving both higher convergence rate and lower steady-state misadjustment of network MSD in the presence of impulsive noise.
Finally, in Fig. 9 , we compare the learning curves of network MSD for the DRVSS-LMS algorithm, the standard DLMS algorithm and some existing robust DLMS algorithms in the presence of impulsive noise occurring with a specified probability. In Fig. 9(a) , parameters for all algorithms are set to α = 2.80, µ k = 0.05, p = 0.1, λ i=1,2,3 = 0.99 for the DRVSS-LMS algorithm, µ k = 0.01, p = 0.1 for the algorithm in [28] , α = 2.58, µ k = 0.01, p = 0.1, λ = 0.99 for the algorithm in [29] , and µ k = 0.01 for the standard DLMS algorithm. We can clearly observe from Fig. 9(a) that the DRVSS-LMS algorithm can achieve both higher convergence rate and lower steady-state misadjustment than the standard DLMS algorithm [4] , the DSE-LMS algorithm [28] and the RVWC-DLMS algorithm [29] . Besides, in Fig. 9(b) , we have also compared the convergence rates when all algorithms under study achieve much the same steady-state misadjustments. The step-size are set to µ k = 0.08 in the DRVSS-LMS algorithm, µ k = 0.006 in the DSE-LMS algorithm and µ k = 0.008 in the RVWC-DLMS algorithm. We can observe that the DRVSS-LMS algorithm can achieve higher convergence rate than both the DSE-LMS algorithm and the RVWC-DLMS algorithm. As has been mentioned in the introduction section, both the DSE-LMS algorithm and the RVWC-DLMS algorithm have their own limitations. The estimation performance of the DSE-LMS algorithm is limited by insufficient data to update parameter estimate and the estimation performance of the RVWC-DLMS algorithm can be severely degraded when the impulsive noise frequently occurs on the same nodes. These limitations existing in the DSE-LMS algorithm and the RVWC-DLMS algorithm are well overcome in the DRVSS-LMS algorithm by using the Huber function as the objective function and blocking the communication path between the clean node and contaminated node in the adaptation stage. In a word, these results show that the RVWC-DLMS algorithm outperforms these existing robust DLMS algorithms.
V. CONCLUSION
In this paper, we proposed a novel diffusion robust variable step-size LMS (DRVSS-LMS) algorithm which can adaptively adjust the step-size at each iteration and is robust against impulsive noise. We designed a variant of Huber objective function that uses a new method of updating parameter estimate on the node contaminated by impulsive noise. The occurrence of impulse noise is detected by comparing estimation error with a threshold parameter. Furthermore, we proposed a variable step-size strategy which can further improve the estimation performance of the proposed algorithm. Finally, simulation results validated the efficiency of the proposed DRVSS-LMS algorithm in the presence of impulsive noise by comparing the DRVSS-LMS algorithm with several other algorithms. 
