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概　要
数値シミュレーションにおけるソフトウェア研究開発の動向
─並列分散型のハードウェアとソフトウェア自動チューニング─
　コンピュータの性能向上は、CPU（中央演算処理装置）の動作周波数の向上に依存し
てきたが、発熱・消費電力やリーク電流増大の問題で頭打ち傾向になった。そのため、
近年では、マルチコアプロセッサを用いた並列処理によるコンピュータの性能向上が中
心課題とされている。
　並列化されたハードウェアの性能を引き出すためには、ハードウェアアーキテクチャ
に合わせた計算アルゴリズムを選択し、実効効率が向上するようにプログラムを調整し
なければならない。この作業はソフトウェアチューニングと呼ばれ、高性能なソフトウェ
ア開発では不可欠な要素である。しかし、ハードウェアアーキテクチャの複雑化により、
実効効率の高い数値シミュレーションソフトウェア開発は格段に難しくなっている。
　そうした背景から、ソフトウェアの自動チューニング技術を基盤技術として実用化す
る提案がなされている。ソフトウェア自動チューニングとはハードウェアに合わせたソ
フトウェアの調整を自動的に行い、実効効率を向上させることである。現在は、行列演
算などの数値計算ライブラリを中心にソフトウェア自動チューニングの研究と応用が進
められているが、一般の数値シミュレーションで応用するには未だ研究課題は多い。
　日本国内では米国と比較しても遜色のない研究が行われていると思われるが、研究か
ら最終的な数値シミュレーションへの応用、実用化までのロードマップ作成や研究者間
での役割分担やリソース共有を十分に行えていない。特に今後、日本国内の研究組織に
は、基盤技術研究と応用研究を効率的に行うための研究マネージメントの再考を期待し
たい。
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図表　高性能ソフトウェア開発における難易度の増大とソフトウェア自動チューニング
参考文献9、20、26、30 ～ 33）を基に科学技術動向研究センターにて作成
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1   はじめに
科学技術動向研究
　コンピュータの性能向上は半導
体プロセスの微細化による CPU
（中央演算処理装置）の動作周波数
に依存してきたが、2005 年頃から
発熱・消費電力やリーク電流増大
の問題で頭打ち傾向になった。そ
のため、近年では、動作周波数を
抑え、汎用処理を実行するコアを
複数もつマルチコアプロセッサを
用いた並列処理によるコンピュー
タの性能向上が中心課題とされて
いる 8）。2000 年以降、マルチコア
CPU や高速数値演算の可能な GPU
（Graphics Processing Unit）、 お よ
び、汎用処理に対応するコアと数
値演算に特化したコアを組み合わ
せたヘテロジニアスプロセッサが
市販されている。こうした並列化
によるハードウェアの高性能化が
実現される一方、皮肉なことに、
実効効率の高い数値シミュレー
ションソフトウェア開発は格段に
難しくなった。
　並列化されたハードウェアの性
能を引き出すためには、ハードウェ
アアーキテクチャに合わせた計算
アルゴリズムを選択し、実効効率
が向上するようにプログラムを調
整しなければならない。この作業
はソフトウェアチューニングと呼
ばれ、高性能なソフトウェア開発
では不可欠な要素である。しかし、
最近のハードウェアアーキテク
チャがあまりにも複雑になり、人
手によってソフトウェアをチュー
ニングすることは作業負荷の問題
だけでなく技術的にも困難になり
つつある。また、開発したソフト
ウェア資産を維持していくために
は、ハードウェアアーキテクチャ
の世代交代が早いので、その都度、
アーキテクチャの変更に合わせて
ソフトウェアの修正とチューニン
グを行わなければならない。その
ために、維持コストが高くなると
いう問題もある。このようにソフ
トウェアをハードウェアアーキテ
クチャの変化に合わせて修正する
作業は、数値シミュレーション研
究開発を効率的に進める上での大
きな障害である。
　本稿ではまず、ハードウェアアー
キテクチャとソフトウェアアプリ
ケーションの動向を述べ、次に高性
能数値シミュレーションのための
並列分散型のソフトウェア構成を
概観する。そして、今後さらに高性
能ソフトウェア開発で重要な役割
を果たすであろう自動チューニン
グについて詳述する。最後に、ソフ
トウェア基盤技術の研究推進体制
の新しい動きについても述べる。
2   ハードウェアアーキテクチャとソフトウェアアプリケーションの動向
2─1
多様化するコモディティ
プロセッサとその変遷
　コモディティプロセッサとは、
パーソナルコンピュータやサー
バー、ゲーム機用に大量生産され
る低価格なプロセッサである（マイ
クロプロセッサ、MPU ともいう）。
近年では、科学技術計算用の高性
能コンピュータでもコモディティ
プロセッサを用いた並列分散シス
テムの採用が増えてきている。
　図表 1（a）～（d）に代表的なコ
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注1： GPUで扱うことのできる浮動小数点データが単精度から倍精度に拡張され、さらに、IEEE754浮動小数点
演算標準に準拠したことで計算精度が要求される数値シミュレーションでも利用しやすくなった。
注2： IBM社の PowerXCellTMは、Cell/B.E.の倍精度浮動小数点演算を高速化した製品である。
図表 1　コモディティプロセッサのアーキテクチャ
参考文献 9、20、26）を基に科学技術動向研究センターで作成
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モディティプロセッサのアーキテ
クチャを示す。（a）シングルコア
CPU 、（b）マルチコア CPU は汎用
処理用に設計され、命令数も多く
複雑な処理が可能な処理装置コア
1 とデータを格納するメモリから
構成される。例えば、積の計算と
いった 1 つの命令を連続に配置さ
れたデータに適用して演算を高速
化する機能や、依存関係のない処
理を独立に実行して処理全体を高
速化する機能をもつ。
　下 段 の（c）GPU や（d）Cell/B.E.
（Broadband Engine）TM では特定の
数値演算に特化した処理装置であ
るコア 2 を中心にした構成が採ら
れている。当初、（c）GPU や（d）
Cell/B.E. は 3 次元コンピュータグ
ラフィックスで多用されるベクト
ルの内積・外積計算や映像・音声
データ圧縮符号化・復号化処理の
数値演算を独立に実行して、CPU
に負荷を与えないことを目的に開
発されていた。しかし、近年では、
数値演算能力の高さが注目され、
（c）GPU や（d）Cell/B.E. をコアと
して数値シミュレーションを行う
例が増えている注 1）。
　ヘテロジニアスプロセッサの一
つである図表 1（d）の Cell/B.E. 注 2）
は、通常の CPU と比較して、以下
の改良がなされている 9、28）。
◦プロセッサ内データ転送効率の
改善
　処理速度向上の点で、メモリ上
のデータ読み込み・書き込みとコ
ア間のデータ転送速度がボトル
ネックとなる。そこで、高速デー
タ転送を実現するために、数値演
算の速いコア 2 間の接続に二重の
高速リング状ネットワークを用い
ている。
◦汎用処理用コアと数値演算用コ
アを用いた処理の効率化と省電
力化
　処理内容に応じて汎用処理を行
うコア 1 と数値演算を担当する複
数のコア 2 に処理を分けることで
実効効率を向上させ、かつ、消費
電力を低減している。また、CPU
のトランジスタ数の増加は、素子
の消費電力増加だけでなくチップ
の冷却に使用される電力も増やす
ことになるため、複雑な汎用処理
に対応したコア 1 を増やすのでは
なく、数値演算を行うコア 2 を増
やすことでチップ全体のトランジ
スタ数を抑えている。
　図表 2 にハードウェアアーキテ
クチャの変化と高性能ソフトウェ
ア開発の関係を示す。コンピュー
タの心臓部である演算処理をつか
さどる CPU は、過去長期にわたっ
て、シングルコア CPU が全盛で
あった。その後、マルチコア CPU
の登場、そして、GPU とマルチコ
ア CPU をともに使用するなどさま
ざまなアーキテクチャが採用され
てきた。さらに機能の異なるコア
が 1 つのチップ上で構成されるヘ
テロジニアスプロセッサが現れた。
そして、これらのアーキテクチャ
を混在させて並列化するヘテロジ
ニアス並列分散システムへと変化
しつつある。現状は、以上述べた
さまざまなハードウェアアーキテ
クチャが混在されて使用されてい
る。そしてこの混在傾向は継続す
るといえる。
　ヘテロジニアスプロセッサは、
IBM 社の Cell/B.E.TM だけでなく
AMD 社 の StreamComputing21）、
Intel 社の Larrabee23）の動向から、
今後さらに広く普及することが予
想される。しかし、現在のアーキ
テクチャでは CPU─GPU 間のデー
タ転送がボトルネックになりがち
である。必ずしもすべてのアプリ
ケーション領域で言えるわけでは
ないが、短期的には CPU と数値計
算の高速な GPU、もしくは、ヘテ
ロジニアスプロセッサを混在させ
たヘテロジニアス並列分散システ
ムによる数値シミュレーションが、
同一 CPU から構成されるホモジニ
アス並列分散システムを用いた場
合より費用対効果の点でも優れて
いるとも言われている。
　これらのソフトウェア開発面で
の難易度について述べれば、シン
グルコア CPU と比較して、ヘテロ
ジニアス並列分散システムの高性
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能ソフトウェア開発は極めて難し
い。並列分散システムでは、プロ
セッサ間のデータ分割・統合処理
やデータ転送速度などの処理が実
効効率に与える影響が大きくなり、
これらを意識したソフトウェア開
発が求められるからである。特に、
機能の異なるコアが組み合わされ
たヘテロジニアスプロセッサを用
いた並列分散システムでは、各コ
アの処理を効率的に連携させない
と十分な性能が得られず、高性能
ソフトウェア開発は一層難しいも
のとなっている。
2─2
数値シミュレーション
ソフトウェアの寿命
図表 2　ハードウェアアーキテクチャの変化と高性能ソフトウェア開発における
　　　　難易度の増大
参考文献 9、20、26）を基に科学技術動向研究センターで作成
㜞ᕈ⢻䉸䊐䊃䉡䉢䉝㐿⊒䈮䈍䈔䉎㔍ᤃᐲ䈱Ⴧᄢ䉲䊮䉫䊦䉮䉝㪚㪧㪬 䊙䊦䉼䉮䉝㪚㪧㪬㪞㪧㪬䊙䊦䉼䉮䉝㪚㪧㪬
䊓䊁䊨䉳䊆䉝䉴䊒䊨䉶䉾䉰 䊓䊁䊨䉳䊆䉝䉴ਗ೉ಽᢔ䉲䉴䊁䊛
(䊙䊦䉼䉮䉝CPU + GPU)ਗ೉ಽᢔ䉲䉴䊁䊛
䊓䊁䊨䉳䊆䉝䉴ਗ೉ಽᢔ䉲䉴䊁䊛
(䊙䊦䉼䉮䉝CPU+䊓䊁䊨䉳䊆䉝䉴䊒䊨䉶䉾䉰)
　数値シミュレーションソフト
ウェアの寿命は、ハードウェアの
寿命に比較すれば長いと言える。
図表 3 には代表的な数値シミュ
レーションソフトウェアとコモ
ディティプロセッサを中心とした
ハードウェアの変遷を示す。現在
でも利用されている代表的な数値
シミュレーションソフトウェアは
約 40 年の歴史がある。一方、コモ
図表 3　数値シミュレーションソフトウェアとハードウェアの変遷
参考文献 11 ～ 16）を基に科学技術動向研究センターで作成
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注3：PARATECで実効効率が約 55%と例外的に高いのは、計算の大部分を占める FFT（Fast Fourier Transform）
が並列処理により高速化されているためである。
ディティプロセッサは短期間に
アーキテクチャが変更され続けて
いる（ここでは、これをハードウェ
アの寿命が短いとしている）。数値
シミュレーションソフトウェアの
寿命を延ばすために、言い換える
と、同じソフトウェアをアーキテ
クチャが変更されたハードウェア
でも使い続けるために、新たなハー
ドウェアに合わせてソフトウェア
をその都度修正しながら使用して
いる。例えば、主な構造解析用や
計算化学用の数値シミュレーショ
ンソフトウェアは、1960 年代後半
に登場し、機能拡張をしながら現
在まで使用され続けている。
2─3
並列分散システムにおける
数値シミュレーションソフト
ウェアの実効効率
　並列分散システムでは、一般に数
値シミュレーションソフトウェア
の実効効率が極めて低いことが知
られている。実効効率とは理論性能
を 100% とした場合の実効性能の比
である。図表 4 に、Oliker ら 5）が評
価した数値シミュレーションソフ
トウェアとその実効効率の関係を
まとめる。対象としたのはさまざま
な科学技術領域から選択した以下
に示す問題である。（　）内に実効効
率を調べるために使用された数値
シミュレーションソフトウェアの
名称を示す。
◦ 係数行列が密行列の線形方程式
系（LINPACK）
◦第一原理計算（PARATEC）
◦プラズマ核融合（GTC）
◦流体力学（ELBM3D）
◦ 高エネルギー物理学
　（BeamBeam3D）
◦ ガスダイナミクス
　（HyperCFlow）
　図表 4 に示した実効効率は AMD
社の Opteron プロセッサ 512 個を
用いた並列分散システムで得られ
た結果である。実効効率は、高性
能コンピュータの性能測定に使用
されるベンチマークプログラムで
ある LINPACK で 70% 以上になる
が、PARATEC を除いた数値シミュ
レーションソフトウェアの実効効
率は 25% にも満たないことが、図
表 4 の例からわかる注 3）。このよう
に並列処理を導入しても数値シ
ミュレーションソフトウェアの実
効効率が低いことがあるのは、逐次
処理を前提に作成されている場合、
処理の依存関係により並列化され
ない部分が残るためである。さらに、
仮に並列化が可能であっても、並列
分散システムの場合には、プロセッ
サへのデータ転送の遅延や負荷分
散の問題により実効効率を向上さ
せることがさらに困難になる。この
ように、ハードウェアの高性能化に
対して、数値シミュレーションソフ
トウェアの進歩が必ずしも追いつ
いていないのが実情である。
図表 4　並列分散システムにおける数値シミュレーションソフトウェアの実効
　　　　効率（AMD社Opteron プロセッサ 512 個を用いた並列分散システム
　　　　による計算結果）
実効効率 %
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参考文献5）を基に科学技術動向研究センターで作成
科 学 技 術 動 向　2009年 11月号
26
　数値シミュレーションの構成要
素は非常に多くからなり、これら
を整理すると、図表 5 に示す理論、
数値モデル、アルゴリズム、ソフ
トウェア、ハードウェアの 5 階層
として表される 17）。
　図表 5 の左側には従来の構成要
素を、そして右側には新たに考慮
すべき構成要素を示している。こ
こで、ソフトウェア基盤技術とは、
ソフトウェア階層に分類される要
素で、ハードウェアと連携する機
能のように複数の数値シミュレー
ション間で共通的に利用されるも
のを指す。
　図表左側の「従来の数値シミュ
レーションの構成要素」に示すよう
に、従来からも各階層でさまざま
な要素を考慮して数値シミュレー
ションソフトウェアの開発をする
必要があったが、ソフトウェアが
図表 5　数値シミュレーションの構成要素
参考文献 9、17 ～ 25）を基に科学技術動向研究センターで作成
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する必要がある。
逐次処理中心の場合には、複雑な
並列分散処理を行うプログラムを
作成する必要がなかった。しかし、
並列分散システム上で動く数値シ
ミュレーションが求められるよう
になると、アルゴリズムはもちろ
ん、場合によっては数理モデルや
理論もハードウェアアーキテク
チャを意識して考えなければなら
ない状況になっている。つまり、
かつては各階層の独立性が高かっ
たが、並列分散システムの利用が
進むことで各階層が密接に関係す
るように変化してきている。
　図表右側の「新たに考慮すべきソ
フトウェア・ハードウェアの構成
要素」としては、ハードウェア階層
での、GPU、ヘテロジニアスプロ
セッサ、これらを用いたヘテロジ
ニアス並列システムの登場が挙げ
られる。ソフトウェアの階層では、
これらに対応した並列プロセッサ
用 の SDK（Software Develop-
ment Kit）と し て CUDA20） や
MARS24）、統一規格の OpenCL25）
が加わる注 4）。さらに、並列分散処
理 フ レ ー ム ワ ー ク に MPI・
OpenMP の併用やグリッドコン
ピューティング用ミドルウェアも
新たな要素として追加される。
　新しいハードウェアの性能を引
き出す高性能数値シミュレーショ
ンソフトウェアの開発では、これ
らの要素を考慮しなければならな
い。このような状況のため、高性
能ソフトウェア開発においてソフ
トウェア自動チューニング関連技
術が基盤技術として、より重要な
役割を担うようになっている。こ
れらについては、以降で詳述する。
3   数値シミュレーションの構成要素とソフトウェア基盤技術
数値シミュレーションにおけるソフトウェア研究開発の動向
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4   ソフトウェア自動チューニング
4─1
数値シミュレーションにおける
ソフトウェア自動チューニング
　ソフトウェアチューニングは、
ハードウェアの性能を限界まで引
き出すようにソフトウェアを調整
する作業である。数値シミュレー
ションにおけるソフトウェア自動
チューニングとは、ハードウェア
に合わせたソフトウェアの調整を
自動的に行い、手間のかかる手動
チューニングをせずに実効効率を
向上させることである。
　図表 6 に、ソフトウェア自動
チューニングの概要について例を
挙げて説明する。例としては、偏
微分方程式で記述される基礎方程
式を有限要素法で解く場合を考え
る。この場合、数値シミュレーショ
ンでは線形方程式を解くことにな
る。ここで、計算速度や計算精度
に影響を与える要因として図表 6
の下段に示す項目が存在し、これ
らがチューニング条件となる。
チューニング条件は、シミュレー
ションモデル、線形方程式の数値
的性質、求解アルゴリズム、ソフ
トウェア品質、コンピュータシス
テムに分かれ、それぞれについて、
さらに影響を与える要因がある。
これらの要因を図表では矢印付き
の記述として示している。
　基本的なソフトウェア自動チュー
ニングのプロセスは以下の 5 つのプ
ロセスから成る。
（1）　 実験　チューニング条件を設
定してソフトウェアを実行す
ること
（2）　 測定　実験結果から測定項目
を求め評価関数を算出するこ
と
（3）　 分析　測定項目、評価関数か
ら性能モデルを推定すること
（4）　 学習　チューニング条件を自
動修正すること
（5）　 決定　最適なチューニング条
件を決定すること
　実際には（1）～（4）を繰り返して
チューニング条件を変化させなが
ら性能を向上させ、最終的に（5）で
最適なチューニング条件を求める。
なお、これらチューニング条件の
うち、一部は従来のコンパイラの
最適化技術によって自動化できる
項目もあるが、アルゴリズム選択
やパラメータ調整までは対応がで
きない。そこで、数値シミュレー
ションの計算速度等の評価関数を
設定して最適化問題を解くことに
より最適なアルゴリズム選択やパ
ラメータ調整といったチューニン
グの自動化が可能になる。 
　次に、ソフトウェアチューニン
グの効果と自動チューニングの必
要性を、サイズが 400×400 の行列
積計算を例にとり説明する。図表
7 のヒストグラムは、400×400 の
行 列 積 計 算 で 16,129 通 り の 全
チューニング条件について計算速
度を求め、同一の計算速度となる
結果をカウントしたものである。
この場合、計算速度の最大値は
1459MFLOPS であるが、ヒストグ
ラムには 1300, 1175, 1100MFLOPS
に同一速度となるチューニング条
件数のピークが存在し、計算速度
を評価関数とした場合の最適解が
容易には得られないことを示して
いる。また、チューニング条件に
よって計算速度が大きく変化する
ため、最大計算速度の 1/2 にも満
たない 600MFLOPS 付近にも小さ
なピークが存在する。探索空間を
すべて調べれば最適解は得られる
が、チューニングの計算コストが
大きくなってしまう。そこで、膨
大なチューニング条件の候補から
性能が最大化される条件を効率的
に見つけ出す自動チューニング手
法が必要になる。
　ソフトウェア自動チューニング
は、静的な自動チューニング、動
的な自動チューニング、高度な自
動チューニングの機能に分けられ
る。自動チューニング機能付き数
値計算ライブラリや自動チューニ
ング機能付き数値シミュレーショ
ンソフトウェアはこれらの機能を
用いて作成される。そして、自動
チューニング機能の開発では、自
図表 6　ソフトウェア自動チューニングの概要
参考文献30～ 33）を基に科学技術動向研究センターで作成
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動チューニング統合環境、自動
チューニング言語拡張機能など適
用する開発環境が異なる。これら
の関係を図表 8 に示す。
　過去の開発経緯を述べると、最初
にソフトウェア自動チューニング
が適用されたのは数値計算ライブ
ラリのハードウェア依存部分で
あった。これは、現在、静的な自動
チューニングと呼ばれている。次に、
数値計算の入力データ依存性に注
目して最適化を行うようになり、こ
れを現在は動的な自動チューニン
グと呼んでいる。動的な自動チュー
ニングには、静的なチューニング機
能に加えて行列のサイズや非零要
素の分布を調べて適切なチューニ
ング条件を自動的に決定する機能
が含まれる。この動的な自動チュー
ニング機能を実現するためには、開
発環境としてプログラミング言語
の機能拡張（言語機能拡張）を行う必
要があった。さらに高度な自動
チューニングを行うために、数理最
適化手法やデータベースが利用さ
れるようになり、現在も性能改善効
果の検証を含めた自動チューニン
グソフトウェアのための統合開発
環境を構築する研究が行われてい
る。しかし、適用範囲は今のところ
数値計算ライブラリに限定されて
おり、今後は、行列計算や信号処理
に帰結しない数値シミュレーショ
ンでも適用可能な自動チューニン
グ研究の進展が期待されている。
4─2
自動チューニング機能付き
数値計算ライブラリ
　数値シミュレーションでは行列
演算や信号処理の数値計算ライブ
ラリの使用頻度が高く、これらの
数値計算ライブラリに依存する計
算が数値シミュレーションのボト
ルネックとなり性能を左右するこ
とが多い。そこで、線形方程式系・
固有値問題・FFT などの数値計算
ライブラリに自動チューニング機
能を組み込むことで、これらのラ
イブラリを用いた数値シミュレー
ション性能は改善できる。
　自動チューニング機能付き数値
計算ライブラリも、ハードウェア
依存部分を対象とした静的な自動
チューニング機能付き数値計算ラ
イブラリと、入力データに依存す
る部分を含めた動的な自動チュー
ニング機能付き数値計算ライブラ
リに分類される。これら自動チュー
ニング機能付き数値計算ライブラ
リのチューニング方法の特徴を以
下に示す注 5）。
（a）　 静的自動チューニング機能付
き数値計算ライブラリ
　◦ インストール時にプロセッサ
のコア数やデータ転送速度な
どのハードウェア性能を評価
して、性能が最大化されるよ
うにライブラリの計算パラ
メータを調整する。
（b）　 動的自動チューニング機能付
き数値計算ライブラリ
　◦ 行列のサイズや疎行列の非零
要素の分布によって線形方程
式や固有値問題のアルゴリズ
ムや計算パラメータを選択す
る。
図表 7　自動チューニング条件と行列積演算の速度分布
参考文献40）を基に科学技術動向研究センターで作成
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図表 8　ソフトウェアの種類とソフトウェア自動チューニングの機能
参考文献 30 ～ 33）、40、42）を基に科学技術動向研究センターで作成
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注5：線形方程式系と固有値計算問題では、アルゴリズムや使用される初期値やパラメータによっては反復計算で
収束せず、解が得られないことがある。このような場合にも、適切な初期値やパラメータを決定する自動チューニ
ング機能付き数値計算ライブラリは有用である。
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　◦ 動的に割り当てられるプロ
セ ッ サ や コ ア 数 に 応 じ て
チューニングを行う。
　これらの自動チューニング機能付
き数値計算ライブラリの開発動向の
歴史と今後予想される発展を図表 9
にまとめる。PHiPAC, ATLAS は
静的な最適化を行う密行列演算用
ライブラリである。信号処理用の
FFTW, SPIRAL, 行 列 演 算 用 の
OSKI, ILIB, ABCLib, Xabclib は、
並列分散システムに対応した動的
自動チューニング機能付き数値計
算ライブラリである。ILIB が機能
拡張されて ABCLib になり、さら
に、実行時の数値計算アルゴリズ
ム選択と通信方式のチューニング
が強化されて Xabclib になってい
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図表 9　自動チューニング機能付き数値計算ライブラリの開発動向
図表 10　研究開発されている自動チューニング機能付き数値計算ライブラリ
参考文献32、33、38、39、43）を基に科学技術動向研究センターで作成
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30
る 33）。個々の自動チューニング機
能付き数値計算ライブラリの開発
動向を図表 10 に示す。図表 10 で
わかるように多くの研究組織が、
この自動チューニング機能付き数
値計算ライブラリの研究に取り組
んでいる。
　総じて、最適化手法の改善によ
る性能向上、新しいハードウェア
ア ー キ テ ク チ ャ に お け る 自 動
チューニングが今後の研究課題と
言える。新しいアーキテクチャと
して代表的なヘテロジニアス並列
分散システムについては、人手に
よるチューニングですら研究段階
にあり 35、36）、今後の自動チューニ
ングへの移行が期待される。
4─3
自動チューニングのための
言語機能拡張・統合開発環境
　前述したように、動的な自動
チューニング機能を実現するため
に、既存のプログラミング言語に自
動チューニング用の言語機能拡張
が行われている。さらに、高度な自
動チューニングのためには、性能評
価や解析機能を含む自動チューニ
ングの支援ツールが統合開発環境
として利用されることになる。また、
自動チューニング機能を含めた
ソースコードを作成しておけば、並
列分散システムの規模が変化した
場合にも、その変化に応じた性能改
善が容易にでき、結果としてハード
ウェア依存性が抑えられてソフト
ウェアのポータビリティが向上す
るという利点もある。
　図表11にソフトウェア自動チュー
ニングのための言語機能拡張と統
合開発環境の開発の歴史と今後予
想される開発動向 31、33、40 ～ 43）をま
とめる。ここで、＊のついたものが
統合開発環境で、残りが言語機能拡
張である。ROSE, Active Harmony
は各種プログラミング言語で記述
されたソースコードに、自動チュー
ニング用の性能計測機能を追加す
る機能をもつ言語機能拡張ツール
である。POET, CHiLL はそれぞれ
ROSE, Active Harmony と組み合わ
せることで、ソフトウェア自動
チューニングの各種パラメータを
最適化する機能を持つ統合開発環
境である。ABCLibScript は自動
チューニング用の言語機能拡張で
多機能であるが、対応プログラミ
ング言語は現時点で FORTRAN の
みという問題があり、C 言語対応
が予定されている。VisABCLib は
ABCLibScript に対応したソフト
ウェア自動チューニングの統合開
発環境で、ソフトウェア性能の可視
化機能が充実しているという特徴
がある。また、SPRAT はマルチコ
アCPU用とGPU用のCUDAのソー
スコードを生成する機能をもつ言
語機能拡張であり、ハードウェアの
性 能 に 応 じ て、 自 動 的 に CPU、
GPU の計算を切り替えることで高
性能化を実現している 34）。
　自動チューニング用の言語機能
拡張・統合開発環境で高性能数値
計算ライブラリが開発されている
が、一般の数値シミュレーション
で自動チューニング機能を適用す
るには行列演算や信号処理とは異
なった課題が残る。例えば、流体
と剛体や弾性体との相互作用や、
分子間の動力学的な相互作用など
のシミュレーションでは、反復計
算のループ内に条件分岐が存在す
ることが多く、高性能数値計算ラ
イブラリ用の自動チューニング手
法では十分に対応ができない。そ
こで、このような一般的なシミュ
レーションの自動チューニングを
前提にしたソフトウェア開発が研
究課題となっている。
　図表 12 に示すように、言語機能
拡張・統合開発環境についても、
多くの研究機関で研究に取り組ん
でいる。
　ソフトウェア自動チューニング
は、数値計算ライブラリの高性能
化から研究が始められたという経
緯がある。そのため、線形方程式
系や固有値問題など数値計算ライ
ブラリの高性能化に重点が置かれ、
現状では、一般的な数値シミュレー
ションソフトウェアへの応用が積
極的に行われているとは言い難い。
5   ソフトウェア自動チューニング応用に向けた新しい動き
図表 11　自動チューニング用の言語拡張・統合開発環境の開発動向
参考文献31、34、41、42、44）を基に科学技術動向研究センターで作成
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図表 12　研究開発されている自動チューニング言語機能拡張・統合開発環境の特徴
参考文献 31 ～ 34、41 ～ 44）を基に科学技術動向研究センターで作成
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一つの理由として、ソフトウェア
自動チューニングを研究する計算
機科学研究者と、各分野の数値シ
ミュレーション研究者の連携が不
十分であることが挙げられる。こ
の連携を進める例として、米国エ
ネルギー省科学局の SciDAC─ 2
（Scientific Discovery through 
Advanced Computing）というプロ
グラムに、自動チューニングを含
むソフトウェア性能工学を中心に
研究を行っている PERI（Perfor-
mance Engineering Research 
Institute）45）というプロジェクトが
ある。以下ではその活動内容を紹
介する。
　PERI が開始された背景は次の
通りである。2001 年に開始された
SciDAC─1 というプログラムでは
PERI の前身にあたる PERC（Per-
formance Evaluation Research 
Center）というプロジェクトで、高
性能数値シミュレーションプログ
ラムのベンチマーク・解析と性能
のモデル化・最適化研究を行い、
その応用では気候予測モデル・プ
ラズマ乱流・加速器シミュレー
ションを行っていた。これらの研
究と応用から、2 章で述べたよう
な問題、すなわち、ソフトウェア
に対してハードウェアの寿命が短
く、新しいハードウェアに対応さ
せるソフトウェア修正が研究を円
滑に進める上で障害であることが
明らかになった。また、数値シミュ
レーション研究者はソースコード
の移植に関する情報を示さず、一
方、計算機科学の研究者は既存ソ
フトウェアを移植するツールに興
味を持たないという、それぞれの
研究者の問題も指摘された。この
ような問題を考慮しつつ、PERC
の後継プロジェクトとして PERI
というプロジェクトが開始された。
　現在、米国エネルギー省科学局
の ASCR（Advanced Scientific 
Computing Research）というプロ
グラムに SciDAC、INCITE（Inno-
vative and Novel Computational 
Impact on Theory and Experi-
ment）の両プログラムが含まれる。
SciDAC─2 は数値シミュレーショ
ンのソフトウェア基盤技術に関す
る研究を行うプログラムであり、
一方、INCITE は主に数値シミュ
レーションのための高性能ハード
ウェアと計算リソースを提供する
プログラムである。
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5─1
SciDAC─2における
数値シミュレーション
基盤ソフトウェアの研究
　SciDAC─2 は、図表 13 に示すよ
うに基盤技術の研究・基盤技術の
実用化・数値シミュレーションを
担当する 3 つの組織に大別される。
図表 14 に 2009 年の SciDAC─2 の
各プロジェクトと研究テーマをま
とめる。SciDAC─2 内には、研究
成果の公開などの Outreach セン
ターという支援組織も存在するの
が特徴である。この Outreach セン
ターがプロジェクトの情報公開だ
けでなく、ユーザーサポートやト
レーニングを担当し、プロジェク
ト間の連携を積極的に進める上で
重要な役割を果たしている。
5─2
PERIというプログラムに
おけるソフトウェア性能
工学の研究
（1）　PERI の役割
　SciDAC─ 2 プログラムの中で、
他のプロジェクトで進められてい
る数値シミュレーション研究に高
性能ソフトウェア開発技術を提供
することが PERI（ソフトウェア性
能 工 学 研 究 所 ）の 目 的 で あ る。
PERI は、以下の研究開発を担当し
ている。
◦ 数値シミュレーションの性能モ
デル化
　 開発したソフトウェアで得られ
る処理速度を正確に予測する。
◦ ソフトウェア自動チューニング
の研究開発
　 研究者が行うプログラミングの
負担を軽減するという難易度が
高い長期的な研究目標を立てて
いる。
◦ アプリケーション連携
　 PERI の研究成果を SciDAC─ 2
内の他プロジェクトが研究開発
している数値シミュレーション
に応用する。
（2）　PERI の組織と運営
　PERI の組織と運営に着目する
と、その特徴は、図表 5 に示した
数値シミュレーションの構成要素
を包括的に捉え、ソフトウェア基
盤技術におけるソフトウェア性能
工学の研究開発を中心にして、生
産性の高い組織を構成し運営して
図表 13　SciDAC─2 プログラムとその中のPERI プロジェクトの構成
参考文献45）を基に科学技術動向研究センターで作成
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いる点にある。具体的には、研究
開発の目的を共有し、個々の基礎
研究と応用研究開発を有機的に機
能させることで、結果として実用
化までの障害を早期に取り除くと
いう点で優れていると考えられる。
　図表 13 に示したように、PERI
の中にはソフトウェア性能工学の
研究を進めるグループと数値シ
ミュレーション応用などの共同研
究を支援するグループが含まれて
いる。図表 15 には、その両方を同
時に行う 4 つの国立研究所と 8 大学
の担当課題を示す。各プロジェクト
の研究開発内容だけでなく、PERI
内の組織、SciDAC─ 2, INCITE な
ど他のプロジェクトとの連携を含
めた活動が決められているのが特
徴と言える。共同研究を支援する
組織にはプラズマ核融合シミュ
レーションへの応用（GTC）、流体
シミュレーション（S3D）、性能デー
タベース構築、他のプロジェクト
との共同研究における窓口となる
リエゾンも含まれる。ただし、リ
エゾンはソフトウェア性能工学の
研究を進めるグループのメンバー
と重複した体制をとっている。
　PERI の全体会議は毎年開催し、
隔週で電話会議を行うことで連携
を緊密にし、予定外の会議は月曜
の午前に開催するといった取り決
めも公開されている。さらに、限
られたリソースを重要な SciDAC─
2 プロジェクトに集中させ、ソフ
トウェア性能工学とは関係のない
一般の計算機科学や数学の研究組
織とならないように注意が払われ
ている。このように、効率的な研
究マネージメントが行われ、さら
に、組織としては SciDAC─2 プロ
ジェクトの支援を行う Outreach セ
ンター、および、PERI 内のリエゾ
ンが、研究成果の数値シミュレー
ション応用を円滑に進める役割を
担っている。
図表 14　SciDAC─2 プログラムに含まれる組織と課題
参考文献45）を基に科学技術動向研究センターで作成
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　これまで述べたように、コモディ
ティプロセッサを用いた並列分散
システム上での数値シミュレー
ションが増えつつあるが、これらの
ハードウェアの性能を活かす高性
能ソフトウェア開発が極めて難し
くなっている。そのため、今後の高
性能ソフトウェア開発では自動
チューニング技術を中核にしたソ
フトウェア基盤技術が重要な役割
を担っている。特にヘテロジニアス
並列分散システムについては自動
化以前のチューニング自体が研究
段階にあり、自動チューニングの実
用化を目指した研究を進める必要
がある。
　日本国内でも数値計算を専門と
する大学、および、企業の研究者を
中心に、自動チューニング研究会が
発足しており、自動チューニング技
術に関する課題調査の報告 48）と自
動チューニング記述言語 OpenA-
TLib での API（Application Progr-
am Interface）の仕様策定を行って
いる。また、2006 年以降に自動
チューニング研究会が開催してい
る 国 際 ワ ー ク シ ョ ッ プ iWAPT
（International Workshop on Auto-
matic Performance Tuning）は海外
の研究者からも注目されている。
　このように日本国内では米国と
比較しても遜色のない研究が行わ
れていると思われるが、その推進
体制には課題が残る。日本では、
研究者を中心に組織が組まれてい
るため、研究から最終的な数値シ
ミュレーションへの応用、実用化
までのロードマップ作成や研究者
間での役割分担やリソース共有を
十分に行えていない。特に大学や
公的研究機関で行うソフトウェア
基盤技術の研究開発は、米国の
SciDAC─ 2 やその中の PERI のよ
うに関連する応用プロジェクトを
俯瞰した上で、研究と応用を並行
して進めるのが最も効率がよいと
考えられる。今後、日本国内の研
究組織には、基盤技術研究と応用
研究を効率的に行うための研究マ
ネージメントの再考を期待したい。
謝辞
　東京大学情報基盤センター 中島 
研吾 教授、片桐 孝洋 特任准教授、
（独）理化学研究所 情報基盤セン
ター 伊藤 祥司氏、東京工業大学 
情報理工学研究科 遠藤 敏夫 特任
准教授、（独）海洋研究開発機構 渡邊 
國彦センター長、（株）フィックス
ターズ 三木 聡 CEO、田村陽介
CTO から、本稿をまとめるにあた
り貴重な意見をいただきました、
ここに深謝致します。
6   日本国内における研究推進のための課題
ABCLib：Automatically Blocking and Communication-adjustment Library
APDEC：Applied Partial Differential Equations Center
ASCR：Advanced Scientific Computing Research
ATLAS：Automatically Tuned Linear Algebra Software
CACAPES：Combinatorial Scientific Computing and Petascale Simulations Institute
CEDPS：Center for Enabling Distributed Patascale Science
CScADS：Center for Scalable Application Development Software
ESG：Earth System Grid Center for Enabled Technologies
FFT：Fast Fourier Transform
FFTW：the Fastest Fourier Transform in the West
FIBER：Framework of Install-time Before Execute-time, and Run-time auto-tuning
GPU：Graphics Processing Unit
GTC：Gyrokinetic Turbulence Code
HPC：High Performance Computing
ILIB：Intelligent Library
INCITE：Innovative and Novel Computational Impact on Theory and Experiment
ITAPS：Interoperable Technologies for Advanced Petascale Simulations Center
iWapt：International Workshop on Automatic Performance Tuning
OSKI：Optimized Sparse Kernel Interface
PARATEC：Parallel Total Energy Code
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