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Introduction
Recently N.Jing discovered in [J] the following combinatorial identity:
(I)
ℓ∑
k=0
k−1∏
s=0
ηℓ − ηs
1− ηs+1
∑
σ∈Sℓ
( ∏
16a6k
(tσa− 1)
∏
k<b6ℓ
(tσb− η
ℓ−1)
∏
16a<b6ℓ
tσa− ηtσb
tσa− tσb
)
= 0 .
In his paper the identity comes from validity of the Serre relations in some vertex representations of
quantum Kac-Moody algebras.
In this note we are going to generalize this identity, see Theorems 1.1, 4.1. The obtained identities
are equivalent to existence of a singular vector in certain tensor products of evaluation representations
of the quantum loop algebra Uq(g˜l2) , see Proposition 3.1, or more generally, of the elliptic quantum
group Eρ,γ(sl2) .
There are two directions for generalizing the identity (I). First one can replace linear functions of t1,
. . . , tℓ by polynomials of larger degree. This is done in Section 1, see (1.3).
Furthermore, it is possible to take elliptic theta-functions instead of polynomials, see Section 4.
The resulting identities depend on two extra parameters: the elliptic modulus p and the dynamical
parameter α . In the limit p→ 0 the elliptic functions degenerate into polynomials and we get a family
of polynomial identities depending on α and turning into the identities (1.3) if either α→ 0 or α→∞ .
The author is grateful to the Max-Planck-Institut fu¨r Mathematik in Bonn, where the basic part of
the paper had been written, for hospitality.
1. Polynomial identities
Given nonnegative integers ℓ and n let Pℓ,n be a set of partitions λ = (λ1, . . . , λℓ) such that n >
λ1 > . . . > λℓ > 1 . For a partition λ let ωk,λ = #{j | λj = k} .
Introduce indeterminates t1, . . . , tℓ , x1, . . . , xn , y1, . . . , yn , η . In the paper we use the following
compact notations:
t = (t1, . . . , tℓ) , x = (x1, . . . , xn) , y = (y1, . . . , yn) .
For any m = 1, . . . , n set
Xm(u;x; y) = u
∏
16j<m
(u− yj)
∏
m<k6n
(u− xk) ,
X ′m(u;x; y) =
∏
16j<m
(u − xj)
∏
m<k6n
(u− yk) ,
and for any λ ∈ Pℓ,n set
rλ(η) =
n∏
m=1
ωm,λ∏
s=1
1− η
1− ηs
,
Pλ(t;x; y; η) = rλ(η)
∑
σ∈Sℓ
( ℓ∏
a=1
Xλa(tσa ;x; y)
∏
16a<b6ℓ
tσa− ηtσb
tσa− tσb
)
,(1.1)
E-mail:vt@pdmi.ras.ru
P ′λ(t;x; y; η) = rλ(η)
∑
σ∈Sℓ
( ℓ∏
a=1
X ′λa(tσa ;x; y)
∏
16a<b6ℓ
ηtσa− tσb
tσa− tσb
)
.(1.2)
Notice that
Xm(u;x; y) = uX
′
m(u; y;x)
and
Pλ(t;x; y; η) = η
ℓ(ℓ−1)/2−
n∑
m=1
ωm,λ(ωm,λ−1)/2
t1 . . . tℓ P
′
λ(t; y;x; η
−1) .
Notice also that both Pλ and P
′
λ are polynomials in all the indeterminates involved.
Theorem 1.1. Let xj = η
ℓ−1yi for some i < j . Then∑
λ∈Pi,j
ℓ
c
(i,j)
λ (x; y; η)Pλ(t;x; y; η) = 0(1.3)
where P i,jℓ = {λ = (λ1, . . . , λℓ) | j > λ1 > . . . > λℓ > i} and
c
(i,j)
λ (x; y; η) = (−1)
ωi,λ η
ωj,λ(ωj,λ−1)/2
∏
i<k<j
ωk,λ−1∏
s=0
(xk − η
syk) ×
×
ℓ∏
a=1
( ∏
i<k<λa
(ηℓ−ayi − xk)
∏
λa<m<j
(ηℓ−ayi − ym)
)
.
The theorem is proved in the next section.
Example. Identity (1.3) for i = 1 , j = n = 2 is equivalent to identity (I).
Remark. Multiplied by a certain polynomial in x, y, η the identity (1.3) becomes more transparent and
understandable, see (2.6).
Remark. All over the paper we assume integers ℓ and n to be fixed. There are two natural embeddings
of Pℓ,n−1 into Pℓ,n given by either λ 7→ λ or λ 7→ λ
′ = (λ1 + 1, . . . , λℓ + 1) . Indicating for a while
dependence of polynomials defined by (1.1) on n explicitly, that is, writing Pn,λ instead of Pλ , we have
Pn,λ(t;x; y; η) = Pn−1,λ(t;x
(n); y(n); η)
ℓ∏
a=1
(ta − xn) ,
= Pn−1,λ′(t;x
(1); y(1); η)
ℓ∏
a=1
(ta − y1) ,
where x(n) = (x1, . . . , xn−1) , y
(n) = (y1, . . . , yn−1) , x
(1) = (x2, . . . , xn) , y
(1) = (y2, . . . , yn) . There-
fore, the claim of Theorem 1.1 for i = 1 , j = n implies the claim of the theorem for general i < j .
2. Proof of Theorem 1.1
In this section we think x1, . . . , xn , y1, . . . , yn , η being complex variables rather than indeterminates
and consider them as parameters which functions of t1, . . . , tℓ can in addition depend on.
Let f, g be polynomials in t1, . . . , tℓ . We define below their scalar product 〈f, g〉S . Let
S(t1, . . . , tℓ) =
ℓ∏
a=1
n∏
m=1
(ta − xm)(ta − ym)
ℓ∏
a,b=1
a 6=b
ta − ηtb
ta − tb
.
If |η | > 1 and |xm| < 1 , |ym| > 1 for all m = 1, . . . , n , then we set
〈f, g〉S =
1
(2πi)ℓ ℓ!
∫
Tℓ
f(t) g(t)
S(t)
(dt/t)ℓ
2
where (dt/t)ℓ =
ℓ∏
a=1
dta/ta and T
ℓ = {t ∈ Cℓ | |t1| = 1 , . . . , |tℓ| = 1} each circle oriented counter-
clockwise. Then one can show that 〈f, g〉S is a rational function of x1, . . . , xn , y1, . . . , yn , η .
The polynomials defined by (1.1) and (1.2) are biorthogonal with respect to the introduced scalar
product.
Theorem 2.1. [TV1, Theorem C.9] 〈P ′λ , Pµ〉S = N
−1
λ δλµ where
(2.1) Nλ =
n∏
m=1
ωm,λ∏
s=1
(1− ηs)(xm − η
s−1ym)
1− η
.
Proof. The proof is based on Lemmas 2.2 and 2.3. The first equality in (2.3) implies that 〈P ′λ , Pµ〉S = 0
unless λ 6 µ , while the second equality in (2.3) gives 〈P ′λ , Pµ〉S = 0 unless λ > µ and 〈P
′
λ , Pλ〉S =
Pλ(y ⊳ λ)P
′
λ(y ⊳ λ) . The rest of the proof is straightforward. 
Remark. Notations here and in [TV1] are not always the same though we try to keep them consistent
whenever possible. The identification of labels should be mentioned: a partition λ here corresponds to
a label l = (ω1,λ , . . . , ωn,λ) in [TV1], the polynomial Pλ being a numerator of the trigonometric weight
function wl in [TV1] up to a simple factor.
For any λ ∈ Pℓ,n introduce points x ⊲λ , y ⊳ λ ∈ C
ℓ as follows:
x ⊲λ = (η1−ω1,λx1, . . . , x1, η
1−ω2,λx2, . . . , x2, . . . , η
1−ωn,λxn, . . . , xn) ,
y ⊳ λ = (ηω1,λ−1y1, . . . , y1, η
ω2,λ−1y2, . . . , y2, . . . , η
ωn,λ−1yn, . . . , yn) .
For partitions λ, µ ∈ Pℓ,n say that λ > µ if λa > µa for any a = 1, . . . , ℓ .
Lemma 2.2. Pλ(x ⊲µ) = 0 and P
′
λ(y ⊳ µ) = 0 unless λ > µ . Pλ(y ⊳ µ) = 0 and P
′
λ(x ⊲µ) = 0 unless
λ 6 µ . Besides, only the terms in (1.1), (1.2) corresponding to the identity permutation contribute into
the values Pλ(x ⊲λ) , Pλ(y ⊳ λ) , P
′
λ(x ⊲ λ) , P
′
λ(y ⊳ λ) .
The proof is straightforward.
For a function f(t1, . . . , tℓ) and a point t
⋆= (t⋆1, . . . , t
⋆
ℓ) define a multiple residue Res
(
f(t)(dt/t)ℓ
)∣∣
t=t⋆
by
Res
(
f(t)(dt/t)ℓ
)∣∣
t=t⋆
= Res
(
. . . Res
(
f(t1, . . . , tℓ)(dtℓ/tℓ)
)∣∣
tℓ=t
⋆
ℓ
. . . (dt1/t1)
)∣∣
t1=t
⋆
1
and set
x ⊲Res (f) =
∑
λ∈Pℓ,n
Res
(
f(t1, . . . , tℓ)(dt/t)
ℓ
)∣∣
t=x⊲λ
,(2.2)
y ⊳Res (f) =
∑
λ∈Pℓ,n
Res
(
f(t1, . . . , tℓ)(dt/t)
ℓ
)∣∣
t=y ⊳λ
.
Lemma 2.3. [TV1, Lemma C.8] Let polynomials f, g be such that their product is a symmetric poly-
nomial in t1, . . . , tℓ of degree less than 2n in each of the indeterminates and divisible by t1 . . . tn .
Then
(2.3) 〈f, g〉S = x ⊲Res (fg/S) = (−1)
ℓ y ⊳Res (fg/S) .
Let Qλ be a monomial symmetric polynomial:
Qλ(t1, . . . , tℓ) =
1
ω1,λ! . . . ωn,λ!
∑
σ∈Sℓ
tλ1σ1 . . . t
λℓ
σℓ .
Introduce transition coefficients Aλµ , λ, µ ∈ Pℓ,n :
(2.4) Pλ =
∑
µ∈Pℓ,n
AλµQµ .
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Then by Theorem 2.1 for any ν ∈ Pℓ,n∑
µ∈Pℓ,n
Aλµ 〈P
′
ν , Qµ〉 = N
−1
λ δλν ,
and inverting this relation we get ∑
λ∈Pℓ,n
Nλ 〈P
′
λ, Qµ〉Aλµ = δµν .
Calculating the scalar products by Lemma 2.3 we have
(2.5)
∑
κ,λ∈Pℓ,n
M−1κ Qµ(x ⊲κ)P
′
λ(x ⊲ κ)NλAλµ = δµν ,
where M−1κ = Res
(
S(t)
−1
(dt/t)ℓ
)∣∣
t=x⊲κ
. Notice that Mκ is a rational function in x1, . . . , xn , η and
a polynomial in y1, . . . , yn .
The matrix
[
Qλ(x ⊲ κ)
]
κ,λ∈Pℓ,n
is invertible, see e.g. (2.7), and we denote by B the inverse matrix,
which is a rational function of x1, . . . , xn , η and, trivially, does not depend on y1, . . . , yn . Finally, the
relation (2.5) is transformed to ∑
λ∈Pℓ,n
P ′λ(x ⊲ κ)NλAλµ = MκBκµ .
Proof of Theorem 1.1. Fix i < j . Let κ(j) = (j, . . . , j) . Assume that yi = η
1−ℓxj . Then Mκ(j) = 0 ,
and taking into account the definition (2.4) of Aλµ we have an identity
(2.6)
∑
λ∈Pℓ,n
P ′λ(x ⊲κ
(j))NλPλ = 0 .
Notice that x ⊲ κ(j) = (η1−ℓxj , . . . , xj) , so only the term in (1.2) corresponding to the identity per-
mutation contribute into the value P ′λ(x ⊲ κ
(j)) , and P ′λ(x ⊲ κ
(j)) = 0 unless λ ∈ P i,jℓ . Calculating
P ′λ(x ⊲κ
(j))Nλ explicitly and removing all factors which does not depend on λ we get the identity
(1.3). Theorem 1.1 is proved. 
Remark. Let us mention two determinant formulae though they are not actually used in the proof:
(2.7) det
[
Qλ(x ⊲µ)
]
λ,µ∈Pℓ,n
= η
−n(n+1)/2·
(
n+ℓ−1
n+1
) n∏
m=1
xm
(
n+ℓ−1
n
)
ℓ−1∏
s=1−ℓ
∏
16j<k6n
(ηsxk − xj)
D(n,ℓ,s)
where D(n, ℓ, s) =
∑
r∈Z>0
2r6ℓ−|s|−1
(
n+ ℓ− |s| − 2r − 3
n− 2
)
, see formula (A.14) in [TV1], and
(2.8) det [Aλµ]λ,µ∈Pℓ,n
=
ℓ−1∏
s=0
∏
16j<k6n
(ηsyj − xk)
(
n+ℓ−s−2
n−1
)
,
see formula (A.10) in [TV1]. Formula (2.7) is a deformation of a symmetric power of the Vandermonde
determinant. Formula (2.8) implies that the polynomials Pλ , λ ∈ Pℓ,n are linear independent if x, y, η
are generic, and there are linear relations between them if xk = η
syj for some j < k and s ∈ {0, . . . ,
ℓ − 1} . For s = ℓ − 1 there is just one linear relation given by (2.6). Relations for s < ℓ − 1 can be
obtained in a similar manner. They also can be derived from the relation (2.6) written for polynomials
in less number of indeterminates.
4
3. Tensor products of evaluation modules over Uq(g˜l2)
Let q be a nonzero complex number which is not a root of unity. Consider the quantum group Uq(sl2)
with generators E, F, qH and relations
qHE = qE qH , qHF = q−1F qH , [E,F ] =
q2H − q−2H
q − q−1
,
and the quantum loop algebra Uq(g˜l2) with generators L
(+0)
ij , L
(−0)
ji , 1 6 j 6 i 6 2 , and L
(s)
ij , i, j =
1, 2 , s = ±1,±2, . . . , subject to relations (3.1).
Let eij , i, j = 1, 2 , be the 2×2 matrix with the only nonzero entry 1 at the intersection of the i-th
row and j-th column. Set
R(u) = (uq − q−1)(e11 ⊗ e11 + e22 ⊗ e22) +
+ (u− 1)(e11 ⊗ e22 + e22 ⊗ e11) + u(q − q
−1)e12 ⊗ e21 + (q − q
−1)e21 ⊗ e12 .
Introduce the generating series L±ij(u) = L
(±0)
ij +
∞∑
s=1
L
(±s)
ij u
±s. The relations in Uq(g˜l2) have the form:
R(u/z)Lν(1)(u)L
ν
(2)(z) = L
ν
(2)(z)L
ν
(1)(u)R(u/z) , ν = ± ,(3.1)
R(u/z)L+(1)(u)L
−
(2)(z) = L
−
(2)(z)L
+
(1)(u)R(u/z) ,
L
(+0)
ii L
(−0)
ii = 1 , L
(−0)
ii L
(+0)
ii = 1 , i = 1, 2 ,
where Lν(1)(u) =
∑
ij
eij ⊗ 1⊗ L
ν
ij(u) and L
ν
(2)(u) =
∑
ij
1⊗ eij ⊗ L
ν
ij(u) .
The quantum loop algebra Uq(g˜l2) is a Hopf algebra with a coproduct
∆ : L±ij(u) 7→
∑
k
L±ik(u)⊗ L
±
kj(u) .
There is a one-parametric family of automorphisms ρz : L
±
ij(u) 7→ L
±
ij(u/z) and the evaluation homo-
morphism ǫ : Uq(g˜l2)→ Uq(sl2) :
ǫ : L±(u) 7→ ∓ uϑ±
(
uqH − q−H uF (q − q−1)
E (q − q−1) uq−H − qH
)
where ϑ+ = 0 , ϑ− = −1 . For any Uq(sl2)-module V denote by V (z) the Uq(g˜l2)-module obtained
from V via the homomorphism ǫ ◦ ρz . The module V (z) is called the evaluation module. In a tensor
product V1(z1) ⊗ . . . ⊗ Vn(zn) of evaluation modules actions of the series L
+(u) and (−u)nL−(u)
coincide, so it is enough to look at the action of only one of them. Besides, this implies that the series
L+(u) acts as a polynomial in u , so it can be evaluated for u being a complex number.
Let V1, . . . , Vn be Uq(sl2) Verma modules with highest weights q
Λ1 , . . . , qΛn and generating vectors
v1, . . . , vn , respectively. Using commutation relations in Uq(g˜l2) it is rather straightforward to obtain
the following statements.
Proposition 3.1. Consider Uq(g˜l2) evaluation modules V1(z1), . . . , Vn(zn) . Let zi = q
2Λi+2Λj−2ℓzj
for some i < j and ℓ ∈ Z>0 . Then
a) The vector v1 ⊗ . . .⊗ vn ∈ V1(z1)⊗ . . .⊗ Vn(zn) generates a Uq(g˜l2)-submodule, which is annihi-
lated by the action of a product L+21(q
2Λj zj) . . . L
+
21(q
2Λj−2ℓzj) .
b) A vector v˜ = L+12(q
2Λjzj) . . . L
+
12(q
2Λj−2ℓzj) vn ⊗ . . .⊗ v1 ∈ Vn(zn)⊗ . . .⊗ V1(z1) is singular with
respect to the Uq(g˜l2)-action, that is, L
±
21(u) v˜ = 0 .
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Corollary 3.2. Let zi = q
2Λi+2Λj−2ℓzj for some i < j and ℓ ∈ Z>0 . Then for arbitrary t1, . . . , tℓ
(3.2) L+21(q
2Λjzj) . . . L
+
21(q
2Λj−2ℓzj)L
+
12(t1) . . . L
+
12(tℓ) v1 ⊗ . . .⊗ vn = 0
in V1(z1)⊗ . . .⊗ Vn(zn) and
(3.3) L+21(t1) . . . L
+
21(tℓ)L
+
21(q
2Λj zj) . . . L
+
12(q
2Λj−2ℓzj) vn ⊗ . . .⊗ v1 = 0
in Vn(zn)⊗ . . .⊗ V1(z1) .
Both relations (3.2) and (3.3) are equivalent to the identitiy (2.6) and, hence, the identity (1.3). For
(3.2) it follows from Proposition 3.3 and formula (2.1), while for (3.3) an analogue of Proposition 3.3 for
the tensor product Vn(zn)⊗ . . .⊗ V1(z1) is required.
Remark. It is rather easy to see that Corollary 3.2, Proposition 3.3 and the determinant formula (2.8)
together imply Proposition 3.1.
Let parameters q , qΛ1 , . . . , qΛn , z1, . . . , zn used in this section be related to the previously used
parameters η , x1, . . . , xn , y1, . . . , yn as follows:
η = q2 , xm = q
2Λmzm , ym = q
−2Λmzm .
Proposition 3.3. [KBI], [TV1, Lemma 4.3], [TV2, Lemma 4.18]
L+12(t1) . . . L
+
12(tℓ) v1 ⊗ . . .⊗ vn = (q − q
−1)ℓ
n∏
m=1
(−zm)
−ℓ
∑
λ∈Pℓ,n
Pλ(t1, . . . , tℓ) ×
×
∏
16j<k6n
qΛjωk,λ−Λkωj,λ−ωj,λωk,λ F
ω1,λv1 ⊗ . . .⊗ F
ωn,λvn .
L+21(t1) . . . L
+
21(tℓ)F
ω1,λv1 ⊗ . . .⊗ F
ωn,λvn =
=
n∏
m=1
(−zm)
ωm,λ−ℓ P ′λ(t1, . . . , tℓ)
n∏
m=1
ωm,λ∏
s=1
(qs − q−s)(q2Λm−s+1 − q−2Λm+s−1)
q − q−1
×
×
∏
16j<k6n
qΛkωj,λ−Λjωk,λ−ωj,λωk,λ v1 ⊗ . . .⊗ vn .
4. Elliptic identities
In this section we extend Theorem 1.1 to the elliptic case, see Theorem 4.1. The obtained identities
have the same relation to representations of the elliptic quantum group Eρ,γ(sl2) as the identities (1.3)
have to representations of the quantum loop algebra Uq(g˜l2) .
Fix a nonzero complex number p such that |p| < 1 . Let (u)∞ = (u; p)∞ =
∞∏
s=0
(1− psu) and let
θ(u) = θ(u; p) = (u)∞(pu
−1)∞(p)∞ be the Jacobi theta-function.
In addition to t1, . . . , tℓ , x1, . . . , xn , y1, . . . , yn and η introduce one more variable α called the
dynamical parameter .
Remark. The parameter α is related to the dynamical variable in the elliptic quantum group Eρ,γ(sl2) .
For any m = 1, . . . , n set
Zm(u;x; y;α) = θ
(
α−1m u/xm)
∏
16j<m
θ(u/yj)
∏
m<k6n
θ(u/xk) ,
Z ′m(u;x; y;α) = θ
(
αmu/ym)
∏
16j<m
θ(u/xj)
∏
m<k6n
θ(u/yk) ,
6
where αm = α
∏
16j<m
xj/yj , and for any λ ∈ Pℓ,n set
ρλ(η) =
n∏
m=1
ωm,λ∏
s=1
θ(η)
θ(ηs)
,
Ξλ(t;x; y; η ;α) = ρλ(η)
∑
σ∈Sℓ
( ℓ∏
a=1
Zλa(tσa ;x; y;αη
2a−2ℓ)
∏
16a<b6ℓ
θ(ηtσb/tσa)
θ(tσb/tσa)
)
,(4.1)
Ξ ′λ(t;x; y; η ;α) = ρλ(η)
∑
σ∈Sℓ
( ℓ∏
a=1
Z ′λa(tσa ;x; y;αη
2ℓ−2a)
∏
16a<b6ℓ
θ(ηtσa/tσb)
θ(tσa/tσb)
)
.(4.2)
Notice that
Zm(u;x; y;α) = Z
′
m(u; y;x;α
−1)
and
Ξλ(t;x; y; η ;α) = η
ℓ(ℓ−1)/2−
n∑
m=1
ωm,λ(ωm,λ−1)/2
Ξ ′λ(t; y;x; η
−1;α−1) .
Theorem 4.1. Let xj = η
ℓ−1yi for some i < j . Then
∑
λ∈Pi,j
ℓ
C
(i,j)
λ (x; y; η ;α)Ξλ(t;x; y; η ;α) = 0(4.3)
where P i,jℓ = {λ = (λ1, . . . , λℓ) | j > λ1 > . . . > λℓ > i} ,
C
(i,j)
λ (x; y; η ;α) = (αixi/yi)
ωi,λ η
−ωi,λ(ωi,λ−1)
∏
i<k<j
ωk,λ−1∏
s=0
θ(η−sxk/yk)
θ(ηsα−1k,λ)θ(η
1−s−ωk,λαk,λxk/yk)
×
×
ωi,λ−1∏
s=0
1
θ(η1−s−ωi,λαi,λxi/yi)
ωj,λ−1∏
s=0
1
θ(ηsα−1j,λ)
ℓ−ωi,λ∏
a=ωj,λ+1
θ(αλaη
a−ℓyi/yλa) ×
×
ℓ∏
a=1
( ∏
i<k<λa
θ(ηℓ−ayi/xk)
∏
λa<m<j
θ(ηℓ−ayi/ym)
)
,
αk,λ = α
∏
16j<k
η−2ωj,λxj/yj and αk = α
∏
16j<k
xj/yj .
Example. Identity (4.3) for i = 1 , j = n = 2 takes the form
ℓ∑
k=0
(−1)k θ(η2kβ)
k−1∏
s=0
ηs θ(ηℓ−s)θ(ηsβ)
θ(ηs+1)θ(ηs+ℓ+1β)
×(4.4)
×
∑
σ∈Sℓ
( ∏
16a6k
θ(tσa)θ(η
2−2a−ℓtσa/β)
∏
k<b6ℓ
θ(η1−ℓtσb)θ(η
1−2btσb/β) ×
×
∏
16a<b6ℓ
θ(ηtσb/tσa)
θ(tσb/tσa)
)
= 0 .
Here β = η1−2ℓαx1/y1 . If p→ 0 and then either β → 0 or β →∞ , then (4.4) transforms into (I).
Proof of Theorem 4.1. The proof of Theorem 4.1 is very similar to the proof of Theorem 1.1. We descripe
the main steps below. We do not indicate dependence on x1, . . . , xn , y1, . . . , yn , η , α explicitly.
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Denote by E the space of functions f(t1, . . . , tℓ) holomorphic outside the coordinate hyperplanes
ta = 0 , a = 1, . . . , ℓ , and such that
f(t1, . . . , pta, . . . , tℓ) = t
−2n
a
n∏
m=1
(xm ym) f(t1, . . . , tℓ) .
Let
Ω(t1, . . . , tℓ) =
ℓ∏
a=1
n∏
m=1
θ(ta/xm)θ(ta/ym)
ℓ∏
a,b=1
a 6=b
θ(ηta/tb)
θ(ta/tb)
.
There is an analogue of Lemma 2.3.
Lemma 4.2. [TV1, Lemma C.11] For any function f ∈ E we have
x ⊲Res (f/Ω) = (−1)ℓ y ⊳Res (f/Ω) .
Define a scalar product 〈f, g〉Ω = x ⊲Res (fg/Ω) . The functions (4.1) and (4.2) are biorthogonal with
respect to the introduced scalar product.
Theorem 4.3. [TV1, Theorem C.9] 〈Ξ ′λ , Ξµ〉Ω = D
−1
λ δλµ where
(4.5) Dλ = (−1)
ℓ
n∏
m=1
ωm,λ−1∏
s=0
(p)3∞ θ(η
s+1)θ(η−sxm/ym)
θ(η)θ(ηsα−1m,λ)θ(η
1−s−ωm,λαm,λxm/ym)
and αm,λ = α
∏
16j<m
η−2ωλ,j xj/yj .
Let ϑ1, . . . , ϑn be the following functions in one variable:
(4.6) ϑm(u) = u
m−1 θ
(
−pm−1ηℓ−1α−1
n∏
m=1
xm (−u)
n ; pn
)
(pn; pn)−1∞ (p; p)
n
∞ .
They are linearly independent, since ϑm(εu) = ε
m−1ϑ(u) where ε = e2πi/n. For any λ ∈ Pℓ,n set
(4.7) Θλ(t1, . . . , tℓ) =
1
ω1,λ! . . . ωn,λ!
∑
σ∈Sℓ
ϑλ1(tσ1 ) . . . ϑλn(tσℓ) .
The functions Θλ , λ ∈ Pℓ,n , are linearly independent, and the functions Ξµ are linear combinations of
the functions Θλ , see Proposition 4.4.
We proceed further like in Section 2 and under the assumption of Theorem 4.1: yi = η
1−ℓxj for some
i < j , we get an identity ∑
λ∈Pℓ,n
Ξ ′λ(x ⊲κ
(j))DλΞλ = 0 ,
and then the identity (4.3). Theorem 4.1 is proved. 
Remark. There are elliptic analogues of determinant formulae (2.7) and (2.8), see formulae (B.11) and
(B.8) in [TV1]:
det
[
Θλ(x ⊲ µ)
]
λ,µ∈Pℓ,n
= Kη
n(1−n)/2·
(
n+ℓ−1
n+1
) n∏
m=1
(−xm)
(m−1)
(
n+ℓ−1
n
)
×(4.8)
×
ℓ−1∏
s=0
θ(ηsα−1)
(
n+s−1
n−1
) ℓ−1∏
s=1−ℓ
∏
16j<k6n
θ(ηsxj/xk)
D(n,ℓ,s)
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where K =
[
(p)∞
n2−1
n−1∏
m=1
( θ(e2πim/n)
e2πim/n− 1
)m−n ](n+ℓ−1
n
)
, and
det [A
ell
λµ]λ,µ∈Pℓ,n
= K−1
ℓ−1∏
s=1−ℓ
n−1∏
m=1
θ(ηs+ℓ−1α−1
∏
16j6m
yj/xj)
d(n,m,ℓ,s)
×(4.9)
×
n∏
m=1
ym
(m−n)
(
n+ℓ−1
n
) ℓ−1∏
s=0
∏
16j<k6n
θ(ηsyj/xk)
(
n+ℓ−s−2
n−1
)
where Ξλ =
∑
µ∈Pℓ,n
A
ell
λµΘµ and d(n,m, ℓ, s) =
∑
i,j>0
i+j<ℓ
i−j=s
(
m− 1 + i
m− 1
)(
n−m− 1 + j
n−m− 1
)
.
Remark. Consider a limit p→ 0 in all formulae of this section, which essentially amounts to replacing
the theta-function θ(u) by the linear function 1−u . The functions ϑ1, . . . , ϑn tend to power functions
as p→ 0 :
ϑ1(u)→ 1 + η
ℓ−1α−1
n∏
m=1
xm (−u)
n , ϑm(u)→ u
m−1 , m = 2, . . . , n .
The limit p→ 0 of the identities (4.3) and the determinant formulae (4.8) and (4.9) deliver one-
parametric deformations of the identities (1.3) and the determinant formulae (2.7) and (2.8), which
can be recovered in the limit either α → 0 or α → ∞ . The limit α → 0 is straightforward while the
limit α→∞ produces formulae (1.3), (2.7), (2.8) up to a certain change of variables.
Proposition 4.4. For any λ ∈ Pℓ,n the function Ξλ , cf. (4.1), is a linear combination of the functions
Θµ , µ ∈ Pℓ,n , cf. (4.7).
Proof. Let E be a space of functions f(u) holomorphic for u 6= 0 and such that
f(pu) = αη1−ℓ
n∏
m=1
xm (−u)
n f(u) .
Let Eℓ be a space of symmetric functions f(t1, . . . , tℓ) which considered as functions of one variable ta
belong to E for any a = 1, . . . , ℓ . In particular, E1 = E .
It is clear that dim E = n , say by Fourier series. A basis in E is given by the functions ϑ1, . . . , ϑn .
Hence, the functions Θµ , µ ∈ Pℓ,n , form a basis in the space Eℓ .
Since for any λ ∈ Pℓ,n the function Ξλ belongs to the space Eℓ , the proposition follows. 
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