Abstract: Robust explicit/multi-parametric controllers are designed for constrained, linear discrete-time systems with box-constrained states and inputs, involving uncertainty in the left-hand side (LHS) of the Model Predictive Control (MPC) optimization model. Based on previous results, this work presents a new algorithm that features: (i) a dynamic programming reformulation of the MPC optimization, (ii) a robust reformulation of the constraints that accounts for uncertainty and (iii) a multi-parametric programming solution step where the controls are obtained as an explicit function of the states.
INTRODUCTION
In the last decades significant advances have been achieved in the areas of Robust Model Predictive Control (MPC) (see Zafiriou, 1990; Bemporad and Morari, 1999; Rawlings and Mayne, 2009 , and references within) and explicit/multiparametric MPC (mp-MPC) (Pistikopoulos et al., 2007b,a) . Robust MPC has been popular mainly for its ability to explicitly handle for the uncertainties in the control process while explicit/multi-parametric MPC for its ability to obtain the control inputs as explicit functions of the system states. Nevertheless, the area of robust explicit/multiparametric MPC has received rather limited attention compared to the two former methods (Bemporad et al., 2003; Pistikopoulos et al., 2009) . This is obvious from the limited number of publications, with the key publications presented in Table 1 . Since, even for the case of linear MPC, the resulting optimization model of the robust explicit MPC formulation is nonlinear (due to the uncertainties appearing in the left and right hand side of the optimization constraints), this imposes significant difficulties for the direct application of existing multiparametric programming techniques to robust MPC.
Dynamic programming (DP) based methods have been proposed for the solution of the explicit/multi-parametric MPC problem, where the mp-MPC optimization problem is recast as a multi-stage problem and is decomposed into a number of smaller optimization problems (Bemporad et al., 2003; Pistikopoulos et al., 2007a) . However, the main issue of applying DP to the mp-MPC problem, especially for the case of problems with quadratic objective functions, is that a nonlinear multi-parametric programming problem has to be solved for each stage of the mp-MPC problem, thus requiring the use of global optimization. In In this work, we propose a new method, based on the work of , for the explicit/multiparametric MPC of "boxed-constrained" linear discretetime systems, i.e. when the state and input constraints are described by upper and lower bounds of the state and control variables. More specifically, we focus on the Robust Explicit Model Predictive Control (MPC) problem
where N is the prediction time horizon, x 0 is the initial state,
is the sequence of current and future control variables, Q, P 0 and R ≻ 0 are symmetric matrices, (5) and (6) are the state and input constraints and X f = {x ∈ R n |T x ≤ τ } is the terminal constraint set. The system (2) is uncertain in that the system matrices A, B are given by (3) where A 0 , B 0 are of known constant values but the values of matrices ∆A, ∆B are not known but are bounded and given by Proceedings of the 9th International Symposium on Dynamics and Control of Process Systems (DYCOPS 2010), Leuven, Belgium, July 5-7, 2010 Mayuresh Kothare, Moses Tade, Alain Vande Wouwer, Ilse Smets (Eds.) MoPostersT7.4
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where ǫ a , ǫ β ∈ [0, 1). The objective is to obtain the control sequence U, and in extension the control variable u t , as explicit functions of the state variable x t , such that the state and input constraints are satisfied for all values of the uncertain matrices ∆A ∈ A, ∆B ∈ B. Such a solution of the explicit/multi-parametric MPC problem will be called a robust solution. 
A METHOD FOR ROBUST EXPLICIT/MULTI-PARAMETRIC MPC
The proposed approach for the solution of the robust explicit MPC problem (1) is realized in three main steps (Faísca et al., 2008; Pistikopoulos et al., 2009) i) dynamic programming step: the MPC optimization (1) is recast in a multi-stage optimization setting ii) robust reformulation of the constraints: the optimization constraints at each stage of the resulting multistage problem are reformulated to account for the worst-case uncertainty, and iii) multi-parametric programming: the reformulated stage optimization problems are solved as multi-parametric problems These steps of the proposed procedure are presented in the following sections.
Dynamic programming -multi-stage optimization
Following the method presented in Faísca et al. (2008) and Pistikopoulos et al. (2009) , problem (1) can be expressed as a multi-stage optimization problem and can be decomposed into a set of stage-wise problems of smaller dimensions (Bellman, 2003; Bertsekas, 2005; Pistikopoulos et al., 2009 )
where the optimization variable for (8) is only the current input variable u t and only the state and input constraints at times t and t + 1 are considered. The smaller problem (8) is solved at each stage t, starting from t = N − 1 and ending at t = 0, to derive the control inputs u 0 , . . . , u N −1 , instead of solving the multi-stage problem as a single large-scale optimization problem. The set X t+1 is the set of all states x t+1 for which a solution u t+1 ∈ U exists for the problem (8) at stage t+1 and is known as the feasibility set . If a control input u t exists that satisfies the constraint x t+1 ∈ X t+1 then a control input u t+1 exists that satisfies the constraints of problem (8) for stage t + 1. The use and method for obtaining the feasibility set will be further discussed in Section 2.5.
In (Faísca et al., 2008) it was shown that (8) can be solved as a multi-parametric Quadratic Programming (mp-QP) problem for the case ∆A = ∆B = 0. However ,the presence of the uncertain matrices ∆A, ∆B do not allow for the use of the known multi-parametric programming methods to solve (8) and derive the input variable u t as an explicit function of the state. We will show in Sections 2.4, 2.5 a procedure to reformulate (8) to an mp-QP problem and derive the input variable as an explicit function of the state.
We first consider the following state and input transformationsx = x − x min ,ū = u − u min (9) By substituting (9) in the optimization problem (8) we obtain the following transformed optimization problem
(15) for all ∆ ∈ A, ∆B ∈ B and whereḡ = (A−I)x min +Bu min and the setX t+1 is obtained by substituting (9) into the feasibility set X t+1 . Note that the objective function in (10) is a convex quadratic function ofx+x min andū+u min and hence the minimization in (10) forcesx k → −x min and u k → −u min and therefore, from relations (9), x k → 0 and u k → 0. Remark 1. Note that if the solution of (10) isū t then the solution of (8) is u t =ū t + u min .
Furthermore, an mp-QP formulation of (10) can be derived by (i) considering u t as the optimization variable,
as the vector of parameters, (iii) combining the feasibility constraintX and the state constraints 0 ≤x t ≤ x max − x min into the inequality constraints
(16) (iv) incorporating the linear system model (11) into the constraints, and (v) incorporating the nominal system dynamics ( (11) with ∆A = ∆B = 0) in the objective function (objective penalizes the nominal system performance). Following the above steps we obtain the following multi-parametric programming problem
where ∆A ∈ A and ∆B ∈ B. The matrices H, F , L u , Y , L θ and c are of appropriate dimensions and are obtained after substituting the nominal system model in the objective function of (10). Note that since the objective function of (10) is a convex quadratic function ofū i and x i , i = t, . . . , N − 1, the objective function of (17) is also a convex quadratic function of u i , i = t, . . . , N − 1 and x 0 . Note also that the matrix coefficients in (18) are uncertain, hence problem (17) is a robust mp-QP problem . In order for a control inputū t to be a robust solution of (17), the constraint (18) has to be satisfied for all values of the uncertainty.
Robust Reformulation
In order to ensure that the constraints of (17) are satisfied at all stages t and for all possible values of the uncertain matrices ∆A, ∆B, we apply the following robust reformulation (Ben-Tal and Nemirovski, 2000) of (18)
where inequality (19) ensures that the problem is feasible for the nominal system while inequality (20) represents the realization of the first constraint in (17) for the worstcase value of the uncertainty. The variable δ is a measure of the tolerated infeasibility i.e. how much the constraint can be relaxed to ensure a feasible solution. Obviously, no infeasibility is allowed when δ = 0.
The inequality (20) is nonlinear with respect tox and u and hence replacing it in (17) will result in a multiparametric nonlinear programming problem. However, since from (12), (14) we have thatx t ≥ 0,ū t ≥ 0, we can replace the absolute values |x t | and |ū t | in (20) byx t , u t and re-write the inequality (20) as a linear inequality ofx,ū
(21) is then substituted in (17) to obtain the following mp-QP formulation of (17) (17) and hence for (10). In addition, since (10) is obtained by applying the linear transformation (9) on (8), then u t =ū t + u min is also a robust solution of (8). We can now state the following Lemma Lemma 2. Ifū t is a feasible solution for (22) then it is also a robust solution for (10) and u t =ū t + u min is a robust solution for (8). Remark 3. In ) it was shown that the nonlinear inequality (20) can be relaxed to the set of linear inequalities (22) . However, as we showed above, this is not anymore necessary sincex,ū are positive and (20) can be replaced only by (21) without increasing the number of constraints in (22).
Multi-parametric procedure
Since (22) is an mp-QP problem, the solution to (22) is given by the following explicit form (Pistikopoulos et al., 2007b,a) 
where i = 1, . . . , s t , K i t , c i t are matrices of appropriate dimensions and CR i t ⊂ R n are the corresponding critical regions. The expression (23) describes the relation between the solutionū t at the current stage and the solutionsū t+1 , . . .,ū N −1 at the previous stages. However, our objective is to obtain the inputū t as an explicit function of the incumbent statex t . Hence, in the following we present a procedure for deriving i)ū t as an explicit function of the statex t and ii) the feasibility setX t .
Reduction of the mp-QP solution:
We will first demonstrate the procedure for deriving an expression u t = f * t (x t ) from (23) for the stages t = N − 1 and t = N − 2. For the stages N − 1 and N − 2 the control variables areū N −1 andū N −2 while the parameters areθ N −1 =x N −1 and
T . The expression (23) forū N −1 and u N −2 are then given bȳ
(26) where i = 1, . . . , s N −1 and j = 1, . . . , q N −2 . Note that u N −1 is an explicit PWA function of the state x N −1 whilē u N −2 is a function ofx N −2 andū N −1 . In order to obtain u N −2 only as an explicit function ofx N −2 , we apply the following steps to eliminate u N −1 from (26) (Faísca et al., 2008; Pistikopoulos et al., 2009 ): i) first, the system model x N −1 = A 0xN −2 + B 0ūN −2 +ḡ is incorporated in (25) in order to expressū N −1 as a function ofx N −2 andū N −2 and ii) (25) and (26) are combined for all i, j to obtain a set of piecewise affine (PWA) expressions with respect tō
Then, by: i) directly substituting (27) in (28) and (29) and solving forū N −2 or ii) using elimination methods such as orthogonal projection or Fourier-Motzkin elimination to eliminateū N −1 from (27), (28) and (29), the control input u N −2 can be obtained as an explicit function ofx N −2
where j = 1, . . . , s N −2 and CR j N −2 is the critical region in which (30) is valid. Note that expressions (27)- (29) are obtained for all possible combinations i, j of the critical regions of (25) and (26), and correspond to feasible values ofx N −2 ,ū N −2 andū N −1 for problem (22). It is possible that some combination of i, j is not realizable, which implies that no feasible solutions exists.
The same procedure is applied for all stages t.
) be the solutions of the (22) for stages t + 1, . . ., N − 1 andū t = f * t (θ t ) the solution for the stage t given by (24). Then, i) by replacing
. . , N − 1 and ii) by combining the critical regions and control expressions of all control variables we obtain the following set of PWA expressions on x t , u t , ... , u N −1
Then the variablesū t+1 , . . .,ū N −1 are eliminated either by i) substituting (31)- (32) in (33) and solving forū t or ii) applying elimination techniques on (31)- (33), to obtainū t as an explicit function of the statex t ,ū t = f * t (x t ) wherē
and CR i t is the critical region where the control (34) is valid.
Calculation of the feasibility constraint set:
Once the explicit solution (34) has been obtained, the feasibility constraint setX t for stage t can then be obtained from the following expression
Since (22) is a convex multi-parametric quadratic programming problem, the set of all critical regions in the combined PWA expressions (31)- (33) is a convex polyhedral set. Moreover, the set of all critical regions CR i is also a convex polyhedral set, since it is obtained by performing linear operations on (31)- (33), and hence can be described by a set of linear inequalities
The use of the feasibility constraintsx t+1 ∈ X t+1 is very important since it ensures that the future state x t+1 lies in the set of states for stage t + 1, for which a feasible and robust controlū t+1 = f * t+1 (x t+1 ) exists. Therefore, by applyingū t to the system (11), it will guarantee that a feasible controlū t+1 = f * t+1 (x t+1 ) can be obtained at the next time t + 1.
The control input u t can then be obtained by substituting (9) in (34)
Note from (37) that u t is also an explicit function of the state x t . Specifically, µ t (x t ) is a PWA function of x t since f * t (x t − x min ) is a PWA function of x t . Finally, the feasibility set X t+1 can be obtained by substitutinḡ x = x − x min in (36). Remark 5. Note that the proposed algorithm, although it is based on DP methods, does not follow the conventional DP approaches (Bemporad et al., 2003) . If conventional DP methods were used, then the
) from the previous stages should be first incorporated in the formulation of problem (22) which would then become a non-linear multiparametric programming problem, thus requiring a global optimization procedure for its solution (Faísca et al., 2008; Pistikopoulos et al., 2009 ). On the other hand, the proposed procedure takes into account the convexity of (22) with respect to the control variablesū i , i = t, . . . , N − 1 and state x t , to solve an mp-QP problem (22) at each stage. The explicit solution (34) is then derived by performing a set of linear algebraic manipulations ((31)-(33)).
Algorithm for robust explicit/multi-parametric MPC for linear system with "box"-constraints
Based on the proposed procedure that was described in Sections 2.3-2.5, we can now propose a DP-based algorithm for robust explicit/multi-parametric programming which is shown in Table 2 . In Step 1 of the proposed algorithm, problem (22) is solved for stage t = N − 1 and u N −1 = f N −1 (x N −1 ) is obtained as a function of x N −1 . The algorithm then proceeds iteratively by applying Steps 2i. -2iv. for each stage t. In Step 2i the mp-QP problem (22) is solved to obtainū t = f * t (θ t ). In Step 2ii the reduction procedure described in section 2.5 is applied and the control variableū t is obtained as an explicit function of the stateū t = f * t (x t ). In step 2iii. the control input u t = µ t (x t ) is obtained from expression (37) and finally in step 2iv. the feasibility setX t is obtained from (35). The algorithm then proceeds to the next stage t − 1 and terminates when stage t = 0. After repeating all the steps of the proposed algorithm we obtain a sequence of control laws U = {u t , . . . , u N −1 } = {µ 0 (x 0 ), . . . , µ N −1 (x N −1 )}.
Each of the control inputs u t = µ i (x t ), t = 0, . . . , N − 1 is a robust solution of (8), hence the constraints of (8) are satisfied for all values of the uncertain matrices ∆A, ∆B (see Lemma 2). This also implies that the control inputs u t = µ i (x t ), t = 0, . . . , N − 1 satisfy the state and inputs constraints (5)- (6) for all values of ∆A, ∆B which are also the constraints for (1). Therefore, the control sequence U satisfies the constraints of the explicit/multi-parametric MPC problem (1) for all values of ∆A, ∆B. Lemma 6. The control sequence U = {u t , . . . , u N −1 }, where u t = µ i (x t ), t = 0, . . . , N − 1, is a robust solution of the explicit/multi-parametric MPC problem (1). (Faísca et al., 2008; Pistikopoulos et al., 2009) 
(Remark 3).
Note that the proposed algorithm was developed for the case of linear discrete-time system with the state and input constraints described by (5)-(6). Note also that at each stage t of the proposed algorithm, the number of parametersθ t = {x t ,ū t+1 , . . . ,ū N −1 } involved in (22) increases as t decreases from N − 1 to 0. Also the number of expressions (31)-(33) increases as t decreases hence increasing the complexity of the algebraic manipulations required to eliminateū t+1 , . . . ,ū N −1 from (31)-(33) and derive the control law (34). In addition if a relatively larger number of critical regions is obtained at each stage for (34) then this might increase the complexity of the calculations for obtaining the feasibility set from (35).
On-line Implementation:
The on-line implementation of the explicit/ multi-parametric MPC can be realized with two approaches. In the first approach, the whole control sequence U = {u 0 , u 1 , . . . , u N −1 } is applied to the system, with each control input u t = µ t (x t ) applied at the corresponding time instant t. With the second approach, only the first control u 0 = µ 0 (x 0 ) of the control sequence U is applied at each time t, by considering the current state x as the initial state x 0 . Step 1. Set k = N − 1: solve the mp-QP problem (22) with x N −1 being the parameters and obtain u N −1 = f * N −1 (x N −1 ) (Eq. (25)) andX N −1 (Eq. (36)).
Step 2.
Set k to the current stage:
i. solve the k th stage-wise mp-QP problem (22) with x k ,ū k , . . . ,ū N −1 being the parameters and obtain
iii. obtain ut = µt(xt) from (37) iv. calculate the feasibility set X k from Eq. (35) Step 3.
Set k = k − 1: if k = 0 stop, else go to Step 2.
Example
We illustrate the proposed algorithm for the following example, We also assume that δ = 0. By applying the proposed algorithm the control variables u 0 , u 1 , u 2 for each stage are obtain, where each control variables is an explicit PWA function of its corresponding state u t = µ t (x t ), t = 0, 1, 2. Each of the control laws u 0 , u 1 , u 2 consists of 344, 105 and 6 critical regions, which are shown in figures 3, 2, 1 respectively. Moreover, Tables 3, 4 and 5 show the PWA expressions of the control variables u 0 , u 1 , u 2 and their corresponding critical regions. We then implement the first control input u 0 = µ 0 (x 0 ) in the system. The simulation of these implementation is shown in Figure 3 where we can notice that the trajectories of the system satisfy the state and input constraints at all times. Table 3 . Explicit solution u 2 = µ * bounds on the state and input variables. The algorithm features three key steps, based on DP, robust optimization and multi-parametric programming methods and allows for the derivation of robust explicit control solutions to the robust explicit MPC problem. 
