This paper introduces an artificial bee colony heuristic for solving the capacitated vehicle routing problem. The artificial bee colony heuristic is a swarm-based heuristic, which mimics the foraging behavior of a honey bee swarm. An enhanced version of the artificial bee colony heuristic is also proposed to improve the solution quality of the original version. The performance of the enhanced heuristic is evaluated on two sets of standard benchmark instances, and compared with the original artificial bee colony heuristic. The computational results show that the enhanced heuristic outperforms the original one, and can produce good solutions when compared with the existing heuristics. These results seem to indicate that the enhanced heuristic is an alternative to solve the capacitated vehicle routing problem.
Introduction
The Capacitated Vehicle Routing Problem (CVRP) (i.e., the classical vehicle routing problem) is defined on a complete undirected graph ( , ) G V E = , where {0,1, , } V n = … is the vertex set and ( ) { , : , , } E i j i j V i j = ∈ < is the edge set. Vertices 1, , n … represent customers; each customer i is associated with a nonnegative demand i d and a nonnegative service time i s . Vertex 0 represents the depot at which a fleet of m homogeneous vehicles of capacity Q is based. The fleet size is treated as a decision variable. Each edge ( , ) i j is associated a nonnegative traveling cost or travel time ij c . The CVRP is to determine m vehicle routes such that (a) every route starts and ends at the depot; (b) every customer is visited exactly once; (c) the total demand of any vehicle route does not exceed Q ; and (d) the total cost of all vehicle routes is minimized. In some cases, the CVRP also imposes duration constraints where the duration of any vehicle route must not exceed a given bound L . Mathematical formulations of the CVRP can be found in Toth and Vigo (2002) .
As the CVRP is a NP-hard problem, only instances of small sizes can be solved to optimality using exact solution methods (e.g., Toth and Vigo, 2002; Baldacci et al., 2010) , and this might not even be possible if it is required to use limited amount of computing time. As a result of this, heuristic methods are used to find good, but not necessarily guaranteed optimal solutions using reasonable amount of computing time. During the past two decades, an increasing number of publications on heuristic approaches have been developed to tackle the CVRP. The work can be categorized into evolutionary algorithms (Baker and Ayechew, 2003; Berger and Barkaoui, 2003; Prins, 2004; Mester and Bräysy, 2007; Prins, 2009; Nagata and Bräysy, 2009) , ant colony optimization 4
Artificial bee colony algorithm
The ABC algorithm belongs to a class of evolutionary algorithms that are inspired by the intelligent behavior of the honey bees in finding nectar sources around their hives. This class of metaheuristics has only started to receive attention recently. Different variations of bee algorithms under various names have been proposed to solve combinatorial problems. But in all of them, some common search strategies are applied; that is, complete or partial solutions are considered as food sources and the groups of bees try to exploit the food sources in the hope of finding good quality nectar (i.e., high quality solutions) for the hive. In addition, bees communicate between themselves about the search space and the food sources by performing a waggle dance.
In the ABC algorithm, the bees are divided into three types; employed bees, onlookers and scouts.
Employed bees are responsible for exploiting available food sources and gathering required information. They also share the information with the onlookers, and the onlookers select existing food sources to be further explored. When the food source is abandoned by its employed bee, the employed bee becomes a scout and starts to search for a new food source in the vicinity of the hive.
The abandonment happens when the quality of the food source is not improved after performing a maximum allowable number of iterations.
The ABC algorithm is an iterative algorithm, and it starts by generating random solutions as the food sources and assigning each employed bee to a food source. Then during each iteration, each employed bee finds a new food source near its originally assigned (or old) food source (using a neighborhood operator). The nectar amount (fitness) of the new food source is then evaluated. If the new food source has more nectar than the old one, then the old one is replaced by the new one.
After all employed bees have finished with the above exploitation process, they share the nectar information of the food sources with the onlookers. Then, each onlooker selects a food source according to the traditional roulette wheel selection method. After that, each onlooker finds a food source near its selected food source (using a neighborhood operator) and calculates the nectar amount of the neighbor food source. Then, for each old food source, the best food source among all the food sources near the old food source is determined. The employed bee associated with the old food source is assigned to the best food source and abandons the old one if the best food source is better than the old food source. A food source is also abandoned by an employed bee if the quality of the food source has not been improved for limit (a predetermined number) successive iterations.
That employed bee then becomes a scout, and searches for new food source randomly. After the scout finds a new food source, the scout becomes an employed bee again. After each employed bee is assigned to a food source, another iteration of the ABC algorithm begins. The whole process is repeated until a stopping condition is met.
The steps of the ABC algorithm are summarized as follows:
1. Randomly generate a set of solutions as initial food sources i x , 1, , i τ = … . Assign each employed bee to a food source. ii. Apply a neighborhood operator on 
Evaluate the fitness ( )
x x → ɶ . ii. If ( ) ( ) i f f x x > ɶ ,i x x → ɶ . iii. { } i i x G G ∪ = ɶ d. For each food source i x and i G ≠ ∅ i. Set arg max ) ( i G x f σ σ ∈ ∈ . ii. If ( ) ( ) i f x x f < ,
Application to the CVRP
In this section, different components of the algorithm are first explained, and then how they are woven together and applied to the CVRP is described.
Solution representation
In order to maintain the simplicity of the ABC algorithm, a rather straightforward solution representation scheme is adopted. Suppose n customers are visited by m vehicle routes. The representation has the form of a vector of length ( ) n m + . In the vector, there are n integers between 1 and n inclusively representing customers' identity. There are also m 0s in the vector representing the start of each vehicle route from the depot. The sequence between two 0s is the sequence of customers to be visited by a vehicle. 
Search space and cost functions
The search may become restrictive if only the feasible part of the solution space is explored. Hence, we also allow the search to be conducted in the infeasible part of the solution space, so that the search can oscillate between feasible and infeasible parts of the solution space X . Each solution x X ∈ consists of m vehicle routes where each one of them starts and ends at the depot, and every customer is visited exactly once. Thus, x may be infeasible with regard to the capacity and/or duration constraints. For a solution x , let ( ) c x denote its travel cost, and let ( ) q x and ( ) t x denote the total violation of the capacity and duration constraints respectively. The routing cost of a vehicle k corresponds to the sum of the costs ij c associated with the edges ( , ) i j traversed by this vehicle.
The total violation of the capacity and duration constraints is computed on a route basis with respect to Q and L . Each solution x found in the search is evaluated by a cost function 
Initial solution
An initial solution is constructed by assigning one customer at a time to one of the m vehicle routes.
The selection of the customer is randomly made. The customer is then assigned to the location that minimizes the cost of assigning this customer over the current set of vehicle routes. The above procedure is repeated until all customers are routed.
A total of τ initial solutions are generated by the above procedure.
Neighborhood operators
A neighborhood operator is used to obtain a new solution Positions i and j are randomly selected. Figure 5 gives an example of this operator. 
Selection of food sources
At each iteration of the algorithm, each onlooker selects a food source randomly. In order to drive the selection process towards better food sources, we have implemented a roulette-wheel selection method for randomly selecting a food source. The probability of choosing the food source i x is then defined as ( )
An enhanced artificial bee colony algorithm
It is shown in the literature that the basic ABC algorithm is capable of solving certain problems with great success. However, according to our computational experiments (see Section 4) this does not apply to the CVRP. Therefore, in this section, we will propose an enhanced version of the ABC algorithm to improve the performance of the basic ABC algorithm for solving the CVRP.
Step 4d of the basic ABC algorithm states that a food source i x will only be replaced by a neighbor solution x if x is of a better quality than i x , where x is the best neighbor solution found by the onlookers in Step 4b. In the refined version, this condition is altered so that if the best neighbor solution x found by all the onlookers associated with food source i is better than the food source i x , then x will replace the food source j x that possesses the following two properties: 1) j x has not been improved for the largest number of iterations among all the existing food sources and 2) j x is worse than x . In this way, potential food sources (i.e., the food sources which can produce better neighbor solutions) will be given opportunities to be further explored whereas non-potential food sources (i.e., the food sources which have not been improved for a relatively large number of iterations and are worse than new neighbor solutions) are excluded.
Step 4e of the basic ABC algorithm states that if no improving neighbor solutions of the food source i x have been identified during the last limit successive iterations, then i x is replaced by a randomly generated solution (using the procedure described in Section 3.3). In the refined version, this is modified so that i x is replaced by a new neighbor solution x of i x . The quality of x can be worse or better than i x . This modification may be beneficial as it prevents the search from searching in bad regions of the solution space with no control of the quality of the food sources.
The steps of the refined ABC algorithm are summarized below:
1. Randomly generate a set of solutions as initial food 
, then replace i x with x ɶ and 0
c. For each onlooker i. Select a food source i x using the fitness-based roulette wheel selection method.
ii. Apply a neighborhood operator 
Computational experiments
We have tested both the original and the refined ABC heuristics on two standard benchmark instance sets. These include the fourteen classical Euclidean VRP and distance-constrained VRP instances described in Christofides and Eilon (1969) and Christofides et al. (1979) and the twenty large scale instances described in Golden et al. (1998) . All experiments were performed on a 1.73
GHz computer, and the heuristics were coded in Visual C++ 2003.
The number of employed bees and the number of onlookers are set to be equal to the number of food sources (τ ), which is 25. This is based on Karaboga and Basturk (2008) , which set the number of employed bees to be equal to the number of onlookers to reduce the number of parameters, and find that the colony size (i.e., the total number of employed bees and onlookers) of 50 can provide an acceptable convergence speed for search.
To reduce the number of parameters tuned, we let α = β . We then evaluated the performance of 
Comparison of neighborhood operators
In order to evaluate the effectiveness of each neighborhood operator, we have first tested the original ABC heuristic on instance vrpnc1 by considering each neighborhood operator at a time, reversed subsequences did not lead to the best known solution, the average deviation from the best known solution is less than 1.5%. Reversing a subsequence is another operator which also yields good performance, and uses less computation time than the operator of randomly swapping reversed subsequences. The search using only the operator of randomly swapping reversed subsequences may be too diversified, and may not lead to promising regions of the solution space. Thus, instead of using only one operator we will use a combination of several operators. A number of different combinations of operators have been tried and experimented with. The combination of the following operators seems to yield the most promising results: random swaps (swap), reversing a subsequence (reverse) and random swaps of reversed subsequences (swap_reverse). This seems reasonable as two of the operators were identified to yield the best results from Table 1 , while the search using the third operator (i.e., random swapping) is not as diversified as the searches using the two other operators.
Equal probabilities are associated with the operators being selected. Using this combination of operators, the heuristic was run and obtained an average deviation of 1.36% from the best known solution, as shown in the last column (combined) of Table 1 . In addition, it is also faster than the variant using randomly swapping of reversed subsequences (swap_reverse) as the neighborhood operator. Figure 9 shows the plot of the best objective solution values found by the heuristics using the operator of reversing a subsequence (reverse), the operator of randomly swapping of reversed subsequences (swap_reverse) and the combination of the operators for randomly swapping two positions, reversing a subsequence, and randomly swapping reversed subsequences (combined) during one run on instance vrpnc1. It can be observed from the figure that the variant using the operator of reversing a subsequence converges faster than the other two. However, the solution quality is not good as reflected by the objective value, which is the highest among the three operators. The operator of randomly swapping reversed subsequences converges at a later stage but achieves a better solution. The combined approach leads to the best solution quality than the other two, and the convergence rate is somewhere between the other two. This phenomenon was also observed when the different variants of the heuristic were experimented on the rest of the test instances. For this reason, the combination of the three different operators will be adopted in the heuristic to generate neighbor solutions.
Calibrating limit
As mentioned earlier, a food source i x will be abandoned if no improving neighbor solutions x can be found in the neighborhood of i x for consecutive limit iterations. Karaboga (2009) has shown that this parameter is important regarding the performance of the ABC algorithm on solving function optimization problems. Hence, we will also study the effect of this parameter on the performance of the ABC algorithm for solving the CVRP.
The value of the parameter limit was determined by running every benchmark instance 20 times for each of the predetermined values of limit . This calibrating process is important because if too few iterations are spent on exploring the neighborhood of a food source, the neighborhood may not be fully explored and the search will be too diversified. On the contrary, if too many iterations are spent on exploring the neighborhood, then the search will tend to focus on a few portions of the search space and will miss out other potential regions of the search space. Experiments on all the test instances show that the most appropriate value for the parameter limit is proportional to the number of customers ( n ), and this value is approximately equal to 50n . Due to space limitation, we only show the average objective function values of instance vrpnc1 with 50 customers for the different values of limit in Figure 10 . From this figure, we can easily see that 2,500 limit = yields the best results. Thus 50 limit n = was used in all the experiments reported in the remainder of this section. 
Original ABC vs. enhanced ABC
According to some preliminary tests (not shown here) and the results shown in Table 1 , the results of the CVRP obtained from the basic ABC algorithm are not very close to the best known result on average, even if we used many different combinations of operators. Therefore, we aim to improve the performance of the algorithm and propose an enhanced version. This version has been depicted in Section 3.6. The performance of this enhanced version was compared with that of the basic version. Both versions were implemented by using the combination of the three previously described operators as well as setting limit equal to 50n , and assessed by the set of 14 classical instances. Each test instance was run 20 times using each of the ABC heuristics. It was found that the speed of convergence of the two heuristics depends on n . Moreover, it was found that setting the termination condition ( MaxIterations ) to 2000n iterations is sufficient for the two heuristics to converge. The best results, the average results, the average CPU times obtained by the two versions for each test instance are also reported in To clearly illustrate the effect of the modifications in steps 4d and 4e on the improvement of solution quality, we plot figures 11a and 11b. Figure 11a shows the plot of the best objective values found by the original ABC heuristic, the semi-enhanced ABC heuristic (where only step 4e is enhanced) and the enhanced ABC heuristic (both the steps 4d and 4e are enhanced) during one run on instance vrpnc1. It can be observed from the figure that the original and semi-enhanced ABC heuristics converge at the same rate, while the semi-enhanced version obtains a better solution. The enhanced variant converges at an earlier stage with a better solution than the other two variants. ABC heuristic has identified a minimum average objective value. However, the algorithm has not been able to improve this further but has given some fluctuation results. This is due to step 4e where a food source i x will be replaced by a randomly generated solution if no improving neighbor solutions x have been encountered for consecutive limit iterations. The effect is that after most food sources have not been improved for limit iterations, the original ABC heuristic randomly generates new solutions in which most of the new solutions have large objective values compared with the minimum average objective value. The outcome is that the average objective value increases after reaching the minimum average. The average objective value decreases slightly afterwards because the heuristics finds most of the food sources near local minima. However, the average value increases again later due to creating many new food sources to avoid trapping in local minima. This process is repeated and this is why the fluctuation can be observed. On the contrary, the average objective values of the enhanced ABC heuristic are gradually lowered due to the fact that a food source is replaced by a neighbor solution and not by a randomly generated solution, where the neighbor solutions have higher chances to have closer objective values to the minimum average objective value especially if the local objective surface is not too mountainous. Taillard (1993) b Obtained from Mester and Bräysy (2007) c Obtained from Rochat and Taillard (1995) Table 4 provides a comparison on the results obtained on the 14 classical instances by some of the metaheuristics for the CVRP. It is clear that the enhanced ABC heuristic performs better than some of the well-known tabu search heuristics such as Taburoute (Gendreau et al., 1994) , the ejection chain method (Rego and Roucairol, 1996) , the subpath ejection chain method (Rego, 1998) , the granular tabu search (Toth and Vigo, 2003) and the Unified Tabu Search (Cordeau et al., 2001 ). In addition, the enhanced ABC heuristic outperforms the simulated annealing heuristic by Osman (1993), the saving-based ant system of Bullnheimer et al. (1999) and Reimann et al. (2004) , and the hybrid genetic algorithm of Berger and Barkaoui (2003) . Finally, the enhanced ABC heuristic also surpasses the path relinking approach of Ho and Gendreau (2006) , the particle swarm optimization method by Ai and Kachitvichyanukul (2009) and the hybrid eletromagnetism-like algorithm of Yurtkuran and Emel (2010) . Outstanding results were obtained by the adaptive memory procedure of Rochat and Taillard (1995) and by the memetic heuristic by Nagata and Bräysy (2009) . The performances of the honey bees mating optimization algorithm (Marinakis et al., 2010) and the AGES algorithm (Mester and Bräysy, 2007) are also excellent. Cordeau et al. (2005) Many of the heuristics within the 0.1% average deviation from best known solutions are populationbased methods combined with local search, and many of the methods that yielded an average deviation of less than 0.4% are hybrids of various techniques. The implemented version of the heuristic is a pure artificial bee colony algorithm, and is also one of the effective algorithms for the CVRP. It is not easy to compare running times for the various metaheuristics due to different computing environments. We believe that the reported CPU time for the enhanced ABC heuristic is reasonable and acceptable. The enhanced ABC heuristic was also tested on the 20 large-scale instances by Golden et al. (1998) . Table 5 lists the characteristics of these instances together with the average solutions and best solutions obtained by the enhanced ABC heuristic. The average deviation from best known solutions is 2.31%. Table 6 provides a comparison on the results with some of the metaheuristics published in the literature. The enhanced ABC heuristic outperforms the deterministic annealing algorithm described in Golden et al. (1998) , the granular tabu search by Toth and Vigo (2003) , the very large neighborhood search by Ergun et al. (2006) , the path relinking approach by Ho and Gendreau (2006) and the variable neighborhood search procedure by Kytöjoki et al. (2007) . As with the classical instances, population-based heuristics combined with local search also generated the best results for the large-scale instances. From the table we notice that the memetic algorithm by Nagata and Bräysy (2009) and the AGES algorithm by Mester and Bräysy (2007) obtained much better solutions than the rest of the methods. Cordeau et al. (2005) 
Computational results

Conclusions
In this paper, we presented an artificial bee colony (ABC) heuristic for the capacitated vehicle routing problem (CVRP). The ABC heuristic is a fairly new approach, and it is based on the foraging behavior of honey bees. An enhanced version of the ABC heuristic has been developed to improve the original heuristic for solving the CVRP. Computational results show that the enhanced ABC heuristic is able to produce much better solutions than the original one and uses slightly little more computation time. The results also show that the enhanced ABC can produce good solutions when compared with existing heuristics for solving the CVRP. These results seem to indicate that the enhanced heuristic is an alternative to solve the capacitated vehicle routing problem.
