Abstract-University students routinely use the tools provided by online course ranking forums to share and discuss their satisfaction with the quality of instruction and content in a wide variety of courses. Student perception of the efficacy of pedagogies employed in a course is a reflection of a multitude of decisions by professors, instructional designers and university administrators. This complexity has motivated a large body of research on the utility, reliability and behavioral correlates of course rankings. There is, however, little investigation of the (potential) implicit student bias on these forums towards desirable course outcomes at the institution level. To that end, we examine the connection between course outcomes (student-reported GPA) and the overall ranking of the primary course instructor, as well as rating disparity by nature of course outcomes, based on data from two popular academic rating forums. Our experiments with ranking data about over ten thousand courses taught at Virginia Tech and its 25 SCHEV-approved peer institutions indicate that there is a discernible albeit complex bias towards course outcomes in the professor ratings registered by students.
I. INTRODUCTION
Online forums for ranking course instructors, like RateMyProfessors [1] and Koofers [2] are a popular resource among university students for detailing their perception of the quality of course instruction and content. These forums cater to a number of their contributors' needs, including but not limited to information seeking, gratification, and convenience [3] . They have therefore, inspired considerable research attention over the years [4] [5] [6] [3] . Prior studies have identified several broad themes in the student feedback sampled from these forums, including teacher personality, aptitude and preparation, ease of access to help and feedback from course staff, and perceived practicality of the course rubric [7] . There is however, lesser attention devoted in this literature, to institution-level correlates of student perception. Empirical investigations of the potential sources of student bias in said perception are often divided in their conclusions, because of limitations of sample sizes or meta-variable space [8] [9] [10] . Assessing its reliability at scale can lend insights to instructional designers, department administrators and instructors alike on the limitations of existing pedagogies. It can also potentially extend the utility of university-managed endof-semester course evaluations, and help improve the usability, relevance, accessibility and trustworthiness [6] [11] of its host forums.
II. RELATED WORK
A number of studies in the educational psychology literature have examined the correlation between course outcomes and student evaluations, albeit for individual students or a course [12] [13] [10] . These studies generally report this correlation to be modest, somewhere between +0.1 and +0.3 [10] . Our preliminary inquiry at the institution level demonstrates that this correlation often matches and sometimes exceeds said figures [14] . The aforementioned work notes that given the learning acquired by students during the course of a given Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. 162  42  7873  61  29  1923  RUTGERS  204  63  6790  ---VT  99  36  3254  597  80  42503  UW-S  76  22  1718  ---MSU  ---888  110  67086 class or academic term, all of this observed correlation can not necessarily be a result of implicit, time-invariant student bias towards course outcomes. The multi-faceted nature of student perception can affect this connection. This complexity is echoed in a comparative study of in-class assessments, and pre-and post-assessment ratings on RateMyProfessors [6] . The study reported how pre-assessment course ratings on instructor clarity were significantly lower than both in-class and post-assessment reviews. However, instructor easiness was reviewed lower in-class relative to online. Our study attempts to initiate a line of large-scale contextual inquiry of these ratings across institutions that can potentially help consolidate these differing interpretations.
III. APPROACH
We pursue preliminary evidence of what appears to be a modest to strong relative connection between aggregate course outcomes and student perception of the course instructor. Figure 1 visualizes the correlation between these two for courses taught at Virginia Tech (597 and 99 courses rated on Koofers and RateMyProfessors, respectively). For the Koofers dataset, as we increase the minimum number of ratings per course considered towards the correlation, this correlation increases and achieves a steady average value of about 0.47 beyond 25 ratings per course. We explore this further by examining the disparity of instructor ranking between high, medium and low GPA student groups, as well as regressing student approval against course outcomes and perceived difficulty of various course instruments.
IV. EVALUATION A. Datasets
We leverage a set of peer institutions for Virginia Tech, identified by State Council of Higher Education for Virginia (SCHEV) [15] , based on criteria such as enrollments, research funding, degrees awarded and the Carnegie Classification [16] . We scraped course metadata from RateMyProfessors [1] and Koofers [2] , two popular forums for sharing course content and instructor reviews. For a university, we consider all courses with a minimum of 10 ratings. A course can have a multitude of instructors and offerings. Instructor ratings on Koofers and RateMyProfessors both, are on a 0 to 5 scale while GPA reports are on a 4.0 scale. We define the minimum acceptable use of the forum (at the institution level) as an excess of 1000 total ratings, with the course count at least 1.5X -2X that of the department count.
B. Methods
We significance-test the disparity in professor ratings by GPA groups using one-way ANOVA (F-test, table II). We also well as their self-reported ease of course instruments (exams, quizzes, projects and homeworks). Table II lists the correlations between average professor rating and student GPA for all institutions considered, as well as average ratings for each GPA group. The institutions in the RateMyProfessors dataset report an average correlation of 0.30, while those in the Koofers dataset report an average of 0.27. The group disparities by course outcome are modest to strong across institutions, with an average F-statistic of 20.6 and 5.86 for the RateMyProfessors and Koofers datasets, respectively. TAMU, for instance, reports the strongest correlation (0.605) and effect sizes (F-statistic: 70.6). However, the modest average correlation hints at departmentlevel and course-level distinctions, that partially neutralize the differences between course outcome groups, or in rare cases like UW, eliminate the effect altogether. Consider UMD, for instance, where a relatively modest effect size (F-statistic: 8.7) coincides with a larger average instructor ranking on behalf of the low-GPA group relative to the medium GPA group. In general, however, we find that a modest connection between course outcomes and student evaluations exists across institutions with remarkable consistency. Table III and table  IV report the coefficients, errors and significance tests for regression analysis with average instructor rating as a function of average student-reported GPA X1, average perceived difficulty of exams, quizzes, projects and homework (X2 through X5). Course outcomes outweigh the perceived ease of course evaluations in their aggregate effect on instructor ratings (t = 6.0, t = −2.3 for X1 and X3, respectively). Difficulty of quizzes appears modestly relevant in ascertaining the overall student satisfaction with the course, with higher difficulty linked to lower student approval (t-statistic is negative).
C. Results

V. DISCUSSION
We intend to expand our analysis by considering the time order of the instructor ratings in our dataset. While the magnitude of the observed correlation between course outcomes and student rankings is nearly consistent across institutions (with minimum aggregate forum use) we tested for, it is harder to argue about the directionality of this correlation without said data. We are also working to expand our contextual variable space to include university mandate (teaching vs. research, public vs. private), course modality (STEM/non-STEM, undergraduate/graduate, in-class/online), assessments (group projects, pop quizzes, class participation), instructor attributes (accessible outside the class, competent, tendency to provide feedback), technology use (LMS and third-party apps for course management, testing and assessment), logistics (instructional design training, number of TAs, etc.), and forum features (content management and editorial control). Another important step in realizing this contextual inquiry is designing metrics that summarize the observed disparity between effects of course rubric, content quality, interaction fidelity of host forums as well as course outcomes on the overall instructor ranking. These metrics are a crucial first step in determining the uncertainty and/or bias implicit in instructor ratings across departments and institutions.
VI. CONCLUSION
Our study examines the strength of the connection between course outcomes and aggregate instructor rank on two popular academic forums. We find that for several academic institutions, student ratings of course instructors incorporate disparities linked to course outcomes as opposed to the student perception of the relative ease of course materials, content and evaluations. We intend to generalize this analysis into a robust approach of isolating and correcting for bias on academic forums.
