A procedure for evolving hyperbolic systems of equations on compact computational domains with no boundary conditions was recently described in [1] . In that proposal, the computational grid is expanded in spacelike directions with respect to the outermost characteristic and initial data is imposed on the expanded grid boundary. We discuss a related method that removes the need for imposing boundary conditions: the computational domain is excised along a direction spacelike with respect to the innermost going characteristic. We compare the two methods, and provide example evolutions from a code that implements the excision method: evolution of a massless self-gravitating scalar field in spherical symmetry. * jripley@princeton.edu 1 arXiv:1908.04234v1 [gr-qc]
I. INTRODUCTION
Many physically relevant solutions to the Einstein equations are asymptotically flat (or asymptote to flat/open Friedman-Lemaitre-Robertson-Walker cosmologies), and so are infinite in spatial extent. To numerically generate these solutions on finite computational domains, several methods are presently in use. One approach is to use compactification on the spatial slices so that the boundary of the computational domain is spatial infinity [2, 3] or (future) null infinity [4] [5] [6] . A common approach is to evolve a finite subregion of each spatial slice. One then solves an initial boundary value problem for the Einstein equations; well posed formulations include [7, 8] . One can also use approximate boundary conditions and hope that they do not spoil the constraints or the well posedness of the system of equations.
Further discussion of these procedures may be found in [9] and references therein.
Recently, the authors in [1] introduced a simple way to avoid the mathematical complications involved in finding a well posed, constraint preserving initial boundary value problem for the Einstein equations. Instead of evolving the computational boundary along a timelike hypersurface, they propose expanding the computational domain along a spacelike hypersurface at each time step. As all characteristics are ingoing on the expansion surface, this allows for the imposition of initial data instead of boundary conditions along the boundary of the computational domain.
Here we discuss another simple method to avoid the use of imposing boundary conditions or spatial compactification on a finite computational domain. For each time step in the simulation, excise inwards along the innermost characteristic (or on a surface spacelike with respect to the innermost characteristic) so that the computational domain remains within the domain of influence of the initial data. As no characteristics are ingoing on this surface, there is no need to impose boundary conditions or initial data on the boundary (see e.g. [10] and references therein). We refer to the proposal discussed in [1] as an "expansion method", and the idea discussed here as an "excision method". Figs. 1a-1b provide an illustration of the two ideas.
Excision methods have long been used in numerical relativity [11] , although they are typically used for excising the interiors of trapped regions. In this work we discuss numerical and coordinate conditions to implement excision in computational boundaries exterior to trapped regions, and to discuss how the excision and expansion methods relate to one 
FIG. 1:
Comparison of expansion and excision methods.
another.
II. THE EXCISION METHOD IN MORE DETAIL
A. Implementation of excision method with finite difference methods
Consider an outer grid boundary, and denote the innermost characteristic speed orthogonal to the grid boundary by c − . For each time step ∆t, we must excise by a value |δx| ≥ |c − ∆t| so the grid is within the domain of dependence of the previous grid. Even if 1 > |c − | > 0, we must excise by at least one grid point ∆x as otherwise the outermost grid point would depend on data exterior to the computational domain. For explicit finite difference methods, the Courant-Friedrichs-Lewy (CFL) condition sets ∆t ≤ λ∆x, where λ is the CFL number [12] . We see that when using excision on the outer boundary, we can only integrate for a time comparable to t = λT , where T is the light crossing time of the initial data, as illustrated in Fig. 2 . By contrast, with the expansion method one may evolve in principle for an indefinite amount of time by specifying a larger and larger spacelike expansion region [1] . Conversely, the computational resources to evolve to another time step increases with the growth in the computational domain in the expansion method, while with the excision method they decrease as the domain shrinks in size. Along the excision surface one may use, e.g. upwind difference stencils as is done in the example code described in this paper; see Sec. III B.
B. Coordinate condition to automatically enforce excision
If the computational domain boundary was tangent to the innermost characteristic, there would be no ingoing characteristics into the domain. There would then be no need to apply boundary conditions or excise along the boundary. Here we describe coordinate conditions that allow for that setup. We assume that all the characteristics are contained within the null cone, which is the case for many physical fields (e.g. [13] and references therein).
Gravitational and electromagnetic waves travel along null characteristics, so we look for coordinates that make the computational domain boundary tangent to null surfaces.
We work in the 3 + 1 ADM formalism and write the line element as
The null characteristic equation is g µν ξ µ ξ ν = 0 (e.g. [14] ), which we can solve for ξ t to give us the characteristic speeds in the i th direction
We consider the characteristics perpendicular to a domain boundary given locally by Σ(x i ) = const.; this selects ξ i , which we denote by ξ (Σ)
i , up to an arbitrary scale. We will assume that all the component of ξ 
so that the perpendicular characteristic speeds are
Returning to the example of spherical polar coordinates, this condition uses up one gauge degree of freedom in setting the value of β r . With this choice of shift no boundary conditions need to be imposed on the grid boundary, and neither an expansion nor an excision method needs be implemented, as there are no ingoing characteristics at the domain boundary.
As a special case of the above construction, we now work in spherical symmetry. We start with a general spherically symmetric metric
where {α, β, A, B} are real functions of (t, r). For the spatial metric to be Riemannian we demand A > 0, B > 0. The null characteristic speeds perpendicular to a r = const.
boundary are
so we choose β = −|α|A −1/2 . With this shift and the field redefinition |α|A 1/2 ≡ e f (t,r) , we obtain the metric
The characteristic speeds perpendicular to an r = const. boundary are There remains one more gauge degree of freedom. For example we can obtain double null coordinates by setting A = 0, which we illustrate in Fig. 3a .
We note that we can transform the line element (8) to a form more similar to EddingtonFinkelstein style coordinates through a change of coordinates and several field redefinitions.
Consider a change of variables t(v,r) and r(v,r) such that we have
We assume a 11 , a 22 and a 21 are all nonzero, and (2a 11 e f −a 21 A)a 22 = 0 so the transformation is invertible. We define
so that the metric reads
In this form, if we interpret v as the time evolution variable, the radial null characteristic speeds with respect to these coordinates are 0 andÃe −f ; we illustrate evolution with v in Minkowski spacetime in Fig. 3b . As with the line element (8), there remains one free gauge transformation that we can use to set, for exampleÃ = 0 orB = 1.
III. EXAMPLE EVOLUTION IMPLEMENTING EXCISION METHOD WITH A FINITE DIFFERENCE CODE: SELF GRAVITATING SCALAR IN SPHERICAL SYMMETRY
As an example implementation of the excision method, we consider a massless scalar field coupled to Einstein gravity. We follow the sign conventions of Misner, Thorne, and Wheeler [15] , and work in geometric units: c = 8πG = 1.
A. Equations of motion
The massless self gravitating scalar field equations are
We evolve this system using the following coordinate system
These are called Painlevé-Gullstrand (PG) coordinates as they reduce to those named coordinates for Schwarzschild black hole solutions; earlier analytic and numerical studies with this type of coordinates in four dimensional spacetime include [16] [17] [18] .
the evolution equation for φ, Eqn. (16b) can be written as the following system of equations
The Hamiltonian and momentum constraints give ordinary differential equations (ODEs)
for the metric fields
where (here n µ ≡ (−α, 0, 0, 0))
From the PG coordinate solution for the Schwarzschild black hole,
we see that these coordinates are horizon penetrating, but not singularity avoiding.
As PG coordinates are spatially flat the ADM mass is always zero; we instead use the Misner-Sharp mass [19] to characterize the mass of our solutions [20] 
The radial speeds of propagation of the scalar field φ are given by c ± = ∓ξ t /ξ r , where 
The condition ζ(t, r) = 1 signals the formation of a marginally outer trapped surface.
B. Description of code
We work with a unigrid code; the initial computational domain covers r ∈ [0, R max ]. We set initial data at t = 0 by specifying the values of P and Q, and then solve for α and ζ using momentum and Hamiltonian constraints, respectively. The ODEs for these constraints are discretized using the trapezoid rule and solved with a Newton relaxation method. At every new time step we solve for α, ζ, P , and Q by alternating between an iterative Crank-Nicolson solver for P and Q and the ODE solvers for α and ζ until the discrete infinity norm of all the residuals are below a pre-defined tolerance. Iterative Crank-Nicolson being a two level scheme, initial data only need be specified on the t = 0 grid. Regularity at the origin sets Q| r=0 = ζ| r=0 = ∂ r α| r=0 = ∂ r P | r=0 = 0. We integrate ζ outwards from r = 0 using the regularity condition ζ = 0. Solving α using Eq. (20b) from r = 0 automatically enforces its regularity condition. We use Q = 0 and ∂ r P = 0 in lieu of Eqs. (19a) and (19b) respectively at the grid point r = 0. There is a residual gauge symmetry α(t, r) → c(t) × α(t, r), which we use to set α so that α = 1 at the outermost grid point.
Formation of a marginally outer trapped surface is signaled by ζ = 1; see Eq. (24). If ζ > 1 for some connected buffer region interior to the trapped surface, we excise all grid points interior to that buffer region. At this excision surface, which we call the inner excision surface to distinguish it from the excision we apply at the outer computational boundary, we evolve ζ using the tr component of the Einstein equations with upwind stencils
This provides the boundary condition for ζ at the excision surface. We then integrate outwards in r using the Hamiltonian constraint as described above to solve for ζ. The lapse α is held fixed at the excision surface and integrated outwards using the momentum constraint; we do not need to set a boundary condition for α at the excision surface as its value there is arbitrary due to the α(t, r) → c(t)α(t, r) residual gauge symmetry. We evolve the Q and P fields at the inner excision surface using Eqs. (19a) and (19b) respectively with upwind stencils.
Following the discussion in Sec. II A, as PG coordinates are not adapted to the characteristics of the scalar field, we must excise one grid point at the exterior boundary for each time step we take. We refer to this boundary the outer excision boundary. As the computational domain decreases by one grid point every time step, we can evolve at most for a time λT , where λ is the CFL number and T is the light crossing time of the initial time slice.
C. Results and convergence
We consider initial data for φ of the following form
where {a 0 , w 0 , r 0 } are constant. We set Q| t=0 = ∂ r φ| t=0 , and P | t=0 = Q| t=0 , which gives approximately ingoing scalar field pulses.
Evolution of an initial scalar pulse that does not form a black hole formation are shown in we can evolve the simulation for t ≈ 110m before the grid shrinks to zero size.
IV. DISCUSSION
Considerable mathematical and computational challenges accompany developing and implementing well posed, constraint preserving initial boundary value problems for the Einstein equations (e.g. [9] and references therein). We discussed an excision method that removes the need for boundary conditions when evolving the Einstein equations on compact spatial domains, and compared the method to the recently proposed expansion method of [1] . If one uses coordinates not adapted to the characteristics of the hyperbolic degrees of freedom, the potential applications of the excision method are constrained as one can evolve only for a time comparable to the light crossing time of the initial data domain multiplied by the CFL number used in the simulation. The excision method may be practical when used for collapse simulations. The expansion and excision methods may be profitably combined: first the expansion method would be used, then the excision method would be employed once the grid reached some maximum size. This would allow for the computational domain to not grow to an impractically large size, and for longer time evolution than the pure excision scheme would allow for a given fixed initial grid size.
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