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SUMMARY
We derive equations describing the path and travel time of a coherent elastic wave
propagating in an anisotropic medium, generalizing expressions from conventional high-
frequency asymptotic ray theory. The methodology is valid across a broad range of
frequencies and allows for sub-wavelength variations in the material properties of the
medium. The primary difference from current ray methods is the retention of a term
that is neglected in the derivation of the eikonal equation. The additional term contains
spatial derivatives of the properties of the medium and of the amplitude field, and its
presence couples the equations governing the evolution of the amplitude and phase along
the trajectory. The magnitude of this term provides a measure of the validity of ex-
pressions based upon high-frequency asymptotic methods, such as the eikonal equation,
when modeling wave propagation dominated by a band of frequencies. In calculations
involving a layer with gradational boundaries, we find that asymptotic estimates do
deviate from those of our frequency-dependent approach when the width of the layer
boundaries become sufficiently narrow. For example, for a layer with boundaries that
vary over tens of meters, the term neglected by a high-frequency asymptotic approxi-
mation is significant for frequencies around 10 Hz. The visible differences in the paths
of the rays that traverse the layer substantiate this conclusion. For a velocity model
derived from an observed well log, the majority of the trajectories calculated using the
extended approach, accounting for the frequency-dependence of the rays, are noticibly
different from those produced by the eikonal equation. A suite of paths from a source to
a specified receiver, calculated for a range of frequencies between 10 and 100 Hz, define
a region of sensitivity to velocity variations and may be used for an augmented form of
tomographic imaging.
Key words: Seismic wave propagation, anisotropy, seismic tomography, seismic imag-
ing, ray methods for anisotropic media.
1 INTRODUCTION
The importance of anisotropy has become increasingly ev-
ident for a wide range of geophysical applications. It has
been known for some time that anisotropy can severely im-
pact seismic imaging in sedimentary basins containing shale,
motivating interest in techniques for migration and model-
ing in such media (Tsvankin 2012). More recently, hydraulic
fracturing in shale formations has generated additional in-
terest in modeling wave propagation in anisotropic mate-
rial in order to locate microseismic events and to invert for
anisotropic velocities (Grechka et al. 2011, Li et al. 2014).
Anisotropy due to the presence of fractures and the non-
linear response of rocks to stress is well established and
documented by numerous studies (e.g. Thurston and Brug-
ger 1964, Nur 1971, Sayers and Kachanov 1995, Mavko et
al. 1995, Sarkar et al. 2003). Thus, seismic anisotropy can
be indicative of the stress state of a rock and changes in
anisotropy may be a sign of changes in the state of stress
(Sayers 2010).
Due to the complexity of modeling elastic wave propa-
gation in a heterogeneous anisotropic medium, it is desirable
to have flexible methods for forward modeling, visualization,
and imaging. Numerical methods, such as finite-differences,
are the most general and, with sufficiently dense griding,
can be accurate and stable (Robertsson et al. 2012, Car-
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cione 2014). However, even with current parallel computers,
such approaches can require long simulation times in order
to solve the forward problem and much more time to solve
the inverse problem. There are statistical approaches that
consider wave propagation through a random distribution
of scatters (Ishimaru 1997, Coates and Chapman 2007, Sato
et al. 2012). For a coherent medium with known bound-
aries ray methods are an alternative approach that provide
insight through semi-analytic expressions for, and visualiza-
tion of, the propagation path in an anisotropic medium (Aki
and Richards 2002, p. 82). Such techniques have a long his-
tory and scale well with problem size (Vlaar 1968, Cerveny
1972, Cerveny et al. 1977, Gajewski and Psencik 1987, 1990,
Shearer and Chapman 1989, Vavrycuk 2001, Cardarelli and
Cerreto 2002, Chapman 2004, Zhang et al. 2017, Gou et
al. 2018) but can be difficult to implement and have con-
vergence issues in complicated models. More importantly,
high-frequency asymptotic ray theory may not accurately
model wave propagation at all frequencies of interest, par-
ticularly in the presence of rapidly-varying properties such
as narrow transition zones.
Here we extend the trajectory mechanics approach in-
troduced by Vasco and Nihei (2019) to an elastic medium
with anisotropic properties. That approach, adopted from
techniques used in quantum dynamics (Bohm 1952, Tak-
abayasi 1952, Bohm 1989, Wyatt 2005, Benseny et al. 2014,
Gu and Garashchuk 2016), retains terms that are neglected
in the high-frequency approximations used in asymptotic
ray methods (Chapman 2004) and in the eikonal equation
(Faria and Stoffa 1999, Brantut 2018). We present the tech-
nique as an adjunct to existing numerical methods, provid-
ing flexibility in forward and inverse modeling. The semi-
analytic expressions provide some insight into the factors
governing propagation paths. Furthermore, the trajectories
may be used to visualize wave propagation in a complicated
medium and to construct semi-analytic sensitivities for ef-
ficient imaging (Vasco 2018, Vasco and Nihei 2019). A re-
lated approach was developed by Foreman (1989) for com-
puting trajectories associated with propagation governed by
the scalar Helmholtz equation, independently of the work
in quantum mechanics. The technique was recently applied
to construct frequency-dependent rays for several numeri-
cal examples (Protasov and Gadylshin 2017). A data analy-
sis and imaging procedure known as Helmholtz tomography,
based upon similar ideas, was applied to surface wave obser-
vations by Lin and Ritzwoller (2011) and used for the study
of building vibrations by Kohler et al. (2018). Our work, and
that presented in Vasco and Nihei (2019), can be considered
as an extension of the work of Foreman (1989, as well as a
generalization of related efforts in quantum mechanics and
physics (Orefice et al. 2009), to the full vector elastodynamic
equations of motion. Furthermore, whereas the approach of
Foreman (1989) and Protasov and Gadylshin (2017) requires
the solution of the governing Helmholtz equation, we derive
a trajectory-based set of ordinary differential equations that
may be solved in place of the full governing partial differ-
ential equations. Such an approach has been shown to be
more efficient for the calculation of trajectories associated
with quantum dynamics (Wyatt 2005).
The techniques that we present provide a connection be-
tween travel time sensitivity kernels computed using numeri-
cal wave propagation codes and conventional ray methods. It
has been pointed out that the sensitivity kernels associated
with travel times obtained from band-limited waveforms are
actually averaging volumes with some finite width (Weilandt
1987, Luo and Schuster 1991, Woodward 1992, Cerveny and
Soares 1992, Stark and Nikolayev 1993, Lomax 1994, Vasco
et al. 1995, Zelt and Chen 2016). For travel times obtained
from waveform cross-correlations Luo (1991) and Vasco and
Majer (1993) were the first to derive travel time sensitivity
functions using the adjoint approach developed by Tarantola
(1984, 1988) for seismic waveform inversion. Their method
was subsequently adopted by Marquering et al. (1999) and
used by many others for seismic tomographic investigations
[see Koroni et al. (2019) for a recent study]. As discussed be-
low, one may use the trajectories derived here to construct
extended regions between a given source-receiver pair that
are sensitive to the propagation of a range of specific fre-
quency components of the wave field. In that way, the band-
limited nature of the wave field can be accounted for in con-
structing a tomographic image. Furthermore, the method
can serve as the basis for frequency-dependent tomographic
imaging, with a number of potential applications, such as
the imaging of fluid-related time-lapse changes.
2 METHODOLOGY
2.1 Governing Equations
In treating the anisotropic equation of motion it is important
to adopt a succinct notation in order to avoid a proliferation
of indices. For example, the basic constitutive relation for a
general elastic and anisotropic solid, provides a linear rela-
tionship between the strain tensor ekl and the stress tensor
σij and is given in its most general form as
σij = cijklekl, (1)
where the indices run from 1 to 3 and we employ Einstein’s
convention of summing over repeated indices. We shall use
the notation of Woodhouse (1974) and Chapman (2004),
combining bold font vector-tensor notation with a reduced
use of indices. In their notation we represent some higher-
order tensors as indexed lower-order quantities. For example,
the stress tensor is given by three indexed column vectors,
tj for j = 1, 2, 3, and where the i-th component of the j-th
vector gives the ij component of the stress tensor
(tj)i = σij . (2)
The fourth-order tensor cijkl(x) relating stress and strain in
equation (1) is represented as a indexed set of 3×3 matrices
cijkl = (cjk)il . (3)
The hybrid notation allows us to write the equation
governing the propagation of an elastic disturbance in an
anisotropic medium in a rather compact form
ρ
∂2u
∂t2
=
∂tj
∂xj
+ f , (4)
with displacements given by the vector u(x, t), and where
f(x, t) is a source or body force and ρ(x) is the density, along
with the constitutive relationship
tj = cjk
∂u
∂xk
, (5)
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relating stress and strain. Applying the Fourier transform
maps these two equations into the frequency domain and
the displacement and stress vectors map into U(x,ω) and
T(x,ω), respectively. Substituting the constitutive relation-
ship into the governing equation results in the single equa-
tion
−ω2ρU =
∂
∂xj
[
cjk
∂U
∂xk
]
(6)
for the displacement vector U(x,ω) in terms of the fre-
quency ω, where we are summing over j and k. Since we
are modeling the propagating wave field, it is assumed that
we are away from the source and its direct influence.
We are interested in modeling the propagation of a co-
herent body wave, so we assume that the three components
of displacement at a point are all due to a passing wavefront.
Therefore, away from known boundaries, we write the com-
plex displacement vector in the polar form, a generalization
of a plane wave decomposition in which both the phase and
amplitude depend upon ω,
U(x,ω) = R(x,ω)eiϕ(x,ω) (7)
where both the components of the amplitude vector R(x,ω)
and the scalar phase function ϕ(x,ω) are real valued. In
adopting this form of the solution we are neglecting the back-
propagating wave fields and conversions to interface waves
that might be introduced by the scattering off of disconti-
nuities. Note that the wave field (7) has a general frequency
dependence leading to quantities, such as ray paths, that
depend upon ω.
A semi-analytical trajectory-based solution follows if we
substitute the form (7) into the governing equation (6). As
shown in the Appendix, the resulting equation contains real
and imaginary terms. Setting the two equations defined by
each set of terms to zero produces two coupled equations in
ϕ and R. These equations define the trajectory upon which
the solution is calculated and the evolution of the amplitude
along the trajectory. In the sub-sections that follow we con-
sider these equations and demonstrate how they lead to a
solution that is define along trajectories or paths through
the anisotropic medium.
2.2 Real Terms and the equations defining the
trajectory
2.2.1 An Expression for the Hamiltonian
As shown in the Appendix, if we consider just the real terms
that result when the polar form (7) is substituted into equa-
tion (6) we arrive at the matrix equation[
ajk
∂ϕ
∂xk
∂ϕ
∂xj
− ω2I
]
R =
1
ρ
∂
∂xj
(
ρajk
∂R
∂xk
)
, (8)
see equation (A6) in the Appendix, where we have defined
the density-normalized anisotropy coefficients ajk(x) by
ajk =
1
ρ
cjk, (9)
and the quantity I represents the identity matrix. Equation
(8) resembles the eikonal equation for the phase found in
high-frequency asymptotic ray theory (Cerveny 1972, Chap-
man 2004, p. 164). In fact, if we can neglect the right-hand-
sides of equation (8), either because ω is sufficiently large
and/or the spatial gradients of ajk and R are small, then
the coupling between the phase, contained in terms on the
left-hand-side, and the amplitude disappears. We can use the
condition for a non-trivial solution for R, given by the van-
ishing of the determinant of the coefficient matrix in brackets
in equation (8)
det
[
ajk
∂ϕ
∂xk
∂ϕ
∂xj
− ρω2I
]
= 0, (10)
to solve for the phase ϕ directly.
In general, the right-hand-side of equation (8) cannot
be neglected and one must treat the full expression, as we
now demonstrate. First, we can recast equation (8) in terms
of the slowness vector, which is defined as
p(x,ω) =
1
ω
k(x,ω) =
1
ω
∇ϕ, (11)
where k(x,ω) is the wave number vector. Substituting for
∇ϕ in equation (8) produces a quadratic equation in the
components of the slowness vector
[ajkpjpk − I]R =W, (12)
where we have defined the vector
W(x,ω) =
1
ω2ρ
∂
∂xj
(
ρajk
∂R
∂xk
)
(13)
in terms of the right-hand-side of equation (8) normalized by
ω2. Re-arranging equation (12) and multiplying both sides
by Rt we can define
E(x,ω) = RtajkpjpkR−R
t
W = R2, (14)
were R(x,ω) is the amplitude of the displacement vector
R. Thus, E(x,ω) is a measure of the energy of the elastic
disturbance. Given that W is a linear operator applied to
R, we observe that E(x,ω) is a quadratic form in terms of
the displacement amplitude vector R. The function E(x,ω)
has an implicit dependence upon the spatial coordinates x.
Typically ω is taken to be a parameter rather than an inde-
pendent variable and we consider the frequency to be fixed
at a particular value.
Central to the investigation of any physical system is
the definition of a Hamiltonian function, as it determines
the corresponding dynamics. The Hamiltonian function is
particularly important in the calculation of trajectories as-
sociated with the propagation of transient disturbances and
wavefronts. A useful definition of the Hamiltonian follows
directly from equation (14), after dividing through by R2
H(x,p,ω) = RˆtajkpjpkRˆ−W (15)
where the function W (x,ω) is the component of the vector
W in the direction of the amplitude vector R
W (x,ω) =
1
R
Rˆ
t
W. (16)
Note that in the definition of the Hamiltonian we are treat-
ing p as an independent variable. Equation (14) corresponds
to the constraint that the Hamiltonian for the elastic system
is a constant, that is
H(x,p,ω) = 1, (17)
given our normalization by R2. Due to the presence of W ,
the phase does not decouple from the amplitude in a medium
with rapid spatial variations in properties, unlike the Hamil-
tonian in asymptotic ray theory.
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2.2.2 Equations for the trajectory
Using methods from the theory of partial differential equa-
tions one can derive an equivalent set of ordinary equations
defined along trajectories (Courant and Hilbert 1966). An
intuitive argument follows if we consider a solution defined
along a trajectory x(T ), where T signifies position along the
path, in this case in terms of the travel time to a point on
the path. Both variables x and p are considered functions
of T while ω remains a fixed parameter. If we differentiate
equation (17) with respect to T , making use of the fact that
H is constant along the trajectory, we find that
dH
dT
= ∇xH ·
dx
dT
+∇pH ·
dp
dT
= 0. (18)
One can consider equation (18) to be a condition for the
orthogonality of two vectors that is satisfied if
dxj
dT
=
1
2
∂H
∂pj
(19)
dpj
dT
= −
1
2
∂H
∂xj
(20)
where, because the condition for orthogonality is not sen-
sitive to the magnitude of the vectors, we have scaled one
of the vectors by 1/2. This results in expressions that are
of the same form as in Gajewski and Psencik (1987) and
Chapman and Pratt (1992). Furthermore, it will eliminate
a non-essential factor of 2 that would otherwise appear in
later travel time calculations. This is equivalent to multiply-
ing equation (18) by a factor of 1/2. For the Hamiltonian
given by equation (17) these ordinary differential equations
take the form
dxj
dT
= RˆtajmRˆpm = Vj (21)
dpj
dT
= −
1
2
∂
∂xj
[
Rˆ
t
almRˆ
]
plpm +
1
2
∂W
∂xj
(22)
for j = 1, 2, 3, where Vj is the j-th component of the group
velocity vector V. We are assuming that R(x,ω) only de-
pends upon position and frequency and does not have a de-
pendence upon p. Note that the trajectory depends strongly
on the wave field orientation through the presence of Rˆ in
equation (21). In addition, the paths are influenced by the
spatial variations in the material properties and the wave
field amplitudes due to the term containing W in equation
(22). Equation (21) is similar in character to that found in
the ray theory of Vlaar (1968) based upon the propagation
of discontinuities, and in asymptotic ray theory (Gajewski
and Psencik 1987).
2.2.3 Propagation of compressional (qP) and shear phases
(qS)
Up to this point we have not distinguished between the vari-
ous modes of elastic wave propagation, that is between com-
pressional and shear waves. This makes some sense because
the modes do couple in the presence of rapidly-varying het-
erogeneity. However, at any given location, one can make
use of the symmetry of the matrix on the left-hand-side of
equation (12) to deduce that there are generally three modes
of propagation with differing velocities. In particular, note
that the first term in equation (12), denoted by
Γ = ajkpjpk, (23)
is a real symmetric 3 × 3 matrix that has the eigen-
decomposition
Γ = GΛGt (24)
(Strang 2016) where the columns of the matrix G consti-
tute a set of three orthonormal vectors that we denote by
gˆi, i = 1, 2, 3, and Λ is a diagonal matrix. The vectors gˆi
are the polarization directions of coherent waves propagat-
ing in the anisotropic medium passed a particular point. The
polarization directions, defining the three modes of propa-
gation, are the solutions of the eigenvalue problem
ajkpjpkgˆi = λigˆi, (25)
(Chapman 2004, p. 164). The diagonal elements of Λ are
eigenvalues of the matrix Γ, given by the solutions of the
cubic equation
det [ajkpjpk − λI] = 0, (26)
that follows from the condition that a non-trivial solution of
equation (25) exists.
One can use equation (25) to interpret the eigenvalues
in terms of the slowness, or phase velocity, of a propagating
elastic wave in the given anisotropic medium. First, let us fix
the direction of the phase velocity vector p and define the
magnitude of the vector, the slowness s, and its reciprocal
the phase velocity v,
p = spˆ =
1
v
pˆ (27)
where pˆ is a unit vector in the direction of the phase velocity
vector. Pre-multiplying equation (25) by gˆ and making use
of the definition (27) gives
v =
√
gˆtiajkgˆipˆj pˆk
λi
. (28)
For a specific location and a fixed direction, pˆ, the eigen-
value λi determines the phase velocity of the i-th mode of
propagation with polarization vector gi.
It is evident from equation (28) that the mode associ-
ated with the smallest eigenvalue has the largest phase veloc-
ity and will likely be the first observed phase at a particular
receiver. By analogy with asymptotic ray theory (Cerveny
1972, Gajewski and Psencik 1987, Chapman 2004) we re-
fer to this mode as the quasi-compressional, or the quasi-P,
phase and use the subscript qP to designate quantities asso-
ciated with it. Note that the qP phase maps to the compres-
sional wave in isotropic wave propagation as the anisotropy
is reduced to zero. In addition, there are the two later arriv-
ing quasi-shear phases signified as qS1 and qS2. Note that
is many situations, such as an isotropic medium the shear
modes will not be distinguishable and the decomposition is
degenerate because there are effectively only two phases.
In our applications we shall focus on observations cor-
responding to phases that have propagated solely as quasi-P
waves, as these are the first arriving signals and it is much
easier to identify them and to pick their onsets. Further-
more, they rarely suffer from the potential degeneracies as-
sociated with the later arriving quasi-S or quasi-shear waves
that can make their interpretation difficult (Jech 1991). For
applications such as transmission tomography and locating
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earthquakes we will be interested in phases that have prop-
agated from a given source to an observation point solely
as quasi-P waves, the direct P wave. For such waves the
amplitude vector is aligned along the polarization direction
gˆqP associated with the smallest eigenvalue λqP . Thus, the
Hamiltonian can be cast in terms of the polarization vector
H(x,p) = gˆtqP ajkgˆqP pjpk −W (x,ω). (29)
The group velocity for this phase is obtained from the ray
equation (21) and the j-th component is given by
(VqP )j = gˆ
t
qPajmgˆqP pm, (30)
and the phase velocity is obtained from equation (28) with
the appropriate substitutions
v =
√
gˆtqP ajkgˆqP pˆj pˆk
λqP
, (31)
where λqP is the smallest eigenvalue associated with the
quasi-compressional wave. Similar expressions are used to
calculate the group velocity of the later arriving quasi-Shear
phases identified with the two largest eigenvalues, denoted
by λqS1 and λqS2 . For example, the group velocity for the
phase qS1 is found using the expression
(VqS1)j = gˆ
t
qS1ajmgˆqS1pm. (32)
2.3 Imaginary terms and energy transport along
a trajectory
As shown in the Appendix, the imaginary terms obtained
after substituting the polar form of the displacement vector
(7) into the governing equation (6) provides a second linear
partial differential equation that we may write in terms of
the slowness vector p
∂
∂xj
[pkcjkR] + pjcjk
∂R
∂xk
= 0. (33)
This transport equation, governing the flow of energy of the
propagating wave, is of the same form as the expression
provided by a high-frequency asymptotic analysis (Gajew-
ski and Psencik 1987). In particular, the left-hand-side of
equation (34) is identical to the operator M(R) defined by
Cerveny et al. (1977, p. 160) and Chapman (2004, p. 164). In
order to maintain compatibility with the expressions given
above, we rewrite equation (33) in terms of ajk given by
equation (9)
M(R) =
∂
∂xj
[pkρajkR] + pjρajk
∂R
∂xk
= 0. (34)
For a given slowness field equation (34) is a linear partial
differential equation that accounts for such effects as geo-
metrical spreading. Here we are considering both p and R
to be dependent variables, and hence equations (12) and (34)
must be treated as nonlinear coupled equations. Because the
slowness vectors can differ from those calculated using an
asymptotic approach, the amplitude estimates provided by
equation (34) will likewise differ. As noted in Vlaar (1968)
and others [for example Cerveny et al. (1977) and Chapman
2004], it is possible to write the partial differential equation
(34) in ray coordinates, with one axis along x(s). To this
end, if we consider the quasi-compressional wave, we can
write the amplitude vector in the form
R = RqP gˆqP +R⊥ (35)
where RqP is the amplitude function in the direction
of the polarization vector corresponding to the quasi-
compressional mode and R⊥ is the component perpendic-
ular to this mode. As noted in Chapman (2004, p. 171),
multiplying on the left by gˆtqP produces the equation
gˆ
t
qPM(R) = 0. (36)
Because equation (36) has been reduced to a scalar we can
transpose the second term in equation (34) and multiply by
RqP to arrive at a transport equation in canonical form
∇ ·
(
ρR2qPVqP
)
= 0 (37)
where VqP is the group velocity defined earlier [see equation
(30)]. Carrying out the differentiation and using the fact
that VqP ·∇ = d/dT we arrive at the ordinary differential
equation
d
dT
(
ρR2qP
)
= −ρR2qP∇ ·VqP . (38)
This provides an additional ordinary differential equation to
solve in conjunction with equations (21) and (22).
2.4 Determination of the amplitude, phase, and
trajectories
Given the current state of computing, there are a few ways
that one may determine the amplitude, phase, and trajec-
tories necessary for constructing a solution of the governing
equation (6). The most direct way involves the numerical
solution of equations (16) and (34) for both the slowness
vector p and the amplitude vector R. This involves solving
two sets of nonlinear partial differential equations and can
be challenging but there are a number of techniques that are
available (Tadmor 2012, Bartels 2015). The nonlinearity of
the equations is a reflection of the fact that several modes
of propagation exist and must be determined at each point
in medium. At boundaries or abrupt changes in velocity, the
nature of the these modes may change. Note that, in adopt-
ing the form (7) with a real amplitude R(x,ω) and phase
ϕ(x,ω), we are neglecting decaying modes such as interface
waves.
An alternative strategy is to solve the ordinary differen-
tial equations (21) and (22) in conjunction with the set that
results from writing the partial differential equation (34) in
ray coordinates. Such an approach has the added benefit of
providing the trajectories x(s) as a direct bi-product of the
solution. There are a wide range of numerical techniques for
solving such systems (Cash and Carp 1990, Press et al. 2007,
Ascher and Petzold 1998). However, the presence of the spa-
tial derivatives contained in the gradients in the function
W (x,ω) couples adjacent trajectories. Thus, one must solve
for families of trajectories simultaneously or adopt a hybid
grid- and trajectory-based approach (Wyatt 2005). The gen-
eral methodology is akin to dynamic ray tracing (Cerveny
et al. 1988, Gajewski and Psencik 1990) and the adoption of
paraxial ray coordinates (Waheed Bin et al. 2013) in order
to describe the propagating wavefront. One useful aspect
of trajectories based upon equations (21) and (22) is that
the paths do not cross and do not display singular behavior,
leading to more stable numerics when tracing rays (Foreman
1989, Wyatt 2005).
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A third possibility is to take advantage of the active de-
velopment of numerical techniques, such as finite-differences
or finite-elements (Fichtner 2011, Igel 2017), for the solu-
tion of the governing equation (4). This was the method-
ology taken by Foreman (1989) and Protasov and Gadyl-
shin (2017) in their study of the Helmholtz equation. Go-
ing forward, this may well be the most popular approach
for computing trajectories that are valid in general elastic
models. In order to estimate the amplitude and phase one
would post-process the results from a numerical simulation
and decompose the solution into the polar form (7). Identi-
fication of the first arriving compressional mode is relatively
straight-forward, given its distinct arrival time and early
onset. Later arrivals are more difficult to identify clearly
and require a phase separation algorithm, such as devel-
oped by Sun et al. (2004), Yan and Sava (2011), and Cheng
and Fomel (2014). The trajectories follow from integrating
equation (21) after determining R and ϕ and completing
the eigen-decomposition (24). They also follow from travel
times of a simulation and the determination of the group
velocity vector field. In comparison to asymptotic ray the-
ory and eikonal equation-based approaches, such trajecto-
ries provide a better representation of the propagation of a
seismic disturbance for a narrow frequency band.
2.5 Travel times
A fundamental quantity in tomographic imaging is the prop-
agation time of an elastic wave from a source to a given point
in the Earth. An expression for the travel time along an ex-
tended trajectory follows directly from equation (21) if we
consider the time that it takes for a wave to travel an incre-
mental distance dl along the path. In particular, we have
dl
dT
=
√(
dx1
dT
)2
+
(
dx2
dT
)2
+
(
dx3
dT
)2
= |V| = V (39)
where V is the magnitude of the group velocity vector V.
Therefore the travel time is given by
T =
∫
x
1
V
dl (40)
where
V =
√√√√ 3∑
j=1
(
RˆtajmRˆpm
)2
. (41)
This formulation is similar to that of asymptotic ray the-
ory and forms the basis for imaging algorithms suited to an
anisotropic medium [see for example Jech 1991, Chapman
and Pratt 1992, Wu and Lees 1999, Brantut 2018]. It has
been pointed out (Jech 1991) that the group velocity and
slowness are nonlinear functions of both the properties of the
medium as well as the direction of propagations, as is evident
in equation (41). For the first arriving quasi-compressional
wave, qP , the displacements are in the direction of the po-
larization vector gqP and the traveltime is given by
TqP =
∫
x
1
VqP
dl (42)
where the compressional velocity is
VqP =
√√√√ 3∑
j=1
(
gˆtqPajmgˆqP pm
)2
. (43)
It is also possible to express the travel time along the
trajectory in terms of the phase velocity, as discussed by
Chapman and Pratt (1992). This equation for the travel
time also follows from equation (21) if we consider
p ·V = pj
dxj
dT
= RˆtajmRˆpmpj . (44)
We can use the fact that the Hamiltonian is equal to 1 along
the trajectory, and the definition of the Hamiltonian (17),
to write equation (44) as
pj
dxj
dT
= 1 +W (45)
and thus
dT =
1
1 +W
pjdxj (46)
where we are summing over the repeated index j. Using the
definition (27) of the phase velocity v we may calculate the
travel time by integrating equation (46) along the trajectory
T =
∫
x
1
v (1 +W )
pˆjdxj , (47)
an alternative expression for the travel time that is very sim-
ilar to the one found in conventional ray theory. The pres-
ence of W in this equation is the only difference from the
expression for the travel time given by Chapman and Pratt
(1992). Thus, as W is reduced in magnitude, the travel time
approaches that of high-frequency asymptotic ray theory.
Conversely, using equation (47) we can calculate the devi-
ation of an asymptotic travel time from the more accurate
estimate given here.
3 APPLICATIONS
Here we consider two applications that highlight the de-
viations from asymptotic ray theory that may arise from
small-scale variations in elastic properties. For simplicity,
the first case involves a simple layer embedded in a uniform
background medium. We examine how the normalized func-
tion W (x,ω) changes as the boundaries of the layer become
sharper and approach step-like changes in properties. For
the second case we utilize velocity variations from a well log
to construct a field-based layered velocity model.
In both examples we will consider an anisotropic
medium that is symmetric about a vertical rotational
axis and use the parameterization introduced by Thomsen
(1986). Thus, the material may be characterized by a com-
pressional and a shear velocity, αo and βo, respectively, and
three dimensionless parameters δ, ε, and γ. Following Chap-
man (2004, p. 130) we can write the non-zero components
of the matrix of anisotropy parameters as
C33 = ραo
2 (48)
C44 = ρβo
2, (49)
C11 = (1 + 2ε)C33, (50)
C66 = (1 + 2γ)C44, (51)
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and
C13 =
√
2C33 (C33 − C44) δ + (C33 − C44)
2 − C44. (52)
The elements of the matrices cjk in the governing equation
(6) are given in terms of the elements of the 6 × 6 matrix
Cmn
c11 =
(
C11 C16 C15
C16 C66 C56
C15 C56 C55
)
, (53)
c22 =
(
C66 C26 C46
C26 C22 C24
C46 C24 C44
)
, (54)
c33 =
(
C55 C45 C35
C45 C44 C34
C35 C34 C33
)
, (55)
c12 =
(
C16 C12 C14
C66 C26 C46
C56 C25 C45
)
, (56)
c23 =
(
C56 C46 C36
C25 C24 C23
C45 C44 C34
)
, (57)
c31 =
(
C15 C56 C55
C14 C46 C45
C13 C36 C35
)
, (58)
where the other matrices are obtained through the use of
the symmetry ckj = cjk
t (Chapman 2004, p. 95).
3.1 Propagation across a layer and the condition
for the validity of high-frequency asymptotic
ray theory
Perhaps the most common form of abrupt velocity variation
within the Earth is associated with layering. In this section
we consider an isolated layer in order to study the devia-
tions from high-frequency asymptotic ray theory as the layer
boundaries becomes a sharp transition. The anisotropic
layer is embedded in a uniform isotropic background. The
background compressional velocity of the medium is 4000
m/s while the shear wave speed is 2353 m/s, and the density
is 2500 kg/m3. The depth variation is given by a superposi-
tion of arc-tangent functions
f(z) = 1 +∆ {arctan [σ (z − ztop)]− arctan [σ (z − zbot)]}
(59)
where ∆ is the magnitude of the change in velocity and σ
is a parameter that controls the length-scale of the tran-
sition from the background velocity to the layer velocity.
Smaller values of σ indicate a wider transition while larger
values correspond to a rapid jump in properties. The top
and bottom of the layer are determined by ztop and zbot, re-
spectively. In Figure 1, we display two different transitions
for a 16 m thick layer centered at a depth of 300 m. The val-
ues of the length-scale parameter σ used in the tests were
0.1 and 10.0. The variation in Thomsen parameters for the
layer characterized by σ = 10.0 are plotted Figure 1b.
High-frequency asymptotic ray theory is a useful ap-
proximation to our frequency-dependent trajectories if we
can neglect W in equation (17). That is, conventional ray
theory is appropriate for the frequencies under considera-
tion if the magnitude of the function W (x,ω) for the quasi-
compressional wave (qP ), given by
W (x,ω) =
1
RqP ρω2
RˆtqP
[
∂
∂xj
(
ρajk
∂RqP
∂xk
)]
, (60)
arrived at in equation (16), is much smaller than 1. In order
to calculate W (x,ω) we used a numerical finite-difference
code to obtain the amplitude field RqP (x,ω) at the two fre-
quencies 10 and 200 Hz. We use a first-order stress-velocity
formulation of the system of governing equations, given by
equation (4), and solve the discrete three-dimensional sys-
tem using time-domain finite differences, implementing a
leap-frog scheme on a staggered grid. The time derivatives
are computed using a 2nd-order symplectic time integra-
tion scheme (De Basabe and Sen 2010, Ma et al. 2019). The
space derivatives are computed to 8th-order accuracy with
FD coefficients that have been optimized to minimize disper-
sion over the wavenumber spectrum. Absorbing boundaries
are achieved through convolutional perfectly matching layer
(CPML) absorbing boundaries.
A point pressure source with a sinusoidal source-time
function, located at (x, y, z) = (300m, 300m,−200m), was
implemented in the numerical model. The medium extends
from 0 to 600 m both the x and y directions, and down to
-600 m in depth. Two of the pressure fields, generated by
sinusoidal sources, are shown in Figure 2 for a medium con-
taining a layer at a depth of 300 m. The boundaries of the
layer were constructed using equation (59) with σ = 10.0.
For these calculations the compressional and shear velocities
of 4000 and 2353 m/s, respectively, were multiplied by the
depth-varying factors shown in Figure 1 while the density
was held constant and the other anisotropy parameters var-
ied as shown in Figure 1b. The gradient of the properties
and the wave field amplitude functions were computed nu-
merically in three-dimensions using piecewise polynomial in-
terpolating functions. In this example we consider the faster
quasi-compressional (qP ) phase and its associated group ve-
locity field VqP . The magnitude of W (x,ω) is plotted in
Figure 3 for a layer with smoothly-varying boundaries, cor-
responding to σ = 0.1 (Figure 3a). In these plots values of
W exceeding 1 indicate a significant deviation from the con-
ventional eikonal equation. To avoid the steep gradients in
the wave field amplitude near the source we plot a cross-
section at a distance of 300 m from the source. For ω = 10
Hz the magnitude ofW is small throughout the vertical slice
(Figure 3b). At the significantly higher frequency of 200 Hz
the size of W is also much less than 1 throughout the vol-
ume. Thus, away from the source, asymptotic ray theory is a
valid approximation, as expected for this smoothly-varying
medium.
To determine the variations between conventional ray
paths and the frequency-dependent rays, we computed the
trajectories from the source to the receivers for the case
shown in Figure 3, for which σ = 0.1. For the conventional
ray paths a fast sweeping eikonal equation solver, general-
ized for a vertical transversely isotropic velocity, was used to
calculate the quasi-compressional wave (qP ) travel time field
(Tsai et al. 2003, Qian et al. 2007). Using the approach of
Brantut (2018) the phase velocity field was transformed into
the group velocity field to compute the travel time field for
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the group arrivals. The trajectories associated with the wave
field are computed using equation (21) where (VqP )i is the
group velocity of the propagating quasi-compressional wave-
front. The ordinary differential equations were solved using
Heun’s method, a modified Euler’s method that is similar to
a two-stage Runge-Kutta method (Leader 2004) and main-
tains a quadratic improvement in accuracy with decreasing
step size. The approach improves upon the Euler estimate
by first computing the dependent variable at an intermedi-
ate value and then using this for a final approximation of
the update. For the problem defined by equation (21), say
we are at a point xn on the trajectory, corresponding to the
position, distance or time, sn on the path. The right-hand-
side is denoted by the velocity vector field VqP (xi, si) that
is derived from the group velocity vector given by equation
(43), obtained from the finite-difference simulation. The in-
termediate point x¯i+1 is given by
x¯i+1 = xi + hVqP (xi, si) (61)
and the next point along the trajectory is given by
xi+1 = xi +
h
2
[VqP (xi, si) +VqP (x¯i+1, si+1)] (62)
where h is the size of the step along the path and si+1 = si+
h. In Figure 4 we plot both the trajectories computed using
a modified eikonal equation approach presented in Brantut
(2018) and those computed using equations (61) and (62).
For the smoothly-varying transition, shown in the Figure
3a, there is general agreement between the eikonal paths
and the extended trajectories, as expected given the small
value of W (x,ω).
Increasing σ to 10.0 results in a layer bounded by
rapidly-varying velocities [see Figures 1 and 5a]. In this case
the presence of the layer clearly produces large values for the
lower frequency of 10 Hz. Specifically, in Figure 5b we see
that W exceeds 1 at the top edge of the layer where the am-
plitude of the wave field is large (Figure 2) and the velocity
is varying rapidly with depth (Figure 5a). At the higher fre-
quency of 200 Hz the absolute value ofW is much less than 1
over the entire region (Figure 5c), likely due to the fact that
ω2 in the denominator is 400 times larger at this frequency.
The sharp transitions at the edges of the layer also lead to
differences between conventional raypaths based upon the
eikonal equation and those derived from the wave field calcu-
lations (Figure 6). At the lower frequency of 10 Hz there are
significant differences between the eikonal and extended tra-
jectories for paths from the source to receivers located at or
below a depth of 300 m. Increasing the dominant frequency
to 200 Hz increases the concentration of these lowermost
trajectories (Figure 6c), resulting in paths that more nearly
resemble those produced by the eikonal equation. However
there are still significant differences between the frequency-
dependent paths and those of high-frequency asymptotic ray
theory. Vasco and Nihei (2019) presented several other ex-
amples for isotropic velocity models containing half-spaces
and layers.
3.2 A layered model derived from well logs
Sequences of sand and shale are a major source of both
anisotropy and abrupt changes in velocity. As an example
we consider variations in properties determined from a well
log from a sedimentary basin (Figure 7a). The log has been
smoothed using a moving average but large and rapid depth
variations are evident for this well. Similarly, shear veloci-
ties were derived from shear sonic logs. The compressional
and shear velocities represent the average vertical velocities.
The anisotropy is specified by the three additional param-
eters δ = 0.01, ϵ = 0.13, and γ = 0.26 that are considered
constant in the model. The log velocities were incorporated
into the finite-difference grid with a spacing of 4 m in each di-
rection. A vertical slice through the resulting compressional
velocity model is shown in Figure 7b.
3.2.1 A comparison of raypaths
The finite-difference algorithm described in the previous
sub-section was used to compute wave fields at 20 and 100
Hz for the anisotropic model shown in Figure 7. Snapshots
of the wave fields, taken 0.75 s after the initiation of the
source, are shown in Figure 8 for the two frequencies. The
group arrival time was computed from the calculated first
arrivals of the quasi-compressional phase. The velocity field
VqP (x, s) denotes the group velocity field that governs the
propagation of a transient pulse. The resulting travel time
fields are shown in Figure 9. The trajectories, also calculated
using Heun’s method given by equations (61) and (62), are
shown in Figures 8 and 9 for the wave fields at 15 and 100 Hz.
In Figure 9 we also plot the trajectories calculated using the
eikonal equation and the fast sweeping algorithm mentioned
earlier. The frequency-dependent rays, particularly those in
the upper portion of the crosswell region, differ significantly
from conventional paths calculated using the eikonal equa-
tion (Figure 9). The extended trajectories do not appear to
bend as much in response to thin high velocity layers. In
order to characterize the impact of the anisotropy on the
frequency-dependent ray paths we plot the trajectories for
an isotropic and anisotropic model at a frequency of 20 Hz in
Figure 10. We observed deviations, particularly for rays cor-
responding to propagation in a nearly horizontal direction,
where the differences between the isotropic and anisotropic
velocities are the largest.
3.2.2 Traveltime sensitivities
The frequency-dependent trajectories provide some insight
into travel time sensitivities associated with propagating
elastic wavefronts. The two main approaches for estimating
arrival times are picking the initial onset of a pulse and wave-
form cross-correlation methods. The estimated travel times
from these two techniques are likely to differ and their cor-
responding sensitivities are not necessarily equivalent. The
initial onset or first break corresponds to a ray theoretical
travel time. As in Vlaar (1968) it is possible to formulate all
the equations of ray theory as the propagation of a discon-
tinuity of some derivative of the displacement field without
invoking explicit high frequency assumptions. The ray the-
oretical arrival time of the wavefront denotes arrival of this
discontinuity and the initiation of a seismic disturbance. A
cross-correlation arrival time is very different in nature and
will be dominated by the peak of the pulse and sensitivity
to scattered energy and distortions of the waveform. This
difference is manifested in the minimal sensitivity along the
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ray theoretical trajectory (Marquering et al. 1999). Neither
estimate or sensitivity is incorrect, they are just suited to
different aspects of the seismic disturbance and the particu-
lar observational technique. Similarly, the trajectories intro-
duced in this paper correspond to the propagation of compo-
nents of the wave field associated with a specific frequency.
As an example, in Figure 11 we plot ten trajectories associ-
ated with a single source receiver pair, located in the model
plotted in Figure 7. The ray paths define a region that is
sensitive to the 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100
Hz components of the wave front. The frequency-dependent
trajectories allow one to decompose the wave field into nar-
row bands and to construct tomography images at a given
set of frequencies. Alternatively, observations from a number
of frequencies may be inverted together. Such a decomposi-
tion provides additional flexibility when conducting seismic
imaging.
4 CONCLUSIONS
Using a polar decomposition, it is relatively straight-forward
to develop equations describing frequency-dependent trajec-
tories associated with the propagation of an elastic distur-
bance in an anisotropic medium. The expressions are not
limited to the high-frequency component of the wave field
and are valid for a medium with rapidly-varying properties.
The approach does neglect exponentially decaying waves
that are restricted to interfaces and, in its current form,
is suited for the study of body waves such as the quasi-
compressional wave (qP ), and the quasi-shear waves (qSv
and qSh). It should be possible to modify the method, by
altering the polar form, in order to study the propagation
of surface waves in a heterogeneous Earth.
The semi-analytic expression for the Hamiltonian pro-
vides explicit conditions for the validity of a high-frequency
asymptotic approximation when modeling frequency-
dependent wave propagation. That is, for values of W (x,ω)
of the order of 1, the neglected terms approach the mag-
nitude of those retained in the asymptotic expression. We
consider an example of a layer with sharp boundaries, find-
ing that the asymptotic approximation deviations from wave
field computations at the edges of the layer. At these loca-
tions the spatial gradients of the wave field and/or the veloc-
ity field are large. For a layer with boundaries that vary over
tens of meters the asymptotic approximation breaks down
at a frequency of 10 Hz.
Adopting a sufficiently high frequency, 200 Hz in our
single layer examples, improves the situation, and reinstates
the validity of the asymptotic approximation. However, in
the Earth we expect boundaries that are quite abrupt and
layers that may be rather thin. In an application that adopts
velocity variations from a well log obtained from a sedimen-
tary basin, we observe velocity variations over a wide range
of scales and sharp jumps in values. A comparison between
trajectories computed using the high-frequency asymptotic
approximation and those from a finite-difference numeri-
cal wave field simulation highlights the dramatic differences
that can occur for particular raypaths. Furthermore, the
frequency-dependence of the trajectories is evident in this
example.
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5 APPENDIX
In this Appendix we provide the steps required to obtain
coupled equations describing the evolution of the amplitude
R(x,ω) and phase ϕ(x,ω) of a propagating elastic wave. We
begin with the governing equation (6) which we restate here:
−ω2ρU =
∂
∂xj
[
cjk
∂U
∂xk
]
. (A1)
First, we expand this equation by carrying out the differen-
tiation of the quantity within the square brackets
−ω2ρU =
∂cjk
∂xj
∂U
∂xk
+ cjk
∂2U
∂xj∂xk
. (A2)
Consider the polar representation of the propagating wave
U(x,ω) = R(x,ω)eiϕ(x,ω) (A3)
and substitute it into equation (A2). Each term has a factor
eiϕ which we can divide out from both sides. The resulting
expression is a complex equation
−ρω2R =
∂cjk
∂xj
∂R
∂xk
+ i
∂cjk
∂xj
R
∂ϕ
∂xk
+ cjk
∂2R
∂xj∂xk
+icjk
∂R
∂xk
∂ϕ
∂xj
+ icjk
∂R
∂xj
∂ϕ
∂xk
+ icjkR
∂2ϕ
∂xj∂xk
−cjkR
∂ϕ
∂xk
∂ϕ
∂xj
, (A4)
that is equivalent to two equations, one where the real terms
are set equal to zero and another equation only containing
the imaginary terms. In the following two sub-section we
consider each case in succession.
5.1 Real Terms
Collecting the real terms in equation (A4) leads to a coupled
equation in R(x,ω) and ϕ(x,ω)
ρω2R+
∂cjk
∂xj
∂R
∂xk
+ cjk
∂2R
∂xj∂xk
− cjkR
∂ϕ
∂xk
∂ϕ
∂xj
= 0.
(A5)
Rearranging the terms in this expression, combining those
containing partial derivatives in R by pulling out the deriva-
tive with respect to xj , and introducing the identity matrix
I results in[
cjk
∂ϕ
∂xk
∂ϕ
∂xj
− ρω2I
]
R =
∂
∂xj
(
cjk
∂R
∂xk
)
. (A6)
Note that if the right-hand-side could be neglected, equation
(A6) would reduce to an expression that appears in high-
frequency asymptotic approximations (Chapman 2004, p.
164). In that case the amplitude and phase decouple and
equation (A6) could be solved directly for ϕ.
5.2 Imaginary Terms
Now consider the expression that results when we set the
sum of the imaginary terms in equation (A4) to zero,
∂cjk
∂xj
R
∂ϕ
∂xk
+cjk
∂R
∂xk
∂ϕ
∂xj
+cjk
∂R
∂xj
∂ϕ
∂xk
+cjkR
∂2ϕ
∂xj∂xk
= 0.
(A7)
Rearranging and grouping terms gives a second partial dif-
ferential equation
∂
∂xj
[
∂ϕ
∂xk
cjkR
]
+
∂ϕ
∂xj
cjk
∂R
∂xk
= 0 (A8)
that may be used to find the amplitude and phase of a prop-
agating wave.
The terms in equations (A6) and (A8) resemble the par-
tial differential described in Cerveny (1972) and those intro-
duced by Chapman (2004, p. 164). In particular, the left-
hand-side of equation (A6) is close to the Cerveny’ (1972)
N operator, while the right-hand-side is similar to the L
operator. The M operator of Cerveny (1972) shares charac-
teristics with the imaginary terms in equation (A8) and, as
shown in Chapman (2004, p. 171), can be used to derive the
transport equation.
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Figure Captions
Figure 1. (a) Multiplication factors defining two layers with
boundaries of varying sharpness. The layer boundaries are char-
acterized by a function of the form given in equation (59). The
parameter σ determines the width of the transition for the layer
boundaries and smaller values of σ signify smoother edges. (b)
Thomsen anisotropy parameters corresponding to the layer with
sharp boundaries (σ=10.0).
Figure 2. Two vertical cross-sections through finite-difference
simulations of elastic wave propagation through a medium con-
taining a layer described by equation (59) with σ = 10.0 The
pressure source, located at (x, y, z) = (300m, 300m,−200m), has
a one-sided sinusoidal source-time function. The two snapshots
display the quasi-compressional wave fields (qP ) associated with
sinusoidal sources at two frequencies: (a) 10 Hz and (b) 200 Hz.
Figure 3. (a) Vertical cross-section through the compressional
velocity model. The velocity model is smoothly-varying, corre-
sponding to a value of σ = 0.1 in the expression (59), describing
the vertical variation. The cross-section passes through the source
location (x, y, z) = (300m, 300m,−200m). (b) The magnitude of
the function W (x,ω) for a frequency of 10 Hz. (c) The magnitude
of the function W (x,ω) for a frequency of 200 Hz.
Figure 4. Trajectories associated with elastic quasi-
compressional wave propagation through the model shown
in Figure 3. The background colors in each panel indicate the
traveltime fields, TqP , corresponding to each calculation. (a)
Trajectories calculated using the eikonal equation, (b) Paths
for a source frequency of 10 Hz, calculated using the trajectory
mechanics approach. (c) The paths for a 200 Hz sinusoidal
source.
Figure 5. (a) The compressional velocities generated using a
value of σ = 10.0 in equation (59). Magnitude of the scalar func-
tion W (x,ω) given by equation (59) for two frequencies: 10 Hz
(b) and 200 Hz (c).
Figure 6. (a) Trajectories associated with the propagation of
quasi-compressional waves (qP ), calculated using both the con-
ventional high-frequency ray paths based upon the eikonal equa-
tion. Rays computed using the frequency-dependent extended tra-
jectories based upon equation (21), (61), and (62). Two cases are
plotted, corresponding to wavefields at 10 Hz (b) and 200 Hz (c).
Figure 7. (a) Compressional velocity variations as a function of
depth, obtained from a well log from a sedimentary basin. (b)
Vertical cross-section through the compressional velocity varia-
tion within a three-dimensional finite-difference grid used for the
numerical solution of the eikonal equation and for wavefield sim-
ulation.
Figure 8. Two vertical cross-sections through two finite-
difference simulations of quasi-compressional elastic wave propa-
gation through the model shown in Figure 7. The pressure source,
located at (x, y, z) = (300m, 300m,−2300m), has a one-sided si-
nusoidal source-time function. The two simulations correspond
to sinusoidal sources at two distinct frequencies (a) 20 Hz and
(b) 100 Hz. The trajectories corresponding to each simulation are
plotted as solid lines.
Figure 9. Quasi-compressional traveltimes and trajectories ob-
tained by back-propagation from the receivers to the source using
the group velocity field. That is, using equations (61) and (62) to
calculate the path x(s) from the receivers to the sources, where
VqP (x, s) is the group velocity field. The dashed lines correspond
to the trajectories calculated using the eikonal equation while the
solid lines are the extended trajectories.
Figure 10. Extended trajectories for isotropic (dashed) and
anisotropic (solid) velocity models.
Figure 11. Extended trajectories for quasi-compressional wave
propagation at 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100 Hz with
a source at (200, 300, -2300) and a receiver at (500, 300, -2300).
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2Figure 1. (a) Multiplication factors defining two layers with boundaries of varying sharpness. The
layer boundaries are characterized by a function of the form given in equation (55). The parameter σ
determines the width of the transition for the layer boundaries and smaller values of σ signify smoother
edges. (b) Thomsen anisotropy parameters corresponding to the layer with sharp boundaries (σ=10.0).
3Figure 2. Two vertical cross-sections through finite-difference simulations of elastic wave propagation
through a medium containing a layer described by equation (55) with σ = 10.0 The pressure source,
located at (x, y, z) = (300m, 300m,−200m), has a one-sided sinusoidal source-time function. The two
snapshots display the quasi-compressional wave fields (qP ) associated with sinusoidal sources at two
frequencies: (a) 10 Hz and (b) 200 Hz.
4Figure 3. (a) Vertical cross-section through the compressional velocity model. The velocity model is
smoothly-varying, corresponding to a value of σ = 0.1 in the expression (55), describing the vertical
variation. The cross-section passes through the source location (x, y, z) = (300m, 300m,−200m). (b)
The magnitude of the function W (x,ω) for a frequency of 10 Hz. (c) The magnitude of the function
W (x,ω) for a frequency of 200 Hz.
5Figure 4. Trajectories associated with elastic quasi-compressional wave propagation through the model
shown in Figure 3. The background colors in each panel indicate the traveltime fields, TqP , correspond-
ing to each calculation. (a) Trajectories calculated using the eikonal equation, (b) Paths for a source
frequency of 10 Hz, calculated using the trajectory mechanics approach. (c) The paths for a 200 Hz
sinusoidal source.
6Figure 5. (a) The compressional velocities generated using a value of σ = 10.0 in equation (55).
Magnitude of the scalar function W (x,ω) given by equation (55) for two frequencies: 10 Hz (b) and
200 Hz (c).
7Figure 6. (a) Trajectories associated with the propagation of quasi-compressional waves (qP ), cal-
culated using both the conventional high-frequency ray paths based upon the eikonal equation. Rays
computed using the frequency-dependent extended trajectories based upon equation (21), (57), and
(58). Two cases are plotted, corresponding to wavefields at 10 Hz (b) and 200 Hz (c).
8Figure 7. (a) Compressional velocity variations as a function of depth, obtained from a well log from
a sedimentary basin. (b) Vertical cross-section through the compressional velocity variation within a
three-dimensional finite-difference grid used for the numerical solution of the eikonal equation and for
wavefield simulation.
9Figure 8. Two vertical cross-sections through two finite-difference simulations of quasi-compressional
elastic wave propagation through the model shown in Figure 7. The pressure source, located at
(x, y, z) = (300m, 300m,−2300m), has a one-sided sinusoidal source-time function. The two simu-
lations correspond to sinusoidal sources at two distinct frequencies (a) 20 Hz and (b) 100 Hz. The
trajectories corresponding to each simulation are plotted as solid lines.
10
Figure 9. Quasi-compressional traveltimes and trajectories obtained by back-propagation from the
receivers to the source using the group velocity field. That is, using equations (57) and (58) to calculate
the path x(s) from the receivers to the sources, where VqP (x, s) is the group velocity field. The dashed
lines correspond to the trajectories calculated using the eikonal equation while the solid lines are the
extended trajectories.
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Figure 10. Extended trajectories for isotropic (dashed) and anisotropic (solid) velocity models.
12
Figure 11. Extended trajectories for quasi-compressional wave propagation at 10, 20, 30, 40, 50, 60,
70, 80, 90, and 100 Hz with a source at (200, 300, -2300) and a receiver at (500, 300, -2300).
