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The aim of this study was to evaluate the inﬂuence of complexity and symmetry on shape recognition, by
measuring the recognition of unfamiliar shapes (created using Fourier Boundary Descriptors, FBDs)
through a delayed matching task. Between complexity levels the shapes differed in the frequency of
the FBDs and within complexity levels in their phase. Shapes were calibrated to be physically equally
similar for the different complexity levels. Matching two sequentially presented shapes was slower
and less accurate when complexity increased and for asymmetrical compared to symmetrical versions
of the shapes. Thus, we show that simplicity in general and symmetry in particular enhance the short-
term recognition of unfamiliar shapes.
 2009 Elsevier Ltd. All rights reserved.1. Introduction
The goal of this research is to evaluate the inﬂuence that com-
plexity and symmetry can have on human shape recognition. We
do this using a delayed matching task, i.e., by measuring short-
term recognition of previously unfamiliar shapes.
Complexity as a factor in visual perception research dates back
to the Gestalt law of Prägnanz, which states that our perceptual
experience of a visual scene will always be as ‘good’, i.e., simple,
homogeneous, regular. . . as possible (Hochberg, 1957; Koffka,
1935). This relates to the most general principle of Gestalt psychol-
ogy, the minimum principle, which states that the visual system
strives for the simplest possible or ‘minimal’ perceptual organisa-
tion possible (e.g., Hatﬁeld & Epstein, 1985). Since then, different
authors have proposed a formal system to deﬁne the complexity
of a perceptual organisation or perceived shape. Thus, authors de-
signed ambiguous images (corresponding to multiple possible ob-
jects/scenes) and checked whether the favoured percept of their
subjects corresponded with the simplest scene according to their
model. For example, objects could be seen as either bi- or tri-
dimensional (Attneave & Frost, 1969; Hochberg & McAlister,
1953), or tri-dimensional objects could be interpreted in different
ways (Perkins, 1976). Similar methods were used to validate the
Structural Information Theory or SIT (Leeuwenberg, 1969; Van
der Helm & Leeuwenberg, 1996), probably the most-developed
theoretical attempt to describe the ‘cost’ of a percept (Palmer,
1999). Among other operationalisations, Leeuwenberg and
coworkers used pairs of shapes that could be seen as either over-ll rights reserved.
(J. Wagemans).lapping or next to each other as in a mosaïc (Buffart, Leeuwenberg,
& Restle, 1981; Van Lier, Van der Helm, & Leeuwenberg, 1994),
overlapping line-drawings that could be segmented in different
ways (Van Tuijl, 1980), and ﬁgure-ground assignments (Leeuwen-
berg & Buffart, 1984).
One logical hypothesis, following from these theories and
experiments, would be that simplicity also has an inﬂuence on
the perception of non-ambiguous shapes, and that it would ease
the processing of these shapes, resulting in a better performance
in visual tasks such as matching or recognition (Donderi, 2006).
This is partly conﬁrmed in the literature on mental rotation of
two-dimensional shapes, where it seems that complexity can re-
sult in higher reaction times during the simultaneous visual com-
parison between (rotated) shapes, at least when using untrained
shapes (Bethell-Fox & Shepard, 1988; Cooper & Podgorny, 1976;
Folk & Luce, 1987; Hall & Friedman, 1994; Pellegrino, Doane,
Fischer, & Alderton, 1991). In these studies, the shapes were cali-
brated to be equally similar within each complexity level, using
similarity ratings from a different pool of subjects. This ﬁts the pur-
pose of this line of research, namely to ﬁnd out how complexity
interacts with the task of matching shapes that are rotated or differ
in size, but it is less suited to study shape recognition, since shape
recognition and similarity ratings correlate with each other and
could both be inﬂuenced by complexity. Thus, by equalizing the
simple and complex shapes according to similarity ratings, one
might reduce or remove the effect that is to be measured.
Moreover, the exact nature of the task inﬂuences the effect of
complexity. Larsen, McIlhagga, and Bundesen (1999) compared
performance during such a simultaneous matching task with per-
formance during a delayed matching task, using line patterns
(i.e., non-closed polygons). The number of lines (correlating with
Fig. 1. Representation of the stimulus sets used in the ﬁrst three experiments. The
stimuli presented in Fig. 1A and B were used in Experiments 1 and 2. There are three
levels of complexity (the three columns deﬁning the vertical panels, labelled
Comp1, Comp2 and Comp3, respectively, in ascending order of complexity), each
containing ﬁve shape pairs per stimulus set (the rows in each panel). We used
curved and straight versions of all shapes (A vs. B). C shows the symmetrical
versions of the shapes; those were used in Experiment 3, together with the shapes
in A.
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an increase in reaction times during the simultaneous matching,
but only very small corresponding tendencies were observed dur-
ing delayed matching. The authors suggested that the differences
between tasks may be due to subjects encoding only subparts of
the image for delayed matching, thus reducing the complexity of
the template they use for the matching part, while matching a
more complete image, if necessary in several steps, during simulta-
neous matching.
Older studies on the inﬂuence of complexity during delayed
matching provided mixed results. Vanderplas and Garvin (1959)
found greater accuracy (reaction times were not measured) when
recognising simpler polygons, but Clark (1968), using the same
kind of shapes, did not. The main difference between the studies
concerns the similarity between the targets and their distractors,
which was not controlled for. It is indeed a ﬂaw that none of the
studies equated the physical shape difference between targets
and distractor shapes over complexity levels. The same can be said
of the study of Mavrides and Brown (1969) who manipulated the
redundancy in the shapes of random polygons, which can be seen
as inversely correlated with complexity (Donderi, 2006). Their re-
sults were counterintuïtive, showing that the more redundant
(i.e., the less complex) shapes were more difﬁcult to remember.
But redundancy also diminishes information content and results
in the less complex shapes being more similar to one another, thus
biasing any test for the inﬂuence of complexity (Donderi, 2006).
We studied visual short-term memory using a delayed match-
ing task with short presentation durations and a stimulus interval
of half a second. Our ﬁrst stimulus set, used in Experiments 1 and
2, is presented in Fig. 1A and B. There are three levels of complexity
(the three columns deﬁning the vertical panels in Fig. 1A and B),
each containing ﬁve shape pairs that constitute the ‘different’ trials
in our delayed matching task (the rows in each panel in Fig. 1A and
B). We used curved and straight versions of all shapes (Fig. 1A vs.
Fig. 1B). We can thus measure whether the complexity group to
which a pair belongs inﬂuences the sensitivity of the subjects to
the shape differences during a delayed matching task and this for
both curved and straight shapes.
We manipulated complexity by increasing the frequency of the
Fourier Boundary Descriptors (FBDs) that determine the bound-
aries of the shapes (see Section 2). This corresponds to increasing
the number of concavities and convexities, an image property that
correlates with complexity (e.g., Attneave, 1954; Chipman, 1977;
Cutting & Garving, 1987; De Winter & Wagemans, 2006; Hatﬁeld
& Epstein, 1985; Leeuwenberg, 1969; Richards & Hoffman, 1985;
Zusne, 1970).
The shapes within each level of complexity differed from each
other in the phase of their FBDs. Manipulating shape like this has
the advantage that the physical magnitude of the shape differences
can be strictly calibrated (as it usually increases monotonically
with increasing phase difference). Even more importantly, manip-
ulating the phase of FBDs will not generate new, sometimes salient
features (like very sharp angles, salient protrusions or indenta-
tions, subpatterns that can bear meaning), that are known to affect
shape perception (e.g., De Winter & Wagemans, 2008). Especially
this second advantage differentiates this paradigm from research
with completely random polygons.
The stimulus pairs used in the ‘different trials’ are calibrated to
be physically equally similar for the different complexity levels.
The physical magnitude of the shape differences in our stimulus
set was measured by computing the Euclidean distance between
the grey-level values of the pixels of the images. We used the fol-
lowing formula: (ðPni ðG1i  G2i Þ2Þ=nÞ1=2 with G1 and G2 the grey-lev-
els for picture 1 and 2 and n the number of pixels. Sensitivity to a
shape change can to a large extent be determined by the Euclidean
distance between the shapes; that is why it is often used as a nullhypothesis against which more speciﬁc perceptual hypotheses can
be tested (e.g., Cutzu & Edelman, 1998; Grill-Spector et al., 1999;
James, Humphrey, Gati, Menon, & Goodale, 2002; Kayaert, Bieder-
man, Op de Beeck, & Vogels, 2005; Kayaert, Biederman, & Vogels,
2003, 2005; Op de Beeck, Wagemans, & Vogels, 2001, 2003; Vogels,
Fig. 2. The stimuli used in Experiment 4. The nine panels are ordered as a function
of complexity (in rows) and symmetry (in columns). The panels in the upper row
belong to complexity group 1, those in the middle row to complexity group 2 and
those in the lower row to complexity group 3. The panels in the left row contain the
asymmetrical shapes and those in the middle and right row the symmetrical
shapes. The symmetrical shapes are created by mirroring the left (middle row) or
right (right row) half of the asymmetrical shapes.
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Dolan, 2002). Still, a certain kind of shape change can have a rela-
tively smaller impact (like in the case of size vs. general shape
changes) or a relatively larger impact (like in the case of ‘diagnostic
features’ (Biederman, 1987) or non-accidental vs. metric shape
changes ( Kayaert, Biederman, et al., 2003; Kayaert, Biederman,
Op de Beeck, et al., 2005; Kayaert, Biederman, & Vogels, 2005).
So, we made sure that the shape changes were similar over com-
plexity levels, so that they would be equally sensitive to physical
distance. The shapes that were compared never differed more than
5% in size, assuring size changes played no signiﬁcant role, and
were also equated in aspect-ratio, the changes being completely
deﬁned by changes in the phase of the FBDs. The paradigm also al-
lowed us to prevent diagnostic features or especially salient fea-
ture changes. Since the shapes in the higher complexity groups
were based on the shapes in the lower complexity groups, by add-
ing FBDs with higher frequencies but meanwhile preserving the
FBDs that were already present, we can claim that the shape
changes were really similar over the complexity groups. It has been
shown that the physical distance is an important factor determin-
ing the neural sensitivity to the kind of shape changes we em-
ployed here (Kayaert, Biederman, & Vogels, 2005), and we will
measure how it inﬂuences the speed and accuracy of the subjects
in this study.
The second experiment differs from the ﬁrst in the sense that
each subject had to do the task for two different stimulus dura-
tions, so we could measure whether there is an effect of stimulus
duration.
Experiments 3 and 4 are aimed at measuring the inﬂuence of
symmetry. Symmetry reduces the information content in a shape,
thereby making it less complex. As such, it has been integrated in
most formalizations of complexity (Hatﬁeld & Epstein, 1985; Leeu-
wenberg, 1969; Perkins, 1976). If shape recognition is easier for
simpler shapes, it should also be easier for symmetrical shapes,
provided that symmetry can be detected and used. We know for
sure that it can be efﬁciently and rapidly detected (e.g., Van der
Helm & Leeuwenberg, 1996; Wagemans, 1995, 1997, 1999). It
can also inﬂuence our behaviour; it increases the attractiveness
of faces and patterns (e.g., Fink, Neave, Manning, & Grammer,
2006; Tinio & Leder, in press) and inﬂuences ﬁgure-ground organi-
sation (e.g., Peterson & Gibson, 1994). Thus, there is reason to be-
lieve that it should be able to inﬂuence performance in visual tasks.
Indeed, symmetry aids the simultaneous matching of shapes under
afﬁne transformations (Wagemans, 1992, 1993) and it inﬂuences
object completion when matching 3D objects from different angles
(Van Lier & Wagemans, 1999).
In this study, we will test whether symmetry inﬂuences shape
recognition during a delayed matching task, possibly by diminish-
ing the inﬂuence of complexity. Thus, in Experiment 3, the ﬁrst
stimulus set is extended to measure the effect of symmetry on each
of the complexity levels. We used the curved shapes from Experi-
ments 1 and 2 (Fig. 1A), and derived symmetrical pairs out of these
by mirroring one half of the shapes, sometimes after a rotation
(Fig. 1C). The total stimulus set thus contains the shapes in
Fig. 1A and C.
Experiment 4 is essentially a replication of the former experi-
ments, but with an entirely different set of stimuli (Fig. 2). The con-
cavities and convexities in these stimuli were hand-made, with
complexity operationalized again as an increased number of con-
cavities and convexities. Each of the four sets depicted in Fig. 2
consists of nine stimulus pairs. There are three asymmetrical pairs
(Asymm), of three different complexity levels roughly correspond-
ing with the levels in Experiments 1–3. Then there are six symmet-
rical pairs (Symm L and Symm R), also spanning three complexity
levels, and created by mirroring the left and right half of the asym-
metrical pairs, respectively, (Fig. 2). By directly deriving the sym-metrical from the asymmetrical shapes, we ensure that every
shape difference in the asymmetrical pairs is exactly replicated
in the symmetrical pairs. We can then compare the sensitivity to
each asymmetrical pair with the averaged sensitivity to the corre-
sponding two symmetrical pairs. The physical difference between
pairs of different complexity was again calibrated by the Euclidean
distance between the pixel values.2. Methods
We will ﬁrst describe the aspects of the methods that were
shared by all experiments. Note that some details of the methods
differ between experiments because of a transition between labo-
ratories in the middle of this study.
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A total of 66 subjects, age 18–28 years, participated either for
payment or credit in Psychology courses at the University of Leu-
ven. All had normal or corrected-to-normal vision. No-one was
aware of the purpose of the experiment.
All subjects had to perform a delayed matching task. They were
seated in front of a ‘CTY ultra screen’ 16 in. display, refresh fre-
quency 120 Hz, in a darkened room, at a distance of 75 cm. The res-
olution of the screen was 1024 pixels horizontally and 768 pixels
vertically. Thus, the display measured 24420 in visual degrees hor-
izontally and 19 vertically, and a pixel measured 10260 0.
Each trial started with a white ﬁxation dot against a grey or
black (in Experiment 4) background for 1 s. The background re-
mained grey or black during the course of the entire experiment.
After the ﬁxation dot, two shapes were presented sequentially,
each immediately followed by a mask, with an interval between
them of 500 ms. The subject has to indicate whether the two
shapes are identical or not (Same/Different).
The position of the shapes was randomized within a region
located at the centre of the screen and extending 3 horizontally
and 2 vertically. The duration of the shape presentations differs
between experiments. The masks were shown for 100 ms. They
consisted of fragments of the shapes, were slightly larger than
the largest shape, and were presented at the same location as
the preceding shape. To reduce habituation to the masking (In-
traub, 1984), several different masks, randomly selected fromFig. 3. The masks we used. The masks in the two upper rows were used in Experthe pool presented in Fig. 3, were used. During the 500 ms
interval between the shape presentations, the ﬁxation dot
reappeared.
Subjects were instructed to ignore the masks, and when the sec-
ond shape appeared, to press as quickly as possible a key labelled
‘same’ if the second shape was identical to the ﬁrst, and a key la-
belled ‘diff’ if it differed in any way except for position. Subjects
could not anticipate whether there was going to be a shape change
(which occurred in 50% of the trials). No feedback was provided,
except during ﬁve practise trials, in which we used a different
shape set that resembled the experimental set, that were used to
check whether the subjects understood the procedure (i.e., the
experiment only started if the subjects responded correctly on all
these trials).
2.1.1. Experiment 1
Fifteen subjects participated in this experiment. Subjects com-
pleted one session of approximately 40 min and 720 trials, with a
break halfway in the session. Each session consisted of six cycles
of 120 trials, in which each ‘same’ and ‘different’ trial was shown
once. At the beginning of the experiment, the presentation dura-
tion of the shapes was set at 150 ms, but after each cycle it was ad-
justed by subtracting 30 ms if the general performance of the
subject exceeded 85% correct and adding 30 ms if it dropped under
65% correct. The average and median stimulus presentation dura-
tion were 130 ms. The shortest presentation duration was 60 ms
and the longest was 240 ms.iments 1, 2 and 3; the masks in the lowest row were used in Experiment 4.
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This experiment is identical to Experiment 1, but with ﬁxed
stimulus presentation durations. Ten subjects completed four ses-
sions, two with stimulus presentation duration approximately
75 ms and two with stimulus presentation duration approximately
100 ms. Each session consisted of three cycles of 120 trials. Sub-
jects participated in different sessions on different days (some-
times two consecutive sessions could be done on 1 day with an
interval of several hours). The sessions with different stimulus pre-
sentation duration were interleaved and the order of the sessions
was counterbalanced across subjects.
For six subjects, the monitor was an Iiyama, ‘Vision Master/Pro
411’, 16 in. display. The resolution of this monitor was also 1024 by
768 pixels, and the visual angles of stimuli and display were iden-
tical to those in the other experiments. The refresh frequency of
this monitor was 75 Hz. For these subjects, the exact presentation
times of the shapes were 80 and 107 ms. The other four subjects
were seated before the 120 Hz monitor also used in the other
experiments. The exact presentation times of the shapes for these
subjects were 75 and 100 ms.
2.1.3. Experiment 3
Twenty subjects completed 840 trials, i.e., seven cycles of the
120 ‘same’ and ‘different’ trials. They could choose to take a break
after each cycle, if necessary. Stimulus presentation duration was
initially 150 ms and was adapted after each cycle in steps of
30 ms, following the same procedure as in Experiment 1. The aver-
age and median stimulus presentation duration was 120 ms. The
shortest duration was 30 ms and the longest was 180 ms.
2.1.4. Experiment 4
Twenty-one subjects completed 864 trials, i.e., six cycles of 144
trials. There was a break after three cycles. Stimulus presentation
duration was initially 180 ms and was adapted after each cycle
in steps of 30 ms. The average and median stimulus presentation
duration was 180 ms. The shortest duration was 90 ms and the
longest was 210 ms.
2.2. Stimuli
2.2.1. Experiments 1 and 2
The stimuli are presented in Fig. 1A and B. The set consists of 60
shapes, created by means of Fourier Boundary Descriptors (FBDs).
The shapes extended approximately ﬁve visual degrees. They are
subdivided in three groups of increasing complexity: Comp1,
Comp2 and Comp3. The shapes of each pair in each complexity
group (the rows in Fig. 1A) are matched in size and aspect-ratio;
they differ solely in the phase of their Fourier Boundary Descrip-
tors, thus creating differences in the conﬁguration of the curves.
The stimuli in Co2 and Co3 were created by adding higher fre-
quency FBDs to the stimuli in Co1 and Co2, respectively. Thus,
the shape pairs were matched in size and aspect-ratio across the
complexity groups. The physical magnitude of the shape differ-
ences, as measured by the Euclidean distance between the pixels
(see below), becomes slightly larger as shape complexity increases.
The stimuli in Fig. 1B were created by replacing the curves of
the shapes in Fig. 1A with straight lines, thereby taking care to pre-
serve the general shape of the stimuli. The line-endings were hand-
picked (in Photoshop 5.5), after which their exact position was
optimised to minimise the physical distance with the curved
shapes (with physical distance deﬁned as the Euclidean distance
between the pixels, like our other calibrations). The optimisation
was done using a custom made programme in MATLAB, version
5.3.
All 60 shapes were used in the 60 ‘same’ trials in the experi-
ment. There were 30 ‘different’ trials, consisting of the pairs in eachof the ﬁve rows in each complexity group. For each ‘same’ trial,
each ‘different’ trial was presented twice, with a different order
of shape presentation.
All stimuli were ﬁlled with the same random noise-pattern,
consisting of black and white dots, as in Op de Beeck et al.
(2001). We incorporated the restriction that the number of black
and white dots should be equal for 2  2 squares in the texture,
so the textures were highly uniform. All stimuli were made using
MATLAB, version 5.3. The grey background had a mean luminance
of 6.4 cd/m2 and the black and white dots had luminance values of
0 and 20 cd/m2, respectively.
The adding of higher frequency FBDs to the more complex
shapes resulted in an increase in the number of concavities and
convexities in the curved shapes and an increase in the number
of corners in the straight shapes. We checked this by instructing
10 naïve subjects to mark either the convexities and concavities
or the corners on print-outs of the stimuli (size: 6.4  6.4 cm).
The average and median correlation between subjects of the num-
ber of items marked was 0.98. The number of features was deﬁned
as the median number of items marked by the subjects. The aver-
age number of features of the shapes in the ﬁrst stimulus set
(Fig. 1) for each complexity group was eight (six for the curved
and 10 for the straight shapes), 14 (13 for the curved and 15 for
the straight shapes) and 21.5 (22 for the curved and 21 for the
straight shapes).
2.2.2. Experiment 3
In order to complement the stimulus set in Fig. 1A with the
shapes in Fig. 1C, we created symmetrical pairs out of the asym-
metrical ones by mirroring one half of the shapes. The side was
chosen such as to satisfy two constraints. First, the contour of the
shape around the axis of symmetry should be relatively smooth,
i.e., without strange features suddenly emerging. Second, the phys-
ical distance between the symmetrical shape pairs should be on
average smaller than between the asymmetrical shape pairs
(Fig. 2A), to ensure that any advantage of symmetry does originate
in the visual system. If necessary, the chosen half was rotated
slightly before mirroring.
2.2.3. Experiment 4
The stimuli used in Experiment 4 (Fig. 2) measured approxi-
mately three visual degrees. They were presented as grey shapes
on a black background. The background had a luminance value of
0 cd/m2 and the grey shapes had a luminance value of 12 cd/m2.
The concavities and convexities in these stimuli were created using
3D Studio Max, release 2.5. Complexity was operationalized as an
increased number of concavities and convexities.
Each of the four sets depicted in Fig. 2 consists of nine stim-
ulus pairs. There are three asymmetrical pairs, of three different
complexity levels roughly corresponding with the levels in
Experiments 1–3. Then there are six symmetrical pairs, also
spanning three complexity levels, and created by mirroring
respectively the left and right half of the asymmetrical pairs
(Fig. 2). By directly deriving the symmetrical from the asymmet-
rical shapes, we ensure that every shape difference in the asym-
metrical pairs is exactly replicated in the symmetrical pairs. The
physical difference between pairs of different complexity was
again calibrated by the Euclidean distance between the pixel
values.
We again instructed 10 naïve subjects to mark either the con-
vexities and concavities or the corners on print-outs of the stimuli
(size: 3.5  3.5 cm), using only the asymmetrical shapes. The aver-
age and median correlation between subjects of the number of
items marked was 0.99. The number of features was deﬁned as
the median number of items marked by the subjects. The average
number of features of the shapes in the stimulus set used in Exper-
G. Kayaert, J. Wagemans / Vision Research 49 (2009) 708–717 713iment 4 (Fig. 2) for each complexity group was 10 (Comp1), 18.5
(Comp2) and 33.5 (Comp3).
2.3. Calibration
All the calibrations of the shapes in Experiments 1–3 were done
on their silhouettes, i.e., without the texture (we believe the latter
doesn’t inﬂuence shape perception since it was made to be highly
uniform).
We computed the Euclidean distance between the grey-level
values of the pixels of the images as follows:
(
Pn
i ðG1i  G2i Þ2Þ=nÞ1=2 with G1 and G2 the grey-levels for picture 1
and 2 and n the number of pixels. Because in some cases subjects
might be more sensitive to low spatial frequencies, we performed
a low-pass ﬁltering on the images using convolutions with Gauss-
ian ﬁlters with a standard deviation of either 80 or 150 arc. We also
computed the Euclidean distance with position correction, i.e., we
computed the Euclidean distance for 99 by 99 different relative
positions of the stimuli, and then withheld the smallest value.
Wemade sure that on average the magnitude of the pixel differ-
ences either remained equal or slightly increased as the complexity
increased for each kind of shape difference and this for all our mea-
surements (i.e., the position-corrected and the ordinary measure-
ments, the latter on the normal as well as on the ﬁltered
images). In the same vein, the physical differences were on average
bigger between the asymmetrical than between the symmetrical
pairs and this for each calibration.
ANCOVAs with complexity as categorical and physical distance
as continuous predictor showed that physical difference predicts
the reaction times on the ‘different’ trials and accuracy (measured
through D-primes) during the delayed matching task, when con-
trolling for complexity level, in both Experiments 1 and 2
(p < 0.0001 for both dependent variables). This was also clear from
the correlations within the experimental groups between the phys-
ical distance of the shape pairs and the D-primes and reaction
times of the subjects (averaged over Experiments 1 and 2), as is
shown in Table 1. Similar correlations were found in Experiment
3 (Table 1), but the shapes used in Experiment 4 seemed less suited
for this measure (see Table 1).
2.4. Analyses
The ANOVAs on the reaction times are performed on the loga-
rithm (log10) of the reaction times. For the combined results ofTable 1
Correlations between physical distance of the shape differences and speed (reaction
time, RT) and accuracy (D-prime) of the subjects.
Comp 1 Comp 2 Comp 3 N
Exp1 + 2
D-prime 0.93** 0.82** 0.89** 10
RT 0.89** 0.83** 0.84** 10
Curved shapes: D-prime 0.96** 0.88* 0.93* 5
Curved shapes: RT 0.99** 0.76 0.82 5
Straight shapes: D-prime 0.92* 0.85 0.93* 5
Straight shapes: RT 0.95* 0.95* 0.94* 5
Exp 3
Asymmetrical: D-prime 0.78 0.90* 0.61 5
Asymmetrial: RT 0.62 0.94* 0.26 5
Symmetrical: D-prime 0.61 0.54 0.85 5
Symmetrical: RT 0.91* 0.60 0.66 5
Exp 4
Asymmetrical: D-prime 0.67 0.31 0.81 4
Asymmetrical: RT 0.24 0.01 0.87 4
Symmetrical: D-prime 0.62 0.28 0.74 8
Symmetrical: RT 0.74* 0.09 0.34 8
* p < 0.05.
** p < 0.01.Experiments 1 and 2, we included complexity and experiment/
stimulus duration as independent variables. They were within-
and between-subjects variables, respectively. We also analysed
the data of Experiment 2 separately, with stimulus duration and
complexity as within-subjects variables. For Experiments 3 and 4,
the independent variables were complexity and symmetry, both
within-subjects variables. The whiskers in the graphs indicate
standard errors.
Wemeasured accuracy by computing D-primes (subtracting the
Z-score of the false alarms from the Z-score of the hits) for each
subject separately. In Experiments 1 and 2 this was done for each
complexity-by-duration combination, and in Experiments 3 and 4
for each complexity-by-symmetry combination. ANOVAs were
performed on the D-primes (which is a standard procedure; see
Vandekerckhove, Panis, & Wagemans, 2007).3. Results
3.1. Complexity impairs speed and accuracy of performance in a
delayed matching task
In Experiments 1 and 2 we assessed the effects of complexity on
delayed matching to sample, either with the stimulus presentation
duration adapted for each subject (Experiment 1, average stimulus
presentation duration 130 ms), or with ﬁxed stimulus presentation
durations of 75 and 100 ms (Experiment 2). Both experiments used
the shapes in Fig. 1A and B. We observed similar effects for the
straight and curved shapes, so their data were taken together in
the analyses.
3.1.1. Speed
Fig. 4A and B show the effects of complexity on the reaction
times during the delayed matching task. Complexity slowed down
the reaction times for both the ‘same’ (F(2,62) = 58.065;
p < 0.00001) and the ‘different’ (F(2,62) = 9.3312; p < 0.0005) trials.
There was no signiﬁcant effect of experiment on the reaction
times and there was no interaction between the effects of experi-
ment and complexity. The analysis of Experiment 2 showed an ef-
fect of complexity (‘same trials’: F(2,18) = 29.440; p < 0.00001, ‘diff
trials’: F(2,18) = 3.4136; p < 0.055) but not of stimulus duration,
and there was no interaction.
3.1.2. Accuracy
Complexity impaired the accuracy of the subjects in performing
the task (Fig. 4C, F(2,62) = 21.046; p < 0.00001). There was no sig-
niﬁcant effect of experiment on performance, and there was no
interaction between the effects of complexity and experiment.
The accuracy is also given in terms of percentages correct in Table
2.
The analysis of Experiment 2 showed an effect of both complex-
ity (F(2,18) = 12.619; p < 0.0004) and stimulus duration
(F(1,9) = 19.115; p < 0.002), but there was no interaction between
both.
3.2. Symmetry enhances speed and accuracy of performance in
delayed matching
Experiments 3 and 4 studied the effect of symmetry as well as
complexity.
3.2.1. Experiment 3
The asymmetrical stimuli used in this experiment are shown
in Fig. 1A and the symmetrical ones in Fig. 1C. The effect of
complexity on reaction time and accuracy as observed in Exper-
iments 1 and 2 was also replicated in this experiment (Fig. 5).
Fig. 4. The results of Experiments 1 and 2; i.e., the reaction times on the same trials (panel A), the reaction times on the different trials (panel B) and the accuracy (panel C).
The results of Experiment 2 are divided in function of stimulus duration, 70 (circles) and 100 (squares) msec, respectively. The triangles represent the results of Experiment 1.
Vertical bars denote standard errors.
Table 2
Accuracy with which the subjects performed the delayed matching tasks.
Comp1 (%) Comp2 (%) Comp3 (%)
Exp 1 82 82 79
Exp 2 (75 ms) 74 73 67
Exp2 (100 ms) 81 81 77
Exp 3 84 83 78
Exp 4 86 76 72
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p < 0.00001) and the ‘different’ (F(2,38) = 5.784, p < 0.05) trials,
and decreased accuracy (F(2,38) = 20.742, p < 0.00001; see also
Table 2).
In addition, we now observed similar effects for symmetry
(Fig. 5). The subjects’ reaction times were faster for the symmetri-
cal stimuli, both for the ‘same’ trials (F(1,19) = 7.3906, p < 0.05; on
average 715 ms for the symmetrical and 738 ms for the asymmet-
rical shapes) and for the ‘different’ trials (F(1,19) = 7.3269, p < 0.05;
787 ms and 803 ms, respectively). Subjects also showed a higher
accuracy for the symmetrical shapes; the percentages correct were
84% for the symmetrical and 79% for the asymmetrical shapes
(F(1,19) = 11.824, p < 0.005, Fig. 5C).
We observed no signiﬁcant interactions between symmetry and
complexity.Fig. 5. The results of Experiment 3; i.e., the reaction times on the same trials (panel A),
asymmetrical shapes are represented by circles and the symmetrical shapes by squares3.2.2. Experiment 4
The shapes used are shown in Fig. 2. The results for the symmet-
rical shapes are averaged over the group made from the left half of
the asymmetrical shapes (Fig. 2, Symm L) and the group made from
the right half of the asymmetrical shapes (Fig. 2, Symm R).
Again complexity decreases accuracy (F(2,38) = 114.37;
p < 0.00001, see Fig. 6C and Table 2). It also leads to longer reaction
times, but in this experiment the effect was only signiﬁcant for the
same trials (F(2,38) = 16.606; p < 0.00001 for the same trials and
F(2,38) = 2.6407; p = 0.08556 for the different trials, Fig. 6A and
B). However, the reaction times were signiﬁcantly shorter when
the same and the different trials were taken together
(F(2,38) = 9.6347; p < 0.0005). There was an interaction between
the effects of complexity and trial type (F(2,38) = 3.7085; p < 0.05).
As in Experiment 3, the accuracy was signiﬁcantly higher for the
symmetrical shapes (F(1,19) = 16.055; p < 0.001; Fig. 6C), with an
average of 79% correct for the symmetrical and 76% correct for
the asymmetrical shapes (see Table 2).
The reaction times for the different trials were signiﬁcantly
shorter for the symmetrical stimuli (F(1,19) = 9.1357; p < 0.01,
Fig. 6B; averages are 881 ms for the symmetrical and 898 ms for
the asymmetrical stimuli). The reaction times were also shorter
for the symmetrical shapes during the same trials (845 vs.
852 ms; Fig. 6A), but this effect was not signiﬁcant
(F(1,19) = 3.1519; p = 0.09186). However, the reaction times were
signiﬁcantly shorter when the same and the different trials werethe reaction times on the different trials (panel B) and the accuracy (panel C). The
. Vertical bars denote standard errors.
Fig. 6. The results of Experiment 4; i.e., the reaction times on the same trials (panel A), the reaction times on the different trials (panel B) and the accuracy (panel C). The
asymmetrical shapes are represented by circles and the symmetrical shapes by squares. Vertical bars denote standard errors.
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icant interaction between the effects of symmetry and trial type
(F(1,19) = 1.47; p = 0.24021).
As in Experiment 3, there were no interactions between com-
plexity and symmetry.
4. Discussion
We have shown that simplicity in general and symmetry in par-
ticular enhance the short-term recognition of previously unfamil-
iar shapes. The matching of either identical or different shapes is
slower and less accurate as complexity increases, as well as for
asymmetrical compared to symmetrical shapes. The effects of
complexity and symmetry do not interact. Also, within the range
of very short presentation times (i.e., 70 and 100 ms), there was
no interaction between complexity and exposure length regarding
either reaction times or accuracy, although the duration of the pre-
sentation time had a clear inﬂuence on the general accuracy of the
subjects.
The effects are in line with the hypothesis, based on a long his-
tory of modelling and studying the inﬂuence of complexity on the
perceived shape, that minimising visual complexity should en-
hance task performance on a broad range of visual tasks (Donderi,
2006). Our study extends the work concerning mental rotation of
2D polygons to a task directed at the recognition of shapes held
in short-term memory. It complements much older and conﬂicting
studies regarding the delayed matching of complex and simple
shapes (Clark, 1968; Mavrides & Brown, 1969; Vanderplas & Gar-
vin, 1959), and, by using systematically manipulated shapes and
well calibrated shape differences, sets the balance ﬁrmly in favour
of a clear complexity cost.
We believe that a big advantage of our study over many of the
older studies is the extent to which we made the shape differences
comparable over the complexity groups. The FBD paradigm al-
lowed us to systematically manipulate the magnitude of the shape
differences, avoiding non-linearities like markedly salient features
making discrimination a lot easier for some shape pairs, irrespec-
tive of their complexity. This would be a problem in the study of
Mavrides and Brown (1969) where the stimulus groups that could
be interpreted as the more complex ones (e.g., by Donderi, 2006)
are riddled with salient features, while the simpler group is a lot
more homogeneous. The same can be said about the studies of
Clark (1968) and Vanderplas and Garvin (1959); their stimuli can
be compared with our stimuli in Experiment 4, although they
made less of an effort to keep the shapes comparable over shape
groups. There are, for instance, many more size differences be-
tween their simpler than between their complex shapes, while
we kept size constant within our shape pairs.The paradigm also allowed us to tightly control the number of
features in our shapes, without changing them much in any other
way. This deﬁnition of complexity is a very conservative one; it is
included in most if not all deﬁnitions of complexity (e.g., Attneave,
1954; Chipman, 1977; Cutting & Garving, 1987; De Winter &
Wagemans, 2006; Hatﬁeld & Epstein, 1985; Leeuwenberg, 1969;
Richards & Hoffman, 1985; Zusne, 1970). This is also an advantage
over the study of Mavrides and Brown (1969); the amount of infor-
mation in a stimulus correlates with complexity in some models,
but not in all models and not in all circumstances.
The experiments regarding the inﬂuence of symmetry were
even more tightly controlled, with parts of the asymmetrical
shapes being exactly replicated in the symmetrical shapes. Sym-
metry has been found to enhance the perception of patterns
(Markovic´ & Gvozdenovic´, 2001; Wagemans, 1995), but this is
the ﬁrst study that tackles the issue in shapes, using a delayed
matching task, and the results clearly point to a beneﬁcial effect
of symmetry in object recognition. We used unfamiliar shapes
and looked at subjects’ performance in a short-term memory task.
Thus, we probe shape recognition when it ﬁrst emerges for a cer-
tain shape, rather than looking at the effect of complexity on the
recognition of well known or formerly studied objects. Our task
represents a necessary stage in the eventual recognition of every
previously unfamiliar object, but does not address the inﬂuence
of complexity after the object is completely familiarised into a
more long-term representation. Assessing the effect of complexity
on familiar objects might well have provided very different results,
since it has been shown in various tasks that the effects of com-
plexity can fade away relatively quickly after training (Goldstone,
2000; Pellegrino et al., 1991; Vanderplas & Garvin, 1959, see also
Baker, Behrmann, & Olson, 2002).
By trying to keep our shape changes as similar as possible, we
recognise that certain shape features can override the effect of
complexity. An easily perceivable, ‘diagnostic’ feature (e.g., the
red chest of a robin) can quickly prompt recognition of a shape
or object, however complex it otherwise might be. Thus, adding a
salient part to a multi-part object would make it more rather than
less recognisable (Biederman & Gerhardstein, 1993; Tarr, Bülthoff,
Zabinski, & Blanz, 1997; see also Biederman, Hilton, & Hummel,
1991), even though it results in a globally more complex object.
This is also shown relevant for the mental rotation of complex
2D shapes, where the added difﬁculty of complexity is removed
when the shapes contain readily perceivable landmarks (Hochberg
& Gellman, 1977).
It is not clear from this study whether the effect is due to a
lower sensitivity to the individual features of a more complex
shape, or is related to the task of combining the different features
into a single percept. However, neurophysiological work, using
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2003), suggests the latter. Kayaert, Biederman, et al. (2003) found
no difference in the sensitivity of monkey infero-temporal neu-
rons to the simple versus the complex shape differences. A simi-
lar study (Kayaert, Biederman, & Vogels, 2005) showed no
enhanced sensitivity of monkey infero-temporal neurons to a
group of complex shapes compared to a group of simple shapes.
This latter study used different but very similar stimuli. Both
studies indicate that the behavioural effect we observe is not
due to the way individual neurons encode (parts of) the shapes
within the ventral visual pathway, but is more likely to arise dur-
ing the read-out of this encoding.
Our data support models that focus on the cost of shape com-
plexity and/or the beneﬁt of shape symmetry in vision (e.g., Att-
neave & Frost, 1969; Hochberg & McAlister, 1953; Leeuwenberg,
1969; Van der Helm & Leeuwenberg, 1996; Perkins, 1976). Other
currently popular models, mostly focused on object recognition
and categorisation, do not make clear predictions on the cost of
complexity (Biederman, 1987; Edelman, 1999; Riesenhuber &
Poggio, 1999). For these models, the existence of a complexity
cost depends on how they are implemented exactly. In case of
the RBC theory (Biederman, 1987), one could imagine that it
should be easier to process simple shapes as they should be eas-
ier to reduce into a geon representation. It is also a straightfor-
ward assumption that, generally, the more shape features are to
be processed, the slower shape processing will be. But it is almost
equally easily to assume fully parallel processing of different
geons/features, minimising or even completely eliminating the
costs of complexity.
In general, the experiments presented here indicate that any
completely speciﬁed model relating to the matching of a perceived
shape to a shape hold in short-term memory should show a clear
cost of complexity and an advantage for symmetrical shapes.
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