Abstract. This paper proposes a novel technique to reduce noise whilst preserving edge sharpness during image filtering. This method is based on the image multi-resolution decomposition by a discrete wavelet transform, given a proper wavelet basis. In the transform space, edges are implicitly located and preserved, at the same time that image noise is filtered out. At each resolution level, geometric continuity is used to preserve edges that are not isolated. Finally, we compare consecutive levels to preserve edges having continuity along scales. As a result, the proposed technique produces a filtered version of the original image, where homogeneous regions appear separated by well-defined edges. Possible applications include image pre-segmentation, and image denoising.
Introduction
A difficult problem for image analysis researchers is how to remove noise from images without blurring the edges. In general, filtering methods that remove the image high-frequency components are utilized. Some of the removed high-frequency components are in fact related to the edges, which causes edge blurring. A solution to this problem could be to detect the edges first, and then filter the noise, except across the edges previously identified. However, to detect the edges correctly we need a filtered image. Should the first step, therefore, be edge detection or image filtering? We argue that both can be done at the same time.
The method proposed by Mallat and Hwang [1] estimates local regularity of the image by calculating the Lipschitz exponents. Coefficients with low Lipschitz exponent values are removed, and the image is reconstructed with the remaining coefficients (actually, only the local maxima are used). The reconstruction process is based on an interactive projection procedure, which is computationally demanding. . Equation (5) indicates that the convolution of 
The evaluation of the wavelet transform at dyadic scales 
It can be shown that the level 
is a band-pass filter [7] . Thus,
into its low frequency components, and
into its octave band frequency components, both at the scale
. If different scales are considered, we obtain the multi-resolution representation of the signal
, as proposed by Mallat [7] . Next, edge detection using the wavelet transform will be discussed.
Edge Detection in One Dimension
Mallat and Zhong [8] proposed that the wavelet ¢ ¡ ¤ £ ¦ ¥ be designed using a smoothing function ¡ ¤ £ ¦ ¥ , such that the conditions in Equation (2) are satisfied :
Using the wavelet in Equation (9), the wavelet transform of
The local maxima of 
The discrete version of the wavelet transform is used when we have a discrete-time signal £ ¢¤ ¦ ¥ can be computed recursively, as follows :
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Wavelet Transform in Two Dimensions
The wavelet-based method described in the last subsection can be extended to two-dimensions. In this paper, the 2-D wavelet decomposition uses only two detail images (horizontal and vertical details) [8] , instead of the classical approach where three detail images (horizontal, vertical and diagonal details) are used [7] . This two-dimensional wavelet transform requires two wavelets, namely ¡ ¤ £ has two components given by :
The multi-resolution wavelet coefficients are therefore:
Extending the one dimensional wavelet transform to two dimensions, for signal reconstruction we obtain two dual wavelets 
Edge Detection in Two Dimensions
It is now necessary to find a wavelet basis such that its components 
Observing that an edge can be defined as a local maximum of the gradient modulus along the gradient direction [9] , we can detect the edges at the scale . It can be shown that the discrete wavelet coefficients can be calculated recursively from [8] :
where
is the discrete unit impulse function.
Our Approach for Image Filtering using Scale-Space Continuity
Given an image 2 , we first apply the redundant wavelet transform using only two detail images, as proposed by Mallat and Zhong [8] . As a result, we obtain the detail images . The edge magnitudes can be calculated as follows:
and the edge orientation is given by the gradient direction, which is expressed by:
Therefore, we now have the edge magnitudes and their corresponding orientations. Due to noise, some coefficients of
associated with uniform regions may be misinterpreted as edges. We basically need a technique that allows us to discriminate responses due to noise, from responses due to actual edges. To do so, we rank coefficients according to their magnitudes, geometric continuity and consistency along scales, as described next.
Geometric continuity
Usually, edges do not appear isolated in an image. They form contour lines, which we assume to be piecewise linear. In our approach, a coefficient
has a higher likelihood of being an edge if its neighbors along the local contour direction also have large magnitudes. To detect this kind of behavior, we first quantize the gradient directions
. The contour lines are orthogonal to the gradient direction at each edge element, so we can estimate the contour direction from , coefficients with large magnitude neighbors aligned with the local contour direction will be strengthened, while coefficients with no geometric continuity will not. This approach has limitations close to corners and junctions, where two or more different local contour directions arise. If the image is sufficiently sampled, high curvature points should also be enhanced.
In the presence of noise, randomly aligned coefficients occur, and also would be strengthened. To attenuate this problem, we compare the contour direction in two consecutive levels. It is expected that contours would be aligned along the same direction in two consecutive levels (it is the same contour at different resolutions), but responses due to noise should not be aligned (gradients associated to noise will be randomly oriented at all resolutions). Therefore, a second updating rule is applied to the magnitude coefficients (i.e., are orthogonal). In Figure 2 , the magnitude images before and after applying the local geometrical constraints are shown.
Adaptive Threshold and Shrinkage
After applying the geometrical constraints, a set of geometrically consistent edges, at different resolutions, has been enhanced, but some coefficients related to noise still remain. Typically, the magnitudes of these coefficients are smaller than the magnitude of edges. To eliminate (or just reduce) noisy coefficients, an adaptive threshold P is calculated from the edge magnitudes at each level , after geometric constraints were applied.
The function
is a non-negative non-decreasing function such that . In this paper, a piecewise linear function
was chosen:
Coefficients whose magnitudes are greater than P ¡ are kept unchanged (so that they are likely to be related to edges), and coefficients whose magnitudes are smaller than P are set to zero (coefficients likely to be related to noise are removed). The interval 
¥¡
will be a Rayleigh process [11] with probability density given by:
. As a consequence, noisier images will have a higher mode value (i.e., it will be further away from the origin).
Our goal is to choose the transition band without knowing any a priori estimate of the noise. For that purpose, we calculate the mode and the standard deviation of the histograms of will typically have the largest peak close to the origin, corresponding to the homogeneous regions (i.e., the corresponding coefficients
will be low). Consequently, the mode of these images will be located close to the origin. By computing the mode P of the histogram we can estimate the noise in the image. In our approach, the mode of the histogram is used as a reference point to find the transition band are less contaminated. In fact, the noise standard deviation is reduced to half as the level increases from
as observed by Donoho [10] . The most reliable estimate for the noise standard deviation is thus obtained at the highest resolution level
. At this stage, edge related coefficients have been enhanced by the geometrical consistency procedure. However, noise related coefficients are not enhanced as much, and we assume that Donoho's considerations are valid for the updated coefficients . For the other levels (
, since the standard deviation is reduced to half as the level increases. To find the transition band limits . In this work, we used the piecewise linear function (25), although other functions can also be used. Next we apply consistency along different scales to further improve discrimination of the coefficients due to noise, from those that originate at edges.
Consistency Along Scales
It is known that coefficients associated with noise vanish as the level and also by the functions
, where is the number of consecutive levels that will be taken into consideration for the consistency along scales. As observed by Xu et. al. [3] , it seems that using H or consecutive levels is better than using more consecutive levels, because the positions of the local maxima of , the updated function
is given by:
and the coefficients are modified according to Equation (24), using the function
. The image is then reconstructed using the low-pass image and the updated coefficients , through the iterative procedure given by Equation (19). Typically, three levels in the decomposition process produce acceptable visual results and high SNR gains.
Overview of the Proposed Method
Below, we present a schematic overview of our method:
1. Compute the wavelet transform, obtaining the coefficients are not specified in an example, the default values were used). Figure 3 shows, on the top line, the original house image [1] and its noisy version (SNR = 2.88 dB), both
pixels. On the bottom line, the results of the software wave2 c applied to the noisy image is shown, followed by the results that were obtained applying our technique. Quantitatively, filtering by software wave2 c resulted in a SNR of 12.83 dB, while filtering with our technique resulted in a SNR of 14.88 dB. A similar image (noisy house image with SNR = 3 dB) was used in [4] , and the resulting filtered image achieved SNR = 14.86 dB. Qualitatively, it is possible to see that visually relevant edges are preserved, while noise is efficiently filtered out in the image processed with our method. A quantitative analysis for the house image is shown in Figure 4 . Versions of the house image with different signal-to-noise ratios were created, and the output SNR gains obtained by two different denoising methods are compared (i.e. our technique and the standard Wiener filtering). Some window sizes were tested in the Wiener filtering, but the ! ¥ £ ! window showed the best results. As the window size is increased, denoising is improved, but the edges become more blurred. Our method showed a better performance than Wiener filtering, specially for input images with low SNR.
The peppers test image was also used to test the performance of our method. Figure 5 shows the original peppers image on the left. The middle image is the noisy version (SNR = 3 dB), and the rightmost image is the result of our method (SNR = 13.55 dB). All images have a resolution of
The image processed with the new technique has a visually acceptable quality, and the SNR gain achieved is considerable. In [4] , the peppers image with added noise (also SNR = 3 dB) was also analyzed, and the filtering method only achieved SNR = 12.36 dB. Figure 6 shows, on the left, a synthetic image of a square and a circle. The middle Figure shows the same image contaminated with noise (SNR = 1 dB). The image on the right shows the result of our method (SNR = 16.9 dB), using four wavelet levels. The SNR gain achieved was very good, and object borders were relatively well preserved, despite some blurring at the corners of the square.
We also used images of natural scenes in our experiments. , these details are better preserved, as shown in Figure 7 (c). In both filtered images the background noise was efficiently removed.
Another realistic image ( Figure 8 (top image). The result of our method is shown at the bottom, using
. The noise seems to be effectively suppressed, while image details are preserved in most structures. The texture of the trees was smoothed out, since the method was unable to distinguish this subtle texture from the background noise.
Our method was also applied to real satellite (SAR) images containing a large amount of speckle noise. Figure 9 ciently attenuated, while crop regions were enhanced. The bimodal form of the histogram shown in 9(d) indicates mainly two distinct types of regions in the filtered image, that may be segmented using a simple threshold (such image could be used for crop area monitoring). Figure 10 shows the segmentation result of Figure 9 (b), using ¥ © " as the threshold (morphological opening was applied to remove small artifacts).
Our algorithm was implemented in MATLAB, running on a 300 MHz Pentium II personal computer, with 64 MB RAM. Typical execution time for a H ¢ ¡ £ H ¢ ¡ image, using 3 dyadic scales, is about 8 seconds. A more efficient implementation on a compiled language is expected to improve the execution time. . rical consistency). No estimate of the noise is needed, as opposed to [4] . The proposed algorithm is also computationally efficient. It does not require the iterative projections needed in the recon- struction procedure for the method described in [1] , nor the time-consuming sampling procedure needed for the probabilities calculation in the method proposed in [4] . Future work will concentrate on improving our method using adaptive noise model estimation, distinct choices of shrinkage functions and multi-scale consistency. Also, we intend to investigate the application of our method to edge enhancement in noisy images.
