Abstract-In this work, we propose a novel power model for CMOS sequential circuits by using recurrent neural networks (RNN) to learn the relationship between input/output signal statistics and the corresponding power dissipation. The complexity of our neural power model has almost no relationship with circuit size and the numbers of inputs, outputs and flip-flops such that this power model can be kept very small even for complex circuits. Using such a simple structure, the neural power models can still have high accuracy because they can automatically consider the nonlinear characteristic of power distributions and the temporal correlation of the input sequences. The experimental results have shown that the estimations are still accurate with smaller variation even for short sequences. It implies that our power model can be used in various applications.
I. INTRODUCTION
Techniques for evaluating the power consumption of designs are very important in the design process. Designers have to estimate the power consumption at design phase to understand whether more improvements are required. Therefore, a number of power estimation techniques [1, 2] have been proposed to estimate the power consumption at a high level of abstraction. One common strategy of highlevel power estimation is building the power models for the composing modules. Those models are built by performing a number of simulations at lower level, which is often called the characterization process. Thus, the power estimation can be carried out at behavioral level by using the signal statistics obtained in the functional simulation to calculate the real power consumption through the power model. Typically, the relationship between power consumption and actual input/output signal properties are either stored in a multi-dimensional look-up table [13] [14] or expressed by an equation [4, 15] . In [13] , the results showed that the estimation errors are decreased when the dimensions of tables are increased, but the sizes of tables are also exponentially increased. For large circuits, the table size may increase very fast to meet the accuracy requirements.
Compared to LUT-based approaches, equation-based approaches often have less construction time than LUTbased approaches. The comparison of both approaches could be found in [4] . However, because the power distribution is often a very irregular curve, it is hard to use only a single equation to describe this curve. In order to improve the accuracy of their power models, those equation-based approaches may increase the order of the power equations (more variable) or use piece-wise power equations (more equations) to approximate the nonlinear power distribution.
In other research areas, neural networks play as a powerful tool in many applications such as classification, clustering, pattern recognition, non-linear systems modeling, etc. Due to the self-learning capability of neural networks, they can recognize complex characteristics by using several simple computation elements with proper training. Therefore, several researches [5, 10] tried to use neural networks to solve the power estimation problem. The authors in [5] used the neural network to classify an input state or transition into the corresponding entry of a table. However, the accuracy is still limited by the number of table entries. In [10] , a power model constructed by using feedforward neural network is proposed for combinational circuits. The experiments demonstrated that the irregular power distribution curve could be easily modeled by using this neural power model. The complexity of neural power model is quite small but the accuracy is still very good.
However, power estimation for sequential circuits is considerably more difficult than that for combinational circuits, because the power dissipation also depends on internal states whose status are hard to obtain. A number of researches [8, 12] focus on estimating the switching activity of sequential circuits by using probabilistic techniques. In order to compute the switching activity, the steady-state probabilities have to be calculated first. Typically, the Chapman-Kolmogorov equations are used to compute the exact state probabilities in steady state. However, this method has to solve a linear system composed of 2 N equations, where N is the number of flip-flops in the design. The high computation complexity often results in the use of a more simple design model such as zero-delay model, which may lose some estimation accuracy.
In this work, we will try to use neural networks to solve the sequential power modeling problems. In order to handle the temporal correlations, we use the neural network structure with internal feedback, which called recurrent neural network (RNN), to learn the power characteristics during simulation. Due to the extra internal feedback, such kind of neural networks can easily recognize and deal with temporal patterns as well as spatial patterns. In this way, the structure of the power model is still very simple. However, it can also provide very good accuracy even for short sequence as shown in the experimental results.
The rest of this paper is organized as follows. The recurrent neural networks and our neural power models will be described in Section II. In Section III, we will explain the strategies to build a neural power model. Finally, the experimental results will be demonstrated in Section IV and some conclusions will be given at the end. Some appealing features of NN are its ability to learn through examples and to approximate any non-linear continuous function very well. Among the several architectures found in the literature, RNNs involving dynamic elements and internal feedback connections are more suitable for sequential circuits because they can handle the temporal correlations. In this work, we choose the most famous Elman network as our neural power model. Elman networks are three-layered back-propagation neural networks [3] with additional feedback connection from the output of the hidden layer to its input, as shown in Fig. 2 . This feedback path allows Elman networks to recognize and deal with temporal patterns as well as spatial patterns. In this work, the transfer functions of all internal neurons in the Elman neural network have been set as the nonlinear hyperbolic tangent sigmoid function in (2) , and the only one output neuron uses a pure linear function as its transfer function. The networks with these transfer functions are commonly used and often have good results to approximate any functions with desired accuracy. Before using a neural network, we have to train the neural network with proper strategies such that it can learn as many experiences as it needs. The target of this training process is going to minimize an error function using this training set and the corresponding weight matrix in the neural network. In this work, the error function is chosen as the mean square error defined in (3) because it is widely used in many applications.
There are many training algorithms [6] that can select suitable weights to minimize this error function. In this work, we choose Levenberg-Marquardt algorithm [7] to train our neural power models because it is very suitable to minimize the error functions that arise from a squared-error criterion.
For evaluating the quality of our neural power model, we define the error in estimating the power consumption of the j th test sequence (ESP j ) as (4). The average error AESP, which is the average of ESP j and the maximum error MAXESP, which is the maximum value of ESP j , are defined as (5) and (6) . The standard deviation of the errors of those test sequences (STDESP) are defined as (7) that can show the distribution of the estimation errors. Therefore, we will use STDESP as well as other two metrics to evaluate the quality of our neural power models in the following experiments.
III. CONSTRUCTION OF NEURAL POWER MODELS The overall construction procedure of the proposed neural power model is illustrated in Fig. 3 . This procedure consists of three major steps: building a neural network, generating training sets, and training the neural network. Before building the neural power model, there are several parameters to be decided, such as the input data type, the number of neurons in each layer. We will describe our strategies to select those parameters and to design the training set in the following discussions.
A. Input data type
In this work, we set the inputs of the neural network as some real numbers between one and zero, which are the signal transition statistics of an input pattern pair and its corresponding output pattern pair individually. Therefore, the number of neurons in the input layer is fixed as 8, which are TI 00 , TI 01 , TI 10 , TI 11 , TO 00 , TO 01 , TO 10 and TO 11 that represent the ratio of each case in the pattern pair. Here, TI xy represents the ratio of input signals change from logic state x to y and TO xy represents the ratio of output signals change from logic state x to y in a pattern pair. It can be noted that TI 00 +TI 01 +TI 10 +TI 11 =1 and TO 00 +TO 01 +TO 10 + TO 11 =1. For example, given a circuit with 10 inputs and 10 outputs, if the input signals change from 0001110101 to 1010101011 and its corresponding output signals change from 0101101100 to 0110110111 as shown in Fig. 4 
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B. Number of hidden neurons
Another issue to be decided is the number of hidden neurons required in the neural power model. Typically, the minimal number of hidden neurons depends on the complexity of the relationship between input data and output data, which is hard to know in advance. However, according to the experience in neural network researches, there is no easy or general way to determine the optimal solution for the number of the hidden neurons to be used [11] . Therefore, in this work, we start from a small number and add more neurons until the neural network can learn the properties with desired accuracy.
C. Design training sets
How many samples are needed for a good training while building the neural power model for each circuit? This is also an open problem for neural networks. According to the related study [9] , it suggested to determine the number of samples according to (8) , in which P is the number of samples, N W is the number of weights to be trained and a is the expected accuracy. In this work, our target is set as a ≥ 95%. Therefore, we have to generate the training set with size
In order to be used in every possible input case, the neural power model should be trained over a wide range of input distribution. Therefore, we generate 30 test sequences that are uniformly distributed over the input space with reasonable P in and D in . Because there is a relationship as shown in (9) between P in and D in [4] , to generate those test sequences has to satisfy this constraint. In order to meet the desired accuracy, the length of each test sequence is decided as P=2,000 for all circuits according to the suggestion of (8).
IV. EXPERIMENTAL RESULTS In this section, we will demonstrate the performance of our power model with ISCAS'89 benchmark circuits and one real design, a Forward Matrices Processor (FMP) that implements a popular decoding algorithm of turbo decoder. All circuits were synthesized by using 0.35um cell library. The accuracy will also be compared with traditional 3D-LUT power modeling methodology, which uses P in , D in and average output signal transition density (D out ) [4] as its three dimensions, and the interval size of each dimension is set to 0.1. Those power models were all constructed by using MATLAB running on an Intel Pentium IV 2.4GHz CPU with 1G RAM.
In the model construction phase, the input training sequences are generated as described in Section III. In order to show the power models can be used for various input distribution, we test those models by using 200 test sequences. Each sequence has different P in and D in that are randomly selected over a wide range that satisfies the condition in (9) . To demonstrate the accuracy for short sequences and long sequences, we set the length of test sequences as 50, 500 and 1000. After simulation, the estimated average power consumption with this power model is compared to the simulation results from PowerMill.
The same training and test sequences will be used for both approaches, traditional 3D-LUT power model and our neural power model, to make a fair comparison. According to Table 1 , the average error for the test sequences with 1,000 pattern-pairs is good by using the traditional 3D-LUT power models, but their convergences are poor that can be observed from the large values of MAXESP and STDESP. It implies that using the LUT-based power model may have large errors in some cases. If the test sequence is not long enough, such as the experiments that use 50 pattern-pairs, the accuracy variation is getting worse as shown in Table 1 .
On the other hand, we can find that the estimation is still accurate even for short sequences with 50 pattern pairs by using our neural power model. On average, we have only 5.53% errors for the sequences with 50 pattern pairs. When the length of test sequence is increased, the accuracy will become very competitive with such a simple structure. For the test sequences with 1,000 pattern pairs, the average errors can be reduced to only 4.19%. Unlike the traditional power models, the values of STDESP in our models are quite small and they do not increase a lot when the length of test sequence is decreased. It shows that our model can be used in more cases than traditional 3D-LUT power model.
The storage requirements are also much less in our approach. According to the results shown in Table 2 , the maximum number of hidden neurons is 10 in our experiments. It means that we only use up to 10 hidden neurons structure with 101 elements in the weight matrix |W| to record the power characteristics, which is quite small compared to the lookup tables, which require 500 (=10*10*10/2) numbers to record the tables. In order to demonstrate that the neural power model can handle specific functional patterns in practical use, we also test our FMP power model with user-given functional patterns. The functional sequence consists of 40 patternpairs only. However, the estimation error is only 1.459% compared to the PowerMill results.
V. CONCLUSIONS In this paper, we propose a novel power model for complex sequential circuits, which uses recurrent neural networks to learn the power characteristics during simulation. Our neural power model has very low complexity such that this power model can be extended to large circuits. In this paper, we have tested our neural power model by using ISCAS'89 benchmark circuits and one real design. The experimental results have shown that the estimations are accurate in wide range of input distributions, even for short sequences with only 50 pattern pairs. For longer test sequences that are frequently used in other researches, the accuracy can be further improved to only 4.19% for all benchmark circuits with small variation.
