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Minimum-length deformed QM/QFT, issues and problems
Michael Maziashvili∗ and and Luka Megrelidze†
Particle Physics & Cosmology Group, Ilia State University, 3/5 Cholokashvili Ave., Tbilisi 0162, Georgia
Using a particular Hilbert space representation of minimum-length deformed quantum mechanics,
we show that the resolution of the wave-function singularities for strongly attractive potentials, as
well as cosmological singularity in the framework of a minisuperspace approximation, is uniquely
tied to the fact that this sort of quantum mechanics implies the reduced Hilbert space of state-
vectors consisting of the functions nonlocalizable beneath the Planck length. (Corrections to the
Hamiltonian do not provide such an universal mechanism for avoiding singularities.) Following this
discussion, as a next step we take a critical view of the meaning of wave-function in such a quantum
theory. For this reason we focus on the construction of current vector and the subsequent continuity
equation. Some issues gained in the framework of this discussion are then considered in the context
of field theory. Finally, we discuss the classical limit of the minimum-length deformed quantum
mechanics and its dramatic consequences.
PACS numbers: 04.60.Bc
I. INTRODUCTION
The idea of fundamental length in the context of quantum theory is almost as old as the quantum mechanics itself
[1]. In what follows we will focus on the approach based on the modified position-momentum uncertainty relation.
To our knowledge, this sort of approach was originally proposed by Saavedra and Utreras [2–7] purely in the context
of a high energy physics, however, it became popular after its ”derivation” in the context of string theory [8–16].
Later on it was replaced by another uncertainty relation universally valid for strings as well as D-branes [17]. So,
presently the modified position-momentum uncertainty relation is motivated mainly by the black hole physics in view
of combining the basic principles of quantum theory and general relativity [18–23]. The construction of a particular
Hilbert space representation resulting in the Planck length modified position-momentum uncertainty relation [24]
has sparked considerable interest among the physicists as a reasonable model for studying the quantum gravity
phenomenology [25–44].
One of the useful points for discussing the minimum-length deformed quantum mechanics (ml-QM) is the possible
avoidance of various singularities in physics like: the singular behaviour of propagators on the light-cone that causes
UV divergences in QFT; black-hole and cosmological space-time singularities; the quantum-mechanical singularities
of the wave-function in strongly attractive potentials. The idea is based largely on intuition from uncertainty principle
and fundamental length scale arguments. Addressing some of these questions from different points of view, at the
same time we examine the technical subtleties residing in the mathematical structure of ml-QM. In our discussion we
will follow a particular representation of ml-QM constructed in [45], which will be described in the next section. It is
important to notice that we do not have even a heuristic argument about the equivalence of different representations
for ml-QM (something like of Stone-von Neumann theorem in standard quantum mechanics [46]). Going further, we
address some of the conceptual points related to the interpretation of the wave function as well as the coupling of the
charged field to the electromagnetic one and the question of gauge invariance. Last section is devoted to the classical
limit of ml-QM. While in the deep UV region the radical changes are naturally expected in the framework of such a
theory, in IR regime one usually assumes the corrections should be strongly suppressed. But unfortunately this is not
the case, classical physics seems to be not oblivious to this sort of modification. Throughout the paper, we will use
the abbreviation ml-QFT for QFT which follows from the ml-QM.
II. THE STRUCTURE OF ML-QM
The ml-QM emanates from the deformed position-momentum uncertainty relation
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2δXδP ≥ 1
2
+ βδP 2 , (1)
where
√
β is of the order of the Planck length lP ≈ 10−33cm [8, 21–23]. The relation (1) reflects the onset of
gravitational effects in QM when the energy approaches the quantum gravity scale δP & l−1P . An important feature of
Eq.(1) is that it exhibits a lower bound for position uncertainty. The construction of the Hilbert space representation
for this sort of quantum mechanics [24, 45] has stimulated a great deal of research. One can find the following
representation for such a quantum mechanics
[X̂, P̂ ] = i(1 + βP̂ 2) ,
which can be solved for X̂, P̂ in terms of the standard x̂, p̂ operators [45]
X̂ = x̂ , P̂ = β−1/2 tan
(
p̂
√
β
)
. (2)
This equation readily indicates the presence of cut-off: p < π/2
√
β.
The multidimensional generalization of Eq.(1) maybe written as [45]
[
X̂ i, P̂ j
]
= i
 2βP̂2√
1 + 4βP̂2 − 1
δij + 2βP̂ iP̂ j
 , [X̂ i, X̂j] = [P̂ i, P̂ j] = 0 . (3)
The deformed X̂, P̂ operators in Eq.(3) can be represented in terms of the standard x̂, p̂ operators in the following
way
X̂ i = x̂ i , P̂ i =
p̂ i
1− βp̂2 . (4)
Its Hilbert space realization in the standard-momentum, p, representation has the form
X̂ iψ(p) = i∂piψ(p) , P̂
iψ(p) =
pi
1− βp2 ψ(p) ,
with the scalar product
〈ψ1|ψ2〉 =
∫
p2<β−1
d3pψ∗1(p)ψ2(p) .
Let us notice that the cutoff p2 < β−1 results from the fact that the whole space P ∈ R3 is covered by the new
coordinates p within the ball p ∈ Bβ =
{
p : p < β−1/2
}
, see Eq.(4). Or in other words, when p runs over the region[
0, β−1/2
)
, P covers the whole region [0,∞). It is worth noticing that the existence of this cutoff has an implicit
reference to modified Heisenberg’s uncertainty relation Eq.(1). Namely, the standard uncertainty relation can be
understood on the basis of Fourier transform since the spatial and momentum wave functions are related through it.
The Fourier transform has the property that the more tightly localized the spatial wave function is, the less tightly
localized the momentum function must be; and vice versa. Consequently, as in the modified theory the momentum
wave function can not be wider than ∼ β−1/2, the spatial wave function can not be localized beneath the region
∼ β1/2.
To be more concrete, one can prove the following statement. If the normalized function φ(x) (that is,∫
d3xφ∗(x)φ(x) = 1) admits the representation
φ(x) =
1
(2π)
3/2
∫
p2<β−1
d3p e−ip·xψ(p) , (5)
3then
∫
d3xφ∗(x)
(
xi − 〈xi〉)2 φ(x) ≥ 15β
16π
,
where, as usual, 〈x〉 ≡ ∫ d3xφ∗(x)xiφ(x). Namely, with no loss of generality, one can assume〈
pi
〉
=
∫
p2<β−1
d3p ψ∗(p)piψ(p) = 0 ,
then the standard uncertainty relation for the Fourier transform pair takes the form
∫
d3x
(
xi − 〈xi〉)2 |φ(x)|2 ≥ 1
4
∫
p2<β−1
d3p (pi)
2 |ψ(p)|2 =
β
4
∫
p˜2<1
d3p˜ (p˜i)
2
∣∣∣ψ˜(p˜)∣∣∣2 ,
where in the last expression we have used dimensionless quantities p˜i = β1/2p, ψ˜ = β−3/4ψ. From the normalization
condition
∫
p˜2<1
d3p˜
∣∣∣ψ˜∣∣∣2 = 1, one infers
∫
p˜2<1
d3p˜
(
p˜i
)2 ∣∣∣ψ˜(p˜)∣∣∣2 ≤ ∫
p˜2<1
d3p˜
(
p˜i
)2
=
∫
p˜2<1
d3p˜
p˜2
3
=
4π
15
,
that concludes the proof.
To summarize the formalism, the quantum mechanics gets modified in the following way. For finding the energy
spectrum we have now to solve the equation
Ĥφn(x) =
[
P̂2
2m
+ V
(
X̂
)]
φn(x) =
[
p̂2
2m (1− βp̂2)2 + V (x)
]
φn(x) = Enφn(x) , (6)
provided that φn(x) has the Fourier representation
φn(x) =
1
(2π)3/2
∫
p2<β−1
d3p e−ip·xψn(p) . (7)
Because the complexity of the minimum-length modified Schro¨dinger equation, one might find it reasonable to
forget some details and try to analyze it in the perturbative way. Namely, to rewrite Hamiltonian in the form
Ĥ = V (x) +
N∑
n=0
1 + n
2m
βnp̂2(n+1) + O
(
βN+1
)
, (8)
and solve the equation Hφn(x) = Enφn(x) order by order in β. Let us make the following generic comment about
the using of standard perturbation method for solving this sort of equation. To the first order in β one finds
Ĥ = p̂
2
2m
+ V (x) +
β
m
p̂4 , (9)
for which the standard perturbation theory can be used for estimating leading order corrections to the energy and
the wave-function [48]
Ĥ0φ(0)k = E(0)k φ(0)k , δEk =
〈
φ
(0)
k
∣∣∣ Ĥ1 ∣∣∣φ(0)k 〉 , δφk = ∑
j 6=k
φ
(0)
j
〈
φ
(0)
j
∣∣∣ Ĥ1 ∣∣∣φ(0)k 〉
E
(0)
k − E(0)j
, (10)
4here Ĥ1 stands for the perturbation Hamiltonian Ĥ1 = βp̂4/m. The Eq.(10) can be considered to be good approxi-
mation for solving the equation Ĥφk = Ekφk if certain conditions are satisfied. For clarifying this point let us recall
what are the validity conditions for using WKB approximation. The WKB method is widely used in physics for
obtaining an approximate solution for the linear differential equation whose highest derivative is multiplied by a small
parameter [48, 49]. Working in coordinate representation (for simplicity we consider one dimensional case given by
Eq.(2)) and keeping only leading correction, the equation Ĥφk = Ekφk turns into a fourth order differential equation
β
3m
d4φ
dx4
− 1
2m
d2φ
dx2
= [E − V (x)] φ .
The validity of the above approximation assumes that
β
∣∣∣∣d4φ(0)dx4
∣∣∣∣ ≪ ∣∣∣∣d2φ(0)dx2
∣∣∣∣ , that is, β ∣∣∣∣d4φ(0)dx4
∣∣∣∣ ≪ ∣∣∣[E − V (x)] φ(0)∣∣∣ . (11)
Evidently, the condition (11) is violated near the turning points: E − V (x) = 0.
The other ”simplified” approach can be the following naive inversion of Eq.(6)
p̂2φn(x) + 2m
(
1− βp̂2)2 [V (x) − En]φn(x) = 0 . (12)
One immediately notices an important qualitative difference between Eqs.(8, 12) that the ”exact” equation (12) is
the 4-th order differential equation while the Eq.(8) implies 2(N + 1)-th order differential equation.
Recently ml-QM has been applied to studying what happens to wave-function singularities upon minimum-length
deformed quantization [50–55]. An interesting question that occurs at this stage is to ask: What criteria constitute
the singularity avoidance, is the singularity avoided in quantum dynamics? Throughout this paper we address this
question. In what follows, by considering various examples (including the minimum-length deformed Wheeler-De Witt
equation) we will demonstrate that only proper treatment given by Eqs.(6, 7) leads to the avoidance of wave-function
singularities in the unique way.
III. HOW DOES ML-QM REGULARIZE SINGULARITIES? A FEW EXAMPLES
Example 1. (Exact solution). As a first illustrative example, let us consider the motion of a particle inside a
spherical cavity of radius R with impenetrable walls
V (r) =
{
0 , if r < R ,
∞ , if r ≥ R .
Recalling that the radial part of the Laplace operator in spherical coordinates has the form
∆ψ =
1
r2
∂
∂r
(
r2
∂ψ
∂r
)
,
after making the substitution ψ = χ/r one finds
∆
χ
r
=
1
r
∂2χ
∂r2
, ∆2
χ
r
=
1
r
∂4χ
∂r4
, ∆n
χ
r
=
1
r
∂2nχ
∂r2n
.
For ℓ = 0 we seek the eigenfunctions of the Hamiltonian inside the cavity
p̂2r
2m (1− βp̂2r)2
ψ(r) = Eψ(r)
in the form ψ ∝ exp(ikr)/r. So, we find
5k2
(1− βk2)2 = 2mE ,
the eigenfunctions can be written in the standard form
χn =
√
2
R
sin
(nπr
R
)
, (n = 1, 2, 3 . . .) ,
that results in the energy spectrum
kn =
nπ
R
, ⇒ En = k
2
n
2m (1− βk2n)2
.
Because of the cut-off kn < β
−1/2 we can not take the limit R → 0, the radius of the cavity is now bounded from
below by the condition R > nπ
√
β. One can estimate the pressure exerted on the walls of cavity by using the first
law of thermodynamics dE = −PdV
Pn = − ∂En
∂R
1
4πR2
=
n
4mR4
[
kn
(1− βk2n)2
+
2βk3n
(1− βk2n)3
]
.
So, the pressure in the ψn state becomes infinite as R approaches the value nπ
√
β, or otherwise, when kn approaches
β−1/2.
Example 2. (Semi-classical analysis). Let us now consider a semi-classical treatment of the particle motion
in the potential1 −α/rs by using the Hamiltonian (6). A particle confined to a small region of radius r about the
origin will have (because of quantum fluctuations) the momentum of the order of 1/r (that is estimated simply via
the uncertainty relation2). The average value of the energy is approximately [48, 56, 57]
E(r) =
p2
2m (1 − βp2)2 −
α
rs
≃ r
2
m (r2 − β)2 −
α
rs
. (13)
It is evident that even for s > 2 there is lower bound on the energy. Namely, when r approaches β1/2 the first term in
Eq.(13) becomes sharply growing thus compensating the second term. If we restrict ourselves to the leading correction
in β, the Eq.(13) takes the form
E(r) ≃ 1
mr2
+
2β
r4
− α
rs
. (14)
From eq.(14) one infers that the fall to the center can be avoided if s < 4. Thus, the inclusion of higher and higher
corrections in β will stabilize the wave-function ”collapse” for higher and higher values of s, but it is the exact
expression (13) that shows that the fall to the center is avoided for an arbitrary value of s.
Example 3. (Perturbative treatment). Going beyond the semi-classical treatment, let us first notice that
for strongly attractive potentials the wave function oscillates indefinitely on the way to the origin, that is, there is a
divergence as r → 0 producing an infinite oscillation representing the classical singularity [58–60]. Now let us use the
perturbative treatment and see how the β term in Eq.(9) might alter the situation. After the substitution φ = ψ/r,
the radial part of the Schro¨dinger equation for ℓ = 0 takes the form
β
d4ψ
dr4
+
[
4β
r2
− 1
2
]
d2ψ
dr2
− 8β
r3
dψ
dr
+
[
8β
r4
− 1
r2
− mE − mα
rs
]
ψ(r) = 0 . (15)
1 One may think of it as a Coulomb potential in a higher-dimensional space.
2 Let us recall that between xi and pk there are standard uncertainty relations: δxiδpk = δik/2.
6Assuming 0 < s < 4, then for r ≪ √β the Eq.(15) is completely dominated by the β terms and reduces to
d4ψ
dr4
+
4
r2
d2ψ
dr2
− 8
r3
dψ
dr
+
8
r4
ψ = 0 ,
for which one readily finds the following solution: ψ ∼ rν
ν4 − 6ν3 + 15ν2 − 18ν + 8 = 0 , ν1 = 1 , ν2 = 2 , ν3 = 3− i
√
7
2
, ν4 =
3+ i
√
7
2
,
φ(r) = A1 + A2r + A3
√
r cos
(√
7
2
ln
r
β
)
+A4
√
r sin
(√
7
2
ln
r
β
)
. (16)
The singular behaviour is reflected by the last two terms in Eq.(16). So, to avoid them we have to take A3 = A4 = 0.
For distance r ≫ √β the beta terms become less essential; in this regime one arrives at the standard Schro¨dinger
equation. Thus, roughly speaking, the solution for r .
√
β will be given by Eq.(16) with A3 = A4 = 0 that should be
matched with the solution of the standard Schro¨dinger equation (representing the solution for r &
√
β) in the vicinity
of r ≃ √β.
IV. COSMOLOGICAL SINGULARITIES IN LIGHT OF THE MINIMUM-LENGTH DEFORMED
WHEELER-DE WITT EQUATION
1. Wheeler-De Witt equation
In the spirit of the above discussion one can address the problem of cosmological singularity as well.
L = √−g
[
− R
16πGN
+
∂µφ∂
µφ
2
− U (φ)
]
,
in a closed Friedmann-Lemaˆıtre-Robertson-Walker metric
ds2 = N2(t)dt2 − a2(t)
[
dr2
1− κr2 + r
2dΩ22
]
= N2(t)dt2 − b2(t)dΩ23 ,
where dΩ22 and dΩ
2
3 are the line elements of the unit 2 and 3 spheres, respectively, and b = aκ
−1/2. So, the scale
factor b has the dimension of length. The Wheeler-DeWitt equation takes the form [61]
[
GNb
−qp̂b bqp̂b
3π
− p̂
2
φ
4π2b2
+
3πb2
4GN
− 2π2b4U (φ)
]
Ψ(b, φ) = 0 . (17)
where p̂b = −i∂/∂b and p̂φ = −i∂/∂φ and the combination b−qp̂b bq p̂b accounts for the operator ordering ambiguity.
Let us for simplicity consider a specific case U = 0. In this case Eq.(17) reduces to
[
GNb
−q p̂b bqp̂b
3π
− p̂
2
φ
4π2b2
+
3πb2
4GN
]
Ψ(b, φ) = 0 ,
where now variables b and φ can be separated Ψ(b, φ) = Ψ(b) exp(iσφ) leading to
[
GNb
−q p̂b bqp̂b
3π
− σ
2
4π2b2
+
3πb2
4GN
]
Ψ(b) = 0 . (18)
72. Minimum-length modified Wheeler-De Witt equation
Let us forget about the operator ordering (we take q = 0) and write minimum-length modified version of Eq.(18)
in the following form
[
GN P̂
2
b
3π
− P̂
2
φ
4π2b2
+
3πb2
4GN
]
Ψ(b, φ) = GN p̂2b
3π
[
1− β
(
p̂2b + p̂
2
φ
)]2 − p̂2φ
4π2b2
[
1− β
(
p̂2b + p̂
2
φ
)]2 + 3πb24GN
Ψ(b, φ) = 0 .
Making substitution Ψ(b, φ) = Ψ(b) exp(iσφ) this equation reduces to
[
GN p̂
2
b
3π [1− β (p̂2b + σ2)]2
− σ
2
4π2b2 [1− β (p̂2b + σ2)]2
+
3πb2
4GN
]
Ψ(b) = 0 . (19)
Denoting
Ψ˜(b) ≡ 1
[1− β (p̂2b + σ2)]
2 Ψ(b) ,
the Eq.(19) takes the form (actually, here we use the inversion prescription Eq.(12))
(
GN p̂
2
b
3π
− σ
2
4π2b2
+
3πb2
4GN
[
1− β (p̂2b + σ2)]2) Ψ˜(b) = 0 ,
which in the limit b→ 0 can be written in a somewhat simplified form
(
GN p̂
2
b
3π
+
3πb2p̂4b
4GN
− σ
2
4π2b2
)
Ψ˜(b) = 0 . (20)
From Eq.(20) one sees that if this equation admits a regular solution Ψ(b) it should occur at the expense of p̂4b term.
Looking at different solutions of equation
(
d4
dz4
− κ
z4
)
Ψ˜(z) = 0 ,
(we use the package Mathematica-8)
κ = 0.1 , Ψ˜(z) =
C1
z0.0161823
+ C2 × z1.05146 + C3 × z1.94854 + C4 × z3.01618 , (21)
κ = 1 , Ψ˜(z) = C1 × z
(
3−
√
5+4
√
2
)/
2
+ C2 × z
(
3+
√
5+4
√
2
)/
2
+
C3 × z3/2 cos
(√
−5 + 4√2
2
ln(z)
)
+ C4 × z3/2 sin
(√
−5 + 4√2
2
ln(z)
)
, (22)
κ = 50 , Ψ˜(z) = C1 × z
(
3−
√
5+4
√
51
)/
2
+ C2 × z
(
3+
√
5+4
√
51
)/
2
+
C3 × z3/2 cos
(√
−5 + 4√51
2
ln(z)
)
+ C4 × z3/2 sin
(√
−5 + 4√51
2
ln(z)
)
, (23)
one concludes that the wave-function Ψ(b) =
[
1− β (p̂2b + σ2)]2 Ψ˜(b), which contains the fourth derivative of Ψ˜(b),
can not be regular at b = 0 for arbitrary values of σ.
Having discussed the above subtleties of the wave function in ml-QM, we can now enquire into the interpretation
of it.
8V. THE ISSUES OF WAVE FUNCTION AND GAUGE INVARIANCE IN ML-QM
The Lagrangian for a non-relativistic charged particle moving in a given electromagnetic field is given by [47]-§16
L = mr˙
2
2
+ qA · r˙ − qφ , (24)
and hence the Hamiltonian takes the form, P = mr˙+ qA,
H = (P − qA)
2
2m
+ qφ . (25)
The transition to quantum mechanics implies the replacement of P with the momentum operator [48]-§111. Following
this prescription, in the case of ml-QM one obtains
Ĥ =
(
P̂ − qA
)2
2m
+ qφ =
P̂2
2m
− q
2m
(
P̂ ·A + A · P̂
)
+
q2A2
2m
+ qφ . (26)
Let us now derive the quantum mechanical expression for the electric current. It can be derived via the formula
δ〈H〉Ψ = −
∫
d3x δA · J , (27)
where δ〈H〉Ψ stands for the variation of 〈Ψ|Ĥ|Ψ〉 caused by the variation δA, see [48]-§115. The variation of Eq.(26)
with respect to δA amounts to the equation
δ〈Ψ|Ĥ|Ψ〉 =
∫
d3xΨ∗
−q
(
P̂ · δA + δA · P̂
)
2m
+
q2A · δA
m
Ψ ,
which after using the equality
∫
d3xΨ∗P̂ · δAΨ = −
∫
d3x δA ·ΨP̂Ψ∗ ,
(that can easily be obtained by using repeated integration and taking into account that each time the surface integral
at spatial infinity vanishes) reduces to
δ〈Ψ|Ĥ|Ψ〉 =
∫
d3x
q2A · δA
m
Ψ∗Ψ +
∫
d3x
qδA ·
(
ΨP̂Ψ∗ − Ψ∗P̂Ψ
)
2m
. (28)
In absence of the background field, from Eq.(28) one finds the current density in the form
J =
Ψ∗P̂Ψ − ΨP̂Ψ∗
2m
=
i
2m
(
Ψ
∇
1 + β∆
Ψ∗ − Ψ∗ ∇
1 + β∆
Ψ
)
, (29)
which clearly indicates that the continuity equation
∂ (Ψ∗Ψ)
∂t
+ divJ = 0 ,
does not hold any more.
The expression of current that would satisfy the continuity equation immediately follows from the equation
92mi∂t(Ψ
∗Ψ) = Ψ∗P̂2Ψ−ΨP̂2Ψ∗ =
∞∑
n=0
(1 + n)βn
[
Ψ∗ (−∆)(n+1)Ψ−Ψ(−∆)(n+1)Ψ∗
]
. (30)
Using the partial-differentiation
Ψ∗∂2Ψ = ∂(Ψ∗∂Ψ)− ∂Ψ∗∂Ψ ,
Ψ∗∂4Ψ = ∂(Ψ∗∂3Ψ)− ∂Ψ∗∂3Ψ = ∂(Ψ∗∂3Ψ)− ∂(∂Ψ∗∂2Ψ) + ∂2Ψ∗∂2Ψ ,
Ψ∗∂6Ψ = ∂(Ψ∗∂5Ψ)− ∂Ψ∗∂5Ψ = ∂(Ψ∗∂5Ψ)− ∂(∂Ψ∗∂4Ψ) + ∂2Ψ∗∂4Ψ =
∂(Ψ∗∂5Ψ)− ∂(∂Ψ∗∂4Ψ) + ∂(∂2Ψ∗∂3Ψ)− ∂3Ψ∗∂3Ψ .
one finds
∞∑
n=0
(1 + n)βn
[
Ψ∗ (−∆)(n+1)Ψ − Ψ(−∆)(n+1)Ψ∗
]
=
div
[ ∞∑
n=0
(1 + n)βn(−1)n+1 (Ψ∗∇2n+1Ψ − Ψ∇2n+1Ψ∗) +
∞∑
n=1
(1 + n)βn(−1)n+1 (∇Ψ∗∇2nΨ − ∇Ψ∇2nΨ∗) +
∞∑
n=2
(1 + n)βn(−1)n+1 (∇2Ψ∗∇2n−1Ψ − ∇2Ψ∇2n−1Ψ∗) +
∞∑
n=3
(1 + n)βn(−1)n+1 (∇3Ψ∗∇2n−2Ψ − ∇3Ψ∇2n−2Ψ∗) + · · · ] . (31)
Let us notice that this sort of current (truncated to first order in β) is used in [62].
Another interesting point is the gauge invariance. In the framework of quantum mechanics, the gauge transformation
A → A +∇f, φ → φ − ∂tf in the Schro¨dinger equation is compensated by the wave-function transformation Ψ →
Ψexp(iqf). But now this sort of gauge invariance is violated. It implies that the vector potential has to be seen as a
real physical field in ml-QM [63]. This point will be addressed in more detail in the following section.
VI. INTERACTION OF CHARGED FIELD WITH THE ELECTROMAGNETIC ONE
The action for a charged scalar field in the framework of ml-QFT can be written in the form
W [Φ] = −
∫
d4x
2
[
P̂µΦP̂
µΦ∗ +m2ΦΦ∗
]
= −
∫
d4x
2
[
P̂0ΦP̂
0Φ∗ − P̂Φ · P̂Φ∗ +m2ΦΦ∗
]
, (32)
where P̂0 = i∂t. That is, (Dt ≡ ∂t, Di ≡ ∂i(1 + β∆)−1)
W [Φ] =
∫
d4x
2
[DµΦDµΦ∗ − m2ΦΦ∗] , (33)
which results in the equation of motion
DµDµ Φ + m2Φ ≡ ∂2t Φ −
∆
(1 + β∆)
2 Φ + m
2Φ = 0 .
10
A. ml-QFT - Noether current
Clearly, the Lagrangian has the U(1) symmetry Φ→ eiαΦ, Φ∗ → e−iαΦ∗, which (in the standard case) is connected
with the conservation of electromagnetic current. Following the reasoning of Noether’s theorem one finds (Φ1 ≡
Φ, Φ2 ≡ Φ∗)
∂L
∂α
= 0 =
∂L
∂Φk
∂Φk
∂α
+
∂L
∂ (DµΦk)
∂ (DµΦk)
∂α
=
∂L
∂Φk
∂Φk
∂α
+
∂L
∂ (DµΦk) Dµ
∂Φk
∂α
. (34)
Using here the equation of motion
∂L
∂Φk
= Dµ ∂L
∂ (DµΦk) ,
from Eq.(34) one gets
(
Dµ ∂L
∂ (DµΦk)
)
∂Φk
∂α
+
∂L
∂ (DµΦk) Dµ
∂Φk
∂α
=
i (DµDµΦ∗)Φ− i (DµDµΦ)Φ∗ + iDµΦ∗DµΦ− iDµΦDµΦ∗ = 0 . (35)
The equation (35) reduces to
∂µ [i (∂
µΦ∗)Φ− iΦ∗∂µΦ]− i
∞∑
n=1
(1 + n)βn
[
Φ∗ (−∆)(n+1) Φ − Φ (−∆)(n+1) Φ∗
]
−
i∂iΦ
∗
∞∑
l=1
∂i (−β∆)l Φ+ i
∞∑
n=1
∂i (−β∆)n Φ∂iΦ∗ − i
∞∑
n=1
∂i (−β∆)n Φ∗
∞∑
l=1
∂i (−β∆)l Φ+
i
∞∑
n=1
∂i (−β∆)n Φ
∞∑
l=1
∂i (−β∆)l Φ∗ = 0 .
To the first order in β this relation takes the form
∂µ [i (∂
µΦ∗)Φ− iΦ∗∂µΦ]− iβ [2Φ∗∆2Φ − 2Φ∆2Φ∗ − ∂iΦ∗∂i∆Φ+ ∂i∆Φ∂iΦ∗] =
∂µ [i (∂
µΦ∗)Φ− iΦ∗∂µΦ]− iβ∂j [2Φ∗∂j∆Φ − 2Φ∂j∆Φ∗ − 3∂jΦ∗∆Φ + ∆Φ∂jΦ∗] = 0 .
So that the zero component of the current will have the standard form
J0 = iΦ∗∂0Φ − i (∂0Φ∗)Φ , (36)
while J i gets modified as
Jj = iΦ∗∂jΦ − i (∂jΦ∗)Φ− iβ [2Φ∗∂j∆Φ − 2Φ∂j∆Φ∗ − 3∂jΦ∗∆Φ + ∆Φ∂jΦ∗] . (37)
B. Coupling to the electromagnetic field
The coupling to an external electromagnetic field can be introduced by replacing Pµ in Eq.(33) with the Pµ − eAµ
[66]-§32. That means to define ”covariant” derivative as
∇µ = Dµ + ieAµ , (38)
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W [Φ] =
∫
d4x
1
2
[DµΦDµΦ∗ − m2ΦΦ∗ + ieAµ {Φ∗DµΦ − (DµΦ∗)Φ}] , (39)
Let us emphasize that the action (39) is not invariant under the gauge transformation
Φ → eiαΦ , Aµ → Aµ − ie
−iα
e
Dµeiα .
This description of the electromagnetic coupling seems to us the most intuitive picture following immediately from
Eq.(26) than making the gauging of U(1) symmetry in Eq.(33), that is, replacing ∂µ in Eq.(33) with ∂µ+ieAµ [67, 68].
To have an uniform picture, the kinetic term for the electromagnetic field can be introduced merely by replacing:
∂µ → Dµ in the tensor of the electromagnetic field
Fµν = ∂µAν − ∂νAµ → Fµν = DµAν − DνAµ .
This definition of kinetic term goes back to the paper [67]. For yet another approach to the electromagnetic kinetic
term see [69]. An alternative path used in paper [69] consists of the following steps. The standard action is taken as
a starting point
W = − 1
4
∫
d4xFµνF
µν =
1
4
∫
d4x [2F0iF0i − FikFik] = 1
2
∫
d4x
[
E2 − B2] .
Then the the gauge conditions A0 = ∂iAi = 0 are imposed that results in
W = 1
2
∫
dt d3x
[
(∂0A)
2 − (∇×A)2
]
.
The operator ∇ is identified with p = −i∇ and the modification due to momentum deformation is understood as
W = 1
2
∫
dt d3x
[
(∂0A)
2 − (P×A)2
]
.
In analogy to the U(1) case, for the Yang-Mills field one can write
W = −1
4
∫
d4xSp (FµνFµν) , Fµν = DµAν − DνAµ + ig [Aµ, Aν ] .
The equation of motion can be derived easily in the matrix form
δW = −1
2
∫
d4xSp (FµνδFµν) ,
where
δFµν = DµδAν + igδAµAν + igAµδAν − (µ↔ ν) .
Because the antisymmetry of Fµν
δW = −
∫
d4xSp {Fµν (DµδAν + igδAµAν + igAµδAν)} .
The first term in this equation can be integrated by parts, throwing away the surface terms and using the cyclic
properties of the Spur, it reduces to
12
δW =
∫
d4xSp {(DµFµν + ig [Aµ,Fµν ]) δAν} ,
from which we read off the equation of motion in the matrix form
DµFµν + ig [Aµ,Fµν ] = 0 .
If the coupling of Yang-Mills field to the external source is introduced:
∫
d4xSp (AνJν), then one obtains the equation
of motion
DµFµν + ig [Aµ,Fµν ] = Jν .
Let us focus on U(1) case; the Maxwell equations get modified as
DµFµν = Jν .
To see how the Poisson equation gets modified, let us consider a static source: J0(x), Jj = 0. One obtains the equation
DjFj0 = DjDjA0 = − ∆
(1 + β∆)
2 A0 = J0(x) . (40)
To make a proper analysis of this equation let us recall that the operator ∆ (1 + β∆)
−2
arises as a result of using the
deformed momentum operator in field theory (see Eq.(32)). Therefore, the Fourier representation of the field includes
the cutoff p2 < β−1 (see the section Introduction)
A0(x) =
1
(2π)
3/2
∫
p2<β−1
d3p e−ip·xA0(p) ,
and similar cutoff is implied for the current as well
J0(x) =
1
(2π)
3/2
∫
p2<β−1
d3p e−ip·xJ0(p) .
For this reason, one infers that the source J0 cannot be localized beneath the Planck length (see the section Intro-
duction). The solution of Eq.(40) reads as
A0(x) =
1
(2π)
3/2
∫
p2<β−1
d3p e−ip·x
(
1− βp2)2 J0(p)
p2
.
For the source represented by the following cutoff version of the δ function
J0(x) =
1
(2π)
3/2
∫
p2<β−1
d3p e−ip·x ,
the expression for A0 can be found in [70]. Let us notice, that the corrected Newtonian potentials due to deformed
dispersion relations were studied in a few papers [71–73] and recently in [74, 75].
In order for Aµ to have the equation similar to the Eq.(34), one has to require a subsidiary condition DµAµ = 0;
then for the free field the equation of motion takes the form DµDµAν = 0. This insures to have similar dispersion
relations for scalar and vector particles. But now the condition DµAµ = 0 implies two polarization degrees of freedom
instead of four.
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VII. CLASSICAL LIMIT FOR ML-QM
A. Minimum-length deformed classical dynamics
In ml-QM the Hamilton’s operator takes the form given by Eq.(6). For the velocity operator one finds3 [48]
v̂ ≡ ˙̂r = i
[
Ĥ, r̂
]
=
∞∑
n=0
(1 + n)βn
2m
[
p̂2(n+1), r̂
]
=
p̂
m
∞∑
n=0
(1 + n)2βnp̂2n =
p̂
m
1 + βp̂2
(1 − βp̂2)3 .
To pass to the classical mechanics one has to replace the commutator with the Poisson bracket [48]
i
~
[
f̂1, f̂2
]
→ {f1, f2} .
So we arrive at the Hamilton equations
r˙ = {H, r} , p˙ = {H, p} ,
with the standard Poisson brackets [76]
{xi, xk} = 0 , {pi, pk} = 0 , {pi, xk} = δik ,
and modified Hamiltonian, see Eq.(6),
H = p
2
2m (1 − βp2)2 + V (r) . (41)
B. Kepler’s problem
In classical dynamics there are only two cases in which all the bounded orbits in central fields are closed, namely,
V (r) = ar2, a > 0 and V (r) = −α/r, α > 0. The Hamiltonian for describing the motion in a Newtonian potential
gets modified as (see Eq.(41))
H = p
2
2m (1 − βp2)2 −
α
r
= H0 +
∞∑
n=1
(1 + n)βnp2(n+1)
2m
.
The angular momentum L = r× p is still conserved
dL
dt
= {H, L} = r×
(
− α
r2
r
r
)
+
d
dp
(
p2
2m (1 − βp2)2
)
p
p
× p = 0 .
So, the motion occurs in the plane perpendicular to L. Let x, y be rectangular coordinates in this plane. Then from
the equations of motion one gets
x˙ = {H, x} = px
m
1 + βp2
(1 − βp2)3 , y˙ = {H, y} =
py
m
1 + βp2
(1 − βp2)3 ,
3 The calculation is easy to do in the p representation: p̂ = p, r̂ = i∂/∂p.
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and correspondingly
m
√
x˙2 + y˙2 = p
1 + βp2
(1 − βp2)3 = p + 4βp
3 + 9β2p5 + 16β3p7 + 25β4p9 + O
(
β5
)
. (42)
Can we restrict ourselves to the first order in β in discussing the motion of solar system planets? The validity of this
approximation means that βm2v2 ≪ 1. Taking β ∼ l2P ≡ m−2P , one observes that since the mean orbital velocities
of the planets are by a few orders of magnitude smaller than the light velocity in vacuum but their masses are much
more greater as compared to mP , the above condition is not satisfied. Using the mean orbital velocities and masses
of planets one gets that the order of magnitude for βm2v2 varies from 1054 to 1064. For the motion of moon around
the earth this quantity is of the order of 1047.
Let us focus on the motion of the moon in earth’s gravitational field. The energy expression (which is certainly a
conserved quantity) takes the form
E =
P2
2Mmoon
− m
−2
P MearthMmoon
r
, (43)
where Mearth = 5.9736 × 1024 kg and Mmoon = 0.07349 × 1024 kg [77]. Using mP ≈ 2.17651 × 10−8 kg one finds
m−2P MearthMmoon ≈ 0.2017 × 1040. The orbital velocities of the moon at the perigee r+ = 363300km and apogee
r− = 405500 km are v
(0)
+ = 1.076km/s and v
(0)
− = 0.964 km/s respectively [77] (we introduced the notation v
(0) to
distinct between standard and modified cases). From Eq.(42) one observes that for this range of velocities p2 is close
to 1/β with a great accuracy. This fact allows to somewhat simplify the Eq.(42)
mv = p
1 + βp2
(1 − βp2)3 = P
3
(
β +
1
p2
)
≈ 2βP 3 . (44)
Now taking v− = v
(0)
− and β = m
−2
P , from Eqs.(43, 44) one finds
(v+
2
)2/3
=
(
v
(0)
−
2
)2/3
+
(
Mmoon
mP
)4/3 ([
v
(0)
+
]2
−
[
v
(0)
−
]2)
. (45)
Substituting the above cited quantities in Eq.(45) one finds (in natural units)
v+ ≃ 1043 .
VIII. DISCUSSION
We address a number of questions concerning the broad class of ml-QM admitting Hilbert space representation in
which the deformation is completely ascribed to the momentum operator [78]. From the very outset it is obvious that
QM underlying the minimum-length deformed uncertainty relation should forbid the localization of wave function in
the configuration space beneath the length scale
√
β. In a particular Hilbert space representation of ml-QM used
throughout this paper, this fact is reflected by the appearance of cutoff on p. Otherwise speaking, the Hilbert space
of state vectors is restricted to the functions admitting the representation (5). So, loosely speaking, the singular
behaviour of the wave function is uniquely avoided from the very outset, it not a dynamical effect; the corrections to
the Hamiltonian do not provide any other mechanism for avoiding the wave-function singularities.
Let us notice that for ensuring δx &
√
β it suffices to assume the cutoff p . β−1/2 and abandon additional
deformation of the theory. To make this point clearer, let us start from a first order Lagrangian describing the motion
of a single particle
L = pix˙i − H(x,p) , i = 1, 2, 3. (46)
Upon introducing a new variable for the momentum p→ P, the Eq.(46) and the corresponding equations of motion
take the form
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L = pi (P) x˙i − H (x,p (P)) = pi (P) x˙i − H˜ (x,P) ,
∂pi
∂Pk
P˙k = − ∂H˜
∂xi
,
∂pi
∂Pk
x˙i =
∂H˜
∂Pk
. (47)
Here the matrix ∂pi/∂Pk is invertible since we assumed that the change of variables is well defined. So the Eq.(47)
can be written as
P˙k = − ∂Pk
∂pi
∂H˜
∂xi
, x˙i =
∂Pk
∂pi
∂H˜
∂Pk
. (48)
One can now put the Eq.(48) in the form
P˙k =
{
H˜, Pk
}
=
∂H˜
∂xi
{
xi, Pk
}
+
∂H˜
∂Pi
{Pi, Pk} ,
x˙i =
{
H˜, xi
}
=
∂H˜
∂xk
{
xk, xi
}
+
∂H˜
∂Pk
{
Pk, x
i
}
,
under assumption that the brackets are defined as
{Pi, Pk} = 0 =
{
xi, xk
}
,
{
Pk, x
i
}
=
∂Pk
∂pi
. (49)
As the change of variables p → P entails the modification H → H˜, in doing the reverse procedure (starting from
Eq.(49)) one might first make the transformation P→ p and then use the standard Hamiltonian. Following this way,
in the case of ml-QM one would arrive at the standard Hamiltonian with a cutoff on p.
The following important step is to examine the meaning of the wave-function and some related issues. First we
ask how to introduce electromagnetic interaction in ml-QM. To answer this question, we take into account that
the standard rule for inclusion of electromagnetism in quantum mechanics ∇ → ∇ + iqA comes from the fact that
classically the coupling of the electromagnetism to the particle leads to the replacement P → P + qA; see Eqs.(24,
25). Taking the same classical picture as a starting point, one notices that in the case of ml-QM the transition
to quantum formalism is achieved with the transcription P → −i∇/ (1 + β∆) and therefore an interaction with an
external electromagnetic field is introduced by the substitution ∇/ (1 + β∆) → ∇/ (1 + β∆) + iqA; see Eqs.(4, 26).
That is, we uniquely follow the way: P̂→ P̂+ qA. Generalization of this rule to the case of four-potential (A0,A) is
straightforward as the operator P̂ 0 is unmodified; see Eqs.(32, 33, 38). Let us notice that our approach differs from
that one suggested in [67, 68] to use the rule ∂µ → ∂µ + iqAµ for all ∂µ operators in the deformed momentum. The
proposal of [67, 68] leads to the infinite number of interaction terms, that is, the interaction term is represented as a
series of powers of β. In our case it is easy to see that one arrives at a finite number of interaction terms, see Eq.(39).
Next, we ask how to derive the expression of electric current in ml-QM. Following the Landau-Lifshitz derivation,
see Eq.(27), the electric current is defined by means of the background electromagnetic field A as
δ〈H〉Ψ
δA(x)
= J(x) .
But the current derived this way does not satisfy the continuity equation and therefore the standard probabilistic
interpretation of the wave-function becomes obscure, Eq.(29). On the other hand, one can define the conserved
current immediately from the Schro¨dinger equation, but then its physical interpretation becomes obscure, Eqs.(30,
31). Similarly, in the case of ml-QFT Noether’s current, see Eqs.(36, 37), does not coincide with the one that comes
immediately from the action functional after inclusion of the electromagnetic field, Eq.(39).
Another interesting question is the gauge invariance; the above discussion manifests the violation of gauge invariance
in ml-QM, ml-QFT (last paragraph in section II and the Eq.(39)). Therefore, the degrees of freedom that are reduced
due to gauge invariance in the standard case are now physical. But, nevertheless, in order to have the same dispersion
relation for all particles, one has to impose on the electromagnetic field the additional condition (last paragraph in
section III).
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Finally (section IV) we point out dangerous implications of ml-QM for classical physics. Namely, its classical
counterpart manifests huge effects when applied for the motion of planets. Similar observations were made in [79] in
the framework of different Hilbert space representation of ml-QM and also in [80]. The latter paper used the above
discussed representation but consideration was restricted to the first order in β that for our purposes can not be
considered a good approximation.
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