Abstract: An integrated energy system not only provides a platform for multi-energy coupling utilisation but also satisfies users' diversified energy demands. However, in view of the enormous amount of integrated energy data and the difficulty of analysing the characteristics of that data, an integrated energy-analysis method based on sparse clustering and compressed sensing is proposed in this study. This method uses the fuzzy c-means algorithm to construct an over-complete dictionary and then compresses, collects, and reconstructs the integrated energy data using the compressed sensing theory method. This process analyses integrated energy-load characteristics accurately and also solves the problem of low data-transmission efficiency. Simulation results show that the method is suitable for analysing and processing integrated load data in integrated energy systems.
Introduction
Recently, with the improvement in integrated energy applicationmanagement technology and the development of energy Internet technology [1, 2] , integrated energy analysis has been applied to residential buildings. However, accuracy in classifying integrated energy-load characteristics has become increasingly important to energy planning. If the analysis of comprehensive energy-load characteristics is accurate, it can accurately reflect the operational status of integrated energy systems in regional buildings. This makes managing and regulating user energy-consumption behavior convenient, which is critical to the planning of integrated energy systems and credible estimation. An integrated energy system combines multiple energy sources and is characterised by extensive data that inevitably leads to high transmission pressure. In addition, the analysis of different energy data in turn possess difficulties for analysing the characteristics of integrated load data. In response to the aforementioned problems, many scholars have conducted in-depth research on integrated energy systems, data compression, and load characteristic analysis. For example, Chen et al. [3] analysed the structure and advantages of regional integrated energy systems. It considered the coupling relationship between energy sources and described the transformation, circulation, distribution, and storage of energy in different links. Wei et al. [4] proposed a peak load-shifting model to smooth the net load curve of integrated electricity and naturalgas energy systems by coordinating the effects of power-to-gas and gas-fired generators. The model also considered the economy of system operations. Ambrose and James [5] studied the collection, storage, and maintenance of different energy data to prevent data loss. Zhang et al. [6] analyses the technology innovation direction of construction of Global Energy Interconnection (GEI) and the advantages of big data technologies in supporting GEI development, and then gives some typical application scenarios to illustrate the application value of big data. In research on data compression, Zhang et al. [7] proposed a power system datacompression method based on the traditional matching pursuit algorithm, which allows extensive power system data to reduce the huge pressure in the system transmission and storage. In [8] , an adaptive fuzzy c-means (FCM) clustering method for power-load characteristics was proposed, and the application of clustering analysis to load the characteristic classification was discussed. The algorithm automatically acquired optimal classification data and improved the accuracy of data analysis. In [9] , an FCM clustering algorithm and the pattern-recognition principle were applied, and a classification and synthesis method based on the daily load curve for electricity use was proposed. The study concluded that their method could accurately classify a user's daily load curve.
As mentioned above, the traditional methods for integrated energy data compression and energy-load characteristics analysis are, respectively, studied. In this study, an integrated energy-load characteristic-analysis method based on sparse clustering and compressed sensing is proposed. The major difficulty with this method is designing an over-complete dictionary. First, an FCM algorithm is used to train the integrated energy data samples to obtain an over-complete dictionary, which has the characteristics of data classification and sample sparsity. Then, the compressed sensing algorithm is used for data processing while simultaneously analysing integrated energy-load characteristics. This method is used to mine integrated energy-use load characteristics, thus facilitating integrated energy analysis.
System architecture for integrated energy-load characteristic analysis
The architecture of our integrated energy-analysis system is shown in Fig. 1 . It is divided into three main parts: integrated energy data collection for regional buildings, data relay, and integrated energy data analysis. Data collection for the integrated energy use of regional buildings utilises a terminal for real-time sampled data (such as a smart metre), temporarily stores the data in the data relay, and then performs selection and compression on the sampled data [10] [11] [12] . Next, it reconstructs the data and analyses the load characteristics by applying the compressed sensing theory and the constructed over-complete dictionary. We used the energy data to select the best matching atom in the over-complete dictionary and combined the optimal atom-matching and atomic curves with matching weight to analyse the energy-use characteristics. Finally, the analysis results were fed back to the energy-demand measurement response-monitoring centre or the integrated management department for energy-consumption analysis and management of user integrated energy data.
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Overall concept of the algorithm
This study proposes a method of analysing energy characteristics based on compressed sensing. We use the compressed sensing algorithm and over-complete dictionary to complete data sampling, data compression, and energy characteristic analysis, and then reconstruct the original data using a nonlinear reconstruction algorithm. We use integrated energy data for electricity and gas to test our method, where the integrated energy data type is p = p 1 , p 2 . The integrated energy load data must be processed based on the following three factors of compressed sensing theory [13, 14] .
(i) Obtain sparse data for load data x p ∈ (n, m). This method is mainly used to obtain the projection coefficient z p ∈ (n, m) using the over-complete dictionary D. The number of non-zero data elements in z p is much smaller than in the n × m data.
where U i = 1 n A ⋅ B i denotes the union of matrix A multiplied by each column in matrix B.
(ii) Obtain an observation vector y ∈ (n, q) using the observation matrix Φ ∈ (q, m), where q ≪ m.
In this formula, the observation matrix Φ must satisfy the restricted isometry property [15] [16] [17] to ensure the measurement matrix does not map two different sets of sparse data onto the same set and that the load data x is not broken.
(iii) Solve the original data estimated value x^p and reconstruct the original data.
where ‖·‖ 0 expresses the ℓ 0 norm, that is, the number of non-zero elements.
To facilitate the analysis of the energy characteristics of the reconstructed data according to the aforementioned method, designing an over-complete dictionary D with clustering and sparse characteristics according to the characteristics of the energy data is first required. Fig. 2 is a flowchart of the energy-use analysis method based on the compressed sensing proposed in this study.
In Fig. 2 , the design of the over-complete dictionary is obtained by analysing numerous load-data features and employing iterative FCM algorithms [18] . When designing a load characteristicanalysis algorithm, we first use the wavelet transform to divide the frequency based on the waveform characteristics of the load data [19] [20] [21] . The dictionary atomic window function is then constructed by combining it with the Gaussian window function. Next, the FCM algorithm is used to find additional corresponding atoms and complete the construction of the over-complete dictionary. Optimal atom-matching is then performed with the dictionary by improving the orthogonal matching pursuit (OMP) reconstruction algorithm based on the Dice coefficient (DOMP algorithm) [22, 23] . Finally, the energy-use characteristics are analysed based on the atom-matching characteristics.
Over-complete dictionary design based on FCM clustering algorithm
The FCM algorithm designs an over-complete dictionary according to energy-use characteristics. Fig. 3 shows five types of energy consumption, taking user electricity as an example. To analyse the load characteristics of user energy in combination with compressed sensing, constructing an over-complete dictionary that meets the corresponding requirements is an a priori condition. Fig. 3 shows that each type of energy consumption can be considered a waveform with different specifications. For different waveform characteristics, we first use the wavelet transform method to find the high-and low-frequency bands f h and f l , respectively. We then obtain the atomic window function for the over-complete dictionary by constructing the waveform using the Gaussian window function. Finally, the FCM algorithm iteratively constructs the different types of dictionary atoms φ i , where
Since the wavelet transform divides the frequency of the signal, the data signal is separated as high-and low-frequency filtering h[n] and l[n], respectively. This principle is illustrated in Fig. 4 .
We apply the discrete wavelet transform [24] formula as follows:
where x i is the original signal, z[(i−b)/ɑ] is the mother wavelet, ɑ is the scale factor, and b is the shift factor. The high-and lowfrequency bands f rh and f rl of the waveform, respectively, can be obtained by wavelet transform. The waveform is constructed using a Gaussian window function to obtain the high-and low-frequency band atom window functions g rh and g rl of the corresponding waveform, respectively.
where r is the index of g r , and a, C 1 , C 2 , s, and k 0 are the Gaussian window function parameters with values set to a > 0, C 1 = 1, C 2 = 1/4, s = 2, and k 0 = consf. Then, by fitting the atomic window function of each band, we obtain the atomic window function used to construct the dictionary.
The FCM algorithm is used to find additional matching atoms of the over-complete dictionary by utilising the atomic window function. First, we obtain a set of sample functions. Then, g rh and g rl in (5) are used as cluster centres, and the distances of the two sample data points from the cluster centres are calculated as d rh j and d rl j , respectively.
where x j represents the jth sample. Then, the membership matrix U of the FCM algorithm can be expressed as
where L is the number of users sampled, with L = 1, 2, 3, … , M. The dictionary atom of the high-and low-frequency bands can be expressed, respectively, as
The atomic representation of each frequency band obtained by (9) is as follows:
The atoms in each column can be represented as the sum of the atoms in the high-and low-frequency sections.
Based on the previous algorithm analysis, each dictionary atom retains data characteristics corresponding to the original sample data, and each atom can be considered an atomic group containing N elements. After the Mth iteration of processing, the final constructed dictionary is represented as
Improved DOMP algorithm
Dictionary atoms obtained by using the FCM clustering algorithm combined with the constructed atomic window function will have similarities. Therefore, a compressed sensing reconstruction algorithm is needed to select the correct atoms from the overcomplete dictionary. In this study, we used the DOMP algorithm for this purpose. This algorithm transforms the inner productmatching atom in the traditional OMP algorithm into a Dice similarity coefficient-matching atom. The traditional OMP algorithm exploits the similarity of the inner product metric mainly to calculate the cosine of the angle between the two vectors [25] . The cosine of the angle between any two vectors φ and r is defined as
In this formula, the greater the cosine value, the smaller the angle between the two vectors in space and the higher the vector similarity. However, when the atomic similarity in the dictionary is high, selecting an atom similar to the important component of the residual signal is difficult. The Dice coefficient-matching criterion adopted in the DOMP algorithm is defined as
The difference between this formula and the angle cosine value is that the denominator uses the arithmetic mean of the sum of the squares of each component in the vector to replace the geometric mean [26] . Since the arithmetic mean value effectively highlights the role of important components in vectors, the atom-matching criterion based on the Dice coefficient can more accurately select the atoms that match the residual vectors from the dictionary. Integrated energy data can be completed through reconstruction by the DOMP algorithm according to the following five steps:
(i) Input the observation matrix; then, obtain the observation value y by (2), the number of iterations k = 1, and the initial r 0 = y. (ii) From the dictionary, select the atom that best matches the residual signal and add it to the support set Ω.
where
) represents the similarity coefficient between the residual data and the Dice coefficient of the dictionary atom. (iii) Use the existing atoms in the support set to approximate the original data.
(iv) Update the residual data.
(v) For k = k + 1, repeat Steps 2-4 until the stop iteration condition is met and x^p is output.
We can see from (15) that the DOMP and OMP algorithms are similar at each iteration, and calculating the similarity between each dictionary atom and the residual is then necessary. Therefore, the size of the dictionary directly affects the complexity of the DOMP algorithm. We use distributed processing for atom and residual matching to converge the improved DOMP algorithm. First, the wavelet transform was performed on the residual data to analyse the high-and low-frequency bands f h and f l , respectively. Each dictionary atom in an over-complete dictionary retains the data characteristics corresponding to the original sample data, and each dictionary atom also has different high-and low-frequency bands. Therefore, to match the atom to the residual, we first match the high-and low-frequency bands of the atom and then select the atomic frequency band that matches the residual. We then match the elements of the corresponding frequency-band atom. By improving the DOMP algorithm, we avoid matching residuals with each atom, which improves the computational efficiency of the algorithm.
Analysis of energy characteristics of integrated energy
We applied the above algorithm and load characteristic analysis to analyse the energy-using characteristics of regional building users. Table 1 shows the experimental results obtained by the above compressed sensing reconstruction method for the 210 users' energy data. The average relative reconstruction error, reconstruction rate, and compression rate of each energy-using are analysed. It can be seen from the table that the average relative error is very small, and the average reconstruction rate and the average compression ratio are also ideal. It is concluded that the time-domain reconstruction results are relatively stable, and can satisfy the premise of improving the data transmission efficiency and ensuring that data are seldom lost so as to ensure the accuracy of load-data characteristic analysis.
Energy characteristics analysis
To analyse the electrical and gas energy characteristics of 210 users in a building, we used the atom-matching process of the aforementioned algorithm to obtain the characteristics of two energy-matching atoms. Figs. 5 and 6 show the typical energy-type characteristics of the two-energy data in the dictionary atommatching process.
Integrated energy data were used in the improved DOMP algorithm reconstruction process to optimise the dictionary atom when using the over-complete dictionary. In the process of atom optimisation, we mainly analysed the energy-use characteristics based on the atom-matching amplitude and weights as well as the optimal atom-matching curve.
Figs. 5 and 6 show that the two-energy data are divided into four categories: A, B, C, and D. Each type of atomic match contains many similar user energy data observations. We selected typical types to analyse the characteristics of the energy consumption. In these figures, the abscissa is the unit time, whereas the ordinate is the amplitude.
The right half of Fig. 5 shows the optimal matching atom obtained by the atomic optimisation process as well as the atommatching curve plotted according to the first three sizes of values of the atomic weights. We combined these results with the original data curves of the left half of the figure to analyse the energy characteristics. The power consumption of Class A users was concentrated from 8:00 to 20:00 in the daytime, and the peak-tovalley difference was large. We can see from the figure that Class A is mainly unemployed and shows both high energy consumption and high potential for energy consumption regulation. Classes B and C have similar feature types. For B and C, the optimal atommatching curve has double peaks, and the peak-to-valley difference of the atom-matching amplitude is large. Therefore, the potential for electricity regulation is also large. In addition, from the optimal atom-matching curve, we can see that the power consumption of Class B users is concentrated at 8:00 and 20:00 with that of Class C users being similar. Therefore, we determined that Class B and C users mainly work during the day and consume high energy outside regular business hours. The energy characteristics of Class D users are different from the aforementioned three types, where the optimal atom-matching curve and the weight of the first three atom curves are moderate. Therefore, we determined that Class D has less potential for power regulation and mainly consists of vacant rooms and cases of low energy consumption. The proportions of the aforementioned four energy consumption patterns for the 210 users are shown in Fig. 7 .
Based on the aforementioned electricity data atom-matching characteristic analysis, Fig. 7 shows that the percentage of Class B users is the highest, that of Class A users is the second highest, and that of Class D users is the lowest. In addition, Classes B and C account for more than half of all users collected, indicating that workers are the main residents of the entire community. We can see from the analysis of the energy characteristics in Fig. 5 that users in Classes A, B, and C have great potential for power regulation. Therefore, the analysis can be used for peak-to-peak management or price control to eliminate power-usage shortages.
The atom-matching characteristic analysis for the user gas data is similar to that of the aforementioned user power data. The gas atom-matching types are also divided into the four categories of A, B, C, and D, as shown in Fig. 6 . The optimal atom-matching curves of Classes A and C have two peak characteristics, and the atommatching amplitude and peak-to-valley differences are large. We thus determined that Classes A and C have similar atom-matching characteristics, and these users have great potential for gas regulation. Therefore, the user type is mainly working class with medium energy consumption. The optimal matching atomic curve for Class B users is similar to that of Class A users in Fig. 5 , but the data atom-matching characteristics are different. Energy consumption by Class B users is concentrated from 4:00 to 22:00. Thus, the proportion of 1-day energy use is large. Therefore, such users can be defined as unemployed, having low energyconsumption potential. The type of gas user in Class D is similar to that of Class D shown in Fig. 5 . Therefore, this type is mainly that of vacant rooms, and the potential for gas regulation is low. The proportions of the aforementioned four energy-consumption patterns for the 210 users are shown in Fig. 8 . Fig. 8 shows that the proportion of Class C users is the largest, that of Class A users is the second highest, and that of Class D users is the lowest. Compared with the proportion of the electricity user type shown in Fig. 7 , gas users A and C and power users B and C are similar. However, the Class B gas user and Class A power user belong to the same user type but have different energy characteristics. In addition, the Class B gas user has a small regulatory potential, whereas the Class A power user has a large regulatory potential. Finally, the Class D users of electricity and gas are of the same type.
In summary, the characteristics of the atom-matching curves shown in Figs. 5 and 6 reveal that each atom type has a common feature in the atomic optimisation process. In other words, each type of atom maintains the original characteristics from the highand low-frequency bands of matching atoms in the over-complete dictionary. Therefore, when matching is conducted in the atomic frequency band, the energy classification can be directly performed based on the size of the high-and low-frequency bands, the number of each frequency band, and the atomic amplitude (Fig. 9) .
Based on the percentages of user types shown in Figs. 7 and 8, we can see that the proportion of different users of the same type is also different. In summary, the similarities and differences of the energy characteristics of two types of energy users were analysed. In this regard, this study compared the user numbers of the different types of users who work and selected those for whom the two energy types were different, as shown in Table 2 .
To determine the correlations between the different energy types shown in Table 2 , electricity and gas users were separately analysed for the load-data characteristics of the two-energy users. The optimal atom-matching data of these two-energy users were summarised and the results are shown in Fig. 10 . We can see that Class E users concentrated on using electrical energy, whereas Class F users concentrated on using gas energy. We can also see that these users considered the complementary characteristics of electricity and gas when making their selections. Therefore, users with considerable regulatory potential adjusted the balance of energy and gas use according to the energy characteristics.
Algorithm performance analysis
Based on the previous analysis of energy characteristics, we can see that the data processing method of the algorithm in this study is different from that of traditional load-data analysis. Traditional load-data analysis uses the partition-clustering, hierarchical clustering, and fuzzy clustering methods to analyse data directly. The algorithm in this study combines compressed sensing and traditional clustering algorithms, which use the FCM clustering algorithm to construct the overload data atomic library. The load characteristics of all pre-processed data are included in an overcomplete atomic library. An integrated analysis of load data can be performed during the atom-matching process of compressed sensing theory. Moreover, the compressed collection integration of compressed sensing theory reduces the amount of load data processing and improves the efficiency of data processing.
This study used the k-means and FCM algorithms as examples. K-means clustering is a classical clustering method based on data partitioning, the primary purpose of which is to gather the original data into k clusters so that samples with similar attributes are in the same cluster. The FCM clustering algorithm is the most mature and representative of fuzzy clustering algorithms. As with other fuzzy clustering algorithms, it does not strictly divide every data point into a specific class. Instead, it minimises the objective function of the non-similarity index through iterative calculation to determine the final clustering centre.
Both of the aforementioned algorithms can be used for load characteristic analysis, and their disadvantage is that they do not apply adaptive clustering. To verify the advantages of this study's algorithm, we used the electric energy data given in Section 4.1 as sample data for testing and compared our algorithm with the FCM clustering and k-means clustering algorithms. The results are shown in Table 3 and Fig. 11 .
As the FCM clustering algorithm and k-means clustering algorithm cannot adaptively select the number of clustering results, this study set the number of clusters to 4 based on the analysis of power load characteristics from Section 4.1. Table 3 shows that the clustering results of the three-load data were similar but that the percentage of users in each category based on the three algorithms was different. Therefore, the three algorithms produced inevitable errors. The results of load characteristics classification of the three algorithms as given in Fig. 11 show that the accuracy of load characteristics classification of our algorithm was better than that of the traditional clustering algorithm. Besides, the operational time of our algorithm was faster than that of both the FCM clustering and k-means clustering algorithms. In addition, as can be seen from Table 1 , the data compression rate of the proposed algorithm is 20.9%, while the other two algorithms only analyse the original data, and there is no data compression. In order to analyse the compression rate of this algorithm, it is compared with the traditional compression algorithm, such as Huffman coding and operation coding based on statistics and Lempel-Ziv-Welch Encoding compression based on dictionary in lossless compression algorithm. As shown in Fig. 12 , it can be seen from the figure that the compression ratio of this method is better. Therefore, the algorithm in this paper can save data storage space and improve data-transmission efficiency. In summary, our proposed load-data analysis method based on compressed sensing and sparse clustering has the advantages of self-adaptability, reduced data processing, and higher computational efficiency when compared with the traditional load analysis method based on the clustering algorithm.
Conclusion
This study analysed the characteristics of integrated energy-load data collected by regional users. With the sparse clustering learning algorithm combined with the theory of compressed sensing, load data characteristic analysis and high data transmission efficiency were achieved. Experimental results showed that the proposed algorithmic theory and load-data characteristic analysis were effective and thus can be used in comprehensive smart energy management. In addition, our performance analysis of the algorithm showed that the algorithmic theory described in this study is different from previous load-data analyses. It is the first application in the field of comprehensive energy load-data characteristic analysis for regional users. A future work will study the integrated energy demand-side response. 
