Next wireless generation mobile networks will be composed of a large number of antennas at the base station (BS), which is known as massive multiple input multiple output (MIMO). Thanks to this technology, the BS can focus the energy on a user equipment (UE) or group of UEs to improve their throughput and the network capacity. We call these coverage areas virtual small cells (VSCs). Their main advantage is that they allow increasing the network capacity through a virtual densification, therefore, avoiding the deployment cost of new infrastructure. Identifying the dense traffic areas in real time and providing a good quality of service arises as a key challenge to be addressed. Our work focuses on the interaction between the VSCs and the identification of the dense traffic areas, where a feedback scheme is proposed. This feedback scheme is based on the location of these dense traffic areas provided by our proposed clustering methods. To conduct this research, we propose (i) a VSC architecture and system model with a specific codebook in order to avoid feedback overhead, and (ii) two positioning algorithms in order to determine the hotspots localization. The first positioning algorithm is based on K-means method and is centralized at the BS using Global Positioning System (GPS) coordinates, and the second one is based on cooperative communications using ultra-wideband (UWB) signals in order to avoid the network participation. Finally, simulations of these positioning methods intended for the use of the VSCs are presented. These results show significant improvement compared to already existing methods. Furthermore, these positioning methods highly reduce the feedback since, accordingly to our VSC model, the BS only requires angles information based on the localized hotspots.
Introduction
Ensuring constantly growing and changing capacity requirements with low infrastructure investment in mobile network is a key challenge for operators. The fourth-generation (4G) considers the introduction of small cells in addition to the base stations (BSs) to deal with dense traffic, as small cells help focusing energy on a given area such as commercial centers, stadiums, etc. Nevertheless, the use of small cells represents high investment for operators as they involves important capital expenditure (CAPEX), i.e. backhaul deployment, site acquisition and also operational expenditure (OPEX), as energy consumption and maintenance [1, 2] . This is justified when capacity requirements are stable over time and space.
*Correspondence: thomas.varelasantana@orange.com Orange Labs, 44 Avenue de la République, 92320 Châtillon, France Different challenges have been identified in future wireless communications. An important envisaged requirement is to provide great service in a crowded network [3] in a more energy-efficient way. Some examples of possible scenarios are meeting rooms at certain hours in business buildings, shopping, stadiums, open air festivals, public events, traffic jams, etc. Notice that the occurrence of these scenarios is non-predictable by the operator. The optimal solution, from the infrastructure point of view, could be to adapt the coverage of these unpredictable crowded areas, in terms of time and localization, as they are at the origin of dense traffic. The idea is to have an elastic network infrastructure. An example of this, is the Google Loon project [4] , where balloons equipped with antenna systems placed at the stratosphere at around 20 km from the surface of the earth and steered using the different wind current layers are used to provide coverage.
In order to avoid the small cells, two-dimensional (2D) large antenna array at the BS named massive multiple input multiple output (MIMO) can be exploited.
Adding more antennas at the BS provides more degree of freedom to the propagation channel between the transmitter and the receiver. Due to these degrees of freedom, higher diversity, and higher data rate can be achieved, increasing also the capacity [5] [6] [7] . Improvement of energy efficiency in cellular system using an increased number of antennas at the transmitter has been studied and explained in [6] (and references therein). With the use of 2D antenna elements highly directive beams to cover a given area can be created [8] . We call this concept virtual small cell (VSC) which consists of highly directive beam working in co-channel that point to cluster estimated hotspot, increasing the signal interference noise ratio (SINR) with massive MIMO at the BS and without small cells [9] . Reduction of co-channel interference by using an unlicensed band for the VSCs is proposed in [10] . Security and caching aspects for VSCs have been considered in [11, 12] respectively, while ergodic sum-rate has been derived in [13] for VSCs.
The benefits of VSCs compared to three-dimensional (3D) user equipment (UE)-specific beamforming (for massive MIMO) are the following:
• VSC allows to dynamically allocate the radio resources for each geographical zone according to the dynamic spatial traffic.
• VSCs are transparent for UEs, and can then be used for legacy UEs. On the contrary, UE-specific beamforming requires UEs that support the number of extend codebooks.
• VSCs are more robust to UE mobility and/or channel variations since the focalization area is wider. If the 3D UE-specific beamforming is narrow, the motion of the UE forces to rapidly update the precoding in order to refocus the energy on the new UE location.
A way to implement the VSCs according to the UEs position is to firstly evaluate the cellular traffic. Secondly, based on the previous cellular traffic analysis, the hotspots of UEs have to be identified. If the detected hotspot is new in the cell, and it respects the constraint location, a highly directive beam will be focused on it, i.e., a VSC is implemented. If hotspots in the database have disappeared, the associated VSCs are removed. By repeating these previous steps, we obtain a periodical methodology which gives us a general view on when to implement or eliminate the VSCs. This methodology has been presented in one of our previous works [14] and is summarized in Fig. 1 for reading clarity. Concerning the constraint locations, the performance of the VSC can vary depending on its steering point. There are basically two constraints to consider, the VSC steering point should not be too close to the macrocell and should not be at the bore-sight. This last point is more detailed and represented in Fig. 3 in Section 3.
To implement a VSC, the directive beam is guided thanks to a well design precoder. Precoding is a generalization of beamforming to support multi-stream transmission in multi-antenna wireless communications. It consists of a cell traffic evaluation, then in a second phase, we identify the hotspots of UEs based on the previous cellular traffic analysis. If the detected hotspot is new in the cell, a highly directive beam will be focused on it, i.e., a VSC is implemented. If hotspots in the database have disappear, the associated VSCs are removed Actually, such a precoder will be chosen depending on a predefined codebook based on specific characteristics of the detected hotspots. These characteristics are the center and the radius of the corresponding hotspot. Depending on operator strategies, several clustering methods have been developed for positioning in fifth-generation (5G) [15] in order to identify such a hotspot. One strategy is to centralize all the information at the BS [14] and another is to identify the hotspots without intervention of the BS by using direct device-to-device (D2D) link between all the UEs [16] . Both methods need synchronization whether at the BS or between the UEs [17] . Once a hotspot has been identified, an easy feedback can be performed in order to select the adequate precoder for the beam formation. Smooth feedback information is essential as the large number of antennas made the channel state information (CSI) very important and may cause huge amount of feedback overhead as each antenna needs a feedback from each device. In time division duplexing (TDD) mode, the reciprocity of the downlink and uplink could be used for channel estimation but reciprocity is not available in frequency division duplexing (FDD) mode where uplink and downlink occurs in separated bands. VSC requires less radio overhead for FDD. Indeed, the number of antenna ports for the case of VSC is reduced compared to the case of massive MIMO. In massive MIMO, one different downlink reference signal is needed for each antenna port [18, 19] . Therefore, the more antenna ports, the more radio signal overhead is needed at transmission. The feedback of VSC is smaller than the one required for massive MIMO while still able to track changes in the traffic generated by the group of served UEs. Our proposed feedback is based on index grouping transmission, where one index is selected from the codebook for each detected hotspot. Once the index information is available at the BS, we can select the adequate precoder and create the VSC. UE positioning applied to 5G cellular management networks has been deeply described for different scenarios in [20] and also an architecture improving time response using location for indoor scenarios is presented in [21] . VSCs could be also deployed in indoor scenarios, where nowadays small cells are more commonly used. The home/office scenario is given by the constant and recurrent human behavior, i.e., switching from houses to offices during the day, to shopping malls and restaurant areas. In this case, the traffic flow is predictive and therefore, operators can know in advance the occurrence of a high traffic demand in a given period of the day at a given location. To fulfill the capacity demand in the crowded areas, operators can previously program the activation and deactivation of VSCs pointing to the identified areas in the adequate periods. Also, giving coverage to deep indoor scenarios could be possible thanks to the high gain achieved by VSCs. This would substitute the installation of fix femtocells. Also, operators could cover specific floors in business buildings with VIP users having a punctual meeting or hosting an event.
The contributions of this work are the following:
• Whereas VSC is not a new topic, this paper is the first to provide explicit mathematical description of VSC implementation. In particular, we extend and apply the "one-ring" model to the VSCs and express the corresponding correlation matrix.
• The paper highlights the importance of hotspot location knowledge to efficiently implement VSCs. Indeed, the correlation matrix, number of antennas, codebook, and feedback of the VSC are strongly dependent on the hotspot location.
• Due to this hotspot location dependence, the paper proposes to study and compare hotspots location techniques by firstly generalizing a GPS-based method from [14] and secondly a cooperative UWB method.
• Finally, the paper gives a methodology on how to implement VSC in the real network by comparing different approaches for the steering of VSC.
The rest of this paper is organized as follows: in Section 3, we start defining the system model and the architecture of the VSC with SINR evaluation. Section 4 extends our model to the case of multi-VSCs by generalizing our system model and by proposing a codebook design for feedback scheme. Two methods for group localization are detailed in Section 5, one based on BS centralized strategy, and another distributed approach based on direct communication between the devices independently of the BS. We present the results in Section 6 and end by a conclusion in Section 7.
Method section
In this article, we first design the angles between the BS and the hotspot of UEs to identify. These angles are characterizing the beam. Then, the number of antennas has been also defined depending on the angles above. The system model for radio communication has been mathematically derived, first considering only one VSC and secondly considering multigroup of UEs, where the received signal and the SINR are expressed. A feedback based on codebook design is then proposed, which highly reduce the feedback overhead. The codebook only depends on the characteristics of the hotspots, which are the radius and the center localization. These characteristics are provided by two possible localization methods that are explained in the article. The first one is based on GPS positioning and use K-means algorithm. The second one is based on UWB positioning and use ToA estimation. Both methods have been compared in an outdoor LOS environment, and the UWB-based method provides better accuracy results, error estimation smaller than 1 cm in 50% of the cases.
Virtual small cell architecture and system model
We consider a specific area where major part of the UEs are localized inside. VSC could be implemented by common BSs, as long as the number of antennas is enough to steer the beam as required [9] . Note that there are two options when using a VSC. The first one is associating a different cell ID to the VSC with respect to the cell. This would correspond to network densification without new equipment deployment. The second one is to use the same cell ID (also same frequencies and mobility management) as that of the cell. In this case, the term VSC could be replaced by beam but would work similarly. This depends on the actual implementation of VSC, and particularly whether a different cell ID is given or not. Figure 2 describes the angles in the horizontal and vertical planes that are used for building a VSC. The VSC is hence defined by its steering θ tilt and his beamwidth θ 3dB in the vertical plane as presented in Fig. 2a . Those two angles can be respectively implemented using simple trigonometric functions: where dist is the projection in the vertical plane of the distance between the BS and the center of the localized hotspot, h is the height of the BS and r is the hotspot radius. From the horizontal plane, we can distinguish two other angles, ϕ tilt and ϕ 3dB as represented in Fig. 2b and expressed using trigonometric functions as follows:
where (x , y ) are the coordinates of the located hotspot and (x, y) the coordinates of the BS. The antenna elements (i.e., N v and N h antennas in the vertical and horizontal plane, respectively), used for creating a beam, depends on the angles above. They also depend on the array element distance λD, where λ is the wavelength factor and on the value 50 that has been given by an antenna expert of our group based on experiments for our topology:
The number of antenna elements at the BS is computed as:
where N mc are the antenna elements used for the macrocell and N VSC = N v × N h are the active antenna elements used to create a beam for the VSCs. This will automatically reduce the CSI feedback overhead because the number of antenna ports for the case of VSC is reduced compared to the case of massive MIMO (N VSC < M).
As stated in the introduction, the performance of the VSC can vary depending on its steering point:
• If the VSC steering point is close to the macrocell, the UEs will experience high interference from the macrocell. θ tilt will increase and its projection distance in the horizontal plane d θ tilt also, involving increased number of antenna elements in the vertical axis, as expressed in (5).
• If the VSC is steering towards the edge of the cell, i.e., if the azimuth angle ϕ tilt is close from bore-sight, the number of antennas required is higher as shown in (6).
These two location constraints are represented in Fig. 3 , where dashed areas represent the forbidden regions where VSCs will not be deployed.
Let us consider a BS, where M antennas elements are used by the VSC serving K UEs working in FDD over 
linear precoding is employed at the BS to support simultaneous downlink transmissions to K UEs. We call x ∈ C M the linearly precoded signal vector subject to the transmit power constraint E ||x|| 2 ≤ P. The received signals at the K UEs is represented by the vector y ∈ C K and can be expressed as
where
is the downlink channel matrix of the VSC and n ∼ N C (0, I K ) is the Gaussian noise. Also, the transmitted signal can be written as
where the individual precoder is w ∈ C K , P k = P K is the equally transmitted power allocation and s k ∈ C K represents the data streams.
Then, the received signal of the kth UE is given by
And the SINR for UE k can be analytically expressed as follows:
The work in [9] proposes a comparison between the three following schemes: (i) only macrocell, (ii) macrocell-picocell, and (iii) VSC. The network parameters are based on third Generation Partnership Project (3GPP) Long Term Evolution (LTE) (release 9) Technical Report 36.814 [22] and summarized in Table 1 .
Also from [22] antenna pattern is computed based on the 3D model as
with maximum attenuation A m , where for the vertical antenna pattern, and for the horizontal one
, A m (13) and the pathloss models used for the scenario "macrocell to UE" for non-line of sight (NLOS) is the one defined in the 2D 3GPP model:
where 
We consider an already localized hotspot of 40 m radius where the number of antenna elements are directly deduced (from (5) and (6)) and N mc = 10 antennas for the macrocell. LTE precoding (release 8) is used based on transmit beamforming concepts. The LTE specification defines a set of complex weighting matrices for combining the layers before transmission. Codebook selection provides some flexibility when attempting to improve and equalize the SINR at each receiver. We consider 20 UEs in outdoor location, where around 60% are inside the hotspot. The consideration of more UEs implies more positioning information and higher density, improving the performances of the VSCs. Please note that this scenario with 20 UEs is the one considered in the 3GPP Technical Report for evaluation 38.814 [22] . Anyhow, from operator point of view, 20 UEs communicating at the same time in full buffer represents a dense traffic scenario. A representation of the UEs repartition for the simulated scenario is presented in Fig. 4 .
By using a C++ internal system level simulator, also used in [9, 14, 23] , we observe that when implementing the VSC, almost 80% of the considered UEs are attached to the VSC in a macrocell-VSC scenario, against a total of 60% of UEs inside the picocell coverage for a typical macrocell-picocell scenario. This is because the VSC covers not only the UEs within the hotspot but also some that are close to it. In that sense, decreasing the percentage of UEs into a forming hotspot with same size will decrease the density, and as a consequence, degrade the performances of the VSC identification. In other words, density is a key condition for VSCs implementation process. SINRs of three scenarios, i.e., (i) only macrocell, (ii) macrocell-picocell, and (iii) macrocell-VSC scenarios, have been studied and plotted in Fig. 5 . The figure shows that SINR in the macrocell-VSC scheme follows the performance of the picocell scheme in 60% of the cases, and is as good as the only macrocell scheme for the rest while avoiding the deployment cost of picocells. A green approach on the macro site 3 BS LTE using picocells has been studied in [24] and a power consumption study for the proposed system is provided in [9] . Also a beamforming design minimizing the total power while maintaining throughput rate requirement is proposed in [10] .
Virtual small cell extended to several groups
In really dense networks, there may be several hotspots physically separated and the need of implementing several VSCs in parallel. As we have seen in the previous section, the number of antennas depend on the size and orientation of the located hotspot. The more hotspots we have to [9] . This figure represents the SINRs of three scenarios, i.e., only macrocell, macrocell-VSC, and macrocell-picocell scenarios. Figure shows that SINR in the macrocell-VSC scheme follows the performance of the picocell scheme in 60% of the cases, and is as good as the only macrocell scheme for the rest while avoiding the deployment cost of picocells deal with, the more antennas at the BS we need. Figure 6 illustrates the deployment of the VSCs (Fig. 6b ) that could replace the physical small cells (Fig. 6a) , avoiding significant deployment cost for the operator.
System model
Let us consider the case where several VSCs could coexist, M antennas at the BS serving K UEs with K ≤ M thanks to massive MIMO. The UEs are still working in FDD over a Rayleigh-fading channel. The received signal and UEs channel are still represented by Eq. (8) where the dimension M is much larger. Work in [3] shows that human activity tends to be spatially clustered. In the literature, one of the most famous scheme for grouping is the joint spatial division multiplexing [8] . This scheme exploits an appropriate partitioning of the UEs such that those in the same group are collocated and then share the same UE correlation matrix defined by the one-ring model. This will reduce the dimensionality of the effective channels and therefore achieve large multiplexing gains with reduced dimension channel training and transmitter's CSI feedback. We make the assumption that K UEs are partitioned into G groups (or G potential VSCs) where K g denotes the number of UEs in group g, not necessarily collocated, such that
The downlink channel of the general system can be written like
where H g is the downlink channel of the gth group. By extending the one-ring model to the notion of VSC, as shown in Fig. 7 , we can define the VSCs correlation matrix (Fig. 4b Macrocell-VSCs scheme.) that could replace the physical small cells (Fig. 4a Macrocell-picocell scheme.), avoiding significant deployment cost for the operator R g corresponding to the gth group covered by the gth VSC in outdoor environment as
for 0 ≤ i, j ≤ M−1, that are the index of the antenna position in the array and λD is the minimum distance between two antenna elements at the BS. In addition, please note that our model differs from [8] as we consider a group correlation matrix, where UEs are not necessarily collocated, whereas in [8] authors consider that each collocated UE have the same correlation matrix. To recall, when using the geometrical one-ring model, we consider a 120 o sector, obtained by using directional radiating elements, assuming that the sector is centered around the x axis (α = 0 azimuth angle), and that no energy is received for angles α / ∈ [−π/3, π/3]. Also, uniform linear array is supposed, so that the covariance matrix R g of the channel for a group g, with angle of arrival (AoA) ϕ tilt g and with angular spread of departure
2 to group g, can be used in (17) . The downlink channel of the gth group is expressed by applying the Karhunen-Loeve model, as
with g = diag(eig(R g )) ∈ C r g ×r g which represents the diagonal matrix containing the non-zero eigenvalues of R g , where R g is of rank r g . U g ∈ C M×r g is the associated eigenvectors matrix. The elements of G g ∈ C r g ×K g are distributed according to N C (0, 1). Also from (18), we can observe that the knowledge of R g is enough to characterized H g . This highlights the relationship between the correlation matrix and the channel matrix for users belonging to group g. Then, as in [8, 18] , we use a two-tier precoder (TTP) scheme for FDD massive MIMO systems, and the transmitted signal is expressed as
where B g ∈ C M×b g represents the outer precoder for the groups, or pre-Beamforming matrix while the inner precoder, or individual precoder is W g ∈ C b g ×K g and depends on the short-term effective channelH g = B H g H g . b g is an integer design parameter, P g ∈ C K g ×K g is the diagonal power allocation matrix √ P/K × I where I is the identity matrix and s g ∈ C K g represents the data streams for the gth group UEs.
Then, in comparison with the case where there was only one VSC (10) and (11), the received signal y gk and the SINR γ gk of the kth UE in the gth group are respectively given by
Codebook and feedback scheme
In FDD, the feedback problem is complex as the downlink and uplink do not share the same band, hence, no reciprocity could be used. A classical way is to estimate the downlink channel from a training phase and then fed back to the BS via uplink signaling. This scheme could introduce feedback overhead in case of large amount of antenna at the BS as it is the case in massive MIMO where the downlink training represents a significant amount of information. This feedback overhead will degrade the benefits of massive MIMO. Also a new feedback scheme has been introduced by Verizon where the BS periodically transmits beams at different angles by transmitting beam reference signal, also known as beam sweeping. UE maintains a candidate beam set and report the one with best beam reference signal received power [25] . We could extend beam sweeping to group of UEs and then perform the VSC. Another way is to consider a predefined codebook that is available at the UE and at the BS. As we are working in FDD, and in order to reduce the feedback overhead, we will provide a grouping feedback scheme.
As it can be seen in (20), the outer precoder B g is in charge of the grouping interference. This means that by effectively choosing this outer precoder, it can help canceling the effects of grouping interference. Information on the grouping downlink channel is needed for good outer precoder selection. As expressed in (18) , correlation matrix R g is enough to learn the downlink channel of the gth group, and R g depends on the angle information given by the knowledge of the hotspots location. By knowing the gth hotspot center location, its radius and the BS location, we can compute the correlation matrix R g and accordingly choose the outer precoder B g in order to avoid group interference.
Those previous inputs enable us to compute ϕ tilt and ϕ 3dB = ϕ 3dB 2 corresponding to the detected hotspot. We consider the following predefined codebook:
The values of the angles are compared with those in the codebook, where angles matching gives us the corresponding index i. While this index is known by the BS, whether because it has been given by a specific UE belonging to the hotspot or because it has been computed by the BS itself, we can select the pre-computed correlation matrix corresponding to the couple angles given by index i and then the outer precoder. The BS is now aware of the best precoding intended for this group and will apply it in order to focus the directive beam on the detected hotspot.
For the individual precoder W g , also called inner precoder, we can apply the same procedure as in Section 3 and consider only one hotspot or we can use the methodology given by [26] . There the UEs benefit from D2D technology and exchange their CSI such that a cluster head (CH) is aware of the global CSI and select the adequate precoder for each UE. Now the problem is how to detect the hotspots corresponding to the groups in order to find the angles ϕ 3dB g and ϕ tilt g for the correlation matrix R g such that the VSCs can be focused on the good direction.
Group localization
To be able to implement the VSCs, we have to characterize their center and their radius. In this section, we aim to develop algorithms to identify these two values depending on the operator strategy. Therefore, our algorithm is able to automatically detect hotspots and dynamically identify a variation of these two characteristics allowing the network to adapt in real time its coverage.
UEs mapping using Global Positioning System
Here we respond to the missing point of hotspot location by proposing a dynamic clustering algorithm based on Global Positioning System (GPS) coordinate location. We suppose that the BS benefits from minimization of drive tests (MDT) [27] which collects network quality information like UE coordinates, i.e., MDT geo-localize the UEs. Detailed location information provided by MDT reports, allows the operator to associate a set of MDT measurements with a physical location. The UEs are requested by the BS to acquire location information for a configured MDT session [28] . The knowledge of the UEs coordinates is hence available at the BS and can be used in order to find the hotspots. The BS will apply an algorithm based on the well known K-means that outputs or create clusters of UEs. Then, after some optimizations, we succeed on transforming the clusters into hotspots.
The general algorithm for hotspot detection is constructed as in [14] . First, K-means is an unsupervised learning algorithm that solves clustering problem. In Kmeans, a set of K data points and an integer C which represents the number of centers to evaluate are given. These centers are randomly defined and then optimized in order to minimize the mean squared distance from each data point to its nearest center [29] , as described between the lines 1 and 15 in Algorithm 1. Then, the optimal number of clusters is selected based on the distortion function provided by [30] , as explained in Algorithm 1 in lines 16 to 23. Secondly, to avoid UEs located far from the cluster and still grouped to it by K-means, a process that removes the far UEs is implemented, which is presented between lines 24 and 32. Also, please notice that if a cluster is considered as low populated it will be removed from the database, where n is a parameter configurable by the operator. The last optimization is on determining if the cluster can be smaller covering almost the same number of UEs by looking each cluster density thanks to their distortion values. Parameter p line 37 represents a fraction of the inter site distance.
In order to evaluate the potential of our algorithm, let us consider a system composed of 57 hexagonal cell with inter site distance (ISD) of 500 m. Then, in each cell, we have "created" a circle of 40 m radius and randomly placed 60% of the UEs inside and 40% outside this circle, as represented in Fig. 4 . We consider perfect GPS localization.
Algorithm 1 Hotspot identification BS requests for immediate MDT data from the subscriber UE
end for end while Estimate the distortion for each cluster:
end for
Determine estimation function f (C) with d (dimension) and α C (weight factor)
if C = 2 and d > 1
if C > 2 and d > 1 (24) end for Select the optimal number of clusters:
where d k,C is UE k distance from his center C Compute standard deviation:
Remove UE k from U C end if end for if |U C | < nK where n = 15% then 35: remove cluster C end if Compute the average distortion of each clusterĪ C =
Recompute this algorithm from line 25 40: else Compute cluster radius r C opt (C) = r C end if end for Output: M C opt and r C opt The error GPS localization will be taken into account in Section 6. When applying the proposed hotspot identification algorithm to each cell and by repeating the process 100 times, we obtain a probability of 55% of detecting one hotspot per sector, 41% of detecting two hotspots and 4% of detecting three hotspots. This means that new groups of UEs have been detected. Also, the hotspot identification algorithm is covering 72% of the total population which is 12% more than the considered cellular system. Furthermore, after repeating the process hundred times, half of the radius measured are between 30 and 45 m, as it can be seen in Fig. 8 .
In Fig. 9 , 25% of the radius are below 32.7 m, half of the radius are below 39.4 m and 75% of the radius are below 50 m. A nearly Gaussian distribution for the cluster radius is observed which means that the closest value from the mean are more able to appear than the others. This is satisfactory as half of the clusters radius are close to 40 m. Now that the BS is aware of the center location and radius of the detected hotspot, the couple (ϕ tilt , ϕ 3dB ) can be computed thanks to (3) and (4), then a comparison is made between this couple of angles and the ones in the predefined codebook C in (22) . The index i, corresponding to the closest couple in C with respect to the calculated one, is chosen and gives the pre-computed correlation matrix corresponding to index i and then the outer precoder is deduce as explained in Section 4.2.
However, depending on the operator strategy, it might be more interesting to have a centralized hotspot localization at the UE side such that the BS is not overcharged by the UEs data. Furthermore, GPS provides a meter accuracy, which might be non-sufficient. In the next subsection, UEs are localized based on radio links. 
UE mapping using direct radio links
In this section, instead of studying a centralized positioning algorithm at the BS, as presented in the previous subsection, we will provide a UE level algorithm using only distances between the UEs. In that sense, we suppose that all the UEs are able to directly communicate between each other, i.e., they have D2D communication capability, where this technology has been added to the 3GPP release 12 [31] . Usually, studies on D2D are about increasing the data rate [32] or extending coverage. It has also been proved that within a certain distance it is better to communicate through D2D than passing through the cellular BS [33] . In this paper, we would like to create a map of all the UEs by exchanging information in order to detect neighbors devices as in [34] [35] [36] . The information exchanged will be only distance parameters and no angles as in [34] , as the axis of the mobile device depends on current orientation or altitude which implies that the angles are perpetually changing. Before going further, we are going to see how can the distances be measured between two devices without angle information and without anchor nodes, as in [35] . In order to detect the neighbor UE with highest possible accuracy, we propose to consider ultra-wideband (UWB) signals between the UE, which will help to provide D2D positioning. UWB is part of the IEEE 802.15 working group which specifies wireless personal area network (WPAN) standards [37] . In that sense, we may expect a future use of UWB for D2D communications. Through its very large bandwidth, UWB radio link emits short low energy pulses and can achieve high immunity against interference and fading, unlike ultrasound or infrared. Furthermore, UWB has low energy consumption [38] and very high accuracy thanks to its wide frequency band [39] as it is indicated by Cramer-Rao lower band (CRLB) [40] . A disadvantage of UWB is its coverage range which can be solved thanks to a well organized routing topology between the smart devices, as explained in Section 5.2.3. From the ranging techniques perspective, time of arrival (ToA) is a one-way time difference between the moment the receiver detects the transmitters' signal and the time when the transmitter sends the signal. Usually, ToA offers a better accuracy than received signal strength and AoA for UWB positioning systems thanks to the high time resolution. Fortunately, due to the large bandwidth of UWB signal, multi-path components are often resolvable without the use of complex algorithms [41] . And due to existing high performance ToA estimation for UWB in NLOS [42] [43] [44] , we will focus on this ranging technique. In order to work with ToA, we need to suppose perfect synchronization between the UEs. Now that signal localization and ranging techniques are known, we will start the localization.
Group mapping methodology
First of all, a CH is chosen according to the desired strategy, e.g., in [45] authors select for each VSC a CH that will be in charge of connecting all the UEs belonging to the same VSC. In our paper, a CH has a specific processor capable of generating the treatment of the algorithm map, in order to represent the UEs in part of an area. The CH is also the first UE launching the algorithm procedure. As described in Fig. 10 , first the CH will broadcast an information group message to the neighbors' UEs including a group ID, radio resources for transmission and reception of localization signal and also a threshold P of power limit. Once an unlocalized UE, called blind UE, receives the information group message, if this UE is interested by joining the group, he will broadcast back a positive response to the UEs already localized by using the radio resources provided by the CH. Evaluated distance between the transmitter and the receiver will be transmitted to the CH. During the initialization step of the map, as we have a limited distance knowledge of the neighbor UEs, any blind UE is able to integrate our map as long as the threshold received power P is satisfied. The initialization map is the smallest possible map that we are able to form, and is composed of at least four UEs as stated in the Proposition 1 and proved in a previous work [16] .
Proposition 1 With only n = 4
UEs and the knowledge of C 2 n = 6 distances named d ij ∈ R between UE i and j (∀{i, j} n i=1,j>i ), we can map the n UEs in an orthonormal coordinate system where the origin corresponds to the CH or any other UE.
CH is included within these four UEs. He is aware of the six distances between them, and each distance provides an equation such as
between UE i and j, with four unknown values (each UE has two coordinates). We then have six equations of this type for the case of four UEs (eight unknown values). Actually, as the wanted map is relative to the CH, we can consider that the CH coordinates are at the origin of the map and are (0, 0). So we finally have six equations for six unknown values, that consist of a solvable system of equations. Once the initial map is formed, this means that we have a map of at least four UEs. Then, when a blind UE k wants to join the map, if an already localized UE receives a signal from the previous one with a received power P k < P, the algorithm will not be launched as we consider only the reliable signals for distance estimation. Trilateration method is enough in order to add a blind UE k to our map, as we need the distances between the new UE and three other UEs (h, i, and j) already localized. The blind UE k is located at the intersection of the three circles of center h, i, and j and radius d hk , d ik , and d jk , respectively. The three distances used to localize the blind UE k correspond to the three most accurate distances selected thanks to the received power. If the threshold power P is too high such that the CH does not collect at least three signals, P will be reduced at the next iteration. Finally, if a UE is added to the map, a broadcast of the map is possible and an integration message is sent by the CH to the new UE.
Proposition 2
With n > 4, a map can be created with only 6 + 3(n − 4) < C 2 n distances.
Proposition 2, provided in [16] means that we do not need to know all the distances between all the UEs in order to form a map. In order to add a blind UE to our map, we will need to solve a system of three equations such as (25) . Also for good accuracy of the system, we will accept an incertitude of +/− x meters in order to solve our system of equations. It will give output a location zone for blind UE called measurement incertitude, as represented in Fig. 11 , If the system of equations provides no solution, i.e., no location zone, this means that one of the distance values does not match with the others, which may happen in case of strong error estimation of a distance. If this occurs, the CH will look for another distance, called redundant distance, possibly available at the CH as detailed in Corollary 1.
Corollary 1
In the case of mapping failure due to error distance estimation (n > 4), we benefit from additional n − 4 redundant distances to create a map.
When adding UE n into a map, we benefit from n−1 new possible distances. In order to add this new UE into the map, we only need additional [6 + 3(n − 4)] −[6 + 3(n − 1 − 4)] = 3 distances (i.e., based on Proposition 2). So we benefit from n − 1 − 3 = n − 4 additional distances in case of mapping failure. The redundant distances are directly affected by the threshold P, as higher P is, less redundant distances will be available. If no solution is provided by our system of equations, we reduce P. But even with such selection, the zone where blind UE k is possibly localized is still inaccurate.
Accuracy improvement
In the previous section, the estimated blind UE position is normally the center of the zone, which might not be accurate enough as illustrated in Fig. 11 . In this section, we will focus on improving the accuracy of the trilateration. Algorithm 2 needs as input parameters the set of the three best distances D between the blind UE and the group U of already localized UEs. The goal of the algorithm is to tight this zones, given by trilateration, by dividing it into sub zones and selecting the appropriated one. The procedure is based on dichotomy research where the value parameter for selection is represented by line 13 in Algorithm 2. Each iteration gives output a more accurate zone where its center is selected as the estimated location of the blind UE. All these steps are detailed in Algorithm 2, and once we apply this algorithm to the previous measurement incertitude zone (Fig. 11) , we see an improvement of the accuracy as our estimated position is closer to the real one (Fig. 12) .
Algorithm 2 Map accuracy
the new UE and the UEs already localized Compute their centers and perimeters C = {c 1 , c 2 , c 3 , c 4 } and {P 1 , P 2 , P 3 , P 4 } resp. for i = 1 : |C| do Sum i = 0 9:
end for end for Z=z k and P Z =P k where k = arg min k∈ [1,|C|] Sum k
15:
Est_ue = c z end while
UWB coverage extension and multi-group detection
As the coverage of UWB is limited to around 20 m [46] , this rang has to be increased in order to satisfy the VSCs coverage specifications which is around 40 m, as the VSCs are supposed to replace the picocells. One obvious option is by relaying the UWB signals. Let us now introduce UEs that have relaying capabilities. Our network is hence composed of four type of UEs:
• The CH, which is the one that launches the localization procedure and computes its corresponding map. • The localized UE, which has been detected by a group. Its position is known by the CH. Once a localized UE belongs to a group, it stops listening to others group information signals.
• The blind UE, which has not been localize by any group and is still listening to group information signals.
• The relaying UE, that is localized at the border of its corresponding groups and is still listening to group information signals. Its goal is to relay the broadcast localization signal send by the CH in order to extend the coverage. It is elected as relaying UE by any UE that is transmitting the group information broadcast signal, i.e., by a CH or any other relay.
We suppose that each UE is composed of a frame that is divided into three subframes, one for the group ID, one for the role of the UE (CH, relaying, localized, or blind UE), and one for the number of hops to the CH.
As mentioned in Section 5.2.1, the CH is computing the localization map (see Fig. 10 ). Once the maximum UWB coverage rang is achieved and the map is performed, the CH will select the relaying UEs localized in the border of the group. All these UEs will be informed by the CH of their group ID, role (localized or relaying UE) and number of hops to the CH. Then, the relaying UEs will extend the UWB coverage by retransmitting the group information broadcast signal intended to the still blind UEs and repeat the same procedure until no UEs are localized.
In the case that a relay from group g detects a CH or a relay belonging to group h, this means that there may be one hotspot instead of two. In such a case, relay from group g and h will compare their corresponding hops subframe, and the one with less number of hops with its corresponding CH will change of group. Automatically, all the UEs attached to the relay that just made a group change will belong to the new group too. Their group ID subframe will change and the number of hops will be incremented. This is represented in Fig. 13 , where UE gi and UE hj are two relays belonging to two different groups g and h, respectively. One of these relays detect the other, and they compare their subframe corresponding to the number of hops to their respective CH. Here, the number of hops of UE gi is 2 and the one of UE hj is 1 so group h will be integrated into group g as represented in the figure. Also, the number of hops in the subframe of UE hj is now 3 and the role of CH h has changed into relaying UE and its corresponding number of hops is now 4. Now that the coverage extension of UWB localization is no more a problem, we can apply part of the Algorithm 1 in order to transform the map of a group of UEs into a map of hotspot.
Results for UE mapping using UWB signals
We will now apply our UWB localization method and see how accurate it is in line of sight (LOS) and NLOS outdoor environment.
The channel model used below respects the IEEE 802.15.4a standards for UWB. As we are following the European regulation, we selected the best bandwidth B which is 1 GHz centered in f c = 3993.6 MHz where f c represents the carrier frequency [47] . We recall the pathloss model defined in IEEE 802.15.4a standards for UWB:
where PL represent the pathloss, PL 0 (dB) and n are specific values depending on the channel model. d is the real distance between the transmitter and the receiver [46] . The signal to noise ratio (SNR) is expressed as SNR dB = P t − PL − P n (27) where P t and P n are the transmitted and noisy power, respectively. From the standards [46] , their power density are equal to − 41 dBm/MHz and − 174 dBm/Hz, respectively. As our bandwidth is B = 1 GHz, P t = − 41 dB and P n = − 114 dB. Because we use estimated distances as input, we focused on the CRLB distance error which is one of the most commonly used measure of ToA accuracy [40] . From [41] , the accuracy of ToA can be improved by increasing the SNR or the effective signal bandwidth. Since UWB signals have very large bandwidths, we benefit from extremely accurate location estimation using ToA via UWB radios. Also an approximation method of the CRLB when using UWB signals is introduced in [48] and an other one using millimeter-wave (mm-wave) is proposed in [49] . The distance error, d CRLB , is given by the CRLB and the estimated distance is d + d CRLB , where
The measurements were done following the IEEE 802.15.4a standards for LOS and NLOS in outdoors [46] . 13 UWB coverage extension. This figure represents the case where a relay from group g detects a relay belonging to group h. This means that there may be one hotspot instead of two. In such a case, relay from group g and h will compare their hops with their corresponding CH, and the one with less number of hops will change group. Automatically, all the UEs attached to the relay that just made a group change will belong to the new group too Figure 14 presents the repartition depending on the error between the blind UE position and the estimated position for LOS and NLOS outdoor. These results are obtained after 100 simulations. The simulation results show that the localization accuracy in LOS environments has an estimation error below 2 cm in 73% of the cases and below 55 cm in 71% of the case in NLOS environments. Please notice that half of errors estimation are below 1 cm in LOS. Also, for LOS static UEs, [50] In the next section, we compare our results to GPS approach used in our first group localization method in Section 5.1 whose error localization will be considered and is around 10 m in LOS outdoor environment [51] ; as GPS remains the notorious outdoor localization technique. Meanwhile, we propose a solution for the step after ToA estimations, several works focus on resolving the most common problems of ToA signals [52] [53] [54] [55] . Please notice that we can achieve even better results with our algorithm while combining these two visions, i.e., use efficient ToA as input to our algorithm. The CHs have now the maps of the hotspots from its point of view, i.e., from the orthonormal coordinate system where it is located at the origin. So, supposing that the CH is aware of its cellular coordinates and also the ones of another UE in its map, it will be able to compute the center location and radius of the mapped hotspot. The couple (ϕ tilt , ϕ 3dB ) are deduce from (3) and (4), then a comparison is made between this couple and the ones in the predefined codebook C in (22) , available at CH side. The index i, corresponding to the closest couple in C with respect to the calculated one, is chosen and fed back to the BS. As only the CH is feeding back to the BS and not all the UEs, this will avoid feedback overhead for the case of large amount of transmit antennas. The BS can now choose the pre-computed correlation matrix corresponding to index i and then the outer precoder is deduced and applied in order to focus the directive beams on the detected hotspots.
Remark 1

Results and discussion
As our hotspot localization methods are intended for the use of the VSCs, we consider a cellular system with 150 UEs distributed in such a way that in each sector 60% of the UEs are clustered in a 40 m hotspot radius and the rest are randomly distributed (i.e., like if there was a picocell in a cellular sector). We apply our two hotspot localization methods for 100 simulations and have highlighted four representative clustering realizations depending on UEs distribution, as shown in Fig. 15 . In realization i, presented in Fig. 15a , both methods give us a hotspot where the one given by UWB signals has a smaller radius than the one given by the GPS, in particular, due to the GPS error localization of 10 m in average [51] . Figure 15b highlight a second representative realization where the 40% of the UEs, that are outside the predefined hotspot, are distributed in such a way that they form a second hotspot in the cellular sector. Meanwhile, both clustering methods detect this hotspot, its radius is much smaller using UWB method than GPS and also seems to be more Figure 13a (realization i.) , GPS and UWB methods give us a hotspot where the one given by UWB signals has a smaller radius than the one given by the GPS. Figure 13b (realization ii.) , both clustering methods detect this hotspot, its radius is much smaller using UWB method than GPS and also seems to be more dense. In Fig. 13c (realization iii.) and in Fig. 13d (realization iv.) , by using GPS for hotspot detection only the predefined hotspot is detected by the method whereas UWB detects the two sub-hotspots. In Fig. 13d , UEs close to the predefined hotspot are taken into account by the UWB method and are included into the final detection dense. Figure 15c ,d illustrate a quite similar repartition as in both cases the 60% of the UEs forming the predefined hotspot of 40 m radius can actually be separated into two sub-hotspots. By using GPS for hotspot detection, within these two cases, only the predefined hotspot is detected by the method whereas UWB detects the two sub-hotspots. In realization iv, UEs close to the predefined hotspot are taken into account by the UWB method, and are included into the final detection. Figure 16 represents the cumulative distribution function (CDF) of the UE density per square meter for the detected hotspots with both methods and we observe that UWB provide much more dense hotspots than GPS method. Also, it is important to note that the hotspots radius are in general smaller using UWB than using GPS as it can be seen in Fig. 17 , where the CDF of the hotspots radius is represented for both methods. Generalizing, as more precise the localization system is, the better the clustering results would be. Nevertheless, when selecting localization method, other criteria should also be taken into account such as the complexity, battery consumption, terminal cost, etc. As our objective is to implement VSCs based on hotspot localization, it is important to focus the beamforming signal on a dense and accurate hotspot such that the energy and the resources used while performing the VSCs are optimal.
Conclusions
This work presents and proposes the concept of VSC as an alternative to classical heterogeneous networks (HetNets) deployed in 4G. Nowadays, the deployment of small cells in 4G implies a non-negligible cost in terms of new equipment deployment, sites acquisition, and maintenance for operators. In future wireless networks, the use of large number of antenna elements at the BS will allow the creation of highly directive beams allowing to create VSCs. We plan to use these VSCs in order to replace the typical macro-picocell deployment consequently reducing OPEX and CAPEX expenses. Furthermore, VSCs are reconfigurable during the time and are flexible to changing traffic conditions contrary to typical HetNets deployment. System model and architecture of these VSCs have been mathematically expressed according to informations on hotspots of UEs. System-level simulations show for the case where a VSC is implemented that the average SINR is improved compared to the case where only macrocell is deployed, and achieve most of the time the same performances as classical fix HetNets deployment. Two methods have been proposed in order to dynamically localize the hotspots in the network, one centralized at the BS by using UEs GPS coordinates and a second one independently of the BS, by using D2D communication between the UEs. For the first one, the proposed method shows to correctly detect the optimal number of hotspots at a given time.
For the second one, the devices are using UWB signals as it remains the more accurate and less affected by obstacles due to its large band in the high frequency domain. Simulations applying this method show a large improvement of the device localization. Both methods have been compared in an outdoor LOS environment and the UWBbased method provides better accuracy results, error estimation smaller than 1 cm in 50% of the cases. The GPS -based localization method can still be used in case where no direct communication between the devices is available. Hotspot localization methods are periodically used in order to dynamically detect new hotspots depending on the traffic and/or adapt their size giving more flexibility in
