It is well known that one can determine the stability of a delay-free linear system either by verifying that all the roots of its characteristic polynomial are in the left half plane or by checking if the solution of the Lyapunov equation is positive definite. For linear systems with delays, many extensions of the first approach are reported in the literature. On the contrary, there exist no publications on extending the second approach to delay systems. In this note, it is shown that the second approach is possible for one of the simplest linear delay systems: stability conditions in terms of the Lyapunov function for the scalar delay equation, that match the frequency domain well-known result, are presented.
Introduction
One of the best known and elegant results of control theory is probably that two methods are available to determine the stability of a delay-free linear system: the first one is to check that all the roots of its characteristic polynomial are in the left half plane. The second is to verify that the solution of the Lyapunov equation is positive definite.
For linear systems with delays, many extensions of the first approach are reported in the literature that take their roots in the Pontryagin and Chebotarev criterion, the D-subdivision method, the τ -decomposition method or the argument principle (see, e.g. Bellman & Cooke, 1963; Elgoltz, 1966; Hale, 1977; Kolmanovskii & Myshkis, 1999) .
On the contrary, there exist no publications on extending the second approach to delay systems. This is surprising indeed, considering the extent of the analogy with the delay-free case revealed in the recent contributions of Kharitonov & Zhabko (2003) to the topic of functionals with prescribed derivatives, following the results of Repin (1965) , Infante & Walker (1977) , Infante & Castelan (1978) , Huang (1989) and Louisell (1998) : in these papers, it is shown that the Lyapunov matrix function (Kharitonov, 2006) of linear systems with delays is obtained as the solution of the dynamic, symmetric and algebraic properties that play the role of the Lyapunov equation. Clearly, a natural question is whether or not it is possible to assess the stability of a delay system directly from the Lyapunov function.
In this paper, a positive answer to this question is given in a special case: for the first time, stability conditions in terms of the Lyapunov function are obtained for the scalar delay differential equatioṅ
where a and b are real parameters and h > 0 is the delay. It is worth to clarify that the aim of this paper is not to seek simpler conditions for this problem but to show that it is possible to determine the stability of a linear delay system via its Lyapunov function.
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The organization of the note is as follows: the well-known stability region of (1) found through frequency domain techniques and the main results on Lyapunov-Krasovskii functionals with prescribed derivative for (1), including the expression of the Lyapunov function, are reminded in Section 2. In Section 3, the statement of the main result, stability conditions in terms of the Lyapunov function, is given. After a straightforward technical lemma, the result is proven by showing that the conditions lead to the well-known stability region obtained in the frequency domain. Some historical notes on the study of (1) are included in Section 4. The paper ends with concluding remarks. For the sake of clarity, some of the proofs are presented in the Appendix.
Previous results
In this section, results concerning (1) obtained in the frequency and time domain are reminded.
Frequency domain approach
The determination of the exact domain of stability of (1), based on the localization of the roots of the characteristic equation, first obtained in Hayes (1950) , can be found in many books on time delay, see Bellman & Cooke (1963) , Elgoltz (1966) , Kolmanovskii & Myshkis (1999) , among others.
LEMMA 1 (Hayes, 1950) Equation (1) is exponentially stable if and only if the parameters a and b belong to the region described by
These conditions describe the familiar sketch of the domain of stability of Fig. 1 
Lyapunov framework
Important results of the theory of functionals with prescribed derivative concerning (1) are summarized below.
LEMMA 2 (Huang, 1989; Kharitonov & Zhabko, 2003) Consider a time delay equation of the form (1). Given a positive scalar w, the functional v(x t ) whose time derivative along the trajectories of (1) is equal to −wx(t) 2 is of the form
The scalar function
with boundary conditions, called symmetric and algebraic properties,
Furthermore, if the equation is stable, the scalar function u(τ ), τ ∈ [−h, h], is a unique solution of (3) that satisfies (4) and (5).
In the case of the single-delay scalar equation (1), the analytical characterization of the Lyapunov function u(τ ), τ ∈ [0, h], is possible as shown in the following lemma.
LEMMA 3 (Huang, 1989) The Lyapunov function of (1) u(τ ) τ ∈ [0, h], associated to the positive scalar w is as follows:
and if |a|=|b|, then for a = b
and for a = −b the Lyapunov function either does not exist or is not uniquely determined.
Proof. The above expressions are obtained in Huang (1989) . For completeness, the proof is reminded in the Appendix. 
Main result
The main result presented below provides exponential stability conditions for (1) that depend exclusively on the Lyapunov function u(τ ), τ ∈ [0, h], associated to the system. THEOREM 4 Consider the delay differential equation (1). The following statements are equivalent:
(i) The delay differential equation (1) is exponentially stable.
(ii) The Lyapunov function u(τ ) defined in Lemma 2 satisfies the conditions
We first establish the following technical lemma that is essential in the proof of the main result.
LEMMA 5 The test value u(0) − u(h) and the test function
equivalently, 
and
The ratio (10)/ (12) is
If |a| = |b|, for b = a
while for b = −a, the Lyapunov function u(τ ) is not uniquely determined or does not exist.
Proof. The proof follows from straightforward calculations given in the Appendix.
Proof of the main result
The equivalence between (i) and (ii) is established by showing that the union of the regions defined by conditions (8) and (9) in the cases |a| > |b|, |b| > |a| and |a| = |b| corresponds to the exact stability region described in Lemma 1. In the region |a| = |b|, this task is straightforward. In the regions |a| > |b| and |b| > |a|, the ratio (13) of (8) and (9) is instrumental as the analysis of the sign of its factors allows to conclude. Whenever it is positive for τ ∈ [0, h], one only have to determine the sign of one of the two conditions. When it is negative for some τ ∈ [0, h], one of the two conditions is violated. The presentation of a special τ for which Q is negative is an easy task, except in one case in the region |b| > |a|,where the periodicity of the trigonometric functions requires a detailed analysis.
Region |a| > |b| As the first factor in expression (13) is always positive for this case, the sign of the ratio Q depends exclusively on the sign of −a − b. In this region, |b| < |a|, hence Q is negative if and only if a is positive. In this case, either
If a is negative, Q is positive. The sign of u(0) − u(h) is determined by the sign of the quotient below. As |a| > b, it follows that
therefore, (10) is positive and so is (12).
It follows from the above analysis that in the region |a| > |b|, the conditions (8) and (9) both hold if and only if a < 0.
Region |b| > |a|
In this case, z = j x, x = √ b 2 − a 2 , hence the ratio Q given in (13) reduces to
• If b > 0, the factor
is always negative because |b| > |a|. In Table 1 , a value τ for which the ratio Q is negative for positive real numbers xh/2 is presented.
In view of the definition of the ratio Q, either u(0)
For readers' convenience, the sine and cosine behaviour is sketched in Fig. 2 . 
in (16) is always positive because |b| > |a|. Here, in all intervals 0 < xh/2 2π (mod 2π) but those corresponding to 0 < xh/2 π/2 (mod 2π), it is possible to present a value τ , shown in Table 2 , for which Q is negative. In the intervals 0 < xh/2 π/2 (mod 2π), a special treatment allows to prove that Q is positive in the first interval 0 < xh/2 π/2 and negative in the remaining ones.
Case 0 < xh/2 π/2: sin(xh/2) > 0 and cos
therefore cos 1 2k xh/2 < 0 is negative and so is the ratio Q. In Table 2 , a value τ for which the ratio Q is negative for xh/2 > π/2 is presented. Table 2 that in all the cases but 0 < xh/2 π/2 , the ratio Q is negative, hence either (8) or (9) is false.
The sign of u(0) − u(h) in the interval 0 < xh/2 π/2 is now analysed. When z = j x = j √ b 2 − a 2 , the expression (11) reduces to
Clearly, the sign of u(0) − u(h) will be positive if
As 0 < xh/2 < π/2, b < 0 and |b| > |a|, this is equivalent to
Finally, it is straightforward to show that (17) is equivalent to the well-known condition
It follows from the above analysis that in the region |b| > |a|, except in the case 0 xh/2 < π/2, a value τ ∈ [0, h] has been found such that (10) and (12) have opposite signs. In the interval 0 xh/2 < π/2, it is shown that they have same sign and that this sign is positive if and only if (17) holds.
Region |a| = |b|
If b = a, it follows from (14) that u(0) − u(h) > 0 is always satisfied, and it follows from (15) that 
Conclusion of the proof
The stability domain is the union of the stability regions obtained in the partial conclusions, namely,
This region is indeed the same as the one described in Lemma 1, hence the equivalence of (i) with (ii) is established.
REMARK 6 A natural question is the possible extension of the result to broader classes of time delay systems. Clearly, the conditions (8) and (9) do not apply to higher-dimensional systems as in such cases, h] , is in general only a symmetrical matrix function at τ = 0 (Kharitonov, 2006) .
Historical note
The early references to the 'simplest system with deviating arguments' described by (1) (Andronov & Maȋer, 1945 ) date back to the first half of the 20th century, in the context of the theory of business cycles in Kalecki (1935) and Frisch & Holme (1935) . The exact stability region of this equation was S. MONDIÉ first determined in the frequency domain by Hayes (1950) . The problem is presented in most classical books on the topic of differential difference equations with simpler proofs based on the Pontryagin criterion for quasipolynomials (Bellman & Cooke, 1963) or on D-subdivision methods (Neimark, 1973; Elgoltz, 1966; Kolmanovskii & Myshkis, 1999; Michiels & Niculescu, 2007) . Because of its simplicity, the problem is also recurrently used as an example in research papers, as in the case of stability switches (Cooke & Grossman, 1982) , instability sufficient conditions (Buslowicz, 1983) or matrix pencil techniques (Niculescu, 2001) . Clearly, it can be easily tackled via the advanced frequency domain methods exposed in the recent survey (Sipahi et al., 2011) . The problem has been studied in the time domain through the proposal of Lyapunov-Krasovskii functionals and the Lyapunov-Razumikhin functions leading to analytical estimates of the stability domain (see, e.g. Hale, 1977; Kolmanovskii & Myshkis, 1999) . These early Lyapunov-based results have been followed by methods of higher complexity such as discretized Lyapunov method (Gu, 1997; Gu et al., 2003) , descriptor approach (Fridman & Shaked, 2002) , delay-partitioning method (Gouaisbaut & Peaucelle, 2006) or sum of squares (Peet et al., 2009) , to name a few, that provide improved numerical estimates for this problem in terms of the feasibility of linear matrix inequalities. It is worth mentioning that necessary stability conditions were derived in Mondié et al. (2011) via the complete type functional introduced in Kharitonov & Zhabko (2003) . However, in the time domain, no closed-form description of the stability domain was available.
Concluding remarks
It is shown in this paper that the stability of a delay system can be determined via its Lyapunov matrix: an exponential stability test for the scalar single-delay equation in terms of its Lyapunov function is presented. The whole stability region of the system is characterized, matching the well-known frequency domain result. These simple positivity conditions in terms of the Lyapunov function can be viewed as the analogue of the positivity test for the Lyapunov function in the delay-free case. The present result indicates that it may be possible to assess the stability of more general classes of linear delay systems via their Lyapunov matrix function. A broader product of the paper is to demonstrate that solving the Lyapunov equation can be a useful exercise, thus validating this line of research.
