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Abstract
The physics of light-matter interactions is a rapidly developing interdisciplinary re-
search area, combining methods and phenomena both from condensed matter physics
and quantum optics. One of the most common realizations of strong coupling regime
implies an employment of various low-dimensional semiconductor structures i) embed-
ded into a microcavity, ii) irradiated by a strong optical field. The latter leads to
formation of hybrid quasiparticles — i) polaritons, ii) dressed states. In the current
thesis we theoretically investigate various many body quantum effects in the mentioned
systems, including
1) fluorescence spectra of an electromagnetically dressed asymmetric quantum dot;
2) terahertz lasing from an ensemble of asymmetric quantum dots in the presence of
dressing electromagnetic field;
3) Bose-Einstein condensation of indirect excitons in a dipolariton setup;
4) interparticle interactions between excited excitonic states in quantum wells
5) interparticle interactions between excited excitonic states in transition metal dichalco-
genide monolayers.
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Útdráttur
Víxlverkun milli ljóss og efnis er ört vaxandi þverfræðilegt rannsóknarsvið sem sameinar
aðferðir og fyrirbæri þéttefnifræðis og skammtaljósfræðis. Eitt algengasta fyrirkomu-
lag kerfa til að öðlast sterka víxlverkun notfærir sér mismunandi hálfleiðarastrúktúra
af lágum víddum sem annaðhvort i) eru settir inn í örholrými eða ii) eru settir í sterkt
ljóssvið. Seinna fyrirkomulagið leiðir til myndum svokallaðra blandaðra einda, svo sem
i) ljósskauteinda og ii) klæddra ástanda. Í þessari ritgerð eru mismunandi fjölhluta
skammtaáhrif í fyrrnefndum kerfum skoðuð fræðilega en þau innihalda
1) flúrljómunarróf rafsegulklæddra ósamhverfra skammtapunkta
2) terariðsleysun frá samansafni ósamhverfra skammtapunkta í klæðningarsviði
3) Bose-Einstein þéttinga af óbeinum örveindum í uppsetningu tvíljósskauteinda,
4) víxlverkun milli örveinda í örvuðum ástöndum í skammtabrunnum
5) víxlverkun milli örveinda í örvuðum ástöndum í einföldum lögum af TMDC (e.
transition metal dichalcogenides).
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1. Introduction
One of the rapidly developing areas of contemporary physics is the field of strong
light-matter interactions - an interdisciplinary science, situated on the boundary of
condensed matter physics and quantum optics. The reasons for this are various unique
effects, appearing in the mentioned area, interesting from a pure scientific point of
view, and simultaneously having a significant potential for applications in novel op-
toelectronic devices. The regime of strong light-matter coupling is achieved when
the interaction rate between material subsystem and electromagnetic field exceeds all
possible decay rates of the system. In this case the perturbative treatment of the
irradiation impact on the system properties is non-reasonable and do not provide the
proper understanding of the system. Instead, the correct treatment implies the con-
sideration of matter-light system as a hybrid bound object. One efficient realization
of the concept of strong light-matter coupling consists in embedding semiconductor
structures of different dimensionality into a cavity, leading to resonant coupling be-
tween matter excitations and cavity eigenmode, resulting in appearance of hybrid
quasiparticles. The latter, depending on whether the matter excitation is of bosonic
or fermionic nature, is commonly referred as "polaritons" and "dressed states". The
combination of properties inherited from their both counterparts, such as ultrasmall ef-
fective mass, strong interparticle interactions, and enhanced decoherence time, makes
polaritons unique testbed for observation of various collective quantum phenomena,
including Bose-Einstein Condensation (BEC), superfluidity, spin currents, optical spin
Hall effect, quantum transport, etc.
The current thesis is devoted to the theoretical study of optical properties of semicon-
ductor quantum wells and dots, being in the regime of strong light-matter coupling.
In the introductory chapter the general description of the systems under considera-
tion and the mathematical methods are presented. In particular, we provide a brief
overview of size quantized semiconductor structures, focusing on excitonic states in
quantum wells. Further, we describe the confinement of photonic mode in the cavity
and the emergence of polaritonic states, as well as dipolaritons, appearing in dou-
ble quantum well+microcavity system. In the end we present the theory of two-level
quantum system irradiated by strong external electromagnetic field. We consider both
semiclassical and full quantum approaches, and focus on the concept of dressed states,
which provides relatively simple and accurate explanation of peculiarities of resonance
fluorescence spectra from such a system.
Chapter 2 is devoted to the investigation of resonance fluorescence in two-level asym-
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metric system, dressed into a bichromatic field. As a typical example we employ
semiconductor quantum dot with giant piezoelectric effect, emerging from the prop-
erties of crystalline structure of wurtzite type. The presence of such an effect leads to
the appearance of built-in dipole momentum aligned in the asymmetry axis direction.
As a two-level system we consider the ground and excited states of size quantization,
for which the dipole momentum appears to be inequivalent. We further consider the
interaction of the described structure with a bichromatic dressing field, having near-
resonant and far off-resonant components with different polarizations. The described
configuration substantially modifies the spectrum of resonance fluorescence. In turns
out, that in this case instead of conventional Mollow triplet it consists of infinite set
of triplets, frequencies and amplitudes of which can be flexibly controlled tuning the
characteristics of dressing field.
The efficient theoretical description of the above mentioned system requires the tran-
sition to the quasienergetic states (QES) representation. In the frameworks of QES
representation we employ the density matrix formalism for two-level system to find
the transition probabilities. Finally, the calculation of resonance fluorescence spectra
is done by means of quantum regression theorem.
In the third chapter we consider the possibility of terahertz lasing based on the en-
semble of asymmetric quantum dots in the presence of monochromatic dressing field.
In this case the focus shifted to the level transitions between valence and conduction
band, strongly coupled to dressing field. The presence of asymmetry opens the radia-
tive transitions between neighboring dressed states, with typical frequency of terahertz
range. The positive feedback is provided by embedding the system of quantum dots
into a high Q-factor photonic crystal cavity.
The mathematical description of the presented phenomena involves a transition to
the basis of dressed states. The collective dynamics is given by the master equation
for density matrix, in the mean-field approximation leading to Maxwell-Bloch type
equations for mode occupancies. However, besides conventional decoherence rates the
effect strongly suffers from the presence of inhomogeneous broadening, rising from the
inequivalence of quantum dots sizes. The correct inclusion of the impact of various de-
fects in non-trivial task and requires numerical simulation of Langevin type stochastic
equations.
Chapter 4 is devoted to the study of exciton Bose-Einstein condensation (BEC) in
dipolariton system. While exciton condensation by direct optical addressing is still
lacking due to technological obstacles, here we propose a scheme, consisting in separa-
tion of pump stage and condensation of excitons. The structure under consideration
consists of two non-symmetric quantum wells, where the electron tunneling is allowed.
Thus, at low temperatures the structure contains both direct and spatially indirect
excitons, where electron and hole are in adjacent quantum wells. In this configuration
the population rates between two constituents can be controlled by means of external
electric field. Further the system is embedded into cavity, resonantly coupled to direct
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exciton mode, leading to rice of three hybrid modes, referred as dipolaritons. The idea
consists in an initial preparation of condensate of exciton-polaritons, which nowadays
can be routinely obtained even by nonresonant pump, and consequent Landau-Zener
type transition of coherent phase to the population of indirect exciton mode. The
transition takes place due to reduction of indirect exciton energy by means of electric
field. The mathematical description of the process can be done within the density
matrix formalism.
In chapter 5 the investigation of interparticle interactions of excited (Ryberg) excitonic
states in quantum wells is presented. The latter represent themselves the solid-state
analogues of Rydberg atoms. Unlike the ground state, Rydberg states are charac-
terized by large spread of wave functions, strongly enhancing the interaction. While
highly excited atomic systems were thoroughly investigated, the Rydberg excitonic
states were lacking attention for a long time. The reason for this is the reduced ad-
dressability of such states, coming from the evidence that they are situated close to
the conduction band, and therefore, for most of materials are experimentally indistin-
guishable. Luckily, recent advances in experimental techniques successfully solves this
problem, and nowadays Rydberg excitonics is rapidly developing area of condensed
matter physics.
The mathematical description consists in using the scattering theory formalism previ-
ously developed to describe the interaction of ground state excitons in quantum wells.
We further sophisticate this theory to include the interaction of the excited states.
The calculated interaction rates show quite unexpected behavior, in detail discussed
in the corresponding section.
In chapter 6 we apply the formalism of previous chapter to the transition-metal
dichalcogenide monolayers. This novel materials attract a lot of attention due to
the set of nontrivial properties, stemming from their lattice structure and unusual
screening of interaction. In particular, from the point of view of excitonic applications
they perfectly fit to the concept Rydberg states, since possess giant binding energy,
making easily optically addressable wide range of excited states. The calculation of in-
teractions unveiled significant differences with the case of interactions of conventional
quantum well excitons, rising due to the effects of screening.
In the last chapter we present a brief summary of the thesis with concluding remarks,
and outline the prospective for future applications of developed methods.
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1.1. Low dimensional semiconductor structures
Semiconductors are class of materials the basic physical properties of which flexibly
vary depending on external impacts. This evidence put semiconductors in the focus of
scientific-technological revolution, created the basics of modern world. In particular,
nowadays the whole industry of information storage and transfer devices is based on
semiconducting materials. Sophistication of experimental techniques in 70-s allowed
the creation of so called low-dimensional semiconductor structures, representing them-
selves systems, where the particle dynamics in one or more directions is confined in
the area, linear size of which is comparable to the particle de Broglie wavelength. The
latter effect, commonly referred as size quantization, opened the way to even more
efficient control of physical properties of corresponding structures. Indeed, the effect
of size quantization allows one to engineer semiconductor structures with predefined
properties, such as particle wave function, energy spectrum and dipole momentum.
The physical realization of low dimensional structures consists in growth of semicon-
ductor heterostructures, components of which differ from each other by the bandgap
[1]. In the case when the structure is grown in the way that narrow gap semiconductor
is between wide gap materials (so called sandwich structure), the band structure of
described system plays a role of confinement potential for the electron in conduction
band and hole in valence band (see Fig. 1.1). If the width of narrow gap material is
of order of nm, that is, comparable to the radius of conduction electron, the motion of
electron in the direction of heterostructure growth axis becomes quantized. Depend-
ing on the needs of the specific task altering the growth parameters and conditions
it is possible to obtain size-quantized structures of different geometry, where the size
quantization takes place in one or more directions. In particular, depending on di-
mensionality, they are commonly classified as quantum wells or films (quantization in
one direction, effectively two dimensional structure), quantum wires (quantization in
two directions, effectively one dimensional structure), and quantum dots (quantiza-
tion in three directions, effectively zero dimensional structure). In the frameworks of
current PhD thesis there are discussed various effects, taking place in quantum dots
and wells. Below we present the description of excitonic states in quantum well. The
Eg1 Eg1Eg2
EV
EC
Figure 1.1: The sketch of semiconductor heterostructure.
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quantum dot in the context of the thesis plays a role of effective two-level quantum
system, suitable for obtaining strong-light matter interaction, that is why we shifted
its discussion to the corresponding section.
1.1.1. Excitons in quantum wells: Rydberg states
One of the most important characteristics of semiconductor materials is absorbance
spectrum of electromagnetic waves. The analysis of absorption spectra allows to un-
veil the information about band structure of the material, as well as to estimate the
quality of particular sample (the presence of impurities, defects, etc.). At room tem-
perature range for the majority of semiconducting materials the absorption spectrum
is governed by interband transitions, where the electron goes from the valence band to
the conduction band. However, at low temperature limit (of order of a few Kelvins)
the dominant contribution to the spectrum is given by excitons — bound electron -
hole pairs (see Fig. 1.2 (a)). The formation of excitons takes place in the case when
the kinetic energy of free charge carriers (i. e., conduction electrons and holes) is lower
than the energy of Coulomb attraction within them. Thus, excitons represent them-
selves solid-state analogues of hydrogen atom. One can distinguish excitons of small
radius, where the exciton radius is smaller than lattice constant (Frenkel exciton), and
excitons of large radius (Wannier-Mott excitons). In typical direct gap semiconduc-
tors the latter are formed, that is why in the following we will restrict ourselves by
description of Wannier-Mott excitons.
Continuing the analogy with hydrogen atom it is important to note, that exciton in-
ternal dynamics is fully quantized and represented by hydrogen type wave functions.
It means that the excitonic state is fully defined by set of quantum numbers |nlm〉 (for
the bulk exciton) denoting the principal, orbital, and magnetic quantum numbers. In
the frameworks of atomic physics in the last decades the highly excited states were
attracting a lot of interest [2]. The reason for this in their various notable properties,
such as long lifetime, enhanced dipole-dipole interactions, significant response to ex-
ternal fields, coming from the spatial widespread of the wave function. In particular,
Rydberg atomic states with quantum number of order of n = 1000 and having cm size
were experimentally reached.
Although acknowledging the existence of higher excitonic states, for a long period
the main research interest in the field was restricted by lower states. The latter
explained by the energy structure of excitonic states, obeying Rydberg rule. In typical
semiconductors (GaAs, AlGaAs) the binding energy of exciton is about 10 - 20 meV,
and decreases rapidly with the excitation. In particular, the energy of first excited
state is smaller 4 times (9 times in the two dimensional case). Thus, the energy of
excited states is less than meV, which means that these states are actually merged
with the conduction band, and therefore, cannot be observed in experiments. The
latter is best illustrated in absorption spectra scheme, shown in Fig. 1.2 (b). One can
13
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Figure 1.2: (a) Exciton state in semiconductor crystal. (b) The absorption scheme
of typical semiconductor with exciton transitions (red solid line), and without (blue
dashed line).
see, that only lower excitonic peaks are visible in absorption spectra.
However, very recently the situation changed dramatically. Advances in spectroscopic
experimental techniques allowed the observation of exciton peaks with quantum num-
ber up to n = 25. The latter was reported in breakthrough paper by Kazimierczuk
et. al. [3], giving rice to the intense investigations in physics of Rydberg excitons
[4, 5, 6, 7]. As an experimental material copper dioxide (Cu2O) was used, having
Rydberg energy of about 100 meV. Here the optical excitation of s-type excitons is
prohibited, due to the same parity of the lowest conduction and topmost valence bands,
while the p-type excitons are dipole-allowed. The corresponding experimental results,
are depicted on Fig. 1.3. Among the notable properties of observed states it should
be noted extra large size. For instance, the calculation show 〈r25〉 = 1.02µm and the
energy E25 = 0.07 meV, as it follows from the Fig. 1.3. Further, the detailed excitation
power dependent spectroscopic analysis of the absorption let the authors of the paper
conclude the existence of so called Coulomb blockade effect for highly excited states.
The latter manifests itself in the reduction of exciton peak strength with the increase
of excitation power (see Fig. 1.4). The observed phenomena believed to be explained
by enhanced dipole-dipole interactions, prohibiting the excitation of new particles in
the volume of their action.
The observed results motivated us to perform theoretical analysis of interactions be-
tween excited exciton states. However, we choose to model exciton interactions in two
dimensional systems, since they better fit for obtaining strong light matter coupling
regime (see subsequent sections). Proceeding with mathematical description of two
dimensional excited excitonic states one should take into account the presence of size
quantization in the growth axis direction in the case of quantum well.
Hˆexc = −
~2(k2e|| + k
2
ez)
2me
−
~2(k2h|| + k
2
hz)
2mh
− e
2
4piε0ε|~ρe − ~ρh| + U(ze) + U(zh), (1.1)
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Figure 1.3: Exciton absorption spectra in bulk Cu2O. Adapted from Ref. [3].
where the first two terms describe the kinetic energies of electron and hole, the third
one correspond to Coulomb interaction, and last two terms denote the confinement po-
tential for electron and hole. We note that in the limit of narrow quantum well (strong
size quantization) the motions of electron and hole in z direction are quantized inde-
pendently. Additionally, in the mentioned limit in the Coulomb term the contribution
of motion in growth direction can be neglected, that is why in the Hamiltonian (1.2)
ρe(h) denotes the in-plane coordinate of electron (hole). Turning now the in-plane
center of mass and relative coordinates ~ρ = ~ρe − ~ρh, ~R = (me~ρe +mh~ρh)/(me +mh),
one may rewrite
Hˆexc = −~
2∆R
2M
− ~
2∆ρ
2µ
− e
2
4piε0ε|~ρ| −
~2k2ez
2me
− ~
2k2hz
2mh
+ U(ze) + U(zh), (1.2)
where the first term corresponds to the exciton center of mass dynamics, second and
15
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Figure 1.4: Excitation dependent Rydberg exciton absorption spectra in bulk Cu2O.
Adapted from Ref. [3].
third terms describe the internal dynamics, and the remaining terms stand for the
dynamics of electron and hole in the quantum well growth direction. Correspondingly
one can perform factorization of the wave function to the form
Φ~Q,n,m(
~R, ρ, ze, zh) =
1√
A
ei
~Q~Rψn,m(ρ)χ(ze)χ(zh), (1.3)
where the first factor denotes the free motion of exciton as a whole, and ψn,m(ρ) cor-
responds to exciton internal dynamics. The wave functions of electron and hole in the
z direction are defined by the shape of confinement potential, which typically modeled
in the form of rectangular quantum well or quadratic potential. Thus, the problem
of internal dynamics of quantum well exciton is equivalent to the two-dimensional
Coulomb problem in the medium, having dielectric permittivity ε. The wave function
of such a problem has a form [8]
ψn,m(ρ) =
1√
2λ2D
√
(n− |m| − 1)!
(n− 1/2)3(n+ |m| − 1)!
(
ρ
(n− 1/2)λ2D
)|m|
(1.4)
exp
[
− ρ
(2n− 1)λ2D
]
L
2|m|
n−|m|−1
[
ρ
(n− 1/2)λ2D
]
1√
2pi
eimϕ,
where L denotes associated Laguerre polynomial, and λ2D = 4piε0ε ~
2
2µe2 is the two-
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dimensional Bohr radius. Corresponding energy levels read as
En = − 1
(4piε0ε)2
µe4
2~2(n− 1/2)2 = −
1
4piε0ε
e2
4λ2D(n− 1/2)2 , n = 1, 2, 3, · · ·
(1.5)
The above described formalism, in fact, represents itself a bosonisation procedure.
Indeed, we turned form the dynamics of two interacting fermionic particles to a single
bosonic particle, having some internal structure and performing free motion in the
quantum well plane. Such transformation is physically correct only in the case of low
concentrations of excited electron - hole pairs, which should be below critical value,
referred as Mott density. Thus the validity of application of exciton formalism is given
by the condition
nλ22D  1, (1.6)
where n is the exciton concentration. It should be noted that for higher excited states
the two-dimensional Bohr radius should be replaced by the corresponding state radius
ρn =
∫
ρ|ψn,m(ρ)|2dS, with dS = ρdρdϕ denoting the elementary area.
In the frameworks of the current thesis we study the interactions between excited
excitons. It should be noted, that there are variety of approaches addressing the study
of interaction between ground state excitons [9, 10, 11, 12, 13]. Here we will follow
to the earlier developed approach, considering the interaction as two body Coulomb
scattering process, accounting for four possible scattering channels, including direct
interaction and exchange terms [14]. Whithin this approach it was shown, that the
interaction is governed by the exchange terms, which can be accurately estimated as
[15]:
VXX ≈ 6Ebλ
2
2D
A
, (1.7)
where A denotes the area of the sample. Here we will check whether similar formula
is eligible for the description of interaction of excited excitons both in quantum wells
and novel transition - metal dichalcogenide monolayers, discussed in the corresponding
chapters.
1.2. Strong light matter coupling in semiconductor
nanostructures
The quantitative boundary of the establishment of strong coupling regime is the condi-
tion of light matter interaction constant to overcome all the decay rates present in the
system under consideration. In the frameworks of current thesis we will deal with two
efficient realizations of strong light-matter interaction concept. The first one implies
the coupling of matter system with electromagnetic field confined in the microcavity.
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In the second case the regime of strong coupling emerges between the low-dimensional
semiconductor structure and external resonant or near-resonant laser field. Consider
these cases separately.
1.2.1. Microcavities
Microcavity represents itself micrometer size resonator of typically optical frequency
range. One common mechanism of light confinement in microcavities is based on the
use of periodic structure calibrated on some fixed wavelength (say, cavity eigenmode).
Striking examples of such structures are the distributed Bragg reflectors (DBRs), con-
sisting of altering semiconductor layers of nm thickness, having different refractive
indexes. Such a structure provides high reflectivity, leading to proper confinement of
cavity eigenmode. Typical planar microcavity consist of two DBRs and active medium
(represented by low-dimenisonal semiconductor structure) in between them, placed in
the position of the highest density of electromagnetic field (see Fig. 1.5.
There are several physical quantities, characterizing microcavity. First of all, for the
confinement of specific frequency mode the condition of standing wave should be sat-
isfied:
L = N
λN
2
, (1.8)
with L denoting the cavity optical length and λN corresponding to theN -th eigenmode
wavelength. As it follows from the eq. (1.8), the cavity can have several eigenmodes.
However we will limit the consideration with the cases when only a single mode is
relevant. The condition of validity of such an assumption is given below.
Another important quantity characterizing an optical mode of a cavity is a linewidth
Γ, defined as the frequency width at half maximum (FWHM). The latter can be
explained in the following way. In typical spectroscopic experiments the spectral
peaks have a shape of Lorentzian broadening, instead of being delta-function type
peak. The reason of this consists in decoherence processes, corresponding to radiative
losses of the electromagnetic field to the outside media. Linewidth is the quantity
characterizing the decay rate.
The presence of broadening allows one to introduce a quality factor of a cavity Q,
describing the average number of oscillations made by cavity photon before leaving
the cavity. The quality factor defined as
Q =
ωc
2piΓ
, (1.9)
where ωc defines the resonant angular frequency of a cavity. Another characteristic
microcavity quantity closely related to the mode linewidth is the cavity photon lifetime,
defined as
τ =
1
2piΓ
. (1.10)
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Figure 1.5: The sketch of planar microcavity, consisting of pair of DBRs with embedded
quantum well.
Figure 1.6: Photonic crystal cavity. (a) Calculation of the electric field distribution
|E|2; (b) Scanning electron microscopy image.
After introduction of the linewidth one can onset the condition on the above assump-
tion, implying the consideration of microcavity as a single mode resonator. For this
purpose we introduce the quantity called "finesse ov the cavity":
F =
∆ω
2piΓ
. (1.11)
The microcavity can be treated as a single mode resonator in the case when the separa-
tion between the neighboring modes exceed the linewidth (that is, F >> 1), ensuring
that spectral lines are well-resolved. It should be mentioned, that this condition is
easilly fulfilled simply reducing the cavity size, while the achiviement of high Q-factor
is more challenging.
Proceeding with the description of planar microcavities one should stress the attention
to the fact, that in such structures the electromagnetic field is confined only in the
growth direction, while being able to propagate in other two. This circumstance leads
to an interesting structure of energy spectrum, best described by the introduction of
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Figure 1.7: Sketch of VCSEL structure from Ref. [16].
photon effective mass. In particular, one has
EC(k) =
~c
n
√(
2pi
λ
)2
+ k2 ≈ 2pi~c
nλ
+
λc
2pi~n
~2k2
2
= EC(0) +
~2k2
2mC
, (1.12)
where k =
√
k2x + k
2
y denotes the in-plane wave vector, and
n =
L∫
0
n(z)E2(z)dz
L∫
0
E2(z)dz
(1.13)
is the effective refractive index, with E(z) denoting the amplitude of electric field. The
first term in eq. (1.12) corresponds to the cavity resonant energy, while the second
term describes the contribution of in-plane propagation.
The semiconductor structures consisting of microcavity and size-quantized electronic
system forms physical basis for novel generation optoelectronic devices. By constituent
choice of cavity geometry, material and structure one can obtain confinement of modes
with predefined frequency and polarization. The latter opens horizons for development
of photonic devices such as light emitting diodes and bosonic lasers. In addition to
the practical applications, various physical phenomena appearing in microcavities rep-
resent significant scientific interest. Namely, the description of interaction of cavity
mode with embedded active media is given within the cavity quantum electrodynam-
ics (CQED). It should be noted, that the observation of various collective quantum
effects, such as condensation, superfluidity, spin transport, etc., requires the fabrica-
tion of high-Q microcavities, which is a challenging task, since in the conventional
setups the quality decreases when decreasing the cavity size. In the last decades there
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were proposed variety of microcavities of different shape and construction. However,
DBR-based cavities remain the most common when speaking about cavities with two
dimensional active media.
With this respect in worth noting the existence of conceptually different type of cavity,
based on photonic crystals (see Fig. 1.6). The latter can act both in terahertz and
optical ranges. The mode confinement effect here obtained by spoiling the periodicity,
and placing instead active element, typically represented by single quantum dot or an
ensemble of dots. Within the current thesis we will consider the latter case.
Among the microcavity-based devices here we would like outline so called VCSEL —
Vertical Cavity Surface Emitting Laser. The structure consist of doped quantum well,
providing the populating inversion, embedded into cavity, consisting of DBRs (Fig
1.7). Nowadays it is a commercialized product finding applications in large range of
technological and scientific areas. VCSEL typically operates typically in the "weak
coupling regime", where the decay rates of photonic mode and excitations of active
media overcome the light-matter coupling strength. At the same time such structures
provide the basis for achievement of strong coupling regime, discussed in the following
section.
1.2.2. Cavity exciton-polaritons
While early theoretical predictions of possibility to obtain strong light-matter coupling
regime on the basis of excitons were done in mid fifties [17, 18, 19], the experimental
realization of this concept took a decades. The successful experimental observation of
hybrid exciton - photon objects was done in 1992 in low dimensional semiconductor
structure, consisting of DBR - microcavity with embedded quantum wells [20].
The two-dimensional excitons, confined in quantum well, interact with cavity photons,
which are trapped between two DBRs. By consequent choice of structure geometrical
parameters one can tune cavity eigenmode to be resonant with QW excitonic transition
energy, making possible the achievement of the strong coupling regime. The emerging
hybrid-particle, referred as exciton - polariton (polariton hereafter), have a half-light
half matter nature. Polariton manifests itself in emission spectra, which is no longer
represented by bare photon and exciton peaks.
The mathematical description of polariton states can be done semiclassically, based on
the calculation of exciton optical dielectric function response [22]. However there is a
relatively simple Hamiltonian model, based on a two coupled oscillators, which success-
fully describes the rise of polariton eigenstates. In secondary quantization formalism
one can write
H =
∑
k
EC(k)a
†
kak +
∑
k
EX(k)b
†
kbk +
∑
k
VR(k)
2
(
a†kbk + akb
†
k
)
, (1.14)
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where the operators a†k, ak, b
†
k, bk, are creation and annihilation operators for photons
and excitons with in-plane momenta k, respectively. We suppose that condition (1.6) is
satisfied, and both excitonic and photonic operators obey the rules of bosonic algebra.
The first and second terms correspond to the bare photons and excitons , with EC(k)
given by eq. (1.12), and EX(k) denoting the exciton dispersion in effective mass
approximation:
EX(k) = EX(0) +
~2k2
2mX
, (1.15)
where mX is the exciton mass. Here it is important to outline that typical effective
mass a photon is extremely small and is of order of 10−4 − 10−5 of the free electron
mass m0, while the effective mass of an exciton is of order of m0. Consequently, for
the positive values of the detuning parameter ∆ = EX(0) − EC(0) there is a certain
momentum value kcr =
√
2∆mXmC/~2(mX −mC), where the dispersion curves of
bare excitons and photons cross each other. In the case of negative detuning the
photon energy lies higher everywhere in momentum space.
The last term in (1.14) corresponds to the light-matter interaction which is governed
by the exciton-photon coupling constant VR/2. The latter is defined as:
VR(k) =
dcv
2pia2DB
√
EX(k)
nλ
, (1.16)
where dcv is the dipole matrix element of interband transition and determined by the
material parameters. It should be mentioned that the coupling rate VR(k) is a weak
function of momentum at small in-plane polariton momenta k  kz, since EX is
almost constant in that region.
The Hamiltonian (1.14) can be rewritten in diagonal form by the following linear
transformation of the operators [21]
pL,k = CL,kak +XL,kbk, (1.17)
pU,k = CU,kak +XU,kbk. (1.18)
In new operators the Hamiltonian reads as
H =
∑
k
EL(k)p
†
L,kpL,k +
∑
k
EU (k)p
†
U,kpU,k, (1.19)
where
EU,L(k) =
EC(k) + EX(k)
2
± 1
2
√
(EC(k)− EX(k))2 + V 2R, (1.20)
are the energies of the upper and lower polariton branches, respectively. Thus, opera-
tors (1.17) and (1.18) correspond to the upper and lower polariton — new eigenmodes
of the coupled QW-cavity system. The coefficients CU,L, XU,L in expressions (1.17),
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Figure 1.8: The dispersion of upper and lower polariton modes (green and red solid
lines) plotted for the detuning values a) ∆ = 10meV ; b) ∆ = 0meV ; c) ∆ =
−10meV . The interaction constant was chosen to be VR = 15 meV. The bare
exciton and photon modes are shown by black and blue dashed lines, respectively.
Panels (d)-(f) depict the photonic (blue line) and excitonic (black line) fractions of
lower polariton branch for corresponding value of detuning.
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(1.18) describe the fractions of bare exciton and photon mode fractions in the polariton
branches, and calculated as
CL,k = −XU,k = 1√
2
√
1− EX(k)− EC(k)√
V 2R + (EX(k)− EC(k))2
, (1.21)
XL,k = CU,k =
1√
2
√
1 +
EX(k)− EC(k)√
V 2R + (EX(k)− EC(k))2
. (1.22)
The Fig. 1.8 shows the polariton dispersion curves for different detuning values. As
it follows from the panel (a), for the case of positive detuning so called effect of
anticrossing takes place. The essence of the anticrossing is that in contrast to the
energies of the bare modes, the energies of polariton brances are splitted by the Rabi
interaction energy VR for the momentum value kcr. On the panel (d) we depicted the
squares of Hopfield coefficients, showing the fractions of bare modes on lower polariton
branch. As it seen, in the case of configuration with positive detuning near the vicinity
of momentum minima the lower polariton branch is almost purely photonic. And
instead, adter the inflection point kcr it becomes mostly excitonic. In the opposite
limiting case, corresponding to strongly negative detuning (panels (c) and (f)) there
is a weaker mixing between the modes, and for all the values (expect with small area
near the momentum minima) the lower polariton branch is predominantly excitonic.
It should be noted that in real structures one should account for finite lifetimes of exci-
tons and photons. It means that their energy spectrum conatins additional imaginary
terms −iγX,C . In this case the expressions of polariton eigenmodes (1.20) become
complex as well. Their real parts correspond to dispersions of polariton modes, while
imaginary parts give polariton spectral lines homogeneous broadenings. The Rabi
splitting in this case is determined as a distance between the real parts of the polari-
ton states and in the anti-crossing point has a form
~ΩR =
{√
V 2R − (γX − γC)2, V 2R > (γX − γC)2
0, V 2R < (γX − γC)2
(1.23)
Thus, the strong coupling regime can be maintained when the exciton and photon
damping rates are lower than the coupling rate.
Microcavity with embedded quantum wells operating in strong coupling regime rep-
resents itself perfect testbed for observation of various collective quantum phenomena
and serves as physical basis for novel generation optoelectronic devices at the same
time [23]. Namely, the bosonic nature of polaritons, along with extermely small mass
provided by photonic counterpart and strong interparticle scatterings, coming from
excitonic fraction, makes possible the experimental achievement of Bose-Einstein con-
densation of polaritons [24, 25] and onset of superfluidity [26, 27]. Moreover, the use
of wide gap materials (GaN and ZnO) allowed to shift the condensation temperature
to the room temperature limit, where the lasing was demonstrated [28, 29, 30].
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It also worth mentioning the presence of effective magnetic fields, provided by the
longitudinal-transverse (LT) splitting of photonic mode and spin-orbit interaction for
excitonic counterpart. The combined impact of these effective fields, together with the
influence of external magnetic field, lead to a variety of spin effects, including optical
spin Hall effect [31], skyrmion formation [32], field-tunable spin patterns [33], rise of
spin currents [A7], etc.
1.2.3. Dipolaritons
In the introductory section 1.1.1 we have discussed the two-dimensional excitonic
states, where both electron and hole were confined in single quantum well. However,
along with the mentioned case the systems of coupled quantum wells attract consid-
erable scientific interest. Exciton in this case consists of electron and hole localized in
different wells [34, 35], and typically referred as spatially indirect excitons [36]. The
reduced overlap between electron and hole wave functions leads to lifetime of order
of nanoseconds, which is much larger than for spatially direct excitons. This circum-
stance makes it possible the cooling down to lattice temperature [37, 38, 39], which is
why they are frequently referred to as cold excitons [40]. One different consequence
of electron hole spatial separation is their large dipole momentum, oriented along the
structure growth axis, leading to strong interexciton interactions.
The mentioned peculiarities make indirect excitons promising candidates for obser-
vation of various phenomena in the domain of strong light-matter coupling physics.
In particular, it was shown that the combination of exciton polaritons and spatially
indirect excitons may lead to several promiment results [41, 42]. Namely, embedding
coupled quantum wells into microcavity leads to rise of new hybrid eigenmodes, named
dipolaritons. They represent themselves superposition of cavity photons (C) and spa-
tially direct (DX) and indirect (IX) excitons. The considered structure consists of two
quantum wells of different width, separated by thin barrier (see Fig. 1.9). The size of
barrier is chosen in a way to forbid the tunneling of hole and allowing the tunneling of
electron. Thus, the hole in this configuration is localized in wider quantum well (since
it has lower size quantization energy), while electron wave function is distributed be-
tween the wells. The cavity is tuned to be near resonant with wider quantum well,
while the narrow one remains decoupled from the optical mode. Thus, the hybridiza-
tion of the modes leads to the formation of three dipolariton modes: upper (UP),
middle (MP) and lower (LP). The term "dipolariton" highlights the nature of parti-
cles, which are exciton polaritons possessing large dipole momentum, and mixing with
indirect exciton will give rise to dipolaritons. It should be noted, that the external
electric field can tune the energy of indirect exciton mode, thus making possible the
control of bare mode partitions in dipolariton branches.
The system can be effectively described by three coupled oscillators Hamiltonian
model, which is in perfect agreement with the results experimental measurements
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Figure 1.9: (a): The sketch of dipolariton setup. The system of four asymmetric double
quantum wells is embedded into microcavity, with external electric field controlling
the energy of indirect exciton state. (b) The schematic representation of double
quantum well energy structure and wave functions, along with coupling to cavity
photon. The figure is adapted from Ref. [42].
[42]. In the matrix form the Hamiltonian and wave function read as
H = ~
 ωIX J/2 0J/2 ωDX Ω/2
0 Ω/2 ωC
 , |Ψ〉 =
 ΨIXΨDX
ΨC
 , (1.24)
where ωC , ωDX and ωIX correspond to the frequencies of cavity mode, direct exciton
and indirect exciton, respectively. The coupling constant between photon and direct
exciton is ~Ω (Rabi energy), and the tunneling rate corresponding to transitions be-
tween direct and indirect excitons is ~J . The wave-function |Ψ〉 of dipolariton is the
superposition of the uncoupled wave functions ΨC , ΨDX and ΨIX , correspodning to
the field operators for cavity photon, direct exciton and indirect exciton, respectively.
The energies of dipolariton modes can be found via diagonalization of Hamiltonian
(1.24). The new eigenenergies of the system are shown in Fig. 1.10, as a function
of detuning between direct and indirect exciton modes (a) and in-plane momentum
(b). The parameters for the calculation are close to those obtained in Ref. [42], where
In0.1Ga0.9As/GaAs/In0.08Ga0.92As heterostructure was studied. The tunneling rate is
~J = 6 meV, and the indirect exciton energy depends linearly on the external electric
field amplitude. The Rabi frequency of photon-exciton coupling is ~Ω = 6 meV, and
photon detuning was taken as δΩ = ~ωC −~ωDX = −5 meV. Also, in Fig. 1.10 (b) we
fixed exciton detuning to δJ = ~ωDX − ~ωIX = −5 meV.
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Figure 1.10: (a): Energies of the dipolariton modes (solid curves) plotted as a function
of detuning between direct and indirect exciton modes. Bare modes are depicted by
dashed curves. (b): Dispersion of dipolariton excitations plotted for the fixed exciton
detuning δJ = ~ωDX − ~ωIX = −5 meV.
It should be mentioned, that the dynamics of three coupled oscillators system has rich
phenomenology. Namely, the strong coupling between levels leads to so-called Rabi
flopping process, which consists in population oscillations between the coupled modes
occurring at characteristic Rabi frequency. The electron tunneling between direct and
indirect excitons results in oscillations of dipole momentum. The frequency of such
oscillations typically lies in terahertz range, which leads to classical radiation of THz
signal by the Hertz dipole array [43]. The strong coupling between direct exciton
and the cavity mode lead to the superradiant character of radiation, resulting in the
quantum efficiency of the emitter. Additionally, the Rabi oscillations and consequent
continuous THz emission can be further enhanced in higher excitation regime, when
the interaction effects become relevant [44, 45].
The dipolariton setups potentially can have significant impact on the Bose-Einstein
condensation phenomena as well. While the condensate of exciton-polaritons are rou-
tinely obtained nowadays [24], an unambiguous experimental evidence of exciton con-
densation is lacking so far. In the frameworks of the current thesis we propose an
algorithm of Bose-Einstein condensation of indirect excitons in dipolaritons system.
The idea is based on the separation of the process of optical pump and initial con-
densation, which takes place in pure polaritonic configuration (with decoupled indirect
exciton mode) and consequent transition of coherent population to the indirect exciton
state. The detailed discussion is presented in the Chapter 4.
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1.3. Electromagnetically dressed two-level quantum
systems
In the current section we will consider the interaction of two-level quantum system
with external time-periodic electromagnetic field 1 . The latter represents itself one of
the model problems of quantum physics, finding applications in wide range of areas,
covering quantum optics, qubits, spin-related phenomena, atomic physics, etc. In the
framework of the current paper we employ two-model system to describe the quantum
dot optical properties. Namely, in the chapter 2 we treat as upper an lower states
the size quantization levels of quantum dot, while in chapter 3 we deal with interband
transitions, with states denoting electron in conduction and valence band.
We restrict the consideration with the case of monochromatic laser field:
E(t) = eE0 cosωt = e
E0
2
(e−iωLt + eiωLt) = E(+)(t) +E(−)(t), (1.25)
where e is the unit polarization vector, E0 denotes the field amplitude, and ωL is angu-
lar frequency. Here we neglect the spatial dependence of the field, which is reasonable
in the long-wavelength approximation, when the wavelength is much longer than the
characteristic size of the structure. In the domain of optical frequencies, where we
operate, such an approximation is completely valid.
The two-level system Hamiltonian read as
HQD = ~ω0|e〉〈e|, (1.26)
where |e〉 denotes the excited state, ~ω0 denotes the two-level separation energy, and
we choose the zero of energy to corresponding ground state |g〉. The subscript "QD" we
use for two-level system Hamiltonian stands for quantum dot, although the presented
theory is of general character.
The interaction with the field is given in the form
HQD−F = −dE, (1.27)
where d denotes the system dipole operator, read as
d = deg(σ
− + σ+) = d(+) + d(−), (1.28)
where σ− = |g〉〈e|, σ+ = |e〉〈g|. Note that for the symmetric two-level systems
dee = dgg = 0. In the current section we will deal with symmetric systems, noting that
the break of time reversal symmetry leads to rise of various nontrivial effects, presented
in the following chapters. Thus, for the moment the system total Hamiltonian is
H = HQD +HQD−F = ~ω0σ+σ− − dE, (1.29)
1The current section is based on the Refs. [46, 47]
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with σ+σ− = |e〉〈e| corresponding to the excited state projection operator. Next,
expanding dipole and field operators, for the interaction term we can write
HQD−F = −d(+)E(+) − d(−)E(−) − d(+)E(−) − d(−)E(+). (1.30)
Here we note that dipole and field operators have time dependences d(±) ∼ e∓iω0t,
E(±) ∼ e∓iωLt, meaning that the first two terms oscillate as e±i(ωL+ω0)t, while the last
terms as e±i∆t, where ∆ = ωL − ω0. In the case of near-resonant interaction, when
∆ << ωL+ω0, we can make so-called rotating wave approximation (RWA), consisting
in omitting the quickly oscillating terms. The latter is reasonable since on a large time
scale their average value is zero. Thus, in the RWA we have
HRWAQD−F = −d(+)E(−) − d(−)E(+) =
~Ω
2
(σ−eiωLt + σ+e−iωLt), (1.31)
where we introduce the Rabi frequency
Ω = −2edegE0
2
. (1.32)
We note that interlevel transition matrix elements have induced character, being
aligned parallel to the electric field vector.
Thus, in the RWA Hamiltonian takes the form
HRWA = ~ω0σ+σ− +
~Ω
2
(σ−eiωLt + σ+e−iωLt). (1.33)
We proceed now with the systems dynamics. For this purpose we introduce generic
wavefunction in the form
|ψ〉 = cg|g〉+ ce|e〉, (1.34)
where cg,e are time dependent coefficients. Substituting then 1.34 into Scrodinger
equation
i~
∂|ψ〉
∂t
= HRWA|ψ〉, (1.35)
we arrive to the following equation:
∂cg
∂t
|g〉+ ∂ce
∂t
|e〉 = −iω0ce|e〉 − iΩ
2
eiωLtce|g〉 − iΩ
2
e−iωLtcg|e〉. (1.36)
Next, projecting the states 〈g|, 〈e|, we obtain two coupled differential equations de-
scribing the systems time dynamics:
∂cg
∂t
= −iΩ
2
eiωLtce,
∂ce
∂t
= −iω0ce − iΩ
2
e−iωLtcg.
(1.37)
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In order to eliminate the oscillations on the optical frequency ωL, we will modify the
excited state amplitude to the form
ce = aee
iωLt. (1.38)
Substituting, we have
∂cg
∂t
= −iΩ
2
ae,
∂ae
∂t
= −i∆ae − iΩ
2
cg.
(1.39)
It worth mentioning at this point that we could obtain the equations (1.39) from the
Hamiltonian in the rotating frame, i. e.,
H˜ = ~∆σ+σ− +
~Ω
2
(σ− + σ+), (1.40)
which, in its turn, is obtained from the unitary transformation of initial Hamiltonian
H˜ = UHU† + i~
∂U
∂t
U†, (1.41)
with U = exp(iωLt|e〉〈e|).
Next, differentiating each of eqs. (1.39) and substituting the first order terms, we
arrive to uncoupled second order differential equations:
∂2cg
∂t2
− i∆∂cg
∂t
+
Ω2
4
cg = 0,
∂2ae
∂t2
− i∆∂ae
∂t
+
Ω2
4
ae = 0.
(1.42)
The general solution can be written in the form
cg(t) = e
i∆t2
[
cg(0) cos
ΩRt
2
− i∆cg(0) + Ωae(0)
ΩR
sin
ΩRt
2
]
,
ae(t) = e
i∆t2
[
ae(0) cos
ΩRt
2
− i∆ae(0) + Ωcg(0)
ΩR
sin
ΩRt
2
]
,
(1.43)
where we introduce the generalized Rabi frequency
ΩR =
√
Ω2 + ∆2. (1.44)
30
1.3. Electromagnetically dressed two-level quantum systems
0 2 4 6 8 10 120.0
0.2
0.4
0.6
0.8
1.0
Ω t
P 
 (t) g
P 
 (t) e
,
0 2 4 6 8 10 12
0.0
0.2
0.4
0.6
0.8
1.0
Ω t
P 
 (t) g
P 
 (t) e
,
0 2 4 6 8 10 120.0
0.2
0.4
0.6
0.8
1.0
Ω t
P 
 (t) g
P 
 (t) e
,
(a)
(b)
(c)
Figure 1.11: The time dynamics of ground (red curve) and excited (blue curve) state
population for the detuning values (a) ∆ = 0, (b) ∆ = Ω, (c) ∆ = 3Ω.
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Coefficients cg(0) and ae(0) can be found from the initial conditions.
In particular case of the exact resonance, i. e. ∆ = 0, the solution reduces to the form
cg(t) = cg(0) cos
ΩRt
2
− iae(0) sin Ωt
2
,
ae(t) = ae(0) cos
ΩRt
2
− icg(0) sin Ωt
2
.
(1.45)
Consider the case when the system is initially in the ground state, cg(0) = 1, and
ae(0) = 0. Then the time dependences of the state populations read as
Pg(t) = |cg(t)|2 = cos2 ΩRt
2
+
∆2
Ω2R
sin2
ΩRt
2
,
Pe(t) = |ae(t)|2 = Ω
2
Ω2R
sin2
ΩRt
2
.
(1.46)
In the Fig. 1.11 we present the dynamics of the populations for the different values
of the ratio ∆/Ω. First of all, for the case of exact resonance ∆ = 0 we see the full
conversions of populations between ground and excited states, appearing at the Rabi
frequency Ω. This oscillating phenomenon is referred as Rabi flopping. Further, for
the nonzero detuning the oscillations occur at generalized Rabi frequency ΩR. One
more thing to note that the amplitude of oscillations for the excited state is modulated
as Ω2/Ω2R, and thus decrease when detuning grows.
1.3.1. Dressed states
We proceed with the introduction of the concept of dressed states. From the Rabi
oscillations between the initial eigenstates we can conclude, that they are not the
eigenstates for the total Hamiltonian, accounting for interaction with the field. To
find the new eigenstates, let us rewrite the dynamic equations (1.39) in the matrix
form:
∂
∂t
[
ae
cg
]
= −i
[−∆ Ω/2
Ω/2 0
] [
ae
cg
]
, (1.47)
and the RWA Hamiltonian is
H˜ =
[−∆ Ω/2
Ω/2 0
]
. (1.48)
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Eg
E1
Ee
E2
0 Δ
Figure 1.12: The energies of bare (dashed lines) and dressed (solid lines) states as a
function of detuning ∆.
After the diagonalization, for the eigenvalues we get
E1,2 = −~∆
2
± ~ΩR
2
(1.49)
with corresponding eigenvectors
|1〉 = sin θ|g〉+ cos θ|e〉,
|2〉 = cos θ|g〉 − sin θ|e〉,
(1.50)
where
sin θ =
1√
2
√
1 +
∆
ΩR
,
cos θ =
1√
2
√
1− ∆
ΩR
.
(1.51)
In the Fig. 1.12 we present the energies of bare and dressed states, where the excited
state energy in the rotating frame is Ee = −~∆. Here we again meet the phenomenon
of avoided crossing, appearing as a result of hybridization of the modes, caused by
the interaction. Thus, the concept of dressed states is somewhat analogous to earlier
discussed polaritons.
As we saw, in the picture of the bare states the state populations make Rabi oscilla-
tions. It is interesting to examine how these oscillations are expressed in the dressed
state picture. For simplicity we will consider the case of exact resonance, ∆ = 0. Then
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the relation between bare and dressed states read as
|1〉 = 1√
2
(|g〉+ |e〉),
|2〉 = 1√
2
(|g〉 − |e〉),
(1.52)
and the inverse relations
|g〉 = 1√
2
(|1〉+ |2〉),
|e〉 = 1√
2
(|1〉 − |2〉).
(1.53)
Then if the system starts from the two-level ground state |g〉, in the dressed states
picture wave function dynamics will read
|ψ(t)〉 = 1√
2
(
e−iE1t/~|1〉+ e−iE2t/~|2〉
)
=
e−iΩt/2√
2
(|1〉+ eiΩt|2〉) , (1.54)
The characteristic frequency of the system is Rabi frequency, so the dynamics must be
periodic with Ω. Calculating the wave function at the moments Ωt = pi and Ωt = 2pi,
we get
|ψ(t = pi/Ω)〉 = 1√
2
(|1〉+ eipi|2〉) = |e〉,
|ψ(t = 2pi/Ω)〉 = 1√
2
(|1〉+ ei2pi|2〉) = |g〉.
(1.55)
where we drop an irrelevant overall phase. As expected, we get the same result.
1.3.2. Full quantum picture: Jaynes-Cummings model
So far we were considering the interaction of two-level quantum system with classical
external field. However, such a semiclassical approach represents itself the limiting case
of full quantum treatment, where we account the quantum nature of field component
as well. The semiclassical approach is relevant for large values of the field amplitude,
when the fluctuations of photon number become negligibly small in comparison with
photon mean number. Below we present the theory of two-level system interacting with
quantum field. The reason for this is that in such a picture we can clearly identify
the processes of absorption and stimulated emission, and thus provide very illustrative
physical explanation of the fluorescence spectra of the system under consideration.
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As before, we describe the two-level system by Hamiltonian
HQD = ~ω0|e〉〈e|, (1.56)
with the ground state energy being equal to zero. The field component read as
HF = ~ωL
(
a†a+
1
2
)
, (1.57)
with a denoting the photon annihilation operator. The interaction term is
HQD−F = −dE, (1.58)
where we recall the dipole momentum definition
d = deg(σ
− + σ+), (1.59)
and the field amplitude read as
E = −e
√
~ωL
2εε0V
(a+ a†). (1.60)
Defining the coupling energy
~g = −e
√
~ωL
2εε0V
deg, (1.61)
and inserting to the coupling Hamiltonian, we get
HQD−F = ~g(σ− + σ+)(a+ a†). (1.62)
Applying again rotating wave approximation and eliminating the quickly oscillating
terms, we finally get
HRWAQD−F = ~g(σ−a† + σ+a). (1.63)
The full Hamiltonian now will be
HJC = HQD +HF +H
RWA
QD−F = ~ω0σ+σ− + ~ωLa†a+ ~g(σ−a† + σ+a), (1.64)
where we drop the field vacuum oscillations energy. "JC" here denotes the names of
E. Jaynes and F. Cummings, who suggested this model.
To study the system dynamics, we employ the generic wave function in the form
|ψ(t)〉 = |ψph(t)〉 ⊗ |ψQD(t)〉 =
∞∑
N=0
[cg,N |g,N〉+ ce,N |e,N〉] . (1.65)
Inserting into the Schrodinger equation and projecting with 〈e| and 〈g| we derive the
set of coupled differential equations
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∂ce,N
∂t
= −i(ω0 +NωL)ce,N − i
√
N + 1gcg,N+1,
∂cg,N+1
∂t
= −i(N + 1)ωLcg,N+1 − i
√
N + 1gce,N ,
(1.66)
where we use the annihilation operator in the following form:
a =
∞∑
N=0
√
N+|N〉〈N + 1|. (1.67)
The equations are equivalent to the semiclassical equations (1.42) with Rabi frequency
Ω↔ 2g√N + 1 and the detuning
(N + 1)ωL − (ω0 +NωL) = ωL − ω0 = ∆. (1.68)
Thus, the problem is reduced to the semiclassical case, meaning that the solutions
are readily found. For instance, starting from the ground state |g,N + 1〉, for the
populations we have
Pg,N+1(t) = cos
2 ΩR,N t
2
+
∆2
Ω2R,N
sin2
ΩR,N t
2
,
Pe,N (t) =
4(N + 1)g2
Ω2R,N
sin2
ΩR,N t
2
,
(1.69)
where we introduce quantized generalized Rabi frequency ΩR,N =
√
4(N + 1)g2 + ∆2.
We note that in the case when N >> 1, the population dynamics (1.69) and gener-
alized Rabi frequency dependence on photon number is negligible, i. e., Pe,N (t) '
Pe,N+1(t). It corresponds to the transition to semiclassical case. The semiclassical
Hamiltonian can also be derived from the Jaynes-Cummings Hamiltonian by substi-
tution a = a† =
√
N .
1.3.3. Dressed states in full quantum picture: rise of Mollow
triplet
In analogy with the semiclassical case, we can introduce introduce quantum dressed
states, corresponding to the eigenstates of Jaynes-Cummings Hamiltonian, in the fol-
lowing form:
|1, (N)〉 = sin θN |g,N + 1〉+ cos θN |e,N〉,
|2, (N)〉 = cos θN |g,N + 1〉 − sin θN |e,N〉,
(1.70)
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|g,N
|e,N
|e,N-1
|g,N+1
|e,N+1
|g,N+2
Figure 1.13: The energies of uncoupled two-level states together with photon compo-
nent.
where
sin θN =
1√
2
√
1 +
∆
ΩR,N
,
cos θN =
1√
2
√
1− ∆
ΩR,N
.
(1.71)
We next examine the energy structure of the system. First of all let us start with the
noninteracting case. In the Fig. 1.13 we present the energy of the bare two-level states
and photon number. As we see, in the near resonant case (Delta << ω0), the states
|g,N + 1〉, |e,N〉, are situated close by energy to each other (the separation energy
is ~∆. When the interaction is turned on, the mentioned states form one manifold of
dressed states, which are separated by energy ~ΩR,N (see Fig. 1.14).
In order to give qualitative explanation of two-level dressed system resonance fluores-
cence spectra, on the Fig. 1.14 we depict two neighboring manifolds of the dressed
states ladder. To find out the allowed transitions, we recall the evidence, that only the
nondiagonal matrix elements of dipole momentum are nonzero, deg 6= 0. It means that
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|g,N
|e,N
|e,N-1
|g,N+1
|2,(N-1)
|1,(N-1)
|2,(N)
|1,(N)
Figure 1.14: The energetic scheme of two-level dressed states and allowed optical tran-
sitions.
in the uncoupled basis (left side of Fig. 1.14) only the transitions between |e,N〉 and
|g,N〉 are allowed. At the same time, the dressed states of upper manifold |1, (N)〉 and
|2, (N)〉 contain the component |e,N〉, while the states f lower manifold |1, (N−1)〉 and
|2, (N−1)〉 contain |g,N〉. Thus, all four transitions between the states of neighboring
manifolds become allowed. We note also, that in the limit of strong field N >> 1,
the fluctuations of photon number become negligible, and the frequencies of optical
transitions between any neighboring manifolds are consequently independent of pho-
ton number. Thus, the resonance fluorescence spectra of dressed symmetric two-level
system is formed by cascades of transitions between neighboring manifolds, appearing
at the frequencies ωL − ΩR, ωL, ωL + ΩR, forming the Mollow triplet structure.
Finally, we see that the transitions between the levels of the same manifold are not
allowed, since they not simultaneously contain the states |e,N〉 and |g,N〉. The sit-
uation is completely different in the case of systems with broken inversion symmetry,
when dee 6= 0. The effects, appearing there, are discussed in the chapters 2 and 3.
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We present the theory of resonance fluorescence from an asymmetric quantum dot
driven by a two-component electromagnetic field with two different frequencies, po-
larizations and amplitudes (bichromatic field) in the regime of strong light-matter
coupling. It follows from the elaborated theory that the broken inversion symmetry
of the driven quantum system and the bichromatic structure of the driving field result
in unexpected features of the resonance fluorescence, including the infinite set of Mol-
low triplets, the quench of fluorescence peaks induced by the dressing field, and the
oscillating behavior of the fluorescence intensity as a function of the dressing field am-
plitude. These quantum phenomena are of general physical nature and, therefore, can
take place in various double-driven quantum systems with broken inversion symmetry.
2.1. Introduction
Advances in nanotechnology, laser physics and microwave techniques created a basis
for studies of the strong light-matter coupling in various quantum systems. Differently
from the case of weak electromagnetic field, the interaction between electrons and a
strong field cannot be treated as a perturbation. Therefore, the system “electron +
strong field” is conventionally considered as a composite electron-field object which
was called “electron dressed by field” (dressed electron) [46, 48]. The field-induced
modification of physical properties of dressed electrons was studied in both atomic
systems [46, 48, 49] and various condensed-matter structures, including bulk semicon-
ductors [50, 51], graphene [52, 53, 54, 55, 56], quantum wells [57, 58, 59, 60, 61, 62],
quantum rings [63, 64, 65, 66], quantum dots [67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77],
etc. Among these structures, quantum dots (QDs) — semiconductor 3D structures
of nanometer scale, which are referred to as “artificial atoms” — seem to be most
interesting for optical studies since they are basic elements of modern nanophoton-
ics [78, 79]. In contrast to natural atoms, the most of QDs are devoid of inversion
symmetry and, therefore, are asymmetric. As an example, QDs based on gallium
nitride heterostructures have a strong built-in electric field [80, 81] and, therefore,
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acquire the giant anisotropy [82, 83, 84, 85, 86]. This motivates to studies of various
asymmetry-induced optical effects in QDs [74, 75, 76, 77].
The most of studies of dressed quantum systems was performed before for a monochro-
matic dressing field. However, there is a lot of interesting phenomena specific for quan-
tum systems driven by a two-mode electromagnetic field with two different frequen-
cies, polarizations and amplitudes (bichromatic field). In symmetric quantum systems
(atoms and superconducting qubits), the bichromatic coupling leads to features of pho-
ton correlations, squeezing, Autler-Townes effect, suppression of spontaneous emission,
multi-photon transitions, etc. [87, 88, 89, 90, 91, 92, 93, 94]. Broken symmetry brings
substantially new physics to bichromatically dressed quantum systems, including ad-
ditional lines in optical spectra, multiple splitting of the dressed-state transitions, etc.
[95, 96, 97]. Although these optical effects are extensively studied during long time,
a consistent quantum theory of resonance fluorescence from bichromatically dressed
asymmetric systems was not elaborated before. The present research is aimed to fill
this gap at the border between quantum optics and physics of nanostructures. To
solve the problem, we focused on the strong light-matter coupling regime when the
interaction of an asymmetric QD with a bichromatic dressing field overcomes the spon-
taneous emission and non-radiative decay of QD excitations. In this case, the spectral
lines of QD are well resolved and various radiation effects (particularly, the resonance
fluorescence) can be analyzed using a concept of quasienergetic (dressed) electronic
states. In the framework of this approach, such characteristics of dressed QD as decay
rates and lineshapes can be calculated by solving the master equations in the represen-
tation of quasienergetic states. As a result, we found unexpected features of resonance
fluorescence, which are discussed below.
The chapter is organized as follows. In the Section 2, we derive quasienergetic elec-
tronic states for an asymmetric QD dressed by a bichromatic electromagnetic field
and calculate matrix elements of optical dipole transitions between these states. In
the Section 3, we apply the found quasienergetic spectrum of dressed electrons to elab-
orate the theory of resonance fluorescence from the QD. The Section 4 contains the
discussion of the calculated spectra of resonance fluorescence and the conclusion.
2.2. Model of electronic structure
Let us consider an asymmetric QD with broken inversion symmetry along the z axis,
which is dressed by the bichromatic field
E(t) = E1 cosω1t+E2 cosω2t, (2.1)
where the electric field of the first mode, E1, is directed along the z axis and the electric
field of the second mode, E2, is perpendicular to this axis (see Fig. 2.1 (a)). In what
follows, we will assume that the second frequency, ω2, is near the electronic resonance
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(a) (b)
Figure 2.1: Sketch of the system under consideration: (a) Asymmetric quantum dot
(QD) with broken inversion symmetry along the z axis, which is exposed to a bichro-
matic electromagnetic field with the electric field amplitudes E1,2 and the frequencies
ω1,2; (b) Two-level model of the electronic energy spectrum of the QD, ε, with the
interlevel distance ~ω0.
frequency, ω0, whereas the first frequency, ω1, is far from all resonance frequencies. As
a consequence, the bichromatic field (2.1) mixes effectively only two electron states of
QD, |1〉 and |2〉, which are separated by the energy ~ω0 (see Fig. 1b). Within the basis
of these two states, the asymmetric QD can be described by the matrix Hamiltonian
[74]
Hˆ =
(−~ω0/2− d11E1 cosω1t −d12E2 cosω2t
−d21E2 cosω2t ~ω0/2− d22E1 cosω1t
)
(2.2)
where d11 = 〈1|ez|1〉, d22 = 〈2|ez|2〉 and d12 = d21 = 〈1|ex|2〉 are the matrix elements
of the operator of electric dipole moment along the z, x axes, and e is the electron
charge. To simplify calculations, the Hamiltonian (2.2) can be written as a sum,
Hˆ = Hˆ0 + Hˆ′, where
Hˆ0 =
(−~ω0/2− d11E1 cosω1t 0
0 ~ω0/2− d22E1 cosω1t
)
(2.3)
is the diagonal part of the full Hamiltonian (2.2), and
Hˆ′ =
(
0 −d12E2 cosω2t
−d21E2 cosω2t 0
)
(2.4)
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is the nondiagonal part describing electron transitions between the states |1〉 and |2〉
under influence of the field (2.1). Exact solutions of the non-stationary Schrödinger
equation with the Hamiltonian (2.3),
i~
∂ψ
∂t
= Hˆ0ψ,
can be written in the spinor form as
ψ(−) = eiω0t/2 exp
[
i
d11E1
~ω1
sinω1t
](
1
0
)
(2.5)
and
ψ(+) = e−iω0t/2 exp
[
i
d22E1
~ω1
sinω1t
](
0
1
)
. (2.6)
Since the two pseudo-spinors (2.5)–(2.6) are the complete basis of the considered elec-
tronic system at any time t, we can sought eigenstates of the full Hamiltonian (2.2) as
an expansion
ψ˜ = a(−)(t)ψ(−) + a(+)(t)ψ(+), (2.7)
where the time-dependent coefficients a(±)(t) obey the equation
i~a˙(∓)(t) = −a(±)(t)d12E2 cosω2te∓iω0t exp
[
±i (d22 − d11)E1
~ω1
sinω1t
]
. (2.8)
Applying the Jacobi-Anger expansion,
eiz sin θ =
∞∑
n=−∞
Jn(z)e
inθ,
we arrive from Eq. (2.8) at the equation
i~a˙(∓)(t) = −a(±)(t)d12E2
2
∞∑
n=−∞
Jn
(
(d22 − d11)E1
~ω1
)
×
[
e∓i(ω0+ω2−nω1)t + e∓i(ω0−ω2−nω1)t
]
, (2.9)
where Jn(z) is the Bessel function of the first kind. Formally, the equation of quantum
dynamics (2.9) describes a two-level quantum system subjected to a multi-mode field.
It is well-known that the main contribution to the solution of such equation arises
from a mode which is nearest to the resonance. Correspondingly, near the resonance
condition,
ω0 ± ω2 = nω1, (2.10)
we can neglect all modes except the resonant one. In this approximation, Eq. (2.9)
reads as
ia˙(±)(t) = a(∓)(t)Fne±iϕnt, (2.11)
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where Fn = −(d12E2/2~)Jn (ω˜/ω1) are the Rabi frequencies of the considered system,
ω˜ =
E1(d22 − d11)
~
(2.12)
is the effective frequency, and ϕn = ω0 ± ω2 − nω1 is the resonance detuning. It
follows from Eq. (2.11) that the considered problem is reduced to the effective two-
level system driven by the monochromatic field with the combined frequency ϕn. Using
the well-known solution of Eq. (2.11) (see, e.g., Ref. [98]), we can write the sought wave
functions (2.7) in the conventional form of quasienergetic (dressed) states as
ψ˜1 = e
−iε˜1t/~
[√
1
2
(
1 +
ϕn
2Ωn
)
Λ11(t)
(
1
0
)
−
√
1
2
(
1− ϕn
2Ωn
)
ei(ϕn−ω0)tΛ22(t)
(
0
1
)]
, (2.13)
ψ˜2 = e
−iε˜2t/~
[√
1
2
(
1 +
ϕn
2Ωn
)
Λ22(t)
(
0
1
)
+
√
1
2
(
1− ϕn
2Ωn
)
e−i(ϕn−ω0)tΛ11(t)
(
1
0
)]
, (2.14)
where
ε˜1 = −~ω0
2
− ~Ωn + ~ϕn
2
, ε˜2 =
~ω0
2
+ ~Ωn − ~ϕn
2
. (2.15)
are the corresponding quasienergies and
Λii(t) = exp
[
i
diiE1
~ω1
sinω1t
]
, Ωn =
√
ϕ2n
4
+ F 2n .
As to optical transitions between the dressed states (2.13) and (2.14), they can be
described by the matrix dipole elements
d˜ij(t) = 〈ψ˜i|ex|ψ˜j〉 = d(+)ij + d(−)ij , (2.16)
where d(+)ij =
[
d
(−)
ji
]∗
,
d
(+)
21 =
d21
2
[
1 +
ϕn
2Ωn
]
Λ∗(t)ei(ω0−ϕn+2Ωn)t,
d
(−)
21 = −
d12
2
[
1− ϕn
2Ωn
]
Λ(t)e−i(ω0−ϕn−2Ωn)t,
d
(+)
11 = −d(+)22 = −
d12
2
Fn
Ωn
Λ∗(t)ei(ω0−ϕn)t, (2.17)
and Λ(t) = Λ22(t)Λ∗11(t).
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Figure 2.2: The spectra of resonance fluorescence from an asymmetric quantum dot
with the interlevel distance ~ω0 = 1 meV, dipole moments d22 − d11 = d12 = 40 D,
and the decay rate γ = 10−10 s−1: (a) in the presence of a monochromatic dressing
field with the amplitude E2 = 3 ·103 V/cm and the frequency ω2 = 0.86ω0; (b) in the
presence of a bichromatic dressing field with the amplitudes E1 = 1.3 · 103 V/cm,
E2 = 3 · 103 V/cm and the frequencies ω1 = 0.18ω0, ω2 = 0.86ω0. The indices
m = 0,±1 indicate the different Mollow triplets.
The general theory to describe the resonance fluorescence in the representation of
quasienergetic (dressed) states has been elaborated in Refs. [99, 100, 101, 102]. Ap-
plying this known approach to the considered dressed QD, we have to write the Hamil-
tonian of interaction of the QD with the radiative field as
Hˆint = −d˜ij(t)[E+(t) +E−(t)], (2.18)
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where
E±(t) =
∫
dωg±(ω)e±ω a
±
ω e
∓iωt
is the positive (negative) frequency part of the radiative electric field, E(t) = E+(t) +
E−(t), the parameters g±(ω), e±ω , a±ω describe the density, polarization and amplitude
of the corresponding electromagnetic modes, respectively, and d˜ij(t) are the dipole
matrix elements of dressed QD (2.16)–(2.17). Within the conventional secular ap-
proximation and Markov approximation [46], the equations describing the quantum
dynamics of the considered two-level system read as
dσ11(t)
dt
= −Γ11[σ11(t)− σS11],
dσ12(t)
dt
= −Γ12σ12(t),
σ11(t) + σ22(t) = 1,
where σ(t) = Tr {ρ(t)} is the reduced density operator which involves tracing over
reservoir variables, σαβ = 〈ψ˜α|σ|ψ˜β〉 are the matrix elements of the density operator
written in the basis of dressed states (2.13)–(2.14),
σS11 =
w21
w12 + w21
, σS22 =
w12
w12 + w21
(2.19)
are the steady-state populations of the dressed states (2.13)–(2.14),
Γ11 = w12 + w21, Γ12 =
Γ11
2
− Re(M11,22 +M22,11) (2.20)
are the field-dependent decay rates for the dressed states (2.13)–(2.14),
w12 =
γ
4
(
1− ϕn
2Ωn
)2
, w21 =
γ
4
(
1 +
ϕn
2Ωn
)2
(2.21)
are the probabilities of radiative transitions per unit time between the dressed states
(2.13)–(2.14),
Mα,α,β,β =
∞∫
0
dτ d˜αα(t− τ)d˜ββ(t)〈E(t)E(t− τ)〉, (2.22)
〈E(t)E(t− τ)〉 is the correlation function averaged over the initial state of electromag-
netic field, and γ is the spontaneous emission rate. Substituting Eqs. (2.21)–(2.22)
into Eqs. (2.19)–(2.20), we arrive at the width of the transitions,
Γ11 =
γ
2
(
1 +
ϕ2n
4Ω2n
)
, Γ12 =
γ
4
(
3− ϕ
2
n
4Ω2n
)
, (2.23)
and the difference between the populations of dressed electronic states (2.13)–(2.14),
∆S = σ
S
11 − σS22 = 2w21/Γ11 − 1. (2.24)
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Taking into account the aforesaid, the spectrum of resonance fluorescence from QD
has the form [48]
S(ω) ∼ 1
pi
Re

∞∫
0
dτ〈D(+)(t+ τ)D(−)(t)〉e−iωτ
 , (2.25)
where
D(±)(t) =
∑
α,β
σαβ(t)d
(±)
αβ (t) (2.26)
is the positive(negative)-frequency part of the polarization operator written in the
basis of dressed states (2.13)–(2.14). Applying the quantum regression theorem [48]
and taking into account Eqs. (2.16)–(2.17), we arrive at the correlation function of the
polarization operator (2.26) in the steady-state regime for long time t and arbitrary
time τ ,
〈D(+)(t+ τ)D(−)(t)〉 = [∆2S + (1−∆2S)e−Γ11τ ] 〈d(+)11 (t+ τ)d(−)11 (t)〉
+
1
2
[
(1 + ∆S)〈d(+)12 (t+ τ)d(−)21 (t)〉+ (1−∆S)〈d(+)21 (t+ τ)d(−)12 (t)〉
]
e−Γ12τ ,
(2.27)
where
〈d(+)11 (t+ τ)d(−)11 (t)〉 =
d212
4
F 2n
Ω2n
〈Λ∗(t+ τ)Λ(t)〉ei(ω0−ϕn)τ ≈ d
2
12
4
F 2n
Ω2n
Σ(τ)e−iϕnτ ,
〈d(+)12 (t+ τ)d(−)21 (t)〉 =
d212
4
(
1− ϕn
Ωn
)2
〈Λ∗(t+ τ)Λ(t)〉
× ei(ω0−ϕn−2Ωn)τ ≈ d
2
12
4
(
1− ϕn
Ωn
)2
Σ(τ)e−i(ϕn+2Ωn)τ ,
〈d(+)21 (t+ τ)d(−)12 (t)〉 =
d212
4
(
1 +
ϕn
Ωn
)2
〈Λ∗(t+ τ)Λ(t)〉
× ei(ω0−ϕn+2Ωn)τ ≈ d
2
12
4
(
1 +
ϕn
Ωn
)2
Σ(τ)e−i(ϕn−2Ωn)τ ,
and Σ(τ) =
∑
m
J2m (ω˜/ω1) e
i(ω0−mω1)τ . Substituting Eq. (2.27) into Eq. (2.25), the
spectrum of resonance fluorescence, S(ω) = S1(ω) + S2(ω), can be calculated as a
sum of the two parts corresponding to the elastic and inelastic scattering of light [48],
where the elastic term reads as
S1(ω) ∼ ∆
2
S
pi
Re

∞∫
0
dτd
(+)
11 (t+ τ)d
(−)
11 (t)e
−iωτ

=
[
∆Sd12Fn
2Ωn
]2∑
m
J2m
(
ω˜
ω1
)
δ(ω − [n−m]ω1 − ω2)
(2.28)
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Figure 2.3: The spectra of resonance fluorescence from an asymmetric quantum dot
with the interlevel distance ~ω0 = 1 meV, dipole moments d22 − d11 = d12 = 40 D,
and the decay rate γ = 10−10 s−1 in the presence of a bichromatic dressing field
with the frequencies ω1 = 0.16ω0 and ω2 = 0.85ω0, the amplitude E2 = 2.2 ·
103 V/cm and different amplitudes E1: (a)–(c) structure of the Mollow triplets
with the numbers m = 0,±1,±2; (c) Dependence of the central resonant peaks
of the Mollow triplets with the numbers m = 0,±1 on the irradiation intensity
I1 = ε0E
2
1c/4.
and the inelastic term is
S2(ω) ∼ d
2
12
4pi
[(
1−∆2S
)(d12E2
2~Ωn
)2
J2n
(
ω˜
ω1
)∑
m
J2m (ω˜/ω1) Γ11
[ω − (n−m)ω1 − ω2]2 + Γ211
+
1
2
(
1− ϕ2n/4Ω2n
)2
(1 + ϕ2n/4Ω
2
n)
∑
m
J2m (ω˜/ω1) Γ12
[ω − (n−m)ω1 − ω2 + 2Ωn]2 + Γ212
(2.29)
+
1
2
(
1− ϕ2n/4Ω2n
)2
(1 + ϕ2n/4Ω
2
n)
∑
m
J2m (ω˜/ω1) Γ12
[ω − (n−m)ω1 − ω2 − 2Ωn]2 + Γ212
]
.
In what follows, we will focus on the inelastic term (2.29) which is responsible for the
spectral features of the resonance fluorescence.
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2.4. Discussion and conclusion
Let us consider the effect of the two key factors of the considered system — the
bichromatic structure of the dressing field and the asymmetry of the QD — on the
resonance fluorescence. Mathematically, these two factors can be described by the
effective frequency (2.12) appearing in various terms of Eq. (2.29). In order to explain
it, we have to keep in mind that the ground and excited states of the asymmetric
QD, |1〉 and |2〉, do not possess a certain spatial parity along the asymmetry axis,
z. Therefore, the diagonal matrix elements of the dipole moment operator in an
asymmetric QD prove to be nonequivalent, d22 6= d11. As a consequence, the difference
of diagonal dipole matrix elements, d22 − d11, describes the asymmetry of QD [74].
Since the effective frequency (2.12) is the product of this difference and the first field
amplitude, E1, it can be considered as a quantitative measure of both the asymmetry
of the QD and the bichromatic nature of the dressing field (2.1). In the following, we
will discuss the dependence of the resonance fluorescence on this effective frequency,
ω˜ = (d22 − d11)E1/~.
The calculated spectra of resonance fluorescence (2.29) are plotted in Figs. 2.2–2.3 for
different effective frequencies, ω˜, near the resonance (2.10) with n = 1. If the QD is
symmetric or the dressing field is monochromatic (ω˜ = 0), the terms with m 6= 0 in
Eq. (2.29) vanish since the Bessel functions of the first kind, Jm (ω˜/ω1), satisfy the
condition Jm(0) = δm0. The nonzero terms with m = 0 correspond physically to the
well-known Mollow triplet in the fluorescence spectrum of a two-level system driven by
a monochromatic field [48], which is plotted in Fig. 2.2 (a). If the QD is asymmetric
and the dressing field is bichromatic (ω˜ 6= 0), the nonzero terms with m 6= 0 in
Eq. (2.29) result in the infinite set of Mollow triplets which can be numerated by the
indexm = 0,±1,±2, ... (see Fig. 2.2 (b) and Figs. 2.3 (a)–(c)). It is shown in Figs. 2.2–
2.3 that the bichromatic dressing field generates side Mollow triplets (m 6= 0), shifts
the main Mollow triplet (m = 0) and change the amplitudes of the Mollow triplets.
According to Eq. (2.29), the amplitude of the m-th Mollow triplet is proportional
to the squared Bessel function, J2m (ω˜/ω1). This leads to the oscillating dependence
of fluorescence peaks on the irradiation intensity, I1 = ε0E21c/4 (see Fig. 2.3 (d)).
It should be stressed that the zeros of the Bessel function, Jm (ω˜/ω1), correspond
physically to the zero amplitude of the m-th Mollow triplet. Thus, the dressing field
can quench fluorescence peaks. Particularly, the absence of the main Mollow triplet
(m = 0) in Fig. 2.3 (c) is caused by the first zero of the Bessel function J0 (ω˜/ω1).
Summarizing the aforesaid, we can conclude that the exciting of asymmetric quantum
systems by a bichromatic field results in the following features of resonance fluorescence
spectra: an infinite set of Mollow triplets, the quench of fluorescence peaks induced by
the dressing field, and the oscillating behavior of the fluorescence intensity as a function
of the dressing field amplitude. To explain the physics of these novel effects, we have
to stress that the considered bichromatic field (2.1) consists of an off-resonant dressing
field E1 (which renormalizes electronic energy spectrum) and a near-resonant field E2
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(which induces electron transitions between the two electronic levels). Although the
dressing field E1 is off-resonant, it is very strong. Therefore, there are noticeable
multiphoton processes which can involve many photons of the field. Particularly,
electron transitions between the electronic levels can be accompanied by absorption
of both near-resonant photon, ~ω2, and many off-resonant photons, n~ω1, where n is
the number of the photons. As a consequence, there is an infinite set of resonances
(2.10) corresponding to the different numbers n = 0, 1, 2, .... Since each resonance is
accompanied with its own Mollow triplet, an infinite set of Mollow triplet appears in
the fluorescence spectrum. As to the field-induced quench of fluorescence peaks and
the oscillating behavior of the fluorescence intensity as a function of the dressing field
amplitude, these effects arise from the Bessel-function factors in Eq. (2.29). Physically,
these factors describe the nonlinear renormalization of electronic properties with the
strong dressing field E1. It should be noted that the appearance of the Bessel functions
in expressions describing dressed electrons is characteristic feature of various quantum
systems driven by a dressing field. Particularly, the similar Bessel-function factors
describe renormalized electronic properties of dressed quantum wells [103, 104] and
graphene [105, 106].
Since the considered quantum phenomena depend on electronic parameters, the elab-
orated theory paves the new way to the nondestructive optical testing of various
asymmetric structures. Applying the developed theory to experimental studies of
asymmetric QDs, one should take into account that phonons affect strongly optical
transitions in semiconductor structures. To avoid the phonon-induced destruction of
the discussed fine structure of the fluorescence spectra, measurements should be per-
formed at low temperatures, T , satisfying the condition T  ∆ε, where ∆ε = ~|F1|
is the characteristic field-induced shift of electron energies (the dynamic Stark shift).
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3. THz Lasing in ensembles of
Asymmetric Quantum Dots
In the current chapter we propose a scheme of terahertz (THz) laser based on an ensem-
ble of asymmetric quantum dots dressed by intense electromagnetic field. THz emis-
sion originates from the transitions at Rabi energy between the neighboring dressed
states. For the amplification of the lasing mode high-Q photonic crystal cavity tuned
to terahertz range can be employed. Within the mean field approximation the sys-
tem is described by Maxwell-Bloch type equations, which account for inhomogeneous
broadening and decoherence processes. The conditions for the onset of the lasing are
determined and emission intensity and quantum efficiency are obtained by numerical
solution of the Langevin type stochastic equations, describing the generation of THz
pulses.
3.1. Introduction
Design of efficient terahertz (THz) lasing devices is among major challenges of modern
applied physics [107]. In recent decades there appeared several proposals for practi-
cal realization of THz emitters based on variety of materials and methods, covering
the areas of gas lasers [108, 109], single-layer [110] and double-layer [111] graphene,
photonic crystals [112], quantum cascade lasers [113, 114] and frequency conversion
in nonlinear optical systems [115]. However, despite the significant progress achieved
over the years, there are variety of fundamental technological problems yet to over-
come. As a result, the goal of creation of tunable and stable THz laser source hitherto
remains not achieved.
One of the possible routes to realize this goal is use of operating in the regime of
strong light-matter coupling, for which the interaction between material part with
light drastically modifies the properties of the matter itself. Striking examples of such
systems are low dimensional semiconductor microcavities for which strong resonant
coupling between confined photonic cavity mode and excitonic resonance in the active
media gives rise to the appearance of the hybrid modes, referred as exciton polaritons
[22]. Among the notable applications of polaritons are polariton lasers, which have
certain advantages with respect to the conventional lasers, including extremely low
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threshold and easy tunability [116]. Such devices can be realized in both bulk [117]
and low-dimensional [118] geometries, the latter including planar [119] and pillar [120]
systems together with photonic crystal cavities [121] and for broad variety of materi-
als including wide gap semiconductors (for instance, GaN and ZnO) for which room
temperature operation becomes feasible [28, 29, 30].
Upper and lower polariton states are separated in energy by the gap, which is usually of
the order of magnitude of several meV for conventional semiconductor systems of tens
of meV for wide bandgap semiconductors and organic materials. Radiative transitions
between upper and lower polariton states, if possible, will thus generate emission in
THz frequency range which can be enhanced by the effect of bosonic stimulation in the
system. Unfortunately, direct implementation of this scenario faces the fundamental
problem: optical transition between two polariton branches is forbidden due to the
same parity of their wavefunctions. There are several attempts to overcome this ob-
stacle which include the use of intersubband polaritons [122], bosonic cascade lasers in
parabolic traps [123] and systems with asymmetric quantum wells [124, 125, 126, 127]
for which dark exciton states of the different parity are admixed to upper and lower
polariton modes and thus open radiative relaxation channel between them. However
the mentioned proposals overcomplicate the system and make experimental realization
challenging.
The concept of a polariton is closely related to a concept of electromagnetically dressed
states (DSs). The latter appears in the systems placed in strong external laser field
[46, 48]. Formation of the DSs was predicted and then experimentally observed in
broad variety of the physical systems such as atomic systems [49] and solid-state
setups, including bulk semiconductors [50, 51] and various mesoscopic structures [52,
53, 56, 57, 58, 59, 60, 61, 63, 64, 67, 68, 69]. Characteristic energy separating DSs
is known as Rabi splitting. Differently from the case of cavity polaritons (where the
similar parameter is also known as vacuum Rabi splitting) it depends on the intensity
of the dressing field.
The possibility of the radiative transition between the states of electromagnetically
dressed systems was previously predicted theoretically and later on observed in the
experiments for atomic media [128, 129, 130, 131], condensed-matter structures [70,
71, 72], and superconducting circuits [132, 133, 134]. In this context the systems
with broken inversion symmetry are of special interest. Formally, in such systems
not only transversal (proportional to Pauli pseudospin operators σx and σy) but also
longitudinal (proportional to σz operator characterizing popolation inversion) coupling
with electromagnetic field becomes possible [135]. The latter opens radiative channel
between adjacent dressed levels at Rabi frequency [136, 137, 74].
In semiconductor structures where light-matter interaction is sufficiently strong, Rabi
splitting can easily reach values of several meV for moderate dressing field intensities,
which can make them attractive candidates for realization of THz laser sources pro-
vided that one could find structures possessing broken inversion symmetry. Among the
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promising candidates are asymmetric quantum dots (QDs) formed by semiconductor
materials of wurtzite type (e.g. GaN QDs), for which giant piezoelectric effect was
reported and static dipole momentum routinely appears [80, 81, 82, 83, 84, 85, 86].
The interaction of this build-in moment with external fields can lead to intriguing op-
tical effects, such as dynamically controllable fluorescence spectra under bichromatic
dressing field, found both experimentally [73] and theoretically [A5] and spontaneous
emission at Rabi frequency [74, 75].
Capitalizing on our previous results on optical properties of individual QDs with bro-
ken inversion symmetry in the current paper we set a goal of construction of the
dynamical theory of THz lasing in ensemble of asymmetric QDs dressed by intense
optical field inside THz laser cavity. We adopt the method of creation of population
inversion between dressed levels implying exploitation of spontaneous decay of an ex-
cited eigenstate of two-level system, cf. [130, 136, 131]. We also take into account
the fact that systems of multiple QDs have certain problems with scalability. The
main reason for that is significant inhomogeneous broadening of QD ensembles aris-
ing from imperfections of the fabrication process [138]. The values of inhomogeneous
broadening can reach tens of meV what is larger than frequency of emitted THz radia-
tion. This situation leads to the qualitative difference of our system and conventional
lasers operating at optical frequencies. The presence of inhomogeneous broadening
will certainly challenge the ability of practical realization of THz laser source based
of asymmetric QDs. However, the performed numerical calculations let us conclude,
that the proposed laser can still operate under realistic system parameters.
3.2. The model
We consider the system of N asymmetrical QDs placed in the planar THz cavity
(Fig. 3.1(a)). The system is irradiated by intensive classical CW laser field ~E cos(ωdt)
with frequency ωd close to the interband transition in considered QDs. Up-to-date
technologies allow deposition of QDs with inter-dot separation about 30 nm (corre-
sponds to surface density ∼ 1011 cm−2) which is at least several times larger than the
typical value of individual QD lateral size. Thus we treat each QD as an individual two
level system with ground state |g〉ν having all electrons in the valence band, and upper
state |e〉ν , corresponding to the excitation of single electron-hole pair. We denote the
inter-level separation energy as ~ω0ν (Fig. 3.1(b)), where subscript ν numerates QDs
in the ensemble. Higher excited states are supposed to lie far from the resonances
with the driving field. For the sake of simplicity we suppose driving laser field ~E to
be linearly polarized and neglect polarization and spin degrees of freedom.
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The generic Hamiltonian written in the basis of QDs eigenstates is
H =
N∑
ν
~ω0ν
2
σzν +
N∑
ν
~E~dν cos (ωdt) + ~Ωca†a+
N∑
ν
~dν~ec
√
~Ωc
2ε0Vc
(a+ a†). (3.1)
The first term is the Hamiltonian of the two level QDs, the second term describes
coupling with external driving mode, the third term corresponds to the quantized
photons of the THz cavity and the fourth term describes the coupling between THz
photons and QDs. Here σzν = |e〉ν〈e|ν − |g〉ν〈g|ν is an operator of the population
inversion written in the basis of the bare states of QDs. The quantity ~dν corresponds to
the dipole momentum operator, with non-diagonal elements describing the interband
transition rates. They are determined by the material properties, and thus are equal
for all QDs: ~degν ≡ ~deg = ~dge. The diagonal terms are absent in symmetric systems
and emerge as a result of inversion symmetry breaking. In the structure we consider
the asymmetry originates from giant piezoelectric effect, characteristic for III-nitride
semiconductors. The latter gives rise to built-in electric field along the asymmetry axis,
leading to spatial separation of an electron and a hole, and appearance of internal
dipole momentum. For the ground state, when there are no free electrons in the
system one can assume ~dggν = 0, while for the excited state ~deeν 6= 0, and depends on
individual QD parameters.
The dipole operator ~dν of the ν-th QD can be represented as
~dν = ~deeν (Iν + σzν) /2 + ~dgeν
(
σ+ν + σ
−
ν
)
. (3.2)
The Pauli raising and lowering operators acting in the space of ground and excited
states of the individual dots read: σ+ν = |g〉ν〈e|ν and σ−ν = |e〉ν〈g|ν , and Iν = |e〉ν〈e|ν+
|g〉ν〈g|ν is a unitary operator.
The parameter Ωc in the third term in Eq.(3.1) is resonant frequency of the THz
cavity, Vc in the last term is cavity mode volume, ε0 – is dielectric constant and ~ec is
polarization vector of the THz cavity mode. In order to achieve efficient THz lasing one
should maximize interaction strength between QDs and THz photons and minimize
the losses. Appropriate candidates which comply with both of these requirements
are planar photonic crystal slabs, schematically depicted in Fig. 3.1(a). Such cavities
possess both high Q-factors (up to 104 in the best samples [139]) and allow tight
confinement of THz field. The mode volume in this case can be approximated by
Vc ∼ (λc/2)3 = pi3c3/Ω3c . Another possible alternative is plasmonic THz cavities
which demonstrate subwavelength confinement in one direction dramatically reducing
mode volume. However this usually costs the loss of Q-factor which is at best of the
order of tens in such structures [140, 141].
The Hamiltonian (3.1) contains time-dependence in an explicit form. In order to elimi-
nate quickly oscillating terms we perform the unitary transformation UR = exp (iωd/2
∑
ν σ
z
ν · t),
corresponding to the transition to the frame rotating with driving frequency ωd, ac-
cording to H˜ = URHU
†
R + i~U˙RU
†
R. Applying the rotating wave approximation and
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thus omitting quickly oscillating terms containing factors exp (±iωdt) and exp (±2iωdt),
we arrive at the simple stationary Hamiltonian:
HRWA = −
N∑
ν
~∆ν
2
σzν +
N∑
ν
~Ω
2
(
σ+ν + σ
−
ν
)
+
+ ~Ωca†a+
N∑
ν
~χν
2
(1ν + σzν)
(
a+ a†
)
, (3.3)
where ∆ν = ωd − ω0ν and Ω = ~E~dge/~ corresponds to the Rabi splitting. Note that
within rotating wave approximation the latter is determined by transversal coupling
between QD and driving field only. Additionally, the dipole matrix element ~dge has
an induced character and in fact is always parallel to the excited field. Thus the value
of Rabi splitting does not depend on the orientation of driving field polarization.
On the contrary, the strength of the interaction with THz cavity mode, χν = ~deeν ·
~ec
√
Ωc
2ε0~Vc , does depend on the mutual orientation of the cavity mode polarization ~ec
and stationary dipole moment ~deeν whose direction is determined by the symmetry of
the system. Note, that if stationary dipoles of QDs in the ensemble are oriented chaot-
ically the overall interaction with the cavity mode will be suppressed. Fortunately,
modern techologies allow growing QDs along the polar [0001] axis of the wurtzite
GaN structure. It guaranties that all permanent dipoles are directed perpendicular to
the plane of the substrate.
Since the value of the stationary dipole moment is determined by the size of QD, the
absolute values of |χν | are distributed normally around some average value. Besides
the values of χν should differ by phase factors. We suppose that when the macroscopic
polarization of the medium is set by the lasing process (Sec. IV), all the emitters are
synchronized. This assumption looks reasonable in the case when QDs ensemble is
localized in the region where variation of the cavity mode intensity is negligibly small
– cf. with [130].
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Figure 3.1: (Color online) Sketch of the system under consideration. (a) – terahertz
cavity (photonic crystal slab) containing an ensemble of N asymmetric QDs. The
system is interacting with the optical driving field with frequency close to the res-
onance with QDs interband transition. (b) – schematic illustration of (i) energy
levels of an individual QD and (ii) energy states of electromagnetically dressed QD
in the presence of blue detuned driving field, ∆ > 0, with variable intensity. The
population inversion in DS basis emerges due to spontaneous relaxation processes
which occur in QD eigenstate basis (see main text for details).
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3.3. Maxwell-Bloch-like laser equations in the DS
basis
In the presence of an intense driving field bare states of QDs become optically dressed.
It leads to the formation of the Rabi doublet consisting of the energy eigenstates of the
sub-system “ν-th QD + driving field” which can be denoted as upper |1〉ν and lower
|2〉ν dressed states (DSs). The Hamiltonian of the system written in the basis of DS
basis can be obtained by means of rotation in pseudospin space with unitary operator
Ud = exp [i
∑
ν θνσ
y
ν ], where σyν = i(σ−ν − σ+ν ) and the rotation angles are determined
from the condition tan 2θν = −Ω/∆ν . This gives:
HDS =
N∑
ν
~ΩRν
2
σzν + ~Ωca†a+ (a+ a†)×
N∑
ν
~χν
2
[
1ν + cos(2θν)σzν − sin(2θν)(σ+ν + σ−ν )
]
, (3.4)
where σz,± acts now in the space of the Rabi doublet states (see Fig. 3.1(b))
|1〉ν = sin θν |g〉ν + cos θν |e〉ν , (3.5a)
|2〉ν = cos θν |g〉ν − sin θν |e〉ν . (3.5b)
and ΩRν =
√
∆2ν + Ω
2. It is clearly seen from the Hamiltonian (3.4) that the presence
of the stationary dipole (χν ∼ deeν 6= 0) allows energy exchange between the dressed
QD states and the cavity mode.
Further consideration of the THz emission needs accounting for the spontaneous pro-
cesses which play crucial role in lasing and, as it will be shown later, also play role of
the effective pump in the considered system. For this purpose we use master equation
approach for the density matrix of the system %
%˙ = − i
~
[HDS , %] + LR%+ LC%. (3.6)
The term
LR% = Γ
N∑
ν
σ−ν %σ
+
ν −
1
2
(
σ+ν σ
−
ν %+ %σ
+
ν σ
−
ν
)
(3.7)
describes the radiative decay of QD excitations with rate Γ (supposed to be identical
for all QDs).
The term
LCσ = Γc
(
2a%a† − a†%a− %a†a) (3.8)
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is responsible for the THz cavity mode net damping with rate Γc related to the cavity
Q-factor, Q = Ωc/2Γc.
To analyze the dynamics of the system we use mean-field approximation, which means
that all the mean values of the products of the operators are factorized into products
of their mean values, 〈AB〉 = 〈A〉〈B〉. To account for the inhomogeneous broadening
provided by variations in the Rabi splittings ΩRν and couplings to THz mode χν for
each QD we write down individual equations for all QDs in the ensemble introducing
averaged values of DS spinor operators Sν = 〈σ−ν 〉, S∗ν = 〈σ+ν 〉 and Szν = 〈σzν〉.
The corresponding system of Maxwell-Bloch type equations for the ensemble of N
individual QDs interacting with single THz cavity mode characterized by complex
amplitude α = 〈a〉 reads:
α˙ = i
N∑
ν
κνSν − iΩcα− Γcα, (3.9a)
S˙ν = −iκνSzνα− iΩRνSν − ΓdνSν , (3.9b)
S˙zν = 2iκν(S
∗
να− Sνα∗)− ΓzνSzν + Γsν . (3.9c)
Here κν = χνΩ /2ΩRν is an effective strength of the coupling between THz cavity
mode and ν-th dressed QD. This is key parameter determining the efficiency of THz
lasing in our system. The parameter
Γdν = Γ
(
Ω2
4ΩR
2
ν
+
1
2
)
(3.10)
in (3.9b) is effective dephasing rate responsible for the relaxation of DS polarization
Sν .
The impact of the spontaneous processes on the population inversion Szν of Rabi levels
in the Eq. (3.9c) is twofold. First, it contributes to the relaxation from the excited
state to the ground state with the rate
Γzν =
Γ
2
(
1 +
∆2ν
ΩR
2
ν
)
. (3.11)
Besides, spontaneous transitions between bare states |e〉ν and |g〉ν also feed popula-
tions of both Rabi levels (see definitions (3.5)). This is reflected in the last term of
(3.9c), Γsν = Γ∆ν /ΩRν , which plays a role of pumping or dissipation for DS popula-
tion inversion Szν depending on which of the Rabi states, upper or lower, is pumped
more efficiently.
If the amplitude of cavity mode is negligibly small (α ≈ 0) (e.g. at the start of the
lasing), the populations of the Rabi levels are governed by the relaxation processes
only. In this case the population inversion for ν-th QD approaches stationary level
which reads:
Sstzν =
2∆ν
ΩRν
(
1 +
∆2ν
ΩR
2
ν
)−1
. (3.12)
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Figure 3.2: (Color online) (a) – population inversion of dressed QD in the absence
of THz field (α = 0). Blue line is determined by Eq. (3.12) for ~Ω = 4 meV. The
position of cavity frequency corresponds to Ωc/2pi = 2 THz. In the inset the profile
of spectral density of population inversion S¯z in the presence of lasing is shown.
The curve corresponds to the profile along vertical dashed line in Fig. 3.5(b). (b) –
spectral distribution of QDs governed by spectral density ρ(∆) (gray curve). Green
curve corresponds to homogeneous line L(Ωc,∆) which width was multiplied by 50
for illustrativeness. The upper axis shows the corresponding values of Rabi splitting.
From this equation it is clearly seen that when driving field is blue-detuned from
the QD, i.e. ∆ν > 0, the term Γsν acts as an effective pump and the population
inversion in the DS basis establishes, Sstzν > 0 (see Fig. 3.2(b)). That is, incoherent
processes of spontaneous relaxation occurring in the QD bare state basis not only
deteriorate DS lasing due to the relaxation of DS polarization Sν but also favor DS
population inversion Szν > 0 which is necessary prerequisite for the lasing. The sketch
of this processes is shown in Fig. 3.1b. Note that the similar pumping mechanism
was intensively investigated both theoretically and experimentally in atomic gases
[128, 129, 130, 131] and in superconductor quantum circuits [132, 133, 134].
It is important to note that the presented analysis doesn’t take into account the inter-
action with a phonon bath [142] which drives the system to thermodynamic equilibrium
where the populations of the Rabi levels are Szν = − tanh [~ΩRν /2kBT ] < 0 – see
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[142, 143]. The discussed effect of spontaneous relaxation-induced population inver-
sion will thus occur only if the rate of DS thermalization due to the interaction with
the phonon bath is slower than Γsν , which is only possible if the lattice temperature
T in the system is sufficiently low and excited state lifetime Γ−1 is short enough to
overcome quick phonon assisted relaxation. In our calculations we take Γ = 0.02 ps−1.
Such condition can be reached in the small QDs for which the overlap integral between
electron and hole wave functions is high enough. This leads to the high decay rate of
the excited state [144] which allows quick gain of the DS inversion.
3.4. Terahertz lasing in dressed quantum dots
ensemble
3.4.1. Inhomogeneous ensemble of QDs
Due to technical reasons it is extremely difficult to fabricate a large amount of identical
QDs. In real samples QDs sizes always vary over a wide range. As a result the main
parameters characterizing individual QD such as interband transition frequency ω0ν
and the value of permanent dipole deeν are distributed normally in the ensemble. This
leads to the inhomogeneous broadening of the QD frequency ω0ν (and the detuning
∆ν from driving field as a consequence). The typical values of the full width at half-
maximum (FWHM) of this distribution are of the order of tens of meV [145, 146].
We attribute inhomogeneous broadening of the interband transition to the size quan-
tization energy ~ωqν = ~ω0ν − Eg, where Eg denotes the semiconductor bandgap.
Without loss of generality we can use the following estimate: ~ωqν ≈ ~2
/
2µl2ν , where
µ ≈ 0.1m0, with m0 denotes free electron mass. Here lν is the size of ν-th QD. Let
us suppose that the values of lν are distributed around mean value l0. Assuming that
the inhomogeneous width is much smaller than ωqν , which is reasonable for small QDs
(lν of order of nanometers) we can approximate the interband transition frequency by
linear function of QD size: ωqν ' ω¯q(1 − 2 (lν − l0) /l0), where ω¯q = ~
/
2µl20 . This
gives for the detunings: ∆ν = ∆0 + δν , where δν = 2ω¯q (lν − l0) /l0 is the deviation
of the interband transition frequency of ν-th QD from the corresponding ensemble
averaged value ∆0.
The magnitude of the static dipole moment deeν is proportional to electron-hole sep-
aration can also be supposed to depend linearly on the QD size lν , which allows to
write the following estimate for the coupling strength with THz cavity mode: (see.
Eq. (3.3) and comments below it): χν = χ0(1 + (lν − l0)/l0) = χ0(1 + δν /2ω¯q ), where
χ0 is ensemble averaged value. Our results demonstrate that generally effects of the
broadening in the stationary dipole moments have a minor effect in comparison with
inhomogeneous broadening of the interband transition. However both of them were
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accounted for in the calculation.
3.4.2. The net gain from QDs ensemble
The effect of lasing occurs when regime of positive feedback establishes in the active
media and amplification of the cavity field provided by ensemble of emitters exceeds
the losses. In the ideal situation all emitters should be equivalent. However, even in
the case when inhomogeneous broadening is present all emitters will contribute to the
filling of the cavity mode although their contribution is not equivalent.
In order to derive the net gain for the THz field in the system we adiabatically elimi-
nate variables corresponding to QDs subsystem from Eqs. (3.9). For that we use the
substitution Sν(t) = Sνe−iΩct in Eq. (3.9b) thus supposing that the lasing occurs at
eigenfrequency of THz cavity. Note, that in the general case the frequency of lasing
is not exactly equal to the cavity frequency Ωc due to the frequency pulling effect.
However in the case of large inhomogeneous broadening this effect is negligible (see
[147]). For the occupancy of the cavity mode we get:
∂|α|2
∂t
=
(
N∑
ν
gν(|α|2,∆ν)− 2Γc
)
|α|2 , (3.13)
where the effective gain from individual ν-th QD is given by
gν(|α|2,∆ν) = 2κ
2
νΓsν
Γzν
Lν(Ωc)
1 + 4κ2ν |α|2Lν(Ωc)/Γzν
(3.14)
and the homogeneous line shape of DS transition is
Lν(ω) =
Γdν
Γ2dν + (ΩRν − ω)2
, (3.15)
where Γdν is polarization dephasing rate.
Note that adiabatical elimination of QD’s variables performed above is justified in the
limit of Γdν ,Γzν  Γc, when the dissipation in QD subsystem dominates over cavity
loss rate [132]. In the system under consideration those QDs which effectively interact
with THz field are characterized by large positive detunings ∆ν . In this case both Γdν
and Γzν are of order of Γ/2. Thus the adiabaticity condition is satisfied in the case
of good enough THz cavity, for which Γc  Γ, i.e. with Q-factor about 103 and more
for used parameters.
To derive the total gain from whole QD ensemble we assume that the number of QDs
is so large and continous approximation can be done. Thus we replace summation over
distinct QDs in (3.13) with integration over QD transition frequency in the rotating
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frame using the substitution
∑N
ν →
∫
ρ(∆)d∆, where for the spectral density ρ(∆) of
QDs we take the Gaussian distribution
ρ(∆) =
N√
2piξ
exp
[
− (∆−∆0)
2
2ξ2
]
(3.16)
with FWHM equal to 2
√
2 ln(2)ξ. For the net gain of THz field G =
∑N
ν gν(|α|2) we
get this way:
G =
N√
2piξ
∫ +∞
−∞
g(|α|2,∆) exp
[
− (∆−∆0)
2
2ξ2
]
d∆. (3.17)
Where all parameters which were labeled with subscript ν heretofore, are now functions
of the detuning ∆, i.e. κ ≡ κ(∆), ΩR ≡ ΩR(∆), Lν(ω) ≡ L(ω,∆) etc.
3.4.3. DS laser conditions
The term containing THz mode occupancy |α|2 in the denominator of Eq. (3.14) is
responsible for the saturation of DS inversion and leads to the depletion of the gain.
If we aim at obtaining the amplification condition we can neglect this term as lasing
starts when |α|2 ≈ 0. So, if the condition
G(|α|2 = 0) > 2Γc (3.18)
is satisfied (see Eq. (3.13)), any fluctuation of the the cavity field grows and lasing
occurs. Fulfillment of this condition is determined by several independent parameters
of the system.
First of all, cavity with high quality-factor Q is necessary. Second, the number of QDs
effectively interacting with THz mode should be maximized. According to Eq. (3.14)
the gain is substantial only for those QDs which DS splitting ΩRν is close to THz cavity
eigenfrequency Ωc, i.e. lies within the homogeneous profile L(ω) centered around
Ωc – see green curve in Fig. 3.2b. However the number of QDs belonging to this
domain is rather low because the value of inhomogeneous broadening is big. The
shape of inhomogeneous broadening is shown by gray curve in Fig. 3.2b. As a result
a minor part of the whole amount of QDs in the ensemble effectively contributes
to amplification of the cavity field. Analogously to Eq. (3.17) we can estimate this
value as Neff =
∫∞
−∞ ΓdL(Ωc,∆)ρ(∆)d∆. For inhomogeneous broadening parameter
~ξ = 5 meV which corresponds to FWHM about 14 meV we obtain Neff/N ∼ 10−3.
Hence, in order to maximize gain one needs, firstly, to engineer properly the QD en-
semble (or take the cavity with the specific frequency Ωc) in such a way that maximum
of inhomogeneous distribution of Rabi splitting ΩRν coincides with Ωc, see Fig. 3.2b.
Besides, it is necessary to use dense QDs ensembles. The value of surface density nqd
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Figure 3.3: (Color online) The domain of existence of lasing in the parameter space
of cavity Q-factor, inhomogeneous broadening width ξ and resonant Rabi splitting
Ω. The remaining parameters are: Ωc/2pi = 2 THz, nqd = 1013 cm−2, deg = 10 D,
Γ = 0.02 ps−1, χ0 = 3.16 · 10−5 ps−1 (corresponds to the ensemble averaged value
of permanent dipole moment dee = 75 D [85]). At the each point value of average
detuning ∆0 is chosen in such a way that the condition of resonance, Ωc = ΩR0 =√
∆20 + Ω
2, is hold.
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of QDs fabricated by epitaxy method is limited by 1011 cm−2 [148]. We expect that
consistent depositions of QDs in several vertical stacked layers (cf. with [149, 150])
can allow to increase this value by at least an order of magnitude.
Next, the key parameter, which can be easily tuned experimentally, is the intensity of
driving field proportional to resonant Rabi splitting Ω. The latter explicitly determines
the strength of dressed QD-cavity field interaction κ and also main parameters of the
DS dynamics, such as Γd, Γs and Γz – see Eqs. (3.9). Consequently, driving field
affects the gain properties of dressed QDs in rather nontrivial way.
In order to reveal the role of the most important parameters of the system we plot the
phase diagram in the parameter space of (Q, ξ,Ω) (Fig. 3.3). The region inside the blue
domain corresponds to self-amplification of THz cavity field, i.e. condition (3.18) is
satisfied. One can easily recognize that lasing in strongly inhomogeneously broadened
ensemble demands both high Q-factor of THz cavity (up to 104) and high intensity
of the driving field. The first condition although represents a challenge for practical
implementation, is nevertheless reachable in photonic crystal slabs [139].
The requirement of strong driving fields on the other hand involves certain practical
obstacles. The analysis of the complicated dependence of the unsaturated net gain
G(|α|2 = 0) on the resonant Rabi splitting Ω, given by Eqs. (3.14) and (3.17), reveals
that the most appropriate conditions for lasing is achieved for a high values of Ω
which are close to Ωc, see Fig. 3.4(a). This is valid for a wide range of values of
inhomogeneous broadening as it is illustrated on the inset to Fig. 3.4(a) where the
position of the maximum of the net gain is shown. Thus one needs to use high
intensities of dressing laser to provide efficient gain of THz mode. For realistic values
of ξ and Q the necessary resonant Rabi splitting ~Ω should be of the order of meV.
For the typical value of off-diagonal dipole moment for GaN QDs, which is deg = 10 D
[151], such splitting corresponds to the driving laser intensities in the diapason of
MW/cm2. Such intensities in the case of CW laser excitation would inevitably lead
to melting of a sample. Thus pulsed excitation is the only possible way to reach THz
lasing in a system under consideration.
3.4.4. Properties of DS lasing
One of the most important output characteristics of every light source is intensity,
i.e. the number of emitted photons per unit time. In our case it is proportional to
the occupancy of THz cavity mode |α|2 . Let us consider first the case of quasi-CW-
regime corresponding to the excitation by a rectangular pulse. In this simplest case it
is possible to estimate the maximum value of |α|2 which achieved in the steady-state
regime when saturated gain is equalized by losses, i.e. when condition
G
(|α|2) = 2Γc (3.19)
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Figure 3.4: (Color online) Properties of the THz lasing. (a) – dependence of the
unsaturated net gain G(|α|2 = 0) on the resonant Rabi splitting for different values
of inhomogeneous broadening. For all curves the maximum of spectral distribution
of QDs coincides with cavity mode frequency Ωc/2pi = 2 THz. Gray dashed line
corresponds to the cavity loss rate. Below this line lasing can not occur. In the inset
the value of resonant Rabi splitting corresponding of maximal gain vs inhomogeneous
broadening parameter ξ is shown. (b) – dependence of the occupancy of tha THz
cavity mode on the value of inhomogeneous broadening for different resonant Rabi
splittings ~Ω. For both panels Γc = 1/2000 ps−1. Other values are the same as for
the Fig. 3.3. Black points label parameters corresponding to Fig. 3.5
is satisfied. The THz cavity occupancy can be obtained from the solutions of tran-
scendental equation (3.19).
In the Fig. 3.4(b) dependence of the value of |α|2 vs the inhomogeneous broadening
parameter ξ is shown for different values of resonant Rabi splitting Ω. As expected,
with increase of inhomogeneous broadening the amplitude of cavity field drops since
the number of QDs Neff effectively participating in lasing, decreases. Evidently, the
maximum possible value of THz laser intensity corresponds to idealized homogeneous
system of N identical QDs with Rabi splitting ΩR being in resonance with THz cavity
mode Ωc. This value can be obtained from the steady state solution of the full set of
Eqs. (3.9), assuming that all parameters are independent on ν (cf. with [131]):
|α|2max =
Γs
4Γc
− ΓzΓd
4κ2N
. (3.20)
Since the values shown in Fig. 3.4(b) correspond to the steady state regime, they are
reachable if driving pulse is long enough. The necessary duration of the driving pulse
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Figure 3.5: (Color online) Pulse dynamics of the THz laser. (a) – time dependence
of THz photon number |α|2 (red curve, left axis). The magnitude of resonant Rabi
splitting ~Ω(t) is shown with blue curve (right axis). Initial conditions: Szν = Sstzν ,
S = 0, population of cavity mode α corresponds to the thermal occupation under
T = 30 K. THz cavity frequency is Ωc/2pi = 2 THz. (b) – dynamics of the spectral
density of DS population inversion S¯z(∆). Spectral position of QDs participating in
lasing being currently in resonance with THz cavity mode, ΩRν(t) = Ωc, is shown
with white dashed curve. (c) – dependence of the quantum efficiency η on duration
of the gaussian driving pulse τ for three different fixed values of total energy (per unit
area) accumulated in the pulse. In the inset the domain of short pulses is magnified.
(d) – the same as in panel (c) but for fixed τ and varying energy density Jd.
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can be estimated from Eq. (3.13) supposing that the gain G remains unsaturated until
|α|2 reaches its stationary value. For instance, if ~Ω = 4 meV and ~ξ = 5 meV (black
points in Fig. 3.4(a) and (b)) this rough estimate gives for pulse duration the value
about 2 ns. Consequently, operation in nanosecond regime is most appropriate for the
considered THz laser source.
According to Fig. 3.4(b) for every given driving field intensity some critical value of
ξ exists above which lasing is impossible to achieve. The bigger is the value of Ω
the wider is the region where steady-state lasing is possible. For parameters under
consideration the Rabi splitting of about ~Ω = 2 meV is enough to obtain lasing
for ~ξ = 5 meV what corresponds to the typical value of FWHM of inhomogeneous
broadening about 14 meV. However larger values of driving intensity yield much better
output laser characteristics.
3.4.5. Generation of THz laser pulses
The mostly realistic case corresponds to the excitation of a QD ensemble by a pulse of
driving field having Gaussian time profile. In this case complete information about out-
put laser characteristics can be extracted from the numerical solution of the Eqs. (3.9).
In order to simulate dynamics of a huge number of different QDs participating in
lasing we discretize spectral distribution of QDs over finite number of domains which
are small enough to consider all QDs belonging to the single domain as identical and
characterize them by only couple of equations (3.9b) and (3.9c). Then for summation
in (3.9a) we multiply the values of Sν by corresponding weighting coefficients which
are equal to the number of QDs in ν-th domain.
We also add to the rhs of Eq (3.9a) the Langevin term ζ(t) accounting for the fluctu-
ations due to thermal noise and necessary to switch on the lasing. We suppose that
〈ζ(t)ζ∗(t′)〉 = 2ΓcNthδ(t− t′), where Nth is a thermal occupation of the cavity mode.
Formation of the THz laser pulse induced by the gaussian pulse of the driving field with
amplitude E = E0 exp
[−(t− t0)2/2τ2] and duration τ = 2 ns is shown in Fig. 3.5(a).
The intensity of THz radiation emitted from the area S = piλ2c/16 is determined as
ITHz(t) = 8Γc|α|2~Ω3c/pi3c2. Thus the total energy density accumulated in the THz
pulse JTHz =
∫
ITHz(t)dt is about 9 · 10−6 J/m2 for the case shown in Fig. 3.5(a). At
the same time the energy density in the pulse of driving field is Jd ' 1.7 · 103 J/m2.
It allows to expect the typical value of the quantum efficiency (the ratio of emitted
THz photons NTHz = JTHzS/(~Ωc) to number of optical photons Nd = JdS/(~ωd) in
the driving pulse) of proposed THz laser source η = NTHz/Nd of the order of 10−5 to
10−6.
The more detailed analysis demonstrates that the exact value of quantum efficiency η
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is determined by the parameters of the driving pulse. Because of the purely dynamical
nature of the onset of the lasing even for fixed driving energy density Jd an output
THz energy JTHz varies with duration τ of the pulse. Multiple solution of Eqs. (3.9)
for fixed Jd shows that quantum efficiency η and therefore output THz energy reduces
with the increase of pulse duration – see Fig. 3.5(c).
The best values of η are possible to achieve with sub-nanosecond pulses, corresponding
to large resonant Rabi splittings Ω. It confirms our conclusion that higher gain is
obtained for Ω which is close (but not exactly equals) to Ωc– see Fig. 3.4(a). However
the efficiency dramatically reduces with further decrease of pulse duration (up to few
hundreds of picosecond) – see inset to Fig. 3.5(c). It is because the amplitude of Ω(t)
is higher than the lasing frequency for these pulses. Hence condition of resonance
between QDs and the cavity is not satisfied continuously during the action of driving
field and the total amplification of THz field diminishes.
The similar decline of quantum efficiency occurs for low-energy pulses (small Jd) when
Ω is small and THz gain is too low – see Fig. 3.5(d). At the same time the appropriate
values of driving energy densities Jd are limited by the effect described above which
prevents the use of too short or too high-energy pulses [see curve corresponding to
τ = 500 ps in Fig. 3.5(d) which falls down for Jd > 1500 J/m2]. So the optimal values
of Jd are about units of kJ/m2.
Amplification of THz mode is accompanied with reduction of DS inversion which is
connected with transfer of the excitation from the sub-system of dressed QDs to the
THz field. Behaviour of the QDs sub-system can be illustrated by spectral density of
inversion of dressed QDs determined as:
S¯z(∆) =
∫∆+d∆
∆
Sz(δ)ρ(δ)dδ∫∆+d∆
∆
ρ(δ)dδ
. (3.21)
Time dynamics of S¯z(∆) is shown in Fig. 3.5(b). When THz field increases substan-
tially the gap forms in the distribution of the population inversion. Corresponding
spectral profile of S¯z(∆) at the moment when driving field reaches its maximum (ver-
tical dashed line in Fig. 3.5(b)) is shown in the inset to Fig. 3.2. This phenomenon
is also known as a spectral hole burning effect. The specific shape of this hole in
our case indicates that different QDs effectively contribute to the lasing in different
moments. Actually, since the value of Rabi splitting ΩRν varies with time in our case
the spectral position of QDs which satisfy the condition of maximal gain, ΩRν = Ωc,
is also changes in time – see white dashed curve in Fig. 3.5(b).
This trajectory coincides with the region of DS inversion depletion. Thus using pulses
with varying intensity allows increasing the number of QDs involved in lasing in com-
parison with the case of quasi-cw driving field.
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It is important to emphasize that the discussed mechanism of THz radiation emission
can be also described in terms of inelastic scattering of an optical photon accompanied
with creation of THz quantum. Actually, DS population inversion S¯zν > 0 implies
positive detunings ∆ν > 0 – see Eq. (3.12). According to definitions (3.5) in the case
of large ∆ν the upper DS |1 〉ν represents a mixture of a major part of the QD ground
state |g 〉ν and a tiny amount of the excited state |e 〉ν . Thus in the absence of THz
photons these QDs are in the state close to ground state |g 〉ν since they are far detuned
from driving field and can hardly absorb it.
However the increase of the THz cavity occupancy during the onset of the lasing
enables absorption of the driving field by those QDs for which ∆ν > 0. QDs switch
from the upper to the lower DS emitting THz photon. In the QD eigenbasis this
corresponds to the excitation of the upper level |e〉ν by absorption of the driving field.
However the frequency of the driving field exceeds the frequency of the interband
transition of these QDs. Hence the excess of energy should be transferred to the THz
mode which is not empty now and amplify such relaxation by the effect of bosonic
stimulation. Note that this process becomes possible only due to the presence of the
stationary dipoles of asymmetric QDs. The effect of such inelastic scattering of the
driving field should always occur during interaction of light with two-level system with
broken inversion symmetry [76]. However in our case its efficiency is increased by the
presence of THz cavity.
3.5. Conclusion
In conclusion, we present the theoretical study of an ensemble of asymmetric QDs
embedded into terahertz cavity and dressed by external electromagnetic field of optical
frequency. Using mean-field approximation we model the system by set of Maxwell-
Bloch equations for the dressed states taking into account inhomogeneous broadening
in QDs ensemble, incoherent losses and thermal noise existing in the system. Analysing
the stationary solutions of the obtained equations we obtain the conditions for the
amplification of the THz cavity mode. The numerical simulation of the obtained
system of stochastic equations allows us to describe the generation of terahertz pulses
and estimate the power of the lasing and its quantum efficiency.
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4. Adiabatic preparation of a cold
exciton condensate
The following chapter is devoted to the discussion of possibility of the controllable
preparation of a cold indirect exciton condensate using dipolaritonic setup with an op-
tical pumping. Dipolaritons are bosonic quasiparticles which arise from the coupling
between cavity photon (C), direct exciton (DX), and indirect exciton (IX) modes, and
appear in a double quantum well embedded in a semiconductor microcavity. Control-
ling the detuning between modes of the system, the limiting cases of exciton-polaritons
and indirect excitons can be realized. Our protocol relies on the initial preparation of
an exciton polariton condensate for the far blue-detuned IX mode, with its subsequent
adiabatic transformation to an indirect exciton condensate by lowering IX energy via
applied electric field. The following allows for generation of a spatially localized cold
exciton gas, on the contrary to currently used methods, where IX cloud appears due
to diffusion of carriers from spatially separated electron- and hole-rich areas.
4.1. Introduction
Experimental observation of Bose-Einstein condensation (BEC) [152] in a cold atomic
gas system represents a major breakthrough of contemporary condensed matter physics
[153, 154]. However, while being a perfect testbed for studies of macroscopically co-
herent phenomena, the requirement of ultralow temperature (< 1 µK) of an atomic
gas restricts its possible applications. Fortunately, this requirement can be removed
in solid state setups, where condensation of excitons in semiconductor structures was
theoretically predicted [155, 156] for considerably higher temperatures (≈ 1 K). While
unambiguous evidence of exciton condensation in a bulk and monolayer semiconductor
structure is still lacking due to technological difficulties [157], several modifications of
conventional excitonic system have shown promising results.
For instance, exciton polaritons, being a hybrid quasiparticles of coupled excitons in
semiconductor quantum well and confined cavity photon [22, 21], represent a useful
setup for studies of bosonic phenomena due to large decoherence times and simplicity
of experimental characterization using optical techniques. The extremely small mass
of these quasiparticles allowed to rise the typical critical temperature of condensation
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to tens of Kelvins range [24, 25, 158, 159], and in certain cases up to room temperature
[160, 161]. With experimental advances the macroscopically coherent polariton gas is
now routinely observed in numerous system, working both with incoherent optical
[24, 25] and electrical [162, 163] pump. The unique properties of polaritons enabled
observation of solitons [164, 165, 166], quantized vortices [167, 168], polarization effects
[169, 170, 171, 172], and are considered as a platform for optical computing [173]. At
the same time, their short lifetime coming from cavity photon mode leakage does not
allow for proper thermalization of particles, and essentially restricts the system to
driven-dissipative non-equilibrium behavior [174].
Another bosonic system where long-range coherence was observed is represented by
spatially indirect excitons—composite electron-hole objects formed in a double quan-
tum well (DQW) [37, 175, 176]. An intense research in this area revealed various phe-
nomena, including long-range luminescence ring pattern formation [38, 177, 178] and
ring fragmentation [39, 179], polarization patterns and spin currents [180, 181, 182],
electrical [183, 184] and acoustic [185] routing, quantum Hall effect [186] and others
[187, 188, 189]. Given the reduced spatial overlap of electron and hole wavefunctions
[190], which causes long lifetime of indirect exciton (> 100 ns) [191], the efficient
thermalization of particles can be achieved [39]. Simultaneously, the reduced photon-
exciton interaction constant complicates the optical generation and characterization
of indirect exciton gas [192]. In particular, one common scheme for IX cloud prepara-
tion includes optical generation of holes in one quantum well and electrical injection
of electron in the adjacent well [176]. This largely impedes the spatial control of cold
exciton gas, and for instance is believed to cause a fragmentation of an indirect exciton
cloud [193]. A different way of exciton gas creation is the optical pump of DQW area
in both coherent and decoherent regimes, where optical source is tuned to a direct
exciton transition [194, 195, 196, 197, 198, 199].
Recently, the possibility to unite the subjects of exciton-polaritons and indirect exci-
tons was attained in the system of dipolaritons [42, 41]. Being hybrid quasiparticles
consisting of cavity photon (C), direct exciton (DX), and indirect exciton (IX), they
share desirable properties of both polaritons and cold excitons, including enhanced
interparticle interactions, enlarged lifetime, and improved optical control. The system
of dipolaritons was proposed to serve as an efficient terahertz emitter [43, 44, 45] and
tunable single-photon source [200, 201].
In the current chapter we present a scheme for optical generation of a cold indirect
exciton condensate using a dipolariton setup. At the first step, it requires an initial
preparation of an exciton polariton condensate using the incoherent optical pump [195],
with indirect exciton mode lying high in energy for zero applied electric field F . By
lowering IX energy with an increase of field F , the lower dipolariton state experiences
adiabatic Landau-Zener transition [202, 203], converting to indirect excitonic state
with high fidelity. The following allows for generation of a spatially localized cold
exciton gas, on the contrary to the method of charge separation, where IX cloud
appears due to diffusion of carriers from spatially separated electron- and hole-rich
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areas. Moreover, it brings an extra degree of temporal control to the optical excitation
methods, and allows to tailor the coherence properties of an indirect exciton gas.
4.2. The model
The considered structure consists of two asymmetric quantum wells separated by a
thin barrier, allowing electron to tunnel between the wells [42]. This double quantum
well system is placed in an optical microcavity, providing the existence of a cavity
photon mode strongly coupled to a direct exciton mode, while an indirect exciton
mode remains decoupled from the light mode [Fig. 4.1 (a)]. An indirect exciton
instead is coupled to direct exciton due to coherent tunnel coupling between the QWs.
The bias is applied to the heterostructure in the growth direction, which allows to
tune the energy of an indirect exciton and thus the tunneling efficiency.
The Hamiltonian of dipolariton system can be written in the general form Hˆ = Hˆcoh +
Hˆdec, where coherent and decoherent processes are separated. The coherent part of
Hamiltonian reads:
Hˆcoh = ~ωC aˆ†aˆ+ ~ωDX bˆ†bˆ+ ~ωIX(t)cˆ†cˆ+
~Ω
2
(aˆ†bˆ+ bˆ†aˆ)− ~J
2
(bˆ†cˆ+ cˆ†bˆ), (4.1)
where aˆ†, bˆ† and cˆ† are creation operators of cavity photons, direct excitons, and
indirect excitons, respectively. First three terms in Eq. (4.1) correspond to energies
of photon (~ωC), direct exciton (~ωDX) and indirect exciton (~ωIX) modes. The next
two terms describe the direct exciton-cavity photon Rabi splitting ~Ω and the direct-
indirect exciton tunneling splitting ~J . Here, we emphasize that an indirect exciton
energy is time dependent, and depends linearly on the time-varied applied electric field
F (t), ~ωIX(t) = ~ω(0)IX−eLF (t). This expression hold for narrow QW heterostructure;
~ω(0)IX is an energy of indirect exciton at zero bias; L is a distance between centers of
QWs; e denotes electron charge.
For the strong coupling case where intermode couplings Ω and J overcome decay (or
broadening) of the modes, the eigenstates of Hamiltonian (4.1) correspond to lower
(LP), middle (MP), and upper (UP) dipolariton states, being coherent superpositions
of original C, DX, and IX states. The sketch of dipolariton dispersions is shown in
Fig. 4.1 (b) for largely blue-detuned indirect exciton mode, and positive detuning of
cavity photon with respect to direct exciton, ωC − ωDX > 0.
The initial feeding source of the dipolariton system is represented by laser tuned to
high energies [Fig. 4.1 (b)]. It excites free electrons and holes, which relax to low
energies, forming excitons with large wave vectors, commonly referred as reservoir
states [204]. During this fast relaxation process the initial phase of the laser is fully
lost, and incoherent reservoir of the direct excitons is created. Next, the excitons from
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Figure 4.1: Sketch of the dipolaritonic system, representing double quantum well
(DQW) structure embedded in a microcavity formed by distributed Bragg reflectors
(DBRs). (b): Schematic representation of dispersion of lower (LP), middle (MP),
and upper (UP) dipolaritons. Incoherent optical pump creates carriers at high en-
ergy, which relax to LP reservoir, and consequently scatter to a macroscopically
coherent ground state.
reservoir can scatter due to exciton-phonon interactions towards ground state at zero
wave vector of lower dipolariton mode, where they form a macroscopically occupied
coherent state. The following excitation scheme is commonly used in conventional
polaritonic setups [24], where nonequilibrium condensation of polaritons under inco-
herent pumping conditions was observed.
To describe incoherent processes related to phonon-assisted scattering of particles from
reservoir to the ground state, we introduce the exciton-phonon interaction Hamiltonian
Hˆdec = Hˆ
+ + Hˆ−, where
Hˆ+ = Dph
∑
k
bˆ†rˆkdˆ
†
k; Hˆ
− = Dph
∑
k
bˆrˆ†kdˆk, (4.2)
correspond to processes with emission (dˆ†k) and absorption (dˆk) of phonons with wave
vector k. rˆ†k and rˆk are creation and annihilation operators for reservoir states. Dph
denotes exciton-phonon interaction constant.
In order to take into account the decoherence caused by a finite lifetime of the modes
and interaction with reservoir, one can use the Lindblad master equation for the density
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Figure 4.2: (a): Time dependence of energies of the modes. The bias applied to the
system causes linear decrease of IX energy in t = 1 ns to t = 1.5 ns window, up to
far red-detuned value. The dashed red line corresponds to time dependence of the
pump intensity (in arbitrary units). (b): The evolution of occupations of the modes,
being NC = |〈aˆ〉|2, NDX = |〈bˆ〉|2, and NIX = |〈cˆ〉|2. At the first stage (t < 1 ns)
the formation of polariton condensate takes place. Next, continuous change of an
applied bias drives the system through an avoided crossing, leading to the transfer
of polariton occupation to an indirect exciton mode.
matrix ρ,
∂ρ
∂t
=
i
~
[ρ, Hˆ] + Lˆ(dis)ρ+ Lˆ(th)ρ, (4.3)
where Lˆ(dis) is Lindblad superoperator having the form Lˆ(dis)ρ = ∑i γi(aˆiρaˆ†i −
{aˆ†i aˆi, ρ}/2) with aˆi = aˆ, bˆ, cˆ and γj = 1/τj (j = C,DX, IX) being damping rates of
the modes [43]. The term Lˆ(th)ρ corresponds to phonon-assisted processes accounted
using Born-Markov approximation (see Appendix A).
Since we are interested in a large number of particles, we can apply the mean field
approximation when time dynamics of the system can be defined by equations for
mean fields given by ∂〈aˆi〉/∂t = Tr(aˆi∂ρ/∂t), where aˆi = aˆ, bˆ, cˆ.
Using the straightforward algebra we get equations of motions for the cavity photon,
direct exciton, and indirect fields coupled to reservoir(see Appendix A for details of
derivation):
∂〈aˆ〉
∂t
= −iωC〈aˆ〉 − iΩ
2
〈bˆ〉 − γC
2
〈aˆ〉, (4.4)
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Figure 4.3: Transition dynamics shown for different coupling parameters Ω and J . (a,
b, c): Tunneling coupling is fixed to ~J = 2 meV (Lb = 8 nm), while Rabi splitting
is equal to ~Ω = 3 meV (a), ~Ω = 6 meV (b), and ~Ω = 8 meV (c). (d): Occupation
transfer in the system with equal couplings, ~J = ~Ω = 6 meV.
∂〈bˆ〉
∂t
=− iωDX〈bˆ〉 − Ω
2
〈aˆ〉+ iJ
2
〈cˆ〉 − γDX
2
〈bˆ〉
+
W
2
〈bˆ〉 (NR −Nph) , (4.5)
∂〈cˆ〉
∂t
= −iωIX(t)〈cˆ〉+ iJ
2
〈bˆ〉 − γIX
2
〈cˆ〉, (4.6)
∂NR
∂t
= P (t)− γRNR −W |〈bˆ〉|2 (NR −Nph) , (4.7)
where NR =
∑
k n
R
k ≡
∑
k〈rˆ†krˆk〉 denotes the full occupancy of the reservoir and Nph =∑
k n
ph
k corresponds to the total number of the phonons defined by the temperature
76
4.3. Results and discussion
of the sample. W = 2δRD2ph corresponds to the scattering rate of reservoir particles
to macroscopically coherent state, where δR is the inverse broadening of exciton states
divided by ~2. The term P (t) in Eq. (4.7) corresponds to the incoherent pump of
reservoir states, which is typically given by the Lindblad type operator written in the
form:
Lˆ(pump)ρ =
∑
k
Pk(t)
(
rˆkρrˆ
†
k + rˆ
†
kρrˆk − rˆ†krˆkρ− ρrˆkrˆ†k
)
, (4.8)
where |Pk(t)|2 denotes the intensity of incoherent pump of single reservoir state with
in-plane wave vector k, and total pump is defined as P (t) =
∑
k Pk(t). Writing
the system of the kinetic equations we assumed large occupancy of the condensate
state thus neglecting terms corresponding to spontaneous scattering. We checked
numerically that these terms do not affect the obtained results.
4.3. Results and discussion
We simulate the dipolariton system based on In0.1Ga0.9As/GaAs/In0.08Ga0.92As het-
erostructure [42]. The coupling parameters are chosen as ~Ω = 3 meV and ~J = 1
meV. The latter corresponds to DQW with barrier width of Lb = 10 nm. Lifetimes
of the modes are chosen as τC = 20 ps, τDX = 1 ns, τIX = 100 ns. The damp-
ing rate of reservoir states γR = 1/τR is defined by lifetime τR = 0.1 ns. Initially,
at zero applied field energies of the modes system are tuned to ~ωDX − ~ωC = −3
meV, ~ω(0)IX − ~ωC = 15 meV, and we set the reference point ~ωC = 0 without loss
of generality [see Fig. 4.2 (a) for t → 0]. The reservoir scattering rate W = 1/τsc
is defined by characteristic exciton-phonon scattering time τsc, and chosen as 200 ps
[124, 205]. The temperature of the sample was assumed to be T = 0.7 K, being typical
for experiments with cold indirect excitons [175].
We start switching on incoherent pump P (t) gradually [Fig. 4.2(a)], populating reser-
voir exciton states. Due to phonon-exciton interaction particles from reservoir ther-
malize and scatter to lowest energy state of lower dipolariton branch during several
hundreds of picoseconds, where the steady-state is achieved approximately at 0.5 ns
[Fig. 4.2 (b)]. By this moment the DX mode is highly populated, while IX mode
remains empty due to large separation in energy and smallness of interaction with
reservoir. The crucial idea now is to change the bias applied to the system. The IX
mode energy then varies linearly up to large red-detuned value [~ω(∞)IX = −15 meV],
while direct exciton and cavity photon modes energies remain unchanged. The exact
shape of IX energy dependence is plotted in Fig. 4.2 (a), and is described by for-
mula ~ωIX(t) =
(
~ω(0)IX − ~ω(∞)IX
)
/
(
1 + exp[t−τ ]/∆τ
)
+ ~ω(∞)IX , where parameters are
τ = 1200 ps and ∆τ = 50 ps.
If one changes the bias slowly, the Landau-Zener type transition between bosonic
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Figure 4.4: IX mode dynamics for different adiabaticity parameters. (a): Time de-
pendence of IX mode energy (solid curves, left scale) and pump intensity (dashed
curves, right scale). Three different regimes correspond to switching times ∆τ1,2,3 =
100, 200, 300 ps. (b): Occupation number dynamics of the modes shown for different
switching regimes. The dynamics of C and DX modes remains unchanged, while the
final occupation of IX mode strongly depends on switching parameters.
modes takes place. Namely, the system adiabatically follows the lower dipolariton
branch, and at the final stage of complete swap gains 99.9% indirect exciton fraction.
Alias, in the basis of bare modes the IX population largely increases due to transfer
from cavity photon and direct exciton (polariton) modes, where their occupations drop
to zero [Fig. 4.2 (b), after 1.3 ns]. This corresponds to conversion of macroscopically
coherent polariton population to a gas of cold indirect excitons, which inherit coherence
properties and demonstrate long lifetime (characteristic decay time > 10 ns for chosen
parameters).
We note that successive preparation of cold exciton BEC requires simultaneous switch-
ing off the pump P (t), leading to the rapid devastation of the reservoir mode. The
following allows to keep high transfer fidelity, where overall particle occupation remains
large during the transfer event, but prevents refilling of polaritonic states.
To characterize the system and find optimal parameters for cold exciton condensate
preparation, we proceed considering different coupling parameters of dipolariton setup.
In Fig. 4.3 the transition process is demonstrated for several values of Rabi frequency
Ω and tunneling splitting J . First, we fix tunneling constant to ~J = 2 meV (as in
Fig. 4.2) and vary the strength of light-matter interaction. We find that increase of
Rabi frequency Ω causes the reduction of transition efficiency, which can be clearly
observed in Figs. 4.3 (a), (b), and (c). First, this can be linked to increase of cav-
ity photon admixture in the lower dipolariton mode, and consequent enlargement of
decay. Second, the change of coupling Ω in general strongly influences Landau-Zener
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transition in three-mode system.
In Fig. 4.3 (d) we show the population transfer for the case of equal couplings ~J =
~Ω = 6 meV, corresponding to the sample discussed in the Ref. [46]. We observe
that population transfer for these parameters is not perfect, and thus conclude that
J < Ω condition shall be followed. Furthermore, we note that large values of tunneling
constant J lead to stronger mixing of IX and DX modes, with consequent decrease of
the lower dipolariton lifetime after switching.
Next, we study the influence of electric field switching process on the performance
of population transfer. The main parameter here is a switching time τ , which also
determines the switching rate c = ∆τ−1/4 at which energy linearly decreases as ∼ −ct
around transition point τ . It defines the adiabaticity of transition, and is of high
importance for successive Landau-Zener transition. In particular, the optimal transfer
requires slow variation of detuning, as compared to the energy distance between modes
in the anticrossing point of dressed modes.
In Fig. 4.4 the time dynamics of the system is presented for different switching rates.
We considered three regimes, altering both the rate of detuning switching and the
front of pump switching, in order to keep density of the particles at the same level
[Fig. 4.4 (a)]. We find that the voltage switching rate almost does not affect on the
polariton population at steady-state condition, but strongly influences the efficiency of
the transition, defining the IX mode occupation [Fig. 4.4 (b)]. For the switching time
∆τ1 = 100 ps nearly perfect transfer was achieved. This confirms that the character-
istic time corresponding to anticrossing energy distance is ∼ 1 ps, and transition is
adiabatic. However, decreasing the switching rate to ∆τ2 = 200 ps and ∆τ3 = 300 ps
we revealed the reduction of transfer efficiency, signifying of an existence of an optimal
rate ∆τ . The process of spoiling of transition is related to open-dissipative nature of
the system under the study.
Finally, we acknowledge the presence of another bound which puts limitation on de-
tuning switching rate. It comes from the experimental limitation of DC voltage sweep
rate, which typically cannot outperform gigahertz repetition rates. While state-of-the-
art devices with fast switching are currently engineered, [107] we probe the possibility
to decrease the sweep rate up to 100 MHz range. In Fig. 4.5 we show that the tran-
sition can take place for switching time being in the tens of nanoseconds range [Fig.
4.5 (a)], easily achievable with current technologies. The transition efficiency in this
case drops as opposed to less-than-nanosecond switching time. At the same time, a
decent population of indirect exciton gas can be achieved for certain pumping condi-
tions, which persists for tens of nanoseconds. The parameters of the system for this
calculation were modified to ~J = 0.6 meV and ~Ω = 3 meV.
Finally, let us discuss the immediate consequences of proposed scheme for cold exciton
gas preparation. Being based on conversion of optically created polaritons to an indi-
rect exciton gas, it ensures the preservation of the spatial shape of initial cloud, and
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Figure 4.5: (a): Time dependence of energy of the modes for modified dipolariton sys-
tem, where ultra-slow change of detuning is implemented. (b): Population transfer
in dipolariton system for ultra-slow detuning change. Parameters of the calculation
are: τ = 15 ns, ∆τ = 1.2 ns.
does not involve separate injection of electron and hole carriers. This is in contrast
to typical excitation scheme in the indirect exciton experiments, where optical gen-
eration of holes and electrical injection of electrons is used [175, 176]. The following
allows to test the possible explanation of IX ring appearance based on the electrostatic
reasoning [177, 178].
Moreover, we note that our proposal can be tested in first approximation even without
the presence of an optical microresonator. In this case only coupled DX and IX
modes are considered, and conversion of optically active direct excitons to a cloud of
indirect excitons can be realized. It is interesting to note that a similar technique of
simultaneous change of applied field and pump turn-off was applied for photon storage
in the coupled quantum wells via DX-IX transitions [206]. However, on the contrary
to the full dipolaritonic setup, no condensation effects for direct excitons are expected
which can limit the efficiency of the proposed protocol.
4.4. Conclusions
In conclusion, we proposed the way for an on-demand optical preparation of a cold
exciton condensate based on Landau-Zener bosonic transfer in a dipolariton system.
The protocol is based on several steps. First stage corresponds to initial preparation
of polariton condensate with high cavity photon and direct exciton fractions, while in-
direct exciton mode is located high in energy at zero external voltage. Next, applying
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electric field the IX energy is lowered to far red-detuned value, where adiabatic follow-
ing of the lower dipolariton mode converts particles to indirect excitons with inherited
coherence properties. Finally, to reduce residual effects of cavity an optical incoherent
pump of polaritonic reservoir states shall be switched off during the transfer event.
We analyzed the population transfer for various sets of parameters and switching con-
ditions, and demonstrated that adiabatic cold exciton preparation is experimentally
feasible in currently existing setups.
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5. Attractive Coulomb interaction of
2D Rydberg excitons
The following chapter is devoted to the theoretical study of Coulomb scattering pro-
cesses of highly excited excitons in the direct bandgap semiconductor quantum wells.
We find that contrary to the interaction of ground state excitons the electron and hole
exchange interaction between excited excitons has an attractive character both for s-
and p-type 2D excitons. Moreover, we show that similarly to the three-dimensional
(3D) highly excited excitons, the direct interaction of 2D Rydberg excitons exhibits
van der Waals type long-range interaction. The results predict the linear growth of
the absolute value of exchange interaction strength with an exciton principal quan-
tum number, and point the way towards enhancement of optical nonlinearity in 2D
excitonic systems.
5.1. Introduction
The possibility to attain strong and tunable interparticle interactions in a many body
system is indispensable for both fundamental studies of strongly correlations and prac-
tical exploitation of nonlinear effects. The vast variety of collective effects in cold atom
systems [208] has profited from usage of Feshbach resonances [209]. They allow for
tunability of s-wave scattering length for atomic collisions, changing the interaction
character from a short-range repulsive to an attractive one. A major step forward in
boosting the atomic interaction strength can be performed when atoms are excited to
a large principal quantum number Rydberg state [2]. In this case the absolute value
of interaction strength grows dramatically, and the interaction potential becomes of
long-range nature, leading to the phenomenon of Rydberg blockade [210, 211, 212].
This facilitates numerous applications in the quantum optics domain [213], where large
effective nonlinearity for photons enables efficient photon crystallization [214], creation
of photonic molecules [215], ordered pattern formation [216] etc.
In the solid state physics, the studies of many body effects and nonlinear quantum
optics became possible for the systems of interacting quasiparticles typically probed
by light. Here, the prominent examples are indirect excitons [176, 37] and exciton
polaritons [174]. The latter quasiparticles formed by the microcavity photons and
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excitons in two dimensional (2D) semiconductor quantum well (QW) are especially
valuable for observation of non-equilibrium condensation [24, 162], vortices [167], soli-
tons [217, 166] and other effects characteristic to weakly nonlinear Bose gas. At the
same time, the highly anticipated transition of polaritonics to quantum nonlinear
regime is deferred by small and short range exciton-exciton interaction in QWs, which
are dominated by repulsive Coulomb exchange, while direct interaction contribution
is negligible [14, 15], except for the narrow energy range where the formation of bipo-
lariton is possible. Therefore, it opens the challenge for system modification to attain
strong interaction, or, alternatively, the search for optional strategies which require
only weak nonlinearity [218, 200, 201].
Up to date proposals for the enhancement of nonlinearity include hybridization of
polaritons with dipolar excitons (dipolaritons) [42, 41, 45] and exploitation of the
biexcitonic Feshbach resonance [219, 220], though with limited capabilities. A drastic
improvement was made in the system of highly excited 3D excitons, being excitonic
counterpart of Rydberg atoms physics [3]. There authors reported an observation
of the dipolar blockade appearing in bulk Cu2O for giant excitons having principal
quantum number up to n = 25 and µm diameter. The important consequence of
using rather peculiar copper oxide semiconductor is selection rules which allow to op-
tically pump excitons in the p-state, where excitons exhibit the long range interaction
of dipolar and van der Waals type similarly to Rydberg atoms. At the same time,
while results show the potential for strongly nonlinear optics, the requirement of 3D
geometry and infeasibility of Cu2O based microcavities hinder its application in the
conventional form.
In this chapter we pose the question of possible achievement of the strong exciton-
exciton interaction exploiting highly excited states of excitons in 2D semiconductor
quantum wells. We show that for small transferred momenta the interaction of 2D
excitons is dominated by short range exchange Coulomb interaction for both s and p
exciton types, and find that for excitons with higher than ground principal quantum
number (n > 1) the interaction constant changes the sign, leading to an attractive
exciton-exciton potential. The absolute value of interaction strength scales linearly
with n, and increases for small band gap semiconductors. At the same time, similarly
to the 3D geometry, the direct interaction of 2D excitons possesses long range nature
governed by van der Waals law and grows drastically with n. This suggests that 2D
Rydberg exciton gas represents the nontrivial system, and can lead to emergence of
hybrid repulsive-attractive bosonic mixtures.
5.2. The model
The calculation of interaction potential for 2D excitons in the ground state can be
done within the Coulomb scattering formalism [14]. The theory can be extended to
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(a) (b)
Figure 5.1: Real space distribution of exciton envelope wave functions with center-to-
center separation distance of 30λ2D, shown for excitons in (a): 1s state, (b): 6s
state.
describe the interaction of excitons in the excited states. The two dimensional exciton
wave function with in-plane wave-vector Q in the general form reads
ΨQ,n,m(re, rh) =
1√
A
exp[iQ(βere + βhrh)]ψn,m(|re − rh|), (5.1)
where re, rh are in-plane radius vectors of exciton and hole, respectively, and A denotes
the normalization area. The coefficients βe, βh are defined as βe(h) = me(h)/(me+mh),
where me(h) is the mass of an electron and a hole, respectively. The internal relative
motion is described by [8]
ψn,m(|re − rh|) = 1√
2λ2D
√
(n− |m| − 1)!
(n− 1/2)3(n+ |m| − 1)!
( |re − rh|
(n− 1/2)λ2D
)|m|
(5.2)
exp
[
− |re − rh|
(2n− 1)λ2D
]
L
2|m|
n−|m|−1
[ |re − rh|
(n− 1/2)λ2D
]
1√
2pi
eimϕ,
where n = 1, 2, 3, . . . is the principal quantum number, m = 0,±1, . . . ,±n ∓ 1 is
the magnetic quantum number, and λ2D is a variational parameter related to the
two-dimensional radius of the ground state exciton. Here, Lkn[x] denotes associated
Laguerre polynomial. In the following we consider the narrow quantum well limit and
thus disregard exciton motion in the confinement direction.
Considering excitons with the parallel spin only, the process of Coulomb scattering in
reciprocal space associated to the transfer of wave vector q can be described in the
form:
(n,m,Q) + (n′,m,Q′)→ (n,m,Q+ q) + (n′,m,Q′ − q). (5.3)
The scattering matrix element consists of four terms:
H(n, n′,m,∆Q,q, βe) =
e2
4piεε0
λ2D
A
Itot(n, n
′,m,∆Q,q, βe), (5.4)
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where
Itot(n, n
′,m,∆Q,q, βe) = Idir(n, n′,m,q, βe) + IXexch(n, n
′,m,∆Q,q, βe)
(5.5)
+Ieexch(n, n
′,m,∆Q,q, βe) + Ihexch(n, n
′,m,∆Q,q, βe).
Here, the first term denotes the direct interaction integral, the second corresponds to
the exciton exchange interaction, and two last terms describe an electron and hole
exchange integrals (see Appendix B1 for definitions and details).
Note that in the particular case where the wave vectors and principal quantum numbers
of excitons coincide, ∆Q = |Q−Q′| = 0, and n = n′, we have
IXexch(n, n,m, 0,q, βe) = Idir(n, n,m,q, βe), (5.6)
Ieexch(n, n,m, 0,q, βe) = I
h
exch(n, n,m, 0,q, βe), (5.7)
and consequently,
Itot(n,m,q, βe) = 2
[
Idir(n,m,q, βe) + I
e
exch(n,m,q, βe)
]
. (5.8)
In the following we are interested in the dependence of interaction on the scattered
momentum q, while considering equal exciton center-of-mass momenta, ∆Q = 0.
To gain the qualitative understanding of interaction processes for highly excited exci-
tons we shall look at the large n exciton wave function. In particular, Eq. (5.2) implies
that the spatial distribution of exciton drastically increases with principal quantum
number. Namely, the higher principal number of excitation is, the larger is a spread of
wave function, providing increased overlap between excitons, and consequently leading
to the enhanced exciton-exciton interaction. In Fig. 5.1(a) the real space distribution
of two excitons in ground state is presented, where the interexciton distance is fixed
to 30λ2D. The peak-shaped distribution of wavefunctions determines the interaction
behavior, which rapidly decreases as distance grows. Panel (b) shows the probability
distribution for excitons in 6s state, with the same interexciton distance as before (i.e.,
same density of particles), revealing large overlap of wave functions.
5.3. Results
5.3.1. Interaction between s-type excitons
We examined numerically the Coulomb interaction integrals between excitons in s
and p states as a function of the scattered momentum q. The calculation was done
by multidimensional Monte-Carlo integration with implemented importance sampling
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algorithm, provided by the numerical integration CUBA library [221]. To be specific,
we fixed the electron to exciton mass ratio to the value βe = 0.4, which is close to
GaAs quantum well effective mass ratio [222]. However, as it is shown below, the
change of this parameter does not lead to significant quantitative and any qualitative
changes of results. The possible choices for materials is discussed in the corresponding
section.
We consider the interaction between two s-type excitons with the same ({n, n′} =
11, 22, 33) and different ({n, n′} = 12, 23) principal quantum numbers. The results of
the calculation are plotted in Fig. 5.2. Panel (a) shows the direct interaction term
as a function of dimensionless transferred momentum for various scattering processes.
We find that direct interaction for ground state excitons and excited excitons has
the same qualitative behavior, dropping to zero for small q and exhibiting maximum
for intermediate momenta. The position of direct interaction peak shifts to smaller
transferred wave vectors for increasing n, and its magnitude increases radically. We
check that the following holds even for very large quantum numbers (up to n = 10;
not shown). In Fig. 5.2 (b) we plot a 2D Fourier transform of Idir[q] interaction
integral, which represents its real space dependence. The curves depict maximal but
finite interaction strength for n = n′ = 1 excitons at a small separation, which rapidly
decreases with r. For excited states the r → 0 peak flattens out, while total interaction
range increases.
To understand the origin of interaction we examined the large separation distance be-
havior of the potential for excitons with quantum number in the range n = 3..10. The
results are presented in Fig. 5.3. The analysis of interaction tail unveiled the rapid
increase of interaction strength with the growth of principal quantum number, being
another fingerprint of long range nature of interaction [2, 213, 3]. The corresponding
numerical fit of real space interaction dependence revealed the van der Waals nature
of potential (Idir ∝ r−6), which was previously reported by Schindler and Zimmer-
mann also for QW excitons in the ground state [223]. As it is expected, the distance
where van der Waals behavior becomes relevant rapidly grows with the increase of the
principal quantum number.
The characteristic feature of van der Waals interaction is the power dependence on the
excitation number. To check this, we examined the dependence of the direct interaction
strength on the excitation number for different fixed values of the separation distance.
The sample of results is presented in Fig. 5.4, where the power dependence ∝ nα is
clearly seen. We observe that due to small number of points the power α can lie in
the 7 to 12 range, and expect it to be equal α = 11 if large n are considered.
Next, we calculate the Coulomb exchange contribution to s-type exciton-exciton inter-
action. Fig. 5.5(a) illustrates the dependence of exchange integral Iexch as a function
of q for different states. For the ground state scattering (inset, curve 11) the inter-
action is maximal in q → 0 region, decreasing for large exchanged wave vectors, and
has positive sign (repulsive potential). However, already for n = n′ = 2 the sign of
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Figure 5.2: Interaction of s-excitons. (a) Dependence of direct exciton-exciton inter-
action on the scattered wave vector q (in terms of reverse two-dimensional exciton
radius). Hereafter, the dimensionless value of the integral is presented. The solid
lines correspond to interaction of excitons with the same {n, n} principal quantum
number, while dashed lines to the different {n, n′} principal quantum numbers. (b)
Real space dependence of direct interaction integral.
exciton interaction changes to attractive one, with maximal absolute value at small
q. The same change applies to higher excited states interaction, and also to cross
scattering between ground and excited state excitons. Moreover, we note that the
maximal absolute value of potential grows with principal quantum number n, repre-
senting an enhancement of exchange contribution by increase of effective interaction
area due to the spread of wave functions. Consequently, the real space dependence of
exchange interaction has the form of an exponential decay, defined by the decrease of
wave function overlap area.
Finally, we study the dependence of maximal absolute value of exchange integral as a
function of principal quantum number n = n′, measured at q → 0 point. The behavior
is shown in Fig. 5.5(b) for both s and p excitons, corresponding to a linear increase of
the magnitude for large principal quantum numbers, n > 3, where s and p interaction
strengths coincide. At the same time, the clear difference in max{|Ieexch|} for s and p
states is visible at n ≤ 3 range. This result can be explained by the fact that the radial
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Figure 5.3: Dependence of long range direct exciton-exciton interaction on the sep-
aration distance r. The panels (a)-(f) correspond to the interaction of states with
principal quantum number n = 4, 6, 7, 8, 9, 10, respectively. For each value of n the
numerical fit shows ∝ r−6 dependence, characteristic to van der Waals interaction.
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Figure 5.4: Dependence of direct Coulomb interaction on the excitation number n for
fixed separation distance. The numerical fit shows ∝ nα dependence.
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Figure 5.5: (a) Dependence of s-type exciton-exciton interaction electron exchange
term on the scattered wave vector q. (b) The maximal absolute value of the exchange
interaction plotted as a function of principal quantum number n for s and p states.
The linear in n growth of the interaction strength is observed.
parts of wave functions of excited states have the same shape at larger radii, although
being different at small r, relevant for small n excitons. As it was mentioned above,
the exchange interaction between excited 2D excitonic states is strongly attractive and
does not drastically depend on the electron-to-exciton mass ratio βe. To prove this, we
calculate the momentum dependence of exchange interaction of 2s excitons for various
values of βe. The results are presented in Fig. 5.7. As it follows from the figure, for
relatively small values of transferred momenta the scattering amplitude has weak mass
dependence.
The total interaction potential in the case of equal wave vectors and principal quantum
numbers, represented by Eq. (5.8), is shown in Fig. 5.6 as a function of the trans-
ferred momentum q. It reveals that for very small values of q the total interaction
for excited states is fully determined by the exchange interaction, being attractive.
However, for larger transferred momenta it is replaced by weak repulsion, showing the
dominant contribution of the direct interaction term in large q region. Noteworthy, for
higher excitation number the region with domination of repulsion is shifted to smaller
transferred momenta values. This alternating sign behavior is intriguing as it can
potentially lead to the formation of supersolid state [224].
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Figure 5.6: Overall interaction of s-type excitons as a function of the scattered wave
vector q. For small values of q the interaction is highly attractive due to the dominant
exchange interaction, while for large values the direct term prevails, leading to the
repulsive character of total interaction.
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Figure 5.7: Dependence of exchange Coulomb interaction on the transferred momen-
tum q for various fixed mass ratio βe = {0.1, 0.2, 0.3, 0.4, 0.5}. We consider interac-
tion of two 2s excitons.
5.3.2. Interaction between p-type excitons
We proceed with the discussion of direct and exchange Coulomb integrals for two p-
type excitons. While non-zero angular momentum states are not straightforwardly
accessed by optical means in direct-gap semiconductors (GaAs, GaN, ZnO etc.), one
can envisage the situation when these become relevant in the low dimensional struc-
tures. As an example they can be created by two photon pumping [225]. The results
of numerical integrations are presented in Fig. 5.8. Panels (a) and (b) show the direct
interaction integral as a function of transferred momentum and interexciton distance
for various values of the principal quantum numbers. We note that qualitatively it has
the same behavior as s-type excitons, with minor variations of positions and heights
of absolute maxima. Noteworthy, while for p-shells of 3D excitons the long range
interaction has dipole-dipole contribution, it is absent for 2D excitons with non-zero
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Figure 5.8: Interaction of p-excitons. (a) Dependence of direct exciton-exciton inter-
action on the scattered wave vector q (in terms of reverse two-dimensional Bohr
radius). Here, the dimensionless value of integration is presented. (b) Real space
dependence of direct interaction integral. (c) Dependence of electron exchange term
on the scattered wave vector q.
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angular momentum.
Finally, panel 5.8 (c) illustrates the exchange term dependence on the transferred wave
vector q. We first note that the ground state of p excitons corresponds to the value
of principal quantum number n = 2. Hence, the exchange interaction of 2p excitons
is repulsive and similar to the interaction of 1s excitons. As for excited states, it has
a shape similar to one of s-type excitons with higher value of absolute maxima.
5.4. Discussion and outlook
Previously we have shown that interactions between excited excitonic states in 2D
structures have different contributions, which are largely dependent on the main quan-
tum number n and interexciton separation. While very large n excitons physics is
expected to be driven by long range interactions, the relevant properties of ground
state excitons are defined by short range exchange potential. Thus, we expect the
cross-over between to regimes to happen in the range of intermediate n > 1, where
strong short-range attractive interaction dominates. To increase the overall interaction
even further, we consider possible semiconductor materials where Rydberg excitons
can be observed. The parameters of 2D Bohr radius, binding energy Ry3D, Coulomb
interaction prefactor of Eq. (5.4) αC ≡ e2λ2D/4piεε0, and band gap Eg are collected
in Table I for various semiconductors (data is taken from Refs. [226, 227, 228]).
One can see that with increasing band gap the exciton Bohr radius decreases, con-
sequently diminishing the interaction constant. At the same time we note that suc-
cessful generation of highly excited excitonic states requires large binding energy of
excitons, which allows to address separately excitonic states with large n. Therefore,
an interplay between interaction strength and exciton energy separation determines
the choice of materials relevant for described physics. Depending on the goal, they
λ2D (A) Ry3D (meV) αC (µeVµm2) Eg (eV)
InAs 184.45 1.29 1.75 0.354
GaSb 111.95 2.05 1.03 0.726
InN 36.3 6.47 0.34 0.78
InP 46.95 6.13 0.54 1.344
GaAs 93.6 4.57 1.04 1.424
CdTe 30.1 11.70 0.42 1.5
GaN 21.75 17.04 0.32 3.2
ZnO 10.55 40.22 0.178 3.37
Table 5.1: The estimation of Bohr radius of two-dimensional exciton, Coulomb inter-
action constant αC ≡ e2λ2D/4piεε0, and binding energy (3D) for direct band gap
semiconductors. The list is sorted by increasing order of a semiconductor band gap.
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may span from mid-bandgap semiconductors (e.g. GaAs) to large-bandgap materials
(e. g. GaN). Additionally, we underline the possible importance of materials with
the non-Rydberg excitonic spectrum, represented by transition metal dichalcogenides
[229, 230, 231, 232], where the described bound can be violated.
Finally, we foresee that optical pumping of s excitonic states does not pose optical
selection rules for excitons with different n, which allows the creation of n = 1, 2, 3, ...
exciton mixture. Given its mutually attractive and repulsive interaction, we expect
an intriguing collective effects to appear in the system.
5.5. Conclusion
In summary, we studied the Coulomb interaction of excited states of excitons in di-
rect gap semiconductors. We show that the total interaction of higher states has an
attractive character due to the dominant contribution of exchange terms. The linear
increase of interaction maxima with increase of the principal quantum number of exci-
tonic state was observed. Contrary to 3D excitons, no dipolar interaction appears for
large quantum number 2D excitons, and direct interaction has van der Waals behavior.
The results point out an importance of Rydberg excitonic states, and may open the
way towards studies of repulsive-attractive bosonic mixtures.
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transition-metal dichalcogenide
monolayers
We study theoretically the Coulomb interaction between excitons in transition metal
dichalcogenide (TMD) monolayers. We calculate direct and exchange interaction for
both ground and excited states of excitons. The Coulomb interaction screening, spe-
cific to monolayer structures, leads to the unique behavior of the exciton-exciton scat-
tering for excited states, characterized by non-monotonic dependence of the interaction
as a function of the transferred momentum. We find that the nontrivial screening en-
ables the description of TMD exciton interaction strength by an approximate formula,
consisting of exciton binding parameters. Furthermore, we consider exciton-electron
interaction, which for excited states is governed by the dominant attractive contribu-
tion of the exchange component, which increases with the excitation number. The
results provide a quantitative description of the exciton scattering in transition metal
dichalcogenides, being a background for the future nonlinear optical devices based on
TMD monolayers.
6.1. Introduction
The physics of excitons and associated optical phenomena were greatly influenced
by recent studies of transition metal dichalcogenide (TMD) materials [233]. They
typically exist in the form of a monolayer, and possess largely different properties
compared to other semiconductors. Given their bandgap characterized by an optical
interband transition and being atomically thin, they enjoy favourable optical properties
as compared to semimetallic graphene structures, yet exhibiting flatland physics.
Extensive studies of excitonic properties of TMD monolayers started immediately after
their discovery [234]. In striking contrast to bulk and quasi-2D structures, the different
screening in 2D monolayer governs the deviation of the interparticle Coulomb inter-
action from the standard form, and ultimately leads to unusual properties of excitons
in TMD structures [235, 236]. The exciton binding energies and absorption spectra in
various TMD monolayers were measured experimentally [237, 238, 239, 240, 241, 242]
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Figure 6.1: Sketch of the system. A transition metal dichalcogenide monolayer hosts
excitonic quasiparticles formed by electrons (blue circles) and holes (red circles).
The scattering between two excitons corresponds to the Coulomb interaction between
carriers, consisting of the direct and exchange contributions. The latter is dependent
on the exciton wavefunction overlap, shown in green.
and calculated from the first principles [232, 243, 244, 245, 246, 247, 248, 249]. They
have shown a huge increase of the exciton binding energy (up to 1 eV) [250], as
compared to conventional semiconductors, and the non-hydrogenic behavior of the
excitonic series [251]. Further investigations cover measurements of exciton lifetimes
and linewidths in monolayers [252, 253, 254], as well as electric field control of the ex-
citonic properties [255, 256]. Moreover, the rich many-body physics in TMD materials
was confirmed by observation of more complex particles, such as trions and biexcitons
[257, 258, 259, 260] as well as interlayer excitons in bilayer structures [262, 261, 263].
Additionally, the hybrid exciton-electron systems in TMDs were considered [264].
The excellent optical properties of TMD monolayers has put them as a prominent
platform for optoelectronical applications. For instance, the large binding energy of
excitons allowed to study excitonic physics at elevated temperatures, and measure
excitons with high principal quantum numbers [251]. The large oscillator strength
allows to couple excitons strongly to an optical microcavity mode, and study strong
light-matter coupling at room temperature [265, 266, 267]. The particular spin-orbit
interaction for the bands leads to non-trivial valley dynamics and spin properties,
also suggested to be potentially interesting for the quantum information processing
[268]. Finally, χ2 nonlinear response of TMD monolayers was predicted, making it
suitable for the observation of the nonlinear quantum optical effects [269]. There are
several experimental investigations of TMD monolayer properties in the strong exci-
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tation regime, manifesting itself in various intriguing phenomena, including spectral
peak broadening [270], exciton-exciton annihilation [271], and giant bandgap renor-
malization (up to 500 meV) in the vicinity of Mott transition [272, 273]. However, to
the best of our knowledge, theoretical investigations of the interexciton interactions in
TMD monolayers are lacking so far.
Motivated by the aforementioned advances, we consider the nonlinear properties of
excitons in a TMD monolayer. The system is well-suitable for the observation of
highly excited states of excitons, and similarly to bulk semiconductors [3], can allow
for studying nonlinear interaction between Rydberg excitons. In the paper, we calcu-
late the exciton-exciton interaction in TMD structures, considering both ground and
excited states of excitons. We find that the interaction of excited states exhibits non-
monotonic dependence on the exchange momentum and is attractive. We provide the
analytical formula to quantitatively estimate the maximal exciton-exciton interaction
strength, which differs from the III-V group semiconductor case. Finally, we calculate
the exciton-electron matrix elements and show reciprocal space dependence of direct
and exchange interactions.
6.2. Excitonic spectrum in TMD monolayer
To study the interparticle interactions in the TMD monolayers, one should take into
account structural peculiarities of such materials. Namely, the atomic thickness of the
layer and a discontinuity of the dielectric screening on the monolayer interface modifies
the Coulomb interaction to the following form [235]:
V (r) =
e1e2
4piε0
pi
2r0
[
H0
(
r
r0
)
− Y0
(
r
r0
)]
, (6.1)
where e1, e2 denote the charge of particles, r is the interparticle distance, and r0 is
a quantity describing the polarizability of the monolayer. H0 and Y0 are zeros order
Struve and Bessel functions of the first kind, respectively. The modification of Coulomb
interaction results into qualitative change of the excitonic spectrum [232, 251], which
in this case cannot be considered as common 2D hydrogenic spectrum of the form
En = µe
4/[2(4piε0ε)
2~2(n − 1/2)2], where n is a principal quantum number of the
exciton. Here, µ denotes a reduced mass of an exciton, ε corresponds to the static
dielectric screening constant, and ε0 is the vacuum permittivity. The excitonic states
in this case correspond to the solutions of the Hamiltonian
Hˆexc = − ~
2
2µ
∆ + V (r), (6.2)
with V (r) is taken in the form of Eq. (6.1). In the first approximation one can find
all solutions of the stationary Schrodinger equation for Hamiltonian (6.2) by means of
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n λn (nm) En (meV)
1 1.7 320
2 0.65 160
3 0.45 90
4 0.35 60
5 0.3 50
Table 6.1: Spatial characteristics (λn) and energies of excitons (En) of different states
n calculated for the WS2 monolayer.
variational method, where as trial functions conventional 2D excitonic functions are
used [8]:
ψn,m(r) =
1√
2λn
√
(n− |m| − 1)!
(n+ |m| − 1)!(n− 1/2)3 (6.3)(
r
(n− 1/2)λn
)m
exp
[
− r
(2n− 1)λn
]
L
2|m|
n−|m|−1
[
r
(n− 1/2)λn
]
1√
2pi
eimϕ.
Here Lmn [x] denotes associated Laguerre polynomial, λn is a variational parameter,
and m is an angular momentum quantum number. Contrary to the conventional
quantum well exciton, where all the states have the same radial characteristic — a
two-dimensional Bohr radius, in the case of a monolayer the spatial parameter λn
changes from state to state.
To be specific, we consider WS2 monolayer, noting however that all the results carry
general character and are applicable for the whole family of TMD monolayers. Ac-
curate calculation of exciton series confirmed by experimental data was done in Ref.
[251], where the value of polarizibility parameter r0 was found to be equal to 7.5 nm.
Here, we reproduce these results by the binding energy minimization using λn as a
variational parameter. The corresponding values of the exciton energies and spatial
characteristics λn are presented in the Table 1. Note that while the energies of the
lower states are essentially non-hydrogenic, for the states starting from n = 3 the
conventional n−2 dependence can be observed. Correspondingly, some saturation of
the λn values can be seen for higher states.
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6.3. Exciton-exciton interaction
Analyzing the asymptotic behavior of the potential given by Eq. (6.1) one can find its
accurate approximated expression [236]
V (r) = − e1e2
4piε0
1
r0
[
ln
(
r
r + r0
)
− (γ − ln2)e− rr0
]
, (6.4)
which is used in further calculations. Here, γ denotes the Euler gamma constant. To
calculate interactions between TMD monolayer excitons in the ground and excited
states, we employ the method for calculation of the interaction between Rydberg state
excitons. Recently it was applied to III-V semiconductor quantum well structures
[A2], and is a generalization of the Coulomb scattering formalism for the ground state
excitons in quantum wells [15, 14]. The motional state of an exciton with a wave
vector Q can be written in the form
ΨQ,n,m(re, rh) =
1√
A
exp[iQ(βere + βhrh)]ψn,m(|re − rh|), (6.5)
where re, rh are the radius vectors of an electron and a hole, respectively, and A denotes
the normalization area. The coefficients βe, βh are defined as βe(h) = me(h)/(me+mh),
where me(h) is the mass of an electron (hole). The internal motion is described by Eq.
(6.3).
We consider the interaction of excitons in the same states with parallel spin projections.
In this case the process of Coulomb scattering in reciprocal space with the transfer of
wave vector q can be presented in the form
(n,m,Q) + (n,m,Q′)→ (n,m,Q+ q) + (n,m,Q′ − q), (6.6)
which is also shown graphically by scattering diagrams in Fig. 6.2. Using the wave
function symmetrization procedure the total interaction may be presented as a linear
combination of the interaction channels, including direct interaction, and electron,
hole, exciton exchange terms, as schematically depicted in Fig. 6.2 (a)-(d). It was
shown previously [14, 15],[A2] that in the wide region of exchange wave vectors q ≤
1/λ1 the interaction of excitons is determined by the exchange terms, while the direct
interaction in negligibly small. The latter becomes dominant for large values of q,
governing the long range behavior of the interaction. Thus, assuming the initial wave
vectors being equal and setting Q = Q′ = 0, for the total interaction we have (see
Appendix B2 for the details and definitions):
Vtot(n,m,q) =
e2
4piε0
λ1
A
Itot(n,m, qλ1), (6.7)
Itot(n,m, qλ1) = Idir(n,m, qλ1) + I
X
exch(n,m, qλ1)
+ Ieexch(n,m, qλ1) + I
h
exch(n,m, qλ1) ≈ 2Ieexch(n,m, qλ1), (6.8)
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Figure 6.2: The schematic representation of the exciton-exciton scattering (a)-(d).
Panels correspond to: (a) direct, (b) exciton exchange, (c) electron exchange, and
(d) hole exchange interactions. Blue and red solid lines denote an electron (e1) and
a hole (h1) of the first exciton exciton, and the dashed lines correspond to the second
exciton marked with e2 and h2. The exciton-electron scattering diagrams are shown
in panels (e)-(f), describing the direct (e) and exchange (f) interaction. Green
solid line (ec) denotes a free electron.
where indices e, h, X stand for the electron, hole, and exciton exchange integrals,
respectively. In principle, the interaction processes between excitons with different
spin projections can be accounted for. However, they involve spin-flip processes, and
typically contain only direct interaction channel [40].
We calculate the direct and total interaction as a function of the scattered momentum
exploiting the multidimensional Monte-Carlo integration [221]. The results of the cal-
culation are shown in Fig. 6.3. The direct interaction as a function of the exchanged
momentum is repulsive, and its peak-shaped dependence becomes narrower with the
increase of the principal quantum number of scattered excitons. The total interaction
is fully governed by the exchange term, which is non-zero at qλ1 → 0. It is repulsive
for the ground state and attractive for the excited states. This behavior is qualita-
tively similar to quantum well exciton interaction [A2]. However, the screened nature
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Figure 6.3: Dimensionless integrals corresponding the direct interaction matrix element
(a), and total interaction energy (b) of excitons in TMD monolayer, plotted as a
function of the transferred wave vector. Solid lines correspond to s states (m = 0),
dashed lines denote p states (m = 1). The interaction has similar form for both
type excitons, being attractive for the excited states. The difference appears for
n = 2 state, where for s state there is an attraction with the absolute maxima at
intermediate momenta, and for p state there are attraction and repulsion regions.
of Coulomb interaction imposes peculiarities in the TMD exciton-exciton interaction
behavior. Namely, the crucial difference of the monolayer exciton interaction appears
in the dependence of 2s state interactions, which demonstrate potential minima for
the nonzero exchange momenta q. It should be noted, that the interaction of 2p exci-
tons demonstrates similar properties, being repulsive for zero exchange momenta and
having attraction peak at intermediate momenta. This non-monotonic behavior is
expected to lead to different condensation processes for TMD polaritons [224].
Next, we search for the compact analytical formula to describe the exciton-exciton
interaction in TMD monolayers, considering both ground and excite states scattering.
Previously in was shown that the exchange interaction of GaAs quantum well ground
state excitons can be described by the formula V QWexch = 6Eba
2
B/A, where aB and Eb
denote the Bohr radius and binding energy of quantum well exciton, respectively [15].
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Figure 6.4: (a) Exciton radius (blue curve) and energy (red curve) dependence on the
principal quantum number. (b) Exchange interaction energy as a function of the
principal quantum number of a TMD exciton. The green curve corresponds to the
exact numerical calculation, and the red line shows the qualitative estimate using
Eq. (6.9).
Here, the numerical prefactor comes from the calculation of exchange integrals. Follow-
ing the analogy, we found a similar dependence for exciton series in TMD monolayer.
In particular, Fig. 6.4(a) presents the dependence of the radius and energy of exciton
states on their principal quantum number. While the radius increases quadratically
(as in the case of the conventional Rydberg series), the energy dependence for the first
few states drops superpolynomially with n. The latter allows us to approximate the
exchange interaction dependence by the formula
Vexch(n) = αEnr
2
n/A, (6.9)
where rn and En denote the radius and energy of n-th exciton state, respectively, and
α is a fitting constant. The green line in Fig. 6.4(b) denotes the dependence of the
exchange interaction strength on the principal quantum number, unveiling close-to-
linear dependence starting from the n = 2 state. The red curve shows the estimate
by Eq. (6.9), where we chose the parameter α = 2.07, which gives the exact fitting
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for the ground state. It worth mentioning that despite the smaller pre-factor, for the
case of quantum well with the similar material parameters the interaction would be
weaker. The reason beyond this is the interaction screening, leading to the exciton
effective radius value larger than for conventional Coulomb potential. Consequently,
the interaction strength can be enhanced even further in the case of monolayer growth
on the substrate with vacuum-like dielectric permittivity.
It should be noted, that the close agreement between the exact calculation of interac-
tion and its qualitative estimate is possible only because of the rapid decrease of the
exciton energy for the lower excitonic states in TMD monolayer. On the contrary, in
semiconductor heterostructures the energy decays quadratically, En ∼ n−2, obeying
Rydberg rule. Thus the corresponding estimate predicts quadratic growth of the in-
teraction strength. However the exact calculation shows the linear dependence of the
exchange term on quantum number for quantum well [A2], meaning that the estimate
is not reasonable for that case.
6.4. Exciton-electron scattering
Next, we consider the gated TMDmonolayer with an excess of free electrons, which can
interact with optically injected excitons. This nonlinear process is especially relevant
for modern TMD experiments [255], can contribute to the exciton line broadening
[254], and determines the physics of TMD exciton-polarons [264]. We proceed with
the calculation of the exciton scattering with conduction band electrons. We restrict
the consideration to s states, noting that for p-type excitons the results expected to
be similar. The conduction band electron wave function is given by a plane wave
fK(ρ) = (1/
√
A)eiKρ, where ~K denotes an electron momentum. We consider the
process of Coulomb scattering of an exciton with a conduction electron, corresponding
to the momentum transfer process
(n,Q) + (K)→ (n,Q+ q) + (K− q). (6.10)
The possible interaction channels include the direct interaction and the electron ex-
change term, as shown in Fig. 6.2(e,f). Correspondingly, one can present the total
interaction as a sum of the direct and electron exchange constituents:
U(n,Q,K,q) = Udir(n, q) + Uexch(n,q,K− βeQ)
=
e2
4piε0
λ1
A
[udir(n, qλ1) + uexch(n, qλ1, (K − βeQ)λ1)] , (6.11)
where the explicit form of corresponding terms is given in Appendix B3. It should be
noted that the described approach is in agreement with the method previously used
to characterize the exciton-electron scattering in quantum well heterostructures [274].
We calculated the scattering of the free electron with the ground and excited state
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Figure 6.5: Exciton electron interaction energy as a function of transferred momen-
tum. Ground state direct and exchange interactions (a), direct (b), and exchange(c)
interaction of the excited states.
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TMD excitons. Without the loss of generality, it is convenient to put the condition
K−βeQ = 0. Fig. 6.5(a) illustrates the direct and exchange terms of 1s exciton scat-
tering with the electron. Similarly to QW heterostructure, the interaction is governed
by dominant exchange contribution. Fig. 6.5(b,c) show the direct and exchange inter-
action of excited excitons with electron, respectively. One can see that, similarly to the
exciton-exciton interaction, both components of scattering amplitudes increase with
principal quantum number, conserving the domination of exchange component. An
additional feature is that unlike the ground state, for the excited states the interaction
is attractive and has maxima appearing at intermediate exchange momenta. Addi-
tionally, with the increase of quantum number both interaction components become
more peak shaped.
6.5. Conclusion
In conclusion, we calculated the exciton-exciton and exciton-electron scattering pro-
cesses in transition metal dichalcogenide monolayers. We found that unusual screening
of the Coulomb interaction characteristic to monolayers leads to non-monotonic depen-
dence of the exchange interaction on the transferred momentum. We have shown that
contrary to the conventional quantum well excitons, in the considered structure the
interaction can be accurately estimated by a simple analytical formula. It is propor-
tional to a product of the exciton binding energy and the square of exciton radius, and
exhibits linear growth with the principal quantum number of exciton. Additionally, we
calculate the exciton-electron interaction in TMD monolayers, relevant for the system
with excess of free electrons. This interaction is characterized by dominant attrac-
tive contribution of the exchange component, increasing with the excitation number.
The results provide quantitative description for nonlinear effects of TMD excitons,
and are of high importance for nonlinear optoelectronic devices based on monolayer
semiconductor structures.
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7. Conclusions
In conclusion, in the current thesis we discussed various optical phenomena in low-
dimensional semiconductor structures.
The performed research can be classified into two branches. First of all, we have
addressed two-level quantum systems with broken time-reversal symmetry, electro-
magnetically dressed by external laser field. The unique property of such systems
consists in nonzero diagonal dipole matrix elements. As a two-level system, we em-
ploy III-nitride quantum dot, where the asymmetry stems from the material lattice
structure. On one hand, we show that the dressing by a bichromatic field with near-
resonant and off-resonant components completely rearranges the fluorescence spectra
of the structure. Namely, the well-known Mollow triplet is in this case replaced by
an infinite set of triplets, positions and strengths of which are very sensitive to the
amplitudes and frequencies of the dressing field components, allowing a precise control
of radiated emission properties.
On the other hand, we have proposed a scheme of terahertz laser on the basis of an
ensemble of asymmetric quantum dots. The effect is profited by the evidence, that the
electromagnetic dressing of asymmetric systems opens up optical transitions on Rabi
frequency between the levels belonging to the same manifold in the ladder of dressed
states. Rabi frequency in the discussed structures typically lies in terahertz range, and
can be tuned by the choice of frequency detuning and amplitude of the dressing field.
The amplification of emission is achieved by embedding the system into high quality
cavity of the corresponding spectral range, represented by photonic crystal slab with
disorder.
The second branch of the investigations is devoted to collective effects for excitons in
quantum wells. We first address the phenomenon of Bose-Einstein condensation. It is
well known, that while the condensation of exciton-polaritons nowadays can be easily
achieved, the condensation of spatially indirect excitons still remains challenging task.
At the same time, the concepts of indirect excitons and exciton-polaritons has been
recently merged in so-called dipolariton systems, consisting of coupled double quantum
wells embedded into cavity. Here we propose the protocol of condensation of indirect
excitons, consisting in two steps. In the first stage we prepare a condensate of exciton-
polaritons, and then transform it to a condensate of indirect excitons by coherent
population transfer. The process is governed by tuning the strength of external bias
applied to the structure.
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In the rest of the thesis we focus on the study of the interactions between excitons
being in excited (Rydberg) states. For this purpose we modify the existing scattering
theory of two-dimensional excitons in quantum wells, in order to account the excited
states. Quite surprisingly, the calculations unveiled an attractive nature of interactions
for excited states, while for the ground state it is repulsive. Additionally we mention
the increase of the interaction strength by at least order of magnitude, as well as
its linear dependence on exciton principal quantum number for higher states. The
obtained results open the way for obtaining strongly nonlinear Bose gases.
Finally, we apply the above described approach to calculate the interaction between
excited excitonic states in transition metal dichalcogenide monolayers. The latter rep-
resents itself ideal testbed for investigations on Rydberg excitonic states, stemming
from the binding energy of several hundreds of meV. This fact allows easy optical
addressing of highly excited states. An additional peculiarity of monolayers consists
in unusual Coulomb interaction potential, coming from the discontinuities of dielectric
permittivity on the interfaces of monolayer with substrate from one side and with sur-
rounding media on the other side. Particularly it leads to non-monotonous dependence
of the interactions on the exchange momenta, which can potentially lead to emerge of
various intriguing collective phenomena, such as supersolidity.
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A. Equations of motion in first order
mean field theory
Here we present the derivation of equations for time dynamics of the system [Eqs.
(4)-(7) in the main text].
Coherent part. The coherent part of dynamics for cavity photon occupation number
〈aˆ〉 can be found as
∂〈aˆ〉
∂t
∣∣∣∣
coh
=
i
~
Tr{aˆ[ρ, Hˆcoh]} = i~Tr{ρ[Hˆcoh, aˆ]} (A1)
=
i
~
Tr{ρ(−~ωC aˆ− ~Ω
2
bˆ)} = −iωC〈aˆ〉 − iΩ
2
〈bˆ〉.
In the same fashion for expectation values of operators bˆ, cˆ we have
∂〈bˆ〉
∂t
∣∣∣∣∣
coh
= −iωDX〈bˆ〉 − iΩ
2
〈aˆ〉+ iJ
2
〈cˆ〉, (A2)
∂〈cˆ〉
∂t
∣∣∣∣
coh
= −iωIX〈cˆ〉+ iJ
2
〈bˆ〉. (A3)
Dissipation. To describe the incoherent processes the master equation approach with
dissipators written in Lindblad form can be used.[43] Particularly, the decay of cavity
mod can be treated as
∂〈aˆ〉
∂t
∣∣∣∣
dis
= Tr{aˆLˆ(dis)aˆ ρ} = Tr{aˆ
γC
2
(2aˆρaˆ† − aˆ†aˆρ− ρaˆ†aˆ)}
=
γC
2
Tr{2ρaˆ†aˆaˆ− ρaˆaˆ†aˆ− ρaˆ†aˆaˆ} = −γC
2
〈aˆ〉. (A4)
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Similarly,
∂〈bˆ〉
∂t
∣∣∣∣∣
dis
= −γDX
2
〈bˆ〉,
∂〈cˆ〉
∂t
∣∣∣∣
dis
= −γIX
2
〈cˆ〉, (A5)
∂nR
∂t
∣∣∣∣
dis
= −γRnR.
Interaction with reservoir. The dynamics of the system caused by interaction with
exciton reservoir can be calculated in Born-Markov approximation as
∂〈bˆ〉
∂t
∣∣∣∣∣
int
= δ∆E
{〈[
Hˆ−, [bˆ, Hˆ+]
]〉
+
〈[
Hˆ+, [bˆ, Hˆ−]
]〉}
, (A6)
where δR is inverse broadening of exciton states divided by ~2. Calculation of com-
mutators one by one gives [bˆ, Hˆ−] = 0, [bˆ, Hˆ+] = Rph
∑
k rˆkdˆ
+
k ,
[
Hˆ+, [bˆ, Hˆ−]
]
=
R2ph
∑
k(rˆ
†
krˆk − dˆ†kdˆk)bˆ. Finally,
∂〈bˆ〉
∂t
∣∣∣∣∣
int
= δ∆ER
2
ph
∑
k
(nRk − nphk )〈bˆ〉 (A7)
= δ∆ER
2
ph
(
NR −
∑
k
nphk
)
〈bˆ〉.
In the same way for reservoir states we get
∂NR
∂t
∣∣∣∣
int
=
∑
k
∂nRk
∂t
∣∣∣∣
int
(A8)
=
∑
k
{〈[
Hˆ−, [rˆ†rˆ, Hˆ+]
]〉
+
〈[
Hˆ+, [rˆ†rˆ, Hˆ−]
]〉}
=− 2δ∆ER2ph
(
|〈bˆ〉|2NR +
∑
k
[(nphk + 1)n
R
k − |〈bˆ〉|2nphk ]
)
.
Here the relevant term corresponds to the stimulated scattering between reservoir and
coherent mode, while spontaneous scattering can be usually neglected.
Incoherent pump. The pump of reservoir can be introduced using the Lindblad su-
peroperator for incoherent pumping of each reservoir state with momentum q, and is
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given by:[207]
∂nRq
∂t
∣∣∣∣∣
pump
= Tr
{
rˆ†q rˆq
∑
k
Pk(t)
(
rˆkρrˆ
†
k + rˆ
†
kρrˆk − rˆ†krˆkρ (A9)
−ρrˆkrˆ†k
)}
= Pq(t),
where Pq(t) corresponds to an incoherent pumping rate of a single reservoir state.
Considering identical reservoir states, we can write equation for the total reservoir
occupation as
∂NR
∂t
∣∣∣∣
pump
=
∑
q
∂nRq
∂t
∣∣∣∣∣
pump
=
∑
q
Pq(t) ≡ P (t), (A10)
where we defined the total incoherent pumping rate P (t) as a sum of single state
pumps.
Combining the all contributions, for the time dynamics we come to the system of
coupled equations (4)-(7).
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B. Matrix elements for Coulomb
scattering of Rydberg excitons
B.1. Quantum well excitons
A two-dimensional exciton in nl state with center of mass wave vector Q is described
by the wavefunctions (1) and (2) of the main text, corresponding to center of mass
and internal motions, respectively. The spin degree of freedom can be introduced in
the following way. The total angular momentum projection of conduction electron
on the growth axis is se = ±1/2. In the current work we restrict ourselves with the
consideration of heavy-hole exctions. The angular momentum projection of heavy
holes is jh = ±3/2. Correspondingly, we have four independent heavy-hole exciton
states: the dipole-active states |Jz = ±1〉 = |se = ∓1/2, jh = ±3/2〉, and the dark
states |Jz = ±2〉 = |se = ±1/2, jh = ±3/2〉. Further, in a general case exciton state
with total momentum |S〉 can be defined as χS(se, jh) = 〈se, jh|S〉 (see e.g. Ref. [14]
for a detailed description).
We proceed considering the Coloumb scattering of excitons. We are interested in
the processes of elastic scattering which conserve total spin and principal quantum
numbers of excitons. They correspond to scattering processed described as:
(nl,Q, S) + (n′l,Q′, S)→ (nl,Q+ q, S) + (n′l,Q′ − q, S), (B1.1)
where we defined a distinct exciton spin state |S〉 = |s, j〉, yielding χS(se, jh) =
〈se, jh|S〉 = δse,sδjh,j .
Within the Hartree-Fock approximation, the two-exciton initial state having the same
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spin is described by the following wave function:
ΦSQQ′nn′(re, se, rh, jh, re′ , se′ , rh′ , jh′) =
1√
2
{
1√
2
[ΨQ,n(re, rh)χS(se, sh)
ΨQ′,n′(re′ , rh′)χS(se′ , sh′) + ΨQ,n(re′ , rh′)χS(se′ , sh′)ΨQ′,n′(re, rh)χS(se, sh)]
− 1√
2
[ΨQ,n(re′ , rh)χS(se′ , sh)ΨQ′,n′(re, rh′)χS(se, sh′)
+ΨQ,n(re, rh′)χS(se, sh′)ΨQ′,n′(re′ , rh)χS(se′ , sh)]} = δse,sδse′ ,sδjh,jδjh′ ,j{
1
2
[ΨQ,n(re, rh)ΨQ′,n′(re′ , rh′) + ΨQ,n(re′ , rh′)ΨQ′,n′(re, rh)]
−1
2
[ΨQ,n(re′ , rh)ΨQ′,n′(re, rh′) + ΨQ,n(re, rh′)ΨQ′,n′(re′ , rh)]
}
.
(B1.2)
The Hamiltonian can be written in the form:
Hˆ = Hˆ1(re, rh) + Hˆ2(re′ , rh′) + Vint(re, rh, re′ , rh′), (B1.3)
where Hˆj corresponds to the energy of j−th exciton, and Vint denotes the Coulomb
interaction potential between particles.
The intra-exciton terms read
Hˆ1(re, rh) = − ~
2
2me
∆e − ~
2
2mh
∆h − V (|re − rh|), (B1.4)
Hˆ2(re′ , rh′) = − ~
2
2me
∆e′ − ~
2
2mh
∆h′ − V (|re′ − rh′ |), (B1.5)
and each consists of kinetic and potential energy contributions. V (r) = e
2
4piε0εr
corre-
sponds to the Coulomb interaction energy, screened by the static dielectric constant
ε; ε0 is the vacuum permittivity.
The inter-exciton interaction part can be written as
Vint(re, rh, re′ , rh′) =− V (|re − rh′ |)− V (|re′ − rh|)
+ V (|re − re′ |) + V (|rh − rh′ |),
(B1.6)
where four possible interactions are accounted. The scattering amplitude of the process
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described by Eq. (B1.1) is given by the matrix element:
Hnn′mS(Q,Q
′,q) =
∫
d2re
∑
se
∫
d2rh
∑
jh
∫
d2re′
∑
se′
∫
d2rh′
∑
jh′
Φ∗SQQ′nn′(re, se, rh, jh, re′ , se′ , rh′ , jh′)Vint(re, rh, re′ , rh′)
ΦSQ+qQ′−qnn′(re, se, rh, jh, re′ , se′ , rh′ , jh′) =
1
4
δse,sδse′ ,sδjh,jδjh′ ,j[
4
∫
d2red
2rhd
2re′d
2rh′Ψ
∗
Q,n(re, rh)Ψ
∗
Q′,n′(re′ , rh′)Vint(re, rh, re′ , rh′)
ΨQ+q,n(re, rh)ΨQ′−q,n′(re′ , rh′)
+ 4
∫
d2red
2rhd
2re′d
2rh′Ψ
∗
Q,n(re, rh)Ψ
∗
Q′,n′(re′ , rh′)Vint(re, rh, re′ , rh′)
ΨQ+q,n(re′ , rh′)ΨQ′−q,n′(re, rh)
− 4
∫
d2red
2rhd
2re′d
2rh′Ψ
∗
Q,n(re, rh)Ψ
∗
Q′,n′(re′ , rh′)Vint(re, rh, re′ , rh′)
ΨQ+q,n(re′ , rh)ΨQ′−q,n′(re, rh′)
− 4
∫
d2red
2rhd
2re′d
2rh′Ψ
∗
Q,n(re, rh)Ψ
∗
Q′,n′(re′ , rh′)Vint(re, rh, re′ , rh′)
ΨQ+q,n(re, rh′)ΨQ′−q,n′(re′ , rh)]
= δse,sδse′ ,sδjh,jδjh′ ,j
[
Hdir(n, n
′,Q,Q′,q) +HXexch(n, n
′,Q,Q′,q)
+Heexch(n, n
′,Q,Q′,q) +Hhexch(n, n
′,Q,Q′,q)
]
,
(B1.7)
where four terms correspond to direct interaction, exciton exchange, electron exchange,
and hole exchange. They can be written explicitly as:
Hdir(n, n
′,m,q) =
αC
A
Idir(n, n
′,m,q)
=
αC
A
(n− |m| − 1)!(n′ − |m| − 1)!
24pi2(n− 1/2)3(n′ − 1/2)3(n+ |m| − 1)!(n′ + |m| − 1)!
(2pi)3
λ2Dq
∞∫
0
∞∫
0
[−J0(βhλ2Dqx)J0(βeλ2Dqx′)− J0(βeλ2Dqx)J0(βhλ2Dqx′)
+J0(βhλ2Dqx)J0(βhλ2Dqx
′) + J0(βeλ2Dqx)J0(βeλ2Dqx′)][
x
n− 1/2
]2
e−
x
n−1/2
[
L
2|m|
n−|m|−1
(
x
n− 1/2
)]2
xdx[
x′
n′ − 1/2
]2
e
− x′
n′−1/2
[
L
2|m|
n′−|m|−1
(
x′
n′ − 1/2
)]2
x′dx′,
(B1.8)
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HXexch(n, n
′,m,∆Q,q) =
αC
A
IXexch(n, n
′,m,∆Q,q)
=
αC
A
(n− |m| − 1)!(n′ − |m| − 1)!
24pi2(n− 1/2)3(n′ − 1/2)3(n+ |m| − 1)!(n′ + |m| − 1)!∫
d2xd2y1d
2y2e
i(∆Q−q)λ2D[βey1+βhy2+(βh−βe)x] x
2|y2 − y1 − x|2
(n− 1/2)2(n′ − 1/2)2
e
−(x+|y2−y1−x|)
[
1
n−1/2 +
1
n′−1/2
]
L
2|m|
n−|m|−1
(
x
n− 1/2
)
L
2|m|
n′−|m|−1
( |y2 − y1 − x|
n′ − 1/2
)
L
2|m|
n−|m|−1
( |y2 − y1 − x|
n− 1/2
)
L
2|m|
n′−|m|−1
(
x
n′ − 1/2
)[
− 1
y1
− 1
y2
+
1
|y1 + x| +
1
|y2 − x|
]
,
(B1.9)
Heexch(n, n
′,m,∆Q,q) =
αC
A
Ieexch(n, n
′,m,∆Q,q)
= −αC
A
(n− |m| − 1)!(n′ − |m| − 1)!
24pi2(n− 1/2)3(n′ − 1/2)3(n+ |m| − 1)!(n′ + |m| − 1)!
∫
d2x
d2y1d
2y2e
iβeλ2D∆Q(y1+x)eiλ2Dq[βhy2−βey1−x]
[
x
n− 1/2
|y2 − y1 − x|
n′ − 1/2
y1
n− 1/2
y2
n′ − 1/2
]|m|
e−
x
2n−1 e−
|y2−y1−x|
2n′−1 e−
y1
2n−1 e−
y2
2n′−1L
2|m|
n−|m|−1
(
x
n− 12
)
L
2|m|
n′−|m|−1
( |y2 − y1 − x|
n′ − 12
)
L
2|m|
n−|m|−1
(
y1
n− 12
)
L
2|m|
n′−|m|−1
(
y2
n′ − 12
)[
− 1
y2
− 1
y1
+
1
|y1 + x| +
1
|y2 − x|
]
,
(B1.10)
Hhexch(n, n
′,m,∆Q,q) =
αC
A
Ihexch(n, n
′,m,∆Q,q)
= −αC
A
(n− |m| − 1)!(n′ − |m| − 1)!
24pi2(n− 1/2)3(n′ − 1/2)3(n+ |m| − 1)!(n′ + |m| − 1)!
∫
d2x
d2y1d
2y2e
iβeλ2D∆Q(y2−x)eiλ2Dq[−βhy2+βey1+x]
[
x
n− 1/2
|y2 − y1 − x|
n′ − 1/2
y1
n− 1/2
y2
n′ − 1/2
]|m|
e−
x
2n−1 e−
|y2−y1−x|
2n′−1 e−
y1
2n−1 e−
y2
2n′−1L
2|m|
n−|m|−1
(
x
n− 12
)
L
2|m|
n′−|m|−1
( |y2 − y1 − x|
n′ − 12
)
L
2|m|
n−|m|−1
(
y1
n− 12
)
L
2|m|
n′−|m|−1
(
y2
n′ − 12
)[
− 1
y2
− 1
y1
+
1
|y1 + x| +
1
|y2 − x|
]
,
(B1.11)
where we defined αC ≡ e2λ2D/4piεε0. During the derivation the following radius
vector transformations were used: ρ = re − rh, R = βere + βhrh, ρ′ = re′ − rh′ ,
R′ = βere′ + βhrh′ , ξ = R − R′, σ = R+R′2 , ∆Q = Q′ − Q, x = ρλ2D , x′ =
ρ′
λ2D
,
y1 =
ξ−βeρ−βhρ′
λ2D
, y2 = ξ+βhρ+βeρ
′
λ2D
.
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A two-dimensional exciton in nl state with the center-of-mass wave vector Q is de-
scribed by the wavefunctions given by Eqs. (6.3) and (6.5) in the main text, corre-
sponding to internal and center of mass dynamics, respectively. Considering the states
with parallel spin only, one may construct two exciton wave function in the form
ΦQ,Q′,n(re, rh, re′ , rh′) =
1
2
[ΨQ,n(re, rh)ΨQ′,n(re′ , rh′) + ΨQ,n(re′ , rh′)ΨQ′,n(re, rh)]
− 1
2
[ΨQ,n(re′ , rh)ΨQ′,n(re, rh′) + ΨQ,n(re, rh′)ΨQ′,n(re′ , rh)] ,
(B2.1)
where we omit the magnteic quantum numberm for the sake of shortness. The exciton-
exciton interaction Hamiltonian read as
Vint(re, rh, re′ , rh′) =− V (|re − rh′ |)− V (|re′ − rh|)
+ V (|re − re′ |) + V (|rh − rh′ |), (B2.2)
where all possible interparticle interactions are accounted. The scattering amplitude
of the process described by Eq. (6.6) in main text is given by the matrix element
Vn(Q,Q
′,q) =
∫
d2red
2rhd
2re′d
2rh′Φ
∗
Q,Q′,n(re, rh, re′ , rh′)
× Vint(re, rh, re′ , rh′)ΦQ+q,Q′−q,n(re, rh, re′ , rh′)
=
∫
d2red
2rhd
2re′d
2rh′Ψ
∗
Q,n(re, rh)Ψ
∗
Q′,n(re′ , rh′)Vint(re, rh, re′ , rh′)
×ΨQ+q,n(re, rh)ΨQ′−q,n(re′ , rh′)
+
∫
d2red
2rhd
2re′d
2rh′Ψ
∗
Q,n(re, rh)Ψ
∗
Q′,n(re′ , rh′)Vint(re, rh, re′ , rh′)
×ΨQ+q,n(re′ , rh′)ΨQ′−q,n(re, rh)
−
∫
d2red
2rhd
2re′d
2rh′Ψ
∗
Q,n(re, rh)Ψ
∗
Q′,n(re′ , rh′)Vint(re, rh, re′ , rh′)
×ΨQ+q,n(re′ , rh)ΨQ′−q,n(re, rh′)
−
∫
d2red
2rhd
2re′d
2rh′Ψ
∗
Q,n(re, rh)Ψ
∗
Q′,n(re′ , rh′)Vint(re, rh, re′ , rh′)
×ΨQ+q,n(re, rh′)ΨQ′−q,n(re′ , rh)
= Vdir(n,Q,Q
′,q) + V Xexch(n,Q,Q
′,q) + V eexch(n,Q,Q
′,q) + V hexch(n,Q,Q
′,q),
(B2.3)
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where four terms correspond to direct interaction, exciton exchange, electron exchange,
and hole exchange. Before proceeding further, one can note that for the case when
Q = Q′, we have
V Xexch(n,Q,Q,q) = Vdir(n,Q,Q,q),
V hexch(n,Q,Q,q) = V
e
exch(n,Q,Q,q). (B2.4)
Introducing dimensionless functions
V (r) = − e1e2
4piε0λn
1
r0/λn
[
ln
(
r/λn
r/λn + r0/λn
)
− (γ − ln2)e− r/λnr0/λn
]
=
e1e2
4piε0λn
V˜
(
r
λn
)
,
(B2.5)
ψ(r) =
1
λn
ψ˜n
(
r
λn
)
, (B2.6)
one may write the direct term in the explicit form as
Vdir(n, q) =
e2
4piε0
λ1
A
Idir(n, q) =
e2
4piε0
λ1
A
λ
∫
d2xd2x′d2ξeiqλ1λξψ˜2n(x)ψ˜
2
n(x
′)[
−V˜ (|ξ + βhx+ βex′|)− V˜ (|ξ − βex− βhx′|) + V˜ (|ξ + βh(x− x′|) + V˜ (|ξ − βe(x− x′|)
]
,
(B2.7)
where we have introduced the notations r = re − rh, R = βere + βhrh, r′ = re′ − rh′ ,
R′ = βere′ +βhrh′ , ξ = R−R
′
λn
, x = rλn , x
′ = r
′
λn
, λ = λnλ1 . The remaining step consists
in performing integrations. Considering the first term, we can rewrite integral as∫
d2xd2x′d2ξeiqλ1λξψ˜2n(x)ψ˜
2
n(x
′)V˜ (|ξ + βhx+ βex′|)
=
∫
d2τeiqλ1λτ V˜ (τ)
∫
d2xe−iqλ1λβhxψ˜2n(x)
∫
d2x′e−iqλ1λβex
′
ψ˜2n(x
′)
= (2pi)3
∞∫
0
J0(qλ1λτ)V˜ (τ)τdτ
∞∫
0
J0(qλ1λβhx)ψ˜n(x)xdx
∞∫
0
J0(qλ1λβex
′)ψ˜n(x′)x′dx′
= (2pi)3Vqλ1λgn(λβhqλ1)gn(λβeqλ1). (B2.8)
Calculating the remaining terms in the same way, we arrive to
Idir(n, q) = λ(2pi)
3Vλλ1q [gn(βhλλ1q)− gn(βeλλ1q)]2 . (B2.9)
The electron exchange integral after some simplifications takes a form
V eexch(n, q) =
e2
4piε0
λ1
A
Ieexch(n, q) =
e2
4piε0
λ1
A
λ
∫
d2xd2y1d
2y2e
iqλ1λ(βhy1−βey2−x)ψ˜n(x)
ψ˜n(y1)ψ˜n(y2)ψ˜n(|y2 − y1 − x|)
[
V˜ (y1) + V˜ (y2)− V˜ (|y1 + x|)− V˜ (|y2 − x|)
]
.
(B2.10)
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B.3. TMD monolayer excitons scattering with
electrons
In the following section we demonstrate the derivation of the exciton-electron interac-
tion matrix elements. The wave function of an exciton-electron pair can be written in
the form
FQ,K,n(r1, r2, rh) =
1√
2
[ψQ,n(r1, rh)fK(r2)− ψQ,n(r2, rh)fK(r1)] (B3.1)
The interaction Hamiltonian is given by
Uˆint = −V (|r1 − rh|)− V (|r2 − rh|) + V (|r1 − r2|). (B3.2)
The full scattering matrix element read as
Ufulln (Q,K,q) =
∫
d2r1d
2r2d
2rhF
∗
Q,K,n(r1, r2, rh)Uˆint(r1, r2, rh)FQ+q,K−q,n(r1, r2, rh)
=
1
2A2
∫
d2r1d
2r2d
2rhUˆint(r1, r2, rh)
{
eiq(βer1+βhrh−r2)ψ2n(r1 − rh)
+ eiq(βer2+βhrh−r1)ψ2n(r2 − rh)− ψn(r1 − rh)ψn(r2 − rh)
×
[
ei(αQ−K)(r2−r1)eiq(βer1+βhrh−r2) + e−i(αQ−K)(r2−r1)eiq(βer2+βhrh−r1)
]}
.
(B3.3)
Here we note that the above expression contains terms contributing to the exciton
internal dynamics. For instance, the term −V (|r1 − rh|)eiq(βer1+βhrh−r2)ψ2n(r1 − rh)
describes the interaction between hole and electron r1, forming exciton, while the
second electron is not involved in the system. Hence, this term should be neglected.
Analogously, excluding all the extra terms and after corresponding simplifications, one
finally arrives to the sum of direct and exchange components
Un(Q,K,q) = Udir(n, q) + Uexch(n,q,K− βeQ)
=
e2
4piε0
λ1
A
[udir(n, qλ1) + uexch(n, qλ1, (K − βeQ)λ1)] , (B3.4)
where
udir(n, q) = λ(2pi)
2Vqλ1λ
× [gn(λβhqλ1)− gn(λβeqλ1)] , (B3.5)
and
uexch(n, q) = λ
∫
d2χd2xe−iqλ1λ(αχ+x)ei(K−αQ)λ1λ(χ+x)
[
−V˜ (χ) + V˜ (|χ+ x)
]
ψ˜n(χ)ψ˜n(x),
(B3.6)
with χ = R−r2−βerλn .
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