Integer factorization is known to be one of the most important and useful methods in number theory and arithmetic. It also has a very close relationship to some algorithms in cryptography such as RSA algorithm. The RSA cryptosystem is one of the most popular and attractive public-key cryptosystems in the world today. Its security is based on the difficulty of integer factorization. Solving a large and sparse linear system over GF (2) is one of the most time consuming steps in most modern integer factorization algorithms including the fastest one, GNFS algorithm.
Introduction
Integer factorization is very important in mathematics, cryptography, complexity theory, etc. From the number theory point of view, the definition of integer factorization is the process of finding two prime factors of a given positive integer. This can be done easily when the given integer is very small, but the problem is more and more difficult when the given integer becomes larger and larger. For example, researchers in the Ecoles Polytechniques Federales de Lausanne (EPFL), the University of Bonn and NTT Corporation factored the 307-digit number using computer clusters of 146 PCs power and a year's calculation, by special number field sieve algorithm. Currently, there is no fast and reliable (reliable means can always find factor) integer factorization algorithm for large integers yet. The difficulty of large integer factorization makes the RSA algorithm secure and trustable. Rivest-Shamir-Adleman (RSA) algorithm [1] is the most popular algorithm in public-key cryptosystem; it has been used in many industrial fields such as internet explorer, credit card systems, cell phones, etc. As a standard public-key encryption algorithm, RSA has been used for many years. But the security of this algorithm mainly relies on the difficulty of factoring large integers. So far, there is no efficient integer factorization algorithm published. Table 1 also gives the latest best integer factorization records. Some integer factorization methods like: Trial division [2] , Pollard's p − 1 algorithm [3] , Lenstra Elliptic Curve Factorization (ECM) [4] , Quadratic Sieve (QS) [5] are either too time consuming for large integers or too complicated to implement. The best known algorithm for integer over 110 digits is general number field sieve (GNFS). Even GNFS is the fastest and best known integer factorization method so far, it still takes a long time to factor large integers. For example, it takes several months to factor an integer over 140 digits. Sieving and solving a large and sparse linear system over GF (2) are the two most time consuming parts in GNFS. Sieving has been parallelized in our previous work and the experimental results show that a great improvement has been achieved [6, 7] . To get any further improvement seems to be difficult and unnecessary on this part because it has been well structured and parallelized. For the second part, we use the Montgomery block Lanczos method from Linbox to solve large and sparse linear system over GF (2) . The original method has some disadvantages: first, it only finds few solutions for a given inputs. Secondly, it takes exorbitant amount of time to symmetrize a large and sparse matrix. In this paper, we will introduce an improved Montgomery block Lanczos method which is based on the original method but can find more solutions with less time complexity.
The RSA algorithm and GNFS algorithm are presented shortly in Sections 2 and 3, followed by the introduction of Linbox library in Section 4. Some preliminaries are presented in Section 5. We present our improved Montgomery block Lanczos method in Section 6 and corresponding experimental results in Section 7. Performance evaluation and comparisons are in Section 8. The final part is our conclusion and future work.
RSA algorithm
The idea of RSA algorithm is not very mystic. The key players in RSA are two keys: public key and private key. Assume our public key is (n, e), and our private key is d, and they are all integers. The public key is composed of n and e, and the private key also has two parts n and d. The integer is a large composite number which can be factored into two other large primes p and q. The number e is a random integer between 1 and n, and relatively prime to ϕ (ϕ is the product of p − 1 and q − 1). d is an integer where d = e −1 modϕ. Then the key generation step of RSA algorithm are:
1. Choose two random large primes p and q.
2. Compute the product of p and q, n = pq. 3. Compute ϕ, ϕ = (p − 1)(q − 1). 4 . Generate e, choose a random integer between 1 and ϕ, 1 ≤ e ≤ ϕ, gcd(e, ϕ) = 1. 5. Use e and ϕ to get private key d, d = e −1 mod ϕ.
Then we use public key to do the encryption and use the private key to do the decryption. From the above steps we can see that the private key can be calculated by integer p and q. If n could be factored in a reasonable time, the RSA algorithm will be broken.
Here is an example for RSA algorithm [8] This is a simple example chosen only for the demonstration purpose, in the real applications, n, p and q are much bigger.
The GNFS method
The General Number Field Sieve (GNFS) [9] [10] [11] algorithm was developed by Lenstra, et al. [12] Currently GNFS is the fastest and best known integer factorization method over 110 digits, it has six steps [11]:
1. Selecting parameters: choose an integer m ∈ Z and a polynomial f which satisfy f (m) ≡ 0(mod n).
2. Defining three factor bases: rational factor base R, algebraic factor base A and quadratic character base Q .
3. Sieving: generate enough pairs (a, b) (relations) to build a linear dependence. 4. Processing relations: filter out useful pairs (a, b) that were found from sieve.
5. Building up a large and sparse linear system over GF (2) and solve it. 6. Squaring root, use the results from the previous step to generate two perfect squares, then factor n.
Linbox library
Linbox is a C++ template library which is developed by a group of researchers cross USA, Canada and France [13] . This library is for high-performance, exact linear algebra computations with different type of matrices such as dense matrices, sparse matrices, symmetric matrices,.etc. Some linear algebra algorithms such as Montgomery block Lanczos algorithm, biorthogonal block Lanczos algorithm, look-ahead block Lanczos algorithm and Wiedemann's algorithm are implemented with C++ template parameters. It also provides tools for some other linear algebra computations (includes integers, rational numbers, finite fields and rings) such as rank, determinant, minimal polynomial and characteristic polynomial.
The main components of Linbox are shown in Fig. 1 [13]:
1. Linbox, the source library.
• linbox/field: field and ring representations.
• linbox/randiter: random element generation for fields and rings.
• linbox/blackbox, generally immutable matrix representations.
• linbox/matrix, mutable sparse and dense matrices.
• linbox/algorithms, Linbox core algorithms.
• linbox/solutions, convenience wrappers of algorithms.
• linbox/element, details of field and ring element representation.
• linbox/fflas, wrapper of BLAS for exact finite prime field linear algebra.
• linbox/ffpack • linbox/util, basic integers, timing clocks and commentator.
2. Examples, there are some programs meant to be directly useful or be guides for the programmer using Linbox. 3. Tests, primarily correctness tests to aid development. 4. Doc.
• doc/linbox-html, the documentation for online browsing.
• doc/latex, the documentation for printing.
5. Interfaces, interfaces to other systems.
Preliminaries
All notations and definitions in this section are cited from [14, 15] .
• K is the finite field GF(q) of q elements, for a prime q.
• A ∈ K n×n is a matrix, intended to be sparse. The dimension is intended to be very large, on the order of 10 6 or more.
• For k, l > 0, and a matrix v ∈ K k×l , v is the vector space spanned by the columns of v.
• For two subspaces V and W of K k , V ⊕ W is the direct sum of two subspaces in K k , that is, the set of all possible linear combination of elements of V and elements of W .
• For a matrix v ∈ K n×N , the (block) Krylov space of v with respect to A,
• A subspace W ⊆ K n is said to be A-invertible if it has a basis W of column vectors such that W T AW is invertible.
Improved Montgomery block Lanczos algorithm
As we mentioned earlier, Linbox has three major algorithms: the Montgomery block Lanczos algorithm, biorthogonal block Lanczos algorithm and look-ahead block Lanczos algorithm. All three have been integrated into our parallel GNFS package [16, 17] . In this paper we will focus on the Montgomery block Lanczos algorithm.
The original Montgomery block Lanczos algorithm in Linbox [15] is an extension of the standard Lanczos algorithm [18, 19] . It takes advantage of parallelization to improve the performance. By applying it over GF (2) where the field only contains (0, 1) and arithmetic operations can be performed in parallel with bit operations. For example, we can apply a matrix to N vectors at a time (N is the length of computer word). Instead of using vectors for iteration, we use subspace instead. But this algorithm has two drawbacks: (1) 
Let the block size N equal to 32, at each iteration, an n × N matrix V i will be generated which is A-orthogonal to all {W j }, (0 ≤ j < i). V i will be used to choose W i+1 , where W i+1 is the base of {W i+1 } and W i+1 is A-invertible.
in which
This iteration will stop when V T i A T AV i = 0 where i = m. The iteration can also be simplified as follows:
Then we define x to be:
As we mentioned earlier, the original Montgomery block Lanczos method in Linbox only find few solutions. Sometimes this will cause an unsuccessful integer factorization. The reason why this block Lanczos method only finds few solutions is the way it initializing V 0 . In Linbox, V 0 is generated randomly by a random subspace generator. Remember we try to solve a large and spare linear system over GF(2), a field only contains two element 0 and 1 and half of all vectors are A-orthogonal to themselves, very likely we will get a full 0 vector. Theoretically, we can choose V 0 arbitrarily, but this will decrease the possibility of finding more solutions.
In our improved method, we change our initialization method. We fix the subspace to matrix A itself, and generate vector V 0 from A. And we verify the V 0 after the generation. In this way, we can find a ''fat'' V 0 . With the new algorithm, we can find at least around 10 or more solutions. The experimental results presented later show us that our method has some significant improvements.
Parallel implementations
As we mentioned before, Linbox project is a C++ linear library. The main goals of Linbox are genericity and high performance. It also provides us a common, easy-use interface. With our new algorithm, we would find more solutions with less time complexity. Our parallel code is built on the sequential source GNFS code from Monico [11] and Linbox project [13] .
Linbox overview
Linbox itself provides efficient black box technique (or solutions) for linear algebra computations. This provides user a easy way to use Linbox. To use the specific algorithm, user only need to provide the caller function or classes and the proper input file. Then the black box will take care of the detailed computations and generate the output.
Linbox also use the C++ template mechanism to organize the architecture and archive the genericity. This design can have many advantages. Major advantages are code reuse and reconfiguration. Because template mechanism allows us to create a function template whose functionality can be adapted to more than one variable type or class without repeating the code for each type. For example, after we create a function template. We could use the template in integer number fields, floating point number fields or some other number fields without rewrite the source code.
The Linbox package has been integrated into parallel GNFS package. For integer factorization process, we use GNFS package first, to select parameters, set up factor bases, parallel sieving (the detailed parallel sieving implementation can be found in [6, 7] ), then we use Linbox algorithms to solve the large and sparse linear system over GF(2) generated from sieving. After we get solutions from Linbox, we go back to our GNFS to do squaring root and output the results. The whole workflow is shown in Fig. 2. 
Hardware and programming environment
The whole implementation uses several software packages, the Linbox package from Linbox project design team [13] (written in C++) and the Montgomery block Lanczos code from [14] . We also need MPI (Message Passing Interface) libraries for our parallel function calls. For parallel implementation, MPICH1 (Message Passing Interface library version 1) [20] library is used. In order to do arbitrary precision arithmetic, the GMP (the GNU Multiple Precision Arithmetic Library) 4.x is also used [21] . We use GNU compiler to compile whole program and MPICH1 [22] for our MPI library. The version of MPICH1 is 1.2.5.2 and the version of Linbox package is 1.0.0. The cluster we use is a Sun cluster from University of New Brunswick Canada whose system configurations is:
• Name: chorus; -3 GB registered DDR-266 ECC SDRAM; -2 × 3.0 GHz Intel Xeon processors with hyperthreading enabled; -2 × 36-GB 10 K RPM SCSI internal drives for OS (mirrored); -4 × 73-GB 10 K RPM SCSI internal drives for general use (RAID-5); -Adaptec 7902 dual-channel U320 SCSI controller to support internal disks and CD-ROM drive; -Dual-channel SCSI controller to support external disks; -6 × 1000 Mbps Base-T Ethernet ports; -1 × 1000 Mbps Base-MF Ethernet ports.
• Slave node: -2 to 3 GB registered DDR-266 ECC SDRAM; -2 × 2.8 GHz Intel Xeon processors with hyperthreading disabled; -2 × 36-GB 10 K RPM SCSI internal drives; -Adaptec 7902 dual-channel U320 SCSI controller to support internal disks and CD-ROM drive; -2 × 1000 Mbps Base-T Ethernet ports.
Implementation details
The implementation of improved Montgomery block Lanczos algorithm is parameterized by the computational domain and the vector and matrix representations. There are four pre-defined archetypes for vector and matrix representations [14] :
• Field archetype: This will define the implementation field and related field arithmetics. We have the GF(2) field defined in our algorithm: Field F (q). • Dense matrix archetype: Matrices iterators are defined in this archetype. For a certain matrix, we have row iterator and column iterators. For sparse matrix, we use a vector of sparse vectors to represent it and we only have row iterators.
• Blackbox archetype: This archetype defines a linear map. It also provides an interface to the block Lanczos algorithm implementation.
We also have two main classes for vector and matrix archetype:
• VectorDomain class: This class defines all the vector arithmetics include vector addition, multiplication, dot product, input and output. The class parameter will set the right field.
• MatrixDomain: Like the VectorDomain class, this class provides all the matrix arithmetics. In addition, proper vectormatrix multiplication and matrix black box application are also provided.
Based on the definitions above, we define the implementation fields to GF(2) first, by: Field F (2), then set the input matrix (A) by: SparseMatrix Field A (F). At the same time, solution matrix is also defined by: Matrix x (A.rowdim(), N) (N is the blocking factor). Then we pass all the parameters into black box Montgomery block Lanczos method by MGBLSolver mgblsolver (F , traits, ri) , and all the results will be put into matrix X .
Performance evaluation
We have seven test cases, each test case has a different size of n, all are listed in Table 2 . The sieving time increases when the size of n increases. Table 3 shows the average sieving time for each n with one processor. Table 4 shows the number of processors we use for each test case. Fig. 3 shows the total sieving time (the total execution time is almost the same as sieving time in these cases) for test case tst100, F7, tst150 and Briggs in seconds respectively. Fig. 4 gives us the speed-up and parallel efficiency. Fig. 5 gives the total execution time, sieving time, speed-up and parallel efficiency with different processor numbers for test case tst200. Fig. 6 gives the total execution time, sieving time, speed-up and parallel efficiency with different processor numbers for test case tst250. Fig. 7 gives the total execution time, sieving time, speed-up and parallel efficiency with different processor numbers for test case tstS1. 
Comparisons
As we presented in Section 6 that in theoretical time complexity we have improved the original one to the improved one from O(n 3 ) to O(n 2 ). We have conducted seven test cases: tst100, F7, tst150, Briggs, tst200, tst250 and tstS1 which were all run successfully on the improved Montgomery block Lanczos algorithm. The Montgomery block Lanczos algorithm in Linbox fails on all test cases. Table 5 gives the results and comparisons between two algorithms. ''O-solutions'' stands for the solutions found by the original Montgomery block Lanczos algorithm and ''I-solutions'' stands for the solutions found by the improved Montgomery block Lanczos algorithm. For larger cases such as tst200, tst250 and tstS1, the implemented algorithm has demonstrated clearly good scalability which provides strong confidence to be used for even larger problems. 
Future works
One important feature of GF (2) is: one can use bitwise operations to get better performance because it only contains 0 and 1. On a binary machine, the matrix A can be applied to N vectors at a time (N is the length of computer word, usually 32 or 64). Assume A is n × n, we can reduce the time complexity from O(n 2 ) to O(n 2 /N). In our parallel GNFS package, the generated large and sparse linear system is over GF (2) . So we want to take advantage of this feature. The improved Montgomery block Lanczos algorithm we presented in this paper is based on Linbox, and it is not highly bitwised yet. In our future plan, we want to further implement the bitwised Montgomery block Lanczos algorithms over GF (2) to improve the overall algorithm's performance significantly.
