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INFINITE-DIMENSIONAL FROBENIUS MANIFOLDS
UNDERLYING THE UNIVERSAL WHITHAM HIERARCHY
SHILIN MA, CHAO-ZHONG WU, DAFENG ZUO
Abstract. We construct a class of infinite-dimensional Frobenius manifolds on
the spaces of pairs of meromorphic functions with a pole at infinity and a movable
pole. Such Frobenius manifolds are shown to be underlying the universal Whitham
hierarchy, which is an extension of the dispersionless Kadomtsev-Petviashvili hi-
erarchy.
To the memory of Professor Boris Dubrovin
Contents
1. Introduction 2
1.1. Background 2
1.2. Main results 4
1.3. Organization 6
2. The infinite-dimensional Frobenius manifold structure on Mm,n 6
2.1. The tangent space and the cotangent space 6
2.2. The flat metric 10
2.3. The Frobenius algebra structure 15
2.4. The symmetric 3-tensor 17
2.5. The potential function 20
2.6. The Euler vector field 25
2.7. Proof of Main Theorem 1 26
3. Proof of Main Theorem 2 26
3.1. The universal Whitham hierarchy and its bihamiltonian structures 27
3.2. The bihamiltonian structure induced from Mm,n 29
4. Concluding remarks 33
References 33
Date: May 12, 2020.
1
21. Introduction
1.1. Background. The concept of Frobenius manifold was introduced by Dubrovin
[10] to exhibit the geometry behind the WDVV (Witten-Dijkgraaf-E. Verlinde-H.
Verlinde) system of nonlinear differential equations [7, 26] (see also [20]). This
concept plays a significant role in several branches of mathematical physics, including
the theory of singularities, Gromov-Witten invariants and integrable systems e.t.c.,
see, for example, [10, 12, 13, 16, 18, 19, 30] and references therein.
A Frobenius manifold of charge d is an n-dimensional manifold M equipped on
each tangent space TvM with a structure of Frobenius algebra (Av = TvM, ◦, e, < , >
) depending smoothly on v ∈M , such that the following three axioms are satisfied:
(FM1) The nondegenerate bilinear form < , > is a flat metric on M , and the unity
vector field e is covariantly constant, i.e., ∇e = 0 (here ∇ denotes the Levi-
Civita connection for the flat metric);
(FM2) Let c be a 3-tensor defined by c(X, Y, Z) :=< X ·Y, Z > withX, Y, Z ∈ TvM ,
then the 4-tensor (∇W c)(X, Y, Z) is symmetric in X, Y, Z, W ∈ TvM ;
(FM3) There exists a vector field E, called the Euler vector field, which satisfies the
conditions ∇∇E = 0 and
[E,X ◦ Y ]− [E,X ] ◦ Y −X ◦ [E, Y ] = X ◦ Y,
E(< X, Y >)− < [E,X ], Y > − < X, [E, Y ] >= (2− d) < X, Y >
for any vector fields X, Y on M .
According to the axiom (FM1), on the Frobenius manifold M one can choose a
system of flat local coordinates v = (v1, . . . , vn) such that the unity vector field reads
e =
∂
∂v1
. By using such flat coordinates, a constant non-degenerate n× n matrix is
given by
ηαβ =<
∂
∂vα
,
∂
∂vβ
>,
and its inverse is denoted as (ηαβ). The matrices ηαβ and η
αβ will be used to lower
and to lift indices, respectively, and summations over repeated Greek indices are
assumed. Let
cαβγ = c
(
∂
∂vα
,
∂
∂vβ
,
∂
∂vγ
)
,
then the product ◦ of the Frobenius algebra TvM is given by
∂
∂vα
◦
∂
∂vβ
= cγαβ
∂
∂vγ
, cγαβ := η
γǫcǫαβ.
The structure constants of the product satisfy
cβ1α = δ
β
α, c
ǫ
αβc
σ
ǫγ = c
ǫ
αγc
σ
ǫβ. (1.1)
3According to the axioms (FM2) and (FM3), there locally exists a so-called potential
function F (v) such that
cαβγ =
∂3F
∂vα∂vβ∂vγ
, (1.2)
LieEF =(3− d)F + quadratic terms in v. (1.3)
In other words, the function F solves the WDVV equation (1.1)–(1.3), and its
third-order derivatives cαβγ are called the 3-point correlation functions in topological
field theory [9]. Conversely, given a solution F of the WDVV equation (1.1)–(1.3)
(including a flat metric, a unity vector field and a Euler vector field), one can recover
the structure of a Frobenius manifold.
Similar to the tangent space TvM , the cotangent space T
∗
vM of M also carries a
Frobenius algebra structure with a product ⋆ and an invariant bilinear form < , >∗
given respectively by
dvα ⋆ dvβ = ηαǫcβǫγdv
γ, < dtα, dtβ >∗= ηαβ.
Moreover, on T ∗vM there is another symmetric bilinear form, named as the inter-
section form, defined by
(dvα, dvβ)∗ = gαβ, gαβ := iE(dv
α ◦ dvβ).
It is known that the bilinear forms gαβ and ηαβ on T ∗M compose a covariant flat pen-
cil of metrics. Namely, any linear combination of these to metrics is still a flat metric,
and their covariant Levi-Civita symbols obey the same linear combination relation.
Based on this fact and the pioneering work of Dubrovin and Novikov on Hamiltonian
structures of hydrodynamics type [11], Dubrovin established a link between Frobe-
nius manifolds and certain (1 + 1)-dimensional dispersionless integrable hierarchies.
Such a seminal theory has been achieved in essentially the finite-dimensional case,
namely, on an n-dimensional Frobenius manifold it is associated with a system of
evolutionary equations of hydrodynamic type of n unknown functions.
The first trial to extend the theory of Frobenius manifolds to the case of infinite
dimension was done by Carlet, Dubrovin and Mertens [3]. More exactly, they dis-
covered an infinite-dimensional Frobenius manifold structure on a space of pairs of
certain meromorphic functions with single poles at the origin and at infinity. Such a
Frobenius manifold, in contrast to the finite-dimensional case, is associated with an
integrable hierarchy of 2+1 evolutionary equations [4, 25]. Following this approach,
more infinite-dimensional Frobenius manifolds were constructed in [27, 29] by con-
sidering pairs of meromorphic functions with higher-order poles at the origin and
at infinity, and such (formal) manifolds underly the two-component BKP hierarchy
4[5] and the Toda lattice hierarchy [25] respectively. In particular, when the mero-
morphic functions are with single poles at the origin and at infinity, the Frobenius
manifold in [28] is similar, but not exactly the same, with that given in [3].
As it is known, a fundamental role in the theory of integrable systems is played
by the Kadomtsev-Petviashvili (KP) hierarchy [6] of 2 + 1 evolutionary equations.
By using a method different from that in [3], Raimondo [21] proposed an infinite-
dimensional Frobenius manifold for the dispersionless KP equation via the theory of
Schwartz functions. What is more, a scheme was proposed by Szablikowski [24] to
construct Frobenius manifolds based on the Rota-Baxter identity and a counterpart
of the modified Yang-Baxter equation for the classical r-matrix, and this scheme
was applied to a number of models including the dispersionless KP hierarchy. The
relation between the constructions in [21, 24] and that in [3, 27, 29] is not clear yet. In
fact, it is still open how to derive Frobenius manifolds underlying the dispersionless
KP hierarchy via the approach originated in [3].
Towards a possible solution to the above problem, the aim of the present paper
is to study along the line of [3, 27, 29] infinite-dimensional Frobenius manifolds re-
lated to a certain extension of the dispersionless KP hierarchy. Such an extension
(see (3.2)–(3.3) below for the definition) will be referred as the (special) univer-
sal Whitham hierarchy. In fact, Krichever investigated in [14, 15] the universal
Whitham hierarchy and their reductions in moduli spaces of (formal) meromor-
phic functions on Riemann surfaces of all genera. In stead of the general setting in
[14, 15], this paper only concerns the case (3.2)–(3.3), or precisely, its bi-Hamiltonian
structures of hydrodynamic type derived in [28].
1.2. Main results. Let U be a neighborhood of z = 0 on the Riemann sphere
C ∪ {∞}, and we assume that there is one circle Γ around U and another circle Γ′
outside Γ, which satisfy
|z1| > |z2| and |z1 − ϕ| > |z2 − ϕ| for any z1 ∈ Γ
′, z2 ∈ Γ, ϕ ∈ U. (1.4)
For any ϕ ∈ U , we consider two sets of holomorphic functions on closed disks as
follows:
H−ϕ =
{
f(z) =
∑
i≥0
fi (z − ϕ)
−i | f holomorphic outside Γ
}
,
H+ϕ =
{
f(z) =
∑
i≥0
fi (z − ϕ)
i | f holomorphic inside Γ′
}
.
Here by the words “outside/inside” we mean to include the boundaries Γ and Γ′
respectively, namely, the holomorphic functions can be extended analytically beyond
such boundaries.
5Given two arbitrary positive integers m and n, let
M˜m,n =
⋃
ϕ∈U
( (
zm + (z − ϕ)m−2H−ϕ
)
× (z − ϕ)−nH+ϕ
)
,
whose elements are written as pairs of Laurent series of the form
~a =
(
zm +
∑
i≤m−2
ai(z − ϕ)
i,
∑
i≥−n
aˆi(z − ϕ)
i
)
. (1.5)
For any point ~a = (a(z), aˆ(z)) ∈ M˜m,n, we introduce
ζ(z) = a(z)− aˆ(z), ℓ(z) = a(z)+ + aˆ(z)−, (1.6)
where the subscripts ‘±’ mean as before to take the nonnegative and the negative
powers in (z−ϕ) (one notes that zm =
∑m
i=0
(
m
i
)
ϕm−i(z−ϕ)i). Clearly, the function
ζ(z) is holomorphic in a neighborhood of the closed bend bounded by Γ and Γ′, while
ℓ(z) can be extended analytically to C \ {ϕ}. Conversely, given such two functions
ζ(z) and ℓ(z), one can recover (a(z), aˆ(z)) of the form (1.5) by
a(z) = ζ(z)− + ℓ(z), aˆ(z) = −ζ(z)+ + ℓ(z). (1.7)
Hence each point in M˜m,n can be represented equivalently by the pair of series
(ζ(z), ℓ(z)).
Let Mm,n be a subset of M˜m,n consisting of points ~a = (a(z), aˆ(z)) such that the
following conditions are fulfilled:
(C1) the coefficient aˆ−n 6= 0;
(C2) at any point of the circle Γ, it holds that
ζ ′(z) 6= 0, ℓ′(z) 6= 0, a′(z)aˆ(z)− a(z)aˆ′(z) 6= 0; (1.8)
(C3) the function ζ(z) has winding number 1 around z = 0, such that it maps the
circle Γ biholomorphicly to a simple smooth curve Σ around the origin.
Such a subset Mm,n can be viewed as an infinite-dimensional manifold, whose co-
ordinates can be chosen as {ai}i≤m−2 ∪ {aˆj}j≥−n ∪ {ϕ}.
On Mm,n, let us introduce the set of variables
t = {ti}i∈Z, h =
{
hj
}m−1
j=1
, hˆ =
{
hˆk
}n
k=0
, (1.9)
where
ti =
1
2πi
∮
Γ
1
iζ(z)i
dz, i ∈ Z \ {0}; t0 =
1
2πi
∮
Γ
log
z
ζ(z)
dz; (1.10)
hj = −
1
j
Res
z=∞
ℓ(z)
j
m dz, j = 1, · · · , m− 1; (1.11)
hˆ0 = ϕ; hˆk =
1
k
Res
z=ϕ
ℓ(z)
k
n dz, k = 1, · · · , n. (1.12)
6Main Theorem 1. For any two positive integers m and n, the set Mm,n is an
infinite-dimensional Frobenius manifold with a system of flat coordinates (1.9) such
that
(i) the unity vector field is
~e =


∂
∂t0
+
∂
∂hˆ0
, m = 1,
1
m
∂
∂hm−1
, m ≥ 2;
(ii) the potential F , up to quadratic terms in the flat coordinates, is
F =
1
(2πi)2
∮
Γ
∮
Γ′
(
1
2
ζ(z1)ζ(z2) + ζ(z1)ℓ(z2)− ℓ(z1)ζ(z2)
)
log
(
z1 − z2
z1
)
dz1dz2
+
(
1
2
t−1 − nhˆn
)
V1(t)− t−1V2(h) +G(h, hˆ). (1.13)
where the functions V1(t), V2(h) and G(h, hˆ) are given in Lemma 2.15 below;
(iii) the Euler vector field is
~E =
∑
i∈Z
(
1
m
− i
)
ti
∂
∂ti
+
m−1∑
j=1
j + 1
m
hj
∂
∂hj
+
n∑
k=0
(
1
m
+
k
n
)
hˆk
∂
∂hˆk
,
and the charge is d = 1− 2
m
.
Main Theorem 2. The bi-Hamiltonian structure induced from the flat pencil of
metrics on the Frobenius manifoldMm,n coincides with that given in Proposition 3.1
below for the universal Whitham hierarchy (3.2)–(3.3).
1.3. Organization. This paper is arranged as follows. In the next section, we are
to prove Main Theorem 1, namely, to construct an infinite-dimensional Frobenius
manifold structure onMm,n. In Section 3, we will study the relationship between the
infinite-dimensional Frobeniu manifoldMm,n and the universal Whitham hierarchy
(Main Theorem 2). The last section is devoted to some concluding remarks.
2. The infinite-dimensional Frobenius manifold structure on Mm,n
In this section, our aim is to construct an infinite-dimensional Frobenius manifold
structure on Mm,n, including the flat metric, the potential function, the unity and
the Euler vector fields.
2.1. The tangent space and the cotangent space. Let us describe the tangent
and the cotangent spaces on Mm,n with Laurent series. Firstly, at each point ~a =
7(a(z), aˆ(z)) ∈ Mm,n we identify a vector ∂ in the tangent space with its action
(∂a(z), ∂aˆ(z)) and thus the tangent space is represented as
T~aMm,n = (z − ϕ)
m−2H−ϕ × (z − ϕ)
−n−1H+ϕ . (2.1)
Accordingly, the cotangent space at ~a = (a(z), aˆ(z)) is represented as the dual space
of T~aMm,n, i.e.,
T ∗~aMm,n = (z − ϕ)
−m+1H+ϕ × (z − ϕ)
nH−ϕ , (2.2)
with respect to the pairing
〈~ω, ~ξ〉 :=
1
2πi
∮
Γ
(
ω(z)ξ(z) + ωˆ(z)ξˆ(z)
)
dz (2.3)
for (ω(z), ωˆ(z)) ∈ T ∗~aMm,n and (ξ(z), ξˆ(z)) ∈ T~aMm,n.
Let us fix a basis of T ∗~aMm,n as{
e∗i = ((z − ϕ)
i, 0), eˆ∗j = (0, (z − ϕ)
j) | i ≥ −m+ 1, j ≤ n
}
,
and introduce two generating functions
da(p) :=
∑
i≥−m+1
(p− ϕ)−i−1e∗i =
(
(p− ϕ)m−1
(p− z)(z − ϕ)m−1
, 0
)
, |p− ϕ| > |z − ϕ|,
(2.4)
daˆ(q) :=
∑
j≤n
(q − ϕ)−j−1eˆ∗j =
(
0,
(z − ϕ)n+1
(z − q)(q − ϕ)n+1
)
, |q − ϕ| < |z − ϕ|.
(2.5)
The following lemma can be checked by using the Cauchy integral formula.
Lemma 2.1. For any cotangent vector ~ω = (ω(z), ωˆ(z)) ∈ T ∗~aMm,n and tangent
vector ~ξ = (ξ(z), ξˆ(z)) ∈ T~aMm,n, it holds that
(ω(z), 0) =
1
2πi
∮
|p−ϕ|>|z−ϕ|
ω(p)da(p) dp,
(0, ωˆ(z)) =
1
2πi
∮
|q−ϕ|<|z−ϕ|
ωˆ(q)daˆ(q) dq
and
〈da(p), ~ξ〉 = ξ(p), 〈daˆ(q), ~ξ〉 = ξˆ(q). (2.6)
On the cotangent space T ∗~aMm,n, let us introduce a symmetric bilinear form
〈dα(p), dβ(q)〉∗ :=
α′(p)
p− q
+
β ′(q)
q − p
, α, β ∈ {a, aˆ}, (2.7)
where the prime means to take the derivative with respect to the argument. For the
right hand side of (2.7), we remark that whenever α = β, the denominator (p− q)
is eliminated by a factor of α′(p) − α′(q); otherwise, suppose α = a and β = aˆ,
8then 1
p−q
is expanded according to |p− ϕ| > |q − ϕ| as in (2.4)–(2.5). Such kind of
convention will be used below.
Clearly, the pairing (2.3) is nondegenerate, hence there is a linear map
η : T ∗~aMm,n → T~aMm,n (2.8)
defined by
〈~ω1, η · ~ω2〉 = 〈~ω1, ~ω2〉
∗, ∀ ~ω1, ~ω2 ∈ T
∗
~aMm,n. (2.9)
We proceed to describe the map η more explicitly.
Lemma 2.2. The linear map η defined above can be represented as, for any cotan-
gent vector ~ω = (ω(z), ωˆ(z)) ∈ T ∗~aMm,n,
η · ~ω =
(
a′(z)[ω(z) + ωˆ(z)]− − [ω(z)a
′(z) + ωˆ(z)aˆ′(z)]−,
− aˆ′(z)[ω(z) + ωˆ(z)]+ + [ω(z)a
′(z) + ωˆ(z)aˆ′(z)]+
)
. (2.10)
Proof. Firstly, let us state the following two equalities that will be used below. For
any function f(z) =
∑
i∈Z fi(z −ϕ)
i holomorphic on a neighbourhood of Γ, it holds
that
1
2πi
∮
|p−ϕ|>|q−ϕ|
1
p− q
f(q)dq = f(p)−, (2.11)
1
2πi
∮
|p−ϕ|>|q−ϕ|
1
p− q
f(p)dp = f(q)+. (2.12)
For ~ω = (ω(z), ωˆ(z)) ∈ T ∗~aMm,n, we denote η · ~ω = (ξ(z), ξˆ(z)) ∈ T~aMm,n.
• If ~ω = (ω(z), 0), by using Lemma 2.1 we have
ξ(p) = 〈da(p), (ω(z), 0)〉∗
=
1
2πi
∮
|q−ϕ|>|z−ϕ|
〈da(p), da(q)〉∗ω(q)dq
=
1
2πi
∮
|p−ϕ|>|q−ϕ|
(
a′(p)
p− q
+
a′(q)
q − p
)
ω(q)dq
= a′(p)ω(p)− − (a
′(p)ω(p))−,
ξˆ(q) = 〈daˆ(q), (ω(z), 0)〉∗
=
1
2πi
∮
|p−ϕ|>|z−ϕ|
〈daˆ(q), da(p)〉∗ω(p)dp
=
1
2πi
∮
|p−ϕ|>|q−ϕ|
(
aˆ′(q)
q − p
+
a′(p)
p− q
)
ω(p)dp
= −aˆ′(q)ω(q)+ + (a
′(q)ω(q))+.
Hence, we obtain
η · (ω(z), 0) = (a′(z)ω(z)− − (a
′(z)ω(z))−,−aˆ
′(z)ω(z)+ + (a
′(z)ω(z))+).
9• If ~ω = (0, ωˆ(z)), similarly we have
η · (0, ωˆ(z)) = (a′(z)ωˆ(z)− − (aˆ
′(z)ωˆ(z))−,−aˆ
′(z)ωˆ(z)+ + (aˆ
′(z)ωˆ(z))+).
Thus the lemma is proved due to the linearity of η. 
Lemma 2.3. The map η in (2.8) is a bijection.
Proof. It follows from Lemma 2.2 that η is surjective, so it suffices to show η to
be injective. For any (ω(z), ωˆ(z)) ∈ T ∗~aMm,n, denote (ξ(z), ξˆ(z)) = η · (ω(z), ωˆ(z)).
With the use of (2.10), one gets
ξ(z) = a′(z)[ω(z) + ωˆ(z)]− − [ω(z)a
′(z) + ωˆ(z)aˆ′(z)]−, (2.13)
ξˆ(z) = −aˆ′(z)[ω(z) + ωˆ(z)]+ + [ω(z)a
′(z) + ωˆ(z)aˆ′(z)]+. (2.14)
Furthermore, by using (1.6) one has
ξ(z)− ξˆ(z) = (a′(z)− aˆ′(z))(ωˆ(z)− − ω(z)+) = ζ
′(z)(ωˆ(z)− − ω(z)+).
Since ζ ′(z) 6= 0 for z ∈ Γ (recall the condition (C3) in Section 1.2), then
ω(z)+ = −
(
ξ(z)− ξˆ(z)
ζ ′(z)
)
+
, ωˆ(z)− =
(
ξ(z)− ξˆ(z)
ζ ′(z)
)
−
. (2.15)
On the other hand, since
1
a′(z)
=
1
m
z−m+1 +O((z − ϕ)−m) ∈ (z − ϕ)−m+1H−ϕ ,
1
aˆ′(z)
= −
1
naˆ−n
(z − ϕ)n+1 +O((z − ϕ)n+2) ∈ (z − ϕ)n+1H+ϕ ,
then from (2.13) and (2.14) it follows that
([ω(z) + ωˆ(z)]−)≥−m+1 =
(
ξ(z)
a′(z)
)
≥−m+1
, ([ω(z) + ωˆ(z)]+)≤n = −
(
ξˆ(z)
aˆ′(z)
)
≤n
.
(2.16)
Here for a Laurent series f(z) =
∑
i∈Z fi(z − ϕ)
i, the following notations are used:
f(z)≤k =
∑
i≤k
fi(z − ϕ)
i, f(z)≥k =
∑
i≥k
fi(z − ϕ)
i. (2.17)
Recall T ∗~aMm,n in (2.2), in combination of (2.15) and (2.16) one obtains
ω(z)− = ([ω(z) + ωˆ(z)]− − ωˆ(z)−)≥−m+1 =
(
ξ(z)
a′(z)
−
(
ξ(z)− ξˆ(z)
ζ ′(z)
)
−
)
≥−m+1
,
(2.18)
ωˆ(z)+ = ([ω(z) + ωˆ(z)]+ − ω(z)+)≤n =
(
−
ξˆ(z)
aˆ′(z)
+
(
ξ(z)− ξˆ(z)
ζ ′(z)
)
+
)
≤n
. (2.19)
10
These equalities together with (2.15) mean that the cotangent vector (ω(z), ωˆ(z))
can be uniquely solved. Thus the proof of Lemma 2.3 is completed. 
From the above proof, one also knows that
Corollary 2.4. For any vector (ξ(z), ξˆ(z)) ∈ T~aMm,n, it holds that
η−1
(
ξ(z), ξˆ(z)
)
=
((
ξ(z)
a′(z)
−
ξ(z)− ξˆ(z)
ζ ′(z)
)
≥−m+1
,
(
−
ξˆ(z)
aˆ′(z)
+
ξ(z)− ξˆ(z)
ζ ′(z)
)
≤n
)
.
(2.20)
2.2. The flat metric. With the help of the bijection η in (2.8), let us introduce a
bilinear form on the tangent space T~aMm,n as
〈∂1, ∂2〉η := 〈η
−1(∂1), ∂2〉 = 〈η
−1(∂1), η
−1(∂2)〉
∗, ∂1, ∂2 ∈ T~aMm,n. (2.21)
Lemma 2.5. For any vectors ∂1, ∂2 ∈ T~aMm,n, the bilinear form (2.21) is given by
〈∂1, ∂2〉η = −
1
2πi
∮
Γ
∂1ζ(z) · ∂2ζ(z)
ζ ′(z)
dz −
(
Res
z=∞
+Res
z=ϕ
)
∂1ℓ(z) · ∂2ℓ(z)
ℓ′(z)
dz. (2.22)
Proof. Suppose that ∂ν are identified with (ξν(z), ξˆν(z)) for ν = 1, 2, it is easy to see
∂νζ(z) = ξν(z)− ξˆν(z), ∂νℓ(z) = ξν(z)+ + ξˆν(z)−, ν = 1, 2.
Denote
η−1(∂1) = (ω(z), ωˆ(z)),
then, according to the definition (2.21), one has
〈∂1, ∂2〉η =
1
2πi
∮
Γ
(
ω(z)ξ2(z) + ωˆ(z)ξˆ2(z)
)
dz = I1 + I2 + I3,
where
I1 =
1
2πi
∮
Γ
(ω(z)+ − ωˆ(z)−)
(
ξ2(z)− ξˆ2(z)
)
dz,
I2 =
1
2πi
∮
Γ
(ω(z)− + ωˆ(z)−) ξ2(z)dz,
I3 =
1
2πi
∮
Γ
(
ω (z)+ + ωˆ (z)+
)
ξˆ2 (z) dz.
Let us proceed to calculate these integrals. Firstly, by using (2.15) one has
I1 = −
1
2πi
∮
Γ
(ξ1(z)− ξˆ1(z))(ξ2(z)− ξˆ2(z))
ζ ′(z)
dz = −
1
2πi
∮
Γ
∂1ζ(z) · ∂2ζ(z)
ζ ′(z)
dz.
Secondly, observe that when |z| → ∞ and ν = 1, 2, one has
∂νa(z), ∂νℓ(z) ∈ (z − ϕ)
m−2H−ϕ ; ∂νa(z)− ∂νℓ(z) ∈ (z − ϕ)
−1H−ϕ ;
1
a′(z)
,
1
ℓ′(z)
∈ (z − ϕ)−m+1H−ϕ ;
1
a′(z)
−
1
ℓ′(z)
∈ (z − ϕ)−2m+1H−ϕ .
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With the use of (2.16) and ℓ(z) = a(z)+ + aˆ(z)−, one obtains
I2 =
1
2πi
∮
Γ
([ω(z) + ωˆ(z)]−)≥−m+1 ξ2(z) dz
=
1
2πi
∮
Γ
(
∂1a(z)
a′(z)
)
≥−m+1
∂2a(z) dz
=
1
2πi
∮
Γ
(
∂1ℓ(z)
a′(z)
)
≥−m+1
∂2ℓ(z) dz
=
1
2πi
∮
Γ
(
∂1ℓ(z)
ℓ′(z)
)
≥−m+1
∂2ℓ(z) dz
= −Res
z=∞
∂1ℓ(z) · ∂2ℓ(z)
ℓ′(z)
dz.
Similarly, when |z − ϕ| → 0 and ν = 1, 2, one has
∂ν aˆ(z), ∂νℓ(z) ∈ (z − ϕ)
−n−1H+ϕ ; ∂ν aˆ(z)− ∂νℓ(z) ∈ H
+
ϕ ;
1
aˆ′(z)
,
1
ℓ′(z)
∈ (z − ϕ)n+1H+ϕ ;
1
aˆ′(z)
−
1
ℓ′(z)
∈ (z − ϕ)2n+2H+ϕ
and
I3 =
1
2πi
∮
Γ
([ω(z) + ωˆ(z)]+)≤n ξˆ2(z) dz
= −
1
2πi
∮
Γ
(
∂1aˆ(z)
aˆ′(z)
)
≤n
∂2aˆ(z) dz
= −
1
2πi
∮
Γ
(
∂1ℓ(z)
aˆ′(z)
)
≤n
∂2ℓ(z) dz
= −
1
2πi
∮
Γ
(
∂1ℓ(z)
ℓ′(z)
)
≤n
∂2ℓ(z) dz
= −Res
z=ϕ
∂1ℓ(z) · ∂2ℓ(z)
ℓ′(z)
dz.
Therefore, the lemma is proved. 
The bilinear form (2.21) can be viewed as a metric on the manifold Mm,n (not
necessary to be positively definite). We proceed to show that this metric is a flat
one. According to the condition (C3) in Section 1.2, we can consider the inverse
function of ζ(z), i.e.,
z = z(ζ) : Σ→ Γ.
This function can be extended holomorphicly to a neighborhood of Σ that surrounds
ζ = 0. Let us take the Laurent expansion
z(ζ) =
∑
i∈Z
tiζ
i, ζ ∈ Σ, (2.23)
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where
ti =
1
2πi
∮
Σ
z(ζ)ζ−i−1dζ, i ∈ Z. (2.24)
On the other hand, we introduce the following two functions in a punctured neigh-
borhood of ∞ and of ϕ respectively,
χ(z) := ℓ(z)
1
m = z + χ1z
−1 + χ2z
−2 + · · · near ∞; (2.25)
χˆ(z) := ℓ(z)
1
n = aˆ
1
n
−n(z − ϕ)
−1 + χˆ0 + χˆ1(z − ϕ) + · · · near ϕ. (2.26)
The inverse functions of them can be represented as
z(χ) =χ− h1χ
−1 − h2χ
−2 − · · · − hm−1χ
−m+1 +O(χ−m), |χ| → ∞; (2.27)
z(χˆ) =hˆ0 + hˆ1χˆ
−1 + hˆ2χˆ
−2 + · · ·+ hˆnχˆ
−n +O(χˆ−n−1), |χˆ| → ∞. (2.28)
In particular, one has hˆ0 = ϕ. It is easy to see that the correspondence
(ζ(z), ℓ(z))←→ {ti}i∈Z ∪ {hj}
m−1
j=1 ∪ {hˆk}
n
k=0 (2.29)
is one-to-one. In other words, we obtain a system of coordinates of Mm,n. Clearly,
such coordinates can be represented equivalently as (1.10)–(1.12), and in what fol-
lows we will use the notations t, h and hˆ given in (1.9). Moreover, unless otherwise
stated, the following convention of indices will be assumed below
i, i1, i2, i3 ∈ Z, j, j1, j2, j3 ∈ {1, 2, . . . , m− 1}, k, k1, k2, k3 ∈ {0, 1, . . . , n}.
Proposition 2.6. The metric defined by (2.21) is flat, and t∪h∪ hˆ ofMm,n serves
as a system of flat coordinates. More precisely, these flat coordinates satisfy
〈
∂
∂ti1
,
∂
∂ti2
〉
η
= −δ−1,i1+i2, (2.30)〈
∂
∂hj1
,
∂
∂hj2
〉
η
= mδm,j1+j2, (2.31)〈
∂
∂hˆk1
,
∂
∂hˆk2
〉
η
= nδn,k1+k2, (2.32)
and 〈
∂
∂ti
,
∂
∂hj
〉
η
=
〈
∂
∂ti
,
∂
∂hˆk
〉
η
=
〈
∂
∂hj
,
∂
∂hˆk
〉
η
= 0. (2.33)
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Proof. For preparation, let us show the following equalities:
∂ζ(z)
∂ti
= −ζ(z)iζ ′(z),
∂ℓ(z)
∂ti
= 0, (2.34)
∂ζ(z)
∂hj
= 0,
∂ℓ(z)
∂hj
= (ℓ′(z)χ(z)−j)+, (2.35)
∂ζ(z)
∂hˆk
= 0,
∂ℓ(z)
∂hˆk
= −(ℓ′(z)χˆ(z)−k)−. (2.36)
Firstly, the inverse function (2.23) of ζ(z) satisfies z = z(ζ)|ζ 7→ζ(z). Taking its
derivative with respective to ti, one has
0 =
∂z(ζ)
∂ti
∣∣∣∣
ζ 7→ζ(z)
+ z′(ζ)|ζ 7→ζ(z)
∂ζ(z)
∂ti
,
which leads to the first equality in (2.34), namely,
∂ζ(z)
∂ti
= −
1
z′(ζ)
∣∣∣∣
ζ 7→ζ(z)
ζ(z)i = −ζ ′(z)ζ(z)i.
Similarly, from (2.25) one has
∂χ(z)
∂hj
= χ′(z) ·
(
χ−j +O(χ−m)
)∣∣
χ 7→χ(z)
= χ′(z)
(
χ(z)−j +O(z−m)
)
, |z| → ∞,
hence
∂ℓ(z)
∂hj
=
∂ℓ(z)+
∂hj
=
(
mχ(z)m−1
∂χ(z)
∂hj
)
+
=
(
mχ(z)m−1−jχ′(z)
)
+
=
(
ℓ′(z)χ(z)−j
)
+
,
which is the second equality in (2.35). In the same way when |z−ϕ| → 0, for (2.26)
one gets
∂χˆ(z)
∂hˆk
= −χˆ′(z) ·
(
χˆ−k +O(χˆ−n−1)
)∣∣
χˆ7→χˆ(z)
= −χˆ′(z)
(
χˆ(z)−k +O((z − ϕ)n+1)
)
,
hence
∂ℓ(z)
∂hˆk
=
∂ℓ(z)−
∂hˆk
=
(
nχˆ(z)n−1
∂χˆ(z)
∂hˆk
)
−
= −
(
nχˆ(z)n−1−kχˆ′(z)
)
−
= −
(
ℓ′(z)χˆ(z)−k
)
−
,
which is just the second equality in (2.36). The other cases in (2.34)–(2.36) are
trivial.
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Now we are ready to verify the proposition based on Lemma 2.5. We have that〈
∂
∂ti1
,
∂
∂ti2
〉
η
= −
1
2πi
∮
Γ
ζ i1+i2ζ ′ζ ′
ζ ′
dz = −δ−1,i1+i2 ,〈
∂
∂hj1
,
∂
∂hj2
〉
η
= −Res
z=∞
(ℓ′χ−j1)+(ℓ
′χ−j2)+
ℓ′
dz
= −Res
z=∞
(ℓ′χ−j1 − (ℓ′χ−j1)−)(ℓ
′χ−j2 − (ℓ′χ−j2)−)
ℓ′
dz
= −Res
z=∞
χ−j1(ℓ′χ−j2)dz
= −mRes
z=∞
χ−j1χm−1χ′χ−j2dz = mδm,j1+j2 ,〈
∂
∂hˆk1
,
∂
∂hˆk2
〉
η
= −Res
z=ϕ
(ℓ′χˆ−k1)−(ℓ
′χˆ−k2)−
ℓ′
dz
= −Res
z=ϕ
(ℓ′χˆ−k1 − (ℓ′χˆ−k1)+)(ℓ
′χˆ−k2 − (ℓ′χˆ−k2)+)
ℓ′
dz
= −Res
z=ϕ
χˆ−k1(ℓ′χˆ−k2)dz
= −nRes
z=ϕ
χˆ−k1χˆn−1χˆ′χˆ−k2dz = nδn,k1+k2 ,
and that all other pairings of such vectors vanish. Thus the proposition is proved. 
The above proof together with (1.6) also implies
Corollary 2.7. In the tangent space T~aMm,n, there is a basis consisting of vectors
represented as
∂
∂ti
= (−(ζ(z)iζ ′(z))−, (ζ(z)
iζ ′(z))+), i ∈ Z; (2.37)
∂
∂hj
= ((ℓ′(z)χ(z)−j)+, (ℓ
′(z)χ(z)−j)+), 1 ≤ j ≤ m− 1; (2.38)
∂
∂hˆk
= (−(ℓ′(z)χˆ(z)−k)−,−(ℓ
′(z)χˆ(z)−k)−), 0 ≤ k ≤ n. (2.39)
Furthermore, this result together with Corollary 2.4 leads to
Corollary 2.8. In the cotangent space T ∗~aMm,n, there is a basis consisting of vectors
represented as
η−1
∂
∂ti
= ((ζ(z)i)≥−m+1,−(ζ(z)
i)≤n), i ∈ Z; (2.40)
η−1
∂
∂hj
= ((χ(z)−j)≥−m+1, 0), 1 ≤ j ≤ m− 1; (2.41)
η−1
∂
∂hˆk
= (0, (χˆ(z)−k)≤n), 0 ≤ k ≤ n. (2.42)
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Proof. We substitute (2.37)–(2.39) into the formula (2.20) and observe the following
equalities:(
f(z)−
a′(z)
)
≥−m+1
= 0,
(
f(z)+
aˆ′(z)
)
≤n
= 0 with arbitrary f(z) =
∑
i∈Z
fi(z − ϕ)
i;
(ℓ′(z)χ(z)−j)+ = (a
′(z)χ(z)−j)+, (ℓ
′(z)χˆ(z)−k)− = (aˆ
′(z)χˆ(z)−k)−,
then the corollary is achieved after a straightforward calculation. 
2.3. The Frobenius algebra structure. For any ~a = (a(z), aˆ(z)) ∈Mm,n, let us
introduce a product on the cotangent space T ∗~aMm,n as
dα(p) ⋆ dβ(q) =
β ′(q)
q − p
dα(p) +
α′(p)
p− q
dβ(q), α, β ∈ {a, aˆ}. (2.43)
Lemma 2.9. The product on T ∗~aMm,n defined by (2.43) is commutative, associative
and invariant with respect to the bilinear form given in (2.7).
Proof. The product in (2.43) is clearly commutative. What is more, for α1, α2, α3 ∈
{a, aˆ}, one has
dα1(p1) ⋆ dα2(p2) ⋆ dα3(p3)
=
(
α′1(p1)
p1 − p2
dα2(p2) +
α′2(p2)
p2 − p1
dα1(p1)
)
⋆ dα3(p3)
=
α′1(p1)
p1 − p2
α′2(p2)
p2 − p3
dα3(p3) +
α′1(p1)
p1 − p2
α′3(p3)
p3 − p2
dα2(p2)
+
α′2(p2)
p2 − p1
α′1(p1)
p1 − p3
dα3(p3) +
α′2(p2)
p2 − p1
α′3(p3)
p3 − p1
dα1(p1)
=
{α′1(p1)α
′
2(p2)dα3(p3)(p1 − p2) + c.p.(1, 2, 3)}
(p1 − p2)(p2 − p3)(p3 − p1)
,
where c.p. means “cyclic permutation”. So this product is associative. Finally, by
using (2.7) it is straightforward to verify
〈dα1(p1) ⋆ dα2(p2), dα3(p3)〉
∗
=
〈
α′1(p1)
p1 − p2
dα2(p2) +
α′2(p2)
p2 − p1
dα1(p1), dα3(p3)
〉∗
=
α′1(p1)
p1 − p2
(
α′2(p2)
p2 − p3
+
α′3(p3)
p3 − p2
)
+
α′2(p2)
p2 − p1
(
α′1(p1)
p1 − p3
+
α′3(p3)
p3 − p1
)
=
α′1(p1)α
′
2(p2)
(p1 − p3)(p2 − p3)
+ c.p.(1, 2, 3),
which implies the invariance of the product. The lemma is proved. 
16
Lemma 2.10. The product defined by (2.43) can be represented as follows: for any
~ω1 = (ω1(z), ωˆ1(z)), ~ω2 = (ω2(z), ωˆ2(z)) ∈ T
∗
~aMm,n,
~ω1 ⋆ ~ω2 = ([ω2(ω1a
′)+ − ω1(ω2a
′)− − ω2(ωˆ1aˆ
′)− − ω1(ωˆ2aˆ
′)−]≥−m+1,
[ωˆ2(ωˆ1aˆ
′)+ − ωˆ1(ωˆ2aˆ
′)− + ωˆ1(ω2a
′)+ + ωˆ2(ω1a
′)+]≤n). (2.44)
Proof. In order to simplify the calculation, let us check the case (ω1, 0) ⋆ (ω2, 0). By
using Lemma 2.1 and the equalities (2.11)–(2.12), we have
(ω1(z), 0) ⋆ (ω2(z), 0)
=
1
(2πi)2
∮
|q−ϕ|>|z−ϕ|
∮
|p−ϕ|>|q−ϕ|
ω1(p)da(p) ⋆ da(q)ω2(q)dpdq
=
(
1
(2πi)2
∮
|q−ϕ|>|z−ϕ|
∮
|p−ϕ|>|q−ϕ|
ω1(p)
(
a′(p)
p− q
da(q) +
a′(q)
q − p
da(p)
)
ω2(q)dpdq, 0
)
=
1
2πi
(∮
|q−ϕ|>|z−ϕ|
(ω1(q)a
′(q))+ω2(q)da(q))dq
−
∮
|p−ϕ|>|z−ϕ|
ω1(p)(ω2(p)a
′(p))−da(p)dp, 0
)
=
(
((ω1(z)a
′(z))+ω2(z)− ω1(z)(ω2(z)a
′(z))−)≥−m+1 , 0
)
.
Observe that the result is indeed symmetric with respect to the indices 1 and 2. The
cases (0, ωˆ1) ⋆ (ω2, 0), (ω1, 0) ⋆ (0, ωˆ2) and (0, ωˆ1) ⋆ (0, ωˆ2) are similar. The lemma is
proved. 
As an immediate application of Lemma 2.10, we have the following result.
Corollary 2.11. For the product defined by (2.43), there is a unity cotangent vector
as
~e ∗ =
(
1
m
(z − ϕ)−m+1, 0
)
∈ T ∗~aMm,n. (2.45)
Proof. The corollary is verified by using the property
(
(z−ϕ)−m+1
m
a′(z)
)
+
= 1. 
Summarizing the above discussions, one knows that (T ∗~aMm,n, ⋆, ~e
∗, 〈 , 〉∗) is a
Frobenius algebra. With the help of the bijection η : T ∗~aMm,n → T~aMm,n defined
in (2.9), it is induced a Frobenius algebra structure on T~aMm,n. More precisely, we
arrive at the following result.
Proposition 2.12. The quadruple (T~aMm,n, ◦, ~e, 〈 , 〉η) is a Frobenius algebra, in
which the product ◦ is given by
~ξ1 ◦ ~ξ2 := η ·
(
η−1(~ξ1) ⋆ η
−1(~ξ2)
)
, ~ξ1, ~ξ2 ∈ T~aMm,n (2.46)
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and the unit vector field ~e is
~e =


∂
∂t0
+
∂
∂hˆ0
, m = 1,
1
m
∂
∂hm−1
, m ≥ 2.
(2.47)
Proof. It suffices to verify the formula (2.47), say ~e = η ·~e∗. To this end, let us check
η−1 (~e) = ~e∗. When m ≥ 2, by using (2.41) one has
η−1
(
1
m
∂
∂hm−1
)
=
(
1
m
(χ(z)−m+1)≥−m+1, 0
)
∈ T ∗~aMm,n. (2.48)
This fact together with (2.25), i.e.,
χ(z) =z + χ1z
−1 + χ2z
−2 + · · · = (z − ϕ) + ϕ+ χ1(z − ϕ)
−1 + · · · near ∞,
(2.49)
leads to
η−1
(
1
m
∂
∂hm−1
)
=
(
1
m
(z − ϕ)−m+1, 0
)
= ~e∗. (2.50)
When m = 1, from (2.40) and (2.42) it follows that
η−1
(
∂
∂t0
+
∂
∂hˆ0
)
= (1, 0) = ~e∗. (2.51)
The proposition is proved. 
Note that one can also represent the unity vector field in the form ~e = ∂
∂v
with
some flat coordinate v via a linear transformation of t ∪ h ∪ hˆ.
2.4. The symmetric 3-tensor. In this subsection, we want to compute a 3-tensor
c defined by
c(∂u, ∂v, ∂w) := 〈∂u ◦ ∂v, ∂w〉η , u, v, w ∈ t ∪ h ∪ hˆ, (2.52)
where ∂u =
∂
∂u
∈ T~aMm,n. Clearly, the right hand side of (2.52) is symmetric with
respect to ∂u, ∂v and ∂w.
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Proposition 2.13. The symmetric 3-tensor in (2.52) can be represented as
c(∂ti1 , ∂ti2 , ∂ti3 ) =
1
2πi
∮
Γ
(
−ζ i1+i2+i3ζ ′(ζ ′ + ζ ′− + ℓ
′) + {ζ i1+i2ζ ′(ζ i3ζ ′)− + c.p.(i1, i2, i3)}
)
dz,
c(∂hj1 , ∂hj2 , ∂hj3 ) = −Resz=∞
(
−χ−j1−j2−j3ℓ′(2ℓ′ + ζ ′−) + {χ
−j1−j2ℓ′(ℓ′χ−j3)+ + c.p.(j1, j2, j3)}
)
dz,
c(∂hˆk1
, ∂hˆk2
, ∂hˆk3
) = Res
z=ϕ
(
−χˆ−k1−k2−k3ℓ′(2ℓ′ − ζ ′+) + {χˆ
−k1−k2ℓ′(ℓ′χˆ−k3)− + c.p.(k1, k2, k3)}
)
dz,
c(∂ti1 , ∂ti2 , ∂hj3 ) = −
1
2πi
∮
Γ
ζ i1+i2ζ ′(ℓ′χ−j3)+dz,
c(∂ti1 , ∂ti2 , ∂hˆk3
) =
1
2πi
∮
Γ
ζ i1+i2ζ ′(ℓ′χˆ−k3)−dz,
c(∂hj1 , ∂hj2 , ∂ti3 ) = Resz=∞
χ−j1−j2ℓ′(ζ i3ζ ′)−dz,
c(∂hj1 , ∂hj2 , ∂hˆk3
) = Res
z=∞
χ−j1−j2ℓ′(ℓ′χˆ−k3)−dz,
c(∂hˆk1
, ∂hˆk2
, ∂ti3 ) = −Resz=ϕ
χˆ−k1−k2ℓ′(ζ i3ζ ′)+dz,
c(∂hˆk1
, ∂hˆk2
, ∂hj3 ) = −Resz=ϕ
χˆ−k1−k2ℓ′(ℓ′χ−j3)+dz,
c(∂ti1 , ∂hj2 , ∂hˆk3
) = 0,
where χ and χˆ are given in (2.25) and (2.26) respectively.
Before proving this proposition, let us show a lemma as follows.
Lemma 2.14. The following equalities hold:
η−1
∂
∂ti1
⋆ η−1
∂
∂ti2
=
(
[ζ i1+i2a′ − ζ i1(ζ i2ζ ′)− − ζ
i2(ζ i1ζ ′)−]≥−m+1,
[−ζ i1+i2 aˆ′ − ζ i1(ζ i2ζ ′)+ − ζ
i2(ζ i1ζ ′)+]≤n
)
, (2.53)
η−1
∂
∂hj1
⋆ η−1
∂
∂hj2
=
(
[−χ−j1−j2a′ + χ−j1(χ−j2ℓ′)+ + χ
−j2(χ−j1ℓ′)+]≥−m+1, 0
)
,
η−1
∂
∂hˆk1
⋆ η−1
∂
∂hˆk2
=
(
0, [χˆ−k1−k2 aˆ′ − χˆ−k1(χˆ−k2ℓ′)− − χˆ
−k2(χˆ−k1ℓ′)−]≤n
)
,
η−1
∂
∂hj1
⋆ η−1
∂
∂hˆk2
=
(
−[χ−j1(χˆ−k2ℓ′)−]≥−m+1, [χˆ
−k2(χ−j1ℓ′)+]≤n
)
.
Proof. This lemma is verified by taking Corollary 2.8 and Lemma 2.10 together,
with the help of the following equalities for any series f(z) and g(z) in (z − ϕ),
(f≥−m+1a
′)+ = (fa
′)+, (f≥−m+1g−)≥−m+1 = (fg−)≥−m+1,
(f≤naˆ
′)− = (faˆ
′)−, (f≤ng+)≤n = (fg+)≤n.
For instance, one has
η−1
∂
∂ti1
⋆ η−1
∂
∂ti2
= ((ζ i1)≥−m+1,−(ζ
i1)≤n) ⋆ ((ζ
i2)≥−m+1,−(ζ
i2)≤n) = (ω, ωˆ),
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where
ω =[(ζ i2)≥−m+1(ζ
i1a′)+ − ζ
i1((ζ i2)≥−m+1a
′)−
+ (ζ i2)≥−m+1(ζ
i1aˆ′)− + (ζ
i1)≥−m+1(ζ
i2aˆ′)−]≥−m+1
=[−(ζ i2)≥−m+1(ζ
i1a′)− + (ζ
i2)≥−m+1ζ
i1a′ − ζ i1((ζ i2)≥−m+1a
′)−
+ ζ i2(ζ i1aˆ′)− + ζ
i1(ζ i2aˆ′)−]≥−m+1
=[−ζ i2(ζ i1a′)− + ζ
i1(ζ i2a′)+ + ζ
i2(ζ i1aˆ′)− + ζ
i1(ζ i2aˆ′)−]≥−m+1
=[ζ i1ζ i2a′ − ζ i1(ζ i2(a′ − aˆ′))− − ζ
i2(ζ i1(a′ − aˆ′))−]≥−m+1
=[ζ i1+i2a′ − ζ i1(ζ i2ζ ′)− − ζ
i2(ζ i1ζ ′)−]≥−m+1,
ωˆ =[ζ i2((ζ i1)≤naˆ
′)+ − (ζ
i1)≤n(ζ
i2aˆ′)− − ζ
i2((ζ i1)≥−m+1a
′)+ − ζ
i1((ζ i2)≥−m+1a
′)+]≤n
=[−ζ i2((ζ i1)≤naˆ
′)− + ζ
i2(ζ i1)≤naˆ
′ − (ζ i1)≤n(ζ
i2aˆ′)− − ζ
i2(ζ i1a′)+ − ζ
i1(ζ i2a′)+]≤n
=[−ζ i2(ζ i1aˆ′)− + ζ
i1(ζ i2aˆ′)+ − ζ
i2(ζ i1a′)+ − ζ
i1(ζ i2a′)+]≤n
=[−ζ i2ζ i1aˆ′ + ζ i1(ζ i2(aˆ′ − a′))+ + ζ
i2(ζ i1(aˆ′ − a′))+]≤n
=[−ζ i1+i2 aˆ′ − ζ i1(ζ i2ζ ′)+ − ζ
i2(ζ i1ζ ′)+]≤n.
So the first equality in (2.53) is valid. The other cases are similar, thus the lemma
is proved. 
Proof of Proposition 2.13. According to (2.3), (2.21) and (2.46), we have
〈∂u ◦ ∂v, ∂w〉η =
〈
η−1∂u ⋆ η
−1∂v, ∂w
〉
, u, v, w ∈ t ∪ h ∪ hˆ. (2.54)
Let us substitute into it with the data in Lemma 2.14 and Corollary 2.7. For
instance,
c(∂ti1 , ∂ti2 , ∂ti3 ) =
〈
∂
∂ti1
◦
∂
∂ti2
,
∂
∂ti3
〉
η
=
1
2πi
∮
Γ
(
[ζ i1+i2a′ − ζ i1(ζ i2ζ ′)− − ζ
i2(ζ i1ζ ′)−](−ζ
i3ζ ′)−
+[−ζ i1+i2aˆ′ − ζ i1(ζ i2ζ ′)+ − ζ
i2(ζ i1ζ ′)+](ζ
i3ζ ′)+
)
dz
=
1
2πi
∮
Γ
(
[−ζ i1+i2a′ + ζ i1(ζ i2ζ ′)− + ζ
i2(ζ i1ζ ′)−]ζ
i3ζ ′
+[−ζ i1+i2(aˆ′ − a′)− ζ i1ζ i2ζ ′ − ζ i2ζ i1ζ ′](ζ i3ζ ′)+
)
dz
=
1
2πi
∮
Γ
(
−ζ i1+i2+i3a′ + ζ i1+i3ζ ′(ζ i2ζ ′)− + ζ
i2+i3ζ ′(ζ i1ζ ′)− − ζ
i1+i2ζ ′(ζ i3ζ ′)+
)
dz
=
1
2πi
∮
Γ
(
−ζ i1+i2+i3(ζ ′ + a′) +
{
ζ i1+i3ζ ′(ζ i2ζ ′)− + c.p.(i1, i2, i3)
})
dz.
The other cases are similar. Thus the proposition is proved. 
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2.5. The potential function. We proceed to show that the values < ∂u◦∂v, ∂w >η
in Proposition 2.13 can be represented as the third-order derivatives of a certain
potential function. To this end, let us state the following lemma first.
Lemma 2.15. There locally exit three functions V1 (t), V2 (h) and G
(
h, hˆ
)
such
that
∂2V1
∂ti1∂ti2
=
1
2πi
∮
Γ
ζ ′(z)ζ(z)i1+i2
z
dz, (2.55)
∂2V2
∂hj1∂hj2
= −Res
z=∞
ℓ′(z)χ(z)−j1−j2
z
dz, (2.56)
∂3G
∂u∂v∂w
= −
(
Res
z=∞
+Res
z=ϕ
)
∂
u
ℓ(z) · ∂
v
ℓ(z) · ∂
w
ℓ(z)
ℓ′(z)
dz (2.57)
with u, v, w ∈ h ∪ hˆ.
Proof. Firstly, it follows from (2.34) that
1
2πi
∂
∂ti3
∮
Γ
ζ ′(z)ζ(z)i1+i2
z
dz
=
1
2πi
∮
Γ
−(ζ ′(z)ζ(z)i3)′ · ζ(z)i1+i2 − ζ ′(z) · (i1 + i2)ζ
′(z)ζ(z)i1+i2+i3−1(z)
z
dz
=
1
2πi
∮
Γ
− (ζ ′(z)ζ(z)i1+i2+i3)
′
z
dz,
which is symmetric with respect to the indices i1, i2 and i3. So the existence of V1
is verified.
Secondly, in consideration of the form of ℓ(z) and χ(z), we observe that the right
hand side of (2.56) depends only on {hj}
m−1
j=1 . In the same way as above, by using
(2.35) we have
−
∂
∂hj3
Res
z=∞
ℓ′(z)χ(z)−j1−j2
z
dz
=− Res
z=∞
((
ℓ′(z)χ(z)−j3
)′
+
χ(z)−j1−j2 − ℓ′(z) ·
j1 + j2
m
χ(z)−j1−j2−m
(
ℓ′(z)χ(z)−j3
)
+
)
dz
z
=− Res
z=∞
((
ℓ′(z)χ(z)−j3
)′
χ(z)−j1−j2 +
(
χ(z)−j1−j2(z)
)′
ℓ′(z)χ(z)−j3
) dz
z
=− Res
z=∞
(
ℓ′(z)χ(z)−j1−j2−j3
)′ dz
z
,
which is symmetric with respect to the indices j1, j2 and j3. Hence the function V2
exists.
The existence of G has been proved by Krichever in [15] (see Theorem 5.6 therein
for a more general conclusion). For convenience of the readers, let us verify it in
brief now. To this end, denote the right hand side of (2.57) as G
u,v ,w , then it is
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sufficient to show that ∂sGu,v ,w is symmetric with respect to u, v ,w , s ∈ h ∪ hˆ. For
instance, we have
Ghj1 ,hj2 ,hj3
=− Res
z=∞
∂hj1 ℓ · ∂hj2 ℓ · ∂hj3 ℓ
ℓ′
dz
=− Res
z=∞
(ℓ′χ−j1)+(ℓ
′χ−j2)+(ℓ
′χ−j3)+
ℓ′
dz
=− Res
z=∞
[ℓ′χ−j1 − (ℓ′χ−j1)−][ℓ
′χ−j2 − (ℓ′χ−j2)−][ℓ
′χ−j3 − (ℓ′χ−j3)−]
ℓ′
dz
=− Res
z=∞
(
ℓ′ℓ′χ−j1−j2−j3 − {ℓ′χ−j1−j2(ℓ′χ−j3)− + c.p.(j1, j2, j3)}
)
dz
=− Res
z=∞
(Rj1+j2(Rj3)+ − Rj1+j3(Rj2)− −Rj2+j3(Rj1)−) dz
=− Res
z=∞
(Rj1+j2(Rj3)+ − (Rj1+j3)+Rj2 − (Rj2+j3)+Rj1) dz, (2.58)
where Rj(z) = ℓ
′(z)χ(z)−j . With the help of (2.35), it is easy to see that
Rj1Rj2+j3 = Rj2Rj3+j1,
∂Rj1
∂hj2
=
(
χ−j1(Rj2)+
)′
,
(
∂Rj1
∂hj2
)
+
= (Rj1+j2)
′
+. (2.59)
In order to avoid lengthy notations, let us write f ∽ g if f − g is symmetric with
respect to the indices j3 and j4, then it is straightforward to calculate
Ghj1 ,hj2 ,hj3
∂hj4
∽− Res
z=∞
(
(χ−j1−j2(Rj4)+)
′(Rj3)+ − (Rj1+j3)+(χ
−j2(Rj4)+)
′
−(Rj2+j3)+(χ
−j1(Rj4)+)
′
)
dz
∽− Res
z=∞
(
χ−j1(χ−j2(Rj4)+)
′(Rj3)+ − (χ
−j1(Rj3)+)+(χ
−j2(Rj4)+)
′
−
−(χ−j2(Rj3)+)+(χ
−j1(Rj4)+)
′
)
dz
∽− Res
z=∞
(
χ−j1(χ−j2(Rj4)+)
′(Rj3)+ − χ
−j1(Rj3)+(χ
−j2(Rj4)+)
′
−
−(χ−j2(Rj3)+)+(χ
−j1(Rj4)+)
′
)
dz
∽− Res
z=∞
(
χ−j1(Rj3)+(χ
−j2(Rj4)+)
′
+ + (χ
−j2(Rj3)+)
′
+χ
−j1(Rj4)+
)
dz
∽ 0,
which leads to
Ghj1 ,hj2 ,hj3
∂hj4
=
Ghj1 ,hj2 ,hj4
∂hj3
.
Furthermore, from (2.36) it follows that
∂hˆkℓ(z) = ∂hˆkℓ(z)−,
(
∂hˆkℓ−
ℓ′
)
−
= 0 as |z − ϕ| → 0.
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The first equality together with ∂hjℓ(z) = ∂hjℓ(z)+ implies ∂hj∂hˆkℓ = 0, hence we
have
Ghj1 ,hj2 ,hˆk
=− (Res
z=∞
+Res
z=ϕ
)
∂hj1 ℓ+ · ∂hj2 ℓ+ · ∂hˆkℓ−
ℓ′
dz
=− Res
z=∞
[ℓ′χ−j1 − (ℓ′χ−j1)−][ℓ
′χ−j2 − (ℓ′χ−j2)−]∂hˆkℓ−
ℓ′
dz
=− Res
z=∞
(ℓ′χ−j1−j2)+∂hˆkℓ−dz, (2.60)
From the first and the second equalities in (2.58) it follows that
∂Ghj1 ,hj2 ,hj3
∂hˆk
=Res
z=∞
∂hj1 ℓ+ · ∂hj2 ℓ+ · ∂hj3 ℓ+ · ∂hˆkℓ
′
−
ℓ′ · ℓ′
dz
=Res
z=∞
[ℓ′χ−j1 − (ℓ′χ−j1)−][ℓ
′χ−j2 − (ℓ′χ−j2)−][ℓ
′χ−j3 − (ℓ′χ−j3)−]∂hˆkℓ
′
−
ℓ′ · ℓ′
dz
=Res
z=∞
ℓ′χ−j1−j2−j3(∂hˆkℓ−)
′dz
=− Res
z=∞
(ℓ′χ−j1−j2−j3)′+∂hˆkℓ−dz
=− Res
z=∞
∂(ℓ′χ−j1−j2)+
∂hj3
∂hˆkℓ−dz
=
∂Ghj1 ,hj2 ,hˆk
∂hj3
,
where the last equality is due to (2.60) and (2.59). The other cases are similar.
Therefore the lemma is proved. 
Remark 2.16. Each function of V1 and V2 is determined up to a linear function of
its arguments, while the function G is determined up to a quadratic function of its
arguments. One refers to, for example [2] for some concrete examples of G.
Under the assumptions in (1.4), for any z1 ∈ Γ
′, z2 ∈ Γ, ϕ ∈ U , one has
log
(
z1 − z2
z1
)
= −
∑
i≥1
1
i
(
z2
z1
)i
,
1
z1 − z2
=
1
(z1 − ϕ)− (z2 − ϕ)
=
∑
i≥0
(z2 − ϕ)
i
(z1 − ϕ)i+1
.
Let f(z) =
∑+∞
−∞ fi(z−ϕ)
i be an arbitrary holomorphic function in a neighborhood
of the closed bend with boundaries Γ and Γ′, then it is easy to verify the following
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equalities:
1
2πi
∮
Γ′
f ′(z2) log
(
z1 − z2
z1
)
dz2 =
1
2πi
∮
Γ′
f(z2)
z1 − z2
dz2 = f(z1)−, (2.61)
1
2πi
∮
Γ
f ′(z1) log
(
z1 − z2
z1
)
dz1 =
1
2πi
∮
Γ
f(z1)
(
−1
z1 − z2
+
1
z1
)
dz1
=− f(z2)+ +
1
2πi
∮
Γ
f(z)
z
dz. (2.62)
Now we are ready to introduce a function of t ∪ h ∪ hˆ as
F =
1
(2πi)2
∮
Γ
∮
Γ′
(
1
2
ζ(z1)ζ(z2) + ζ(z1)ℓ(z2)− ℓ(z1)ζ(z2)
)
log
(
z1 − z2
z1
)
dz1dz2
−
V1(t)
2πi
∮
Γ
(
1
2
ζ(z) + ℓ(z)
)
dz +
V2(h)
2πi
∮
Γ
ζ(z)dz +G(h, hˆ). (2.63)
In fact, from the equalities (2.24) and (2.26) it follows that
t−1 =
1
2πi
∮
Σ
z(ζ)dζ = −
1
2πi
∮
Γ
ζ(z)dz, (2.64)
nhˆn =− n Res
χˆ=∞
z(χˆ)χˆn−1dχˆ = Res
z=ϕ
χˆn(z)dz =
1
2πi
∮
Γ
ℓ(z)dz, (2.65)
hence the function F can be represented equivalently as (1.13). Clearly, by virtue
of Remark 2.16, the function F is determined up to a quadratic function of the flat
coordinates.
Proposition 2.17. The function F given above satisfies, for any u, v, w ∈ t∪h∪ hˆ,
∂3F
∂u∂v∂w
= 〈∂u ◦ ∂v, ∂w〉η . (2.66)
Proof. Let us verify the equalities (2.66) in a straightforward way, with the help of
(2.34)–(2.36), (2.61) and (2.62). For convenience, denote Zi(z) = ζ(z)
iζ ′(z), then
from (2.34) it is easy to see that
∂ζ(z)
∂ti
= −Zi(z),
∂2ζ(z)
∂ti1∂ti2
= Zi1+i2
′(z),
∂3ζ(z)
∂ti1∂ti2∂ti3
= −Zi1+i2+i3
′′(z). (2.67)
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By using these equalities and (2.55), we have
∂3F
∂ti1∂ti2∂ti3
=
1
(2πi)2
∮
Γ
∮
Γ′
(
(−Zi1+i2+i3
′′(z1)
(
1
2
ζ(z2) + ℓ(z2)
)
−
(
1
2
ζ(z1)− ℓ(z1)
)
Zi1+i2+i3
′′(z2)
−
1
2
{Zi1+i2
′(z1)Zi3(z2) + Zi3(z1)Zi1+i2
′(z2) + c.p.(i1, i2, i3)}
)
log
(
z1 − z2
z1
)
dz1dz2
−
1
2πi
∮
Γ
(
1
2
ζ(z) + ℓ(z)
)
dz ·
1
2πi
∮
Γ
−Zi1+i2+i3
′(z)
z
dz
−
{
1
2πi
∮
Γ
(
−
1
2
Zi3(z)
)
dz ·
1
2πi
∮
Γ
Zi1+i2(z)
z
dz + c.p.(i1, i2, i3)
}
=
1
2πi
∮
Γ
(
Zi1+i2+i3
′(z)+
(
1
2
ζ(z) + ℓ(z)
)
−
(
1
2
ζ(z)− ℓ(z)
)
Zi1+i2+i3
′(z)−
−
1
2
{−Zi1+i2(z)+Zi3(z) + Zi3(z)Zi1+i2(z)− + c.p.(i1, i2, i3)}
)
dz
−
1
2πi
∮
Γ′
Zi1+i2+i3
′(z)
z
dz ·
1
2πi
∮
Γ
(
1
2
ζ(z) + ℓ(z)
)
dz
−
1
2
{
1
2πi
∮
Γ′
Zi1+i2(z)
z
dz ·
1
2πi
∮
Γ
Zi3(z)dz + c.p.(i1, i2, i3)
}
−
1
2πi
∮
Γ
(
1
2
ζ(z) + ℓ(z)
)
dz ·
1
2πi
∮
Γ
−Zi1+i2+i3
′(z)
z
dz
−
{
1
2πi
∮
Γ
(
−
1
2
Zi3(z)
)
dz ·
1
2πi
∮
Γ
Zi1+i2(z)
z
dz + c.p.(i1, i2, i3)
}
=
1
2πi
∮
Γ
(
Zi1+i2+i3(z)
(
−
1
2
ζ ′(z)− − ℓ
′(z)− +
1
2
ζ ′(z)+ − ℓ
′(z)+
)
−
3
2
Zi3(z)Zi1+i2(z) + {Zi1+i2(z)+Zi3(z) + c.p.(i1, i2, i3)}
)
dz + 0
=
1
2πi
∮
Γ
(Zi1+i2+i3(z) (−ζ
′(z)− ζ ′(z)− − ℓ
′(z)) + {Zi1+i2(z)Zi3(z)− + c.p.(i1, i2, i3)}) dz
=
〈
∂
∂ti1
◦
∂
∂ti2
,
∂
∂ti3
〉
η
,
where the second equality is due to (2.61) and (2.62), and the fourth equality is due
to Zi3(z)Zi1+i2(z) = Zi1+i2+i3(z)ζ
′(z).
Similarly, by using (2.35) and (2.56) we have
∂3F
∂ti1∂ti2∂hj
=
1
(2πi)2
∮
Γ
∮
Γ′
(
Zi1+i2
′(z1)(ℓ
′(z2)χ(z2)
−j)+
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−(ℓ′(z1)χ(z1)
−j)+Zi1+i2
′(z2)
)
log
(
z1 − z2
z1
)
dz1dz2
=−
1
2πi
∮
Γ
((
Zi1+i2(z1)+ −
1
2πi
∮
Γ′
Zi1+i2(z1)
z1
dz1
)
(ℓ′(z2)χ(z2)
−j)+
− (ℓ′(z)χ(z)−j)+Zi1+i2(z)−
)
dz
=−
1
2πi
∮
Γ
(ℓ′(z)χ(z)−j)+ζ(z)
i1+i2ζ ′(z)dz
=
〈
∂
∂ti1
◦
∂
∂ti2
,
∂
∂hj
〉
η
.
Moreover, by using (2.59) and (2.58) we have
∂3F
∂hj1∂hj2∂hj3
=
1
(2πi)2
∮
Γ
∮
Γ′
(
ζ(z1)(Rj1+j2+j3(z2))
′′
+ − (Rj1+j2+j3(z1))
′′
+ζ(z2)
)
log
(
z1 − z2
z1
)
dz1dz2
+
1
2πi
∮
Γ
ζ(z)dz ·
1
2πi
∂
∂hj3
∮
Γ
Rj1+j2(z)+
z
dz +
∂3G
∂hj1∂hj2∂hj3
=
1
2πi
∮
Γ
Rj1+j2+j3
′(z)+ζ(z)dz −
1
2πi
∮
Γ′
Rj1+j2+j3
′(z)+
z
dz ·
1
2πi
∮
Γ
ζ(z)dz
+
1
2πi
∮
Γ
ζ(z)dz ·
1
2πi
∮
Γ
−Rj1+j2+j3
′(z)+
z
dz
+ Res
z=∞
(2Rj1+j2+j3(z)ℓ
′(z)− {Rj1+j2(z)Rj3(z)+ + c.p.(j1, j2, j3)}) dz
=Res
z=∞
(Rj1+j2+j3(z)(ζ
′(z)− + 2ℓ
′(z))− {Rj1+j2(z)Rj3(z)+ + c.p.(j1, j2, j3)}) dz
=
〈
∂
∂hj1
◦
∂
∂hj2
,
∂
∂hj3
〉
η
,
The other cases are similar. Therefore the proposition is proved. 
2.6. The Euler vector field. On Mm,n, let us introduce a vector field as
~E =
∑
i∈Z
(
1
m
− i
)
ti
∂
∂ti
+
m−1∑
j=1
j + 1
m
hj
∂
∂hj
+
n∑
k=0
(
1
m
+
k
n
)
hˆk
∂
∂hˆk
. (2.68)
Proposition 2.18. The function F defined by (2.63) satisfies
Lie ~EF =
(
2 +
2
m
)
F + quadratic terms in flat coordinates. (2.69)
Proof. If we assign deg z = 1
m
, and assume each of the functions ζ(z) and ℓ(z) to be
homogeneous of degree 1, then from (2.34)–(2.36) one sees that the flat coordinates
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have degrees as follows
deg ti =
1
m
− i, i ∈ Z; (2.70)
deg hj =
j + 1
m
, 1 ≤ j ≤ m− 1; (2.71)
deg hˆk =
k
n
+
1
m
, 0 ≤ k ≤ n. (2.72)
Accordingly, one observes that V1 and V2 defined by (2.55) and (2.56) are homo-
geneous of degree 1 + 1
m
(up to a linear terms in the flat coordinates) while G
defined by (2.57) is homogeneous of degree 2 + 2
m
(up to a quadratic terms in the
flat coordinates). Hence, up to quadratic terms the function F is homogeneous of
degree
deg F = 2 +
2
m
.
Therefore the proposition is proved. 
2.7. Proof of Main Theorem 1. It follows from Propositions 2.6, 2.12, 2.17 and
2.18 that equipped to Mm,n there is an infinite-dimensional Frobenius manifold
structure. More precisely, for the Frobenius manifold the flat metric 〈 , 〉η is given
in (2.21), the product is defined by (2.46), the unity vector filed ~e is given in (2.47),
the potential function F is given in (2.63) and the Euler vector filed ~E is given in
(2.68).
Remark 2.19. Recall the definition of Mm,n in Section 1.2. Suppose that the
condition (C3) is replace by a general setting:
(C3)’ The winding number of ζ(z) around 0 is an arbitrary positive integer r, such
that ζ(z)1/r maps the circle Γ biholomorphicly to a simple smooth curve Σ
around 0.
Then we can still carry out the above approach and obtain a Frobenius manifold
structure on Mm,n under certain assumptions, with ζ(z) being replaced by ζ(z)
1/r
when introducing the flat coordinates ti. In particular, if we take
r = 2, ϕ = 0, m = 2m′, n = 2n′
with arbitrary positive integers m′ and n′, and assume (a(z), aˆ(z)) to be a pair of
even functions of z, then the Frobenius manifold M2m′,2n′ coincides with the one
constructed in [27] underlying the two-component BKP hierarchy.
3. Proof of Main Theorem 2
In this section, we want to clarify the relationship between the infinte-dimensional
Frobenius manifold Mm,n and the universal Whitham hierarchy.
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3.1. The universal Whitham hierarchy and its bihamiltonian structures.
As mentioned before, a general version of the universal Whitham hierarchy was
investigated by Krichever [14, 15], and now we only focus on the case of meromorphic
functions with a fixed pole at infinity and a movable pole. More precisely, let us
consider two merophorphic functions of z on the Riemann sphere of the form
λ(z) = z +
∑
i≥1
vi(x)(z − ϕ(x))
−i, λˆ(z) =
∑
i≥−1
vˆi(x)(z − ϕ(x))
i, (3.1)
with x ∈ S1 being a loop parameter. In this paper by the (special) universal
Whitham hierarchy we mean the following system of evolutionary equations:
∂λ(z)
∂sk
=
[
(λ(z)k)+, λ(z)
]
,
∂λˆ(z)
∂sk
=
[
(λ(z)k)+, λˆ(z)
]
, (3.2)
∂λ(z)
∂sˆk
=
[
−(λˆ(z)k)−, λ(z)
]
,
∂λˆ(z)
∂sˆk
=
[
−(λˆ(z)k)−, λˆ(z)
]
, (3.3)
where the Lie bracket [ , ] reads
[f, g] :=
∂f
∂z
∂g
∂x
−
∂g
∂z
∂f
∂x
(3.4)
and k = 1, 2, 3, . . . . Here it is omitted some additional flows constructed via loga-
rithm functions in the general version of [15], for they do not concern to what we
study below.
Observe that, when |z| → ∞ the function λ(z) in (3.1) can also be expanded
as λ(z) = z +
∑
i≥1 v˜iz
−i, thus the flows ∂λ(z)/∂sk in (3.2) indeed compose the
dispersionless KP hierarchy. That is to say, the hierarchy (3.2)–(3.3) is an exten-
sion of the dispersionless KP hierarchy. In fact, the universal Whitham hierarchy
admits other reductions and the corresponding Frobenius manifolds/WDVV equa-
tions have been constructed in the context of Landau-Ginsburg topological models.
For example, when λˆ(z) → 0 and (λ(z)m)− = 0 with some positive integer m, the
hierarchy (3.2)–(3.3) is reduced to the dispersionless Gelfand-Dickey hierarchy, and
its bihamiltonian structure was involved by Dubrovin [8] in the A-series Landau-
Ginsburg topological models. When λ(z)m = λˆ(z)n with positive integers m and n,
it was achieved by Krichever a residue formula for the solution of WDVV equations
(see Theorem 5.6 in [15] for details, and see also [1, 2]), which can be regarded as the
potential function of a Frobenius manifold. We hope that our construction below
for the universal Whitham hierarchy (3.2)–(3.3) would help us to understand such
works.
Let us recall the bihamiltonian structures derived in [28] for the universal Whitham
hierarchy (3.2)–(3.3). Given two arbitrary positive integers m and n, we consider
the loop space, denoted as LMm,n, of smooth maps from the unit circle S
1 to the
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manifold Mm,n defined in (1.2). A point in the loop space LMm,n is written as
~a = (a, aˆ) =
(
zm +
∑
i≤m−2
ai(x)(z − ϕ(x))
i,
∑
i≥−n
aˆi(x)(z − ϕ(x))
i
)
.
At this point, the tangent space T~aLMm,n and the cotangent space T
∗
~aLMm,n of
the loop space take a similar form as (2.1) and (2.2) respectively.
On the loop space LMm,n, we introduce a ring of formal differential polynomials
as
A := C∞ (a) [[∂xa, ∂x
2a, . . . ]],
where
a(x) = (ϕ(x), am−2(x), am−3(x), . . . , aˆ−n(x), aˆ−n+1(x), . . . ).
Let us consider the quotient space F := A/∂xA, whose elements are called local
functionals written in the form
F =
∫
f
(
a, ∂xa, ∂x
2a, . . .
)
dx ∈ F , f ∈ A.
Given a local functional F ∈ F , its variational gradient at ~a means a cotangent
vector dF ∈ T ∗~aLMm,n such that
δF =
∫
〈dF, δ~a〉 dx,
with the nondegenerate pairing 〈 , 〉 given in (2.3).
Proposition 3.1 ([28]). For any positive integers m and n, there is a bihamiltonian
structure on LMm,n given by the follows two compatible Poisson brackets
{
F,H
}
ν
=
∫
〈dF,Pν · dH〉 dx, ν = 1, 2. (3.5)
Here the Poisson tensors Pν : T
∗
~aLMm,n → T~aLMm,n read
P1 · ~ω =
(
[ω, a]− + [ωˆ, aˆ]− − [ω− + ωˆ−, a],−[ω, a]+ − [ωˆ, aˆ]+ + [ω+ + ωˆ+, aˆ]
)
, (3.6)
P2 · ~ω =
(
([ω, a]− + [ωˆ, aˆ]−)a− [(ωa+ ωˆaˆ)−, a]− σa
′,
− ([ω, a]+ + [ωˆ, aˆ]+)aˆ+ [(ωa+ ωˆaˆ)+, aˆ]− σaˆ
′
)
, (3.7)
with the Lie bracket [ , ] given in (3.4) and
σ =
1
m
Res
z=ϕ
([ω, a] + [ωˆ, aˆ])dz. (3.8)
Moreover, let
a = λ(z)m, aˆ = λˆ(z)n,
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then the universal Whitham hierarchy (3.2)–(3.3) can be represented in a bihamilto-
nian recursive form as
∂F
∂sk
= {F,Hk+m}1 = {F,Hk}2,
∂F
∂sˆk
= {F, Hˆk+n}1 = {F, Hˆk}2, (3.9)
where the Hamiltonian functionals are given by
Hk = −
m
k
∫
Res
z=∞
λ(z)k dx, Hˆk =
n
k
∫
Res
z=ϕ
λˆ(z)k dx, (3.10)
with k = 1, 2, 3, . . . .
Remark 3.2. A dispersionful version of the hierarchy (3.2)–(3.3) was proposed in
[22, 28] by using scalar pseudo-differential operators, which is an extension of the
full KP hierarchy. In analogue of the KP hierarchy, such an extension of it can
be represented equivalently as a bilinear equation of Baker-Akhiezer functions [17],
and it is equipped with a series of bihamiltonian structures [28] whose dispersionless
limits are given in the above proposition.
3.2. The bihamiltonian structure induced from Mm,n. In order to stduy the
relation between the infinite-dimensional Frobenius manifold Mm,n and the univer-
sal Whitham hierarchy (3.2)–(3.3), we continue to study the intersection form on
Mm,n.
Lemma 3.3. The Euler vector field ~E defined in (2.68) can be represented in Laurent
series as
~E =
(
a(z)−
za′(z)
m
, aˆ(z)−
zaˆ′(z)
m
)
. (3.11)
Proof. It suffices to show
~E(ζ(z)) = ζ(z)−
zζ ′(z)
m
, ~E(ℓ(z)) = ℓ(z)−
zℓ′(z)
m
. (3.12)
Firstly, substituting ζ = ζ(z) into (2.23), one has
z =
∑
i∈Z
tiζ(z)
i,
whose derivative with respect to z is
1 =
∑
i∈Z
itiζ(z)
i−1ζ ′(z).
Thus, by using (2.34) one obtains
ζ(z)−
zζ ′(z)
m
=
∑
i∈Z
itiζ(z)
iζ ′(z)−
∑
i∈Z
tiζ(z)
i ζ
′(z)
m
=
∑
i∈Z
(
i−
1
m
)
tiζ(z)
iζ ′(z) = ~E(ζ(z)).
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With the same method, by using (2.35) and (2.36) one gets(
ℓ(z)−
zℓ′(z)
m
)
+
=
m−1∑
j=11
i+ 1
m
hi(ℓ
′(z)χ(z)−i)+ = ~E(ℓ(z)+),
(
ℓ(z)−
zℓ′(z)
m
)
−
=−
n∑
i≥0
(
1
m
+
i
n
)
hˆi(ℓ
′(z)χˆ(z)−i)− = ~E(ℓ(z)−).
Therefore the lemma is proved. 
Recall the generating functions (2.4) and (2.5) of covectors on T ∗~aMm,n. With
the help of the Euler vector field, we define the intersection form on the contangent
space by
(dα(p), dβ(q))∗ := i ~E(dα(p) ⋆ dβ(q)), α, β ∈ {a, aˆ}. (3.13)
Proposition 3.4. The intersection form (3.13) can be represented as
(dα(p), dβ(q))∗ =
α′(p)β(q)
p− q
+
β ′(q)α(p)
q − p
+
α′(p)β ′(q)
m
, α, β ∈ {a, aˆ}. (3.14)
Proof. For any α, β ∈ {a, aˆ}, by using (2.6), (2.43) and (3.11) one has〈
dα(p) ⋆ dβ(q), ~E(z)
〉
=
β ′(q)
q − p
〈
dα(p), ~E(z)
〉
+
α′(p)
p− q
〈
dβ(q), ~E(z)
〉
=
β ′(q)
q − p
(
α(p)−
pα′(p)
m
)
+
α′(p)
p− q
(
β(q)−
qβ ′(q)
m
)
=
α′(p)β(q)
p− q
+
β ′(q)α(p)
q − p
+
α′(p)β ′(q)
m
.
Thus the proposition is proved. 
Similar as before, based on the nondegenerate pairing (2.3), there is a linear map
g : T ∗~aMm,n → T~aMm,n (3.15)
defined by
〈~ω1, g · ~ω2〉 = (~ω1, ~ω2)
∗ , ~ω1, ~ω2 ∈ T
∗
~aMm,n. (3.16)
Lemma 3.5. The map g defined above is a bijection. More precisely, for any
(ω(z), ωˆ(z)) ∈ T ∗~aMm,n it holds that g · (ω(z), ωˆ(z)) = (ξ(z), ξˆ(z)) with
ξ(z) =a′(z)(a(z)ω(z) + aˆ(z)ωˆ(z))− − a(z)(a
′(z)ω(z) + aˆ′(z)ωˆ(z))− + ρa
′(z),
(3.17)
ξˆ(z) =− aˆ′(z)(a(z)ω(z) + aˆ(z)ωˆ(z))+ + aˆ(z)(a
′(z)ω(z) + aˆ′(z)ωˆ(z))+ + ρaˆ
′(z),
(3.18)
where
ρ =
1
m
Res
z=ϕ
(a′(z)ω(z) + aˆ′(z)ωˆ(z)) dz.
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Proof. Firstly, one can verify (3.17) and (3.18) in the same way as in Lemma 2.2,
with 〈 , 〉∗ replaced by ( , )∗. Now let us show that the map g is bijective. In fact,
according to (3.17) and (3.18) one has
aˆ′ξ − a′ξˆ =a′aˆ′(aω + aˆωˆ)− aˆ′a(a′ω + aˆ′ωˆ)− − a
′aˆ(a′ω + aˆ′ωˆ)+
=(aˆ′a− a′aˆ) ((a′ω)+ − (aˆ
′ωˆ)−) ,
which leads to (recall the third inequality in (1.8))
(a′ω)+ =
(
aˆ′ξ − a′ξˆ
aˆ′a− a′aˆ
)
+
, (aˆ′ωˆ)− = −
(
aˆ′ξ − a′ξˆ
aˆ′a− a′aˆ
)
−
. (3.19)
To simplify notations, let us denote
K(z) =
aˆ′(z)ξ(z)− a′(z)ξˆ(z)
aˆ′(z)a(z) − a′(z)aˆ(z)
.
By using 1
a′
∈ (z − ϕ)−m+1H−ϕ and
1
aˆ′
∈ (z − ϕ)n+1H+ϕ , one obtains
ω =(ω)≥−m+1 =
(
1
a′
(a′ω)+
)
≥−m+1
=
(
1
a′
K+
)
≥−m+1
=
(
K
a′
)
≥−m+1
, (3.20)
ωˆ =(ωˆ)≤n =
(
1
aˆ′
(aˆ′ωˆ)−
)
≤n
= −
(
1
aˆ′
K−
)
≤n
= −
(
K
aˆ′
)
≤n
. (3.21)
Conversely, for any (ξ, ξˆ) ∈ T~aMm,n, one has (ω, ωˆ) by the formulae (3.20) and
(3.21). Now let us compute (ψ, ψˆ) := g · (ω, ωˆ). To this end, one has
ρ =
1
m
Res
z=ϕ
(a′ω + aˆ′ωˆ)dz
=
1
m
Res
z=ϕ
(
a′
(
K
a′
)
≥−m+1
− aˆ′
(
K
aˆ′
)
≤n
)
dz
=
1
m
Res
z=ϕ
(
a′
K
a′
− aˆ′
K
aˆ′
)
dz − Res
z=ϕ
K
a′
(z − ϕ)m−1dz
=− Res
z=ϕ
K
a′
(z − ϕ)m−1dz,
(aω)+ =
(
a
(
K
a′
)
≥−m+1
)
+
=
(
a
K
a′
)
+
− Res
z=ϕ
K
a′
(z − ϕ)m−1dz
=
(
ξ
a′
+
aˆξ − aξˆ
aˆ′a− a′aˆ
)
+
+ ρ =
(
aˆξ − aξˆ
aˆ′a− a′aˆ
)
+
+ ρ,
(aˆωˆ)− =−
(
aˆ
(
K
aˆ′
)
≤n
)
−
= −
(
aˆ
K
aˆ′
)
−
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=−
(
aˆξ − aξˆ
aˆ′a− a′aˆ
+
ξˆ
aˆ′
)
+
= −
(
aˆξ − aξˆ
aˆ′a− a′aˆ
)
−
.
Hence, by using (3.17), (3.18) and (3.19), we obtain
ψ =a ((a′ω)+ − (aˆ
′ωˆ)−)− a
′ ((aω)+ − (aˆωˆ)− − ρ) = a
aˆ′ξ − a′ξˆ
aˆ′a− a′aˆ
− a′
aˆξ − aξˆ
aˆ′a− a′aˆ
= ξ,
ψˆ =aˆ ((a′ω)+ − (aˆ
′ωˆ)−)− aˆ
′ ((aω)+ − (aˆωˆ)− − ρ) = aˆ
aˆ′ξ − a′ξˆ
aˆ′a− a′aˆ
− aˆ′
aˆξ − aξˆ
aˆ′a− a′aˆ
= ξˆ.
Thus the lemma is proved. 
With the help of the bijection g, let us introduce another metric on Mm,n as
〈∂1, ∂2〉g := 〈g
−1(∂1), ∂2〉 =
(
g−1(∂1), g
−1(∂2)
)∗
, ∂1, ∂2 ∈ T~aMm,n. (3.22)
Theorem 3.6. The compatible Poisson brackets (3.5) are the ones induced by the
metrics 〈 , 〉η and 〈 , 〉g given in (2.21) and in (3.22) respectively.
Proof. Denote ~ωx = (ωx, ωˆx) =
(
∂ω
∂x
, ∂ωˆ
∂x
)
for ~ω ∈ T ∗~aLMm,n. Observe that the
formulae (3.6) and (3.7) can be represented as
Pν · ~ω = Pν(~ωx) +Qν(~ω), ν = 1, 2,
where Pν and Qν are functions depending linearly on ~ωx and on ~ω respectively.
According to the theory of hamiltonian structures of hydradynamic type [11], we
only need to compare the functions Pν (ν = 1, 2) with η · ~ωx and g · ~ωx (recall (2.8)
and (3.15)). More explicitly, by using Lemmas 2.2 and 3.5 it is straightforward to
check
P1(~ωx) =
(
− (a′ωx)− − (aˆ
′ωˆx)− + a
′(ωx)− + a
′(ωˆx)−,
(a′ωx)+ + (aˆ
′ωˆx)+ − aˆ(ωx)+ − aˆ(ωˆx)+
)
=η · ~ωx,
P2(~ωx) =
(
− a(a′ωx + aˆ
′ωˆx)− + a
′(aωx + aˆωˆx)− −
a′
m
Res
z=ϕ
(−a′ωx − aˆ
′ωˆx)dz,
aˆ(a′ωx + aˆ
′ωˆx)+ − aˆ
′(aωx + aˆωˆx)+ −
aˆ′
m
Res
z=ϕ
(−a′ωx − aˆ
′ωˆx)dz
)
=g · ~ωx.
Therefore the theorem is proved. 
So we complete the proof of Main Theorem 2.
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4. Concluding remarks
In this paper we have constructed a class of infinite-dimensional Frobenius man-
ifolds underlying the universal Whitham hierarchy (3.2)–(3.3), whose dispersionful
analogue is an extension of the KP hierarchy. More exactly, on such a Frobenius
manifold Mm,n with positive integers m and n, its flat coordinates for the metric,
the product with unity vector field, the potential function F , the Euler vector field
and the intersection form are obtained. Moreover, the flat pencil of metrics on the
Frobenius manifold is proved to induce the bihamiltonian structure (3.5) for the
universal Whitham hierarchy (3.2)–(3.3). In other words, the method initiated in
[3] and developed in [27, 29] is applied successfully to a wider range of concrete
examples.
Similar to the finite-dimensional case, if we take the following Hamiltonian func-
tionals given by the derivatives of the potential function as
Hu,0 =
∫
∂F
∂u
∣∣∣∣
v 7→v(x)
dx, u, v ∈ t ∪ h ∪ hˆ,
then the Hamiltonian equations given by the first Poisson bracket in (3.5) are up to
constant factors with those flows of the nondecendant level in the principal hierarchy
associated to Mm,n. We expect that the bihamiltonian recursion relation in (3.9)
might help us to obtain the complete principal hierarchy. Furthermore, a tau func-
tion of the principal hierarchy is expected to be introduced, which may help us to
understand the tau function with that solving the string equation for the Whitham
hierarchy studied in [2, 15]. We will consider it in other occasions.
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