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xABSTRACT
Akova, Ferit Ph.D., Purdue University, August 2013. A Nonparametric Bayesian
Perspective for Machine Learning in Partially-Observed Settings. Major Professor:
Mehmet M. Dundar.
Robustness and generalizability of supervised learning algorithms depend on the
quality of the labeled data set in representing the real-life problem. In many real-
world domains, however, we may not have full knowledge of the underlying data-
generating mechanism, which may even have an evolving nature introducing new
classes continually. This constitutes a partially-observed setting, where it would be
impractical to obtain a labeled data set exhaustively defined by a fixed set of classes.
Traditional supervised learning algorithms, assuming an exhaustive training library,
would misclassify a future sample of an unobserved class with probability one, leading
to an ill-defined classification problem. Our goal is to address situations where such
assumption is violated by a non-exhaustive training library, which is a very realistic
yet an overlooked issue in supervised learning.
In this dissertation we pursue a new direction for supervised learning by defining
self-adjusting models to relax the fixed model assumption imposed on classes and their
distributions. We let the model adapt itself to the prospective data by dynamically
adding new classes/components as data demand, which in turn gradually make the
model more representative of the entire population. In this framework, we first employ
suitably chosen nonparametric priors to model class distributions for observed as well
as unobserved classes and then, utilize new inference methods to classify samples from
observed classes and discover/model novel classes for those from unobserved classes.
This thesis presents the initiating steps of an ongoing effort to address one of
the most overlooked bottlenecks in supervised learning and indicates the potential
xi
for taking new perspectives in some of the most heavily studied areas of machine
learning: novelty detection, online class discovery and semi-supervised learning.
11 INTRODUCTION
The goal of machine learning is to build robust models based on observed data that,
when deployed in real-life applications, generalize well to as-yet unseen examples of
the sample population. Two major paradigms heavily studied in machine learning are
supervised learning and unsupervised learning. In supervised learning each data point
is coupled with a label, generally indicating a class membership or a function output,
where the goal is to infer a mapping from the data into labels and employ it in pre-
dicting labels of (existing or future) unlabeled data points. In unsupervised learning
samples do not have labels, where the goal is to identify patterns or substructures in
the data and to describe or represent the data by those patterns/substructures.
Among the many factors that influence the generalizability of a learning algorithm,
an exhaustive training dataset is perhaps the most critical. A training dataset is
exhaustive if it contains samples from all classes of informational value. When some
of the classes are not yet known and hence not represented, the resulting training
dataset is non-exhaustive and the associated learning problem is ill-defined. In this
case, a sample from a class unknown at the time of training will be always incorrectly
classified into one of the existing classes.
The easiest way to tackle with this problem is to ignore it, as most traditional
algorithms do. This could be a viable option, when the prior probability of samples
originating from an unrepresented class is low and/or the misclassification cost is
negligible. However, for critical applications, this strategy could be potentially too
costly to be a serious alternative.
21.1 Partially-Observed/Nonexhaustive Training Data
In many supervised learning settings the labeled data is not only difficult and
costly to obtain but also collected without full knowledge of the underlying com-
ponents of the data-generating mechanism. The main challenge that arises in the
mining of real-world data sets but is often overlooked in supervised as well as semi-
supervised learning is that the data model is not only unknown at the time of training
but may also have an evolving nature that makes learning with a fixed model imprac-
tical. Under such circumstances it would be unrealistic to assume that training and
prospective data sets come from the same distribution, because certain aspects of
the data-generating mechanism evident at the time the prospective data are observed
may not be evident at the time the training data set is collected. As a result of this
intrinsic difference between data sets observed at different time points, it is natural
to have a training data set where the set of classes is non-exhaustively defined, i.e.
partially observed. It is impractical, often impossible, to define a training data set
with a complete set of classes and then collect samples for each class, mainly because:
i) some of the classes may not be in existence at the time of training, ii) they may
exist but are not known, or iii) their existence may be known but samples are sim-
ply not obtainable. A classifier trained with a non-exhaustive data set misclassifies
all samples of unrepresented classes with a probability one, making the associated
learning problem ill-defined.
In this thesis, we present a new perspective for supervised learning to address the
described problem, bringing forth a number of advantages in handling data sets with
evolving nature. Here the term evolving does not merely imply time-dependent or
streaming data sets, but rather indicates the possibility of discovering other ’previ-
ously inaccessible‘ classes as well as formation of new ones. The proposed framework
incorporates supervised classification with class discovery and modeling. The specific
research goals that we targeted can be summarized as follows:
31. Training a classifier with a non-exhaustive training set to detect samples of
unrepresented classes, i.e., novelties, with a high sensitivity while classifying
future samples of represented classes with an acceptable accuracy.
2. Defining a prior model over the class distributions to enable easy incorporation
of the domain knowledge to facilitate real-time class discovery and modeling.
3. Exploiting additional information introduced by the newly discovered classes to
improve the predictive performance of the classifier for future samples.
All three problems are highly connected and we have to treat them jointly to
develop a robust non-exhaustive learning system. More specifically, as we discover
and accurately model more classes of informational value, the evolving model will
gradually become more representative of the entire population. This, in turn, will
improve the performance for detecting novelties as well as classifying future samples
of previously discovered classes. In other words, it will result in a self-adjusting model
for partially-observed settings to better accommodate more incoming data.
In what follows we describe three scientific applications with nonexhaustively de-
fined training data sets in nature that motivated the presented research in this thesis.
1.2 Motivating Real-World Applications
Bacteria/Pathogen Detection
A global surge in the number of outbreaks together with elevated concerns about
biosecurity has led to an enormous interest among scientific communities and gov-
ernment agencies in developing label-free, i.e., reagentless, techniques for rapid iden-
tification of pathogens. The core advantage of label-free methods is their ability to
quantify phenotypes for which there are no available antibodies or genetic markers.
This information can be used within a traditional supervised-learning framework in
which knowledge discovered from independently tested and prelabeled samples is used
for training. However, the quality of training libraries is potentially limited because
4the sheer number of bacterial classes would not allow for practical and manageable
training in a traditional supervised setting; for instance Salmonella alone has over
2400 known serovars. Additionally, microorganisms are characterized by a high mu-
tation rate, which means that new classes of bacteria can emerge anytime. Thus,
no matter how diligently the labeled data set is collected, the evolving nature of the
problem does not allow for obtaining an exhaustively-defined training data set.
Hyperspectral Data Analysis
New sensor technology has made it possible to gather hyperspectral images in
hundreds and potentially thousands of spectral bands. This increased spectral reso-
lution has resulted in a tremendous increase in information density for remote-sensing
imagery, facilitating the differentiation of land-cover types with only subtle structural
differences and thus allowing for in-depth analysis of the scene. The widespread use
of machine-learning techniques in the analysis of hyperspectral imagery is usually
hindered by the lack of well-defined ground truth. Collecting ground-truth is a labo-
rious task limited mainly by the manual labeling of the fields. The problem can get
worse, especially when analyzing images of scenes that cannot be physically accessed,
e.g., an enemy territory, or scenes with dynamic characteristics, e.g., urban fields.
Under these circumstances, defining an exhaustive set of classes becomes impractical.
The previously collected ground truth for similar scenes might allow for classification
of broad land-cover types, but this comes at the expense of misclassifying fields be-
longing to undefined land-cover types into one of the existing types. Besides, this
approach under-exploits the wealth of spectral information available in the imagery
and does not allow for in-depth and high-level image analysis. In summary, the set
of classes of informational value in hyperspectral image analysis is inherently non-
exhaustive and like the pathogen detection problem presented above, robust analysis
of hyperspectral data also requires new rigorous machine-learning approaches capable
of addressing the non-exhaustiveness problem.
51.3 Previous Work Related to Nonexhaustive Learning
Early work related to the current study can be considered in 3 groups: i) Oﬄine
methods, ii) Online/Incremental learning methods and iii) Online Clustering with
novelty detection.
Oﬄine Methods - Anomaly/Novelty Detection
Oﬄine methods related to nonexhaustive learning are anomaly detection [1–4] and
novelty detection [5–7]. These techniques focus on the first problem stated in section
1.1, namely learning to detect novelties without any specific effort on differentiating
them. So they do not possess the capability for online class discovery and modeling.
Both anomaly detection and novelty detection deal with detecting samples not rep-
resented in the training set, however, anomalies are by definition samples that are
peculiar, abnormal or difficult to classify. Since a group of detected anomalies do
not necessarily possess informational value it is very difficult to model them. On the
other hand, novelties originate from hidden, missing or not yet known classes and
thereby have informational value. Novelty detection is also sometimes referred to in
the literature as “novel class detection”. Most of the early work on novelty detection
is developed around one-class classification problems and uses either support estima-
tion [8,9] or density-based models to identify novelties that are not represented in the
training dataset.
Online/Incremental Learning
Online or incremental learning addresses the third problem in section 1.1 that is
improving the prediction performance by combining the past and present data. Actu-
ally online learning develops sequential classification algorithms utilizing the current
sample only to update the classifiers [10–17]. The focus is mainly on discrimina-
tive models with special emphasis on kernel based methods. However, discriminative
6functions are modeled using all or a subset of the training samples so it is not trivial
how to obtain update equations based on the current sample only. Also many of the
studies in this field assume exhaustiveness of the initial training set.
Although there is similarity with nonexhaustive learning in terms of the sequential
classification aspect, the difference lies in the way training updates occur: If a sample
is classified to an existing class then the corresponding class parameters are updated.
Otherwise, if the sample turns out to be a novelty then a new class is generated and
the existing model is updated by augmenting that class into it.
Online Clustering with Novelty Detection
In this line of work Dirichlet process priors have been employed for online cluster
modeling [18–25]. We benefited from the literature on online clustering with novelty
detection. We used non-parametric prior models for novel class discovery in the same
way as these techniques do so for online cluster modeling. However, a distinction arises
in the way inference is performed. We work with data sets for which the structure
is partially observed and implement inference techniques that take advantage of the
observed part of the structure to discover the unobserved part. On the other hand,
online cluster modeling deals with fully unobserved structures and performs inference
in a fully unsupervised manner. In addition, most of the existing techniques in this line
deal with text or streaming data. Thus, we found the overlap between the proposed
work and early work on online clustering with novelty detection to be minimal.
In traditional novelty detection algorithms no immediate action is taken for nov-
elties. Once detected, they are left for a follow-up analysis. However, novelties origi-
nate from classes of informational value which were not known at the time of training.
Pooling novelties showing similar characteristics into individual clusters may poten-
tially recover some of these classes and as more classes of informational value are
introduced, the training model becomes more representative of the real population.
This helps improve the predictive performance of the system not only for detecting
7novelties but also for classifying future samples of newly discovered classes. In this
thesis we take a Bayesian learning view to achieve this dynamic behavior by putting
some trust on prior domain knowledge but relying more on the way that the data
lead to.
1.4 Background in Bayesian Learning/Inference
Bayesian learning aims to capture the data generating mechanism underlying the
observed data by incorporating any prior belief about the generative model, which
can include class distributions, independence assumptions, auxiliary parameters etc.
Assuming a good prior model that accurately represents the generative process for
the data is crucial for solving complex real-world problems. The model structure, M ,
consists of some unknown parameters, Θ, as random variables and the usual Bayesian
recipe to estimate the true parameters is: i) define prior probability distributions over
model parameters—possibly in a hierarchical fashion, ii) acquire some real data, D,
representative of the sample population, iii) infer the posterior probability distribu-
tion for the parameters given the observed data, P (Θ|D,M). Once we obtain the
posterior distribution we can, for instance, make predictions for future data by av-
eraging over the posterior, which yields the posterior mean; or make decisions by
minimizing the expected loss using a loss function (Bayesian decision making).
Specifically, the prior distribution and the likelihood of the parameters on the
available data are combined using the Bayes’ Rule as:
P (Θ|D,M) = P (Θ|M)P (D|Θ,M)
P (D|M) (1.1)
where the denominator, i.e. evidence, is obtained by integrating over the parameters:
P (D|Mk) =
∫
Θ
P (D|Θ,Mk)P (Θ|Mk) (1.2)
8It is also called the marginal likelihood since it does not depend on any parameters
and serves as a normalizing constant in the actual computation, which is usually
ignored to express it simply as a proportionality: Posterior ∝ Prior x Likelihood.
Usually, working with simple models and/or using conjugate distributions for the
likelihood and the prior makes it possible to analytically obtain posteriors in closed-
form. However, conjugate models can seldom describe the observed data and usually
more flexible models are needed. In this case more complex distributions are em-
ployed, which cannot be represented using tractable formulas and are approximated
by more computational sampling methods (randomly drawing a large number of values
from a distribution), or by deterministic approximation methods.
In situations where choosing the best fitting model is difficult, model selection is
performed by comparing different models based on their marginal likelihoods. To do
so, for each model Mk, the marginal likelihood of the observed data is computed using
(1.2). As a result, a single model can be chosen according to the trade-off between the
computed value and the model complexity (i.e. the number of model parameters) to
avoid over-fitting the observed data. Alternatively, predictions from multiple models
can be combined as a weighted average based on the marginal likelihood values times
the prior probability of each respective model.
Parametric and Nonparametric Models
Many real world problems require very flexible models and parametric models are
limited in that sense since they are represented by a fixed number of parameters.
Although we can get some more flexibility through hierarchical models by placing
hyper-priors on the priors of the parameters themselves, the assumptions on the
distributions may be too restrictive for accurately modeling the data. Nonetheless,
the theory of finite mixture models [26] states that given enough components and
under fairly weak assumptions, a mixture model can approximate a given density
arbitrarily closely, allowing better flexibility. For example, even if the initially known
9classes belong to a much complex distribution, the class-conditional distributions can
still be estimated arbitrarily closely, using a mixture of Gaussians. A mixture of
Gaussian subclasses can be learned for each class data through a process involving
expectation maximization (EM) [27] and model selection. As an aside, in a wide range
of applications it is customary to treat data of unknown nature by assuming Normal
(Gaussian) distribution for all classes. Normal distribution is generally preferred due
to its simplicity and analytical tractability as well as its suitability in modeling many
natural and social phenomena—as it can be justified via the Central Limit Theorem.
In this thesis we treated the aforementioned scientific problems by assuming single
Gaussians or mixtures of Gaussians for the initial classes.
However, going back to learning with a partially-observed data set, the major
problem is that regardless of how accurately the initial parametric model matches
the available data, a clear mismatch with the unknown classes is inevitable. The
huge variability due to emerging classes in future data cannot be modeled using
traditional learning algorithms. As an alternative to parametric models there are
Nonparametric models in Bayesian learning, which allow defining more flexible models
capable to capture the variability in the data by using nonparametric distributions
for the priors. Nonparametric models are not free of parameters; on the contrary,
they have (countably) infinitely many parameters. In other words, in nonparametric
models the number of parameters grow as the data demand. Dirichlet Processes (DP)
[28] are among the most popular nonparametric distributions. DP is a distribution
over distributions, which makes it suitable for using it as a prior over the distribution
defined for parameters. A DP itself is defined by two parameters, a base distribution
and a precision parameter. We will be using DPs in our nonexhaustive learning
algorithms that we present in this thesis and will provide a more detailed description
in Chapter 3.
Our research focuses primarily on supervised and semi-supervised learning in par-
tially observed settings where the set of classes in the training data set is nonexhaus-
tively defined and prospective data may originate from observed as well as unobserved
10
classes. We define nonparametric priors over class distributions and couple this with
parametric data models to obtain semi-parametric models. We implement Markov
Chain Monte Carlo (MCMC) inference techniques for predicting the class label of fu-
ture samples in the presence of labeled and unlabeled data. Investigating this learning
problem in the oﬄine setting relates the proposed research to semi-supervised learn-
ing. However, unlike traditional semi-supervised learning problems where all classes
are observed and labeled and unlabeled samples originate only from the observed
classes, the proposed research addresses a more realistic scenario in which unlabeled
samples can also originate from unobserved classes. We demonstrate the utility of
the proposed semi-parametric models in handling unlabeled data to improve learning
even when there is a clear mismatch between the models that generated the labeled
and unlabeled data sets. In short, the main emphasis of the proposed research is on
class discovery, modeling and also as a continuing effort class association in a higher
level hierarchy.
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2 FEASIBILITY STUDY FOR NONEXHAUSTIVE LEARNING WITH A
PARAMETRIC MODEL
2.1 Bayesian Learning for Novel Class Detection in Multi-Class Settings
In this preliminary approach to nonexhaustive learning we assume that there is
a common pattern among all class distributions (both known and unknown). Then
as long as there is a sufficiently large number of known classes we can capture this
pattern by means of Bayesian parameter estimation. In this approach, first we de-
fine a common prior over class parameters, θ, for all classes (known and unknown)
with hyperparameters β, and then obtain the posterior estimate for θ in terms of a
weighted mixture of β and the sample estimate, θˆ. The existing known classes play
an important role for a reliable estimation of the sample estimates. When a new class
is generated we estimate its parameters using the posterior mean for θ given θˆs for
current set of classes.
This initial work on nonexhaustive learning was motivated by the pathogen detec-
tion problem where we developed a real-time detection and classification algorithm
that works in a multi-class setting, incorporates supervised classification with novelty
detection and evaluates samples sequentially. Our approach evaluates each sample for
the class conditional likelihood for all classes and compares the maximum likelihood
value against a threshold to determine a novelty. If a sample xi is identified as novelty
we generate a new class and merge it into the current set of known classes. Other-
wise, we assign the sample to class ωj that maximizes the likelihood. If that class is
a previously discovered class then we update the sample estimate, θˆj. If it is one of
the initial training classes we do not perform any updates. The reason for this is that
the initial classes might be acquired and validated by thorough procedures involving
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manual processing, so we need to avoid updating class parameters with potentially
incorrectly classified samples.
A newly generated class contains one sample initially, considered as a seed point
for defining the new class, where the sample estimate may be ill-conditioned or even
undefined. In this case the posterior mean for theta provides a reliable one as long as
we have reliable estimates for the hyperparameter, β. The major assumption based on
domain knowledge is that the parameter sets defining the class-conditional likelihoods
share a common prior distribution and the labeled classes for training is large enough
to obtain a robust estimate. As the sequential classification procedure iterates, some
discovered classes may gradually reach to a certain size which may signal emergence
of new types (pathogens). In such cases (biological) follow-up analyses are needed to
identify the characteristics of such classes and assign labels to them if possible. Until
such analysis occurs all newly discovered classes are considered as unlabeled classes
and class parameters keep updated with each sample assigned to them. However, the
parameters for the initial labeled classes in the training set are estimated only once
at the beginning and they are considered as labeled throughout.
2.2 BayesNoDe: Bayesian Novelty Detection Algorithm
Density-based approaches use class-conditional likelihoods of samples to detect
novelties. In short, if the maximum of the class-conditional likelihoods is above a
designated threshold, then the sample belongs to one of the classes in the training
library and is assigned the corresponding class label; otherwise the sample is identified
as belonging to an unrepresented class, hence a novelty.
More formally, let Ω, ∆, and Γ denote the set of all, known and unknown bac-
teria classes, respectively, with Ω = ∆ ∪ Γ; A, K, and M are their corresponding
cardinalities with A = K +M . The decision that minimizes the Bayes risk under the
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0/1 loss-function assumption assigns a new sample x∗ to the class with the highest
posterior probability. More specifically,
x∗ ∈ ω∗i s.t. p(θi|x∗) = max
i
{p(θi|x∗)} (2.1)
where i = {1, . . . , A}. Here ωi represents the ith class and θi the parameters of its
distribution. The classifier obtained by evaluating this decision rule is known as a
maximum a posteriori classifier (MAP) [29].
Using Bayes’ rule the above decision rule can be rewritten as follows:
x∗ ∈ ω∗i s.t. p(θi|x∗) = max
i
{
p(x∗|θi)p(θi)
p(x∗)
}
(2.2)
Ignoring the evidence, p(x∗), and assuming all classes a priori likely, we evaluate only
the class conditional likelihoods, which leaves us with the maximum likelihood (ML)
decision function for classifying x∗:
x∗ ∈ ω∗i s.t. p(x∗|θi) = max
i
{p(x∗|θi)} (2.3)
where x∗ is considered a novelty if ω∗i ∈ Γ, and a sample of a known class if ωi ∈ ∆.
Since the set of classes is nonexhaustive p(x∗|θi) cannot be computed for all classes
and the decision function in (2.3) cannot be evaluated explicitly. We express (2.3) in
terms of ω∗i and rewrite it by separating p(x
∗|θi) of known and unknown classes as:
h(x∗) =
 x∗ is known if ψ ≥ γx∗ is novelty if ψ < γ (2.4)
where ψ = max{i:ωi∈∆} {p (x∗|θi)} and γ = max{i:ωi∈Γ} {p (z|θi)}. This simply means
that if the conditional likelihood of a known class for a sample x∗ is less than γ, then
x∗ is considered a sample from an unrecognized class; otherwise x∗ is a sample from
a known class and thus can be assigned a known class label.
Since no data are available for unknown classes, γ cannot be explicitly estimated.
One way to treat γ is to consider it as a tuning parameter to optimize sensitivity at
a desired specificity or vice versa. In other words, γ can play a role to adjust for the
compromise between sensitivity and specificity of the system.
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2.2.1 Gaussianity Assumption and Covariance Estimation
A common and effective way to treat data of unknown nature is to assume Gaus-
sian distributions for all classes, ωi ∼ N(µi,Σi), θi = {µi,Σi}. With this assumption
in place, (2.4) becomes:
h(x∗) =
 x∗ is known if min{i:ωi∈∆} gi(x∗) ≤ γx∗ is novelty if min{i:ωi∈∆} gi(x∗) > γ (2.5)
where gi(x
∗) = log(|Σi|)+(x∗−µi)TΣ−1i (x∗−µi) is the negative log-likelihood of class
ωi given x
∗ and |Σi| is the determinant of Σi. For {i : ωi ∈ ∆}, µi and Σi can be
estimated from class-conditional data available in the training set.
When dealing with datasets containing limited numbers of training samples and
high dimensionality, the covariance estimator plays an important role in the modeling
of the class conditional distributions. The covariance estimate, Σˆi, can be obtained by
the sample covariance: Si =
1
ni−1
(
Xi − µˆieTni
) (
Xi − µˆieTni
)T
, where ni is the number
of samples in class ωi, eni is a vector of ones of size ni and µˆi are estimated by
the sample mean vectors: x¯i =
1
ni
Xieni . Here for notational simplicity all samples
belonging to class ωi are denoted in the matrix form as Xi = [xi1 . . . xini ].
When the number of samples available for a given class is less than d+ 1, d being
the dimensionality, the sample covariance becomes ill conditioned, i.e. the inverse
does not exist. In practice, a robust sample covariance requires many more samples
than d + 1 because the number of parameters to estimate in a covariance matrix
increases as the square of the dimensionality. This phenomenon is known as the curse
of dimensionality [30].
Covariance Estimation
Although the research in covariance estimators using a limited number of samples
with high dimensionality has a long history with relatively well-established techniques,
two main approaches dominate the field. These are, regularized discriminant analysis
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(RDA) [31] and empirical Bayes estimators [32]. RDA considers the mixture of sam-
ple and pooled covariance and an identity matrix as an estimator, with their weights
empirically estimated by cross-validation. On the other hand, the Bayesian approach
defines a pair of conjugate prior distributions over the sample and true covariance
matrices, and uses the mean of the resulting posterior distribution as an estima-
tor. In RDA, multiple samples from each class are required to estimate the mixing
weights by cross-validation, and thus to estimate the covariance matrix, whereas in
the Bayesian approach, the covariance estimator is a function of the parameters of
the prior distribution, which are estimated using samples of the known classes.
Creating a new class for each detected novelty and defining the class by its mean
and covariance matrix form the core component of the described approach. The
Bayesian approach assumes a common prior for all classes (known and unknown) and
estimates the covariance matrix using the posterior mean. In that regard, the use
of the Bayesian approach makes intuitive sense in the nonexhaustive setting, mainly
because we assume that there is a common pattern among the class distributions
of all classes and that it can be captured with known classes only, provided that a
sufficiently large number of them are available for training. In the bacterial detection
problem, for instance, although our training dataset represents only a small portion
of a potentially very large number of bacterial serovars, unlike traditional machine
learning problems, the number of available classes is still large enough to allow for a
reasonably robust estimation of the prior distribution. This facilitates the estimation
of the covariance matrices for the new classes, which is especially important when
defining a class for the first time using the sample detected as novelty. In the following
section we describe the special family of conjugate priors for covariance estimation
under the Bayesian framework.
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2.2.2 Family of Wishart and Inverted-Wishart Conjugate Priors
The assumption of Gaussian samples, i.e., ωi ∼ N(µi,Σi), implies that the sample
covariance matrices Si, i = {1, ..., K}, where K is the number of known classes, are
mutually independent with fiSi ∼ W (Σi, fi). Here fi = ni− 1 and W (Σi, fi) denotes
the Wishart distribution with fi degrees of freedom and a parameter matrix Σi.
The inverted-Wishart distribution is conjugate to the Wishart distribution and thus
provides a convenient prior for Σi.
We assume that Σi is distributed according to an inverted-Wishart distribution
with m degrees of freedom as: Σi ∼ W−1((m− d− 1)Ψ,m), m > d+ 1. The scaling
constant (m − d − 1) before Ψ is chosen to satisfy E {Σi} = Ψ. Under this setting,
the posterior distribution of Σi given {S1, ..., SK}, is obtained as described in [33]:
Σi|(S1, ...SK) ∼ W−1(fiSi + (m− d− 1)Ψ, fi +m). The mean of this posterior dis-
tribution is [33]:
Σˆi(Ψ,m) =
fi
fi +m+ d− 1Si +
m− d− 1
fi +m+ d− 1Ψ (2.6)
Under squared-error loss, the posterior mean is the Bayes estimator of Σi. The
estimator is a weighted average of Si and Ψ, and it shifts toward Si for large fi and
approaches Ψ for large m. For a class with just one sample, the estimator yields
Ψ, which implies that no matter what the dimensionality is a nonsingular covariance
estimate can be obtained using this estimator, provided that Ψ is nonsingular. The
estimator is a function of Ψ and m, which are the parameters of the inverted-Wishart
prior for Σi, and their closed-form estimates do not exist. The study in [32] suggests
estimating Ψ with the unbiased and consistent estimate Sp, i.e., the pooled covariance,
and maximizing the marginal likelihood of Si for m > d + 1 numerically to estimate
m. In this study we set Ψ to Sp but estimate m to maximize the classification
accuracy for the known classes by cross-validating over the training samples. Here,
Sp is the pooled covariance matrix defined by Sp =
f1S1+f2S2+···+fKSK
N−K where N is the
total number of samples available in the training dataset.
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Figure 2.1. Simulated classes illustrating the impact of the degree of
freedom, m, in the inverted-Wishart distribution.
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Figure 2 illustrates the effect of m on the modeling of the classes. In this example
10 classes are generated. Their mean vectors are chosen randomly from a normal
distribution with mean at the origin and covariance matrix equal to 10I, where I
denotes the 2-D identity matrix. The covariance matrices of the classes are obtained
from an inverted-Wishart distribution with the first parameter Ψ = 0.3I, which is
designed to yield relatively circular distributions. The parameter m, the degree of
freedom, takes the values 3, 5, 10 and 20, respectively, in the four cases shown in figure
2. As m increases, initially the classes transform from more elongated distributions
to more circular ones but only slight changes in shape and orientation are observed
beyond a certain m value.
So far, we have discussed a framework for detecting novelties in real time based on
maximum likelihood (ML) evaluation of samples using known classes. The approach
employs a pair of conjugate Wishart priors to estimate the covariance matrices of
known classes and detects novelties by thresholding the maximum likelihood evaluated
with known classes. We refer to this approach as ML-Wishart in the experiments
section. Next part presents the online class discovery component that is combined
with ML-Wishart. The resulting approach is referred to as BayesNoDe in the rest of
this chapter.
2.2.3 Real-Time Discovery of New Classes
As formulated in (2.5), for a new sample x∗ ∈ <d, if min{i:ωi∈∆} gi(x∗) > γ we
consider it as a novelty. In other words, if the negative log-likelihoods of known
classes given x∗ are all greater than the designated threshold γ, then the sample is
considered a novelty.
When a new sample is detected as a novelty, a new class is generated and defined
by the parameters, (µ,Σ), both of which are not known. With just one sample, since
S is not defined and f = 0, the posterior mean in (2.6) is equivalent to Ψ and thus
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the Bayesian estimator for Σ becomes Σˆ = Ψ. The mean vector, µ is estimated by
µˆ = x∗, i.e. the sample itself.
The set of known classes is augmented with this new class. So for the next sample
available, the decision function in (2.5) is evaluated for classes known initially as
well as for the newly created classes. If the sample is detected as a novelty, the
above procedure is repeated to generate another class. Otherwise, if the sample is
classified into one of the existing classes, then we check for the class that minimizes
the negative log-likelihood. If the sample is assigned to a previously discovered class,
then we update the class parameters µ by the new x¯ and Σ using equation (2.6).
Since, there is more than one sample available now, Σˆ becomes a mixture of the
sample covariance and Ψ. If, on the other hand, the sample is assigned to a class
known initially, then no class update is necessary.
As an aside, in case the Gaussianity assumption does not perfectly fit for either
the set of initially known classes or the newly discovered ones it can be addressed
through defining mixture models. The theory of finite mixture models [26] states
that given enough components and under fairly weak assumptions, a mixture model
can approximate a given density arbitrarily closely, allowing great flexibility. In other
words, even if the initially known classes are not Gaussian, the class-conditional
distributions can still be estimated arbitrarily closely, using a mixture of Gaussians.
A mixture of Gaussian subclasses can be learned for each class data through a process
involving expectation maximization [27] and model selection. Once the Gaussian
subcomponents are identified for each class data, the described approach can be
implemented at the subclass level by considering each subclass as an independent
Gaussian class. Similarly, when discovering new classes, only clusters with Gaussian
patterns will be created for novelties. However, true classes with informational value
can still be recovered by grouping newly discovered clusters under a higher-level class
using domain/expert knowledge.
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2.2.4 An Illustrative Example
Next, we demonstrate the algorithm detecting novelties and creating classes on a
simple 2-D dataset. Similar to the previous example we generate ten classes with their
covariance matrices obtained from an inverted-Wishart distribution with parameters
Ψ = 0.3I and m = 10 and their mean vectors are chosen randomly from a normal
distribution with mean at the origin and covariance matrix equal to 10I. Here, I
denotes the 2-D identity matrix.
Figure 3a shows all ten classes. Known classes are depicted by solid lines, unknown
classes by dashed lines. The square sign locates the mean of each class. The ellipses
represent the class boundaries as defined by the three standard deviation distance
from the class means. A total of 80 samples are generated from the ten classes: 5 from
each of the known classes and 20 from each of the unknown classes. Test samples
are classified sequentially using the BayesNoDe algorithm. Figures 3b, 3c, and 3d
illustrate cases where 16/80, 48/80 and 80/80 samples are classified, respectively. Red
solid lines indicate the estimated distribution contours for newly discovered classes
in each subfigure with the diamond signs locating their estimated means. The blue
+ signs and red × signs in each subfigure show the samples classified to known
and unknown classes, respectively. Figure 3e demonstrates novelty detection using
ML-Wishart, i.e., with a fixed set of classes in the training dataset, and figure 3f
illustrates the case where no novelty detection is performed at all. In these two
figures the samples marked with red circles indicate samples from the unknown classes
misclassified as known. Also in figure 3e blue solid lines correspond to g(z) = γ as
defined in (2.5) and indicate the classification boundaries for the unknown samples.
As figures 3b, 3c, and 3d demonstrate, the algorithm gradually recovers the un-
known classes as more test samples are introduced, converging to almost ideal distri-
butions after all 80 test samples are classified.
Comparing figures 3d and 3e shows the improvement achieved by the BayesNoDe
algorithm over the ML-Wishart as a result of the dynamically updated training
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dataset. When no novelty detection is used, all samples are misclassified as illus-
trated in figure 3f.
2.3 Experiments
2.3.1 Bacteria Detection
A total of 28 strains (subclasses) from five different bacteria species were consid-
ered in this study. The species available are Escherichia coli, Listeria, Salmonella,
Staphylococcus and Vibrio. Table A.1 in the Appendix shows the list of 28 strains
from 5 species considered in this study together with the number of samples collected
for each one using an optical scattering system described in Section 1.2. In our ex-
periments we treated each strain as a separate class and used the number of samples
listed in Table A.1 from each class for training.
Feature Selection
Scatter patterns of the bacteria are characterized by a total of 50 features involving
moment invariants and Haralick texture descriptors. Details of the feature extraction
process are available in [34].
Classifier Design
The classification methods considered are the support vector domain description
(SVDD) [8], which is the benchmark technique for detecting anomalies and novel-
ties, maximum likelihood (ML) using common covariance (ML-Common), ML using
common covariance with simulated subclass generation (MLS) [35], ML with the co-
variance matrix estimated by the posterior mean of the inverted-Wishart distribution
(ML-Wishart), and the BayesNoDe algorithm. The maximum likelihood classifier
using sample covariance is not considered here, because sample covariances were ill
conditioned for most classes.
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Figure 2.2. Illustration of the algorithm with an artificial dataset.
(a) Pink dashed lines indicate unknown classes with 20 samples each.
Black solid lines indicate known classes with 5 samples each. (b)-(d)
Red solid lines indicate newly discovered classes. Blue squares mark
mean vectors for original classes. Red diamonds mark mean vectors
for newly discovered classes. Blue + signs, indicate samples from
known classes, red × signs indicate samples from unknown classes.
(e) Blue solid lines indicate the classification boundaries for samples
from unknown classes. (e),(f) Encircled + signs indicate undetected
samples from unknown classes.
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As explained in Sections 2.2 and 2.2.1, the general idea of ML classifiers is based
on the ML decision function in (2.3) and works according to the formulation in (2.4).
ML-Wishart and ML-Common are the special cases of ML. They differ in estimating
the covariance matrices of the training classes. Corresponding mean vectors, µi, are
all calculated by the sample mean. More specifically, ML-Common implements (2.5),
where Σi = Σ for all i, and Σ represents the common covariance matrix estimated
by the average of the sample covariances. As described in [35] MLS extends ML-
Common by simulating the space of all classes. This approach assumes a Gaussian
prior for the mean vectors, and its parameters are estimated using the estimates of the
mean vectors for each class. Lastly, for the proposed ML-Wishart and BayesNoDe,
the covariance matrices are estimated for each class using the posterior mean defined
in (2.6). The parameters m and Ψ are estimated as described in Section 2.2.2.
As for the SVDD algorithm, optimization involves two sets of parameters. These
are C, the cost of leaving a training sample outside the support, and σ, the width of
the Gaussian radial basis function (RBF) kernel. These parameters are estimated by
10-fold cross-validation at the class level. When optimizing parameters for a given
class, the training samples of the given class are considered positive and the samples
of remaining classes are considered negative. At each fold of the cross-validation
algorithm, SVDD is trained using positive samples only but tested on both positive
and negative samples. The parameter set (C∗, σ∗) that optimizes the area under the
receiver operating characteristic (ROC) curve is chosen as the optimum set for the
given class. This process is repeated for all classes.
Classifier Validation and Evaluation
Since the training dataset is nonexhaustive, the goal is to design a classifier that
accurately detects samples of known classes as known and those of unknown classes as
novelty. In this framework, classifiers can be more properly evaluated using receiver
operating characteristic (ROC) curves. Here sensitivity is defined as the number
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of samples from known classes classified as known divided by the total number of
samples from known classes. Specificity is defined as the number of samples from
unknown classes detected as novelty, divided by the total number of samples from
unknown classes. Multiple sensitivity and specificity values are obtained for each
classifier to plot the ROC curves. For the ML-based approaches, different operating
points are obtained by varying the threshold γ in (2.5). For SVDD, the distances
from the center of each class is normalized by the radius of the corresponding sphere.
For a new sample, the minimum of the normalized class distances is computed and
thresholded to obtain different operating points.
To evaluate the classifiers the 2054 samples are randomly split into two sets, as
train and test, with 80% of the samples going into the training set and the remaining
20% into the test. Stratified sampling is used to make sure that each subclass is
represented in both sets. This process is repeated ten times to obtain ten different
pairs of train-test sets. Then, one subclass from each of the five bacteria species is
randomly selected, so a total of five subclasses out of the twenty-eight available are
identified. All samples of these five classes are removed from the training datasets
making these classes unknown. The classifiers are trained with the resulting nonex-
haustive training sets and tested on the corresponding test sets. For each data split,
the area under the ROC curve, i.e., Az value is computed. The Az values averaged
over the ten different train-test splits are recorded along with the standard deviation.
Results and Analysis
In order to account for the possible bias introduced by the set of removed classes
the above process is repeated 20 times each time removing a randomly selected set
of five classes from the training set. Each such repetition involves running the same
experiment with a different nonexhaustive subset of the original data. Az values
achieved for each classifier are included in Table II for all 20 experiments. As described
earlier these values are the average of the ten runs each executed with a different
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train-test split and the values in parentheses indicate standard deviations. The mean
Az values across all 20 runs are listed in Table III. These results clearly favor the
proposed BayesNoDe algorithm, which generated the best AUC in all 20 repetitions.
Standard deviations indicate that the differences are statistically significant in most
of the 20 experiments. The BayesNoDe algorithm is an extension of the ML-Wishart
algorithm, both of which are proposed in this study. ML-Wishart ranked second,
but the results indicate that creating new classes and augmenting the set of known
classes with these new classes makes a considerable impact on the prediction accuracy
of the classifier and gives the BayesNoDe algorithm a significant advantage over the
ML-Wishart. SVDD ranked third along with ML-Common and MLS.
Next, we picked four sample cases out of the 20 using the overall Az values achieved
by the classifiers as the selection criteria. Largest Az value among all 20 repetitions
is recorded in repetition 10 (Figure 4a). Repetitions 13 and 16 represent two average
cases (Figures 4b and 4c). Repetition 20 is included to show results for a relatively
poor case (Figure 4d). The ROC curves corresponding to the proposed BayesNoDe
algorithm dominate the other curves in all cases. We also analyzed the classification
accuracy of the known samples and observed that the known samples are assigned to
classes with over 95% accuracy across all operating points for all four cases considered
here. These results indicate that the proposed approach not only performs well in
identifying samples of the unknown classes as novelties but yields promising results
in classifying samples of the known classes as well.
2.3.2 Letter Recognition
To show that improvements achieved by the proposed BayesNoDe algorithm is not
specific to the Bacterial detection application that motivated this research, we used
the benchmark letter recognition dataset from the UCI repository [36] for further
validation of the proposed approach for novelty detection. This dataset is mainly
selected for containing a large number of classes. The dataset contains 20,000 samples
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Table 2.1
AUC (Area Under the Curve) values averaged over 10 iterations for all
20 experiments run with the bacteria dataset. A set of five subclasses
is randomly selected and considered unknown during each of the 20
experiments. BayesNoDe results in the best AUC values for all 20
experiments. Values in parenthesis indicate standard deviations.
Rep. # 1 2 3 4 5 6 7 8 9 10
BNode
0.97 0.92 0.98 0.92 0.93 0.95 0.98 0.96 0.95 0.99
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
ML-C
0.88 0.71 0.90 0.82 0.79 0.83 0.83 0.87 0.89 0.94
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.00)
ML-W
0.95 0.88 0.96 0.90 0.89 0.92 0.95 0.94 0.94 0.98
(0.01) (0.01) (0.00) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
MLS
0.87 0.80 0.82 0.81 0.80 0.84 0.92 0.86 0.78 0.85
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
SVDD
0.87 0.77 0.90 0.81 0.76 0.81 0.86 0.84 0.86 0.89
(0.01) (0.02) (0.02) (0.03) (0.03) (0.02) (0.02) (0.02) (0.02) (0.01)
Rep. # 11 12 13 14 15 16 17 18 19 20
BNode
0.91 0.98 0.97 0.93 0.89 0.95 0.95 0.82 0.92 0.88
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
ML-C
0.80 0.90 0.88 0.76 0.78 0.83 0.81 0.72 0.77 0.81
(0.01) (0.01) (0.01) (0.01) (0.03) (0.01) (0.01) (0.01) (0.01) (0.02)
ML-W
0.87 0.96 0.94 0.88 0.85 0.92 0.91 0.79 0.87 0.85
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
MLS
0.78 0.82 0.87 0.81 0.86 0.85 0.84 0.80 0.74 0.84
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
SVDD
0.83 0.90 0.82 0.76 0.77 0.83 0.81 0.73 0.81 0.80
(0.01) (0.01) (0.06) (0.03) (0.03) (0.01) (0.01) (0.03) (0.02) (0.02)
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Table 2.2
Average AUCs over 20 repetitions.
Methods Avg. AUC
BayesNoDe 0.94
(0.05)
ML-Wishart 0.91
(0.06)
ML-Common 0.83
(0.04)
MLS 0.83
(0.04)
SVDD 0.82
(0.05)
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(a) Case 10. Removed classes: 6,12,15,18,27
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(b) Case 13. Removed classes: 1,11,16,22,23
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(c) Case 16. Removed classes: 2,8,16,21,28
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(d) Case 20. Removed classes: 5,8,15,22,26
Figure 2.3. ROC curves for selected repetitions 10, 13, 16 and 20.
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for 26 classes, one for each letter of the alphabet. Each sample is characterized using
16 features.
This dataset is different than the bacteria detection dataset in that, it is not
susceptible to the curse of dimensionality as much. There is an average of 770 samples
for each class as opposed to an average of 80 samples for each bacteria subclasses.
The dimensionality of the data (d=16) is also much lower than the 50 features used
in the bacteria detection dataset.
We followed an experiment design similar to the bacteria detection experiment.
The 20,000 samples are randomly split into train and test sets, with 80% of the
samples going into the training set and the remaining 20% in the test. Stratified
sampling is used to make sure each class is represented in both the training and the
test sets. This process is repeated five times to obtain five different pairs of train-test
sets. Then, five classes are randomly selected and their samples are removed from
the training datasets. The classifiers are trained with the resulting non-exhaustive
training sets, and tested on the corresponding test sets. For each case, Az value is
computed. The Az values averaged over the five different train-test splits are recorded
along with the standard deviation.
Classifier Design
The same set of classifiers considered in Experiment 2.3.1 are also considered
here. SVDD and MLS are trained the same way as in Experiment 2.3.1. For the
ML based classifiers, since classes contain a relatively larger number of samples, a
single Gaussian might not fit class data well. In this case, as discussed in Section
2.2.3, the actual class distributions can be modeled more effectively using a mixture
of Gaussians. We fit up to five components for each class distribution using standard
expectation-maximization algorithm [27] with the optimum number of components
selected using the Bayesian Information Criterion [37]. Once mixture models are
obtained, each subclass is considered as an independent class and all maximum-
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likelihood based classifiers are run with the new set of known classes. On the average
for each class data mixture fitting returned three subclasses.
Results and Analysis
The experiment is repeated twice each time removing a randomly selected set
of five classes from the training set. The ROC curves are plotted in Figures 5a
and 5b. For this experiment SVDD seems to model the data well and becomes
the sole competitor to BayesNoDe and ML-Wishart. ML-Wishart performs slightly
better than SVDD. The detection accuracy of BayesNoDe is almost perfect and as
the error bars indicate the improvements achieved over other methods are statistically
significant.
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(a) Removed classes: 7,9,12,14,24.
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(b) Removed classes: 2,9,11,12,22.
Figure 2.4. ROC curves for two different set of removed classes.
2.4 Discussion
This preliminary approach serves as a proof-of-concept, where discovery and mod-
eling of additional classes yields a more comprehensive model for the data and in turn
improves the overall classification accuracy for known and unknown classes. However,
it is limited in several ways. First and foremost it is based on the class conditional
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likelihood for creating new classes which does not allow for the incorporation of the
prior belief about the odds of encountering new classes in the tested sequence of data.
Second, it makes a rather restrictive assumption about the underlying data model,
which may not hold in practice. Third, formation of new classes gradually as sam-
ples arrive relies on the condition that the classes should be well separated. In other
words, without an overall update in an iterative manner it is difficult for the classes
to converge to the true distributions in many situations. Fourth, the γ threshold is
crucial for the number of components introduced to model new classes, yet fixing a
value based on sole domain knowledge and/or training data makes it inflexible to
adjust for variability that might occur in future data. Fifth, a systematic approach
to class association in this framework is not possible because the prior model based
on the covariance matrix alone does not allow for modeling class hierarchy.
To incorporate a prior model and make the decision to create a new class in a data
driven manner, to replace the fixed γ value with a parameter that can be estimated
dynamically by means of all available data, and to gain more flexibility in assuming
a prior data model as well we will design nonparametric Bayesian approaches in the
following chapters for different learning problems in partially-observed settings.
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3 BAYESIAN NONPARAMETRIC MODELS FOR PARTIALLY-OBSERVED
SETTINGS
Parametric models have a fixed set of finite number of parameters, Θ, regardless of
the size of the data set. Given Θ, the predictions are independent of the data D,
p(x,Θ|D) = p(x|Θ)p(Θ|D). In other words, the parameters are a finite summary of
the data, where estimating the parameters is also referred to as model-based learning
(e.g. mixture of k Gaussians). For example, in the previous chapter we used a
parametric model for the data where we assumed Gaussian distributions for all classes.
A user defined threshold value, γ, played the key role in deciding whether a sample
comes from a novel class or belongs to an existing class. Therefore, the robustness of
the approach depends on an accurate reasoning or tuning for the γ value. However, a
more desirable practice is to probabilistically represent the prior belief about existence
of new classes and to dynamically estimate such essential values.
Nonparametric models, on the other hand, are a means for getting much more
flexible models that can automatically infer an adequate model size/complexity from
the data, without needing to explicitly do Bayesian model comparison. Nonparamet-
ric models allow the number of parameters to grow with the data set size, and one
way to derive them is to start with a finite parametric model and take the limit as
number of parameters go to infinity. For practical purposes, though, we can think
of the predictions to mainly depend on the data and possibly on a small number of
parameters (e.g. α, p(x|D,α)).
Depending on the machine learning problem a wide variety of nonparametric mod-
els are available including Gaussian Processes (GP), Dirichlet Processes (DP), Hier-
archical Dirichlet Processes (HDP), Infinite Hidden Markov Models, Indian Buffet
Processes (IBP), Polya Trees, Dirichlet Diffusion Trees, etc. For a detailed introduc-
tion to Bayesian Nonparametrics and existing models we refer the reader to [38]. In
33
this thesis we use DPs and HDPs in modeling the partially-observed data sets and
the presented applications, and in this chapter we present how DP mixtures can be
used for supervised learning in partially-observed settings.
3.1 Partially-Observed Dirichlet Process Mixture Models (PO-DPM)
The Dirichlet process mixture (DPM) model has been heavily studied in unsu-
pervised learning for oﬄine and online clustering applications over the past decade
[18–21, 23, 24, 39]. Most of these approaches assume that all the components of the
mixture model are unobserved and study inference techniques to learn these compo-
nents without any label information. Although certain aspects of these studies have
been inherently useful for our study, an unsupervised approach would be most desir-
able in settings where the patterns and structure within the data set are completely
unobserved. However, when label information for some portion of the observed data
exist it could be exploited to better estimate prior parameters of the model. Overall,
we take a similar approach to [39] in the use of DPMs where their purpose is to do
spike sorting—to cluster neuron firing signals to find out how many neurons might be
involved in a measured brain activity experiment. Yet, we have a major conceptual
difference due to availability of labeled samples, which in turn results in algorithmic
differences in the modeling and the inference as well. In this section we describe a
framework to initiate a supervised DPM model with the labeled samples and incor-
porate the unlabeled samples to classify them into existing classes or introduce new
classes as the data demand. We begin with explaining the DP in some detail.
3.1.1 Dirichlet Process Prior (DPP)
Let xi, i = {1, . . . , n} be the feature vector characterizing a sample in the d-
dimensional vector space < and yi be its corresponding class indicator variable. If xi
is distributed according to an unknown distribution p(.|θi), then defining a DPP over
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class distributions is equivalent to modeling the prior distribution of θ by a Dirichlet
process. More formally,
xi|θi ∼ p(·|θi)
θi ∼ G(·)
G ∼ DP (·|G0, α)
(3.1)
where G is a random probability measure, which is distributed according to a Dirichlet
process (DP) defined by a base distribution, G0, and the precision parameter, α.
Given that G is distributed according to a DP, the stick-breaking construction due
to [40] suggests G =
∑∞
i=1 βiδφi where βi = β
′
i
∏i−1
l=1(1 − β
′
l), β
′
i ∼ Beta(1, α), and
φi ∼ G0. The points φi are called the atoms of G. In short, the stick-breaking
interpretation considers a unit-length stick that is broken according to a sample β
′
i
from a Beta distribution where β
′
i indicates the portion of the remainder of the stick
and βi is the length of the piece of the stick assigned to the i
th value after the stick is
broken i − 1 times (see fig. 3.1). The precision parameter, α, is the parameter that
controls how much of the stick will be left for subsequent values. The smaller α is, the
larger β
′
i will be, and the less of the stick will be left for subsequent values on average.
In other words, α is the parameter that controls the prior probability of assigning a
new sample to a new component and thus, plays a critical role in the number of
components generated. Note that unlike continuous distributions the probability of
sampling the same φi twice is not zero and proportional to βi. Thus, G is considered
a discrete distribution.
Next we present a general framework for learning with a nonexhaustively defined
training dataset using Dirichlet process priors, which allows for discovery and mod-
eling of new classes. To differentiate newly discovered classes from those initially
available in the training library we introduce the notion of observed vs. unobserved
classes, which refer to verified and unverified classes, respectively.
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Figure 3.1. Generating the mixing proportions βi using the stick-
breaking procedure. Initially we have a stick of unit length at the top.
The breaking points marked with vertical arrows are determined by
the β′i obtained from the beta distribution. The red lines correspond
to the mixing proportions βi. These pieces are removed for the next
step and the breaking process is continued on the remaining piece
shown with the black solid lines.
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3.1.2 DPP in a Nonexhaustive Learning Framework (NEL-DPP)
The suitability of the DPP model for nonexhaustive learning can be better con-
ceived with the help of the conditional prior of θ. Let’s assume that at a certain time
point the observed data contains a sequence of n samples. The conditional prior of
θn+1 conditioned on all past θi, i = {1, . . . , n} can be obtained by integrating out G
in (3.1) which becomes:
θ1 ∼ G0(·)
θ2|θ1 ∼ α
α + 1
G0(·) + 1
α + 1
δθ1
. . .
θn+1|θ1, . . . , θn ∼ α
α + n
G0(·) + 1
α + n
n∑
i=1
δθi (3.2)
This conditional prior can be interpreted as a mixture of two distributions. Any
sample that originates from this prior comes from the base distribution G0(·) with
a probability of α
α+n
or uniformly generated from {θ1, . . . , θn} with a probability of
n
α+n
. In other words, the first sample in the sequence, θ1, comes from G0(·) with a
probability of one, the second sample, θ2, comes from G0(·) with a probability of αα+1
or is equivalent to θ1 with a probability of
1
α+1
, the third sample, θ3, comes from G0(·)
with a probability of α
α+2
or is equivalent to one of θ1 or θ2 with a probability of
2
α+2
and so on. With a positive probability a sequence of n samples generated this way
will not be all distinct. If we assume that there are k ≤ n distinct values of θ in a
sequence of size n, then (3.2) can be rewritten as:
θn+1|θ∗1, . . . , θ∗k ∼
α
α + n
G0(·) + 1
α + n
k∑
j=1
njδθ∗j (3.3)
where θ∗j , j = {1, . . . , k} are the distinct values of θi and nj are the number of
occurrences of each θ∗j in the sequence. Each θ
∗
j defines a unique class with an indicator
variable y∗j , whose samples are distributed according to the probability distribution
p(·|θ∗j ). Based on (3.3), after a sequence of n samples are generated, yn+1 = y∗j with
probability equal to
nj
α+n
, and yn+1 = y
∗
k+1, with probability equal to
α
α+n
, where y∗k+1
is the new class whose parameter is defined by θ∗k+1 and sampled from G0(·).
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Figure 3.2. Illustration of the CRP model with tables and customers.
Each circle corresponds to a table and thus to a unique cluster defined
by θj. The black dots around the circles are the customers seated by
the stochastic CRP prior model.
This prior model can also be illustrated as a Chinese Restaurant process (CRP)
[41]. The CRP uses a metaphor of a Chinese restaurant with infinitely many tables
where the (n+ 1)th customer sits at a previously occupied table j with a probability
of
nj
α+n
and at a new table k + 1 with a probability of α
α+n
. Here nj is the number of
customers sitting at table j and n is the total number of customers. Each table
uniquely corresponds to one of the θ∗’s and therefore represents the grouping of
samples in corresponding classes (fig. 3.2).
Our discussion so far has been limited to the prior model. Next, we will incor-
porate the data model and use the conditional posterior to determine whether, for
instance, a new sample xn+1 should be assigned to one of the existing classes or to a
new class sampled from G0. More specifically, we are interested in the distribution
p(θn+1|xn+1, θ∗1, . . . , θ∗k), which—using Bayes’ rule—can be expressed as:
p(θn+1|xn+1, θ∗1, . . . , θ∗k) ∝ p(xn+1|θn+1)p(θn+1|θ∗1, . . . , θ∗k) (3.4)
after substituting (3.3) into (3.4) and replacing G0 with P (θn+1) we obtain the fol-
lowing mixture distribution with two terms:
p(θn+1|xn+1, θ1, . . . , θn) ∝ αα+np(θn+1)p(xn+1|θn+1) + 1α+n
∑k
j=1 njp(xn+1|θ∗j )δθ∗j
= α
α+n
p(xn+1)p(θn+1|xn+1) + 1α+n
∑k
j=1 njp(xn+1|θ∗j )δθ∗j
(3.5)
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which indicates xn+1 either comes from a new class, y
∗
k+1, which inherits θ
∗
k+1 sampled
from p(θn+1|xn+1), with a probability proportional to αα+np(xn+1) or belongs to the
class indicated by y∗j with a probability proportional to
nj
α+n
p(xn+1|θ∗j ).
The probability that a given sample comes from a new class is a function of the
number of samples, n, and the precision parameter, α. The parameter α incorporates
our prior belief about the odds of encountering a new class. One viable approach to
predicting α when training samples are obtained as a batch is to sample it from the
distribution p(α|k˜, n) [42]. This approach is widely used in mixture density estimation
involving batch data as part of a Gibbs sampler. Moreover, the base distribution G0
is tightly coupled with the data model.
Since θ∗j are not known and has to be estimated using samples in the represented
classes, p(xn+1|θ∗j ) can be replaced with the class conditional predictive distribution
p(xn+1|Dj) where Dj = {xi}i∈Cj denotes the subset of samples belonging to class y∗j
defined by the index set Cj. Thus, provided that class membership information for
all samples processed before xn+1 are known, the decision function to assign xn+1 to
a new class or one of the existing ones can be expressed as:
h (xn+1) =
 yn+1 = y∗j if
nj∗
α+n
p (xn+1|Dj∗) ≥ αα+np (xn+1)
yn+1 = y
∗
k+1 if
nj∗
α+n
p (xn+1|Dj∗) < αα+np (xn+1)
(3.6)
where j∗ = argmaxj
{ nj
α+n
p(xn+1|Dj)
}k
j=1
. However, in the nonexhaustive learning
framework class membership information is only available for samples initially present
in the training dataset. For all new samples processed before xthn+1 sample the true
class membership information is unknown and needs to be predicted.
3.2 Inference with a Nonexhaustive Set of Classes by Gibbs Sampling
As we move on to discussing how inference can be performed in this framework,
we introduce new notation to distinguish between the two types of samples available
during execution: samples initially available in the training dataset with known class
membership information and those with no verified class membership information, i.e.
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unlabeled samples. Let X = {x1, . . . , x`} be the set of all training samples initially
available, Y = {y1, . . . , y`} be the corresponding set of known class indicator variables
with yi ∈ {1, . . . , k}, k being the number of known classes, X˜n = {x˜1, . . . , x˜n} be
the set of n unlabeled samples and Y˜ n = {y˜1, . . . , y˜n} be the corresponding set of
unknown class indicator variables with y˜i ∈
{
1, . . . , k˜ + k
}
, k˜ being the number of
unrepresented classes associated with these n samples.
We are interested in predicting Y˜n+1, i.e., the class labels for all X˜n+1 at the
time x˜n+1 is observed, which can be done by finding the predictive distribution,
p(Y˜ n+1|X˜n+1, X, Y ). Although integrating out the parameters can be difficult, the
closed form solution for the conditional distributions of the latent variables, y˜i, can
be obtained easily. So we can do Gibbs sampling with the sampler state consisting
of variables y˜i, i = {1, . . . , n+ 1}, to approximate p(Y˜ n+1|X˜n+1, X, Y ). One sweep of
the Gibbs sampler evaluates the following conditional distribution ∀i:
p(y˜i|Y˜ (n+1)/i, X˜n+1, X, Y ) ∝ αα+n+`p(x˜i)δk˜+k+1 + 1α+n+`
∑k+k˜
j=1 njp(x˜i|Dj)δj (3.7)
where Y˜ (n+1)/i denotes Y˜ (n+1) without y˜i. Based on this distribution y˜i is assigned
class id k˜ + k + 1, i.e., x˜i is assigned to a new class, by a probability
α
α+n+`
p(x˜i) or
class id j, i.e., x˜i is assigned to class Ωj, by a probability
nj
α+n+`
p(x˜i|Dj), where Ωj
can be an observed as well as an unobserved class.
Unlike standard DPM models for unsupervised learning, in the proposed partially-
observed DPM (PO-DPM) framework we already know that labeled samples originate
from observed classes, whereas unlabeled samples can originate from observed as well
as unobserved classes. So the task is to infer the class membership of unlabeled
samples only, i.e. Y˜ n, while utilizing the labeled samples in estimating the prior
parameters for the observed classes. Referring to the CRP analogy, each class cor-
responds to a table and we can imagine labeled samples in each class as a group
of customers arriving at the restaurant simultaneously and sitting together at a ta-
ble. On the contrary, unlabeled samples are more like undecided customers as yet
to choose an existing table or a new one in the restaurant. As a result, we do infer-
ence only for unlabeled samples, x˜ ∈ X˜n, by evaluating the Gibbs update in (3.7)
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iteratively given the state of all other variables. The described method that uses
labeled and unlabeled samples together in the learning process could be discussed
as a semi-supervised learning approach, yet we defer a more elaborate discussion on
semi-supervised learning in partially-observed settings to Chapter 4.
BayesNoDe Algorithm Revisited via DPM
As an aside, we also considered the described approach in Chapter 2, which pro-
cessed data sequentially, in the DP mixture framework with the same Gaussian X
Inverse-Wishart assumption over the parameters. The sequential processing of the
incoming data in the former approach corresponds to a one-pass Gibbs sampling on
the class indicator variables and effectively results in the same outcome. In other
words, we inferred the known and unknown classes equally well without needing a
specific γ threshold value. On the other hand, Gibbs sampling usually needs many
iterations before converging to the equilibrium state. Once the Gibbs sampler runs
for a predefined number of sweeps, samples from the first several sweeps are ignored
to account for the burn-in rate of the sampler. The state with the maximum a pos-
teriori probability (MAP) is chosen as the optimum state and y˜n+1 is predicted by
the corresponding label assigned to x˜n+1 at this state. In addition to predicting y˜n+1,
the optimum state also simultaneously defines the class assignments of all samples
observed before x˜n+1. This way unobserved classes with rapidly accumulating sam-
ples, which are potential candidates for emerging classes, can be identified earlier in
the process. Yet, this regular Gibbs sampling scheme is extremely inefficient when
data arrive sequentially, because of the repeated sampling of previous data for each
incoming one.
In fact, for a fully online treatment of sequential data, we can use particle filters
for inference as described in [43]. However, the focus of this thesis is on inference
with data available as a batch and thus we continue dealing with Gibbs sampling
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algorithms. In the following section we discuss the implementation of the Gibbs
update formula with the specific data model.
3.3 A Normally Distributed Data Model
The Gibbs sampler requires evaluating the predictive p(x˜i|Dj) and the marginal
p(x˜i) distributions. The predictive distribution for both observed and unobserved
classes can be obtained by integrating out θ. The marginal distribution can be ob-
tained from p(x˜i|Dj) by setting Dj an empty set. In general the exact solutions
for the predictive and marginal distributions do not exist and approximations are
needed. However, as presented next, a closed-form solution does exist for a Normally
distributed data model and a properly chosen base distribution.
For each ωj we consider a Gaussian distribution with mean µj and covariance
Σj, i.e., ωj ∼ N (µj,Σj). For the mean vector and covariance matrix, we use a joint
conjugate prior G0:
G0 = p (µ,Σ) = N
(
µ|µ0, Σ
κ
)
︸ ︷︷ ︸
p(µ|Σ)
×W−1 (Σ|Σ0,m)︸ ︷︷ ︸
p(Σ)
(3.8)
where µ0 is the prior mean and κ is a scaling constant that controls the deviation of
the class conditional mean vectors from the prior mean. The smaller the κ is, the
larger the between class scattering will be. The parameter Σ0 is a positive definite
matrix that encodes our prior belief about the expected Σ. The parameter m is a
scalar that is negatively correlated with the degrees of freedom. In other words the
larger the m is the less Σ will deviate from Σ0 and vice versa.
To evaluate the update formula in (3.7) we need p(xn+1|Dj). To obtain p(xn+1|Dj)
we need to integrate out θ = {µ,Σ}. Since the sample mean x¯ and the sample
covariance matrix S are sufficient statistics for the multivariate Normally distributed
data, we can write p(µ,Σ|Dj) = p(µ,Σ|x¯j, Sj). The formula for this posterior and
sketch of its derivation is available in books on multivariate statistics [33]. Once we
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integrate out p(xn+1, µ,Σ|x¯j, Sj) first with respect to µ and then with respect to Σ we
obtain the predictive distribution in the form of a multivariate Student-t distribution:
p (xn+1|Dj) = t
njx¯j + κµ0
nj + κ
,
Σ0 + njSj +
njκ
nj+κ
(x¯j − µ0)(x¯j − µ0)T
(κ+nj)(m+nj−d+1)
(κ+nj+1)
,m+ nj − d+ 1

(3.9)
where the three parameters in (3.9) are the location vector, the positive definite scale
matrix, and the degrees of freedom, respectively. In addition to p(xn+1|Dj) we need
p(xn+1) when evaluating the decision function in (3.6), which is also a multivariate
Student-t distribution with Dj being an empty set. Thus, we can obtain p(xn+1) from
(3.9) by setting nj equal to zero and eliminating all terms involving xj, Sj.
3.3.1 Estimating the Parameters of the Prior Model
The parameters (Σ0,m, µ0, κ) of the prior model can be estimated beforehand
using samples from the well-defined classes. The same argument in section 2.2.2 for
Σ0 and m applies here as well; thus, we estimate Σ0 by Sp, i.e., the pooled covariance,
and m by maximizing the marginal likelihood of (nj−1)Sj for m > d+1 numerically.
Once again, Sp is defined by:
Sp =
(m− d− 1)∑kj=1(nj − 1)Sj
n− k (3.10)
where n is the total number of samples in the training set, i.e., n =
∑k
j=1 nj. The
marginal distribution of (nj − 1)Sj can be obtained by integrating out the joint
distribution p((nj − 1)Sj,Σj) = p((nj − 1)Sj|Σj)p(Σj) with respect to Σj. For a
Normal data model p((nj − 1)Sj|Σj) is a Wishart distribution with a scale ma-
trix Σj and degrees of freedom nj − 1, i.e., (nj − 1)Sj|Σj ∼ W (Σj, nj − 1) and
p(Σj) is an inverted-Wishart distribution as defined in (3.8). The parameters κ
and µ0 can be estimated by maximizing the joint likelihood of x¯ and S, p(x¯, S),
with respect to κ and µ0, respectively, which results in µˆ0 =
∑k
j=1 x¯j/k for µ0 and
κˆ = (kd)
(∑k
j=1
(
nj(x¯j − µˆ0)T (Σˆ0 + njSj)−1(x¯j − µˆ0)(nj +m− d)
)
− kd
)−1
for κ.
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3.4 Experiments
3.4.1 An Illustrative Example
We present an illustrative example for the NEL-DPP algorithm discovering and
modeling classes with a 2-D simulated dataset. We generate twenty three classes
where the class covariance matrix of each class is obtained from an inverted-Wishart
distribution with parameters Ψ = 10I and m = 20 and mean vectors are equidis-
tantly placed alongside the peripheries of two circles with radius 4 and 8 creating a
flower-shaped dataset. Here, I denotes the 2-D identity matrix. Three of the twenty
three classes are randomly chosen as unrepresented. The nonexhaustive training
data contains twenty classes with each class represented by 100 samples (a total of
2000 samples) whereas the exhaustive testing data contains twenty three classes with
100 samples from each (a total of 2300 samples). The objective here is to discover
and model the three unrepresented classes while making sure samples of represented
classes are classified as accurately as possible. Figure 3.3(a) shows true class distribu-
tions for all twenty three classes. The represented classes are shown by solid lines and
unrepresented ones by dashed lines. The ellipses correspond to the distributions of
the classes that are at most three standard deviations away from the mean. The test-
ing samples are processed and incidentally classified by the NEL-DPP algorithm. We
chose the precision parameter α as 2. Figures 3.3(b), 3.3(c), and 3.3(d) demonstrate
the discovery and modeling of new classes when 50, 500, and all 2300 test samples
are classified, respectively. The discovered classes are marked by solid blue lines. All
three classes are discovered and their underlying distributions are successfully recov-
ered by generating one cluster for each class. Of the 300 samples belonging to these
three classes 281 of them are correctly identified as novelties (Sensitivity=93.7%) and
of the 2000 samples belonging to the represented classes 1996 of them are correctly
identified as known (Specificity=99.8%).
When a class is discovered for the first time there is only one sample associated
with it. Hence, initial class contours do not approximate the true distributions well.
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However, as more samples are assigned to these classes the contours gradually improve
to more accurately approximate the true distributions.
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Figure 3.3. Illustration of the proposed algorithm with an artificial
dataset. (a) Red dashed lines indicate unrepresented classes. Red
solid lines indicate represented classes. (b)-(d) Blue solid lines indicate
newly discovered classes. Black ‘·’ marks indicate testing samples.
3.4.2 Bacteria Detection
A total of 2054 samples from 28 classes each representing a different bacteria
serovar were considered in this study. These are the type of serovars most commonly
found in food samples. Each serovar is represented by between 40 to 100 samples
where samples are the forward-scatter patterns characterizing the phenotype of a
bacterial colony obtained by illuminating the colony surface by a laser light. Each
scatter pattern is a gray level image characterized by a set of 50 features. More
information about this dataset is available in [44]. Samples are randomly split into two
as train and test, with 80% of the samples going into the training set and the remaining
20% in the test. Stratified sampling is used to make sure each class is proportionately
represented in both the training and the test sets. Two different pairs of train/test
sets are generated, each by removing a different set of unrepresented classes from the
original training data. For the first pair the most separated four classes are identified.
These are classes that would be classified with a close to perfect accuracy if they were
represented in the training set. For the second pair the least separated four classes are
identified. These are classes that would be classified with a relatively poor accuracy
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even when they were represented in the training set. Then, for each pair, all samples
of the four unrepresented classes are moved from the training set to the test set. In
each pair the nonexhaustive training set contains 24 classes whereas the exhaustive
set contains 28 classes. These two pairs of training/test sets are labeled the most-
separated and the least-separated pairs.
The performance of the NEL-DPP algorithm is evaluated on two fronts: novelty
detection and class discovery. Novelty detection is evaluated by the area under the
Receiver Operating Characteristic (ROC) curve (AUC) obtained on the test data.
Here, sensitivity is defined as the percent of samples from unrepresented classes iden-
tified as novelty and specificity is defined as the percent of samples from represented
classes classified into one of the represented classes. The performance of the NEL-
DPP algorithm is compared against three other techniques: support vector domain
description (SVDD) [8], resampling approach [45], and a version of the proposed
algorithm implemented with a static training set (NoDe-DPP). NoDe-DPP detect
novelties without modeling them and is considered in this experiment to see the di-
rect impact of novelty modeling on the overall results. To account for the effect of
the order of the samples for the sampling process we repeated the experiments with
20 random permutations of the samples. We obtained different operating points on
the ROC curve for the NEL-DPP and NoDe-DPP algorithms by varying α from 0 to
∞. Results in Table 3.4.2 show the AUC achieved by the four techniques using the
most-separated and least-separated training/test pairs.
The AUC values show that the proposed approach significantly outperforms the
other three techniques irrespective of whether the most-separated or least separated
pair is used. When the unrepresented classes are well-separated the proposed ap-
proach almost yields the ideal AUC value. These results also illustrate the positive
impact of online novelty modeling on novelty detection as demonstrated by the differ-
ence in the performances of NEL-DPP and NoDe-DPP. The low standard deviation
across the 20 runs indicate the results are robust to changes in the execution order
of test samples.
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Table 3.1
Comparing results of novelty detection in terms of AUC values
achieved by the four techniques using the two different training/test
set pairs. Numbers in parenthesis are standard deviations across mul-
tiple runs.
NEL-DPP NoDe-DPP SVDD Resampling
most-separated 0.99 (0.00) 0.97 0.92 0.96
least-separated 0.96 (0.00) 0.93 0.72 0.90
Table 3.2
Performance of the NEL-DPP algorithm on class discovery using the
two different training/test set pairs. Numbers in parenthesis indicate
standard deviations across multiple runs.
most-separated least-separated
unrepresented classes 1 2 3 4 1 2 3 4
avg. # of clusters 1.2 1.7 2.0 2.1 2.3 1.7 2.6 3.5
% recovery rate (%) 98.0 100.0 100.0 99.0 67.0 52.0 40.0 57.0
(1.2) (0.0) (1.7) (1.6) (8.0) (13.0) (15.0) (15.0)
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When evaluating NEL-DPP for class discovery we considered two criteria: number
of newly discovered classes and percent recovery rate for each unrepresented class. To
compute these two values we assigned each discovered class to the unrepresented class
having the majority of the samples in that class. Percent recovery rate is computed
by the ratio of the number of samples recovered from an unrepresented class to the
total number of samples in that class. We determined the precision parameter α
by encoding our prior belief about the current size and nature of bacterial serovars
using the idea that we adopted from [18] and modifying it into a suitable heuristic
for our needs. Again, to account for the effect of the execution order of test samples
we repeated the experiment twenty times with random permutations in each. The
results showing the average number of classes discovered and percent recovery rate
for each unrepresented class are shown in table 3.4.2.
3.5 Discussion
The data model used in this chapter was limited with the Normal model. We can
extend it to problems involving more flexible class distributions by choosing a mixture
model for each class data and a hierarchical DP model over class distributions. The
learning problem then can be better formulated as a semi-supervised learning (SSL)
problem as labeled and unlabeled samples are actively involved in the learning and
inference process, yet again the labeled data being partially-observed. Thus, in the
following chapter we will present the resulting approach as a semi-supervised learning
framework.
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4 SELF-ADJUSTING MODELS FOR SEMI-SUPERVISED LEARNING IN
PARTIALLY-OBSERVED SETTINGS
In this chapter we present a novel semi-supervised approach to learning with a non-
exhaustive training data set. The main motivation for this approach is to extend
the PO-DPM algorithm in Chapter 3 to handle non-Normal class distributions. To
achieve this, we model each class (both observed and unobserved) as a mixture of
Normal distributions and replace the prior DP model over the class distributions
with a hierarchical Dirichlet Process (HDP) model. Unlike the previous approach,
while processing unlabeled samples, here we allow the self-adjusting model to add
new mixture components into observed classes in addition to novel components for
prospective unobserved classes. Therefore, during the inference both labeled and
unlabeled samples are actively involved in the MCMC sampling process. As a result,
it turns out to be a semi-supervised learning problem in a partially-observed setting.
4.1 Semi-Supervised Learning from Nonexhaustive Data
Despite close to two decades of active research in semi-supervised learning (SSL)
there is still no consensus among researchers whether unlabeled data helps with learn-
ing. Numerous results reported over the years, with some studies showing significant
improvements in classifier performance when unlabeled data is used along with labeled
data, yet others presenting results [46–48] suggesting that semi-supervised learning is
nothing but a hype, clearly indicate that the controversy surrounding semi-supervised
learning will not come to an end anytime soon.
So far it has been theoretically proved that: 1. in the context of finite mixture
models when the model assumption for the classifier is correct, that is, the model
used to build the classifier is identical to the model that generated the data, under the
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additional assumption of statistical identifiability, unlabeled data alone is sufficient
to identify mixture components; 2. under various assumptions, classification error
decreases exponentially with the number of labeled samples, and linearly with the
number of unlabeled samples [49]; 3. under a zero-bias assumption, unlabeled data
reduces the variance of the estimator and helps classification [50]. Although these
results are strong and present the ideal conditions under which unlabeled data would
be useful, the assumptions on which they are based are far from realistic for real-
world data. It is now an established fact in semi-supervised learning that when there
is a mismatch between approximating and true distributions, unlabeled data may
actually degrade the accuracy of the classifier. Thus, it is somewhat of a dichotomy,
to expect a distribution learned with limited labeled data to be flexible enough to
accommodate a large amount of unlabeled data.
In most semi-supervised settings the limited labeled data is not only scarce but also
collected without full knowledge of the underlying components of the data-generating
mechanism. The main challenge that arises in the mining of real-world data sets
but is often overlooked in semi-supervised learning is that the data model is not
only unknown at the time of training but may also have an evolving nature that
makes learning with a fixed model impractical. Under such circumstances it would
be impractical to assume that labeled and unlabeled data sets come from the same
distribution because certain aspects of the data-generating mechanism evident at the
time the unlabeled data set was observed may not have been evident at the time
the labeled data set was collected. In other words, it is natural to have a labeled
dataset where the sets of classes and components are not exhaustively defined. The
Pathogen Detection and Hyperspectral Data Analysis problems introduced in Chapter
1 perfectly fit to the described scenario and we will be experimenting our approach
on these applications.
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4.1.1 Our Approach and Contributions
Non-exhaustiveness of the labeled data set is a very realistic yet ill-defined sce-
nario where traditional approaches to semi-supervised learning with a fixed model
assumption would fail, as there is a clear mismatch between the model defined by the
labeled data set and the model that generated the unlabeled data set. In this study
we present a new framework for semi-supervised learning by replacing the traditional
brute-force approach of fitting a fixed model onto the unlabeled data set with a new
approach that can enable “data to speak for itself”. We believe that our approach
differs significantly from earlier work in that we relax the fixed model assumption
defined by the labeled data in order to have a self-adjusting model that can evolve
by dynamically adding new components or classes to better accommodate unlabeled
data.
We model each class by a Gaussian mixture model (GMM) with an unknown
number of components. We define a hierarchical Dirichlet process (HDP) over class
distributions to dynamically model the number of components as well as classes. HDP
also offers a natural framework for parameter sharing across inter- and intra-class
components, practically addressing the ill-defined covariance estimation problem even
for components observed with only few samples. We use a collapsed Gibbs sampler
to perform inference and to estimate the posterior distribution of the component
indicator variables for all samples in the labeled and unlabeled data sets. Our specific
contributions in this study can be summarized as follows:
1. We propose a new framework for semi-supervised learning where unlabeled data
can potentially improve learning even when the models that generated the un-
labeled and labeled data sets are different.
2. We extend the concept of HDP, which allows joint learning of components across
a fixed number of observed classes, to learning components of potentially infinite
number of unobserved classes in addition to those of observed ones.
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3. We provide a strategy for sharing the covariance matrices across different com-
ponents while leaving the mean vectors free. Sharing both the covariance matrix
and the mean vectors across different components implies using the same Gaus-
sian distribution across different classes, which raises the issue of statistical
identifiability.
4. New class discovery and discovery of new components from existing classes
comes as a by-product of our approach.
4.1.2 Previous Work in Semi-Supervised Learning
Self-training is a widely used approach in semi-supervised learning. A single clas-
sifier is first trained using the small amount of labeled data and then applied to the
unlabeled data to predict their labels. The most confident unlabeled samples along
with their predicted labels are then moved into the training data and the classifier
is retrained with the updated training set. The algorithm iterates in this fashion by
learning from its own predictions until a convergence criterion is met.
Co-training, introduced by Blum & Mitchell [51], is a multi-view approach to SSL.
The assumption is that features can be divided into two sets (views), which (ideally)
are conditionally independent given the class information, and each subset alone can
be used to obtain a good classifier. The approach involves two classifiers, each trained
initially on one of the two feature subsets of the labeled data. Each classifier evaluates
the unlabeled data and determines a few samples with highest confidence in their
predicted labels. Those samples and their predicted labels are then incorporated into
the training set of the other classifier so that each one is retrained with the respective
updated data. The algorithm repeats this procedure until a termination criterion is
met. Many other studies have followed, some analyzing the co-training paradigm in
detail [52, 53], some relaxing the assumptions on the feature subsets [54, 55], others
building new concepts upon it such as statistical co-Learning [56] and its improved
version democratic co-Learning [57] or tri-training [58].
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Another major line of work consists of graph-based methods where nodes represent
the labeled and unlabeled samples in the dataset and edges indicate the similarity
of nodes, which can be weighted by the pairwise distance between samples. A com-
mon assumption is that data samples with similar features tend to lie in the same
class, i.e. smoothness of labels. Unlike generative models, graph-based methods are
transductive, meaning that no general decision rule covering the entire data space is
obtained, but only the labels of the test data are targeted. Many graph-based meth-
ods estimate a function on the graph in a graph-cut [59], a label propagation [60,61]
or a regularization [62, 63] framework, details of which are beyond the scope of this
paper.
Yet another group of methods exploits the low-density separation assumption, that
the classes in the unlabeled data form clusters and that the decision boundary between
classes pass through a low-density region. Some of the approaches are transductive
support vector machines (TSVM) [64–66], Gaussian process based approaches [67,68],
information regularization [69], and entropy minimization, to name a few.
Generative mixture models have been a classical approach to SSL. As long as the
conditional distribution is an identifiable mixture model, such as a Gaussian mix-
ture, the large amount of unlabeled samples can be used to infer the parameters of
the mixture components, commonly through expectation-maximization (EM) [27].
Then labeled samples can be used to determine the component labels assuming
that the classes exhibit a well clustering property. Applications of this technique
include [70–72]. All these earlier studies in generative mixture models assume a fixed
structure, i.e., all samples in the unlabeled data are assumed to originate from one
of the classes represented in the labeled data. As discussed earlier this is not a very
realistic assumption for most real-world datasets. One of the earliest approaches to
tackle this problem was introduced within the context of supervised learning [73]. In
this study, known and unknown classes were modeled by a mixture of expert model
with learning performed by expectation-maximization. The optimal number of mix-
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ture components was determined by using minimum description length coupled with
some heuristics.
Most of what we did in this study is more closely related to the partially observed
Dirichlet process mixture models, PO-DPM, presented in Chapter 3. Another recent
study that involves the application of DPM for partially observed settings was in-
troduced in [74]. This study models training data by a HDP and introduces a DP
model to handle incoming data. Incoming data contains samples from observed as
well as unobserved classes. HDP and DP models were then coupled with the goal of
identifying news articles with new topics while classifying those with older topics into
one of the classes represented in the training data.
The proposed approach is similar to the last two studies mentioned above in terms
of using a DP/HDP model in a partially observed setting. However, in addition to
distinct algorithmic aspects discussed throughout this chapter, we believe that our
study pioneers the approach to learning with a non-exhaustively defined labeled data
set and presents a unique framework to tackle unlabeled data in semi-supervised
settings.
The rest of this chapter is organized as follows. In Section 4.2.1 we briefly review
the hierarchical Dirichlet process (HDP). In Section 4.2.2 we discuss how HDP can
be extended to partially observed settings. In Section 4.2.3 we incorporate the data
model and discuss a strategy for sharing the covariance matrices while leaving the
mean vectors free. In Section 4.2.4 we demonstrate the feasibility of the proposed
approach on an artificial dataset. In Section 4.3 we present results of our experi-
ments comparing the proposed approach against several state-of-the-art supervised
and semi-supervised learning techniques for the bacteria classification and hyperspec-
tral image analysis problems.
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4.2 Bayesian Nonparametric Approach to Semi-Supervised Learning
We start this section with a brief review of the Hierarchical Dirichlet Processes
(HDP) [75] widely used in the machine learning literature for co-clustering multiple
groups of data by enabling sharing of parameters across components. Throughout this
section we use the terms group and class interchangeably. We also assume that each
group data comes from a mixture model with an unknown number of components.
4.2.1 Hierarchical Dirichlet Processes (HDP)
HDP extends Dirichlet Processes (DP) [28], which is mainly used in clustering
and density estimation problems as a nonparametric prior defined over the number of
mixture components. HDP models each group of data in the form of a DPM model,
where DPM models across different groups are connected together through a higher
level DP. We use the notation xji ∈ <d, i = {1, ..., nj}, j = {1, ..., J} to identify
sample i in the group j where nj denotes the number of samples in group j, J is
the total number of groups, and θji defines the parameters of the mixture component
associated with xji. Each xji is associated with a mixture component defined by the
parameter θji, which is generated i.i.d. from a Dirichlet Process as follows:
xji|θji ∼ p(·|θji) for each j, i
θji|Gj ∼ Gj for each j, i
(4.1)
where Gj’s are random probability measures distributed i.i.d. according to a DP with
base distribution G0 and precision parameter α.
To reiterate, the stick-breaking construction due to [40] suggests Gj =
∑∞
i=1 βjiδθji
where βji = β
′
ji
∏i−1
l=1(1 − β
′
jl), β
′
ji ∼ Beta(1, α), and θji ∼ G0. The points θji are
called the atoms of Gj. Note that unlike continuous distributions the probability of
sampling the same θji twice is not zero and proportional to βji. Thus, Gj is considered
a discrete distribution. The precision parameter, α, is the parameter that controls
how much of the stick will be left for subsequent values. The smaller the α is, the
larger the β
′
ji will be, and the less of the stick will be left for subsequent values on
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average. Thus, α is the parameter that controls the prior probability of assigning
a new sample to a new component and thus, plays a critical role in the number of
components generated.
In the HDP model the base distribution G0 is distributed according to a higher
level DP with a base distribution H and parameter γ. This hierarchical model couples
Gj’s and allow for sharing of mixture components within and between groups. HDP
model is completed as follows:
Gj|G0, α ∼ DP (G0, α) for each j,
G0|H, γ ∼ DP (H, γ)
(4.2)
The generative process defined by an HDP model can be better explained by
an analogy to the Chinese Restaurant Franchise (CRF) [75]. We have a restaurant
franchise with a global menu of dishes shared across all restaurants. In each restaurant
a certain dish is served at each occupied table, which is shared by all customers sitting
in that table. The same dish can be served in other tables across multiple restaurants.
The popularity of a particular dish is proportional to the number of tables serving
that dish. In an arbitrary restaurant j, customer i is associated with θji and is seated
at table tji, and table t is associated with one of the K random draws from H, i.e.,
ψjt ∈ {φ1, . . . , φK}, which represents the global menu of dishes. A dish from the
global menu served at table t in restaurant j is denoted by the indicator variable kjt.
In the HDP model the parameter γ controls the prior probability of serving a new
dish at a new table.
In this model, restaurants correspond to classes, each table in a restaurant cor-
responds to a mixture component in the mixture model, and each dish in the menu
corresponds to a unique set of parameters shared by one or more components.
The conditional distributions for tji and kjt are obtained by integrating out Gj
and G0, respectively:
tji|tj1, . . . , tj,i−1, α ∼ αnj+αδtnew +
∑mj.
t=1
njt
nj+α
δt (4.3)
where mj. is the number of tables in restaurant j and njt is the number of customers
at table t in restaurant j. According to this conditional distribution θji inherits one
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of the existing ψjt with probability
njt
nj+α
or ψj,mj .+1, i.e., a new table, with probability
α
nj+α
. Similarly,
kjt|kj1, . . . , kj,t−1, γ ∼ γm..+γ δknew +
∑K
k=1
m.k
m..+γ
δk (4.4)
where m.k is the number of tables across all restaurants serving dish φk and m..
is the total number of tables across all restaurants. According to this conditional
distribution ψjt is equal to one of the φk with a probability
m.k
m..+γ
or φK+1, i.e., a new
dish, with probability γ
m..+γ
.
Inference in the described CRF setting can be performed using a Gibbs sampler
by iteratively sampling the variables t =
{{tji}nji=1}Jj=1, k = {{kjt}mj.t=1}Jj=1, and φ =
{φk}Kk=1 given the state of all other variables.
The conditional distributions for tji is:
p(tji = t|t\tji,k,φ,x) ∝
 αp(xji) for t = mj. + 1n−ijt p(xji|φkjt) for t ∈ {1, . . . ,mj.} (4.5)
The conditional distributions for kjt is:
p(kjt = k|t,k\kjt,φ,x) ∝
 γ
∏
i:tji=t
p(xji) for k = K + 1
m−jt.k
∏
i:tji=t
p(xji|φk) for k ∈ {1, . . . , K}
(4.6)
In the above conditional distributions n−ijt is the number of customers sitting at
table t in restaurant j not including the customer i, m−jt.k is the number of tables
sharing the same dish φk not including the table t in the restaurant j. The conditional
distribution for φ is omitted as we choose a conjugate pair of H and p(·|φ) in this
study, which allows us to integrate out φ analytically to obtain a collapsed version of
the Gibbs sampler.
4.2.2 Partially-Observed HDP Model (PO-HDP)
In this section we extend the HDP model to semi-supervised learning in partially-
observed settings. We model each class by a Gaussian mixture model (GMM) with an
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unknown number of components. We introduce the notion of observed and unobserved
classes/subclasses to distinguish classes/subclasses represented in the labeled data set
from those not represented. Each subclass is represented by a single component in the
corresponding GMM model. Thus, we use subclasses and components interchangeably
in the rest of the paper.
The labeled data set is non-exhaustively defined because the set of classes and
the set of components for some or all of the classes are not complete, i.e., partially
observed. The class labels for samples in the labeled data set are known, whereas
component labels are not. The unlabeled data set may contain samples from classes
and subclasses not represented in the labeled data set. However, neither the class
labels nor the component labels are known for samples in the unlabeled data set.
The number of components in each class and the total number of classes are also not
known.
In the partially-observed setting the learning problem includes the following two
tasks: (i) inferring the component membership of labeled samples and (ii) inferring
both the group and component membership of unlabeled samples. Unlike labeled
samples which are known to originate from observed classes, unlabeled samples can
originate from observed as well as unobserved classes. Notice that each class in the
proposed SSL framework corresponds to a separate restaurant in the CRF concept.
To relate this partially observed setting to the CRF analogy each unlabeled sample
can be considered as an undecided customer who has not yet decided which restaurant
to go. These customers can go to one of the restaurants in the franchise but may
as well choose an out-of-franchise restaurant, which is treated as a new restaurant
with a single table in the proposed framework. Labeled samples represent customers
who already arrived at one of the franchise restaurants and waiting to be seated.
These customers can be seated using the same Gibbs sampler scheme presented in
the previous section after accounting for the presence of undecided customers who
eventually choose to go to the same restaurant. In short, decided customers sit at
existing or new tables in existing restaurants only, whereas undecided customers can
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seat at new tables in new restaurants in addition to existing or new tables in existing
restaurants. Before we move on to describing the details of our approach for extending
the HDP framework for semi-supervised learning in a partially-observed setting we
introduce new notation to distinguish between labeled and unlabeled samples.
We use x =
{{xji}nji=1}Jj=1 and t = {{tji}nji=1}Jj=1 to denote samples and component
indicator variables, respectively, for the labeled data. For the same variables in the
unlabeled data, we use x˜ = {x˜i}nui=1 and t˜ =
{
t˜i
}nu
i=1
. For the unlabeled data we
also introduce y˜ = {y˜i}nui=1 to denote the unknown class indicator variables, where
y˜i ∈ {1, . . . , J + J¯}, J¯ is the number of newly created classes after observing the
unlabeled data. Finally we use k =
{{kjt}mj.t=1}Jj=1 and k˜ = {k˜j}J¯j=1 to define indicator
variables for the unique parameter sets shared across observed and newly created
classes, respectively.
The part of Gibbs sampler for inferring the component membership of labeled
samples involve evaluating the following conditional distributions iteratively given
the state of all other variables.
The conditional distribution for tji for a labeled sample is:
p(tji = t|t\tji,k,φ,x, x˜, y˜, t˜) ∝
 α p(xji) for t = mj. + 1(n−ijt + n˜jt)p(xji|φkjt) for t ∈ {1, . . . ,mj.}
(4.7)
where n˜jt is the number of unlabeled samples assigned to component t in class j.
Unlike a labeled sample, which is either assigned to one of the existing components
associated with its class of origin or to a new component generated for that class, an
unlabeled sample can be assigned to any of the existing components across all classes
or to a new component generated for a new class. In this framework each new class
will inherently have one component. The fact that true labels of unlabeled samples
are not known makes it impossible to readily associate new components with existing
ones.
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The conditional distribution for t˜i for an unlabeled sample is:
p(t˜i = t|t,k,φ,x, x˜, t˜\t˜i, y˜, k˜) ∝ α p(x˜i) for t = 1 j = J + J¯ + 1(njt + n˜−ijt )p(x˜i|φkjt) for t ∈ {1, . . . ,mj.} j ∈ {1, . . . , J + J¯}
(4.8)
Next, we discuss the part of the Gibbs sampler for inferring the indicator variables
of unique parameters for components of existing and new classes.
A component in an existing class may contain both labeled and unlabeled samples.
Thus, the conditional distribution for kjt is:
p(kjt = k|t,k\kjt,φ,x, x˜, y˜, t˜, k˜) ∝ γ
∏
i:tji=t
p(xji)
∏
i:t˜i=t∧y˜i=j p(x˜i) for k = K + 1
m−jt.k
∏
i:tji=t
p(xji|φk)
∏
i:t˜i=t∧y˜i=j p(x˜i|φk) for k ∈ {1, . . . , K}
(4.9)
On the other hand a component in a new class contains only unlabeled samples.
Thus, the conditional distribution for k˜j is:
p(k˜j = k|t,k,φ,x, x˜, y˜, t˜, k˜\k˜j) ∝ γ
∏
i:y˜i=j
p(x˜i) for k = K + 1
m−j.k
∏
i:y˜i=j
p(x˜i|φk) for k ∈ {1, . . . , K}
(4.10)
Finally, the class indicator variables y˜ for unlabeled samples can be obtained from
t˜. If an unlabeled sample is assigned to a new component this will indicate a new
class and thus y˜i = J+ J¯+1. If an unlabeled sample is assigned to one of the existing
components associated with class j then y˜i = j. Note that class j can be one of the
classes represented in the labeled data set as well as one of the classes previously
associated with unlabeled samples, i.e., j ∈ {1, . . . , J + J¯}. Each sweep of the Gibbs
sampler also involves sampling γ and α values using the technique described in [42].
This completes our discussion for learning with labeled and unlabeled data sets
with an HDP model in a partially-observed setting. Next, we will present the data
model used in this study and discuss a strategy for sharing the covariance matrices
of mixture components while leaving their mean vectors free.
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4.2.3 Parameter Sharing in a Gaussian Mixture Model
We model each class by a mixture model with each component data distributed
according to a Gaussian distribution with mean vector µjt and a covariance matrix
Σjt, i.e., ψjt = {µjt,Σjt}. For the base distribution H, from which the component
parameters φk’s are sampled, we define a conjugate prior:
H = p (µ,Σ) = N
(
µ|µ0, Σ
κ
)
︸ ︷︷ ︸
p(µ|Σ)
×W−1 (Σ|Σ0,m)︸ ︷︷ ︸
p(Σ)
(4.11)
where µ0 is the prior mean and κ is a scaling constant that controls the deviation
of the mean vectors of mixture components from the prior mean. The smaller the κ
is, the larger the scattering between the components will be. The parameter Σ0 is
a positive definite matrix that encodes our prior belief about the expected Σ. The
parameter m is a scalar that is negatively correlated with the degrees of freedom.
In other words the larger the m is the less Σ will deviate from Σ0 and vice versa.
The parameters (Σ0,m, µ0, κ) are estimated using labeled samples in the same way
described in section 3.3.1.
To evaluate the Gibbs sampler introduced in the previous section we need the
conditional distribution p(x|φkj) and the marginal distribution p(x). Since φkj are
not known they can be replaced with the class conditional predictive distributions
p(x|Djt), where Djt denotes the subset of samples belonging to component t in class
j. This collapsed version of the Gibbs sampler reduces the state space of the sampler
and leads to faster convergence to the equilibrium distribution [39]. The marginal
distribution can be obtained from p(x|Djt) by setting Djt an empty set. For the
multivariate Gaussian data the sample mean x¯ and the sample covariance matrix S
are sufficient statistics and therefore we can write p(x|Djt) = p(x|x¯jt, Sjt).
To evaluate p(x|Djt) for a given x requires evaluating the following integral with
respect to ψjt = {µjt,Σjt}.
p(x|Djt) =
∫
p(x|ψjt)p(ψjt|Djt)∂ψjt (4.12)
61
If parameter sharing across different components were not allowed, evaluating the
above integral analytically would yield a multivariate Student-t distribution with the
following parameters.
Location vector:
µˆ =
njtx¯jt + κµ0
njt + κ
Scale matrix:
Σˆ =
Σ0 + (njt − 1)Sjt + njtκnjt+κ(x¯jt − µ0)(x¯jt − µ0)T
(κ+njt) v
(κ+njt+1)
(4.13)
Degrees of freedom:
v = m+ njt − d+ 1
However, in the proposed framework the clustering property of the HDP model
allows multiple components to inherit one of the distinct parameters in φ. Thus,
instead of integrating out ψjt as in (4.12), sharing property of the HDP model requires
that we integrate out φk in the predictive distribution. Let D.k be the samples of all
components sharing parameter φk then the predictive distribution p(x|D.k) can be
obtained by evaluating the following integral:
p(x|D.k) =
∫
p(x|φk)p(φk|D.k)∂φk (4.14)
If φk contains both the mean vector and the covariance matrix then this would
imply sharing the same mean vector and the covariance matrix across multiple com-
ponents. This would mean fitting each component by the same Gaussian distribution,
which would not make sense as components sharing the same parameters would no
longer be identifiable. To tackle this problem we adopt a strategy, where sharing is
limited with the covariance matrices only. Thus, if we set φk = {Σk} and evaluate the
integral in (4.14) analytically we obtain the predictive distribution as a multivariate
Student-t distribution with the same location vector as previously but with the scale
matrix and degrees of freedom updated as follows.
Scale matrix:
Σˆ :
Σ0 +
∑
jt:kjt=k
(njt − 1)Sjt + njtκnjt+κ(x¯jt − µ0)(x¯jt − µ0)T
(κ+njt) v
(κ+njt+1)
(4.15)
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Degrees of freedom:
v : m+
∑
jt:kjt=k
(njt − 1)− d+ 2
where the summation terms are over all components sharing the same covariance
matrix.
In (4.13) v in the denominator has an averaging affect on the accumulating scatter
matrices in the numerator. Practically speaking, as the components grow during the
iteration of samples, they tend to resemble other components with similar scattering of
samples, which effectively improves the convergence of the sampling algorithm and at
the same time addresses the ill-defined covariance estimation problem for components
with very few samples.
Next, we demonstrate the PO-HDP approach discovering and recovering new
classes and new components of observed classes on a synthetic 2D data set.
4.2.4 Illustration of the PO-HDP Approach
We generated ten classes, each as a mixture of three Gaussian components. The
covariance matrices for individual components are randomly drawn from a template
set of five covariance matrices, each with different shape and orientation (Figure 4.1).
The mean vectors of the classes are equidistantly placed alongside the peripheries of
two concentric circles with radii 15 and 7 and whose centers are located at the origin.
The component means are arbitrarily chosen alongside a circle centered at the class
mean.
We generated 50 samples from each component making 150 samples for each class.
We sequestered 30% of these samples as test data by stratified sampling and use the
remaining 70% for training. Out of the training samples, 30% are considered as
labeled data and 70% as unlabeled. In order to produce a nonexhaustively-defined
labeled data set both in terms of the number of classes and the number of components
for an observed class, we considered all of the components of two of the classes and
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Figure 4.1. The template of covariance matrices used for the illustrative example
one of the components of a third class as unobserved and move all of their samples
from the labeled set into the unlabeled set.
The objective here is to discover and recover the two unobserved classes and the
unobserved component of the observed class while making sure the samples from all
other observed classes are classified as accurately as possible. In Figure 4.2 the true
distributions of the observed classes are shown by solid lines and the unobserved
ones by dashed lines. The ellipses correspond to the distribution of the individual
components that are at most three standard deviations away from its mean.
The inferred component distributions for unobserved components are overlayed
with the true component distributions in Figure 4.2. The observed classes are marked
by solid blue lines, the components discovered by the proposed approach for the
unobserved classes and the unobserved component of an observed class are marked
by solid red and cyan lines, respectively.
4.2.5 Implementation Details for PO-HDP
We end this section by briefly discussing some of the implementation details in-
volving the Gibbs sampler presented in Section 4.2.2. We initialize the HDP model
by generating a component for each observed class and assigning a random sample
from that class to this component. During each sweep of the Gibbs sampler, all data
samples are assigned to one of the existing components or to a new component us-
ing equations (4.7) and (4.8) for labeled and unlabeled samples, respectively. This
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Figure 4.2. True class distributions of the observed classes are dis-
played with solid black curves and those of the unobserved classes
with dashed black curves. The single unobserved component from
an observed class is shown with solid cyan curve. The results of the
SA-SSL approach for observed and unobserved classes are displayed
with solid blue and red curves, respectively.
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is followed by sampling the parameters of the components based on the most cur-
rent assignment of the samples. For components associated with observed classes
the equation (4.9) is used, for those associated with unobserved classes the equation
(4.10) is used. Both labeled and unlabeled samples can generate new components
but unlike a component generated for an unlabeled sample, which is assigned to a
new class, a new component generated for a labeled sample is readily assigned to the
observed class the labeled sample belongs to.
When a sample is assigned to an existing component the mean vector of the
corresponding component and the covariance matrices of all components associated
with the same φ are updated. If an unlabeled sample ends up at a new component
then we introduce a new class and tentatively label the sample with that class until the
next iteration and process remaining unlabeled samples by taking the new component
into account as well. Unlike an observed class, which is fixed by definition, a new
class can be removed when no samples are left in the component associated with that
class. A component associated with an observed class may contain both labeled and
unlabeled samples at a given sweep but during later sweeps the labeled samples may
move to other components leaving only unlabeled ones in that component. In this
case we reassign that component to a new class.
Finally, as mentioned before, we used the formulation in [42] to sample the preci-
sion parameters α and γ of the HDP model for the Gibbs sampler. This formulation
requires defining Gamma priors with shape parameters (a0, b0) and (a1, b1) over α and
γ, respectively. The posterior distribution for α is conditioned on the total number
of samples N and the total number of existing components m.. in the current itera-
tion. Similarly, the posterior for γ is conditioned on m.. and the number of existing
unique parameters in the current iteration K. While experimenting with the shape
parameters of the Gamma priors, we observed that as m.. increases it suppresses the
effect of a0 in the posterior and the expected value of the Gamma posterior tends to
increase regardless of a0. Regarding the second parameter of the posterior, as N is
fixed, a large value for b0 is necessary to balance the effect of the first parameter on
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the expected value. A similar argument can be made for γ based on the values of K
and T . As a result we set a0 and a1 to one and coarsely tuned b0 and b1 values. We
used the same b0 = 100 and b1 = 50 values for the experiments presented in Sections
4.3.2 and 4.3.3.
4.3 Experiments
4.3.1 A Comparative Illustration
For this illustration we generated three classes, each as a mixture of three Gaussian
components. The covariance matrices for individual components are randomly drawn
from a set of five different templates of covariance matrices, each with a different
shape and orientation (Figure 4.1). The mean vectors of the classes are equidistantly
placed along the periphery of a circle centered at the origin with radius 7. Similarly,
the component means are arbitrarily chosen along a circle with radius 1, centered at
the corresponding class means.
We generated 110 samples from each component for a total of 330 samples for each
class. We randomly selected 10 samples from each component as labeled data and
used the remaining 100 samples from that component as unlabeled data. In order to
produce a partially-observed labeled data set in terms of both the number of classes
and the number of components for an observed class, we considered all components
of a class and one component of a second class as unobserved and discarded all their
labeled samples, leaving only unlabeled samples from these components.
The purpose of this illustration is three fold. First, we show that the proposed
HDP model, which uses unlabeled and labeled data together, can more accurately
recover the underlying distributions of the observed classes compared to the ver-
sion that uses only labeled data. Second, we demonstrate that the proposed self-
adjusting model can successfully discover and recover the underlying distributions
of classes/subclasses that exist in the unlabeled data but are unobserved in the la-
beled data, whereas classical approaches that deal with samples of unrepresented
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classes/subclasses by assigning reduced weight to them can neither discover unob-
served classes nor accurately model observed classes. Third, we illustrate the sharing
aspect of the proposed approach by first identifying the types of the covariance matri-
ces of the recovered distributions and then comparing them against the true types of
the covariance matrices used to generate data from each subclass. We show that with
the proposed approach the labels of the covariance matrices shared among recovered
subclass distributions perfectly match the labels of those shared among true subclass
distributions.
Figure 4.3(a) shows true subclass distributions for all nine subclasses. The ob-
served subclasses, i.e., those that are represented in the labeled data set, are shown
by solid lines and unobserved ones by dashed lines. The ellipses correspond to the
distributions of the subclasses that are at most three standard deviations away from
the mean.
Figure 4.3(b) shows the distributions of the five observed subclasses recovered by
the version of the HDP model that uses only labeled data. Note that the recovered
distributions deviate from the true subclass distributions. Additionally three of the
five recovered subclass distributions share different types of covariance matrices than
those used in the true subclass distributions.
Figure 4.3(c) shows the impact of unlabeled data over the recovered subclass dis-
tributions when unlabeled data contain samples from classes/subclasses unobserved
in the labeled data and a fixed model is used to accommodate unlabeled data. These
results are obtained using the technique introduced in [72], which assigns reduced
weight to unlabeled samples as determined by their posterior probabilities. Note
that, since unlabeled data from unobserved subclasses dominate labeled data from
observed classes, the recovered distributions for observed classes significantly deviate
from true subclass distributions.
Figure 4.3(d) shows the results of the proposed approach. Both observed and
unobserved subclass distributions are almost perfectly recovered. The sharing of the
covariance matrices among recovered subclass distributions matches the sharing of
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covariance matrices among true subclass distributions. Labels for the covariance
matrices of recovered distributions are also correctly identified.
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Figure 4.3. Illustration of the proposed algorithm with an artificial
dataset. Solid and dashed black contours indicate observed and unob-
served subclasses, respectively. Solid blue contours indicate recovered
versions of observed subclasses whereas blue contours plotted with the
plus sign indicate the recovered versions of unobserved subclasses.
Letters denote the labels of the covariance matrices. The star and
cross signs show the location of the true and predicted mean vectors
of subclasses, respectively. (a) True subclass distributions. (b) Dis-
tributions recovered by the standard HDP model using only labeled
data set. (c) Distributions recovered by a fixed model that assigns
full weight to labeled samples and reduced weight to unlabeled sam-
ples, using both labeled and unlabeled data sets. (d) Distributions
recovered by the proposed self-adjusting model using both labeled and
unlabeled data sets.
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4.3.2 Experiments on Bacteria Detection and Remote Sensing
In this section we aim to observe the classification accuracy of our approach com-
pared with a number of approaches from literature using the available labeled data
in both experiments.
Evaluated Classifiers
For these experiments we considered three supervised learning methods as baseline
techniques, where only the labeled training samples is used for learning the classifiers.
The first one is a Naive Bayes classifier (SL-NB). The second one is a maximum-
likelihood classifier with each class modeled by a single Gaussian (SL-ML). The third
one is a maximum-likelihood classifier with each class modeled by a mixture of Gaus-
sian components (SL-EM). This method fits a mixture model onto each class data by
Expectation-maximization.
In addition to these supervised learning methods we implemented a number of
benchmark semi-supervised learning algorithms. The first one is the semi-supervised
EM algorithm introduced in [50] (SSL-EM). Briefly, this algorithm first, fits a Gaus-
sian distribution onto each class data in the labeled data set, then, it evaluates the
posterior probabilities of the unlabeled samples for each class using the learned dis-
tributions, finally, it incorporates unlabeled samples into the parameter estimation
process for each class by weighting them by their posterior probabilities. This process
repeats until convergence and the resulting classifier is applied on the test data.
We also implemented two versions of the self-training method (SELF) with base
learners ML and NB, respectively. Another algorithm we have included is the Co-
training algorithm (CO-TR) implemented in two versions with base learners ML and
NB respectively. For SELF and CO-TR we only include the better performing version
in the experimental results.
One last approach we considered is the semi-supervised adaptation of the algo-
rithm introduced in [73] (SSL-MOD). In this technique, similar to SSL-EM, we esti-
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mate an initial Gaussian model for each class using the labeled samples and classify
the unlabeled samples. The maximum of the class likelihood values are obtained for
each sample. A two component Gaussian mixture model is fit onto this likelihood
data in order to identify unlabeled samples with higher and lower likelihood values.
We expect that unlabeled samples belonging to the observed classes will yield higher
likelihood values whereas those from unobserved classes will yield low likelihood val-
ues. Then we merge the unlabeled samples in the higher-likelihood group with the
labeled samples to re-estimate the parameters of the classes. This process repeats
until convergence and in the end another EM is performed on the samples remaining
in the low-likelihood group to identify unobserved components. This technique is the
only SSL technique, other than the proposed approach, that attempts to model un-
observed classes. The proposed self-adjusting SSL approach is identified by SA-SSL
in this section.
Classifier Design and Evaluation
The labeled, unlabeled, and test data sets are generated as follows. We first divide
the available labeled data into two and reserve one portion as test data. Then we
further split the remaining portion into two as the labeled and unlabeled training
data sets. During each split stratified sampling is used to make sure each class
is proportionately represented in each subset. Some of the classes are considered
unobserved and moved from the labeled set to the unlabeled set generating a non-
exhaustive labeled data set. Both the unlabeled and test sets are exhaustive. The
exact numbers for the number of unobserved classes and the proportions for the
test, train and unlabeled sets are specified for each experiment below. We evaluate
the performance of the classifiers using the overall classification accuracy and the
average classification accuracies evaluated separately for observed and unobserved
classes on the test set. We repeated this process ten times by generating ten random
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test/train/unlabeled splits and report the average accuracies along with the standard
deviations.
The performance of the proposed SA-SSL algorithm is evaluated on three fronts:
overall classification accuracy, classification accuracy for observed classes, classifi-
cation accuracy for unobserved classes. To compute the classifier accuracy for un-
observed classes each newly created component is assigned to the unobserved class
having the majority of the samples in that component. Classification accuracy for
each unobserved class is computed by the ratio of the total number of samples re-
covered by the corresponding components to the total number of samples in that
class.
Experiment 1: Pathogen Detection
In this experiment a total of 2054 samples from 28 classes each representing a
different bacteria serovar were considered. These are the type of serovars most com-
monly found in food samples. Each serovar is represented by between 40 to 100
samples where samples are the forward-scatter patterns characterizing the phenotype
of a bacterial colony obtained by illuminating the colony surface by a laser light.
Each scatter pattern is a gray level image characterized by a set of 22 features. More
information about this dataset is available in [44]. We removed 30% of the samples
as test data, and half of the remaining 70% is treated as the labeled data set and the
other half as unlabeled. Four of the classes are considered unobserved and all of their
samples are moved from the labeled set to the unlabeled set. So the non-exhaustive
labeled set contains 24 classes and the exhaustive unlabeled and test data contains
all of the 28 classes.
As the results in Table 4.3.2 suggest the proposed SA-SSL algorithm significantly
outperforms all other techniques in terms of overall classifier accuracy as well as classi-
fier accuracies for observed and unobserved classes. In addition to classifying samples
from unobserved components with a reasonable accuracy, the proposed approach also
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Table 4.1
Average of 10 iterations, each run with different test/train/unlabeled
splits of the Bacteria dataset. The first column shows the overall
accuracy on the test samples, second and third columns show the
accuracies for the observed and unobserved classes, respectively.
Method Acc Acc-O Acc-U
SA-SSL 0.81 (0.03) 0.84 (0.01) 0.68 (0.2)
SSL-EM 0.50 (0.02) 0.59 (0.02) 0
SSL-MOD 0.44 (0.03) 0.48 (0.03) 0.23 (0.09)
SELF 0.62 (0.01) 0.73 (0.02) 0
CO-TR 0.62 (0.01) 0.74 (0.01) 0
SL-ML 0.64 (0.02) 0.76 (0.02) 0
SL-NB 0.52 (0.02) 0.62 (0.02) 0
SL-EM 0.30 (0.05) 0.35 (0.06) 0
performs favorably compared to other techniques for classifying samples of observed
components.
Experiment 2: Multi-spectral Image Data Set
We used the Flightline C1 multispectral image data set for this experiment. This
is a 12-band multispectral image taken over Tippecanoe County, Indiana by the M7
scanner in June, 1966. There are eight classes, each class representing a different
crop type. The data set consists of 949 scan lines with 220 pixels per line for a total
of 208,780 pixels, 69,413 of which are available as labeled pixels. More information
about this multispectral imagery is available in [76]. This data set has been previously
studied in the remote-sensing literature within the context of both supervised and
semi-supervised learning problems [72, 77, 78]. However, these earlier studies picked
training samples from each and every class across the image, making sure that the
list of classes in the training data set is complete. Considering the spatially evolving
nature of remote-sensing imagery in general and this image data set in particular
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Table 4.2
Average of 10 iterations each run with different test/train/unlabeled
splits of the multi-spectral image dataset. The first column shows the
overall accuracy on the test samples, second and third columns show
the accuracies for the observed and unobserved classes, respectively.
Method Acc Acc-O Acc-U
SA-SSL 0.92 (0.01) 0.91 (0.01) 0.98 (0.01)
SSL-EM 0.75 (0.10) 0.78 (0.10) 0
SSL-MOD 0.77 (0.06) 0.79 (0.07) 0.0
SELF 0.82 (0.01) 0.85 (0.01) 0
CO-TR 0.81 (0.02) 0.84 (0.02) 0
SL-ML 0.84 (0.01) 0.87 (0.01) 0
SL-NB 0.77 (0.02) 0.80 (0.02) 0
SL-EM 0.77 (0.01) 0.80 (0.01) 0
we do not believe that earlier studies have realistically analyzed this image data set.
Besides, if the classifier had access to labeled samples from each and every field on
the scene, we would not need a semi-supervised learning algorithm in the first place
because one can easily augment the labeled data set by assigning the same label to
all samples within a crop field.
In this data set we used 0.2% of all samples as the labeled data set, 5% as the
unlabeled data set and the remaining samples are left for testing. One class is con-
sidered unobserved and moved from the labeled data set to the unlabeled data set,
leaving a total of 121 labeled samples from seven classes for the non-exhaustive la-
beled set and around 3000 samples from all classes in the unlabeled set. The proposed
SA-SSL significantly outperforms all other techniques compared and recovers the one
missing class with an almost perfect accuracy while achieving a fairly good accuracy
for observed classes.
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4.3.3 Experiments on Entire Remote Sensing Images
In this section we further observe the scalability of the proposed approach on two
remote sensing data sets, first being the entire FlightLine C1 image with over 200K
samples and the second being a hyperspectral image with 126 dimensions. In addition
to the accuracy on labeled samples we will obtain entire classification map on each
data set.
Classifier Models
We included the same algorithms from section 4.3.2 and an additional one from
the remote sensing literature for comparison with our approach. The additional one is
the transductive SVM algorithm introduced in [79] (SSL-SVM). The original TSVM
algorithm [64] solves an optimization problem to maximize the margin between two
classes using the combined set of labeled and unlabeled samples, whereas SSL-SVM
incorporates a subset of the unlabeled samples into the learning process in an iterative
manner. The method starts with a regular SVM trained using only labeled samples
and iterates each time by extending the training data set with the unlabeled samples
closest to the positive and negative margins of the separating hyperplane.
Classifier Design and Evaluation
The proposed framework is evaluated not only based on how accurately it classi-
fies samples of known classes, i.e., classes that exists on the top half of the image, but
also how well it discovers and recovers the missing classes and subclasses. We will
use the ground truth available for the bottom half of the image to compute the over-
all classification accuracy as well as classification accuracies for known and unknown
classes separately. To compute the classifier accuracy for each class each component
is assigned to the class having the majority of the samples in that component. Clas-
sification accuracy for each class is computed by the ratio of the total number of
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samples recovered by the corresponding components to the total number of samples
in that class.
Experiment 1: Multispectral Image Data Set
In this experiment we used the Flightline C1 multispectral image data set de-
scribed in section 4.3.2.
The fundamental problem in remote sensing image classification is whether or not
a classifier trained using information from known scenes generalizes over to unknown
scenes. Thus, to evaluate the proposed approach under more realistic settings we
horizontally divide the image data set into two halves and consider the top half of
the image as the known scene and the bottom half as the unknown one. We can
see that the lists of classes from the two parts of the image do not fully coincide.
The bottom half of the image contains two more classes (rye and alf alfa) and one
additional subclass (wheat) than the top one. These fields are outlined by dashed
rectangles in Figure 4.4. During our experiments labeled samples are selected only
from the top part of the image whereas unlabeled samples are selected from the entire
image. The labeled data set contains 1,500 samples randomly selected from the top
portion of the image. The remaining samples from the labeled fields are used as
unlabeled samples. The training data set contains 94,412 samples of which 1,500 are
labeled and the remaining 92,912 are unlabeled. The classifiers are evaluated using
only the bottom part of the image. The 3-color image of the Flightline C1 data set
and the corresponding labeled field map are shown in Figure 4.4(a) and Figure 4.4(b),
respectively.
Results and Analysis
Classifier accuracies for all techniques are listed in Table 4.3.3. The first column
includes classifier identifiers, the second, third, and fourth columns show overall,
known, and unknown class accuracies, respectively. The color and BW version of
the classification maps generated, and the number of components used to model each
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Figure 4.4. (a) 3-color (R:11, G:9, B:7) image of the Flightline C1. (b)
Labeled field map. (c) Classification map obtained by the proposed
SA-SSL approach. (d) Black and white version of the classification
map with black regions indicating new classes and white regions ex-
isting ones.
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Table 4.3
The classifier accuracies for the FlightLine C1 data set. The first
column shows the overall accuracy on the test samples, second and
third columns show the accuracies for the observed and unobserved
classes, respectively.
Method Acc Acc-O Acc-U
SA-SSL 0.83 0.83 0.81
SSL-SVM 0.62 0.81 0
SSL-EM 0.63 0.81 0
SSL-MOD 0.60 0.78 0.01
SELF 0.61 0.79 0
CO-TR 0.63 0.82 0
SL-ML 0.63 0.82 0
SL-NB 0.56 0.73 0
SL-EM 0.63 0.82 0
class by the proposed SA-SSL algorithm are shown in Figure 4.4(c), Figure 4.4(d),
and Table 4.3.3, respectively. Dashed rectangles in Figure 4.4(c) and Figure 4.4(d)
indicate newly discovered fields.
These results show that the proposed approach successfully discovers and recovers
the two missing classes and one missing subclass with a fairly good accuracy while
achieving a classifier accuracy that is comparable to other techniques for observed
classes. When we combine results from both observed and unobserved classes, we see
that the proposed approach has a significantly higher overall classifier accuracy than
other techniques. A total of 40 components and 33 unique covariance matrices were
generated across eight classes for this data set indicating that some of the components
shared covariance matrices with other components.
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Table 4.4
The number of components identified for each class in the FLC1 data set.
Classes Number of Components
Alfalfa 3
Bare Soil 1
Corn 9
Oats 3
Red Clover 2
Rye 2
Soybeans 12
Wheat 6
Wheat 2 2
Total 40
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Experiment 2: Hyperspectral Image Data Set
This data set is a flightline image of the Purdue University West Lafayette cam-
pus. The hyperspectral data was collected on September 30, 1999 with the airborne
HYMAP system [76], providing image data in 126 spectral bands in the visible and
infrared regions (0.4 2.4 µm). The system was flown at an altitude such that the
pixel size is about 5 meters. The data set consists of 358 scan lines with 390 pixels per
line for a total of 139,620 pixels. A 3-color image of the scene and the corresponding
labeled field map based on the available ground truth are shown in Figures 4.5(a)
and 4.5(b), respectively. For this data set top two thirds of the image is considered as
known and the bottom third as unknown. The bottom part of the scene contains one
additional class (greenhouses) than the top part. The fields belonging to greenhouses
are outlined by dashed rectangles in the figures. The same classifier models described
in Section 4.3.3 are also considered for this data set. The labeled data set contains
5,036 samples randomly selected from the top two thirds of the image. The remain-
ing samples from the labeled fields are used as unlabeled samples. The training data
set contains 20,973 samples of which 5,036 are labeled and the remaining 15,937 are
unlabeled. The classifiers are evaluated using only the bottom part of the image. The
classifiers are evaluated according to Section 4.3.3.
Results and Analysis
Classifier accuracies for all techniques are listed in Table 4.3.3. The first column
includes classifier identifiers, the second, third, and fourth columns show overall,
known, and unknown class accuracies, respectively. The color and BW version of
the classification maps generated, and the number of components used to model each
class by the proposed SA-SSL algorithm are shown in Figure 4.5(c), Figure 4.5(d), and
Table 4.3.3, respectively. Dashed rectangles in Figure 4.5 indicate newly discovered
fields.
The proposed SA-SSL significantly outperforms all other techniques compared
both in terms of observed and unobserved class accuracies. The greenhouse fields are
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Figure 4.5. (a) 3-color (R:32, G:16, B:8) image of the flightline over
the Purdue University West Lafayette campus. (b) Labeled field map.
(c) Classification map obtained by the proposed SA-SSL approach.
(d) Black and white version of the classification map with black re-
gions indicating new classes and white regions existing ones.
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Table 4.5
Classifier accuracies for the campus data set. The first column shows
the overall accuracy on the test samples, second and third columns
show the accuracies for the observed and unobserved classes, respec-
tively.
Method Acc Acc-O Acc-U
SA-SSL 0.88 0.87 0.92
SSL-SVM 0.79 0.88 0
SSL-EM 0.57 0.63 0
SSL-MOD 0.61 0.68 0.0
SELF 0.65 0.72 0
CO-TR 0.64 0.71 0
SL-ML 0.66 0.74 0
SL-NB 0.33 0.37 0
SL-EM 0.01 0.02 0
discovered and recovered with an almost perfect accuracy. A total of 104 components
and 57 unique covariance matrices were generated across nine classes for this data
set indicating that one half of the components shared covariance matrices with one
of the other components.
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Table 4.6
The number of components identified for each class in the campus data.
Classes Number of Components
Cars 12
Rooftop 48
Shadow 4
Tree 5
Road 8
Sports Fields 3
Paths 7
Grass 10
Greenhouse 7
Total 104
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5 SUMMARY
In this thesis, we described an ill-defined situation that may be confronted in super-
vised and semi-supervised settings due to a non-exhaustively defined training data
set; namely learning with a partially-observed labeled data set. Traditional super-
vised and semi-supervised algorithms assume existence of a fixed set of classes and
of an exhaustive training library representing all classes. However, in many real-
world domains with evolving nature new classes may emerge on a continuous basis.
Therefore obtaining a labeled data set exhaustively defined by a fixed set of classes
is impractical, which leads to a partially-observed setting for training purposes. We
tried to address those situations where the fixed model assumption is violated by a
non-exhaustively defined training library.
In our research we introduced self-adjusting models to relax the fixed model as-
sumption imposed on classes and their distributions. We utilize suitably chosen non-
parametric priors for class distributions for both observed and unobserved classes
and take advantage of the available labeled data to estimate initial parameters of the
model. For any future data we allow the model to adapt itself by dynamically adding
new classes/components as the data demand. This process gradually leads to a more
representative model for the entire population.
Specific contributions by our research can be listed as follows:
1. We studied supervised and semi-supervised classification in the absence of some
classes; in other words, with a non-exhaustive labeled data set.
2. We proposed self-adjusting generative models as an alternative to fixed ones.
3. We introduced nonparametric Bayesian models for partially-observed settings
involving both Normal and non-Normal class distributions.
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4. We achieved oﬄine and online class discovery as a by-product of the self-
adjusting model.
5.1 Future Work
We continue to extend the problem in two directions.
1. First, we will explore sharing of component parameters between different classes
by taking into account random effects, which may be introduced in different
phases of the data acquisition process. In other words, we let local components
to be a noisy version of a shared component parameter to model random effects.
This may help us associate newly introduced components with current classes.
2. Second, we will be exploring non-exhaustive classification of group data, where
the goal is to jointly cluster group data and match clusters across groups by as-
sociating local clusters with global components. More specifically, we can allow
local clusters to be perturbed versions of global components by incorporating
random effects into the partially-observed hierarchical Dirichlet process model
introduced in Chapter 4.
APPENDIX
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A.1 Multi-Class Bacterial Dataset
Table A.1
The 28 classes from 5 species considered in this study.
Class ID Subclass # of Samples
E. Coli sp.
1 O25:K98:NM ETEC 67
2 O78:H11 ETEC 58
3 O157:H7 01 64
4 O157:H7 6458 87
5 O157:H7 G5295 68
6 K12 ATCC 29425 65
Listeria spp.
7 L. innocua F4248 59
8 L. ivanovii 19119 81
9 L. monocytogenes 19118 (4e) 94
10 L. monocytogenes 7644 (1/2c) 91
11 L. monocytogenes V7 (1/2a) 98
12 L. welshimeri 35897 47
Salmonella spp.
13 S. Typhimurium (Copenhagen) 95
14 S. Enteritidis 13096 89
15 S. Enteritidis PT28 90
16 S. Tennessee 825-94 78
Staphylococcus spp.
17 S. aureus 13301 46
18 S. aureus PS103 50
19 S. aureus S-41 67
20 S. epidermidis PS302 31
21 S. epidermidis 35547 45
22 S. hyicus T6346 69
Vibrio spp.
23 V. alginolyticus CECT521 88
24 V. campbellii CECT523 71
25 V. cincinnatiensis CECT4216 89
26 V. hollisae CECT5069 79
27 V. orientalis CECT629 96
28 V. parahaemolyticus CECT511 92
Total 2054
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