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SUMMARY
Detecting and tracking moving objects are important topics in computer vision re-
search. Classical detecting and tracking methods for steady cameras are not suitable
for use with moving cameras because the assumptions for these two applications are
different. This thesis aims to develop algorithms that can detect and track moving
objects with a non-fixed position camera. To achieve this aim, we analyze the image
sequences captured by a moving camera undergoing general 3D rotation and trans-
lation. New computer vision algorithms are developed to obtain feasible solutions to
the problem without prior camera calibration and classifier training.
The initial step of this research is to develop a new method for estimating camera
motion parameters. Based on the estimated camera motion parameters, two methods
are developed for detecting moving objects: one based on the Bayesian decision and
another based on the belief propagation. The Bayesian decision method uses camera
motion parameters to compensate for the camera motion. The background classifi-
cation rule for every pixel is developed to generate a foreground mask, and then the
moving objects can be detected. Another detection method addresses the detection
problem by creating a graphical model, which uses the belief propagation algorithm.
After camera motion parameters are estimated, feature points in every frame are
grouped using a hierarchical clustering algorithm. Then, the related groups between
adjacent frames are linked, which results in a graphical model. A belief propagation
algorithm is used to transmit the information on this graphical model to find which
group is on the moving object.
x
For moving-object tracking, a classical particle filter works well for tracking mov-
ing objects by steady cameras, but it is inadequate for tracking moving objects by
moving cameras. Moving cameras often have sudden and shaking movement, which
can cause image blur and large position changes, resulting in tracking failures. A new
algorithm is proposed to overcome the tracking failure caused by sudden movement,
and to track the moving object with correct position and size. A feature-guided
particle filter is derived to track moving objects. The Markov Chain Monte Carlo
(MCMC) technique is used to implement the filter more efficiently.
In addition to the above detection methods, we develop two on-line detection
methods that do not use camera motion parameters for detecting road region and
on-road objects. One method uses the feature points and the other uses superpixels.
Most existing related approaches operate with a pre-defined class and require a model
to be trained in advance. In both our detection approaches, prior trained classifiers
are not required. In the approach using feature points, we propose an on-line learning
method for detecting the road region and objects on the road. The algorithm learns
the key feature points of the road region based on the detected feature points. All
the feature points in a frame are classified by the key feature points. The road
region is labeled using the classified feature points. Finally, the feature points on the
labeled road region are used to detect the objects on the road. In the approach using
superpixels, the first step is to apply bottom-up segmentation on the input images to
obtain the superpixels. The scene is parsed into less segmented regions by merging
similar superpixels. Then, the parsing results are utilized to estimate the road region
and detect vehicles on the road using the properties of superpixels. Finally, a tracking
method based on superpixel properties is further developed to complete the system.
This research is related to image processing and computer vision. By combining
machine learning and pattern recognition techniques, algorithms are developed for a
moving camera to detect and track moving objects. To apply these methods with
xi
different types of cameras, only image information is used. Advantages of these
methods include avoiding the need for camera calibration and prior training, as well
as, the need for information from other sensors, e.g., radar, odometer, GPS, laser,
etc.
Experimental results show that these methods demonstrate significant object de-





Computer vision research includes several important topics, one of which is detecting
and tracking moving objects. After many years of research on steady cameras, many
sophisticated detecting and tracking algorithms have been developed. Currently, as
cameras are becoming less and less expensive, almost everyone has a camera partic-
ularly on moving platforms. However, these algorithms for steady cameras are not
suitable for moving cameras because the assumptions for both applications differ.
Thus, this thesis aims to develop detecting and tracking algorithms for a monocular
moving camera without prior camera calibration and classifier training. To achieve
this aim, we analyze the image sequences captured by a moving camera undergoing
general 3D rotational and translational movement. Typical examples are car-mounted
or handheld cameras. In the image sequences, multiple objects move in a static back-
ground. In this study, an uncalibrated monocular camera is used. For more general
applications, we assume that any intrinsic and extrinsic parameters of the camera
are unknown. Besides, the objects’ appearances, dimensions, and identities are also
unknown. The image sequences we used were shot using a camera held by a human
in a moving vehicle. The movement of the camera is unstable because of the uneven
road and a shaking human hand.
This thesis work can be applied to several areas, including video surveillance,
driving safety assistance, robot navigation, and content-based video coding. Moving-
object detection and tracking are the basic steps for further analysis of image se-
quences from video surveillance. The ability to detect and track moving obstacles
can improve the safety of driving and robot navigation. In addition, by segmenting
1
the motion region, different bit-rates can be applied to moving regions and static
backgrounds to achieve more efficient data storage and transmission.
This thesis proposes a new method to estimate camera motion parameters. Based
on estimated parameters, machine-learning techniques are used to solve the moving-
object detection problem. Two detection algorithms are developed based on estimated
camera motion parameters: one based on the Bayesian decision and another based
on the belief propagation. Then, this work proposes a tracking algorithm for the
application of moving cameras. Further, two additional detection algorithms are
developed without estimating camera motion parameters: one based on feature-point
analysis and the other on superpixel analysis.
The Bayesian decision method classifies a background and foreground for every
pixel to build a foreground mask. In this method, we first detect feature motion vec-
tors and estimate camera motion parameters. Using the camera motion parameters,
we compute current frame estimation and then use the detected feature motion vec-
tors to reduce the noise, and generate a foreground template, which is used to update
the probability model derived by the Bayesian decision rule. Then, we classify every
pixel as a foreground or a background pixel and generate a foreground mask, which
is used to detect a moving object. The experiment results of the proposed method
are compared with those results of the existing method using multi-view geometric
constraints. The experiment results show that the proposed method performs better
than the existing method.
The second detection algorithm using camera motion parameters is the belief
propagation method, based on a feature-level process instead of a pixel-level process,
which decreases computational complexity and memory use. The belief propagation
method clusters feature points in every frame based on the different deviations of
the detected feature motion vectors and calculated feature motion vectors. Then,
the related groups of adjacent frames are linked. The problem of moving-object
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detection is formulated as a graphical model, and the belief propagation is applied to
this model. The belief value of every group is calculated and used to further classify
moving objects. The benefit of the belief propagation method is that it has lower
computational complexity and less memory use than the Bayesian decision method,
but the Bayesian decision method provides more precise sizes and positions of moving
objects than the belief propagation method.
For moving-object tracking, a classical particle filter works well for tracking mov-
ing objects by steady cameras, but it is inadequate for tracking moving objects by
moving cameras. Moving cameras often have sudden movement and shaking, which
cause image blur and large position changes, resulting in tracking failures. A new
algorithm is proposed to overcome the tracking failure caused by sudden movement
and to track the moving objects with correct positions and sizes. A feature-guided
particle filter is derived to track moving objects. The Markov Chain Monte Carlo
(MCMC) technique is used to implement the filter more efficiently.
In addition to the previously mentioned detection methods, we develop two meth-
ods that do not use camera motion parameters for dynamic scene analysis. In the
dynamic scene analysis area, researchers recently have successfully built classifiers for
detecting objects, but most approaches operate with a pre-defined class and require
classifiers to be trained in advance. In our detection methods, pre-trained classifiers
are not required. In the method using feature points, an on-line learning method is
proposed for detecting the road region and on-road objects by analyzing the image se-
quences captured by a monocular camera on a moving platform. In this approach, the
key feature points of the road region are learned based on the detected and matched
feature points between adjacent frames without using camera-intrinsic parameters or
camera-motion parameters. Then, all the feature points in a frame are classified as
on-road or non-road using the key feature points. The road region is labeled using
the classified feature points. Finally, the feature points on the labeled road region are
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used to detect the on-road objects.
In the detecting method using superspixels, we present a system with a novel
approach to multi-vehicle detection. In this approach, a bottom-up segmentation is
first applied on the input images to get the superpixels. The scene is parsed into less
segmented regions by merging similar neighboring superpixels. Then, we estimate the
road region and detect on-road vehicles using the superpixels’ properties of the new
parsing result. Finally, tracking is achieved and could be used to provide feedback
for further guiding vehicle detection in future frames.
This research is related to image processing and computer vision. By combining
machine-learning and pattern-recognition techniques, algorithms are developed for a
moving camera to detect and track moving objects. To apply these methods with
different types of cameras, only image information is used. The advantages of these
methods include avoiding the need for camera calibration and prior training, as well
as, the need for information from other sensors, e.g., radar, odometer, GPS, laser,
etc.
Experimental results show that these methods demonstrate significant object de-
tecting and tracking performance without further restrictions, and perform effectively
in complex environments.
1.1 Contributions
Existing methods for moving camera detecting impose serious constraints, thus the
application is limited. In our detection methods using camera motion parameters,
a new formula for estimating camera motion parameters is derived. A background
probability model is developed for the application of a moving camera based on a
Bayesian decision rule. The probability update scheme adjusts the probability mod-
els using the information in every incoming frame. The proposed detection algorithm
can process noises effectively and demonstrates better detecting performance than
4
the existing methods in the complex environment. There is no need to impose ini-
tial assumptions or to apply future frame information. Thus, the method could be
generally applied to the detecting problem. In the belief propagation method, we
address the detection problem by creating a graphical model and transmitting the
information along the edges of the graphical model. Since only group information is
processed, the belief propagation method reduces the computational complexity and
memory use.
In moving-object tracking, sudden camera or object motion is the typical prob-
lem that causes tracking performance to sharply deteriorate. It is inadequate to
use classical recursive Bayesian estimation to track moving objects observed by a
rapid-moving and unstable camera since the classical method cannot resolve the sud-
den motion problem. We develop a robust and unconstrained Markov Chain Monte
Carlo based feature-guided particle filtering algorithm to overcome the tracking fail-
ure issues. The method achieves accurate tracking performance in object sizes and
positions without the assistance of foreground segmentation and performs well in
severe tracking environments.
In dynamic scene analysis, most existing methods for moving-camera detection
operate with pre-defined classifiers and require a model to be trained in advance.
One of the main disadvantages of the off-line learning method is the need to collect
and train data in advance for a specific application. When an object size or shape
does not appear in the training data set, it would cause a detection failure. To adapt
to the variety of environments and object types, we present two new methods for
detecting road regions and on-road objects without using a prior trained classifier.
These methods on-line analyze the properties of the road region, which allow these
method to adapt to constantly changing environments. With this property, the pro-
posed algorithms can solve the existing problems and generally be applied to the
real-world system.
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This thesis provides feasible solutions to the detection and tracking problems with
fewer constraints. In the development of algorithms, we assume that any intrinsic
or extrinsic parameters of the camera are unknown and no annotated data is used
for classifier training. The only information we use is the input image sequences
captured by a monocular moving camera. Therefore, the proposed algorithms can be
successfully applied to different types of cameras and a variety of environments.
1.2 Thesis Organization
This thesis is structured as follows. Chapter 2 is devoted to introducing the fun-
damental techniques for analyzing image sequences captured by a moving camera.
Chapter 3 presents two algorithms for moving-object detection without prior camera
calibration. In Chapter 4, an algorithm is presented for moving-object tracking using
an MCMC-based feature-guided particle filter. Chapter 5 presents two algorithms of
dynamic scene analysis for road region and on-road object detection that do not re-
quire prior classifier training. Finally, conclusions and proposals for future extensions




This chapter presents the method of multi-image registration, aligning multiple image
from different views. The registration process estimates the geometric relationship
between the pixels across multiple images from different views. The geometric re-
lationship helps the prediction of the corresponding positions for pixels in different
frames. One application of the image registration process is to compensate for the
camera motion.
The first step in estimating the geometric relationship is to measure the pixel
movement between two frames. Not every pixel’s movement is reliable; therefore
this chapter presents the methods that obtain the reliable measurement of a pixel’s
correspondence, that is, feature extraction and matching. After obtaining the reli-
able measurement of a pixel’s movement, the camera model is presented. Then, the
geometric relationship is introduced.
2.1 Feature Extraction and Matching
This section discusses methods for detecting and matching feature points. A fea-
ture point refers to a pixel that has a well-defined position and can be robustly
detected. Feature extracting and matching techniques are widely used in motion de-
tection, image registration, image mosaicking, object recognition, 3D reconstruction,
and augment reality.
2.1.1 Harris Corner
The Harris corner detector [27] is a commonly used feature point detector and is
strong invariance to rotation and scale. The Harris corner detector performs well on
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the edges and corners of man-made objects, e.g., buildings and vehicles. The Harris
corner detector is based on the autocorrelation with respect to direction directly,
instead of using shifted patches.
Let I be the be the grayscale 2D image used in the derivation. In this image, an
image patch over the area (u, v) and shifting it by (x, y) is considered to compute a
autocorrelation. The autocorrelation function E(x, y) is calculated with the weighted




w(u, v)(I(x+ u, y + v)− I(x+ u+∆x, y + v +∆y))2. (1)
I(x + u + δx, y + v + δy) can be approximated by a Taylor expansion truncated
to the first-order terms,
I(x+u+δx, y+v+δy) ≈ I(x+u, y+v)+[Ix(x+u, y+v) Iy(x+u, y+v)][∆x ∆y]T , (2)
where Ix(x, y) and Iy(x, y) are the partial derivatives of I in x and y, respectively.








w(u, v)(I(x+ u, y + v)− I(x+ u, y + v)













w(u, v)([Ix(x+ u, y + v) Iy(x+ u, y + v)]
T
[Ix(x+ u, y + v) Iy(x+ u, y + v)])[∆x ∆y]
T (7)






w(u, v) (Ix(x+ u, y + v))2 Ix(x+ u, y + v)Iy(x+ u, y + v)







The matrix M is a Harris matrix.
If the window w(u, v) is binary and rectangular, the response will be noisy. Harris
and Stephens suggest using a smooth circular window, e.g., a Gaussian:
w(u, v) = exp−(u2 + v2)/(2σ2). (11)
A corner is characterized by a large variation of E in all directions of the vector
[x y]. Let α and β be the eigenvalues of M . By analyzing the eigenvalues of M , the
corner characterization can be expressed in the following way:
• If α ≈ 0 and β ≈ 0, this pixel (x, y) has no features of interest.
• If α ≈ 0 and β has some large positive value, then an edge is found.
• If α and β have large positive values, then a corner is found.
The exact computation of the eigenvalues is computationally expensive because it
requires the computation of a square root. Harris and Stephens suggest the following
corner response function to evaluate corner strength.
R = det(M)− k · trace(M)2, (12)
where
trace(M) = α + β = A+B (13)
det(M) = α ∗ β = AB − C2, (14)
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and k is a tunable sensitivity parameter. Therefore, unlike the Kanade-Tomasi corner
detector, the algorithm does not have to actually compute the eigenvalue decomposi-
tion of the matrix M . The determinant and trace of M are sufficient to find corners.
2.1.2 Scale-Invariant Feature Transform (SIFT)
SIFT [51] was developed by David Lowe and performs invariant feature detection.
Extraction of keypoints is performed using four steps: 1) Scale-space extrema detec-
tion 2) Keypoint localization 3) Orientation assignment 4) Keypoint descriptor. First,
SIFT uses scale-space extrema detection to detect the locations of feature points. The
image is convolved with Gaussian filters at different scales, and then the differences
of successive Gaussian-blurred images are taken. Keypoints are then taken as max-
ima/minima of the Difference of Gaussians (DoG) that occur at multiple scales. A
DoG image D(x, y, σ) is given by
D(x, y, σ) = L(x, y, kiσ)− L(x, y, kjσ), (15)
where L(x, y, kσ) is the convolution of the original image I(x, y) with the Gaussian
blur G(x, y, kσ) at scale kσ, i.e.,
L(x, y, kσ) = G(x, y, kσ) ∗ I(x, y) (16)
Therefore, a DoG image between scales kiσ and kjσ is the difference of the
Gaussian-blurred images at scales kiσ and kjσ. For scale-space extrema detection
in the SIFT algorithm, the image is first convolved with Gaussian blurs at different
scales. The convolved images are grouped by octave, and the value of ki is selected
so that a fixed number of convolved images per octave can be obtained. Then the
Difference-of-Gaussian images are taken from adjacent Gaussian-blurred images per
octave.
When DoG images have been obtained, keypoints are identified as the local min-
ima/maxima of the DoG images across scales. This is done by comparing each pixel
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in the DoG image to its eight neighbors at the same scale and nine corresponding
neighboring pixels in each of the neighboring scales. If the pixel value is the maximum
or minimum among all compared pixels, it is selected as a candidate keypoint.
Next step is keypoint localization. Scale-space extrema detection produces too
many keypoint candidates, some of which are unstable. The next step in the algorithm
is to perform a detailed fit to the nearby data for accurate location, scale, and ratio
of principal curvatures. This information is used to evaluate the contrast and the
localization of the points. If the points have low contrast or are poorly localized
along an edge, the points are rejected.
For each candidate keypoint, interpolation of nearby data is used to accurately
determine its position. The interpolation is done using the quadratic Taylor expan-
sion of the Difference-of-Gaussian scale-space function, D(x, y, σ), with the candidate
keypoint as the origin. This Taylor expansion is given by:










where D and its derivatives are evaluated at the candidate keypoint and χ = (x, y, σ).
If the value of the second-order Taylor expansion D(χ) is too small, the candidate
keypoint is considered as a point with low contrast and is discarded.
For poorly defined peaks in the DoG function, the principle curvature across the
edge would be much larger than the principal curvature along it. The principal





The eigenvalues of H are proportional to the principal curvatures of D. Let the α and
β be the eigenvalues of H. The ratio r of the two eigenvalues is sufficient for SIFT’s
purposes.
r = α/β, (19)
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where α > β.
R = trace(H)2/det(H) = (r + 1)1/r (20)
If the keypoint is poorly localized, R for the candidate keypoint will be larger. A
threshold rth is used to reject the poorly localized keypoints.
After localizing keypoints, one or more orientations are assigned to each key point
location based on local image gradient directions. With the orientation assigned, key-
point descriptors are extracted from image data that has been transformed relative to
the assigned orientation, scale, and location for each keypoint. This process provides
rotation and scale invariances. For an image sample L(x, y) at the closest scale, the
gradient magnitude, m(x, y), and orientation, θ(x, y), are:
m(x, y) =
√
(L(x+ 1, y)− L(x− 1, y))2 + (L(x, y + 1)− L(x, y − 1))2 (21)
θ(x, y) = tan−1
(
L(x, y + 1)− L(x, y − 1)
L(x+ 1, y)− L(x− 1, y)
)
. (22)
A histogram is built from the gradient orientations of the neighbors of a keypoint.
The highest peak in the histogram and all other peaks within 80% of the highest peak
are set as the orientation of the keypoint.
A keypoint descriptor is created by computing orientation histograms in a region
around the keypoint location. A set of orientation histograms is created on 4x4 pixel
neighborhoods with 8 bins each. These histograms are computed from magnitude
and orientation values of samples in a 16x16 region around the keypoint. Therefore,
each histogram contains samples from a 4x4 sub-region of the original neighborhood
region. The descriptor is a vector with 128 elements (4x4x8).
2.1.3 Speeded-Up Robust Features (SURF)
SURF [4] was developed by Bay et al. to improve the speed of the interest point de-
tector, the descriptor generation, and the matching. SURF uses a very basic Hessian-
matrix approximation for feature point detection. At a point p = (x, y) in an image
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I, Hessian matrix H(p, σ) in p at scale σ is defined as follows
H(p, σ) =
 Lxx(p, σ) Lxy(p, σ)
Lxy(p, σ) Lyy(p, σ)
 , (23)




with the image I in point x, and similarly for Lxy(p, σ) and Lyy(p, σ).
Bay et al. approximate the Hessian matrix with box filters. The box filters
approximate second order Gaussian derivatives and the filtering can be performed
using integral images with a very low computational complexity. And, the calculation
time is independent of the filter size.
Let Dxx, Dyy, and Dxy be the approximations of Lxx, Lyy, and Lxy, respectively.
The weights w applied to the rectangular regions are kept simple for computational
efficiency.
det(H) ≈ DxxDyy − (wDxy)2. (24)
The relative weight w of the filter responses is used to balance the expression for the
Hessian’s determinant.
The filter responses are further normalized with respect to their size, which guaran-
tees a constant Frobenius norm for any filter size. With the Frobenius norm remaining
constant for the box filters at any size, the filter responses are scale normalized and
require no further weighting.
Bay et al. use up-scaling the filter size to analyze the scale space instead of
implementing scale spaces as an image pyramid. The construction of the scale space
starts with the 9x9 filter. Then, filters with sizes 15x15, 21x21, and 27x27 are applied.
To localize the feature points, Bay et al. use a fast variant on a non-maximum
suppression in a 3x3x3 neighborhood, and then interpolate the maxima of the deter-
minant of the Hessian matrix in scale and image space.
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Similar to the gradient information extracted by SIFT, the SURF descriptor de-
scribes the distribution of the intensity content within the interest point neighbor-
hood. Unlike SIFT, the SURF descriptor builds on the distribution of the first-order
Haar wavelet responses in the x and y direction rather than the gradient. For first
order Haar wavelet responses, integral images are used to reduce the computational
complexity, and 64 dimensions is used.
The first step for extracting the descriptor is to construct a square region that
is centered on the feature point and is oriented along the orientation selected. The
size of this window is 20s. Sub-regions (4x4 square) are created inside that region.
For each sub-region, Haar wavelet responses are computed at 5x5 regularly spaced
sample points. In SURF, dx and dy are defined as the Haar wavelet response in
the horizontal and vertical directions, respectively. To increase the robustness toward
geometric deformations and localization errors, wavelet response is taken and summed
up after weighted with a Gaussian for each sub region. As a result, each sub-region









|dy|]. Therefore, the SURF descriptor vector has 64 dimensions
(4x4x4). The wavelet responses are invariant to a bias in illumination. The invariant
to contrast can be achieved by normalizing the descriptor to one.
Bay et al. show that SURF outperforms SIFT in their experiments and believe
that is due to the fact that SURF integrates the gradient information within a sub-
path, whereas SIFT depends on the orientations of the individual gradients. The
integration makes SURF less sensitive to noise.
2.1.4 Line Detection
One of commonly used line detection algorithm is the Hough transform. The Hough
transform is a feature-extraction technique used in image analysis and computer vision
[19]. The purpose of this technique is to find imperfect instances of objects within a
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certain class of shapes by a voting procedure.
A case of Hough transform is the linear transform for detecting straight lines.
In the image space, the straight line can be described as y = mx + b and can be
graphically plotted for each pair of image points (x, y). In the Hough transform, the
main idea is to consider the characteristics of the straight line not as image points
(x1, y1), (x2, y2), etc., but instead, in terms of its parameters, i.e., the slope parameter
m and the intercept parameter b. Based on this fact, the straight line y = mx + b
can be represented as a point (b,m) in the parameter space. However, one faces
the problem that vertical lines give rise to unbounded values of the parameters m
and b. For computational reasons, it is therefore better to use a different pair of
parameters, denoted r and θ, for the lines in the Hough transform. These are the
polar coordinates. The parameter r represents the distance between the line and the
origin, while θ is the angle of the vector from the origin to the closest point. Using











which can be rearranged as r = x cos θ+ y sin θ. If θ ∈ [0, 2π) and r ≥ 0, the line can
be uniquely mapped with a point on the (r, θ) plane. The (r, θ) plane is sometimes
called the Hough space for the set of straight lines in two dimensions.
2.2 Camera Model
In [28], Hartley and Zisseman introduced a camera model in matrix forms. A camera
model presents a mapping relationship between the 3D world and a 2D image. The
central projection of points in space onto a plane is considered. Let the center of
projection be the origin of a Euclidean coordinate system, and consider the plane
z = f , which is called the image plane or focal plane (f is a focal length). Under
the pinhole camera model, all the projection lines intersect at the center. A point in
space with coordinates P = (X, Y, Z)T is mapped to the point on the image plane
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where a line joining the point P to the center of projection meets the image plane.
The point (X, Y, Z)T is mapped to the point (fX/Z, fY/Z, f)T on the image plane
using similar triangles. By ignoring the final image coordinate, the central projection
mapping from world to image coordinates can be described as
(X, Y, Z)T → (fX/Z, fY/Z)T . (26)
This is a mapping from Euclidean 3D space to Euclidean 2D space.
To express the mapping with a linear form for central projection, the 3D points
are represented by homogeneous vectors. Then, the central projection can be written
























Let P and p representing the homogeneous vector [X Y Z 1]T and the homogeneous
vector of a image point, Equation (27), can be written as
pi = MiP, (28)
where M is the camera matrix for the pinhole model of central projection and is
defined as
M = diag(f, f, 1)[I|0]. (29)
Equation (27) assumes that the origin of coordinates in the image plane is at the
principal point. In a more general case, the mapping considers the principal point
offset
(X, Y, Z)T → (fX/Z + ox, fY/Z + oy)T , (30)
where (ox, oy)
T are the coordinates of the principal point. This mapping can be
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The concise form of Equation (31) is
p = K[I|0]P, (32)







In a more general analysis, the point in space should be expressed in terms of
the world coordinate frame. The two coordinate frames are related via a rotation
and a translation. Given that P̂ is an inhomogeneous 3-element vector representing
the coordinates of a point in the world coordinate frame, and P̂cam is the same point
in the camera coordinate frame, P̂cam can be written as P̂cam = R(P̂ − Ĉ), where
Ĉ represents the coordinates of the camera’s center in the world coordinate frame,
and R is a 3x3 rotation matrix representing the orientation of the camera coordinate
frame. The transformation between the camera and the world coordinate frame can















The mapping equation can be written as
p = KR[I| − Ĉ]P, (35)
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where P is now in the world coordinate frame. The camera matrix is then expressed
as
M = K[R|t], (36)
where t = −Rt̂.
Let the number of pixels per unit distance in image corrdinates are mx and my in








where αx = fmx and αy = fmy represent the focal length of the camera in terms of
pixel dimensions in the x and y direction respectively.








where s is referred to as the skew parameter. The skew parameter is zero for most
normal cameras.
A camera with the calibration matrixK (Equation (37)) is called a finite projective
camera and the camera matrix is expressed as
M = KR[I| − Ĉ]. (39)
2.3 Homography
If all the object points lie on a 3D plane, their coordinates in the current image I and
the goal image I2 are related by a ”colineation.” Assume that a point P lies on a
plane π whose normal vector is N . The point expressed in the current camera frame
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is related to the goal camera frame by a rotation matrix R and translation vector T
as
P (2) = RP (1) + T. (40)
Let d be the distance of the plane π from the current camera center.
d = NTP (1). (41)
The relation can be expressed as





If the camera intrinsic parameters are known, the image coordinates of the 3D points
are given by p(1) = P (1)/Z(1) and p(2) = P (2)/Z(2).
p(2) ≈ H21p(2). (43)
H21 is called the “homography” matrix up to a scale factor.







DETECTING MOVING OBJECTS WITH CAMERA
MOTION PARAMETERS
Algorithms of moving-object detection are proposed in this chapter. We first intro-
duce an ego-motion estimation method for videos captured by a moving camera on a
moving platform. In our approach, an ellipsoid scene shape is applied in the motion
model and a complex ego-motion estimation formula is derived. A genetic algorithm
is introduced to accurately solve ego-motion parameters. Two detection algorithms,
the Bayesian decision method and the belief propagation method, are then developed
based on the ego-motion estimation method. The Bayesian decision method is a pixel-
level process. In this method, every pixel is classified as foreground or background.
The belief propagation method is a feature-level process.
Figure 1 shows that both algorithms have two major blocks. First, camera motion
parameters are estimated. Then, the camera motion parameters are used to detect
the moving object. In the following sections, we introduce camera motion estimation
first. The details of the two different algorithms are described later.
Figure 1: General detection block diagram.
3.1 Related Work
At the earlier development stage of moving-object detection, many methods have
been proposed for static cameras. Most of those methods assume that the color or
intensity of stationary background may change gradually over time. Some simple
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ways can solve this by applying infinite impulse response or a Kalman filter [37, 42]
to smooth the color of a background pixel. In order to tolerate the background
variation, a better alternative is to use a Gaussian function to describe the distribution
of every background pixel [8]. Later, more methods were developed for a variety of
background situations. Toyama et al. [64] utilized a linear Wiener filter to learn and
predict color changes in every background pixel. But, it is difficult to model the non-
periodical background changes. Among those methods, mixture of Gaussians (MoG)
[30] is considered a promising method. In MoG, the colors of background pixels
are described by multiple Gaussian distributions. MoG performs well on foreground
detection in outdoor scenes. However, those methods cannot perform well when
the background contains shadows and a wide range of changes, e.g., wavering tree
branches and moving escalators. Therefore, more methods have been developed for
solving the above issues in detecting moving objects by static cameras. Li et al. [45]
chose color feature to describe stationary background objects and color co-occurrence
features to represent the moving background object. Based on the information of
features, new learning strategies for background changes were proposed to adapt to
various changes in the background. KaewTraKulPong et al. [35] utilized different
equations at different phases to learn quickly and accurately as well as to adapt
effectively to changing environments. A shadow detection scheme is also introduced
based on computational color space. These two methods are considered two of the
most sophisticated methods.
As cameras become highly pervasive, research on moving cameras has gained
more and more attention. For example, Bethke et al. [6] reformulated the estimation
problem as a linear function for multiple unmanned aerial vehicles (UAVs) in indoor
environments. The algorithm used a simple linear Kalman filter to estimate the object
position cooperatively among UAVs. Greenhill et al. [26] proposed an algorithm to
generate a panorama for the image sequence captured by a camera in a bus. Gleicher
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et al. [24] proposed a method to improve the camera dynamics of casual video.
However, few works relate to detecting moving objects from a moving platform.
In moving-object detection, the first intuition is to compensate the camera motion.
Homography is an easy approach to compensate camera motion and was extended
for moving-object detection in [55, 54]. But, in those cases, the study on camera
motion was limited to translation and rotation for a pan/tilt camera. For moderate
camera motion, Jung and Sukhatme [34] used a bilinear model to compensate camera
motion for a camera mounted on a mobile robot. After compensating the camera
motion, an adaptive particle filter was applied to generate a set of weighted particles
that estimated the posterior distribution of a moving object. Given those particles,
MoG was inferred corresponding to the posterior distribution using an expectation-
maximization (EM) algorithm. Similarly, Behrad et al. [5] used an affine transfor-
mation to model camera motion. In [5], Behrad et al. focused on the moving vehicle
detection and used the aspect ratio of horizontal and vertical line as constraints to
verify vehicles. However, for more complicated camera motion, those methods are not
applicable. Other than the above methods, geometry properties can also be used for
detecting moving objects by a moving camera. Yamaguchi et al. [71] utilized feature
points and epipolar lines to detect moving objects. Epipolar geometry is character-
ized by camera motion and scene structure information. In [71], it assumed that there
was no moving obstacle in the initial frame and that the road region in the initial
frame was decided according to the height of the camera that was measured when
the vehicle is stationery. However, when these assumptions are violated due to the
presence of moving obstacles in the initial frame or change of camera height, the ap-
plication of this method would be restricted. Kang et al. [36] proposed a method that
was capable of detecting moving objects using multiview geometric constrains. The
relative depth map and epipolar geometry properties were utilized to segment mov-
ing objects in this method. However, the approach requires future information which
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cannot be known at current time. That makes this method noncausal. A different
strategy was presented in [20]. Ess et al. [20] proposed an algorithm for multi-person
detection and tracking from a mobile platform. This algorithm performs robustly on
people detection by using shape information. However, the algorithm was developed
based on a calibrated stereo rig mounted on a moving platform. Our goal is to detect
moving objects by using an uncalibrated monocular camera on a moving platform. It
is difficult to apply existing methods to effectively subtract image background from
videos captured by a gray-level monocular camera in a vehicle. Under normal con-
ditions, the environment is complex. Plane shape model cannot represent the scene.
In this situation, using plane shape model will cause incorrect ego-motion estimation
or inaccurate current frame prediction. Besides, during foreground detection, there
are usually noises caused by model imperfection. The other source of noise is from
new appearing background when it is wrongly recognized as foreground. Moreover,
only edge portion of moving objects could be detected in each adjacent frame because
there is only slight movement when comparing adjacent frames.
3.2 Camera motion estimation
3.2.1 Camera Motion Model
A method for estimating the geometric relationship among pixels across multiple
video frames is derived.
The 3D global vector is discussed first. A 3D global vector represents the relation
between a point in 3D space and camera motion. The original position is [X Y Z]T .
The camera motion includes 3D translational and rotational movement. After the

















By applying every angle for the rotation matrixes and expanding the equation, we
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If angles are small (θ is small.). The approximations of sin θ and cos θ are θ





















Then, 3D global vector, [VX VY VZ ]







Y ′ − Y

















The pixel movement equation can be derived by projecting the 3D global vector
onto the image plane. The perspective projection model is shown in Figure 2. The








After projecting the 3D global vector onto the image plane, the 2D pixel movement,
[u v], on the image plane can be derived as follows. For a better understanding, α,
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β, and γ are replaced by ωX , ωY and ωZ correspondingly.
TZx−TXF
Z
− ωY F + ωZy + ωXF xy −
ωY
F
x2 = u(x, y)
TZy−TY F
Z
+ ωXF − ωZx− ωYF xy +
ωX
F
y2 = v(x, y),
(46)
where x, y are known pixel position and u, v are known horizontal and vertical feature
point movement. TX ,TY and TZ are translational movement of camera; ωX ,ωY , and
ωZ are rotational movement of camera; F is focal length; and Z is real distance
between every point and the camera. These camera motion parameters are unknown
and need to be estimated.
Figure 2: Image plane projection
3.2.2 Estimation Model of Camera Motion Parameters
In this section, an estimation model is proposed. As we can see in Equation (46), Z
is in both equations. Without knowing the depth of every pixel, we cannot estimate
the camera motion parameters using Equation (46). To solve this problem, a shape
assumption of environment is needed. A plane shape is not good enough for a camera
in a car because the environment is more complex and keeps changing. Utilizing an
ellipsoid to represent the environment is a flexible choice because the ellipsoid shape
has three degrees of freedom (length, width, and height) and can adapt to different
complex environments.
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It is assumed that the camera is at the center of the ellipsoid model and its focal

























In order to do motion recovery, we use Equation (46), (48), and feature motion vectors
(u, v) to estimate camera motion parameters. An accurate set of camera motion
parameters can be used to calculate the correct quantities of every pixel movement.
















x2 = u(x, y) (49)
















y2 = v(x, y) (50)
Figure 3: Image plane and feature motion vector
Figure 3 is an image plane. nt−1i is a feature point on the previous frame and n
t
i is
the corresponding feature point in the current frame. ~gti = (u, v) is the feature motion
vector of feature point nti. Since we want to estimate camera motion parameters, we
generate an initial guess to calculate feature point movement ~hti. Ideally, by using
the non-linear least squares method, we can get accurate camera motion parameters
when ~hti approximates to
~gti with iterations.
We rely on existing feature extraction algorithms for feature detection. The first
algorithm is Harris corner detector [27], which is commonly used. The eigen values of
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a normal matrix are used for the ”cornerness” measure. The Harris corner detector
responds accurately to man-made objects with sharp edges and apparent corners, e.g.
buildings and vehicles.
Another commonly used feature point detector is the Scale-Invariant Feature
Transform (SIFT) points [51]. A keypoint descriptor of this algorithm is created using
scale-space extrema detection, keypoint localization and orientation assignment. The
SIFT detector is sensitive to complex shaped objects with rich texture.
A faster algorithm of robust feature detector, SURF, was developed by Bay [4].
The standard version of SURF is several times faster than SIFT. SURF is based on
the sums of the approximated 2D Haar wavelet responses and makes efficient use of
the integral image. As basic image features, it uses a Haar wavelet approximation of
the determinant of the Hessian blob detector.
3.2.3 Parameter Estimation
As shown in Equation (49) and (50), solving ego-motion parameters would be com-
plicated. It is difficult to estimate 10 degrees of freedom (3 rotational, 3 translational,
focal length and 3 parameters from the ellipsoid model). Plus, the existing square
root in the estimation model causes the estimation to be even more difficult. A non-
linear least squares method does not consistently provide real solutions and reaches
global minimum. However, the other optimization method, genetic algorithm (GA),
can provide better solutions for highly complex search spaces and can be easily pro-
cessed in parallel. Thus, we generate initial guesses first. Next, by inputting the
initial guesses, GA is used to update the camera motion parameters to approximate
optimization solutions. Then, the GA solutions are provided as initial values to do
non-linear least squares optimization. The objective function of GA and the non-
linear least squares method is to minimize the sum of squared residuals, r, between
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∑∥∥∥~gti − ~hti∥∥∥2. (51)
3.3 Bayesian Decision Method
A background/foreground classification method is proposed to effectively segment
moving objects from videos captured by a moving camera on a moving platform.
Following motion recovery, estimated frame, current frame and feature motion vector
are utilized to generate a foreground template. Then, the probabilities update is
processed. Based on probabilities, every pixel is classified as either foreground or
background.
The process flow of the proposed method is shown in Figure 4(a). The proposed
method contains two major parts: motion recovery and segmentation. With the
estimation model, motion recovery can be performed. A detailed block diagram
of motion recovery is shown in Figure 4(b), The first step of motion recovery is
feature point detection. The SURF algorithm [4] is chosen to detect and match
feature points in every frame because SURF is robust. The Harris corner detector
is not robust enough because the image quality in image sequences is not very good.
Although the SIFT algorithm is robust and can provide reliable feature matching,
SIFT cannot provide enough matched feature points. Therefore, the SURF algorithm
is a better choice for the image sequence shot by a camera from a moving platform.
Next, the corresponding feature points between the previous and current frame are
matched to obtain feature motion vectors. Only useful feature points are selected for
motion estimation. Then, the estimation model utilizes the motion vectors of selected
pixels to estimate motion parameters. After estimating ego-motion parameters, the
parameters are then used to estimate the current frame.
Following motion recovery, estimated frame, current frame and feature motion
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vectors are utilized to a generate foreground template and reduce noise. The fore-
ground template is used to update the pixel-level probability model. Finally, fore-
ground/background detection is processed based on the pixel-level probability model.
(a) Flow of proposed method
(b) Detailed process of motion recovery
Figure 4: Overview of Bayesian decision method
3.3.1 Update Background Information
After motion estimation, camera motion parameters and previous frame, I t−1, can
be used to estimate the current frame. Current frame estimation, I test, supplies a
benchmark for every pixel of current frame, I t. For current frame estimation, the
movement of every pixel is calculated using camera motion parameters. Pixel values
of current frame estimation are interpolated by the pixel values of previous frame. The
current frame estimation is taken as a reference frame and is compared with current
frame. The difference values between I test and I
t provide information of foreground
and background. However, if we just estimate the current frame from the previous
frame, only a small amount of foreground information is obtained. That is because
only a small difference exists between I test and I
t, and most of differences appear at
edges. In order to get better foreground information, we perform interpolation using
updated frame, I t−1upd , instead of the previous frame, I
t−1. The I t−1upd is updated by the
feedback of previous foreground mask FGM t−1. The details of the update process
are shown below.
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I t−1upd (ζ) =

I t−1est (ζ), ∀ζ ∈ {FGM t−1(ζ) = 1}
I t−1(ζ), otherwise
(52)
I test = Interpolate(I
t−1
upd , ψ) (53)
where ζ is pixel position and ψ is a set of camera motion parameters. By repeating
this process, it can make accumulative results effectively.
3.3.2 Information Update and Detection
After motion recovery, feature motion vectors and the difference between I t and I test
are used to update the probability model for every pixel. The pixel level probability
model is used for performing foreground and background classification. However,
many sources of noise exist in the difference of I t and I test: interpolation errors,
estimation model imperfections, or object movements. We use information obtained
from motion recovery to filter out noise sources other than object movements.
3.3.3 Refinement
In this section, feature motion vectors are used to select foreground pixel candidates
and delete noise. After deleting noise, the result of the foreground template, FGM ttmp,
is utilized to update the probability model. First, a threshold is applied to delete small
interpolation errors, which are a source of noise.
I tdiff th = Threshold1(I
t − I test) (54)
Next, for every pixel, when its I tdiff th(ζ) is one, we search feature motion vectors
within a window around the pixel. Then the correlation, γ, of ~gi and ~hi is calculated
for all the feature points within the window. When the expectation of correlation
is higher than a threshold, I tdiff th(ζ), of those pixels are treated as noise and are
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discarded. The noise is from model imperfection and new appearing background.
FGM ttmp(ζ) = I
t
diff th(ζ) · {1− Threshold2(E [γ|τ, ζ, ψ])} , (55)
where τ is a set of feature motion vectors. Generally, both noise and feature points
appear around edges. Therefore, E [γ] is a reasonable choice to provide a margin for
ellipsoid model imperfection. Every pixel with FGM ttmp = 1 is taken as a foreground
candidate and the probability model is updated based on FGM ttmp.
3.3.4 Probability Update and Background Detection
A pixel-level probability model and its update procedures are presented in this section.
Previous work by Li et al. [45] developed a classification rule for moving object
detection by a static camera. We extend their classification rule for moving cameras.
By adding camera motion parameters and the different probabilities update method,
the following relation is developed for moving-object detection by a moving camera.
P (b|νρ, ζ, ψ) + P (f |νρ, ζ, ψ) = 1 (56)
where b is background, f is foreground and νρ is pixel value. By using Bayesian
decision rule, the pixel is classified as background if probability values satisfy
P (b|νρ, ζ, ψ) > P (f |νρ, ζ, ψ). (57)
Using Bayes rule on the posterior probability of background, it follows
P (b|νρ, ζ, ψ) =
P (νρ|b, ζ, ψ)P (b|ζ, ψ)
P (νρ|ζ, ψ)
. (58)
With these equations, we can obtain the classification rule for moving object detection
by a moving camera.
Backgound⇒ 2P (νρ|b, ζ, ψ)P (b|ζ, ψ) > P (νρ|ζ, ψ) (59)
The above three probability sets need to be updated in each pixel. Because every
pixel is moving in every frame, predicting probabilities of every pixel by interpolation
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is required. The benefit of interpolation is that the probabilities of pixels contain
information of adjacent pixels. During classifying the background with (59), it makes
the system tolerate small errors caused by model imperfection. To implement Equa-





present P (νρ|ζ, ψ), P (νρ|b, ζ, ψ) and P (b|ζ, ψ) respectively.
H tν(ρ, ζ) =

H tν pre(ρ, ζ) + 1, if Q [I
t(ζ)] = ρ
H tν pre(ρ, ζ), otherwise
(60)
H tνb(ρ, ζ) =

H tνb pre(ρ, ζ) + 1, if FGM
t
tmp(ζ) = 0, Q [I
t(ζ)] = ρ
α ·H tvb pre(ρ, ζ), if FGM ttmp(ζ) = 1, Q [I test(ζ)] = ρ
H tνb pre(ρ, ζ), otherwise
(61)
P tb (ζ) =

α · P tb pre(ζ), if FGM ttmp = 1
α · P tb pre(ζ) + (1− α), otherwise
(62)
H tν pre, H
t
νb pre and P
t







Q[·] is quantization and α is a scale factor. With updated probabilities and the
classification rule, background is classified and moving objects can be detected.
3.3.5 Experiments
This section presents experiment results obtained from the proposed method and com-
pares them with results of the existing method using multiview geometric constraints
[36], which demonstrated significant detecting results on videos in the presence of
strong parallax. The video streams were captured in a forward-moving car by a
camera held by a human hand. Because the road is uneven and the human hand is
unstable, the captured video streams have a lot of sudden irregular movements. The
relative movements between objects and camera are complex and change rapidly.
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In these two experiments, threshold1 is 50, threshold2 is 0.7, and search window
size is 15. The quantization level of the histogram is 64, and scale factor α is 0.8.
γ is the cosine of the angle between the two vectors. In video 1, a pedestrian in
front of the camera is moving from right to left. In video 2, a car in front of the
camera is moving forward. Figure 5(a)(c)(e)(g) and Figure 5(b)(d)(f)(h) show the
experiment results of video 1 and 2, respectively. By applying the proposed method,
moving objects in video 1 and 2 are detected and shown in the bounding boxes of
Figure 5(a) and 5(b) respectively. Figure 5(c) shows that a pedestrian is accurately
detected as foreground in video 1 and Figure 5(d) shows a vehicle is detected in video
2. Figure 5(e) and 5(f) show the corresponding compared results of the method using
multi-view geometric constrains. They are the results before applying threshold. As
the figures show, no matter what threshold is applied (e.g., Figure 5(g) and 5(h)),
there exists more noise in the steady background than in Figure 5(c) and Figure 5(d).
As one can see, experiment results show that the proposed method can accurately
detect moving objects and also successfully filter out background noise. After moving







Figure 5: Detecting results of Bayesian decision method
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3.4 Belief Propagation Method
In the Bayesian decision algorithm, pixel-level probability is calculated and updated
for every pixel. In this section, we propose another method using less memory and
less computational power. We propose a belief propagation method to effectively
detect moving objects from videos captured by a camera on a moving platform. In
this method, we address the detection problem by creating a graphical model, which
uses a belief propagation algorithm.
The process flow of the proposed method is shown in Figure 6(a). The proposed
method contains two major parts: motion recovery and moving object detection. A
detailed block diagram of motion recovery is shown in Figure 6(b), The first step of
motion recovery is detecting feature points. The SURF algorithm is still used in this
method to detect and match feature points in every frame. Next, the corresponding
feature points between the previous and current frame are matched to obtain feature
motion vectors. Only useful feature points are selected for motion estimation. Then,
the estimation model uses the motion vectors of selected pixels to estimate motion
parameters. In this method, the estimation of current frame is not needed.
In order to classify objects, feature points in each frame are grouped by a hierar-
chical clustering algorithm after motion recovery. The grouping result of every frame
can be used to construct a graphical model by linking related groups in adjacent
frames. Finally, a belief propagation algorithm is applied to perform the inference on
our graphical model and then moving objects can be detected.
3.4.1 Feature Motion Vector Grouping
With camera motion parameters, one can calculate the motion vector of each feature
point ~hi. Because the environment is not a perfect ellipsoid shape, feature motion
vectors ~gi on different parts of the environment may have different deviations with
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(a) Flow of proposed method
(b) Detailed process of motion recovery
Figure 6: Overview of belief propagation method
corresponding vector ~hi. But, the deviations are similar around adjacent feature mo-
tion vectors. For those adjacent feature motion vectors with similar deviations, they
may come from the same part of objects and convey similar information. Thus, we
use a clustering algorithm to group similar feature motion vectors. Then, every group
contains a single message representing the information of every feature motion vec-
tor in its group. There are a number of clustering algorithms. Since the number of
groups cannot be known in advance, we cannot use clustering algorithms requiring the
information of group number (e.g. k-means). The complexities of some clustering al-
gorithms are high because of the need to calculate density distributions (e.g. mixture
of Gaussian and mean-shift). Here, we use the agglomerative hierarchical clustering
algorithm [29] to group feature motion vectors in every frame. The agglomerative
hierarchical clustering algorithm is a bottom-up process that merges the nearest pair
of clusters at each step. The measurement of distance between cluster xk and xk′ is
defined as
dcen(xk, xk′) = ‖µk − µk′‖ (63)
where µk is the center of group xk. In order to avoid having only one group exist
in the final result and merging two groups with large group-to-group distance, every
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iteration of clustering is subject to the following constraints:
dcen < thd (64)
θk − θk′ < thθ. (65)




. The clustering iteration will stop until there is no cluster to be
merged. Figure 7 shows one of the grouping results.
Figure 7: Grouping result
3.4.2 Linkage
After applying the hierarchical clustering algorithm, every frame has its own grouping
result. The grouping results depend on the estimated camera motion parameters and
the feature points detected by SURF. Usually the number of groups is different in
every frame. And, in different frame, the positions of groups are usually located
at different scene spots. We would like to use information of grouping result in
previous frame as a reference of current frame, but do not need information of all
groups in previous frame. Thus, we need to find which group xt−1j in the previous
frame is potentially related to group xti in the current frame. The i-th group in
frame t is denoted as xti. Therefore, we connect groups that are potentially related.
By connecting grouping results between adjacent frames, a graphical model can be
constructed like that in Figure 8. In order to establish a connection, we need to know
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the group center µti, group standard deviation σ
t
i , and its average feature motion
vector ~gti of group x
t
i. To link the group x
t
i in the current frame t to the grouping
result of the previous frame, we move the current group position µti to the previous
position by its average motion vector ~gti . Then, we link group x
t
i to group x
t−1
j in the
previous frame t− 1 when xt−1j has overlapping area with the previous position of xti.





lij = 1, if
∥∥µti − ~g − µt−1j ∥∥− σti − σt−1j < 0 (66)
If there is no overlapping group, we link xti to the nearest group x
t−1
k with multiple
feature points in the previous frame.
Figure 8: Graphical model
3.4.3 Belief Propagation
After linking groups in adjacent frames, we have a graphical model. Then we use
belief propagation (BP) [72] to perform inference on the graphical model. BP is an
efficient algorithm based on a message-passing system that stores at each node a
separate message for each of that node’s neighbors.
Let mji (xi) be the message passed from node j to node i. Messages are computed
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iteratively using the update algorithm




where ψij (xi, xj) is the potential function, and φ (xi) is the local evident function.
The set of nodes k ∈ N(j) is termed the neighborhood of node j.
The belief at a node i can be defined by the local evident function φ (xi) and the
message function mji(xi).




Figure 9: Belief propagation
Figure 9 is a example of belief propagation. For the calculation of the message
from node 3 to node 2, it needs to multiply the message from node 4 to node 3 and
the message from node 5 to node 3, and then multiply the potential function between
node 3 to node 2 and local evident function of node 2.
We apply BP on our graphical model to perform the inference of every group in the
current frame using messages passed from groups in the previous frame. The belief of
every group xti will be used to detect moving objects. In our graphical model, there is
no linkage between groups in the same frame. Messages are transmitted sequentially
from groups in frame t−1 to groups in frame t. To apply BP on our graphical model,
39
























i) are defined as follows













φti (xi) = e
ζti(xti) (71)

































If we take the logarithm of the message function as well, ρtij(x
t
i) becomes the new























As one can see, the message and belief function become summation formulas.
Therefore, ξtij and ζ
t (xti) need to be designed carefully with normalization factors in
order to compare the belief of each group.
3.4.4 Implementation Details
In our implementation, ξtij and ζ







































where γti is the feature number of group i. And, α and c are constants. Λ
t
ij is designed




j is designed for the
normalization of new belief function b̃t(xi). At the initial frame, Λ
t
ij is zero, and η
0
i is
γ0i . The belief values of groups in each frame are accumulated from previous s frames.
Moving objects are detected as groups appearing high belief values consecutively.
3.4.5 Experiments
This section presents experiment results obtained from the proposed method. The
video streams were captured in a forward-moving car by a camera held by a human
hand. The car speed is about 25 MPH. Because the road is uneven and the human
hand is unstable, the captured video streams have a lot of sudden irregular move-
ments. The relative movements between objects and camera are complex and change
rapidly.
In all experiments, s is 5, c is 2, α is 0.8, thd is 25 and thθ is 10. As for the
parameters of the genetic algorithm, the number of solutions for each generation is
250 and the number of generations is 750. Mutation probability is 0.0001. Figure
10(a)(b)(c)(d) show results of experiments 1, 2, 3, and 4, respectively. The red box
on the moving objects is defined as the feature points of the detected group. In the
videos of experiments 1 and 3, a moving car in front of the camera is moving in the
same direction. In the video of experiment 3, several static cars are parked at the
left side. In the video of experiment 2, a moving car in front of the camera is moving
toward the camera. Several cars stop because the traffic light is red. In the video of
experiment 4, a pedestrian in front of the camera is moving from right to left.
As the experiment results show, the proposed method can detect moving objects
successfully in different environments, even in complex environments in experiments
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3 and 4. After the moving objects are detected, they can be accurately tracked using
the method proposed in [49].
Compared with the Bayesian decision method, the belief propagation method has
less complexity. However, as one can see in the experiments of the belief propagation
method, the object position and size are not as precise as the results of the Bayesian
decision method. The reason is that the object position and size are defined by
matching feature points and the matched feature points are not always uniformly
distributed on the moving object.
(a) (b)
(c) (d)




Sudden camera or object motion is a typical problem that causes tracking perfor-
mance to sharply deteriorate. Classical recursive Bayesian estimation is inadequate
to track moving objects observed by a rapid-moving and unstable camera since this
method cannot resolve the sudden motion problem. We have developed a robust
and unconstrained tracking algorithm to overcome the tracking-failure issues. The
Markov Chain Monte Carlo (MCMC) technique is adopted to efficiently realize the
feature-guided particle filter.
Unlike the methods proposed in [5, 43], our experiment results show that the
method for tracking moving objects demonstrates robust performance without the
assistance of foreground segmentation and performs accurately in severe tracking
environments.
4.1 Related Work
Various algorithms exist for tracking moving objects by static cameras but they are
derived from the same basic formulation. The objective is to find the object state
characterized by {xk}k=1,2,... based on the observation {zk}k=1,2,.... The evolution
of xk is defined as xk = fk(xk−1,mk), and the measurement function is defined as
zk = gk(xk, nk). Usually, fk and gk are non-linear and time-varying functions. The
noise sequences, nkand mk, are assumed to be independent and identically distributed
(i.i.d.). If fk and gk can be modeled as linear functions, a Kalman filter can provide
the optimal solution. Boykov and Huttenlocher [9] used a Kalman filter to track
vehicles in an adaptive framework. In [9], the object parameters include position
and configuration of non-occluded features. At each frame, a maximum a posteriori
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(MAP) estimation of the object parameters will be found. However, evolution and
observation functions cannot always be modeled as linear functions. If fk and gk are
non-linear functions,an extended Kalman filter (EKF) or Unscented Kalman Filter
(UKF) can be used for optimization. Rosales and Scaroff [59] used the EKF to
estimate 3D object trajectories from 2D image motion. And then the trajectory,
occlusion and segmentation information are utilized in extracting stabilized views of
the moving objects. The most commonly used method is a particle filter, which is
based on the stochastic sampling method. A particle filter was first introduced by
Isard and Blake [31] in computer vision. The advantage of a particle filter is the ability
to handle arbitrary densities. If state space is discrete and the number of states is
finite, hidden Markov models (HMM) can be used for tracking. Chen et al. [14] used
the HMM formulation for tracking. In [14], a joint data association filter (JPDAF)
was used to compute the HMM’s transition probabilities, taking into account the
intercorrelated neighboring measurement. Besides, multiple hypothesis filter (MHF)
provides another way to evaluate the probability of measurement sequence. MHF can
be use to track the modes of the state density. Cham and Rehg [11] utilized a variant
of MHF for tracking highly articulated objects. To improve efficiency, Comaniciu et
al. [17] proposed a mean shift algorithm for nonrigid object tracking. The feature
histogram-based target representations are regularized by spatial masking with an
isotropic kernel. The masking induces spatially-smooth similarity functions suitable
for gradient-based optimization. The target localization problem was formulated
using the basin of attraction of the local maxima, and the mean shift procedure was
used to perform the optimization. Furthermore, Dore et al. [18] proposed multicue
adaptive particle filter-based tracker (MAPT) algorithm to track deformable objects.
Shape and color cues were exploited to handle deformable objects.
As for tracking algorithms, the classical particle filter work well for tracking mov-
ing objects by steady cameras. But, these methods are not applicable for moving
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cameras because they are not robust to global appearance changes and sudden cam-
era motion. Some existing methods for moving cameras are as follows. Meuter et
al. [52] used UKF to estimate the movement of people. They assumed that targets
and the camera are moving on the same plane and that some camera parameters are
known. The moving host and target movements can be modeled as 2D movements
on a flat ground-plane. The motion and the measurement model are combined by
an UKF. Thus, this method can only be applied to specific environment because it
has several constraints. Ess et al. [20] proposed a multi-person tracking algorithm.
People were detected using shape information and were tracked by a tracking-by-
detection approach. The method integrated stereo depth and visual odometry in
the hypothesize-and-test model selection framework. However, this method needs a
calibrated stereo rig to obtain depth information and can only track specific trained
objects. For tracking algorithms used in moving cameras, the major problem is sud-
den camera motion because sudden camera motion not only largely changes object
position, but also causes image blur. Image blur will cause object appearance changes.
Those situations happen frequently, especially for a camera in a car. To solve this
kind of problem, the method proposed by Behrad et al. [5] used object detection
to re-track the missing target. Kumar et al. [43] proposed an integrated method to
overcome the sudden motion problem, but this method made use of both top-down
and bottom-up approaches. Both approaches need foreground segmentation informa-
tion. If foreground segmentation is required to assist tracking, there is less flexibility
in embedded computing. Our goal is to develop tracking algorithms using an un-
calibrated monocular camera from a moving platform. Moreover, the algorithm is




The state of a target and its observation at time t are denoted as xt and zt, respec-
tively. Zt = {z1, . . . , zt} represents the overall observation from time 1 to t. The
posterior probability of xt given observation Zt at time t can be derived as
p(xt|Zt) = α · p(zt|xt) ·
∫
p(xt|xt−1) · p(xt−1|Zt−1)dxt−1 (79)
Equation (79) is a recursive form of Bayesian estimation using prior probability
p(xt−1|Zt−1) to estimate posterior probability p(xt|Zt). The estimation also needs
observation model p(zt|xt), which is a measurement of zt given xt. The state tran-
sition model p(xt|xt−1) is used as a motion model to predict current state xt given
previous state xt−1. This formula is valuable in the visual tracking area and has been
used in a lot of work.
4.3 Feature-guided Particle Filter
Chang et al. [13] proposed an attractor-guided particle filtering (AGPF) method
for articulated hand tracking. This method is a model-based tracking approach that
is used to solve tracking difficulties caused by the high degree of freedom (DoF).
Chang et al. used prior collected shape attractors A = {a1, . . . , an} to improve the
articulated hand tracking performance in [13]. The attractor-guide particle filter is
formulated as
p(xt|Zt, A) ∝ p(zt|xt) ·
∫
p(xt|xt−1, A) · p(xt−1|Zt−1, A)dxt−1 (80)
Particles of the AGPF method are the combination of particles generated by the
collected shape model and transition model. The experiment results in [13] show
that the method is effective in articulated hand tracking. Jian et al. [32] also utilized
the formula for accurate lip contour tracking. Although we do not want to use the
collected model to help tracking, the equation is adopted to develop a new estimation
model for solving tracking problems of moving cameras. In the proposed method
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in this chapter, attractors A in Equation (80) are replaced by observed features F .
Therefore, we do not need to collect prior model in our feature-guided particle filtering
method. With the careful design of p(xt|xt−1, F ), the performance of tracking by a
moving camera will be improved.
4.4 MCMC-based Feature-guided Particle Filter
The state x = [sx sy vx vy w h] contains position s, motion vector v, width w,
and height h of the target. Our observation likelihood p(zt|xt) is defined as being
proportional to the lth power of Bhattacharyya coefficient ρ. The observation model
is defined as
p(zt|xt) ∝ (ρ(h, k))l, (81)
where h and k are the histograms of the sample state and candidate model corre-
spondingly.
We now consider the transition model. The probability p(xt|xt−1) is modeled by
Gaussian distribution,
p(xt|xt−1) ∼ N(xt−1,Σ1). (82)
where Σ1 is variance.
The implementation of the integral in the recursive Bayesian estimation Equation
(80) is intractable. Usually, the sequential importance sampling (SIS) technique is
used to approximate the distribution p(xt−1|Zt−1, F ). A set of weighted samples
{xkt−1, wkt−1}Nk=1 is generated and used for Monte Carlo approximation for the integral
in Equation (80). The posterior can be expressed as
p(xt|Zt, F ) ∝ p(zt|xt) ·
N∑
k=1
wkt−1 · p(xt|xkt−1, F ). (83)
SIS can draw a set of samples and calculate its weight {xkt , wkt }Nk=1 to approximate
the posterior p(xt|Zt).
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However, the Markov Chain Monte Carlo (MCMC) is a more efficient way to
achieve the same approximation. We use the MCMC sampling step to replace the
SIS step on feature-guided particle filtering. A set of unweighted samples {xkt−1}Nk=1
generated by MCMC sampling is used for approximating p(xt−1|Zt−1, F ) ≈ {xkt−1}Nk=1.
After obtaining MCMC samples, removing the constant part and applying Monte
Carlo approximation, Equation (80) can be expressed as
p(xt|Zt, F ) ∝ p(zt|xt) ·
N∑
k=1
p(xt|xkt−1, F ). (84)
The Metropolis-Hastings (MH) algorithm is used to generate an unweighted sample
set {xkt }Nk=1 with posterior distribution p(xt|Zt).
• Transition probability:
We now consider the feature-guided transition probability p(xt|xt−1, F ). The
distribution of p(xt|xt−1, F ) requires careful design to achieve good tracking
performance. Because our algorithm is not a model-based approach, the form
of p(xt|xt−1, F ) is different from the form in [13]. We design p(xt|xt−1, F ) as
a multiplication of p(xt|xt−1) and p(xt|Fi), where i = 1, . . . , n. xt−1 and F
are assumed independent. The feature-guided transition probability has the
following expression:




By using this design of p(xt|xt−1, F ), the posterior probability p(xt|Zt) would
be transformed to a more accurate distribution by the observed features. Sub-
stituting Equation (85) into Equation (84), we get













where the probability p(xt|xt−1) is the probability formed by the motion model
and p(xt|F ) is the probability formed by the observed features in every frame.
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• Acceptance ratio:
In the MH algorithm, a proposed move is generated by the proposal distribution








If rejected, the move x′ is discarded and x remains unchanged. In this way, dis-
tribution of samples generated by MCMC will approximate desired distribution
π. In this paper, the desired distribution is defined as













Algorithm 1 MCMC-based feature-guided particle filtering
Initialization: generate the unweighted particle set {xk1}Nk=1
while t > 1 do
for k = 0 to MN do
MCMC sampling
a) sample x′ from proposal density q(x′, x)
b) compute the acceptance ratio a by Equation (87)
c) accept x′ with acceptance ratio; if reject, x remains unchanged.
end for




The observed features for the feature-guided particle filter are demonstrated in this
section. The observed features are found by the Harris corner detector in every frame.
Corresponding feature points are matched by correlation [75] between every adjacent
frame. To filter out matched-point errors quickly, we use RANSAC [22] to select
feature points from the same plane. Our environment model is complex and feature
points of the background are not in the same plane. We need to select feature points
from another plane and combine them. The combination result can generally rule
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out the feature points of moving objects. The feature points before selection and
after selection are shown in Figure 11. As one can see in Figure 11(a) and 11(b),
most feature points on the moving objects are not selected. Therefore, we have two
matched feature point sets and their corresponding motion vector sets to be used
(before RANSAC selection and after RANSAC selection).
We now describe the two feature probability models used in our method. The
first feature probability model p(xt|F1) uses the feature motion vector to conduct the
position of state. The motion vector of proposed sample x is compared to all the
feature motion vectors in the area of x. The area of x is defined by the position
and size component of the state x. Feature motion vectors are modeled by Gaussian
distribution as well. The second feature probability model p(xt|F2) uses the feature
point ratio to adjust the size of the state. The first feature model
p(xt|F j1 ) ∼ N(F
j
1 ,Σ2), (89)







p(xt|F j1 ). (90)
The second feature probability model
p(xt|F2) = (c− d)/c (91)
is feature point ratio, where c is the number of feature points (before selection) in the
area of x and d is the number of RANSAC feature points (after selection) in the area
of x. If no feature point is in the area of x (c = 0), p(xt|F2) is set to one.
4.6 Experiments
Experiment results are presented in this section and show that this method can track
objects accurately even in severe and complex conditions. The video streams were
captured in a car by a camera held by a human hand. Because the road is uneven and
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(a) (b)
Figure 11: Feature points (a) before selection, (b) after selection.
the human hand is unstable, the captured video streams have a lot of sudden irregular
movements. The relative movements between objects and camera are complex and
change rapidly.
Scene 1 is as follows. The observing camera is moving forward in a car. A moving
car in front of the camera is moving in the same direction, and a person is moving
toward the camera. Several static cars are parked at the left side.
Scene 2 is as follows. The observing camera is moving forward. A car in front of
the camera is moving from left to right.
One hundred particles are used and the length of the thinning interval is 5 (N =
100, M = 5). We model the proposal distribution q(x′, x′) by a Gaussian distribution.
All variances are set to 3. Figure 12 shows an example of a failure mode by classical
particle filtering. The inconsistency of camera movement often causes tracking failure.
This figure also shows that the experiment environment is severe. Figure 13 shows
accurate tracking of a vehicle by the MCMC-based feature-guided filtering. In this
experiment, only the first feature model is used. Tracking is successful but there are
biases in the target position, especially target size. Figure 14 shows unstable tracking
while only the second feature model is used. Although the tracking performance is
superior over a classical particle filter, the tracker misses the target in this experiment.
Figure 13 and 14 show that using only one of the feature models is not robust enough.
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(a) (b) (c)
Figure 12: Classical particle filter (a) frame 1, (b) frame 3, (c) frame 7.
(a) (b) (c)
Figure 13: MCMC-based feature-guided particle filter with first feature model only
(a) frame 1, (b) frame 22, (c) frame 47.
Figure 15 shows robust tracking using both feature models. The position and size of
the target have only small biases. Figure 16 shows another example of robust tracking
using MCMC-based feature-guided filtering in a different environment.
Figure 17 shows a tracking example with sudden camera motion. Because of
this motion, the target position moves a lot, and the image shown in Figure 17(b)
is blurred. Tracking using both feature models is still successful in this condition.
This figure demonstrates that the proposed method has a strong tracking ability to




Figure 14: MCMC-based feature-guided particle filter with second feature models
only (a) frame 1, (b) frame 22, (c) frame 47.
(a) (b) (c)
Figure 15: MCMC-based feature-guided particle filter with 2 feature models (a)
frame 1, (b) frame 22, (c) frame 47.
(a) (b) (c)
Figure 16: MCMC-based feature-guided particle filter with 2 feature models (differ-
ent environment) (a) frame 1, (b) frame 5, (c) frame 15.
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(a) (b)
Figure 17: Accurate tracking when significant target appearance change and sudden
camera motion exist. (a) frame 10, (b) frame 11.
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CHAPTER V
DYNAMIC SCENE ANALYSIS FOR ON-ROAD OBJECT
DETECTION AND TRACKING
In recent work, researchers have successfully built the object classifier for object
detection. Most approaches operate with a pre-defined class and require a model to
be trained in advance. Such work remains trapped in a “closed universe” recognition
paradigm, but a much more exciting paradigm of “open universe” datasets promises
to become dominant in the very near future [50, 63].
Some approaches of scene analysis from a moving vehicle require multi-viewpoint,
multi-category object detection [44]. Those approaches use 3D depth information
as a reference to analyze the scene. However, multiple cameras may not always
be available for a vehicle. There is a need for an approach that uses a monocular
camera. In addition, the scene from a moving vehicle is changing all the time and has
a wide variety of objects. Thus, off-line training methods on those applications are
somewhat limited. An analysis method that does not need off-line training provides
a good alternative in case the trained classifier failed to detect objects
To overcome such problems and generate effective results without the above-
mentioned restrictions, we present two systems with novel approaches for multi-object
detection and tracking using a monocular camera on a moving platform without know-
ing the camera’s intrinsic parameters or camera motion parameters. These analysis
methods are developed for on-line detecting the road region and on-road objects: one
based on feature-point analysis and the other on superpixel analysis.
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5.1 Related Work
While a great deal of research effort has been dedicated to detection algorithms, it is
difficult to generally apply existing methods to detect vehicles from videos captured
by a mono camera on a moving platform. Yamaguchi et al. [71] proposed a road
region detection method by estimating the 3D position of feature points on the road.
The feature points and epipolar lines are utilized to detect moving objects. This
method assumes that there is no moving obstacle in the initial frame and that the
road region in the initial frame is decided according to the height of the camera that
is measured when the vehicle is stationery. However, when these assumptions are
violated, the application of this method would be restricted due to the presence of
moving obstacles in the initial frame or a change of camera height. Kang et al. [36]
use multiview geometric constraints to detect objects. However, the approach is non-
causal since future information is required in this approach. Ess et al.[20] developed
a robust algorithm for detecting and tracking pedestrians from a mobile platform.
However, this algorithm was developed for a stereo rig, and the calibration of the
stereo rig is required in order to use depth information in this algorithm. Wojek
et al. [69] proposed a method to perform 3D scene modeling and inference using a
monocular camera in a car. This method uses the trained features to label the road
and sky, and to detect objects in the scene. Leibe et al. [44] estimate Structure-from-
Motion (SfM) and scene geometry with stereo rig. Then, multiple trained models are
fused to obtain 3D localization and trajectory. The classifiers used in those methods
need to be trained off-line. One of the main disadvantages of off-line training method
is the need to collect and train data in advance for a specific application.
5.2 Feature point Analysis
An on-line learning method is proposed for detecting the road region and on-road ob-
jects by analyzing the videos captured by a monocular camera on a moving platform.
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Most existing methods for moving-camera detection impose serious constraints or re-
quire offline learning. In this approach, the key feature points of the road region are
learned based on the detected and matched feature points between adjacent frames
without using camera intrinsic parameters or camera motion parameters.
The process flow of the proposed method is shown in Figure 18. The proposed
method contains four parts: key feature point learning, feature point classification,
road region labeling, and object detection. First, feature point detection and matching
are performed in adjacent frames. A probability model based on the Bayesian rule
is proposed to learn the key feature points. The key feature points are then used
to classify the rest of the feature points applying the conditional probability model.
Then, road region boundaries are defined using the classified feature points. Based
on the detected road region, the objects on the road are detected by exploiting the
outliers of the feature points on the road.
Figure 18: Flow of proposed method.
5.2.1 Key Feature Points Learning
In order to develop a probability model to perform key feature point learning, the
characteristics of the road region are considered. In general, fewer feature points can
be detected on the road region because the road region is flat and has less texture.
And, fewer feature points are matched on the road region. In other words, the
similarity of road regions causes a higher rate of mismatching the feature points
on the road region. As a result, the matched feature motion vectors have less angle
regularity on the road region. Therefore, we use the density of matched feature
points and angle regularity of matched feature points to learn the characteristics of
the feature points on the road.
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Based on the Bayesian rule, the posterior distribution for the scene state X given
image evidence η in terms of a prior P (X|ς) and an observation model P (η|X, ς) is
defined as
P (X|η, ς) ∝ P (X|ς) · P (η|X, ς), (92)
where ς is pixel position. The scene state X consists of the states of the road region.
The goal of this work is to infer the state X from video captured by a monocular,
forward-facing camera in a car. The camera is uncalibrated, and the camera motion
parameters are unknown. Meanwhile, we avoid estimating the background structure
of the scene. Without knowing any intrinsic and extrinsic parameters, the algorithm
is developed using the characteristics of the feature points.
Because the camera is forward-facing, the probability of the road region P (X|ς)
can be assumed to follow a normal distribution with mean at the bottom of the image:
P (X|ς) ∝ N(V ;µV , σV ), (93)
where V is the vertical position of ς.
The observation model P (η|X, ς) fuses the feature density and angle regularity
properties of the matched feature points:
P (η|X, ς) = ψ(d|ς) · ψ(ω|ς). (94)
The feature density potential ψ(d|ς) models the density of matched feature points
given the pixel position ς. The feature density potential is defined as
ψ(d|ς) = eκ̄ς , (95)
where κ̄ς is the number of matched feature points within the window Wς with size ws
and postion ς.
The angle regularity potential ψ(ω|ς) describes how well the matched feature
points around pixel position ς satisfy the angle regularity. The angle regularity po-
tential is defined as





where θ̄ς is the average angle of feature motion vecters within the window Wς .
The inference probability can be defined as
P̃ (X|η, ς) = P (X|ς) · P (η|X, ς). (97)
P̂ (X|η, ς) is the normalized form of log(P̃ (X|η, ς)), and is used to learn the key
feature points:
P̂ (X|η, ς) = log(P̃ (X|η, ς))−min(log(P̃ (X|η, ς)))
max(log(P̃ (X|η, ς)))−min(log(P̃ (X|η, ς)))
. (98)
The key feature points τi are defined as the matched feature points with P̂ (η|X, ς)
smaller than the threshold Tk:
τ = {nj : P̂ (X|η, nj) < Tk, ∀ j}, (99)
where nj is the j
th detected feature point.
5.2.2 Feature Point Classification
After the key feature points τ are learned, the characteristics of the key feature points
are exploited to classify the rest of the feature points. In this approach, a cascade
framework is adopted to classify the feature points as in [67]. A cascade classifier can
increase detecting performance and radically reduce computational time. In offline
training methods, classifiers are trained with annotated data using techniques like
SVM or AdaBoost etc. Those techniques are not appropriate in our case because we
do not have annotated data in this method. We classify feature points using a particle
filter. Every feature of the key feature points is treated as an equally weighted particle
in the probability model. Our cascade classifier is shown in Figure 19. Two classifers
are cascaded: one uses the coefficients of the Walsh-Hadamard transform, and the
other uses the coeficients of the Haar Wavelet transform. The popular HOG feature
is not used as our classifier because the road region does not have a rich texture. The
coefficients of the Walsh-Hadamard transform (WHT) [2] and the diagonal, horizontal
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and vertical coefficients of the Haar Wavelet transform (HWT) [57] are computed as
the features for classification. For classification purpose, the conditional inference
probability models are applied to infer the likelihood between feature points.
Figure 19: Cascade Classifier
The logarithm of the conditional inference probability for the WHT feature is
defined as
−log (PWH(r|nj, {τi})) =
∑
i
‖fWH(τi)− fWH(nj)‖1 , (100)
where fWH(τi) is the WHT feature at the position τi and ‖·‖1 is 1-norm.
The logarithm of the conditional inference probability model for the HWT feature
is defined as
−log (PHW (r|nj, {τi})) =
∑
i
‖fHW (τi)− fHW (nj)‖1 , (101)
where fHW (τi) is the HWT feature at the position τi.
In the first classifier, the logarithms of the conditional inference probabilities are
used to classify the detected feature points. γWH is the set of feature points that are
classified as the feature points on the road using WHT features:
γWH = {nj : −log (PWH(r|nj, {τi})) < TWH , ∀ j}. (102)
In the second classifier, the outputs of the first classifier are further classified using
HWT features:
γ = {γjWH : −log
(
PHW (r|γjWH , {τi})
)
< THW , ∀ j}, (103)
where γ is the set of feature points that are classified as the feature points on the
road.
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WHT features are computed from the first 16 coefficients of the Walsh-Hadamard
transform. This transform is a discrete approximation of the cosine transform and
can be computed efficiently. Before the WHT features are calculated, the input image
is normalized with zero mean and unit variance.
Haar Wavelets have been introduced by Papageorgiou and Poggio [57] for people
detection. The diagonal, horizontal and vertical coefficients of the Haar Wavelet
transform are used as the HWT features. HWT features are computed from the
absolute responses of horizontal, vertical, and diagonal wavelet types.
5.2.3 Road Region Decision
After the feature points on the road γ are classified, the classified points are used to
define the boundaries of the road region. Then, a road-labeled map can be generated
by the boundaries of the road region.
In this approach, we focus on the application of the front-facing cameras in a
car. The road region on the image plane is non-increasing from bottom to top.
An algorithm is developed to define the boundaries of the road region. The car is
moving forward; therefore, the region closer to bottom of the image plane has a higher
probability of being road. First, the boundaries of the road region are decided from
bottom to top order. During the first k steps, the boundaries are purely decided by
the region of feature points on the road. After the first k steps, the boundaries of
the road region are decided with consideration of previous boundaries. The objects
will affect the decision of road boundaries, if they are on the road. The following
procedures are designed to prevent the feature points on the objects from affecting
the boundary decision. If the boundaries shrink too much, we search feature points in
γWH within the previous boundary plus a margin. If there is no feature point within
that region, the boundary is set by a portion of the previous shrinking rate.
In Algorithm 2, LBj and RBj represent the left boundary and right boundary at
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Algorithm 2 Road Boundary Decision
first k steps: road region are decided by the classified feature points {γ}
for j = k + 1 to height/step do
search {γi}j
LBj = min({γ(x)i }), RBj = max({γ
(x)
i })
if LBj − LBj−1 > thb then
if search γ
(x)





LBj = LBj−1 + α · (LBj−1 − LBj−2)
end if
end if
if RBj−1 −RBj > thb then
if search γ
(x)





RBj = RBj−1 − α · (LBj−2 − LBj−1)
end if
end if
if no γi is found within [LBj−1 −m, RBj−1 +m] then




jth step. m is a margin. α is a positive scalar small than one. γ
(x)
WH,i is the horizontal
position of feature point γWH,i. {γi}j is defined as:
{γi}j = {γi : γ(x)i ∈ [LBj−1 −m, RBj−1 +m] , ∀ i}. (104)
After all boundaries are defined based on algorithm 2, the boundaries are smoothed.
5.2.4 Object Detection
After the road region is defined, the objects on the road can be identified by the
outliers of the feature points on the road region. But, the feature points on the road
stripes are outliers as well. A filtering method can be used to detect the outliers on
objects or on the road stripes. We apply a 2D rectangle filter on outliers map, the
inliers map, and road region map. The output of the filtering results is used to filter
out the outlier feature points on the road stripes. The filtered feature point outliers
are clustered. Cluster smaller than threshold Ts are discarded. The hierarchical
clustering method in [46] is then used to group feature points on the objects.
5.2.5 Experiments
This section presents experiment results obtained from the proposed method. The
video streams were captured by a camera in a forward-moving car with the camera
held by a human hand. The car speed is about 10 to 35 MPH. The videos are recorded
at a frame rate of 10Hz and a resolution of 640x480 pixels. Because the road is uneven
and the human hand is unstable, the captured video streams have a lot of sudden
irregular movements. The relative movements between objects and the camera are
complex and change rapidly. In these experiments, Tk is 0.5, TWH is 0.75, THW is
2, m is 60, step is 20, ws is 60, and α is 0.7. The feature points are detected and
matched by SURF algorithm [4].
Figure 20 (a) shows the results of matched feature points. As one can see, the road
region has fewer matched feature points and a higher mismatching rate because the
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road region is flat and has less texture. This figure demonstrates the characteristics
of the feature points on the road that we use to develop the learning algorithm. These
matched feature points are then used to calculated the inference P̂ (X|η, ς). Figure
20 (b) shows the distribution of P̂ (X|η, ς).
(a) (b)
Figure 20: Experiment (a) matched feature points , (b) the distribution of P̂ (X|η, ς).
In the video of experiment 1, a car in front of the camera is moving forward. In
the video of experiment 2, two cars in front of the camera are moving forward. In the
video of experiment 3, a car is moving forward and another car is moving toward the
camera. Figures 21, 22, and 23 show the results of experiment 1, 2 and 3 respectively.
The original images are shown in Figure 21(a), 22(a), and 23(a). Figure 21(b), 22(b),
and 23(b) show the matched feature points. The black-starred feature points are
detected and matched feature points using the SURF algorithm. The black-starred
feature points in Figures 21(c), 22(c), and 23(c) show the learned key feature points
τ . Our learning process can provide more reliable and representable feature points
for classification. Therefore, as one can see, the numbers of the learned key feature
points are relatively small compared to the number of feature points on the road
region. The learned key feature points τ are used to classify the rest of the detected
feature points ni. Figures 21(d), 22(d), and 23(d) show the classified feature points.
The black-starred feature points are the feature points classified as the points on
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the road γ. In these figures, most feature points on the road are classified correctly.
Feature points on the objects and some feature points on the road mark are classified
as outliers. Figures 21(e), 22(e), and 23(e) show the results of the detected road
region. The road region is marked with black dots. The road region is defined by the
classified feature points. As one can see, although there are some classified feature
points not on the road, the road region still can be decided correctly. Detected objects
are shown in Figures 21(f), 22(f), and 23(f). These figures show that the feature points
on the road mark are filtered out successfully, and objects are detected.
As the experiment results show, the proposed method can successfully detect
single or multiple objects on the road. In addition, no matter whether the objects
are moving forward or moving toward the camera, the proposed method is able to





Figure 21: Experiment 1 (a) original image, (b) matched feature points, (c) key





Figure 22: Experiment 2 (a) original image, (b) matched feature points, (c) key





Figure 23: Experiment 3 (a) original image, (b) matched feature points, (c) key
feature points, (d) feature points on the road region, (e) road region, (f) detection.
68
5.3 Superpixel Analysis
The task we address in this section is dynamic scene analysis for detecting and track-
ing multiple vehicles from a moving, camera-equipped platform. We seek to detect
other traffic participants in the environment. Such capability has obvious applications
in driving-assistance systems.
In this approach, bottom-up segmentation is applied on the input images to first
get the superpixels. The segmentation results provide regional information and make
the analysis more efficient than pixel-level analysis. The scene is then parsed into
less segmented regions by grouping similar superpixels and the parsing result is used
to estimate the road region. Next, a classification process is performed to detect the
outlier of superpixels on the road region. Superpixel outliers and the lines detected
in the scene are used to detect vehicles on the road. Finally, tracking is achieved and
could be used to feed back to further guide vehicle detection in future frames.
The section is structured as follows. The superpixel merging method is presented
in Section 5.3.1. Section 5.3.2 describes the approach to classifying superpixels on the
road. Section 5.3.3 presents the multi-vehicle detection method. A tracking method
is explained in Section 5.3.5. Section 5.3.6 presents experimental results.
5.3.1 Merging
We want to analyze the video streams based on the content of the images. Analyzing
video streams using superpixels is more efficient than pixel-based analysis. Superpix-
els that are generated by bottom-up segmentation can provide spatial information for
aggregating pixels that could belong to a single object and reduce analysis complexity.
Usually, some segmentation methods, like those in [21, 53], generate over segmented
results. Segmentations similar and belonging to the same objects are separated by
its own or other objects’ edges. To achieve efficiency, the segmentations of the same
objects should be merged together. Here, we propose a method to merge similar
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segmentations that belong to the same vehicle. The likelihood Lg(Si, cj) is presented
to evaluate the similarity between superpixel Si and the superpixel group cj:
Lg(Si, cj) = ω1Lc(Si, Sj) + ω2Lf (Si, Sj) ∀Si ∈ ϑcj , (105)
where Lc(.) is the color likelihood, Lf (.) is the feature likelihood, Si is one of the
neighbor superpixels of group cj, Sj is the initial superpixel in group cj, ϑcj is the set
of neighbor superpixels of group cj, and ωi is the weighting. When computing the
likelihood, superpixel Sj is used to compare with superpixel Si. The merging process
for cj is initiated from the largest superpixel and performed in order of descending
size. Simply using RGB image model cannot deal with shadow problems. Therefore,
the HSV image model is also used in the color likelihood to help the merging process.
Means and variances of the RGB and HSV values in superpixels are calculated. The
means and variances are taken as Gaussian random numbers. The logarithm of
the probability Pc(Si|Sj) is used as the color likelihood Lc(Si, Sj). For the feature
likelihood Lf (.), the feature used here is the coefficients of the Walsh-Hadamard (WH)
transform, and the size of the WH transform is determined by the superpixel’s size.
The logarithm of the conditional inference probability for the WH feature is used as




‖fWH(Si)− fWH(Sj)‖1 , (106)
where fWH(Si) is the mean of WH feature in superpixel Si and ‖·‖1 is 1-norm. The
popular histogram of oriented gradients (HOG) feature is not utilized to compare
the similarity of superpixels for merging because the road region does not have rich
texture. The merging process is recursive. After every round of merging, the new
neighbors of cj are inspected until no more merging can be done. Since superpixels are
bounded by edges, the superpixels are expanded for multiple pixels by morphological
operation in order to find similar neighbors. When the likelihood Lg(Si, cj) is high, we
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merge the superpixel Si into group cj. After this merging process, similar neighboring
superpixels are grouped together.
Figure 24(a) shows the segmentation results of superpixels. As one can see, the
segmentation results are over segmented. After the merging process, better segmen-
tation results are obtained, as shown in Figure 24(b).
(a) (b)
Figure 24: Superpixel merging (a) before merging, (b) after merging.
5.3.2 Classification
In this section, the merging results and the lines detected in the image are utilized to
detect the road region. After the merging process, the groups on the bottom of the
field of view (FOV) are taken as the candidate of road region with the assumption that
the camera is facing forward the car. The lines around the boundary of superpixels
that are close to the bottom FOV are detected using dilate/erode morphological
operations. The line detection module is based on the approach in [68], which is more
reliable than using the normal Hough transform detection method. In Figure 25(a),
red lines show the lines around the boundary of superpixels that are close to the
bottom FOV. If lines around the superpixel boundary are detected, the intersections
are calculated and the mode of the density is taken as the horizon of the FOV (as
shown in Figure 25(b)). If the mode is outside the FOV or no lines are found, the
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boundary of the superpixel groups near the bottom FOV is used to calculate the
intersections and the mode is used as the horizon.
Next, we are able to identify the road region using the horizon position and the
extreme values of the superpixel boundary group near the bottom FOV. After the
road region is defined, the superpixels on the road region are examined and classified
as inliers or outliers of the road with the following classification likelihood L(.):
L(Si, Rk) = maxj{LRGB(Si, Sj)}, ∀Sj ∈ Rk, (107)
where Si is the i
th superpixels in the detected road region, Rk is the superpixel
group near the bottom FOV, L(Si, Rk) is the likelihood value for Si and Rk, and
LRGB(Si, Sj) is the likelihood value computed by summing the absolute difference of
the RGB mean and variance of Si and Sj. Rk contains multiple superpixels that are
grouped together using Lg(Si, cj). With the highest computed LRGB(Si, Sj), L(Si, Rk)
is used to find the superpixel Sj in Rk that best matches the superpixel Si on the
road region. Then, the chroma-luminance (CL) relations of Si and Sj are applied to
classify the superpixel Si as an outlier or inlier of the road:










The CL-similar relation defines the required CL affinity between same-region super-
pixels. The CL threshold, ε, constrains region member superpixel equivalence.
5.3.3 Detection
This section presents the method to detect vehicles on the road region. With the
information of horizon and superpixels on the bottom of the FOV, the road region
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(a) (b)
Figure 25: Horizon detection (a) lines around the boundary of superpixels that are
close to the bottom FOV, (b) density of intersections
can be defined. Given the observations Z, the probability of the hypothesis h with
vehicle positions and sizes can be expressed as follows:
p(h|Z) = p(h|R, l) (109)
= p(h|Si, lR) (110)
= p(h|Soutliers, LG), (111)
where R is the detected road region, l is the set of lines detected on the image, Si is
the superpixels on the road region, lR is the set of lines on the road region, Soutliers are
the superpixels that are outliers of the road, and LG are the grouped lines. As shown
in Equation (111), computing the probability h given Z is equal to computing the
probability of h given the road region R and detected lines l. Also, computing p(h|Z)
is equal to compute the probability of h given the superpixels Si and lines l
R on the
road. In our system, we compute the probability of h given the superpixels that are
outliers Soutlier and grouped lines LG. The length and dispersion of the lines in LG
provide information about the vehicle size and position. Next, for every hypothesis
h, we compute the probability of outlier ratio using the validation potential. The




We use the detected lines to provide cues for detecting vehicles on the road. If a
scene is classified geometrically, as in [25], we make the reasonable assumption that
each segmented region belongs to either the vertical or horizontal category. Road
region is classified as horizontal class and detected vehicles, like cars, on the road are
classified as vertical class. Since cars are symmetric, the detected lines that belong
to a car have the same angle and the centroids of each detected lines are on the same
vertical y-axis. That means the centroids have the same x position but different y
positions. Therefore, the lines with a centroid at a similar horizontal x position are
grouped and the regions of grouped lines are considered as possible vehicles on the
road. In addition, the length and dispersion of the grouped horizontal lines provide
information of the bounded boxes of vehicles.
The agglomerative hierarchical clustering algorithm is used for grouping lines with
the following constraints:
θk − θk′ < thθ (112)
dcen,x < thcen,x, (113)
where θk is the angle of the detected line k, and dcen,x is the distance between the
x positions of line k and line k′’ centroids. By clustering, the lines that are close
to each other and with similar horizontal x positions can be grouped together. The
width and the height of each possible vehicle are decided by the maximum line length
and maximum line dispersion in each grouping region respectively. We validate the
accuracy of the vehicle detection results in the following section.
5.3.4 Validation
The detected outliers of superpixels are used to validate the detected line groups
and reduce false detections. A validation potential Φ(.) is designed to measure the
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accuracy of the hypothesis h. The validation potential is expressed in terms of the







nSoutliersi ,LGj is the pixel number of the superpixel outliers Soutliersi inside the area of
LGj. ALGj is the overall pixel numbers in the area of line group LGj. We sum the
pixel numbers of outliers in the bounded box of line group LGj, and divide it by the
overall pixel numbers ALGj . The ratio provides information about the accuracy of
the hypothesis h.
Figure 26(a) shows the detection result. The vehicle’s segmentation can be ob-
tained using the superpixel outliers in the bounded box, as shown in Figure 26(b).
(a) (b)
Figure 26: Detection (a) detected vehicle, (b) vehicle segmentation
5.3.5 Tracking
The tracking system is developed by recursive Bayesian estimation and implemented
by the Markov Chain Monte Carlo (MCMC) technique similar to Chapter 4. The
state of the target and its observation at time t are denoted as xi,t and zt respectively.
Zt = {z1, . . . , zt} represents the overall observations from time 1 to t. The posterior
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probability of xi,t given observation Zt at time t can be derived as
p(xi,t|Zt, F ) = α · p(zt|xi,t) ·
∫
p(xt|xi,t−1, F ) · p(xi,t−1|Zt−1, F )dxi,t−1. (115)
Equation 115 is a recursive form of Bayesian estimation using the prior probability
p(xi,t−1|Zt−1, F ) to estimate posterior probability p(xi,t|Zt, F ). The estimation also
needs observation model p(zt|xi,t), which is a measurement of zt given xi,t. The state
transition model p(xi,t|xi,t−1, F ) is used as a motion model to predict current state
xi,t given previous state xi,t−1. This formula is valuable in visual tracking and has
been used in many projects.
For computational efficiency, an MCMC sampling step is used to replace the se-
quential importance sampling (SIS) step on recursive Bayesian estimation. A set of
unweighted samples {xki,t−1}Nk=1 generated by MCMC sampling is used for an approx-
imation of p(xi,t−1|Zt−1) ≈ {xki,t−1}Nk=1. The Metropolis-Hastings (MH) algorithm
is used to generate an unweighted sample set {xki,t}Nk=1 with posterior distribution
p(xi,t|Zt).
In the MH algorithm, a proposed move x′ is generated by the proposal distribution








If rejected, the move x′ is discarded and x remains unchanged. In this way, the
distribution of samples generated by MCMC will approximate the desired distribution
π. The transition model p(xi,t|xi,t−1) is modelled by a Gaussian distribution:
p(xi,t|xi,t−1) ∼ N(xi,t−1,Σ1), (117)
where Σ1 is the variance.
Our observation likelihood p(zt|xi,t) is designed using only superpixel information.
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rSh,t,xi,t = nSh,t,xi,t/nSh,t (119)
r̂Sh,t,xi,t = (nSh,t − nSh,t,xi,t)/nSh,t (120)
rSk,t,xi,t = nSk,t,xi,t/Axi,t , (121)
where βh is the weighting assigned to superpixel Sh,t. Sh,t is a superpixel that is CL-
similar with one of the superpixels Sq,t−1 belonging to the vehicle xi,t−1 in the previous
frame. Sk,t is a superpixel that is not CL-similar with any superpixels belonging to
the vehicle xi,t−1 in previous frame. nSh,t,xi,t is the number of pixels that are in the
area of xi,t and belonging to superpixels Sh,t. nSh,t is the total number of pixels belong
to superpixels Sh,t. nSk,t,xi,t is the number of pixels that are in the area of xi,t and
belonging to superpixels Sk,t . rSh,t,xi,t is the percentage of the superpixel Sh,t covered
by the area of state xi,t. r̂Sh,t,xi,t is the percentage of the superpixel Sh,t not covered
by the area of state xi,t. rSk,t,xi,t is the percentage of Sk,t covered by the area of state
xi,t.
When there are more superpixels in the area xi,t that is CL-similar with the
superpixels belonging to the vehicle in the previous frame, the value of the first
summation gets larger. On the other hand, p(zt|xi,t) is penalized by the leaking ratio
r̂Sh,xi,t . And, the weighting βh is the area of superpixel Sq,t−1 divided by the overall
area of the vehicle in the previous frame. That means the weighting is proportional to
the size of superpixel Sq,t−1. The second summation means that the value of p(zt|xi,t)
is penalized by the pixel number of the outlier in the area of xi,t.
5.3.6 Experiments
We test the proposed algorithm on a variety of real-world videos. The video streams
were captured by a camera in a forward-moving car and the camera was held by a
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human hand. In Figure 27, 28 and 29, the video streams are captured around the
urban area. The car speed is about 10∼35 MPH. The videos are recorded at a frame
rate of 30Hz and a resolution of 640x480 pixels. Because the road is uneven and a
human hand is unstable, the captured video streams have a lot of sudden irregular
movements. The relative movements between vehicles and the camera are complex
and change rapidly. In Figure 30, the video streams are captured on the highway
with a lower resolution of 384x288 pixels. The car speed is over 60 MPH.
For tracking system, 100 particles are used and length of the thinning interval is
five (N = 100, M = 5). We model the proposal distribution q(x′, x′) by a Gaussian
distribution. All variances are set to proportional to the vehicle size.
Figures 27 and 28 show the multi-vehicle detection and tracking results of exper-
iments 1 and 2. The detection results are shown in the top row, and the tracking
results are shown in the bottom row. Both video streams were taken near the inter-
section, and there are road marks in the scenes. The figures in the top row show that
the proposed method is able to perform significant detection performance no matter
whether the vehicles are moving forward or toward the camera. Figure 28(a)(b)(c)
shows that our system can still successfully detect the vehicles even when vehicles be-
come smaller. Figure 27(d)(e)(f) show the frames of tracking after the detection task.
The trackers follow detected vehicles quite well after the detection task is terminated.
Figure 28(d)(e)(f) show the frames of tracking in the middle of the detection task.
The tracking results present robust tracking performance with only small biases in
vehicle position and size. In the middle of detection, the tracking can be associated
with detected vehicles and enhance the detection power and robustness of the system.
The results of experiment 3 are shown in Figure 29. The scenario is challenging
since the vehicles are very cluttered. The vehicle at the right side of the road is a
parked car and the middle car is partially occluded by cars on the right side and left




Figure 27: Experiment 1 Detection: (a) frame 83, (b) frame 104, (c) frame 226,
Tracking: (d) frame 272, (e) frame 278, (f) frame 305.
these tough cases. The bottom row shows the tracking result. As one can see in
Figure 29(e)(f), only two cars are tracked since there are only two detected cars in
Figure 29(d). Once the incoming car is detected, a new tracker would be initiated.
Figure 30 shows another example of robust detection. Experiment 4 is performed
on a challenging video stream captured on the highway with a lower resolution than
the previous experiments As one can see, the camera was not facing directly forward
but a little toward the left side of the car. Our system can still estimate the road




Figure 28: Experiment 2 Detection: (a) frame 16, (b) frame 94, (c) frame 115,
Tracking: (d) frame 9, (e) frame 31, (f) frame 51.
(a) (b) (c)
(d) (e) (f)
Figure 29: Experiment 3 Detection: (a) frame 123, (b) frame 177, (c) frame 213,
Tracking: (d) frame 126, (e) frame 153, (f) frame 171.
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(a) (b) (c)
Figure 30: Experiment 4 Detection: (a) frame 129, (b) frame 133, (c) frame 137.
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CHAPTER VI
CONCLUSION AND FUTURE WORK
This thesis focuses on the vivid area of current computer vision research and the
related applications. Detecting and tracking moving objects from a moving platform
is difficult, given sudden camera and object motion. In real-world systems, predefined
classifiers and off-line training solutions are not generally practical. In this thesis, a
number of important computer vision tasks are analyzed. Several moving-object
detecting and tracking algorithms for a monocular moving camera are proposed and
a number of practical solutions are addressed.
The main contribution of this thesis is the development of computer vision meth-
ods to provide feasible detecting and tracking solutions in mobile platforms. The
proposed methods include new camera motion estimation, moving-object detection
without knowing camera-intrinsic parameters, moving-object tracking, and dynamic
scene analysis for on-line road region and object detection. The key ideas of these pre-
sented methods mainly rest on providing practical solutions to solve existing problems
in surveillance, driving safety assistance, robot navigation applications, etc. The im-
posed constraints of existing methods are relaxed. The efficient alternatives to reduce
computational complexity and memory use are presented. In addition, the on-line
learning capabilities are developed via two enhanced implementations.
The potential use of the proposed methods is demonstrated in the experiments.
Experiment results confirm the previously mentioned advantages and clearly indicate
that the proposed methods can be applied for detecting and tracking purposes on
moving platforms with limited constraints. The demonstrations presented are by no
means the only way to apply detection and tracking in mobile platforms, and one can
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find new interesting possibilities in further research.
While the methods presented in this thesis have been successfully used in our
various experiments, more research is still needed to implement computer vision based
solutions for consumer-grade products. Although the speed and accuracy of the
algorithms are mature enough for real applications, the robustness in mobile use under
low light conditions is still a problem. One solution to solve this issue might be the
use of an infra-red camera or a radar. In addition, one must consider computational
efficiency in mobile cameras, and therefore some powerful GPU support might be
needed.
6.1 Future Directions
Certainly, there are several research topics in which we are interested to extend the
work presented here. In computer vision research, noise and errors are inevitable
issues in all algorithms. The parameter selections in our algorithms are critical to
the detection and tracking performance. Our algorithms can be improved with the
automatic estimation of critical parameters and the ability to recover from failure
modes. The statistics of the detected properties can be used to automatically estimate
the parameters. The variance of the detected properties can be used to design a metric
to detect the failure of detection or tracking.
In the superpixel analysis algorithm, we believe that an estimation model can
be developed to infer the segmentation of the current frame based on the previous
segmentation results. Moreover, the superpixel results can be used for 3D scene
analysis, e.g., sparse and dense 3D reconstruction. A region of the segmentation result
can be considered as an object or a plane to develop a region-based 3D reconstruction
instead of traditional point-based 3D reconstruction. With proper development, the
region-based reconstruction can reduce the complexity of the 3D reconstruction. In
addition, the line grouping technique can be combined with the trained classifier. We
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believe that the line grouping technique can improve the detection rate and reduce
the searching space for the trained classifier, thereby improving the detecting speed.
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