Abstract-Based on the invariant features and data distribution in time domain before and after attacking on the audio, it is clearly that the standard variance shows good invariant statistical feature. The relation of four consecutive bins in a histogram maintains change less than 5%. Then, a general data selection approach, which meets the demands of normal distribution and other distributions, is created for the watermark hiding. Based on segmenting idea, an audio watermarking algorithm of embedding and extracting is designed with statistical features by the stable relation of four consecutive bins. Experimental results show that the algorithm can resist on attack of low-pass filtering with large hiding bandwidth up to 17 bit/s. It shows much better than the existed histogram approach with relations of three consecutive bins. The algorithm can also resist on the attacks of TSM and other common attacks.
I. INTRODUCTION
Information hiding becomes a key technology in copyright management and secure communication today. The security message can be hidden into an audio carrier in radio broadcasting, network music and voice network transmission watermarking. The hiding algorithm is required to resist on many kinds of attacks to assure reliable transferring of the message. In the audio watermarking algorithms, it is very important to resist two attacks of low pass filtering (LPF) and time-scale modification (TSM). Mansour [1] proposed to embed watermark by changing the interval lengths between salient points in the signal. Along with an adaptive quantization method in the wavelet domain, the algorithm can resist attacks of 96KB MP3 coding and 4k LPF. However, it can be only against the attack of 2% TSM. In the cepstrum domain, by adopting the mean invariance of audio signals together with the BCH error-correcting technique, Liu [2] realized an approach to resist on attacks of 5% TSM and 8k LPF. Wu [3] selected four audio features to establish a watermark location approach. Based on the SNR computation for the embedding intensity, the watermarking algorithm can be robust to attacks of MP3 coding and 12% resample TSM, while it was poor in the pitch invariant TSM attack. In order to improve the robustness to the TSM attack, Xiang [4] [5] applied the histogram specification successfully in audio watermarking. With the invariance of statistical mean and the three consecutive bins in histogram, the proposed time domain algorithm could be very strong against 30% TSM attack. However, it became weak in less than 7k LPF and MP3 processing and it can be only suitable for normal distribution with a zero value of mean. Then, the algorithm was implemented in wavelet domain with some performance improvement against the 6k LPF attack [5] , while the embedding capacity is dropped from 60 bits to 40 bits under the same audio length of 20 seconds. Besides, Wang [6] stated a kind of trap algorithm to improve the quantization approach. It had stronger ability against the LPF attack than [5] , but it can't resist on attacks of TSM and volume changes.
Besides, the process of A/D and D/A conversion is popularly used in audio transmission. Lie [7] proposed to embed the information through low frequency amplitude modification approach which can only resist on 4% TSM attack. Ever though the algorithm could recover watermark by correcting its misalignment in A/D and D/A process, no detail result was shown to hiding successfully at the extraction situation. Through the computer network, Gomes [8] proposed simply a watermarking technology in the point to point voice transmission by ordinary PC card, speakers and microphone. The watermarked voice message was test far away from 1.5 meters without errors under common environment. For the air transmission with watermark, Steinebach [9] stated the robustness on the A/D and D/A conversion in detail. The watermark was extracted from the recorded audio through the loud speakers. The results were satisfying in the detection distance of 5 to 400 cm. In the real-time environment demand, Tachibana [10] established an approach to embedding watermarks into one music which are creating in a music concert. The air transmission distance was 3 meter for the technology to hide 64 bit message into a piece of 30 second music. However, most of these algorithms show weak robustness on attacks of LPF and TSM.
It is clear that the histogram specification in time domain shows strong robustness than other method. How to construct an algorithm not only to keep this advantage but also to improve other capabilities? In this paper, we improve the algorithm in [4] based on segmenting idea and four consecutive bins of histogram. The proposed algorithm gets more robust to the LPF and TSM attack, and it also has some ability against A/D and D/A conversion. The approach can be suitable for many kinds of data distribution by a uniform data range selection.
II. AUDIO DATA ANALYSIS

A. Analysis of Invariant Features
For one audio sample, the values of its mean and standard variance after LPF processing are calculated as shown in Fig. 1 . The mean changes before and after LPF are both less than 2%, and the change of the standard variance before and after LPF is less than 0.5%. Hence, the two features can be regarded to be invariant. Meanwhile, considering the A/D and D/A conversion with cable transmission through the same computer, the mean and standard variance of audio data are observed as shown in Fig. 2 and Fig. 3 . Here, the change of mean varies with small value, while the standard variance has nearly no change.
Therefore, the standard variance can be chosen as an invariant feature for information hiding.
B. Description of the Existed Algorithm with Histogram Specification
In the data histogram analysis, a kind of relation among three consecutive bins is defined in [4] as the following: 
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where, k denotes the relation of the number of samples among the k th bin and the following two bins. This relation is stable with small changes less than 5% before and after the data is attacked. Then, the feature can be applied for the watermarking algorithm. If the k is large than a predefined threshold, watermark bit "1" is regarded to hide successfully. Otherwise, bit "0" is hidden in the data. When one of the rules is different from these cases, a modification algorithm is applied for the audio data to assure the two cases reconstructed. The algorithm shows robust to the TSM attack with wonderful effects. Its main disadvantage is weak under the LPF attack. One of the reasons is that in order to obey the two rules for watermark hiding, the middle one among the three consecutive bins will take large changes in its sample number for the other two bins. That will cause serious drawback to the imperceptibility and robustness of the watermarked audio. If there are two bins to bear the changes from the other two neighboring bins, the change in each bin will become much small. That is one of the improvements in the proposed algorithm stated at next section.
C. Analysis of Histogram Specification with Four Consecutive Bins
Comparing with the relation of three consecutive bins in histogram [4] , the relation among four consecutive bins is studied as the following formula:
where, k denotes the relation of the number of samples among the k th bin and the following three bins. Fig. 4 shows the value of k before and after the audio are low pass filtered with two cutoff frequencies of 4k and 6k, independently. The change of k is nearly within range of 5%.
Meanwhile, Fig. 5 shows the value of k before and after the audio are attacks by Resample TSM with 10% for 110% TSM data, *for initial data, O for 90% TSM data changes. The change of k is within range of 5% to show that the relation almost keeps constant. For the audio transmission, Fig. 6 shows the value of k before and after the audio are processed through A/D and D/A conversion in the same computer. The change of k is almost within range of 5% to show that the relation almost keeps constant. This helps design the watermarking algorithm. Only if the watermark '1' and '0' are kept standing away from the two sides of the changing range respectively, the watermark can be extracted correctly.
D. Data Range Analysis and Design
In the audio histogram, it is required to choose suitable data range for watermarking hiding. A large range helps to embed a large amount of watermarks, but the bins at the two edge sides will have poor effects owing to their very small number of samples. Meanwhile, a small range will drop the number of embedding watermarks. Hence, the selection of the data range is also important.
Assume that the mathematics mean and variation, are defined as and 2 for an audio signal data X. The data probability P, for any integer , has the following Chebyshev inequality:
Apparently, given a minimum probability, the data range then can be calculated. For the normal distribution of audio data, the standard variance can be used for the value of as:
where, k is an integer number. Then, based on the symmetric feature of normal distribution, the data range A is easily described as the following:
On the other hand, for the non-normal distribution, there is not always symmetric distributed data around the data mean. However, the formula can also be applied, by the experimental test, to keep a uniform range and generalization operation.
III. SEGMENTING HIDING IDEA FOR AUDIO DATA
The algorithm in [4] considered the entire audio carrier to hide watermarks. It seems that the algorithm is always redundant and efficient for the data modification in watermarking embedding process because all the data are used to devote to the construction of histogram. However, it brings two problems. One is that when the number of watermark is small, the number of most of bins in histogram is very large. Fig. 7 shows such situations before and after embedding 20 bits in an audio carrier adopted also in [4] . The number of the maximum bin reaches nearly to 20 thousands. The high number requires much more data for modification in embedding process. The other problem is that, owing to the data range of histogram is basically stable, when the number of hidden watermark gets higher, the interval of between bins of the histogram becomes smaller. Since the data differences of the neighboring bins get very small, these data are easily changed to be the neighboring data after LPF attacking and other processing. That will lead to weak ability of the watermarking algorithm.
Then, how about segmenting the audio carrier as several parts? If so, each segment only consists of some data to hide a few watermarks. Owing to the stable data range of histogram as before, the number of bins in the histogram of each segment data will not be high. Only a small audio data in one segment are required to modify in the watermarking embedding process. Meanwhile, as the selected interval of bins becomes suitable, a slight change of data will not affect the watermark extracting even if the watermarked audio is attacked by LPF and other signal processing. Therefore, through the segmenting design to obtain a comfortable number setting for each segment data and the hiding watermark information, the robustness of the watermarking algorithm can be improved, and the advantages of the histogram specification can be also maintained for the algorithm. Then, the hiding capacity of watermark can be easily enlarged as the hiding performance is increased.
IV. SEGMENTING WATERMARKING ALGORITHM BASED ON HISTOGRAM SPECIFICATION
Assuming the watermark will be hidden into the audio carrier
Firstly, different from the embedding scheme [4] , the carrier is segmented as L s equal-sized segments. Each segment will hide a part of watermark. As the selection method in (5), the histogram
with an equal-sized interval of bins, is calculated in the each segment. Then, the interval M has the following expression:
The Lh is obtained as:
A. Segmenting Embedding Algorithm
The main segmenting embedding process is described in Fig. 8 . It includes two loops. The outer loop is for audio segmenting process. The inner loop is for bit embedding process in each audio segment. A suitable range is searched as (5) to locate the start point and the end point in the segment histogram.
Suppose that four consecutive bins, denoted by bin1, bin2, bin3 and bin4, their samples in the number are a, b, c, and d, respectively. The following embedding rules are defined for one bit of information: Therefore, I 2 and I 3 are computed as follows: .
Then, I 1 and I 4 can be expressed as follows:
B. Watermarking Extracting Algorithm
In the extracting phase, a predefined searching range is required to decrease the effects of various attacks on the mean. Let the extracted mean ' in each segment and the error rate , then the searching range is defined as ' (1 ) . Most of the stages in the watermark embedding process are the same in the watermark extracting process. The watermarked audio is segmented firstly as the same segmenting number. There can be the same number of bins, L h , in each extracted histogram from the segmented audio carrier. After the data range selection, the value of k in (2) is calculated to reflect the secure bit message. For the numbers of samples in four consecutive bins, denoted as a', b', c' and d', the hidden bit is calculated as the following rule:
C. Analysis of Segmenting Performance
In order to demonstrate the segmenting performance, the modifying number in audio data hiding is calculated before and after the segmenting. Let the updating samples as I 1 if the audio is not segmented for hiding as the algorithm in [4] , and I 2 if the audio is segmented as the proposed algorithm. As described in (10) when embedding bit '1', there exist following expressions:
Let their differential as I= I 1 -I 2 , then we have:
Furthermore, let S 1 as the minimum bit sample number in the histogram H 1 without segmenting, and S 2 as minimum bit sample number in the segmenting histogram H 2 . Evidently, S 1 is much more than S 2 . Let their differential as S=S 1 -S 2 , and the following statements can be regarded as a fact normally:
Then the I can be stated as:
As stated before and experimental test, the T 1 ranges from 1.05 to 2. Then the I can be demonstrated as following:
Similarly, when embedding bit '0', the I can be described as: Because the T 2 ranges from 0.95 to 0.5 normally, the I can be described as following:
It is clear that the segmenting algorithm can decrease a lot of data samples for updating the audio carrier. This feature will bring much higher ratio of signal to noise. Then, it can improve the watermark hiding performance significantly. 
V. EXPERIMENTAL RESULTS AND ANALYSIS
The audio carrier is chosen as the same in [4] There are four kinds of watermarks with 10 bits, 60 bits, Chinese Word BEI with 180 bits and Chinese Word BEIJING with 345 bits for experiments.
A. Analysis of Hiding Effects
The data distributions are studied for each audio segment as four different status of before watermark embedding, after watermarking embedding and after LPF and watermarking extracting. When embedding the watermark of BEIJING, the four data histograms for one audio segment are shown in Fig. 9 to Fig.12. Fig. 9 shows the initial histogram of one segment data. After data selection as (5), the data for hiding is shown in Fig. 10 . It will be convenient for data modification in watermarking algorithm because the number of all bins is less than 1000 in Fig. 10 to Fig. 12 . From these figures, it can be observed that the histogram shape has a large modification. The diagram is modified from a plain change to a suddenly change with lots of jitters after watermark embedding. The reason is that some of audio data varies as the embedding algorithm, so the data distribution specification has a slight change.
However, the histogram will basically recover its specification after the LPF attack on the watermarked audio, as shown in Fig. 12 . Most of the jitters in the histogram are cut to make a plain histogram again. It brings a serious testing for the algorithm in order to keep the hiding features in the diagram after LPF attacking. Because the number of jitters is related to the number of data modification in watermark embedding process, it is better to decrease the number of modifying data in each segment. Besides, considering the updating samples for each segment data, its number is much smaller than that in the algorithm without segmenting. As (21) and (23), there exist two value of I for bit "1" and bit "0" respectively as follows: 
As shown in Fig. 7 , the minimum number of bin sample S 1 is 2000. On the contrary, the minimum bin sample number is only 350, as shown in Fig. 10 . Then, owing to the differential of the two numbers is 1650, the value of I ranges from 274 to 550.
Furthermore, if considering the minimum value of the four maximum number of bin samples for computation, two numbers of 18000 and 1800 can be obtained from Fig. 7 and Fig. 10 , independently. Since the differential of the two numbers is up to 16200, the value of I becomes very large ranging from 2690 to 5400.
Therefore, the segmenting approach shows much more advantages than the existed algorithm in [4] .
B. Robustness Comparison
In order to verify the robustness of the proposed algorithm, the performance is compared with [4] in time domain to resist LPF and other attacks under the same experimental conditions. It is segmented as 6 equal-sized parts for a watermark with 60 bits, so each segment can hide 10 bits.
The experimental results are addressed for the algorithm against many kinds of attacks. Table I and II show the robustness comparison against LPF attack LPF and other attacks under the same experimental conditions.
It is evidently that the proposed algorithm is very strong against the LPF attack. The reason for this advantage is that by segmenting technique, the number of samples in each segment is much smaller than that in [4] . The samples required to modify in each part becomes very small. On the other hand, the relation in four consecutive bins is better than that in three consecutive bins when balancing the number of modified samples. When the relation can meet the embedding requirement, it needs a lot of samples for updating. Two Bins can be always used to bear the modification to balance the number of sample change. However, there is only one Bin to bear the sample modifying in the algorithm [4] . It means that the relation of three consecutive bins is weaker than that of four consecutive bins in the watermarking algorithm.
Besides, the abilities against other attacks, such as TSM, re-sampling, re-quantization, volume modification and MP3, are almost the same in the experiments for both algorithms. Especially, the performance in scaling of volume is much more exciting. It will be helpful for data transmission through A/D and D/A. Because of the turning difficulty, the recorded audio is often different from the source audio in its amplitude. That is, the watermarking approach in audio transmission should be at least against volume modification. 
C. High Capacity for Hiding Watermark
The segmenting approach can be experimented for high capacity of watermark. Two kinds of image watermarks, with 180 and 345 bits of Chinese words independently, are chosen to hide in the same audio carrier as the Section 5.2. The watermark bandwidths are increased from 3 bit/s to 9 bit/s and 17 bit/s, independently. After several LPF attacks on the watermarked audio independently, the extracted watermarks are shown in Table III and Table IV. Apparently, the extracted watermark under 4k LPF attack is still clear for image watermark BEI. Meanwhile, the extracted image watermark BEIJING can be identified after 6k LPF attack. We try to test such hiding requirement as algorithm in [4] , but it fails at the beginning in the embedding process. Apparently, it cannot be usable for the high capacity hiding.
D. Analysis of A/D and D/A Experiments
Finally, the proposed algorithm is tested to resist on the processing of A/D and D/A conversion with a cable connecting the port of audio line-in with that of audio output in the same computer. The used audio tools are Media Player Classic for playing and CoolEdit Pro for recording and editing. Then, the audio is split as six parts where 10 bits are embedded and duplicated to check the effectiveness. The bit is set as "1010000100" simply. The extracted result for 10 parts is shown in Fig. 13 .
It means that the extraction results are not satisfying except the first audio segment. If the segmenting length is more than 2.5 seconds, the extracting rate of the first audio segment can be always 100%. The extraction error with different length of segmenting is shown in Fig. 14 . While the other segments from the second to the sixth present poor extracting rate of 0.5 to 0.9. Because the A/D process is complicated, the audio data may take many kinds of changes such as volume change, non-linear stretching, data cropping and low-pass filtering. The segments except the first one need to locate the embedding positions to obtain the correct bit message. Therefore, more technologies such as synchronization and error correcting approach are required in the proposed algorithm in the future.
VI. CONCLUSIONS
Based on the data distribution specification and segmenting idea, a new algorithm in time domain is designed by the stable relation of four consecutive bins of data histogram. The main conclusions can be drawn as follows:
It is always an interesting and difficult task to search for invariant features of audio watermarking approach. The standard variance shows this kind of ability under most of the audio processing such as LPF, TSM and A/D.
Through the suitable segmenting approach, the audio updating samples can be decreased hundreds to thousands in the watermarking algorithm. The sample updating 49/345 5k filtering with 10 order method can be very useful for estimating the segmenting effects. Meanwhile, the imperceptibility of the watermarked audio can get much better. The length of segment is almost free for the bit number of hiding message. The hiding width can be up to 17 bps to embed some meaningful watermark. However, the segmenting length should be chosen more than 2.5 seconds to resist on the attack of A/D and D/A.
Furthermore, in order to get a stable relation of four consecutive Bins, the number of each Bin samples should be large enough for modification in the proposed algorithm. Then, for the histogram constructing, a kind of general data selection approach, which meets the demands of normal distribution and any other distributions, is created for the watermark hiding.
The proposed algorithm can keep the robustness to other many attacks such as TSM, volume change, MP3 coding, resampling and re-quantization. It shows more advantages to resist on the LPF attack than the existed algorithm. Especially for the high capacity hiding, the new algorithm presents successfully to resist on the multiple LPF attacks with high width up to 17 bps.
Finally, the robustness on A/D and D/A conversion is still weak in the proposed algorithm. More technologies, such as synchronization and error correcting approach, are required together to get stronger abilities in the future. 
