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Abstract
In this paper we consider the numerical approximation of the two-phase membrane
(obstacle) problem by finite difference method. First, we introduce the notion of vis-
cosity solution for the problem and construct certain discrete nonlinear approximation
system. The existence and uniqueness of the solution of the discrete nonlinear system is
proved. Based on that scheme, we propose projected Gauss-Seidel algorithm and prove
its convergence. At the end of the paper we present some numerical simulations.
Keywords: Free Boundary Problem, Two-Phase Membrane Problem, Two-Phase
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1. Introduction
The Mathematical Setting of the Problem. Let Ω ⊂ Rn, n ≥ 1, be a bounded open
subset with Lipschitz-regular boundary. Let g : ∂Ω→ R be a continuous function taking
both positive and negative values over ∂Ω, and λ+, λ− : Ω→ R are Lipschitz-continuous
functions satisfying
λ+(x) ≥ 0, λ−(x) ≥ 0, and λ+(x) + λ−(x) > 0, x ∈ Ω.
The two-phase obstacle problem, or the two-phase membrane problem, is the problem
of minimization of the cost functional
J (v) :=
∫
Ω
[
1
2
|∇v|2 + λ+max(v, 0) + λ−max(−v, 0)
]
dx (1)
over the set of admissible “deformations” K := {v ∈ H1(Ω) : v − g ∈ H10 (Ω)}.
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It is straightforward to see that J is coercive, convex and lower-semicontinuous over
H1(Ω), resulting in the existence of the unique minimum point u of the functional on
the affine subspace K ⊂ H1(Ω).
Writing down the Euler-Lagrange equation for the minimization problem for the
energy functional (1), we obtain{
∆u = λ+ · χ{u>0} − λ
− · χ{u<0}, x ∈ Ω,
u = g, x ∈ ∂Ω,
(2)
where χA stands for the characteristic function of the set A. It is easy to see (cf. [1]),
that the solution (in the weak sense) of (2) must coincide with the minimizer u ∈ K of
(1).
Problem (2) is an example of a free boundary problem. Roughly speaking, we need
to find a function u satisfying ∆u = λ+ on the set {u > 0} and ∆u = −λ− on {u < 0}
and which is C1,α across ∂{u > 0} ∪ ∂{u < 0}. The sets {u > 0} and {u < 0}, the two
phases for this problem, are not known a priori, and need to be determined along with
the solution u. So the free boundary for this problem consist of two parts- ∂{u > 0}∩Ω
and ∂{u < 0} ∩Ω.
Physical interpretation and known results. The problem of minimization of the
functional (1) arises in connection with describing the equilibrium state of a hanging
membrane in the two-phase matter with different gravitation densities (say, in water and
air), assuming the membrane is fixed on the boundary of a given domain. If the density
of the membrane is between the densities of two matters, then the membrane is being
buoyed up in the phase with higher density and pulled down in the phase with lower
density, and the equilibrium state is described by minimization of the energy functional
(1). In that case λ+ is proportional to the difference between the densities of high-density
matter and membrane, and λ− is proportional to the difference between the densities of
membrane and low-density matter.
In the case of nonnegative g, one can prove that u ≥ 0 over Ω, resulting u to be the
solution of one-phase obstacle problem or the classical obstacle problem, which has been
extensively studied in the literature. Here we assume that g takes both positive and
negative values across the boundary, forcing our problem to have two phases.
The two-phase obstacle problem (2) has been studied from different viewpoints. As it
has been mentioned above, the existence of minimizers is straightforward and is obtained
by the direct methods of calculus of variations. The optimal C1,1loc regularity for the
solution to (2) has been proved in [2] for constant coefficients λ±, and the result was
extended in [3] for Lipschitz-regular λ± and in [4] for Ho¨lder-regular λ±. The regularity
and the geometry of the free boundary has been studied in [5], [6], [7].
Concerning the numerical solution of the two-phase obstacle problem, in his recent
paper [8] Bozorgnia discussed three algorithms for numerical solution of two-phase obsta-
cle problem. The first algorithm constructs an iterative sequence converging towards the
solution. The second algorithm uses the regularization method to construct an approxi-
mation for the solution, and the third is based on Finite Element Method. But here the
first and the third methods lack of convergence proofs, and only for the second method
the estimates for the difference between the regularized solutions and exact solution are
given.
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Our main aim in this paper is to construct a Finite Difference approximation for the
two-phase obstacle problem and to prove the convergence of the proposed algorithm.
In this paper we use the regularization method to obtain a smooth approximation for
two-phase obstacle problem, approximate the latter by Finite Difference Scheme (FDS),
and solve the obtained nonlinear system by means of PGS (Projected Gauss-Seidel)
method.
2. Construction of the finite difference scheme
We start this section by recalling the definition of the viscosity solutions of fully
nonlinear second order elliptic differential equations, then we give the reformulation of
the differential equation in (2) as fully nonlinear equation, which we will refer to as
the Min-Max form of the two-phase obstacle problem. Using this representation, in the
last subsection we construct the corresponding Finite Difference Scheme and prove the
existence and uniqueness of the solution to this discrete problem.
2.1. Degenerate elliptic equations and viscosity solutions
Let Ω be an open subset of Rn, and for twice differentiable function u : Ω→ R let Du
and D2u denote the gradient and Hessian matrix of u, respectively. Also let the function
F (x, r, p,X) be a continuous real-valued function defined on Ω× R× Rn × Sn, with Sn
being the space of real symmetric n× n matrices. Denote
F [u](x) ≡ F
(
x, u(x), Du(x), D2u(x)
)
.
We consider the following second order fully nonlinear partial differential equation:
F [u](x) = 0, x ∈ Ω. (3)
Definition 2.1. The equation (3) is degenerate elliptic if
F (x, r, p,X) ≤ F (x, s, p, Y ) whenever r ≤ s and Y ≤ X,
where Y ≤ X means that X − Y is a nonnegative definite symmetric matrix.
Definition 2.2. u : Ω → R is called a viscosity subsolution of (3), if it is upper
semicontinuous and for each ϕ ∈ C2(Ω) and local maximum point x0 ∈ Ω of u − ϕ we
have
F
(
x0, u(x0), Dϕ(x0), D
2ϕ(x0)
)
≤ 0. (4)
Definition 2.3. u : Ω → R is called a viscosity supersolution of (3), if it is lower
semicontinuous and for each ϕ ∈ C2(Ω) and local minimum point x0 ∈ Ω of u − ϕ we
have
F
(
x0, u(x0), Dϕ(x0), D
2ϕ(x0)
)
≥ 0.
Definition 2.4. u : Ω→ R is called a viscosity solution of (3), if it is both a viscosity
subsolution and supersolution (and hence continuous) for (3).
The notion of viscosity solution was first introduced in 1981 by Crandall and Lions
(see [9] and [10]) for first order Hamilton-Jacobi equations. It turns out that this notion is
an effective tool also in the study of second order (elliptic and parabolic) fully nonlinear
problems. There is a vast literature devoted to viscosity solutions by now, and for a
general theory the reader is referred to [11], [12] and references therein.
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2.2. Min-Max reformulation of the problem
Now we consider the following nonlinear problem, which we will refer as the Min-Max
form of the two-phase obstacle problem:{
min (−∆u+ λ+,max(−∆u− λ−, u)) = 0, in Ω
u = g, on ∂Ω.
(5)
If we introduce a function F : Ω× R× Rn × Sn → R by
F (x, r, p,X) = min(−trace(X) + λ+,max(−trace(X)− λ−, r)),
then the equation in (5) can be rewritten as
F [u](x) = F (x, u,Du,D2u) = 0 in Ω, (6)
and by solution to (5) we mean a function u ∈ C(Ω) which is a viscosity solution to
(6) in the sense defined above and satisfies u = g along the boundary ∂Ω.
First we prove the following simple
Lemma 2.1. The equation (6) is degenerate elliptic.
Proof. Let X,Y ∈ Sn and r, s ∈ R satisfy Y ≤ X and r ≤ s. Then
− trace(X) + λ+ ≤ −trace(Y ) + λ+, and
max(−trace(X)− λ−, r) ≤ max(−trace(Y )− λ−, s).
Therefore
F (x, r, p,X) = min(−trace(X) + λ+,max(−trace(X)− λ−, r))
≤ min(−trace(Y ) + λ+,max(−trace(Y )− λ−, s)) = F (x, s, p, Y ).
The next Proposition shows the connection between problems (5) and (2).
Proposition 2.1. If u is the solution (in the weak sense) to (2), then it is a viscosity
solution to (5). Moreover, u satisfies (5) a.e.
Proof. Let u be a weak solution of the two-phase obstacle problem (2) (we refer to [1]
for the definition of the weak solution). Then u satisfies the following inequality in the
sense of distributions
−λ− ≤ ∆u ≤ λ+ in Ω,
and hence, the same inequality will be true also in the viscosity sense (see [13]), in the
sense that u is a viscosity subsolution for the equation −∆v − λ− = 0 and viscosity
supersolution for −∆v + λ+ = 0.
Let x0 ∈ Ω and ϕ ∈ C2(Ω) are such that x0 is a local maximum point of u − ϕ. To
verify (4), we consider two different cases:
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• x0 ∈ {u > 0} ∪ {u < 0}. In this case the solution will be C2 smooth in some
neighborhood of x0, and it will satisfy (2) in a classical sense. So if we assume,
without loss of generality, that x0 ∈ {u > 0}, then we’ll have
−∆u(x0) + λ
+(x0) = 0
in a classical sense. On the other hand, by our assumption,
max(−∆u(x0)− λ
−(x0), u(x0)) > 0,
so
F (x0, u(x0), Du(x0), D
2u(x0)) =
min(−∆u(x0) + λ
+(x0),max(−∆u(x0)− λ
−(x0), u(x0))) = 0.
Now, since x0 is a local maximum point of u−ϕ, and u−ϕ ∈ C2 in a neighborhood
of x0, then D
2(u − ϕ)(x0) ≤ 0, i.e. D2u(x0) ≤ D2ϕ(x0), and, using the result of
Lemma 2.1, we’ll obtain
F (x0, u(x0), Dϕ(x0), D
2ϕ(x0)) ≤ F (x0, u(x0), Du(x0), D
2u(x0)) = 0.
• x0 ∈ {u = 0}. Then, as in the previous case, u is a subsolution for −∆v − λ− = 0.
Now if x0 is a local maximum point for u− ϕ for some ϕ ∈ C2, then
−∆ϕ(x0)− λ
−(x0) ≤ 0.
Hence,
F (x0, u(x0), Dϕ(x0), D
2ϕ(x0)) =
min(−∆ϕ(x0) + λ
+(x0),max(−∆ϕ(x0)− λ
−(x0), u(x0))) =
min(−∆ϕ(x0) + λ
+(x0),max(−∆ϕ(x0)− λ
−(x0), 0)) =
min(−∆ϕ(x0) + λ
+(x0), 0) ≤ 0.
Thus, we have proved that u is a viscosity subsolution for (5). Analogously we can obtain
that u is also a viscosity supersolution for (5).
For the proof that u satisfies (5) a.e. we refer to [1].
2.3. FDS, existence and uniqueness of discrete solution
Now we are going to construct a Finite Difference Scheme (FDS) for one- and two-
dimensional two-phase obstacle problems based on its Min-Max form (5). For the sake
of simplicity, we will assume that Ω = (−1, 1) in one-dimensional case and Ω = (−1, 1)×
(−1, 1) in two-dimensional case in the rest of the paper, keeping in mind that the method
works also for more complicated domains.
Let N ∈ N be a positive integer, h = 2/N and
xi = −1 + ih, yi = −1 + ih, i = 0, 1, ..., N.
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We are interested in computing approximate values of the two-phase obstacle problem
solution at the grid points xi or (xi, yj) in one- and two-dimensional cases, respectively.
We will develop the one-dimensional and two-dimensional cases parallelly in this section,
hoping that the same notations for this two cases will not make confusion for reader. We
use the notation ui and ui,j (or simply uα, where α is one- or two-dimensional multi-
index) for finite-difference scheme approximation to u(xi) and u(xi, yj), λ
±
i = λ
±(xi)
and λ±i,j = λ
±(xi, yj), gi = g(xi) and gi,j = g(xi, yj) in one- and two-dimensional cases,
respectively, assuming that the functions g and λ± are extended to be zero everywhere
outside the boundary ∂Ω and outside Ω, respectively. In this section we will use also
notations u = (uα), g = (gα) and λ
± = (λ±α ) (not to be confused with functions u, g and
λ±). Also we will write (aα) ≤ (bα) in I if aα ≤ bα for all α ∈ I.
Denote
N = {i : 0 ≤ i ≤ N} or N = {(i, j) : 0 ≤ i, j ≤ N},
N o = {i : 1 ≤ i ≤ N − 1} or N o = {(i, j) : 1 ≤ i, j ≤ N − 1},
in one- and two- dimensional cases, respectively, and
∂N = N \ N o.
In one-dimensional case we consider the following approximation for Laplace operator:
for any i ∈ N o,
Lhui =
ui−1 − 2ui + ui+1
h2
,
and for two-dimensional case we introduce the following 5-point stencil approximation
for Laplacian:
Lhui,j =
ui−1,j + ui+1,j − 4ui,j + ui,j−1 + ui,j+1
h2
for any (i, j) ∈ N o.
Applying the finite difference method to (5), we obtain the following nonlinear system:

min(−Lhuα + λ+α , max(−Lhuα − λ
−
α , uα)) = 0, α ∈ N
o,
uα = gα, α ∈ ∂N .
(7)
It is not clear a priori, whether this system has a solution, or, in the case of existence,
this solution is unique. To this end, we consider the following functional:
Jh(v) = −
1
2
(
Lhv, v
)
+
(
λ+, v ∨ 0
)
−
(
λ−, v ∧ 0
)
−
(
Lhg, v
)
,
defined on the finite dimensional space
K = {v ∈ H : vα = 0, α ∈ ∂N}, where H = {v = (vα) : vα ∈ R, α ∈ N}.
Here v ∨ 0 = max(v, 0), v ∧ 0 = min(v, 0) and for w = (wα) and v = (vα), α ∈ N , the
inner product (·, ·) is defined by
(w, v) =
∑
α∈N
wα · vα.
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Lemma 2.2. The element u ∈ H solves (7) if and only if u˜ = u− g solves the following
minimization problem:
u˜ ∈ K : Jh(u˜) = min
v∈K
Jh(v). (8)
Proof. Suppose u˜ ∈ K solves (8). We choose arbitrary w = (wα) ∈ K and t > 0, and
denote v = u˜+ tw. Obviously, v ∈ K. It follows that
Jh(v) − Jh(u˜) = −
t2
2
(Lhw,w) − t(Lh(u˜+ g), w)+
+ (λ+, (u˜+ tw) ∨ 0− u˜ ∨ 0)− (λ−, (u˜+ tw) ∧ 0− u˜ ∧ 0) ≥ 0.
Now, since t is arbitrary positive number, we can conclude that
− t(Lhu,w) + (λ
+, (u˜+ tw) ∨ 0− u˜ ∨ 0)− (λ−, (u˜+ tw) ∧ 0− u˜ ∧ 0) ≥ 0, (9)
if t > 0 is sufficiently small.
To prove that u satisfies (7), we treat several cases. First assume that uα0 < 0 for
some α0 ∈ N o.
By taking wα0 = uα0 = u˜α0 and wα = 0 for α 6= α0 and substituting into (9), we’ll
obtain
(−Lhuα0 − λ
−
α0
)uα0 ≥ 0.
Now if we take wα0 = −uα0 = −u˜α0 and wα = 0 for α 6= α0, we’ll get from (9) that
(−Lhuα0 − λ
−
α0
)uα0 ≤ 0. Hence,
− Lhuα0 = λ
−
α0
, if uα0 < 0. (10)
In the same way we can prove that
− Lhuα0 = −λ
+
α0
, if uα0 > 0. (11)
Next we show that if uα0 = 0 for some α0 ∈ N
o, then
− λ+α0 ≤ −Lhuα0 ≤ λ
−
α0
. (12)
Clearly, if we take in (9) wα0 = 1 and wα = 0, for α 6= α0, we’ll get −Lhuα0 + λ
+
α0
≥ 0,
and if we take wα0 = −1 and wα = 0, for α 6= α0, we’ll get Lhuα0 + λ
−
α0
≥ 0. Now,
combining (10), (11) and (12), we conclude that u satisfies (7).
Conversely, let u ∈ H satisfies (7). To prove that u˜ = u − g ∈ K solves (8), we take
arbitrary v ∈ K and write
Jh(v)−Jh(u˜) = −
1
2
(Lh(v− u˜), v− u˜)−(Lhu, v− u˜)+(λ
+, v∨0− u˜∨0)−(λ−, v∧0− u˜∧0).
(13)
It is well known fact that −(Lhw,w) ≥ 0 for all w ∈ K, so the first term in the right-hand
side of (13) is nonnegative, and in order to prove our assertion, it is sufficient to prove
that
− (Lhu, v − u˜) + (λ
+, v ∨ 0− u˜ ∨ 0)− (λ−, v ∧ 0− u˜ ∧ 0) ≥ 0, ∀v ∈ K. (14)
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To this end, we write
− (Lhu, v − u˜) + (λ
+, v ∨ 0− u˜ ∨ 0)− (λ−, v ∧ 0− u˜ ∧ 0) =
=
∑
α∈No
(
− Lhuα · (vα − uα) + λ
+
α · (vα ∨ 0− uα ∨ 0)− λ
−
α · (vα ∧ 0− uα ∧ 0)
)
=
=
∑
{α∈No,uα<0}
(
− Lhuα · (vα − uα) + λ
+
α · (vα ∨ 0− uα ∨ 0)− λ
−
α · (vα ∧ 0− uα ∧ 0)
)
+
+
∑
{α∈No,uα>0}
(
− Lhuα · (vα − uα) + λ
+
α · (vα ∨ 0− uα ∨ 0)− λ
−
α · (vα ∧ 0− uα ∧ 0)
)
+
+
∑
{α∈No,uα=0}
(
− Lhuα · (vα − uα) + λ
+
α · (vα ∨ 0− uα ∨ 0)− λ
−
α · (vα ∧ 0− uα ∧ 0)
)
.
Since u satisfies (7), we have
−Lhuα = λ
−
α , when uα < 0,
−Lhuα = −λ
+
α , when uα > 0,
−λ+α ≤ −Lhuα ≤ λ
−
α , when uα = 0.
Consequently,∑
{α∈No,uα<0}
(
− Lhuα · (vα − uα) + λ
+
α · (vα ∨ 0− uα ∨ 0)− λ
−
α · (vα ∧ 0− uα ∧ 0)
)
=
=
∑
{α∈No,uα<0}
(
λ−α · (vα − uα) + λ
+
α · (vα ∨ 0)− λ
−
α · (vα ∧ 0− uα)
)
=
=
∑
{α∈No,uα<0}
(
λ−α · (vα − vα ∧ 0) + λ
+
α · (vα ∨ 0)
)
≥ 0,
∑
{α∈No,uα>0}
(
− Lhuα · (vα − uα) + λ
+
α · (vα ∨ 0− uα ∨ 0)− λ
−
α · (vα ∧ 0− uα ∧ 0)
)
=
=
∑
{α∈No,uα>0}
(
− λ+α · (vα − uα) + λ
+
α · (vα ∨ 0− uα)− λ
−
α · (vα ∧ 0)
)
=
=
∑
{α∈No,uα>0}
(
λ+α · (vα ∨ 0− vα)− λ
−
α · (vα ∧ 0)
)
≥ 0
and ∑
{α∈No,uα=0}
(
− Lhuα · (vα − uα) + λ
+
α · (vα ∨ 0− uα ∨ 0)− λ
−
α · (vα ∧ 0− uα ∧ 0)
)
=
=
∑
{α∈No,uα=0}
(
− Lhuα · (vα ∨ 0 + vα ∧ 0) + λ
+
α · (vα ∨ 0)− λ
−
α · (vα ∧ 0)
)
=
=
∑
{α∈No,uα=0}
((
− Lhuα + λ
+
α
)
· (vα ∨ 0) +
(
− Lhuα − λ
−
α
)
· (vα ∧ 0)
)
≥ 0.
This completes the proof of the lemma.
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Lemma 2.3. The nonlinear system (7) has a unique solution.
Proof. The minimization problem (8) has a unique solution, implying the existence of a
unique solution to (7).
2.4. Comparison principles for continuous and discrete nonlinear systems
Lemma 2.4. Let Ω be a bounded domain and v1, v2 ∈ W 2,∞(Ω). If
F [v1] ≤ F [v2] a.e. in Ω and v1 ≤ v2 on ∂Ω,
then v1 ≤ v2 in Ω.
Proof. Let Ω1 = {x ∈ Ω : v1(x) > v2(x)}. If the set Ω2 = {x ∈ Ω1 : −∆v1(x) >
−∆v2(x)} has positive Lebesgue measure, then we get a contradiction, since F [v1](x) >
F [v2](x) in Ω2. Consequently, −∆v1(x) ≤ −∆v2(x) a.e. in Ω1. But in this case the
weak maximum principle implies v2 ≥ v1 in Ω1, which is inconsistent with the definition
of Ω1. Therefore, Ω1 = ∅.
To formulate the discrete analogue of the previous Lemma, we introduce the following
notation:
∆hv(x) =
v(x − h)− 2v(x) + v(x+ h)
h2
,
∆hv(x, y) =
v(x− h, y) + v(x + h, y) + v(x, y − h) + v(x, y + h)− 4v(x, y)
h2
in one- and two-dimensional cases, respectively, and
Fh[v] = min
(
−∆hv + λ
+,max(−∆hv − λ
−, v)
)
, x ∈ Ωh
with Ωh = {α · h : α ∈ N o}. Let also ∂Ωh = {α · h : α ∈ ∂N}.
Lemma 2.5. Suppose v1, v2 ∈ H. If
Fh[v1] ≤ Fh[v2] in Ωh and v1 ≤ v2 on ∂Ωh,
then v1 ≤ v2 in Ωh.
Proof. For the proof we refer to [14], where the author proves the comparison principle
for more general type of schemes called degenerate elliptic schemes.
2.5. Regularization and error estimate
The technique developed in this section applies for any dimension n. The idea comes
from [15] and [16], where in the first article the author obtains some estimates for the
rate of convergence of finite difference approximation for degenerate parabolic Bellman’s
equations, and in the second paper the method is developed to obtain the optimal con-
vergence rate for finite difference approximation to American Option valuation problem.
Let β ∈ C∞(R) be a function satisfying
β(z) = 1, z ≥ 1; β(z) = 0, z ≤ −1;
β′(z) ≥ 0, z ∈ R,
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where βε(x) = β
(
x
ε
)
, x ∈ R. We denote by uε the solution of the following auxiliary
problem: {
∆uε = λ+ · βε(uε)− λ− · βε(−uε) in Ω,
uε = g on ∂Ω.
(15)
Lemma 2.6. If u is the solution of two-phase obstacle problem, and uε is the regularized
solution (i.e. the solution of (15)), then
|u− uε| ≤ ε.
Proof. It follows from the definition of uε that
−λ− ≤ ∆uε ≤ λ+.
Now, if uε ≤ ε, then
F [uε − ε] = min(−∆uε + λ+,max(−∆uε − λ−, uε − ε)) =
max(−∆uε − λ−, uε − ε) ≤ 0 = F [u]
As to the case uε > ε, we obviously get that ∆uε = λ+. Therefore
F [uε − ε] = min(−∆uε + λ+,max(−∆uε − λ−, uε − ε))
= min(0,max(−λ+ − λ−, uε − ε)) = min(0, uε − ε) = 0 = F [u].
Hence,
F [uε − ε] ≤ F [u] in Ω.
By Lemma 2.4 we obtain
uε − ε ≤ u.
In the same way, by considering the cases uε ≥ −ε and uε < −ε, we will get F [uε+ ε] ≥
F [u], and using again Lemma 2.4 we obtain
uε + ε ≥ u.
Lemma 2.7. If uε is the solution of (15), then
|F [uε]| ≤ ε in Ω.
Proof. It is easy to see that F [uε] = 0 when |uε| > ε.
In the case 0 ≤ uε ≤ ε we have
0 ≤ F [uε] = min(−∆uε + λ+,max(−∆uε − λ−, uε)) = min(−∆uε + λ+, uε) ≤ uε ≤ ε.
Similarly, in the case −ε ≤ uε < 0 we can prove that
−ε ≤ F [uε] ≤ 0.
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3. Convergence of the PGS algorithm
3.1. PGS algorithm for one-dimensional two-phase obstacle problem
Now we propose an algorithm to construct an iterative sequence converging to the
solution to nonlinear system (7). The idea is based on well-known PSOR (Projected
Successive Over-Relaxation) method (see [17]). We will call our algorithm Projected
Gauss-Seidel (PGS) method, since the main ingredient here is the Gauss-Seidel itera-
tion combined with projection step. It should be mentioned here that the Gauss-Seidel
method is a particular case of SOR algorithm.
For the sake of simplicity, we consider here only the one-dimensional case. Let u =
(u0, u1, ..., uN) be the solution of (7) in one-dimensional case. In particular, u0 = g0 and
uN = gN . We will use the notation u˜ = (u1, u2, ..., uN−1). This is the unknown part
of u that needs to be calculated. If we introduce also the following N − 1 dimensional
vectors:
λ˜± =
(
λ±1 −
g0
h2
, λ±2 , ..., λ
±
N−2, λ
±
N−1 −
gN
h2
)
,
then, in one-dimensional case, the system (7) can be rewritten it the following equivalent
form : 

if u˜i > 0, then (Au˜)i = λ˜
+
i ,
if u˜i < 0, then (Au˜)i = −λ˜
−
i ,
−λ˜−i ≤ (Au˜)i ≤ λ˜
+
i , ∀i,
(16)
where A is the (N − 1)× (N − 1) dimensional tridiagonal matrix with −2’s on its main
diagonal and 1’s on two parallels, and u˜ ∨ 0 and u˜ ∧ 0 are componentwise positive and
negative parts of u˜, respectively.
We suggest the following algorithm to solve (16):
Given the initial approximation
u˜o = (u˜o1, u˜
o
2, ..., u˜
o
N−1),
for every k = 1, 2, ... and 1 ≤ i ≤ N − 1 we denote
z1i =
1
2
(
u˜ki−1 + u˜
k−1
i+1 − h
2 · λ˜+i
)
, z2i =
1
2
(
u˜ki−1 + u˜
k−1
i+1 + h
2 · λ˜−i
)
,
with u˜k0 = u˜
k
N = 0 for all k.
Note that z1i is the k-th step solution for Au˜ = λ˜
+ by Gauss-Seidel method and z2i is
the k-th step solution for Au˜ = −λ˜−.
Then proceed as follows:
if z1i ≥ 0, then u˜
k
i = z
1
i ;
if z2i ≤ 0, then u˜
k
i = z
2
i ;
if z1i < 0 < z
2
i , then u˜
k
i = 0.
(17)
We will call the sequence u˜k =
(
u˜k1 , u˜
k
2 , ..., u˜
k
N−1
)
constructed in this way the sequence
obtained by PGS method. The next section is devoted to the convergence analysis of this
sequence.
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3.2. Convergence of the PGS algorithm
Theorem 3.1. The sequence u˜k converges and lim
k→∞
u˜k = u˜.
Proof. Denote
u˜k,i =
(
u˜k1 , u˜
k
2 , ..., u˜
k
i , u˜
k−1
i+1 , ..., u˜
k−1
N−1
)
, i = 1, ..., N − 1, k ∈ N,
uk,i =
(
0, u˜k1 , u˜
k
2 , ..., u˜
k
i , u˜
k−1
i+1 , ..., u˜
k−1
N−1, 0
)
∈ K, i = 1, ..., N − 1, k ∈ N
and Jp = Jh
(
uk,i
)
for p = (N − 1)(k − 1) + i with i = 1, ..., N − 1.
The main idea is to prove that Jp decreases.
First let p 6∈ {q(N − 1) : q ∈ N}, i.e. i 6= N − 1. Then
Jp − Jp+1 = Jh
(
uk,i
)
− Jh
(
uk,i+1
)
= −
1
2
(
Lh
(
uk,i − uk,i+1
)
, uk,i − uk,i+1
)
−(
Lhu
k,i+1, uk,i − uk,i+1
)
+
(
λ+, uk,i ∨ 0− uk,i+1 ∨ 0
)
−
(
λ−, uk,i ∧ 0− uk,i+1 ∧ 0
)
−
(
Lhg, u
k,i − uk,i+1
)
=
1
h2
(
u˜k−1i+1 − u˜
k
i+1
)2
−
u˜ki − 2u˜
k
i+1 + u˜
k−1
i+2
h2
·
(
u˜k−1i+1 − u˜
k
i+1
)
+
λ+i+1 ·
[
u˜k−1i+1 ∨ 0− u˜
k
i+1 ∨ 0
]
−−λ−i+1 ·
[
u˜k−1i+1 ∧ 0− u˜
k
i+1 ∧ 0
]
− (Lhg)i+1 ·
(
u˜k−1i+1 − u˜
k
i+1
)
.
We continue by considering three cases:
Case 1: u˜ki+1 > 0. It follows from (17) that
u˜k
i
−2u˜k
i+1+u˜
k−1
i+2
h2
= λ˜+i+1. Hence,
Jp − Jp+1 =
1
h2
(
u˜k−1i+1 − u˜
k
i+1
)2
− λ˜+i+1 ·
(
u˜k−1i+1 − u˜
k
i+1
)
+ λ+i+1 ·
[
u˜k−1i+1 ∨ 0− u˜
k
i+1
]
−
−λ−i+1 · u˜
k−1
i+1 ∧ 0− (Lhg)i+1 ·
(
u˜k−1i+1 − u˜
k
i+1
)
.
Now, if 1 ≤ i < N − 1, then λ˜+i+1 = λ
+
i+1 and (Lhg)i+1 = 0, so
Jp − Jp+1 =
1
h2
(
u˜k−1i+1 − u˜
k
i+1
)2
− (λ+i+1 + λ
−
i+1) ·
(
u˜k−1i+1 ∧ 0
)
≥
1
h2
(
u˜k−1i+1 − u˜
k
i+1
)2
If i = N − 1, then λ˜+i+1 = λ
+
i+1 −
gN
h2
and (Lhg)i+1 =
gN
h2
, so
Jp − Jp+1 =
1
h2
(
u˜k−1i+1 − u˜
k
i+1
)2
− (λ+i+1 + λ
−
i+1) ·
(
u˜k−1i+1 ∧ 0
)
+
gN
h2
u˜ki+1 ≥
1
h2
(
u˜k−1i+1 − u˜
k
i+1
)2
.
Hence, in this case we have
Jp − Jp+1 ≥
1
h2
(
u˜k−1i+1 − u˜
k
i+1
)2
. (18)
Case 2: u˜ki+1 < 0. Analogously to the previous case we can prove that (18) holds also
in this case.
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Case 3: u˜ki+1 = 0. It follows from (17) that either
u˜ki + u˜
k−1
i+1
h2
= λ˜+i+1 or
u˜ki + u˜
k−1
i+1
h2
= −λ˜−i+1
or
u˜ki + u˜
k−1
i+1
h2
− λ˜+i+1 < 0 <
u˜ki + u˜
k−1
i+1
h2
+ λ˜−i+1,
depending on the signs of z1i+1 and z
2
i+1. The first two cases are treated analogously to
the Cases 1 and 2, so we will consider only the third possibility. In that case
Jp − Jp+1 =
1
h2
(
u˜k−1i+1 − u˜
k
i+1
)2
−
(
u˜k−1i+1 ∨ 0
)
·
(
u˜ki + u˜
k−1
i+1
h2
− λ˜+i+1
)
−
−
(
u˜k−1i+1 ∧ 0
)
·
(
u˜ki + u˜
k−1
i+1
h2
+ λ˜−i+1
)
− (Lhg)i+1 · u˜
k−1
i+1 .
Now, treating, as above, the cases 1 ≤ i < N − 1 and i = N − 1 separately, we obtain
that (18) holds also in this case.
So far we have considered the case p 6∈ {q(N − 1) : q ∈ N}. Now assume that
p ∈ {q(N − 1) : q ∈ N}. In that case we’ll obtain
Jp − Jp+1 ≥
1
h2
(
u˜ki+1 − u˜
k−1
i+1
)2
. (19)
Summarizing, we deduce that Jp decreases, and, since it is also bounded from below,
we obtain that the sequence Jp converges. But in that case from (18) and (19) we can
conclude that u˜ki is a Cauchy sequence, hence also converges for any fixed i = 1, ..., N−1.
Finally, it can be easily verified that the limit solves (7).
4. Numerical Examples
Example 1. We consider the following one-dimensional two-phase obstacle problem:{
∆u = 8 · χ{u>0} − 8 · χ{u<0}, x ∈ (−1, 1)
u(−1) = −1, u(1) = 1.
In this case the exact solution can be written down as a piecewise polynomial function:
u(x) =


4x2 − 4x+ 1, 0.5 ≤ x ≤ 1,
0, −0.5 < x < 0.5,
−4x2 − 4x− 1, −1 ≤ x ≤ −0.5.
We use the above described discretization with N = 20. The PGS algorithm produces
the result given in Figure 1, and the error between numerical and exact solution (after
10 and 20 iterations) is represented in Figure 2.
Next, the table 1 we shows maximal errors between the exact and numerical solutions
for this example for different numbers of discretization points and iterations (RN,M is
the maximal error while using N discretization points and M iterations). It is clearly
visible that the error decrases along with the increase of N and M .
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-1.0
-0.5
0.5
1.0
UHxL
Figure 1: Numerical Solution
-1.0 -0.5 0.5 1.0
-0.03
-0.02
-0.01
0.01
0.02
0.03
E20HxL
E10HxL
Figure 2: Error between the exact and numerical
solutions
Table 1: Error between the exact and numerical solutions
N = 20 N = 65 N = 120 N = 175 N = 230
RN,2×N 0.0668629 0.00236045 0.005283 0.0179411 0.0347648
RN,4×N 0.0668629 0.00229779 0.000577501 0.00137638 0.00445856
RN,6×N 0.0668629 0.0022977 0.000556582 0.000227299 0.000658859
RN,8×N 0.0668629 0.0022977 0.000556051 0.000203333 0.000134995
RN,10×N 0.0668629 0.0022977 0.000556037 0.00020249 0.0000872308
Example 2. The second example is the following 2D two-phase problem:

∆u = 2 · χ{u>0} − 2 · χ{u<0}, (x, y) ∈ (−1, 1)
2
u(−1, y) =
(
1−y
2
)2
, u(1, y) =
(
1−y
2
)2
, y ∈ [−1, 1]
u(x,−1) = −x|x|, u(x, 1) = 0, x ∈ [−1, 1].
-1.0
-0.5
0.0
0.5
1.0
-1.0
-0.5
0.0
0.5
1.0-1.0
-0.5
0.0
0.5
1.0
Figure 3: Numerical Solution
-1.0 -0.5 0.0 0.5 1.0
-1.0
-0.5
0.0
0.5
1.0
Figure 4: Level sets
The numerical algorithm produces the result given in Figure 3: the surface is the
solution for our problem. Figure 3 was constructed with 100 discretization points and
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400 iterations. The free boundary is clearly visible in Figure 4 (the bell-shaped boundary
of the white region, the zero-level set).
It is important to mention that in Figure 4 the tangential touch of two branches of
the free boundary is clearly visible.
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