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Mean-field dynamics to negative absolute temperatures in the Bose-Hubbard model
A´kos Rapp
Institut fu¨r Theoretische Physik, Leibniz Universita¨t, 30167 Hannover, Germany
(Dated: June 11, 2018)
We apply time-dependent Gutzwiller mean-field theory to provide a qualitative understanding
for bosons in optical lattices that approach states corresponding to negative absolute temperatures.
We perform the dynamical simulations to relate to the recent experiments by Braun et al. [[ S.
Braun, J. P. Ronzheimer, M. Schreiber, S. S. Hodgman, T. Rom, I. Bloch and U. Schneider Science
339 52 (2013)]]. Time-of-flight images calculated from the two-dimensional numerical simulations
reproduce characteristics of the experimental observations, in particular, the emergence of the four
peaks at the corners of the Brillouin zone.
PACS numbers: 67.85.-d, 05.30.Jp, 67.85.Hj
I. INTRODUCTION
Physical systems with a perfect isolation and an upper
bound on the energy are allowed to be in equilibrium
states that are described by a negative absolute tem-
perature, T < 0. These conditions are not too severe,
yet such systems are only rarely observed. The main
reason is that most systems are described by Hamiltoni-
ans that have no upper bounds: free particles with mass
M > 0 have kinetic energies p2/2M , or, using a more
specific example, ultracold atoms are trapped by poten-
tials V (r) ≈ V0 r2 with V0 > 0. Negative T was first
observed in nuclear spin systems [2, 3], which have very
weak coupling to the environment and naturally possess
both lower and upper bounds on the energy due to the
finite-dimensional Hilbert space of the spins. It is much
harder to achieve negative absolute temperatures for sys-
tems with motional degrees of freedom. Nevertheless, ul-
tracold atoms in optical lattices hold the possibility to
observe this novel state of matter [4, 5], since in these
atomic clouds the system parameters can be controlled
experimentally with great flexibility and accuracy [6].
In a recent experiment, Braun et al. [1] indeed showed
that attractively interacting bosonic atoms in an anti-
trapping potential with V0 < 0 can relax to a thermo-
dynamically stable state with a macroscopic occupation
[Bose-Einstein condensate (BEC)] of the highest-energy
single-particle states. This is also a demonstration of the
inverse population of energy levels, a striking property of
systems with T < 0, which can lead to counterintuitive
phenomena. Nevertheless, ultracold atomic experiments
always need to start at T > 0 and V0 > 0, and a cer-
tain protocol (see, e.g., Ref. [5]) is required to reach the
V0 < 0 side. Although numerical simulations for two-
component fermionic clouds [5] were performed to have
an understanding about the dynamics as the T < 0 state
is approached, bosons were not yet studied in a time-
dependent simulation. In this work we address this ques-
tion to complement the results for fermions and, more im-
portantly, for comparison with the current experiments.
In Sec. II, we discuss the experimental setup and the
corresponding microscopic model. Section III is dedi-
cated to the introduction and description of the numer-
ical procedure. In Sec. IV we overview the numerical
results and compare them to results obtained in the ex-
periments. In Sec. V we discuss key aspects of the dy-
namics of the cloud at different stages of the simulations,
including dephasing in the initial deep lattice, the melt-
ing rate of the Mott region during the transient, and the
spatial distribution of the condensate.
II. EXPERIMENTAL SETUP AND MODEL
We are modeling the experiments discussed in Ref. [1],
where 39K atoms are used to reach T < 0, based on the
protocol outlined below. In 25 ms, a three-dimensional
optical lattice at laser wavelength λL = 736.65 nm is
ramped up to a lattice depth s = 22ER, where ER =
~
2k2L/(2M) is the recoil energy and kL = 2pi/λL. Us-
ing this deep lattice, in combination with a large positive
scattering length as = 309aBohr and a tight harmonic
confinement, most of the cloud is in a Mott phase with
one atom per lattice site. In the next step, in 2 ms, the
magnetic field is ramped over a Feshbach resonance to
reach a negative scattering length, as < 0, and simul-
taneously the red-detuned dipole traps in the horizontal
directions are also ramped down. Thus the blue-detuned
optical lattice beams provide an effective antitrapping
potential, V0 < 0. After a waiting period of 1 ms, the
horizontal optical lattice beams are ramped down to the
final lattice depth, shor,f = 6ER, in 2.5 ms. After this
point (t = 30.5 ms), the cloud is kept for various times
with the final experimental parameter values and the co-
herence of the condensate is analyzed based on time-of-
flight images. Due to technical difficulties regarding the
compensation of gravity and to reach strong antitrapping
potentials, the vertical optical lattice is kept at a depth of
sver = 22ER, and the tight vertical confinement is never
reversed. We use this detail to our advantage to greatly
simplify the numerical simulations.
With the assumption that the atoms are confined to
the lowest Bloch band of the lattice [6], they can be de-
2scribed by the Bose-Hubbard model [7, 8], defined by
H = −J
∑
〈ij〉
b†ibj +
∑
j
[
U
nˆj − 1
2
+ V0 r
2
j − µ0
]
nˆj ,(1)
where 〈ij〉 denotes nearest neighbors, J is the nearest-
neighbor hopping rate, V0 characterizes the strength of
the harmonic potential, µ0 is a chemical potential to fix
the number of atoms, and U is the on-site interaction
strength. Bosons are created and destroyed at a site j by
b†j and bj, respectively, and nˆj = b
†
jbj .
Approximately 1 × 105 atoms were used in the three-
dimensional setup of the experiment. We simplify our nu-
merical calculations and consider only a two-dimensional
horizontal layer of the atomic cloud. The simulations
start at t = 20 ms of the experiment. At this time, the
lattice depth is already quite deep, s ≈ 17.6ER, and we
neglect the vertical hopping between the layers.
For simplicity, we calculate the hopping J and interac-
tion strength U in harmonic approximation, where they
depend on the lattice depths and the magnetic field B
as [6]
J(shor)/ER =
4√
pi
s
3/4
hore
−2√shor , (2)
and
U(shor, sver, B)/ER =
√
8
pi
kLas(B) s
2/4
hors
1/4
ver . (3)
In the case of the interaction, the anisotropy of the Wan-
nier functions in the horizontal and vertical directions
has been taken into account. For 39K atoms the scatter-
ing length as a function of the magnetic field B near the
Feshbach resonance used in the experiment is approxi-
mately [9]
as(B) = abg [1−∆/(B −Bres)] , (4)
where abg = −33aBohr, ∆ = −52 G, and Bres = 402.4 G.
III. METHOD
To simulate the real-time dynamics of bosons, we ap-
ply time-dependent Gutzwiller mean-field theory. The
bosonic Gutzwiller ansatz (GA) was first used to approx-
imate the ground state of the homogeneous version of
Eq. (1) [10, 11]. Later the approach was generalized to
spatially inhomogeneous and also time-dependent situa-
tions and this time-dependent GA was applied for var-
ious nonequilibrium scenarios recently [12–17]. Similar
to the original GA, the time-dependent version also ne-
glects terms beyond the leading order in expansions in
the inverse of the lattice coordination number [18]. A
rigorous connection to the mean-field limit was estab-
lished for the time-dependent GA in Ref. [14]. In the
time-dependent GA, the time evolution of the m-boson
occupation amplitude at site j of the lattice and time
t, denoted by fm(j, t), is given by the following coupled
differential equations:
i∂tfm(j, t) =
[
U(t)
(m− 1)
2
+ V0(t) r
2
j − µ0
]
mfm(j, t)
−J(t) φ∗(j, t) √m+ 1 fm+1(j, t)
−J(t) φ (j, t) √m fm−1(j, t). (5)
The mean field enters in the hopping term of Eq. (1),
as φ(j, t) =
∑
δ,m
[√
m+ 1 f∗m(j + δ, t)fm+1(j + δ, t)
]
,
where δ runs over the nearest neighbors of j, thus cou-
pling the occupation amplitudes at different sites. The
amplitudes are normalized, 1 =
∑
m |fm(j, t)|2, ∀t, j.
The main focus of this work is the evolution of the dy-
namical system defined by Eq. (5), where the parameters
are changed in time according to various protocols. We
also investigate the extent this relatively simple model
captures the complex out-of-equilibrium dynamics of the
quantum many-body system in the experiments.
The explicit time dependence of the microscopic pa-
rameters U(t) and J(t) is computed using Eqs. (2), (3)
and (4) from the time-dependent optical lattice depths
shor(t) and svert(t) and the magnetic field B(t), while
V0(t) is determined from the horizontal frequency using
V0(t) ∼ ω2hor(t). More details can be found in Ref. [1].
At t0 = 20 ms, the initial condition fm(j, t0) is de-
termined in two steps. At each site the amplitudes are
first calculated in GA in the local density approxima-
tion, followed by a few self-consistency sweeps until the
stationary solution of Eq. (5) is found. This corresponds
to a tightly compressed Mott insulator with one atom
per lattice site, surrounded by a tiny superfluid shell,
the microscopic parameters being J/U ≈ 0.0023 and
µ0/U ≈ 0.15. We used square lattices between 80 × 80
and 160 × 160 lattice sites and an initial atom number
of Ntot(t0) ≈ 1920. The maximal allowed occupation
number was usually mc = 6.
To numerically integrate Eq. (5), we use a split-step
method. At each time step t → t + δt, we first perform
unitary rotations corresponding to the diagonal terms in
Eq. (5). Second, we update the mean field φ. Third, we
perform an Euler step using the remaining terms. As the
last step, we normalize the amplitudes.
Next, we analyze the results of the simulations and
compare them to the experiments. The naming conven-
tions of the various protocols and the corresponding final
experimental parameters are summarized in Table I.
IV. RESULTS
We calculate various macroscopic quantities using the
simulation, the total atom number
Ntot(t) =
∑
j
nj(t), (6)
3TABLE I: Naming convention for the different protocols. The
first parts of the protocols (t < 25 ms) are identical; the
difference is in the final values of the interaction strengths
and the external harmonic potentials. See also Figs. 1 and 2.
Protocol name Uf ∼ as,f V0,f ∼ (ωhor,f/2pi)
2
a) −37aBohr −43
2 s−2
c) −37aBohr +35
2 s−2
d) −37aBohr +42
2 s−2
e) −37aBohr +60
2 s−2
z) +33aBohr +44
2 s−2
with nj(t) =
∑
mm|fm(j, t)|2, the cloud radius
R(t) =
√∑
j
r2j nj(t)/Ntot(t), (7)
the condensate fraction
N0(t) =
∑
j
|〈bj(t)〉|2, (8)
with 〈bj(t)〉 =
∑
m
√
m+ 1f∗m(j, t)fm+1(j, t), and (by
adapting the terminology of Ref. [15]) the cloud average
of the nearest-neighbor coherences
C(t) =
∑
<ij>
〈b†i (t)bj(t)〉 GA=
∑
<ij>
〈b†i (t)〉〈bj(t)〉, (9)
where the last equation follows from the GA. Note that
C is real and related to the kinetic energy, given by
K(t) = −J(t)C(t) . (10)
We plot these quantities along with microscopic param-
eters for different protocols in Figs. 1 and 2. Although
Ntot is conserved by Eq. (5) [12, 13], there is a weak
time dependence due to errors of the numerical integra-
tion. For t > 30.5 ms, the time step was δt = 0.1 ns and
the relative shift in the total atom number was less than
0.2%, even at t = 80 ms. Increasing the time step does
not lead to a noticeable effect in the other macroscopic
quantities. We only note here that the noise in N0(t)
and C(t) is related to finite size fluctuations; we return
to them later.
We see that when the signs of the final values of the
interaction, Uf , and the harmonic potential, V0,f , are the
same, the system approaches a macroscopically station-
ary state. This is consistent both with the theoretical
expectations that the cloud can equilibrate when the en-
ergy spectrum is bounded from at least one side, and
with the experimental demonstration of the thermody-
namic stability in these cases [1]. There is, however, a
striking difference between the repulsively and the at-
tractively interacting cases. In the more usual, repulsive
case, with Uf > 0 and V0,f > 0, the average coherence
on nearest-neighbor sites is positive, C > 0, and the sys-
tem has a negative total kinetic energy. In contrast, in
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FIG. 1: (color online) Microscopic parameters (upper panels)
and the corresponding macroscopic quantities (lower panels)
from time-dependent Gutzwiller simulations for the protocols
a) (left panels) and z) (right panels). The system approaches
a macroscopically stationary state even for attractive final
interactions Uf < 0 and antitrapping potentials V0,f < 0. We
define δNtot(t) = Ntot(t)−Ntot(20ms). The noise [visible only
for N0(t) and C(t)] is related to finite-size fluctuations.
the attractive case, with Uf < 0 and V0,f < 0 , the
superfluid order parameter on nearest neighbors shows,
on average, anticoherence, C < 0, which directly trans-
lates to a positive total kinetic energy [cf. Eq. (10)].
With the symmetric single-particle band and weak in-
teractions, K > 0 can only occur with an inverse pop-
ulation of the single-particle energy levels. From a dif-
ferent perspective, the superfluid (SF) order parameter
is alternating on the two sublattices, 〈bˆj〉 ≈ (−1)j〈bˆ0〉
in the case a). Thus, the spatial Fourier transform (re-
lated also to time-of-flight images; see below) is enhanced
around momenta Q = (±kL,±kL). We note that the
ground state of Eq. (1) with parameters sgn(Uf )J, |Uf |
and |V0,f | and the same Ntot as in the protocols a) or
z) have superfluid fractions N
(0)
0 /Ntot ≈ 0.97 and cloud
radii R(0)/R(20ms) ≈ 1.1 in GA. These values suggest
that the stationary states are “heated” in comparison to
the corresponding ground states.
Quite remarkably, in addition to the protocols which
lead to thermodynamically stable clouds in experiments,
the Gutzwiller approach also seems to capture qualita-
tively correctly the cases with attractive final interac-
tions, Uf < 0, and trapping potentials, V0,f > 0. In these
cases, the Hamiltonian is not bounded, and equilibrium
is not possible at any finite 1/T 6= 0. The dynamics is
governed by two microscopic processes: the cloud is al-
lowed to expand (see Fig. 2), provided that the increase
in potential energy is covered by a decrease in interac-
tion energy (not shown); i.e., the atoms try to cluster.
However, the expansion also leads to the dilution of the
cloud, and, thus, the probability of clustering decreases.
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FIG. 2: (color online) Macroscopic quantities from time-
dependent Gutzwiller simulations for the protocols c) (red
solid line), d) (blue dashed line), and e) (green dash-dotted
line). The system expands and does not relax to a stationary
state. The SF coherence decays on short time scales. The
vertical dashed lines correspond to t = 30.5 ms. Data for
protocol a) are shown for comparison (black dotted line).
Therefore, the expansion gets slower and slower. This ex-
pansion is compatible with the experimental findings [1],
where atoms leaving the trap and distortions from resid-
ual nonharmonic terms in the potential were observed.
Unfortunately, without a precise knowledge of the con-
tinuity equations for the atom and energy densities, it
is not possible to extract any long-time expansion laws
analytically.
Finally, we focus on time-of-flight (TOF) images. Fol-
lowing Ref. [6], we define the (two-dimensional) TOF in-
tensity as
ITOF(k) ∼ |w(k)|2G(k) (11)
with the single-particle correlation function
G(k) ≡
∑
ri,rj
eik(ri−rj)〈b†ibj 〉 GA= Ntot−N0+ |b(k)|2, (12)
where b(k) =
∑
rj
e−ikrj 〈bj〉. The Fourier transform of
the Wannier function in harmonic approximation gives
|w(k)|2 = 4pi√
sk2
L
e−k
2/(
√
sk2L). We plot TOF images in
Gutzwiller approximation for the different protocols and
different times in Fig. 3, to be compared with the similar
images in Ref. [1].
Based on the TOF images, we also define visibilities
V = (IA − IB)/(IA + IB), with IA,B the intensities in-
tegrated in a small area around vectors Q = (kL, kL)
and Q˜ = (
√
2kL, 0), respectively. These are shown in
Fig. 4, and we see a fast decay to negative visibilities,
similar to the experiments. However, we were not able
to extract lifetimes, mainly due to the fluctuations in the
data which can come from finite-size effects.
V. DISCUSSION
After an overview of the numerical data and compar-
isons to the experiments, we discuss in more detail the
dynamics of the atoms during the different stages of the
protocols.
For the initial part, t < 28 ms, the cloud is in a tightly
compressed Mott-insulating state. In the very deep op-
tical lattice, the density distribution of the atoms is es-
sentially frozen. Nevertheless, a tiny noninsulating (com-
pressible) shell always exists around the Mott-insulating
core. This region is initially a superfluid in the GA; how-
ever, it is subject to dephasing. Dephasing should help
to optimize the final condensate fraction at T < 0, as
proposed in Ref. [5]. To visualize this dephasing effect,
we show the initial evolution of the condensate fraction
N0 and the nearest-neighbor coherences C for t < 30 ms
in Fig. 5. In accordance with the still-increasing optical
lattice depth, N0 reaches a minimum around t ≈ 25 ms,
where its value is ≈ 60% of the initial value. In con-
trast, the C decreases to lower than 20% of the initial
value. While it is not possible to accurately quantify the
dephasing, it is only partly responsible for the decrease.
The effect can be understood relatively simply on the
mean-field level: in the non insulating region there is ini-
tially maximal coherence of 〈bj〉 between different sites.
However, phase differences accumulate due to the poten-
tial differences between different sites: Eq. (5) implies
− i∂t〈bj〉 = (V0r2j − µ0)〈bj〉 (13)
+ U
∑
m
√
m+ 1mf∗m+1(j)fm(j) +O(J).
Here the second term is expected to be small as nj < 1
and |fm>1| ≈ 0. As a consequence of the dephasing, the
initial weak coherence peaks in the TOF images disap-
pear completely by t = 25 ms; see Fig. 5.
Next, we concentrate on the transient period, 28 ≤
t ≤ 35 ms. Since the transition from N0/Ntot ≈ 0.01 to
N0/Ntot ≈ 0.6 happens quite rapidly, it is necessary to
rescale the data as a function of the natural microscopic
time scale instead of the laboratory time. Therefore, we
show quantities in Fig. 6 as a function of the dimension-
less time, defined by
t˜(t) :=
t∫
28 ms
dt′
~
J(t′) . (14)
The sharp features of Figs. 1 and 2 are indeed smoother
in these units. One is tempted to compare features with
quantum quenches from a Mott insulator to the super-
fluid with U/J(28 ms) ≈ −138., U/J(30.5 ms) ≈ −2.19,
and t˜(30.5 ms) − t˜(28 ms) ≈ 2.35 . However, we have to
keep in mind that the state at 28 ms is not the actual
ground state due to the dephasing in the noninsulating
region, as we discussed above.
It is interesting to measure how the Mott insulator
melts during the transient in the GA. To address this
5FIG. 3: (color online) Two-dimensional time-of-flight images from the Gutzwiller calculation for the different protocols at
different times. The intensities ITOF(k) have been normalized by the total particle number.
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FIG. 4: (color online) Visibilities (defined similarly as in
Ref. [1]) as a function of time t. For protocol a), we see no
decay. For the protocols c), d), and e), the visibilities decay
rapidly to negative final values, similar to the experiments.
question, we define the radius of the Mott insulator based
on the region where the condensate fraction is negligible
in the core of the cloud:
RMott(t) := max
r
{r | 0.001 >
∑
j:|rj |<r
|〈bj(t)〉|2} . (15)
This radius is also shown in Fig. 6, as a function of both
real time t and the natural time t˜. Interestingly, in the
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FIG. 5: (color online) Top: Initial evolution of the condensate
fraction N0 and nearest-neighbor coherences C. Dephasing
of the initial weak condensate manifests in the substantially
larger decrease in C than in the N0 between t = 20 and 25
ms. Lower panel: TOF images at t = 20 and t = 25 ms. The
initial weak coherence peaks disappear completely by t = 25
ms, also showing the dephasing effect.
latter units, the radius of the Mott insulator decreases
linearly, i.e., the number of atoms in the Mott core de-
creases quadratically. It is unclear whether the constant
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FIG. 6: (color online) Top: The transient in the condensate
fraction N0 (left) and nearest-neighbor coherences C (right) in
the natural time unit t˜, defined by Eq. (14). Bottom: Mott
core radius RMott as a function of the times t (left) and t˜
(right).
speed ∂RMott/∂t˜ is related to the constant spreading ve-
locity of off-diagonal long-range order found for quenches
from the Mott insulator to the superfluid in the homo-
geneous case in Ref. [18]. See also the maps of 〈bj〉 in
Appendix B.
As a final remark for the transient, we see that t˜ ≈
O(1) corresponds also to the typical time scales of the
fluctuations of N0 and C. It is actually quite natural that
the finite-size inhomogeneous dynamical system defined
by Eq. (5) shows such fluctuations. We show the effects
of changing the system size in the Appendix A.
Now we focus on the coherence of the superfluid order
parameter in the final optical lattice. We show examples
of snapshots of the field 〈bj〉 in Appendix B. To analyze
the spatial distributions, we define (equal-time) cloud av-
erages of coherences at longer range,
C(l)(t) :=
∑
j
∑
δ
〈b†j(t)〉〈bj+lδ(t)〉, (16)
where δ runs over the four nearest-neighbor directions.
Therefore, C(0) = 4N0 and C
(1) = C. In addition, we
also define
C˜(l)(t) :=
∑
j
∑
δ
〈b†j(t)〉√
nj(t)
〈bj+lδ(t)〉√
nj+lδ(t)
(17)
using the density-normalized order parameter, which is
more sensitive to the edge of the cloud. Note that
|〈bj(t)〉|/
√
nj(t) → 0 for |rj | → ∞; therefore, the
sum converges. We emphasize that these quantities are
defined through averages over the cloud, as quantum-
mechanical expectation values enter the definitions ex-
plicitly. The coherences are shown in Fig. 7 as a function
of time. Since C is negative (C(l=1) < 0) we display
(−1)lC(l) in Fig. 7.
First we focus on protocol a). The spatial decay of the
coherences can be used to define a characteristic length.
First, we average the data points for each l for t ≥ 60
ms, yielding a mean value C¯(l) and a variance σ2(C(l)).
Then we perform a least-squares fit with an exponential
function A exp(−l/lc) to the data {l, (−1)lC¯(l)}l=0,1,2,4,8
weighted with σ−2(C(l)). This fit yields a characteristic
length lc = 3.90 ± 1.18, which is accidentally consistent
with the estimate of the coherence length in Ref. [1]. The
main qualitative difference between C and C˜ is that the
density-normalized coherences do not seem to be station-
ary. We have to keep in mind that C˜ is more sensitive
to the dilute edges of the cloud, where approaching sta-
tionary values is much slower. This is actually similar
to the fermionic case ( cf. Fig. 3 of Ref. [5]): the edges
still show significant deviations even when the local in-
verse temperatures are more or less homogeneous in the
middle of the cloud.
In the case of protocol d), longer-range coherences
decay rapidly as a function of time following a tran-
sient behavior. In stark contrast to protocol a), where
both Cl=1 < 0 and C˜l=1 < 0, for the trapping case d)
the density-normalized coherences are actually positive,
C˜l=1 > 0. Microscopically, this can be explained assum-
ing that the core and edge are subject to competing pro-
cesses during the transient, but eventually, the dynamics
that governs the tails of the cloud wins. The process in
the middle is related to the dominance of the attractive
interaction over the harmonic potential, and therefore
anticoherence tries to develop. On the other hand, in
the edge of the cloud, the harmonic potential is stronger
and the interaction is effectively weaker due to the low
densities. Thus, in the edge the corresponding dynam-
ics prefers positive coherences dictated by the trapping
potential. After the cloud expands from its initial com-
pressed state (see Fig. 2), even the coherence becomes
positive, C > 0.
While the finite but long observed coherence life-
times [1] for antitrapping potentials and attractive in-
teractions in the experiments are most likely due to
loss processes [19] which are not taken into account by
Eqs. (1) and (5), the experimental fact that coherence is
lost much faster for protocols similar to c), d), or e) is
captured by the present approach. Unfortunately, based
on the current simulations we cannot extract a “mean-
field” coherence lifetime τMF, which should depend on
the system size Ntot as well as on the microscopic pa-
rameters, most importantly on V0. If the experimen-
tal losses are characterized by lifetimes τ1B and τMB re-
ferring to one-body and many-body loss processes, re-
spectively, the coherence lifetime is expected to be given
by τ¯−1 ≈ τ−1MF + τ−11B + τ−1MB, as the different processes
are independent “channels” for decoherence. Note that
the shortest lifetime dominates; therefore, the experimen-
tal lifetime can be qualitatively explained provided that
τMF(U < 0, V0 < 0) ≫ τ1B, τMB (compatible with the
macroscopic stability) while τMF(U < 0, V0 → +∞)→ 0.
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(right) as a function of time t for different spacings l =
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VI. CONCLUSIONS
We used time-dependent Gutzwiller mean-field theory
to describe the dynamics of bosons which are subject to
various protocols with the aim of achieving T < 0 with
ultracold atoms in optical lattices. We found that these
numerical results qualitatively agree with the experimen-
tal findings. Most importantly, after reversing the signs
of both the interactions between the atoms and the ex-
ternal harmonic potential, the system relaxes to a macro-
scopically stationary state where the BEC shows up at
finite momenta. This novel BEC pattern can be directly
seen in the TOF images. The simple time-dependent
mean-field theory also seems to capture the experimen-
tal observation that the combination of an attractive final
interaction and a trapping final potential leads to a rapid
decay in TOF images.
Furthermore, the mean-field picture obtained by the
time-dependent Gutzwiller approach provides some in-
sight about the microscopic dynamics. Whether this pic-
ture is correct can only be answered by further studies.
Some of the quantities calculated from the GA could be
accessed experimentally by taking in situ images of the
atomic density in real space, which could be used to mea-
sure the time evolution of the cloud radius R or possibly
also the Mott radius RMott. Other quantities, especially
the density-normalized coherence C˜(l=1), can at the mo-
ment only be compared to other numerical simulations.
Despite that we found qualitative similarities for some
quantities between the numerics and the experiments,
one has to be careful about quantitative comparisons.
The experiment operates on a three-dimensional cloud,
which is too large for the current numerics. The eval-
uation of microscopic parameters can also be improved
by using the integrals of the numerically exact Wannier
functions. Additionally, thermodynamic quantities, like
entropy or temperature, cannot be introduced in this GA
in a natural way. Addressing these and further restric-
tions are beyond the scope of the present work and left
for future studies.
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Appendix A: Finite size scaling in the fluctuations
To investigate the effects of the system size on the
noise of the data, we performed simulations with different
atom numbers. For two-dimensional systems in the pres-
ence of a harmonic potential, the thermodynamic limit
is the limits Ntot → ∞ and |V0| → 0 taken simultane-
ously while the “compression,” V0Ntot, is kept fixed. For
the tightly compressed initial system this latter condition
is achieved by keeping the central chemical potential µ0
fixed. Therefore, we introduce a scaling variable λ and
compare systems with different potential strengths
V0 → V ′0 = λV0 , (A1)
which implies atom numbers N ′tot ≈ λ−1Ntot. Note that
it is expected that the frequency of oscillations in the
harmonic trap also scales as ∼√|V ′0 | ∼ √λ. We used the
actual values λ = 1/4, 1, and 4, where λ = 1 corresponds
to the system used in the main text, with Ntot ≈ 1920.
In Fig. 8 we show the coherences C and the system radius
squared, R2, for different values of λ.
To extract the noise, we apply a simple data-smoothing
procedure based on averaging a certain amount of data
points. For the case of the coherences, we used averages
of 1000 “raw” data points. The difference δC between the
raw data and the smooth curve is also shown in Fig. 8.
The standard deviation σ of δC for t > 35 ms seems to
scale approximately with ∼
√
λ ∼ 1/
√
N ′tot. In addition,
we also show the fluctuations of the radius square, δ(R2),
which are orders of magnitude weaker than δC. Since the
oscillation amplitude is much larger, we had to use fewer
raw data points, 100, for the average; however, it should
only account for an approximately
√
10-fold decrease in
the relative fluctuation strength. Note that the noise of
the radius, δR, is even more suppressed since δ(R2) ≈
2RδR.
To understand why only N0 and C show visible fluc-
tuations, we have to keep in mind that Ntot is conserved
and that R (or R2) depends only on the absolute values
|fm(j, t)|, in contrast to N0 and C which also depend ex-
plicitly on the phases, arg(fm(j, t)). Note that, due to
the normalization constraints, |fm(j, t)| is confined to a
smaller interval than the phases which can take values
up to 2pi.
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FIG. 8: (color online) Finite-size effects in different quanti-
ties as function of time. The left figures show the “raw” data
(thick black line) and a smoothed curve (thin red line). The
right figures show the difference. For the coherences C, aver-
ages of 1000 raw data points were used for smoothing. Due
to the larger oscillation amplitudes in R2, only 100 raw data
points were taken.
Appendix B: Order parameter maps
We show order parameter snapshots of 〈bj(t)〉 in Figs. 9
and 10. This helps to visualize how the Mott-insulating
core melts and also to display the correlated regions for
the stationary regime. For any site j the complex number
corresponding to 〈bj(t)〉 can be simply represented by a
two-dimensional vector. Initially, there is a completely
coherent, but weak, condensate around a Mott region,
at a radius RMott ≈
√
2R(20 ms), which follows from
the tight confinement. As the lattice depth is decreased
after t = 28 ms, the Mott region melts away gradually.
It seems that the local condensate fraction |〈bj(t)〉|2 in-
creases first and only afterwards do the phases start to
align.
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FIG. 9: (color online) Snapshots of the field 〈bj(t)〉. At each site rj = (xj , yj) the order parameter is represented by a compass.
The length of the compass equals |〈bj(t)〉|, while the orientation (light blue to dark red) corresponds to arg[〈bj(t)〉]. Note how
the Mott-insulating core melts during the transient. In the stationary regime, for the protocol z) (cf. Fig. 10), regions become
mostly aligned, while for the protocol a) alignments mostly become antiparallel.
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FIG. 10: (color online) Snapshots of the field 〈bj(t)〉. At each site rj = (xj , yj) the order parameter is represented by a
compass. The length of the compass equals |〈bj(t)〉|, while the orientation (light blue to dark red) corresponds to arg[〈bj(t)〉].
Note how the Mott-insulating core melts during the transient. In the stationary regime, for the protocol z), regions become
mostly aligned, while for the protocol a) (cf. Fig. 9) alignments mostly become antiparallel.
