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Résumé
Les capacités des technologies de télédétection ont augmenté exponentiellement au
cours des dernières années : de nouveaux scanners fournissent maintenant une repré-
sentation géométrique de leur environnement sous la forme de nuage de points avec
une précision jusqu’ici inégalée. Le traitement de nuages de points est donc devenu
une discipline à part entière avec ses problématiques propres et de nombreux défis à
relever. Le cœur de cette thèse porte sur la modélisation géométrique et introduit une
méthode robuste d’extraction de formes tubulaires à partir de nuages de points. Nous
avons choisi de tester nos méthodes dans le contexte applicatif difficile de la foresterie
pour mettre en valeur la robustesse de nos algorithmes et leur application à des données
volumineuses.
Nos méthodes intègrent les normales aux points comme information supplémentaire
pour atteindre les objectifs de performance nécessaire au traitement de nuages de points
volumineux. Cependant, ces normales ne sont généralement pas fournies par les cap-
teurs, il est donc nécessaire de les pré-calculer. Pour préserver la rapidité d’exécution,
notre premier développement a donc consisté à présenter une méthode rapide d’estima-
tion de normales. Pour ce faire nous avons approximé localement la géométrie du nuage
de points en utilisant des "patchs" lisses dont la taille s’adapte à la complexité locale des
nuages de points.
Nos travaux se sont ensuite concentrés sur l’extraction robuste de formes tubulaires
dans des nuages de points denses, occlus, bruités et de densité inhomogène. Dans cette
optique, nous avons développé une variante de la transformée de Hough dont la com-
plexité est réduite grâce aux normales calculées. Nous avons ensuite couplé ces travaux
à une proposition de contours actifs indépendants de leur paramétrisation. Cette com-
binaison assure la cohérence interne des formes reconstruites et s’affranchit ainsi des
problèmes liés à l’occlusion, au bruit et aux variations de densité. Notre méthode a été
validée en environnement complexe forestier pour reconstruire des troncs d’arbre afin
d’en relever les qualités par comparaison à des méthodes existantes.
La reconstruction de troncs d’arbre ouvre d’autres questions à mi-chemin entre fores-
terie et géométrie. La segmentation des arbres d’une placette forestière est l’une d’entre
elles. C’est pourquoi nous proposons également une méthode de segmentation conçue
pour contourner les défauts des nuages de points forestiers et isoler les différents objets
d’un jeu de données.
Durant nos travaux nous avons utilisé des approches de modélisation pour répondre à
des questions géométriques, et nous les avons appliqué à des problématiques forestières.
Il en résulte un pipeline de traitements cohérent qui, bien qu’illustré sur des données
forestières, est applicable dans des contextes variés.
Mots clés : Modélisation géométrique, Formes tubulaires, Normales, Transformée de
Hough, Contours actifs, Nuage de points, Bruit, Occlusion
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Abstract
The potential of remote sensing technologies has recently increased exponentially:
new sensors now provide a geometric representation of their environment in the form
of point clouds with unrivalled accuracy. Point cloud processing hence became a full
discipline, including specific problems and many challenges to face. The core of this
thesis concerns geometric modelling and introduces a fast and robust method for the
extraction of tubular shapes from point clouds. We hence chose to test our method in
the difficult applicative context of forestry in order to highlight the robustness of our
algorithms and their application to large data sets.
Our methods integrate normal vectors as a supplementary geometric information
in order to achieve the performance goal necessary for large point cloud processing.
However, remote sensing techniques do not commonly provide normal vectors, thus
they have to be computed. Our first development hence consisted in the development
of a fast normal estimation method on point cloud in order to reduce the computing
time on large point clouds. To do so, we locally approximated the point cloud geometry
using smooth ”patches“ of points which size adapts to the local complexity of the point
cloud geometry.
We then focused our work on the robust extraction of tubular shapes from dense,
occluded, noisy point clouds suffering from non-homogeneous sampling density. For this
objective, we developed a variant of the Hough transform which complexity is reduced
thanks to the computed normal vectors. We then combined this research with a new
definition of parametrisation-invariant active contours. This combination ensures the
internal coherence of the reconstructed shapes and alleviates issues related to occlusion,
noise and variation of sampling density. We validated our method in complex forest
environments with the reconstruction of tree stems to emphasize its advantages and
compare it to existing methods.
Tree stem reconstruction also opens new perspectives halfway in between forestry
and geometry. One of them is the segmentation of trees from a forest plot. Therefore we
also propose a segmentation approach designed to overcome the defects of forest point
clouds and capable of isolating objects inside a point cloud.
During our work we used modelling approaches to answer geometric questions and
we applied our methods to forestry problems. Therefore, our studies result in a pro-
cessing pipeline adapted to forest point cloud analyses, but the general geometric algo-
rithms we propose can also be applied in various contexts.
Keywords : Geometric modelling, Tubular shapes, Normals, Hough transform, Active
contours, Point cloud, Noise, Occlusion
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Introduction
Ubi materia, ibi geometria.
Where there is matter, there is geometry.
Johannes Kepler
Matter forms objects, therefore where there are objects, there is geometry. Any
object can be described by its usage, its physical and chemical properties or its
mechanics. However, it is primarily the shape that defines an object. The shape
of an object is the human representation of its geometry, which includes, the
object position, size, volume, surfaces and features. When facing several objects,
it is indeed their geometry that first differentiates them. Reciprocally, given a
geometry, context and human knowledge are introduced to identify the object.
Besides their practical usage, human beings interact with objects in two ways.
The first type of interactions is practical, we produce objects to help us and en-
tertain ourselves. The first step for designing an object is to define its geometry:
the designer integrates geometric constraints to generate the shape of the future
object and models surfaces in accordance. The second type of human-objects in-
teractions aims at increasing our knowledge about our environment and history
by studying existing objects (e.g. astronomy, archaeology, medicine, engineering,
etc.). The automatic study of an existing object requires first to acquire it via re-
mote sensing techniques, which nowadays mostly generate point clouds. Thus,
the studies of real objects or environments require adapted methods to process
these data and to generate accurate models that approximate closely the rea-
lity for precise measurements. If no a priori about the acquired object is avai-
lable, unsupervised reconstruction can be applied to obtain a geometric model
and retrieve its geometry. Further analyses of the model may then lead to the
recognition of the object, in which case the operation is defined as classifica-
tion. However, when prior information is accessible, it is possible to recognize
an object from a data set and reconstruct it in a supervised manner. This pattern
recognition procedure conducts to the obtention of precise measurements.
We illustrated here four different fields of geometric modelling: designing an
object, analysing a model, recognizing a shape and reconstructing surfaces. In this
thesis, we will address the problem of the recognition and the accurate recons-
truction of a generic shape from point clouds: in our study, we focus on tubular
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shapes, which are an abstraction of a large set of real objects. Depending on the
environment, they can represent vessels, poles, pipes, and any surface of revo-
lution around a central curve. In our study, we privileged the application of our
methods in the context of forestry where the geometry of trees is predominant
in numerous applications.
1. Object recognition and reconstruction from
point clouds
Figure .1. – Illustration of the major challenges encountered in point cloud proces-
sing: a terrestrial LiDAR forest plot acquisition containing several tens
of billions of points suffers from non-homogeneous sampling density
(yellow), noise (green) and occlusion (red).
Along with the development of modern remote sensing, point cloud processing
has been studied for the last decades and has become an entire field of study. Ho-
wever it still encounters some major challenges when facing large data sets, non-
homogeneously sampled point clouds, occlusions and noise (Figure .1). The size
of the data sets constitutes an important limitation for efficient processing and
often results in time consuming algorithms. Also the non-homogeneous sampling
density increases the difficulty of choosing an appropriate scale for geometrical
analyses. Finally, occlusion and noise make the recognition and reconstruction
problem difficult: noise scrambles the shape to be reconstructed and generates
unwanted artefacts, whereas occlusions produce incomplete and discontinuous
shapes.
In this thesis, we aim at extracting a class of objects from point clouds while
alleviating the impact of data imperfections. One of our main objectives was
to develop robust methods for extracting and accurately reconstructing tubular-
shape-based objects in highly occluded and noisy data. Our proposal contains
three major points. Our first focus was to propose a fast algorithm to enrich
the point cloud with geometric information in the form of normal vectors and
17
curvature indicators. We achieved this goal by dividing the point cloud into large
smooth patches that can be handled efficiently. By doing so, we reduced the
impact of data size on the computational efficiency of normal estimation. As a
second contribution, we exploited these additional information to design a new
algorithm for the reconstruction of tubular shapes which proved its robustness in
spite of the data complexity. Indeed, we validated the proposed reconstruction
with a set of more than eighty tubular objects with associated measurements.
As a third contribution, we use the reconstructed shapes as a starting point to
assign each non tubular part of a point cloud to a detected shape and provide a
full segmentation of a point cloud into objects.
2. Solutions and motivations
The identification of the point clouds defects led us to determine appropriate
methodological choices and select the relevant geometrical tools. During the es-
timation of normal vectors, we reduced the complexity of surface approximation
by using simple explicit surface models and space partitioning structures. Like-
wise, we decided to model the tubular shapes as parametric surfaces since they
are more adapted to pattern recognition than implicit models. By doing so, we
also avoided the use of mesh models that are costly to generate on large data
sets and for which construction would be more sensitive to noise and occlusions.
We rather took advantage of the robustness of parametric pattern recognition
approaches for the reconstruction of tubular shapes. Finally, in ongoing works,
we mix morphologic and geometric knowledge to separate the objects present in
a point cloud and achieve an efficient segmentation of the data.
3. Application to forestry
Nowadays, remote sensing technologies are able to capture the geometry of
forest plots, and foresters have great hopes to use them for automatic measure-
ments impossible to obtain otherwise. With point clouds derived from Terrestrial
Laser Scanners (TLS), new geometric questions arise. In particular, the extrac-
tion and reconstruction of tubular shapes fits perfectly within forestry studies
since tree stems and branches are commonly modelled as tubular objects. In ad-
dition, point clouds acquired in natural forest environments are among the most
affected by the data limitations: TLS generate large point clouds that often need
to be registered, producing even larger data sets. Acquisitions in natural forest
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environments contain numerous occlusions caused by vegetation, branches and
leaves. They are also greatly affected by noise at the branches extremity and in
the upper part of trees. As a result, these data sets are particularly well suited to
our problem of pushing the robustness of object reconstructions from imperfect
point clouds. They provide us a great feedback on the abilities of our algorithms
as well as an access to a solid validation with ground truth.
Our solutions for the extraction and reconstruction of tubular shapes geometry
and remote sensing of forestry feed one another. The geometric modelling uses
natural forest data sets to be confronted to difficulties and prove its robustness.
For its part, forestry greatly benefits from the accurate modelling of tree stems
thanks to the automatic measurements that solve the data limitations. Moreover,
our study opens new questionings that combine remote sensing, geometry and
forestry. For example, how can computer graphics and geometric modelling pro-
vide new measurements currently inaccessible via remote sensing techniques?
How does precise perception of the natural environments geometry will change
our understanding of Nature? And a major question is currently asked to the
forestry community that is: are TLS measurements more precise than traditional
human measurements?
4. Thesis outline
This thesis addresses the recognition and extraction of tubular shapes from
unorganized point clouds. Generic solutions are proposed and their results are
mainly illustrated on forest point clouds because of the complexity of the data. In
addition, we laid the foundations for a novel segmentation of forest point clouds.
First, in chapter I, we briefly review the different needs of forestry that led
us to select this field of application for our methods. We also discuss the imper-
fections of the data sets to show how they match the criteria for the evaluation
of our methods before detailing how our specific objectives of geometric recons-
truction closely matches forestry. We based our methodological choices on the
analysis of the strengths and weaknesses of existing solutions. Therefore chap-
ter II provides the elements for understanding our choices in an overview of the
geometric tools and approaches available for point cloud processing. We present
the solutions we developed in chapters III to VI. We addressed the issue of fast
normal vector field estimation on unorganized point clouds in chapter III before
demonstrating in chapter IV how normal vectors can be used to accelerate and
enhance the robustness of tubular shapes reconstruction. A complete evaluation
of our tubular shape extraction algorithm, including validation against ground
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truth and comparison to other approaches, is then provided in chapter V. Chapter
VI includes a proposal for object segmentation derived from previously detected
shapes. Finally we discuss our methods and our results previous to concluding on
the accomplished work and the remaining challenges of point cloud processing
in the last chapter of this thesis.
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I. Remote sensing of forestry and
derived point clouds
Introduction
Today, not only forest resources and forest management constitute important
economical and industrial matters, but forestry also plays a major role in the un-
derstanding of the future ecological changes. The establishment of sustainable
managements of forest environments hence appears to be decisive in many as-
pects. Consequently, forests are monitored and measured in order to tackle the
different issues related to natural resources. However collecting data is a tedious
task because of the huge areas covered by various types of forests. Therefore, fo-
resters employ remote sensing techniques to acquire information at large scales.
Particularly, Terrestrial Laser Scanners (TLS) (in the form of terrestrial LiDAR,
or t-LiDAR) have been introduced to study forests on a plot level. These acqui-
sitions result in dense point clouds that need to be processed to extract mea-
ningful knowledge. Geometry and forestry meet in this context and pursue the
same goal: offer alternatives to tedious manual measurements and increase the
accuracy of forest measurements.
The main objective of this thesis (robust extraction of tubular shapes from
point cloud) is well suited for accurate tree reconstructions from point clouds.
Therefore forestry became the main application of our developments: we chose
to test our algorithms against t-LiDAR point clouds acquired in natural forest
environments. In this chapter we detail the needs of forestry science to better
apprehend the pertinence of applying geometric modelling to forest data sets.
We also provide the elements of remote sensing techniques necessary to unders-
tand the data we will manipulate all along our work (forest point clouds include
specific limitations of t-LiDAR acquisitions). Finally, with the fine understanding
of this particular applicative context, we present the main objective of our thesis.
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1. Forestry science: needs and applications
Forestry is the science and craft of creating, managing, using, conser-
ving, and repairing forests and associated resources to meet desired goals,
needs, and values for human and environment benefits. Forestry is prac-
ticed in plantations and natural stands. The science of forestry has ele-
ments that belong to the biological, physical, social, political and mana-
gerial sciences."
Wikipedia, June 2017
1.1. Definition of forestry science and applications
Forestry is the science of studying forests environments, including soil topo-
logy and characteristics, vegetation and wildlife. For example it addresses ques-
tions relative to the forest ecosystem like the interactions between soil, plants
and animals. As a major forest element, many efforts are put in the understan-
ding of trees: their life, their development and the interaction with their environ-
ment. Therefore, forestry is designed to fulfil several purposes related to botanic
and ecology.
In the past, forestry led to fundamental discoveries in medicine, agriculture
and history. Nowadays this science covers crucial issues since many forests are
key elements of local and worldwide developments. Indeed, with specific flora
and fauna, regional landscapes and forests constitute an important part of the
cultural heritage: the UNESCO World Heritage forest sites now have a total sur-
face area of over 75 million hectares (1.5 times the surface area of France) and
represent over 13% of all IUCN (International Union for Conservation of Nature)
category I-IV protected forests worldwide.
Forestry knowledge has direct applications in resource management, safety, in-
dustry and sciences. Forest inventories are necessary for efficient site planning,
successful urban integration and the evaluation of wood production in planta-
tions. Continuous monitoring also reduces the risks of fire hazards and allows
to make good usage of ecosystem services. In life sciences, the understanding of
plants development is of major importance, and the derived growth models and
allometric models find a wide range of applications.
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Allometric models focus on finding relationships between the size and the
shape of an object. These models are out of our field of study but intervene in
chapter V, therefore we introduce here some coarse elements for understanding
allometry theory in forestry. Different types of allometric models have been pro-
posed through the years. For example, it has been proved that tree taper can be
well approximated from measurements of tree height h and stem diameter at
breast height dbh (diameter of the stem 1.30 m above ground, or DBH) via the
following equation [183]:
d2(h) = dbh2
H − h
H − hdbh
(
h
hdbh
)2−γ
(I.1)
where d(h) is the estimated diameter at height h and dbh is the stem DBH. H
and hdbh are respectively the total height of the tree and the height at which
DBH was estimated (may differ from 1.30 m depending on the logistic). Finally
γ is a specie specific constant. Other models predict a structural or functional
variable Y in the form of a power functions of its massM [86]:
Y = Y0 ·M
b (I.2)
where Y0 is an initial measure of the variable Y . Coupled with forest monitoring,
these models are used to evaluate and predict forest evolution over time, the
impact of climate change or wood production for industrial usages.
1.2. Forestry in practice
As an experimental science, forestry requires to collect data from the field.
Hence forest plot inventories have been set up to measure the important charac-
teristics of trees in their natural environment. These measurements are essential
for sustainable practices, experimental and operational surveys such as forest
management [86], allometry [66] or forest ecology [80]. For a better compre-
hension of forestry needs, we now define the notion of forest plot. In the appli-
cative context of our thesis we dealt with two key variables measured in forest
plots: stem diameter at breast height and stem taper. Therefore we also define
these variables and the corresponding measurement tools during field campai-
gns.
23
??
??
Figure I.1. – All trees are measured in a 10 m circular zone around the plot centre
whereas only large trees are measured in the range of 10 m to 15 m.
Definition of forest plot
A forest plot is the unit of forest sampling for measurements. In France forest
plots are defined as a circular area with a 15 m radius [88]. In Québec, forest
plots are defined as a 400 m2 circular area, corresponding to a 11.28 m radius
[51]. Forest plots include two distinct zones where different types of tree are
measured (Figure I.1). In France, only trees with a stem diameter greater than
27.5 cm (31 cm in Québec) are measured in the range of 10 m to 15 m (11.28 m
to 14.10 m in Québec) while all trees with a stem diameter above 9 cm are
measure in the central part of the plot.
Definition of stem diameter at breast height and measurement
The stem diameter at breast height, also denoted as DBH, is crucial in nume-
rous allometric models. It is the diameter of tree stem, including bark, 1.30 m
above ground (note that depending on the field situation, the measurement pro-
tocol may differ, see Figure I.2).
During field campaigns, DBH is measured by forest operators using diameter
tapes or tree calipers (Figure I.3). Even though these instruments are convenient
and commonly employed, manual DBH measurements with such tools generate
errors. Firstly, it is important to note that the measurement is objective: the mea-
surement height and the instrument manipulation depend on the operator and
his experience. Secondly, these measurements are subjects to errors [10, 100,
103]. Finally, additional errors may appear while reading the measure and sto-
ring it into a spreadsheet. Foresters are aware of these weaknesses and they de-
fined an implicit range of acceptable error in DBH measurements: around 2 cm
depending on the stem diameter.
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(a) Diameter tape. c©Christina Waitkus. (b) Tree caliper.
Figure I.3. – Measurement of DBH using different tools.
Definition of stem taper and measurement
Stem taper is the decreasing of stem diameter with height. It is an important
measure in wood industry and in the development of accurate growth models
and allometric equations.
Stem tapper can not be consistently measured during forest inventory campai-
gns with non-invasive methods because of logistic constraints. Therefore, stem
taper is usually measured from destructive protocols: measured trees are cut and
pruned before being cut into logs. Then the logs volume or diameter are easily
measured by operators. The destructive protocols are costly, and require a lot of
time and human resources. Therefore, despite the lack of data, stem tapper is
usually not measured during field campaigns.
Figure I.4. – Example of stem taper derived from Equation I.1 considering a 18 m
tall tree with a 20 cm DBH and different values of γ. Adapted from
[183].
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1.3. Needs and evolution of forest science
Figure I.5. – World map of tree cover density. Map derived from [76].
With specific needs, forestry has naturally evolved to integrate additional tech-
niques. We now identify the needs of forestry that led forestry and geometric
modelling to meet.
Firstly, forests cover a large part of the lands (Figure I.5), hence forestry aims
at collecting more data around the globe to provide a global understanding of the
ecological mechanisms. Indeed, with large scale studies comes a better percep-
tion of the geolocalisation and distribution of forest types and their interactions.
Secondly, traditional forest measurements are expensive in time and human re-
sources. Therefore, their automation would increase the number of field cam-
paign and provide supplementary data sets to support forest modelling. Also, as
mentioned previously, on-field measurements are subjective, limited by the lo-
gistic and include errors. Hence forestry needs to increase the data accuracy and
aims at finding objective measurement protocols. Finally, several forestry ques-
tions include variable measurements inaccessible to this day and the integration
of new variables in forest models will enhance existing results. These needs are
the reason why forestry tends to integrate remote sensing techniques in practical
applications.
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2. Remote sensing of forests
Remote sensing is the acquisition of information about an object or
phenomenon without making physical contact with the object and thus
in contrast to on-site observation. Remote sensing is used in numerous
fields, including geography, land surveying and most Earth Science dis-
ciplines (for example, hydrology, ecology, oceanography, glaciology, geo-
logy) ; it also has military, intelligence, commercial, economic, planning,
and humanitarian applications.
Wikipedia, June 2017
Remote sensing of forestry is a very convenient way to meet the needs of fo-
restry domain. It is efficient, provides large data sets with numerous acquisitions
(different techniques, different resolutions, different content) and gives access
to additional objective and reproducible measurements.
2.1. Remote sensing
Remote sensing incorporate numerous solutions for the acquisition and mea-
surement of objects at various scales. It was first introduced in forestry to allow
studies at scales too large to be observed on the field by humans with non inva-
sive protocols: as early as the 1930’s, H. E. Seely used aerial photographies to
estimate timber volume and identify tree species [147].
The sensors used in remote sensing can be classified in different groups depen-
ding on their characteristics and the type of data collected. For example passive
sensors only collect information emitted from their environment (e.g. traditional
cameras) whereas active sensors emit a signal pulse and analyse its reflection
(e.g. sonars). Note that sensors can be designed to be monochromatic (sensitive
to a single wavelength), multispectral (sensitive to a few wavelengths), or hy-
perspectral (sensitive to hundreds of contiguous wavelengths). Sensors are also
characterized by their position. For example, a camera can be mounted on a tri-
pod on the ground, on a satellite or on an underwater support. Remote sensing
instruments generate different output. Sensors commonly acquire one of the fol-
lowing data types: 1D signal intensity over time, image and multispectral image,
and point clouds. Finally, sensors can be characterized by their resolutions and
the different scales of data acquisition.
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The sensors characteristics guide the choice of the appropriate instrument for
each applicative field. In forestry, aerial photos and radar acquisitions were pre-
dominant. But in the last decades, laser scanners have been broadly used with
success. During our work, we mainly processed data derived from laser scanners
and we showed the relevance of our developments in the applicative context of
forest measurements. Therefore, let us now present the laser scanning techno-
logy in order to emphasize the pertinence of this solution for forestry purposes,
and to illustrate the challenges associated to the output data.
2.2. Laser scanning technology
The recent LiDAR technology (Light Detection And Ranging) is based on a
simple principle: an active sensor (laser scanner) emits a light pulse in the form
of a laser beam that is backscattered to the instrument by its environment. Al-
though this technology finds atmospheric usages, they are out of the scope of
our work and. Therefore in the following we only consider the instruments dedi-
cated to geometric remote sensing and detail the challenges associated to LiDAR
data processing.
Geometric laser scanners
The laser scanner manipulated during this thesis generate a point cloud repre-
senting their environments. Considering the sensor as the origin of an Euclidean
3D space, a point is recorded in the direction of the laser beam at distance where
the signal is reflected by an object. Note that depending on the instrument, the
analysis of the reflected signal can generate several points in the direction of
the pulse. These instruments are called multiple return laser scanners and are
derived from full waveform analyses. Two types of laser scanners are dedicated
to geometric acquisitions: phase-shift and time-of-flight instruments. Phase-shift
sensors analyse the phase of the backscattered signal to deduce the distance from
the sensor to the object reflecting the laser beam. On the contrary, time-of-flight
deduce this information from the time delay separating the laser pulse and its
backscattering from an object.
Supports of geometric laser scanners
Geometric laser scanners can be mounted on various supports (Figure I.6).
The applicative context takes advantage of the strengths of the selected support.
Airborne scanners (ALS) are mounted on planes and are able to cover large areas
but provide a low resolution point cloud. Laser scanners can be fixed on drones
for higher resolution aerial acquisitions but the study area is then limited. Mobile
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(a)
(b)
Figure I.6. – Principle of LiDAR scanners. Airborne sensors scan their environment
from above by sweeping a laser beam while moving (a). The terres-
trial instrument rotates vertically and horizontally while emitting laser
beams in order to generate a point cloud of its surrounding environ-
ment (b).
laser scanners (MLS) are mounted on vehicles to scan large areas from ground
locations, however the scanning environment is limited by logistic. Terrestrial
laser scanners (TLS, or t-LiDAR) are also located on the ground and provide high
resolution point clouds of their surrounding in a limited range. Finally hand-
handled sensors are manipulated by walking operators and hence consume a
large amount of time and human resources.
From the listed supports, it appears that mobile and hand-handled are not
adapted to fast forest monitoring. On the contrary, airborne, drone and terrestrial
instruments are well suited for forest studying. However, they provide different
informations about forests:
ALS are mainly used to estimate forest attributes related to tree heights, tree
density estimation and terrain topography. Indeed, the aerial point of view
is ideal for scanning the upper part of trees and the large laser beam em-
ployed by ALS allows to estimate first and last signal return corresponding
to tree canopy and soil. However, the angle of acquisition, the low reso-
lution of these instruments and the signal attenuation in foliage limits the
information about trees structure, including tree stem and branches where
only a few points are detected.
Drones are a new support for LiDAR instruments. These instruments are well
suited for coarse global analyses of forest vegetation. They are able to pro-
duce point clouds describing tree foliage as well as tree stems and branches.
However, the resolution of drone-mounted sensors can not describe accu-
rately the geometry of woody parts and hides major details.
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Instrument specification Example value Quality impacted
Wavelength
905 nm
(near infrared)
Signal reflectance and
noise due to solar radiation
Maximum range 120 m Farthest object scanned
Measurement speed up to 976,000 pts/sec Points regularity and accuracy
Range error ±2 mm Points accuracy
Ranging noise 0.6 mm at 10 m Points accuracy
Angular resolution up to 0.009˚ Point density
Field of view
(vertical/horizontal)
305˚/360˚ Missing data
Beam divergence 0.011˚ Noise and outliers
Table I.1. – Instruments specifications and impact on data quality. Example values
correspond to the Faro Focus 3D c© 120 scanner.
TLS are the pendants of ALS since they are well adapted to studies on trees
structure. The high resolution acquisitions combined with ground location
provides an accurate representation of trunks and branches in the lower
part of the trees. On the contrary, the laser signal can not penetrate the
upper part of the tree because of the presence of foliage, and hence TLS
poorly describe the canopy elements.
TLS are therefore by far the preferred option for forest studies focusing on tree
structure estimation including stems DBH and taper measurements. Moreover,
TLS instruments have evolved and can now be easily transported and offer fast
acquisitions.
2.3. Terrestrial LiDAR data
Point clouds acquired with TLS instruments suffer from several limitations.
These limitations are amplified in the context of forest acquisitions. We now give
insights about TLS acquired point clouds to better apprehend the challenges of
developing robust point cloud processing algorithms for such data sets.
The quality of TLS point clouds is affected by two major elements. They are
closely related to the instruments characteristics detailed in Table I.1. The en-
vironment also greatly impacts the resulting point clouds. Indeed, point clouds
acquired in forest environments highly suffer from three limitations (Figure I.7).
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to provide a quantitative evaluation of its robustness.
Finally, our third specific objective aimed at using the previously extracted
tubular shapes to isolate the trees of a forest plot into separated segments (Fi-
gure I.10). The proposed solution is intended to give access to additional forest
variables inaccessible to this day and to improve the estimation of tree crown
attributes.
We intensively used geometric modelling techniques to fulfil our specific objec-
tives. Each of them feed the other one, forming a consistent modelling pipeline
which can be used in a wide range of applications, even though we illustrate the
results in a forestry context.
(a) (b)
Figure I.8. – Out first objective is to provide a fast normal estimation algorithm on
point cloud.
33

II. Point cloud and geometric
modelling
Geometric modeling is a branch of applied mathematics and com-
putational geometry that studies methods and algorithms for the ma-
thematical description of shapes.
Wikipedia
Introduction
With the recent development of remote sensing technologies (e.g. photogram-
metry, laser scanning, depth sensors), point cloud processing has become an
integral and independent discipline. This field of study includes various ele-
ments: among others, numerous studies have focused on visualisation, segmen-
tation, modelling, pattern recognition, surface reconstruction and data compres-
sion. Broadly speaking, point cloud processing consists in extracting information
on the content of a point cloud at a medium to high level. For example, sur-
face reconstruction provides a medium information level whereas the identifica-
tion of an object’s components is a high information level that increases human
knowledge. Today, point cloud processing is the key of many applications inclu-
ding automatic measurements, reverse engineering and shape analyses. Several
approaches inspired from different fields of study can be adopted to perform
these tasks. Among others, it is possible to adopt statistical or morphological ap-
proaches to apprehend point clouds. For our study, we have chosen to focus on
the geometry of point clouds to analyse data and extract the properties of objects
scanned by t-LiDARs.
The fundamental goal of geometric modelling for point cloud processing is
to recover the geometry concealed by the data points. To do so, it is implicitly
assumed that points of the clouds are sampled on surfaces. One of the main
approaches in point cloud processing is hence to obtain an accurate representa-
tion of the data as a set of surfaces. Indeed, such surface-based representation
of point clouds allows the estimation of essential geometric features such as vo-
lumes, salient features or normal vectors. Such operations are often non trivial
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on point clouds since raw data only provide local and fragmented information
on objects: among others, the lack of connection between points requires addi-
tional notions for local point cloud analyses. For this reason, organizing the point
clouds into adapted data structures is a central element. The different available
structures not only give rise to computationally efficient procedures, but they
also pave the way for additional families of algorithms.
In order to better apprehend the methods presented later in this thesis, we
now introduce the main concepts employed throughout our project, as well as
the general notions of geometric modelling related to our object of study. At first,
we will present an overview of point clouds and we will illustrate some of the
major challenges associated to this type of data. Then we will focus on the geo-
metric models available for expressing the underlying surface of a point cloud.
We will also introduce the geometric elements that can be derived from a point
cloud for supporting the construction of appropriate geometric models along
with the data structures used to achieve efficient computations. Last, we will
present some major pre-processing steps that prepares the data for further ana-
lyses before we illustrate the existing approaches for modelling a point-sampled
object.
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Point cloud approximation with parametric models via least square optimi-
sation offers an elegant, and often efficient, solution to the problem of sur-
face estimation. Note that algorithms such as the RAndom Sampling Consensus
(RANSAC, [63]) can be easily employed to improve the robustness of this pro-
cedure. As explicit models, parametric surface models provide a direct access to
the points of the surface, which is a strong advantage in many applications (e.g.
efficient points projection operators [4]). In addition, parametric surface models
are simple to handle and easy to store. In the literature two major types of para-
metric surface prevail: elevation surfaces and B-Splines patches along with their
generalisation as NURBS patches.
2.1.1.1. Elevation surfaces
Elevation surfaces are actually a special case of parametric models where a
coordinate (often z) can be solved as a function of the others (x and y). Finding
such relation is convenient since it results in a very simple and light solution for
studying the geometrical properties of the object.
Definition
Elevation surfaces are simply defined by a Cartesian equation in the form of:
z = F (x, y) (II.3)
where F is a function from R2 to R.
Elevation surface models are particularly appropriate when considering eleva-
tion surfaces like digital terrain models (DTM) [140]. However, they obviously
suffer from their specificity and cannot model folded surfaces. Moreover, eleva-
tion surface models are defined globally and do not provide any local control on
the surface. Hence, to obtain a slight deformation of a surface the entire defi-
nition of the surface model has to be changed. Nevertheless, elevation surface
models are well suited to approximate point clouds sampled from simple sur-
faces using least square optimisation [65], and they provide efficient solutions
to several problems including differential geometry computations.
In most applications, the function F is chosen to be a bivariate polynomial or
a combination of trigonometric functions since Taylor series and Fourier series
have proven to be powerful to approximate a data set. In many works the in-
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with nu = ku − du and nv = kv − dv. With these elements, a B-spline surface S is
defined as:
S(u, v) =
nu∑
i=0
nv∑
j=0
Ni,p(u)Nj,q(v)ci,j (II.4)
where the coefficients Ni,p(u) and Nj,q(v) of the control points ci,j are computed
from B-Spline functions derived from the Cox-de Boor recursion formula [166]:
Bi,p(u) =
u− ui
ui+p − ui
Bi,p−1(u) +
ui+p+1 − u
ui+p+1 − ui+1
Bi+1,p−1(u) (II.5)
where:
Ni,p(u) =
{
1 ifui ≤ u ≤ ui+1
0 otherwise
(II.6)
NURBS surface definition
NURBS surfaces are a generalization of the B-Spline surfaces where each
control point ci,j is associated a weight wi,j [199]. A NURBS surface is defined
by:
S(u, v) =
∑nu
i=0
∑nv
j=0 Ni,p(u)Nj,q(v)wi,jci,j∑nu
i=0
∑nv
j=0 Ni,p(u)Nj,q(v)wi,j
(II.7)
B-Spline and NURBS surfaces alleviates the limitations of elevation surface
models: they can be used to generate folded surfaces, and the introduction of
control points gives access to a local management of the surface. Like with eleva-
tion models, it is possible to approximate a point cloud by NURBS surfaces using
least square optimisation. During this procedure, numerous elements strongly
impact the results and have to be taken into account such as the number of
control points, their weights and the knots vectors [108]. If the weights and the
knots vectors are known a priori, the surface approximation is reduce to estimate
the control points with linear least squares, otherwise, it requires to solve a non
linear least square problem [108]. Similar to elevation surfaces, a point cloud is
usually approximated by using multiple local NURBS patches to facilitate com-
putations and further handling [60].
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Conclusion
Generalized parametric surfaces and NURBS in particular are broadly used
in several domains including Computer Assisted Design (CAD) because they are
easy to manipulate and their modification is intuitive. Moreover, it is possible
to constraint the geometry of such models (e.g. impose that the surface passes
through a specific point, or impose a smooth continuity between patches). They
also ensure some smoothness and continuity properties [166]. However, the ap-
proximation of point clouds from NURBS appears to be potentially a difficult
task: determining knots vectors and weights is a complex issue. Sampled sur-
face are a priori not to be modified during point cloud processing, hence we will
prefer another surface model.
2.1.1.3. Meshes
(a) Side view (b) Front view (c) Top view
Figure II.7. – Mesh representation of the Stanford bunny.
Modelling sophisticated objects with continuous functions can be a complex
task. Therefore, in a large set of applications a discrete representation of a shape
as a mesh model is usually preferred (e.g. entertainment, CAD, and 3D printing).
Definition
A mesh model represents a surface as a set of polyhedral faces [28]. More
precisely, a mesh M is composed of a set of vertices V connected by a set of
edges E that form a set of polygonal faces F :
M = < V, F >
V = {v1, v2, · · · vnv}
E = {e1, e2, · · · ene}
F = {f1, f2, · · · fnf}
(II.8)
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Conclusion
Mesh models offer many conveniences and come with a large set of algorithms
that make them appear to be very attractive for surface modelling. However,
obtaining meshes from dense point clouds is computationally expensive and non
trivial. These models are based on vertices position, therefore they are highly
sensitive to noise, and the definition of faces makes them affected by occlusion.
Finally the memory footprint of mesh models generated from large point clouds
is also an issue.
2.2. Implicit models
(a) Side view (b) Front view (c) Top view
Figure II.9. – Meshed representation of the zero level set of an implicit function
defined from the Stanford bunny point cloud.
The family of implicit models is very large. Indeed, any explicit representation
of a surface can be expressed as an implicit model while not every implicit sur-
face can be expressed explicitly. This major strength of implicit models is used
in many applications including surface reconstruction from point clouds (see
Section 5.2) as illustrated on Figure II.9. Implicit models are also used in the en-
tertainment domain since they provide a simple solution to handle interactions
between surfaces (e.g. attraction, repulsion), smooth morphing between impli-
citly defined surfaces, and they facilitate boolean operations such as union and
intersection of models (Fig. II.10).
Definition
Implicit surface models are defined as the zero level-set of an implicit function.
More precisely, given a scalar field defined by a function F (x, y, z) from R3 to R,
the corresponding implicit surface S is the set of points (Fig. II.11):
S = {pi = (xi, yi, zi)|F (xi, yi, zi) = 0} (II.9)
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Figure II.11. – An implicit surface if defined as the zero level-set of an implicit
equation.
choosing proper radial functions, implicit models exhibit interesting interpola-
ting properties [36] and can be used for surface reconstruction [37].
Discussion
One major strength of implicit models is that the topology of a surface, and po-
tential topology changes during morphing are naturally handled. When it comes
to surface approximation, particular attention must be paid to the function F
considered. The differential properties of the modelled surfaces are also stron-
gly related to the choice of F . With an appropriate choice we can thus obtain a
surface of desired level of smoothness from implicit models. Using these proper-
ties, several methods have shown that implicit models are able to approximate a
point cloud. In addition, these models do not require a parametrization of data
points and differential geometry is well known.
On the side of these advantages, implicit models face limitations. Indeed, they
do not provide direct access to points on the surface. Also, the implicit model of
a given surface is not unique (e.g. any multiple of a solution is also a solution).
Constraints are hence required to disambiguate interpolation and approxima-
tion problems. Another drawback of implicit models is their visualization which
proves to be costly. Two solutions have been proposed to solve this issue: (1) ray
tracing, and (2) the marching cube algorithm and its derived improvement. In
the first one, ray tracing algorithms are used to evaluate the intersection of a set
of rays and the implicit surface [77]. The intersections can be computed ana-
lytically as the solution of an equation involving the ray parametrisation. The
marching cube algorithm however is often preferred since it generates an mesh
of the surface that can be further analysed or edited for further studies [122].
This algorithm evaluates the values of the implicit function on a 3D lattice in
49
order to extract an approximation of the iso-surface. Finally, contrarily to pa-
rametric representations, it is not possible to implicitly model an open surface
(with borders) and it is difficult to restrict the domain of definition of implicit
models without prior information.
Conclusion
Many work have shown the potential of point cloud approximation with im-
plicit models and several propositions are found in the literature (see Section
5.2). Whereas implicit models are attractive for smooth surfaces modelling, they
are impacted by large occlusion and incomplete data. Also, point cloud approxi-
mation with implicit models are affected by outliers and misalignments [17].
Therefore, implicit models are not well adapted to robust shape extraction from
complex data acquired in natural forest environments.
2.3. Primitives
Many man-made objects are designed as a combination of common solid
shapes such as planes, spheres, cylinders, cones and toruses (Fig. II.12). These
shapes are often referred to as primitives and are extensively used in CAD and
Constructive Solid Geometry (CSG) applications via boolean operators (union,
difference and intersection) [43]. In reverse engineering procedures, the ap-
proximation of a data set with primitive surfaces leads to automatic measure-
ments and are used to retrieve the chain of operations to create a shape or to
identify construction defects.
Definition
No formal definition of a geometric primitive can be found. However a com-
mon notion emerges in the meaning of the simplest geometrical objects that a
system can handle. Primitive surfaces are a subset of simple parametric and/or
implicit surfaces. However, since they are based on common shapes, they are
described in a more semantic way. Hence primitives facilitate the comprehen-
sion of complex shapes. For example, a cylinder is defined by its axis, its height
and radius, and an axis-aligned cube is defined as a centre point and a width.
Discussion
As a particular subset of surfaces, primitives can always be expressed as an
implicit or parametric model. In addition of sharing the advantages of these mo-
dels, the simplicity of primitive surfaces minimises the models limitations and
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2.4. Conclusion
Now that the strengths and weaknesses of the available surface models have
been highlighted, it is possible to identify the best appropriate model for each
application. Our goal is to extract tubular shapes (surfaces of revolution around
an axis) while minimising the computing time. Finally, we intend to apply our
methods to large, dense, noisy and occluded point clouds with varying point
density. This consideration along with our objectives motivated our choices of
surface models.
Even if mesh models provide convenient control over restored surfaces, me-
shing dense point clouds is time consuming and would either entail high resource
requirements or complex simplification issues. Also, we pointed out earlier that
mesh models are sensitive to noise and even more to large occlusions. Hence we
did not consider mesh models to be an appropriate solution.
Using B-Splines and NURBS models for surface approximation raises points
parametrization issues in dense unstructured point clouds and requires a com-
plex estimate of knots and weights. In addition overcoming occlusions with these
models is problematic and incomplete data reconstruction represent a challenge.
Therefore B-Spline and NURBS do not meet our criteria for robust shape extrac-
tion from highly occluded point clouds.
Implicit models can handle surfaces of revolution but, even though they are
powerful for surface reconstruction, they are less adapted to segmentation and
pattern recognition problems. Therefore implicit models appeared to be inap-
propriate for our objectives as also they tend to face limitations in presence of
occlusion and incomplete data.
Elevation surface models provide efficient surface approximations using least
square optimisation. This computational efficiency along with the direct access
to points on the surface and to the differential geometry makes elevation surface
models attractive for rapid algorithms. Hence, even though they require the com-
putation of a local basis, we chose to use elevation surfaces for our fast normal
estimation method.
We chose to use parametric models and primitives for our tubular shape ex-
traction method. Like implicit models, parametric models can easily handle sur-
faces of revolution around a given central curve, yet, they require less compu-
tations. With an assumption about the content of the data, primitive models are
adapted to guide the surface approximation. Moreover, as pointed out, they rigi-
dity allows them to model full shapes from occluded and incomplete data.
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3. Elements of geometry on point clouds
(a) (b)
Figure II.13. – Estimation of normal vectors and mean curvature on the Stanford
bunny model.
Point clouds greatly suffer from the lack of geometric information because they
only consist in point locations. Data points are sampled on surfaces, hence many
efforts have been put to develop methods that approximate the local geometry of
the underlying surfaces directly from the point cloud. Differential geometry is a
fundamental tool for studying smooth surfaces, and this is even more important
on point cloud where there is a need to overcome the deficit of structural in-
formation. Indeed, the estimation of first and second order geometric attributes
are indispensable for the maturation of numerous applications: feature detection
[70], segmentation [176, 198], surface reconstruction [81, 93], point cloud mo-
delling [113, 181], and many others. In particular, normal vectors, curvatures
and principal curvature are major elements of geometry. Existing works focus on
the approximation of such elements on point clouds. Most of them are based on
local computation of differential geometry. However, even though the notion of
"local analysis" is well defined on meshes and organised point clouds, this notion
has to be adapted to unorganized point clouds.
In order to better apprehend the computation of geometric elements on point
clouds we first present the principal definitions of neighbourhood used for lo-
cal analyses on point clouds. Then we introduce the data structures used to ef-
ficiently compute such neighbourhoods before exposing the notion of normal
vector and curvature on point clouds.
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(a)
???
(b)
Figure II.14. – The spherical neighbours of a query point p in red are the black
points inside a ball of radius r centred at p. The sampling density
influences the number of neighbours.
3.1. Neighbourhood definitions for local analyses
Point clouds are discrete samples of continuous surfaces. This is why, inspi-
red from other discrete representation of a continuous object (e.g. images or
meshes), local analyses on point clouds are based upon the notion of neighbou-
rhood around a given point. In addition to differential geometry analyses, the
definition of a local neighbourhood has many applications in clustering, seg-
mentation or feature estimation. However, the lack of connection between the
data points cannot lead to an evident definition of neighbourhood on raw point
clouds. Hence different solutions have been proposed to address this issue and
extract a pertinent neighbourhood of a given point. Spherical neighbourhood
and k-neighbourhood are the most used among other proposal.
3.1.1. Spherical neighbourhood
Spherical neighbourhood have been introduced as a simple and intuitive defi-
nition of a neighbourhood on a point cloud. A spherical neighbourhood is defined
according to the Euclidean distance (Fig. II.14). The set of neighbours Np of a
point p = (x, y, z)t is defined as the set of points contained inside a sphere of
radius r centred on p: Np = {p′ | ‖p − p′‖ 6 r}. This definition offers several
advantages besides being intuitive. Since the radius of the sphere r is set by the
user, it allows a large flexibility on the definition of the size of the neighbourhood
to be considered. In addition, multi-scale analyses are easily accessible and ef-
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(a) (b)
Figure II.15. – The k-neighbours (k = 5) of a query point in red are shown in black.
The point cloud density influences greatly the distance from a point
to its k-neighbours.
fortless to implement [81]. Spherical neighbourhood ensures the proximity of
the corresponding neighbours and can be computed efficiently with the help of
octrees (see Section 3.2). These advantages justify the choice of spherical neigh-
bourhood in a wide range of applications including, but not limited to, features
computation, clustering and classification.
However, this notion of local neighbourhood also includes undesired elements.
Since it is only based on the Euclidean distance separating the points, the num-
ber of neighbours n of a point p is not known in advance. Even more, this number
may differ for each point and varies according to the sampled surfaces and the
point cloud density. Whereas algorithms can benefit from the flexibility of the ra-
dius search r, this parameter has to be set carefully in order to obtain a pertinent
neighbourhood. It requires a great expertise to select this radius according to the
size of the details to capture and the point cloud density. This is even more true
when the sampling density varies along the data set. Finally, this definition of a
neighbourhood is not invariant to point cloud scaling. i.e. if P ′ is a scaled version
of a point cloud P , the set of neighbours of a point p will differ from the set of
neighbours of its corresponding point p′.
3.1.2. k-neighbourhood
A second approach for defining the local neighbours of a point concurrences
the spherical neighbourhood search: the k-neighboursNp of a point p are defined
as the k points closest to p (Fig. II.15):
Np = {qi, i = 1, · · · , k | d(p, qj) > d(p, qi) ∀ j} (II.12)
With this definition, the negative effects of the spherical neighbourhood va-
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nishes but others appear. Indeed, the parameter k fixed by the user guarantees
a constant number of neighbours for each point of the data, and makes the de-
finition of neighbourhood invariant to point cloud scaling. k-neighbourhood can
achieves better results on densely sampled parts since it is able to provide a suf-
ficient number of points in a smaller area around the query point. Moreover, in
presence of outliers, the k-neighbourhood is assumed to be more robust [137]
because the distance from the query point to the outliers is usually greater. Simi-
lar to the spherical neighbourhood, k-neighbourhood is widely used in various
processing including feature detection [4], segmentation [52], skeletonization
[208], or surface approximation and simplification [4, 138].
However, the k-neighbourhood does not ensure that the neighbour points are
located in a radius around the query point. Indeed, depending on the data, it
may contain some far away neighbours or outliers (Fig. II.15). Also, the com-
putation of the k-neighbours might be less efficient than that of the spherical
neighbourhood, even using a KD-Tree as an accelerating structure. This is why
several algorithms have been developed to produce efficiently an approximation
of this neighbourhood called Approximate Nearest Neighbours implemented for
example in the FLANN library.
3.1.3. Other neighbourhood definitions
Spherical neighbourhood and k-neighbourhood both present undesired ef-
fects. Several other definitions have been proposed in order to minimise the
limitations encountered but are not wide spread hence we do not provide an
extensive insight of these variants. A simple solution is to fuse both definitions
and only consider the k-neighbours inside a radius ball. A more appropriate op-
tion could be to use cylindrical neighbourhoods [184]. Given a point p and its
normal n, the cylindrical neighbourhood includes all the points inside a cylinder
of axis n, fixed height h and fixed radius r. Finally, since the sampling density
influences greatly both the selection of the radius for a spherical neighbourhood
and the choice of the value of k in the k-neighbourhood, some other solutions
have been proposed based on multi level analyses [81], or on adaptative cylin-
drical neighbourhood [105].
3.1.4. Conclusion
As the basic element of a large field of processing, the notion of neighbou-
rhood on point clouds constitutes a crucial element of study. It replaces the
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well known neighbourhood operators available on meshes, images and orga-
nized point clouds. It is essential for local analyses of the point cloud, and in
particular for estimating the geometry of scanned surfaces. Even though seve-
ral definition of neighbourhood have been proposed, to this day the spherical
neighbourhood and the k-neighbourhood remain the most popular definition.
The neighbourhood definition on point cloud tackles the lack of structural in-
formation in the data sets. It allows to develop local analyses, to derive the pen-
dant of edges or pixel neighbourhood and to discretize the notions of differential
geometry on point clouds. However, the computation of point neighbourhoods
can be time consuming with brute force methods. Hence several data structures
have been employed on point cloud to accelerate these computations.
3.2. Data structures
Unorganized point cloud are difficult to handle in an efficient manner because
of the absence structural information. In addition the tens of millions (or more)
points acquired by t-LiDAR instruments represent an obstacle for computatio-
nally efficient processing, besides the challenges of adapted visualisation and
storage. Point cloud processing algorithm have to take into account the large
amount of data to offer viable solutions to existing problems: an algorithm with
accurate results is not attractive if it cannot be ran on real data sets. Developing
fast algorithms is hence a challenging task. In particular, previously introduced
points neighbourhood are crucial for differential geometry analyses and for a
large set of further algorithms. Consequently there is a strong need of using
adequate data structures with point clouds in order to accelerate the various al-
gorithms and to facilitate both the manipulation of and the visualisation of point
clouds.
These structures are often based on space partitioning and thus provide major
utility in Euclidean clustering or neighbourhood search (e.g. FLANN library, PCL
library). In addition, they provide another representation of point clouds that
can be used to apply methods derived from the volumetric domain. For these
reasons, data structures have become indispensable for an efficient point cloud
processing. The common data structure applied on point cloud can be divided
into two major families that are regular grids and space partitioning trees.
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(a) (b)
Figure II.16. – The initial point cloud (a) is structured into a regular 3D grid (b).
3.2.1. Regular grids
Regular grids are the simplest data structure available on point clouds. They
transform a point cloud into a volumetric image that can be efficiently processed
with existing algorithms. Among many other applications, the regular are used
to accelerate the computation of points’ neighbours in constant time [127]. They
can also be adopted to perform point cloud segmentation via connected com-
ponent detection, or simplification via regular downsampling (see Section 4.3).
Finally, combined with implicit functions (e.g. signed distance function) and a
marching cubes algorithm, they provide a convenient tool for implicit surface
extraction.
Definition and content
A regular grid is constructed by dividing the 3D Cartesian space into equal-
sized cubes also referred to as voxels (Fig. II.16). Grids can be seen as enhanced
discrete representations of a point cloud since each voxel keeps track of the
points it contains. In addition, voxels can store a value to produce a greyscale
volumetric image. This value may reflect the presence and absence of points in
a binary manner, or the local density of the point cloud by considering number
of points inside each voxel. Voxels can also store more elaborated values such as
variance [52] or Plant Area Indices (PAI) [12, 55, 173].
Regular grids are common structures in point cloud processing because they
offer a direct link between points to voxels. This simple structure offers a regular
subdivision of the point cloud from which points’ neighbours computation can
be accelerated. When exploited to produce a volumetric image, it gives access
to a series of established algorithms including filters, or morphological analyses.
Voxel neighbourhood is straightforward, hence discrete computations such as
gradients are efficient. However, the choice of the size of the voxels remains a
limitation since it has to be set carefully according to the data set for each ap-
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plication. Furthermore, the regular subdivision scheme might be inappropriate
for certain utilization since neither the local density nor the local geometry of
the data is taken into account to produce the final structure. Despite these draw-
backs, regular grids remain one of the most frequently used structure in point
cloud processing because in addition to offer efficient computation of points
neighbourhood, they introduce 3D image processing algorithms into point cloud
analyses.
3.2.2. Space partitioning trees
Aside from regular grids, a major set of data structures handle point clouds by
dividing the 3D space into potentially non regular elements: space partitioning
trees includes several structures that provides a flexible construction of the space
division. They offer additional qualities compared to regular grids and are part
of the solution to many problems.
General definition
Space partitioning trees greatly differ from regular grids: they are the result
of a recursive subdivision of the space and cannot be stored as images (i.e. array
of elements). Instead, the recursive subdivision leads to a tree structure where
each node represent a portion of the space. Starting from a tree node defined as
a boundary volume of the point cloud, each node of the tree will be recursively
split by hyperplanes according to one or more constructive rules. The choice of
the cutting planes during the subdivision and the cutting order varies among
the different space partitioning trees. Even though many variant of the space
partitioning trees exist (some of which do not rely on cutting planes), the most
commonly used in point cloud processing are octrees and kd-trees which entail
advantageous node properties.
Octrees
Octrees are a major element of space partitioning structures. They are the 3D
equivalent of the 2D quadtrees: each node is subdivided into eight equal-sized
octant derived from three cutting planes parallel to the 3D space axes (Fig. II.17).
The classical octrees subdivision is guided by the point density of each node:
the constructive rule stops the recursive subdivision when a node contains less
than a predefined fixed number of points. Some supplementary rules are often
introduced to regulate the subdivision. For example, it is possible to impose a
minimum size for the octree nodes in order to ensure an appropriate scale for
further analysis. Setting a maximum depth for the tree may also be desirable
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orientation of the surface (they points outward the surface). For a more com-
plete description of the local geometry of a surface the reader is referred to [16].
Normal estimation on point cloud is greatly inspired from knowledge on smooth
surfaces because it is assumed that points are sampled on such surfaces. Hence
we now recall some elementary notions for smooth surfaces before introducing
the approaches available for estimating normals on point clouds.
Normal vectors on parametric surface models
Given a smooth regular parametric surface modelM(u, v), the tangent vectors
tu and tv obtained by the partial derivates of M define the tangent plane at a
point p(u, v). The normal vector np at p(u, v) is orthogonal to tu and tv and is
given by:
np = tu ∧ tv (II.13)
where ∧ denotes the outer product.
Normal vectors on implicit surface models
On implicit surface model defined as the zero level-set of a smooth implicit
function F (x, y, z), the gradient of F at a regular point p (the gradient of F at p
is non zero) is the normal vector np at p:
np = ∇F (x, y, z) (II.14)
Normal vectors on mesh models
Because meshes consist in faces, they are piecewise linear models and the
resulting surface is continuous but not smooth (they are neither mathcalG1 nor
differentiable). However, several expressions have been developed to estimate
normal vectors on mesh models that aims at approximating the ”differential“
normals when the model converges towards a smooth surface [134]. The most
widespread approximates the normal nv of a vertex v as the weighted average
faces normals in a one-ring neighbourhood around v:
nv =
k∑
i=0
wini (II.15)
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where ni is the normal vector of the ith face in the one-ring neighbourhood of v
containing k faces, and the weights wi can be derived from several properties of
the faces including angles, area.
Normal vectors on point cloud
The computation of normal vectors on point cloud is challenging since the
sampled surface is unknown. Nevertheless, this problem has been widely studied
(see review by [99]). In the following we present some existing normal estima-
tion methods in order to highlight their computational cost that constituted a
limitation to our researches and motivated our development of a fast algorithm.
Normals estimation can be divided into four major approaches: optimisation-
based, local-weighting-based, Hough transform, and Voronoï-based.
The optimisation-based approach locally approximate the point cloud with a
predefined surface model (often parametric) from which normals can be com-
puted. The two main models fitted to the data are planes [81], and quadratic
surfaces [99]. However other second-order surfaces such as spheres have also
been used to approximate the point cloud [217]. Planes can be fitted by using
either classical least square fitting, or principal component analysis (PCA) [70].
In local-weighting-based approach, normal directions are estimated by different
combinations of the normals deduced from a point and its neighbours [89]. This
approach is similar to normal computation on meshes and can be either applied
on a local Delaunay triangulation of the point cloud, on kNN graphs, or on Rein-
mann graphs [99]. Hough transform is an alternate approach that considers a
point and its neighbourhood. For each point of the cloud a reduced amount of
triplets is selected, the Hough transform then provide a reliable accumulator
from which robust normal directions can be extracted [29]. This point-wise ap-
proach can be supported by a neuronal network to improve its robustness to
noise and outliers [30]. The Voronoï-based approach considers the shape of each
Voronoï cells [6]. The algorithms use Voronoï poles to estimate normal directions
caan also provide additional information on curvature [50, 132].
Conclusion
With no information about the underlying surface normal estimation on point
clouds is a challenging task. Existing approaches often rely on local approxi-
mation of point clouds with surface models, and normals are estimated using
differential geometry or mesh-inspired approximations. On large point clouds,
the optimization-based approach is preponderant since other approaches tend
to be more time consuming. However, even optimization-based methods face li-
mitation when confronted to data sets containing up to several tens of millions
of points. Inspired by this approach, we address this issue in chapter III of this
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derivatives Su and Sv of S at p provide two tangent vectors. Let us denote by n
the unit normal at p, thus given by n = Su∧Sv
||Su∧Sv ||
. Then in the basis of the tangent
plane (p,Su, Sv), the curvature is a quadratic form Kp which matrix is given by:
Kp = I
−1
p IIp (II.16)
where:
I =
[
< Su, Su > < Su, Sv >
< Su, Sv > < Sv, Sv >
]
(II.17)
(<,> denotes the dot product) is called the first fundamental form and:
II =

<
∂2S(u, v)
∂u2
, n > <
∂2S(u, v)
∂u∂v
, n >
<
∂2S(u, v)
∂u∂v
, n > <
∂2S(u, v)
∂v2
, n >

 (II.18)
is the second fundamental form. The matrix Kp is symmetric. Therefore it can
be diagonalized in an orthonormal basis of eigenvectors. Let (
−→
d1 ,
−→
d2) denote this
orthonormal basis and let k1 and k2 be the associated eigenvalues. The vectors−→
d1 and
−→
d2 are called the principal curvature whereas k1 and k2 are the minimum
and maximum curvatures. From these elements the Gaussian curvature of S at p
is then obtained as:
K = k1k2 (II.19)
and the mean curvature is computed as:
H =
k1 + k2
2
(II.20)
Like normal vectors, curvatures and principal curvatures can be estimated on
point clouds via optimization-based approach: first the point cloud is locally ap-
proximated by a surface, then curvatures are computed directly on the surface
and are assigned back to the data points.
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Unfortunately, in spite of the efforts made to define curvature estimates on
point clouds, they do not seem to achieve reliability. However, this geometrical
measure offers a better apprehension of the scanned surfaces. Estimating curva-
tures on point clouds also allows to benefit from a large collection of algorithms
developed for surfaces.
4. Point cloud preprocessing
It is a common practice to apply pre-processing steps to t-LiDAR acquisitions
in order to enhance the data quality. It is therefore important to identify these
treatments and their potential impact on point clouds. Hence we now introduce
some of the major pre-processing methods applied to t-LiDAR point clouds and
their principles.
In an attempt to minimise the acquisition artefacts, numerous preprocessing
have been proposed to tackle the t-LiDAR acquisition limitations and enhance
the results of further algorithms. The non-homogeneity of the sampling density
being generally addressed by the selection of adapted neighbourhood definition,
the preprocessing steps focus on the three other problems. First, occlusions are
minimised via multiple scan acquisitions and point clouds registration. Second,
denoising and filtering methods have been proposed to detect and remove noise
points from the raw data. And finally, point cloud simplification are set to reduce
the size of the data while preserving the important geometrical elements.
4.1. Registration
It is a common practice in t-LiDAR scanning to acquire the same environment
from multiple points of view. This tends to minimise occlusions since each ac-
quisition captures a different parts of the environment (Fig. II.21). Point clouds
from multiple acquisitions then have to be aligned together in a single data set.
This so called registration problem aims at estimating the transformation exis-
ting between two or more data sets. In a generic case, this transformation can be
non-rigid (i.e. including constant or varying scaling, reflections, etc). However,
remote sensing acquisitions of point clouds benefit from a great accuracy of the
sensors, and acquired scenes are considered static. Hence the problem of point
clouds registration only focuses on estimating a rigid transformation T , from a
source data set S to a reference data set R, composed of a translation t and a
rotation r:
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This problem can be solved using a Singular Value Decomposition (SVD) of the
cross-correlation matrix C = srt = USV t [14]. However, this solution is limi-
ted since it requires a precise estimate of the points correspondence which is
non trivial. The Iterative Closest Point algorithm (ICP) was introduced to ad-
dress this issue [20, 216]. This algorithm avoids the need of a priori knowledge
of points correspondence by solving the problem iteratively. At each iteration
the information of closest neighbour is used as a heuristic to determine point
correspondence. This information is combined with the SVD decomposition to
obtain the transformation T . This procedure is then repeated until the algorithm
converges. Several improvements have been proposed to improve the conver-
gence rate and enhance the accuracy of ICP [69, 127]. Additional variations of
the definition of the transformation T have been presented where T minimises a
point-to-surface distance rather than a point-to-point distance [123]. Along with
its modified versions, the ICP algorithm is currently the reference for point cloud
registration because it is intuitive, simple to implement and provides accurate
results [14].
4.1.2. Feature-based approaches
In order to tackle negative effects of noise and outliers on the matching pro-
cess, and to reduce its computational time, feature-based algorithms use higher
level information as anchors. Numerous methodologies introduced key points
such as Scale-Invariant Feature Transform (SIFT) descriptors or corners [26],
skeletons [218], and specific patterns such as planes [210] which prove to im-
prove the robustness and convergence rate of the algorithms. In the context of
forest point clouds, detected trees can be used as anchors to compute a coarse
registration [23]. These solutions tends to be less sensitive to noise since they
take into account either confident anchor points or larger reconstructed objects
less affected by outliers. However they depend on the robustness of the fea-
ture extraction algorithms. In addition, only a small set of anchors is considered
during the optimisation procedure, hence these methods perform usually faster
than traditional point-based algorithms.
4.1.3. Other approaches
Coarse point cloud registrations can also be achieved from various informa-
tion. For example, the intensity of the points (reflectance of the materials) can
also be exploited [26]. As a statistical tool, PCA have also been employed to
achieve fast but coarse registration by aligning the principal axes [14]. Those
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final results (see review [75]). The data set we processed along our work were
severely affected by noise and outliers. Therefore our developments aimed to
be robust and it is important to apprehend the different ways of handling such
limitations. These solutions can be divided into two main classes: denoising ap-
proaches (the term “thinning” is sometimes used in the literature) tend to modify
the point clouds by moving the points onto the approximated real surface, whe-
reas filtering approaches identify outliers and noise points before removing them
from the data.
4.2.1. Denoising
Denoising approaches on point clouds have often been inspired by image pro-
cessing methods. For example, the definition of the Laplacian filter and the heat
equation frequently used on images have been adapted to point clouds in order
to reduce the noise and outliers by smoothing the point cloud [158, 214]. Spec-
tral analyses such as the powerful Discrete Fourier transform have been proposed
to reduce noise, and finds other applications [155]. The bilateral filter was suc-
cessfully adapted on a point cloud to thin the surface thickness due to noise [64].
Robust PCA proposed in [107] provides a local first order approximation (plane)
of the underlying noise-free surface. Points are then projected on the locally es-
timated surface to reduce the noise. Similarly, numerous denoising methods are
based on adaptations of the moving least squares (MLS) approximation [4, 49].
However, the above solutions result in an isotropic smoothing which does not
preserve the features of the point clouds.
4.2.2. Filtering
Point cloud denoising reduces the effect of noise and outliers but moves the
data points. This modification of the geometry is in some cases undesirable. An
other approach for handling noise is to filter outliers and noise points without
affecting the rest of the original data set. Considering a locally regular point
spacing, many filters use statistical methods to detect outliers and noise [189].
The mean distance from a point to its k-neighbours has proven to be a reliable
variable for the identification of outliers [175]. But other metrics are present in
the literature [214] and distance from a point to an ideal surface may also be
considered discriminant. Extension of the 2D convolution filters on images have
been proposed in the CompuTree software and applied with success on a voxe-
lisation of point clouds to diminish the amount of outliers and filter undesirable
elements from an a priori of its structure. [202] used a majority voting scheme in
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With the great accuracy of point clouds acquisition techniques comes the
problem of data size. Indeed, point clouds acquisition often generate extreme
amounts of points which leads to data redundancy and makes the data proces-
sing computationally costly. In order to reduce the computational time of point
cloud processing, point cloud simplification algorithms have been introduced.
During our thesis we compared our developments to other algorithms that re-
quired the point cloud to be simplified first (see chapter V). Therefore, we now
present an overview of point cloud simplification methods while additional de-
tailed can be found in the given references.
The simplification of a point cloud P of n points is the procedure of producing
a point cloud Q with m points, m < n. The points of Q can be a subset of P or
not. The simplification problem can be defined in several ways [187]: either the
number of pointsm in the resulting point cloud is specified, or a maximum error
between the input and the simplified point cloud can be stipulated. Greatly ins-
pired by the numerous existing studies on mesh simplification [156], point cloud
simplification algorithms can be divided into three major approaches: iterative
simplification, clustering and particle simplification. Note that these approaches
can be either global (i.e. the sampling density of the simplified point cloud is
constant) or adaptative (i.e. the feature of the input point cloud are preserved in
the simplified version thanks to a higher point density).
4.3.1. Iterative simplification
Inspired by the point removal and edge contraction approaches on mesh mo-
dels, point cloud simplification can be achieved by removing iteratively points
from the cloud. The simplest global solution is to randomly select the desired
amount of points from the input point cloud. However, doing so, the resulting
sampling density is not predictable, and the point cloud features are not pre-
served. To tackle this issue, a metric is usually proposed to judge the impact of
each point’s removal on the quality of the surface representation by the simpli-
fied point cloud. Points that impact less the surface representation are the first
to be removed, and the process continues until either the simplified point cloud
contains the desired amount of points, or points can not be removed without pro-
ducing high errors. The metric can be based on local feature of the point cloud
such as the distance from a point to its neighbours and the local normal deviation
[119], quadric error metric [156, 158] or the distance to a local MLS approxi-
mation of a point set [4]. Successful adaptation of these approaches taking into
account the local feature size have been proposed by [91]. Similarly, curvature
and torsion of the points have been employed to define a discrete shape operator
used for evaluating the points removal impact in [110]. In [188], feature points
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are preserved since they are first calculated and the simplification operates only
on the non feature points.
Iterative simplification allow the user to define the desired number of points in
the output point cloud. They can be very efficient according to the computation
of the impact metric which are usually based on differential geometry properties
or on the distance from points to a local surface approximation [157].
4.3.2. Clustering
Another major approach for point cloud simplification is to group the points
of an input cloud into clusters and only keep an appropriate representative of
the cluster. In this case, the two elements of importance are the choice of the
clustering method, and the definition of the representative point for each cluster.
Computationally efficient cluster-based global simplification typically use 2D
planar or cylindrical grids, and 3D grids to create clusters. All the points lying
in the same grid cell are clustered and their centroid is chose to be the repre-
sentative of the cluster. We call these simple methods downsampling and this
approach is widely used in several applications [104, 129, 192, 211] since it
is fast, and it produces a simplified point cloud with a regular sampling den-
sity. However, it does not preserve the features of the point clouds and in some
cases it is preferable that the sampling density of the simplified point cloud re-
flects the density of the original point cloud. An octree subdivision guided by
normals variation [109] or by local feature size [91] can be used to preserve fea-
tures but many other methods have been proposed to tackle these issues. They
highly rely on the efficiency of the clustering method which can be incremental
(such as region growing), hierarchical (clusters are recursively split), or based
on k-means and its variant [156]. Clusters can be created incrementally with re-
gard to a radius neighbourhood of select points [185]. [136] used mean shift to
create hierarchical clusters in a feature space. [212] used clustering techniques
in regular grids to preserve key-points and extended their work with the use of
hierarchical k-means clustering [213]. Edges and borders of point clouds can be
preserved with an proper subdivision of clusters and an appropriate choice of
representative [185, 217].
While some methods allow to specify the number of points in the simplified
point cloud (such as hierarchical split and merge methods), the majority does
not. As a result, clustering solutions generally focus on the error between the
simplified point cloud and the original one and offers a more accurate but less
efficient point cloud simplification.
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4.3.3. Particles
A third major approach for point cloud simplification is to spread a specified
amount of points called particles over the original point cloud [195]. Once par-
ticles have been initialised, they evolve iteratively under repulsion forces and
projectors towards their final location. At each iteration, (1) every particle exerts
a repulsive force inside a radius of influence in order to obtain an homogeneous
sampling, and (2) particles are projected back onto an approximation of the sur-
face described by the original point cloud to ensure their location accuracy. This
scheme has been adapted to produce an adaptative sampling preserving the fea-
tures of the cloud [156] by weighting the repulsion radius with respect to the
features of the initial points.
This method has proven to produce accurate result when the projection ope-
rator is defined using quadric error metrics. It is intuitive and can be tuned to
provide different simplification ratio over different part of a data set. additio-
nally, particles can even be used to up-sample a point cloud or smooth the data.
However, they are only computationally efficient for high simplification rates
[156].
4.3.4. Other simplifications approaches
Finally some works that deviate from the three main approaches are present
in the literature. As an example, the incremental construction of the simplified
point cloud proposed by [138] which is based on the farthest point sampling
notion and its extension in [139]. Also, graph based approaches that do not rely
on first or second order geometry of the points have been proposed by [40]. Even
though these methods are not predominant, the graph based approach seems
very promising since it does not require to compute any geometrical feature to
obtain an accurate simplification.
4.3.5. Conclusion
In the context of forestry, the data often contains tens of millions of points and
the computation of accurate and significant geometrical feature is difficult. Point
cloud simplification algorithms seem advantageous for solving the problem of
data size, however, in the applicative case of precise measurements from point
clouds, keeping the original geometry of the data set is crucial for accuracy.
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Therefore, only when point cloud simplification is mandatory, a fine 3D regular
grid downsample that is selected.
4.4. Segmentation
In the last part of our work we focused on segmenting individual trees from a
t-LiDAR acquired forest plot. Hence we identified the existing methods for point
cloud segmentation and derived their strengths and weaknesses for making our
methodological choices. Moreover, point cloud segmentation is a crucial problem
in a whole part of shape extraction approaches. Point cloud segmentation is also
included in numerous methods closely related to our tubular shape extraction
(see chapter VI). Therefore we introduce here some major aspects of point cloud
segmentation.
As a pre-processing step, point cloud segmentation aims at grouping data
points with homogeneous properties into clusters. This step is crucial to sepa-
rate the different parts of objects present in the data set. Similar to image seg-
mentation, point cloud segmentation algorithms can be divided into different
approaches whether they are edge-based, region-based, or attribute-based.
4.4.1. Edge-based segmentation
The idea behind edge-based segmentation is that segments of interest are de-
lineated by edges. Hence, finding the edges leads to a natural segmentation pro-
cedure. In [178], the authors follow this approach to perform a segmentation of
a point cloud from a range image. The algorithm considers each scan line (pro-
file digitization of a range image) separately to filter the noisy points, and cut
the scan line into a set of polylines separated by edges points, hence generating
a binary edge map. A minimum spanning tree of the edge map is then computed
and filtered in order to thin the detected edges and remove noisy edges.
While edge-based approach relies on an intuitive formulation of the segmen-
tation problem, it is difficult to apply directly on point clouds. Hence, like the
work of [178], the application of these algorithms is often restricted to range
images and can not be easily adapted to registered point clouds. Moreover, the
authors state that edge-based approach does not guaranties a closed contour of
the segments, which can result in an under-segmentation of the data.
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4.4.2. Region-based segmentation
Region-based segmentations are the counterpart of the edge-based approach.
While edge-based approach focus on finding the separation between segments
considering local changes of attributes, region-based algorithms tends to identify
the homogeneous regions contoured by the edges. These region can be computed
either by seeded or unseeded methods.
Unseeded (or top-down) methods for the identification of homogeneous are
related to split-and-merge framework. These segmentations start by considering
the entire data set as a whole region and computing its homogeneity (on point
clouds, the homogeneity is often based on geometric measurements). If the re-
gion is not enough homogeneous, it is then split into two or more subregions.
This procedure is iteratively of recursively repeated until all extracted regions
are homogeneous. The main difficulty of these methods however is to define
an homogeneous criteria and to decide how to subdivide a given region. These
choices are often delicate and the resulting algorithms often produce under- or
over-segmentations.
Seeded (or bottom-up) methods are more widespread in the field of point
cloud segmentation. These algorithms grow a region starting from point identi-
fied as a seed by incrementally inserting data points that do not break the region
homogeneity. In the literature, region homogeneity can be derived from zero,
first, or second order geometry (i.e. points position, points normals, and points
curvature). A zero order geometry homogeneity is based on the Euclidean dis-
tance of the points inside a region: point close one to another are aggregated
in an Euclidean clustering [152]. The same idea was used by [124] but was
performed thanks to a structuring element. [32] used a variant of the k-means
algorithm to perform the corresponding Euclidean segmentation. Integrating the
normal vectors to the algorithms, first order region-growing segmentations can
be achieved with more precision (e.g. [198]). In this case, the homogeneity crite-
ria is based both on the points distance to each other and on their normal vector
consistency. The second order segmentation is achieved by additionally conside-
ring the points curvature [176] and principal curvature directions [198] during
the region growing.
4.4.3. Attribute segmentation
Since point cloud segmentation aims at clustering points that share common
geometrical attributes, this procedure can be viewed as a the solution of a clas-
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sical clustering problem. The clustering can hence be performed in the attribute
space instead of the original 3D space. Such method has been developed by [62]
where the author consider a set of 7 attributes: 3 attributes for the points posi-
tion, 3 attributes form their normal vector and 1 attribute for the height of the
point above its neighbours. A mode seeking algorithm achieves the final cluste-
ring and performs the point cloud segmentation.
4.4.4. Specialized segmentation
When the point cloud segmentation is set to be the solution of a particular pro-
blem, more adapted approaches are preferred, resulting in specialized solutions.
For example, a solution to the problem of differentiating leaves from tree stems
inside a t-LiDAR point cloud has been presented in [12] where the segmentation
is performed as a classification step: the experience showed that the intensity of
the LiDAR signal return is lower on the stem than on the leaves. The authors
benefits from this observation by segmenting the histogram of the intensity re-
turns. Another example comes from the need to segment tree crowns from ALS
point clouds. Based on the assumption that the upper part of trees resemble to a
convex shape, [39] used a marked watershed algorithm to map each tree crown
to a catchment.
4.4.5. Conclusion
Segmentation is a major preprocessing step in point cloud reconstruction and
analyses. However, segmentation itself does not reconstruct or identify objects. It
allows the ulterior algorithms to process only identified segments sharing homo-
geneous properties and ameliorate their results. As an example, segmentation
has claimed to enhance the accuracy of classification algorithms [126], and is
a very helpful step for pattern recognition. Besides the advances in this field,
point cloud segmentation still encounters limitations due to the presence of oc-
clusion, noise and non-homogeneous sampling in the data set. Depending on
their purposes, the segmentation step may also induce some erroneous topologi-
cal information. As a result, these procedures can not be employed as high level
analysis methods for studying the objects present in a data set, but are rather
seen as a convenient hint about what parts of the objects have to be focused.
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4.5. Conclusion
During t-LiDAR-aided forest inventories, forest plots are often acquired from
different positions. Point cloud registration is therefore a mandatory pre-processing
step in this application. Since we will be testing our methods in this context,
our developments will be confronted to registration artefacts. The other pre-
processing steps however appear to be time-consuming and affect the point cloud
geometry. Therefore, in our researches we chose to avoid them and focused on
the robustness of our algorithms regarding the t-LiDAR point cloud imperfec-
tions. This way we aimed at saving resources as well as computing time. Howe-
ver, pre-processing are still attractive, especially point cloud simplification which
is recommended confronted to large point clouds. Yet, they will not impact the
accuracy of our robust developments.
5. Point cloud modelling
Once point clouds have been preprocessed, a large set of algorithms can be
employed to retrieve high level information about the content of the data. One of
the main goal in point cloud processing is to provide an approximative model of
the objects inside a point cloud. For example, in our studies we aim at extracting
tubular models representing trees or industrial elements like pipes. Different
modelling approaches have been previously developed and our methodological
choices are derived from the analysis of their strengths and weaknesses. Hence,
in the following we present some common approaches for point cloud modelling
and others that are closely related to our works. We distinguished three main
approaches for point cloud modelling depending on the target information to
extract: skeletons provide insights about the shape of an object, surfaces gives
a complete geometric description of a point cloud, and pattern recognition uses
higher level shapes to describe the content of a data set.
5.1. Skeletonization
As stated in our introduction, an object is mainly defined by its shape. Hence,
shape analysis is an important domain for the study of a given object. Skeletoni-
zation approaches provide a direct estimate of the shape of an object in a simpler
and intuitive formulation. This procedure aims at extracting the skeleton of an
object which is seen as an equivalent reflection of its shape. Broadly speaking,
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Figure II.24. – The skeleton (red) of an object (black) is computed as the set of
interior vertices and edges of the Voronoï diagram (blue).
skeletons are curves that best represent the shape of an object. Hence, the ske-
letonization procedure reduces a potentially complex data set to a much simpler
model. As simple models, skeletons are powerful for analysing the topology of
an object, data compression, and pattern recognition.
Multiple definitions of a skeleton have been used through the literature, each
of them being equivalent or close to another. It can be defined as the medial axis
of an object introduced by [25], or as the shape that is equidistant to the borders
of the object. Other definitions include the centres of the maximum balls inside a
shape and the centres of the bitangent circles. The skeleton of a point cloud can
be derived from various methods depending on the chosen definition. Voronoï-
based methods are derived from the centres of maximal balls. Morphological
thinning (or peeling) methods are induced by the points equidistant to the bor-
ders. The rotational symmetry axis (ROSA) and the cross-section analyses with
the Hough transform follow the the medial axis definition. Finally, with loose
definitions, it is possible to extract an approximated skeleton model on a point
using graph representation.
5.1.1. Voronoï-based skeletonization
The Voronoï balls of an input point cloud approximates the definition of maxi-
mum balls. As a result, Voronoï diagram can used to extract the skeleton of
objects from an input data set: the skeleton is given by the vertices, edges and
facets of the Voronoï diagram that are embedded in the object (Fig. II.24). For
example, [179] employed this method as a first step for extracting smooth ske-
leton of trees from range images.
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Figure II.25. – Successive iteration of erosion while preserving the homology.
5.1.2. Thinning-based skeletonization
Mathematical morphology offers efficient tools for computing the skeleton of
an object embedded in a discrete space. In particular, successive applications of
homology preserving erosion of an object achieve the skeleton extraction (Fig.
II.25). Since the number of erosion iterations needed to reach a point p is equiva-
lent to the distance transform of p, this iterative peeling is similar to the computa-
tion of the points equidistant to the object borders. In [68] and [67], the authors
first discretized a point cloud with a regular grid and filled the holes present in
the voxel domain before retrieving the skeleton with the thinning-based method.
5.1.3. Medial axis-based skeletonization
The medial axis notion in 3D can be related to the centres of a rotational
shape. Following this idea, two proposal have been introduced to compute the
skeleton of an object with rotational parts, namely the ROSA method and the
Hough transform.
The ROSA (ROtational Symmetry Axis) method developed in [191] aims at
finding the ROSA points defined as oriented points p = (x, n), with x the position
of the point and n its normal, which are ”mostly rotationally symmetric about the
object“. This definition implies that a ROSA point minimises (1) the variance of
the angles between n and the normals of P and (2) the square distance to the line
extension of the normals of P . The normal n of a ROSA point is first computed
by minimising:
En = var(< n, np >) (II.23)
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Figure II.26. – The set of ROSA points of an object are shown in red (a) after
smoothing operation (b), thinning (c), re-centring and joint collap-
sing (e,d) to obtain the final 1D curve (f). Adapted from [191].
where var(v) is the variance of a variable v. The position x of the ROSA point is
then derived as the minimum of:
Ex =
n∑
i=1
‖(x− pi)× ni‖
2 (II.24)
The ROSA points however poorly describe joint regions. As a consequence, seve-
ral operations, including smoothing and thinning, are applied before the obten-
tion of a smooth 1D skeleton (Fig. II.26).
Aside from the ROSA method, accumulation approach has been employed by
Kerautrer et al. in [96] to extract the skeleton of a tubular mesh model which
overcomes issues encountered by classical solutions (Fig. II.27). Given a point
cloud and the corresponding normal vectors, the author use an accumulator
space to observe the convergence of the normals. Then they track the peaks
of vote inside the accumulator in successive oriented planes.
5.1.4. Approximated skeletonization
Besides usual definition of a skeleton, curves representative of an object can
be seen as accurate approximations. These curves can be extracted from graphs
constructed either in a volumetric domain or directly on point clouds.
From on an octree representation of an input point cloud, Bucksch et al. in
82
Figure II.27. – The skeleton derived from the accumulation method (right) is more
robust to occlusion, noise and sampling density obtained by other
methods. Adapted from [96].
[34, 35] derive an octree graph based on a robust criterion whether to connect
octree nodes by an edge. The authors generate the skeleton as the tree from the
octree graph by removing the cycles thanks to determined rules.
Another method employed in [44, 121, 208] directly consider the point cloud
for skeleton approximation. In a first step, the Riemannian graph of the point
cloud is computed: the vertices of the Riemannian graph are the data points,
and the edges are obtained by connecting a point to its neighbours with a weight
equal to the euclidean distance that separates them. Then, from an automatically
or manually selected root point, the Dijkstra algorithm is used to compute the
minimum spanning tree of the graph. In [121] and [44], the vertices of the mi-
nimum spanning tree are clustered into bins according to their geodesic distance
to the selected root point. The vertices of the skeleton curve are then computed
as the centroid of each bin while preserving the bins connections.
5.1.5. Conclusion
Skeletons are widely used in computer vision and image processing since they
provide a minimal version of an object. This simplified model allows to identify
the topology of an object and can further simplify pattern recognition techniques
or classifications. However, it is not an appropriate model when it comes to mea-
sure an object. Indeed, aside from the thinning-based approach which requires
a point cloud to be expressed in a voxel domain, point cloud skeletonizations do
not provide any direct access to measurements. As an example, models obtained
from the ROSA and the Hough transform approaches require post processing to
retrieve the radius of the tubular object. Also, handling non rotational objects
skeleton may be tedious since they are composed of surface patches in addition
to curves. Finally, two other issues arise that are the impact of occlusion, noise
and outliers on the resulting skeletons. Several post processing have then to be
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Figure II.28. – The Riemannian graph is computed (a) together with its spanning
tree(b) before clustering the vertices into bins (c) to obtain the final
skeleton (d). Adapted from [208].
planned for deciding how to reconnect skeleton parts separated by occlusion,
and how to prune the skeleton to remove branches induced by noise. Hence,
even though skeletonization appears to be very attractive for the reconstruction
of tubular shape, these methods still have to be enhanced before providing a
satisfying model of an object from which measurements can be extracted.
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5.2. Surface reconstruction
Figure II.29. – Example of surface reconstruction: from a point cloud (left) and its
reconstruction as a surface (right). Adapted from [37].
As pointed out in the beginning of this manuscript, a major goal in point cloud
processing is to retrieve the surface sampled by the points (Fig. II.29). This is ac-
tually one of our major goals. This operation is called surface reconstruction from
point cloud. Given a point cloud P sampled on an unknown surface T , surface
reconstruction aims at determining a surface S that approximates T based on P .
Additionally, information about the sampling process, for example, bounds on
the noise magnitude and sampling density can be inferred in the operation [38].
In order to motivate our methodological choices and underline both their links
with the state-of-art and novelty, we will now briefly introduce main reconstruc-
tion approaches. For more details, we invite the reader to consult the references
provided and the review proposed in [17]. Overall, surface reconstruction algo-
rithms can be roughly classified according the surface model used: explicit or
implicit models.
5.2.1. Reconstruction using explicit surface models
Explicit models have been widely used for surface reconstruction since they
provide direct access to the surface points and proved to be computationally ef-
ficient for raw point cloud approximation. Meshes, elevation surface models and
B-Splines/NURBS have all been used successfully to achieve surface reconstruc-
tion.
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Figure II.30. – Principle of the crust algorithm in 2D. Left: the Voronoï diagram
V of the black point cloud P is drawn in red. Right: the Delaunay
triangulation of P ∪ V is shown in blue while the selected edges are
shown in black. Adapted from [7].
Surface reconstruction using mesh models
A straightforward way to reconstruct an explicit surface from a point cloud
is to triangulate the points of the cloud and produce a mesh model [117] (Fig.
II.34). We now succinctly introduce major algorithms for point cloud meshing.
A main approach is based on restrictions of the Delaunay triangulation and its
dual the Voronoï diagram [41]. It includes, among others, the crust algorithm
[7] and the α-shapes [3, 56] algorithm. As a subset of α-shapes, the ball-pivoting
algorithm also uses empty ball properties [19].
As a restricted Delaunay triangulation, the crust algorithm first computes the
Voronoï diagram of the point clouds. The next step is to compute the Delaunay
triangulation of the point cloud augmented with the Voronoï vertices. The final
triangulation is restricted to the edges from the Delaunay triangulation whose
circumcircle does not contain any point of the Voronoi diagram (Fig. II.30).
The α-shapes algorithm extracts the subset of simplicies from the Delaunay
tetrahedralization that are α-exposed: as illustrated in Figure II.31a and b, a
simplex is said to be α exposed if there exist an empty ball of radius α on the
simplex. Note that when α = inf, the α shape is the convex hull of the point
cloud) (Figure II.31e).
The ball-pivoting algorithm reconstructs a subset of the α-shape model out of a
point cloud based on a simple intuitive idea: three points a, b, c of the cloud form
a triangle if a ball of a user-specified radius touches them without containing
any other point [19]. From a seed triangle verifying the empty ball property, the
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Figure II.31. – Alpha shape definition and results in 2D: (a) and (b) definition of
α-exposed simplicies, (c) to (e) show the α-shape of a point cloud
for an increasing value of α.
ball is pivoted around an edge (e.g. (a, b)). If the ball encounters another point d
during this movement, a new triangle a, b, d is added to the mesh model (Figure
II.31c). The algorithm iteratively constructs triangles until all edges have been
tried.
Once a point cloud has been modelled with a mesh, it is possible to define
a new model based on subdivision surfaces with feature preserving subdivision
schemes [82].
Even though surface reconstruction using mesh model appears to be attrac-
tive, these methods are highly sensitive to noise and cannot handle occlusion
(especially large occlusions). Moreover, the reconstruction of a large point cloud
(tens of millions of points) as a mesh model would be computationally expensive
and the mesh model would require a high amount of memory resources. Hence
these algorithms are not well suited for reconstructing point clouds from t-LiDAR
acquisition in natural forest environment.
Parametric models
Surface reconstruction can benefit from the advantages of parametric models.
On the one hand elevation surface models have been widely used to locally ap-
proximate the point cloud in order to access first and second order geometry. It
has also been employed to reconstruct surfaces from point cloud given local pa-
rametrizations, but obviously needs ”merging“ functions to provide a full model.
On the other hand, B-Splines and NURBS provide global surface reconstruction
algorithms. We will now describe them briefly to motivate our choices.
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Figure II.33. – Results of the first-order segmentation (a) and second-order seg-
mentation (b).
to outliers. Fitting quadratic elevation surfaces or quadric surfaces involves low
computational cost, but these struggle to capture the precise geometry when
facing sharp features or small details and fail when it comes to restore large
holes. NURBS surfaces are more able to reconstruct precisely these details. Ho-
wever NURBS fitting can be tedious when the weight of the control points and
the nodes are unknown since the fitting requires to solve a non linear system.
Hence, surface reconstruction with parametric models appeared to be inappro-
priate in the context of surface reconstruction from noisy and occluded t-LiDAR
data sets.
5.2.2. Reconstruction using implicit models
Figure II.34. – Reconstruction of a point cloud (left) as a mesh (right) obtained
from the the Poisson reconstruction algorithm [93].
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Figure II.35. – SDF approximation: at each data point (blue) the surface is ap-
proximated by a tangent plane. The SDF is approximated by the
distance from a point (red) to the plane of its closes data point.
The approximation of a point cloud using an implicit model requires to find
an implicit function f which zero level set approximates the unknown surface
to be reconstructed. The implicit function f is then converted to a surface by
extracting its zero level set with the marching cube algorithm or its variations.
Several proposal for the definition of the function f can be found. The earlier
one is the Signed Distance Function (SDF) defined on a point cloud, but such
method only produces piecewise linear surfaces. To alleviate this issue, several
authors used the smoothness properties of Radial Basis Functions (RBF). Finally,
the Poisson reconstruction focuses on finding an implicit function which gradient
approximates points normals.
In an early work, Hoppe et al. in [81] aimed at finding a signed function
positive outside the point cloud, negative inside and null on the surface. One
function verifying these properties is the SDF of the volume inside the surface.
However, since only samples of the surface are known, the SDF itself remains
unknown. The authors hence approximates the SDF with the SDF of a local first-
order approximation of the surface. Considering that the surface can be locally
approximated by planes thanks to normal vectors, the approximate SDF is defi-
ned as the distance from a point to its closest approximation plane (Figure II.35).
Since the surface is locally approximated with planes, the zero level set of the
approximated SDF is only C1.
The properties of radial basis function have been used to reconstruct smooth
surfaces and ensure the continuity of the reconstructed surface. RBF have been
largely studied and offer strong interpolation properties [36]. In [37] and [196],
the authors approximate data points in a finite dimensional space build using
RBF functions centred at a given set of points (called colocations). The implicit
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approximating function is then defined as the sum of shifted weighted kernel
functions:
f(x) =
∑
i
ωiφ(‖x− ci‖) (II.25)
where the ci are the colocations of the φ RBF. The function f is then computed
so that its zero levelset approximates the point cloud:
f(x) =
∑
i
ωiφ(‖x− ci‖) = 0 if x ∈ S (II.26)
Considering the n points of a point cloud as the colocations of the RBF, this
constraint provides a n × n linear system where the unknowns are the weights
ωi. Unfortunately, such system is degenerated and in order to avoid the trivial
solution ω = 0, an additional constraint is required. Following the SDF definition,
this additional constraint is given as:
f(x+ εni) =
∑
i
ωiφ(‖(x+ εni)− ci‖) = ε (II.27)
that is, the SDF value at a point ci shifted in/out the surface S along its normal
ni by a value of ε must be ε (Figure II.36). With these n additional constraints,
solving the linear system provides a unique solution for the weights ωi. Many
radial basis functions have been studied in the literature and used for surface
reconstruction: polyharmonic spline functions, Gaussian functions or compactly
supported radial basis functions (CSRBF) such as Wendland’s functions [141,
149]. With compactly supported RBF, the linear system becomes sparse which
improves the computational time and memory requirements. However, this re-
quires to define the RBF support which can be a challenging task depending on
the point cloud sampling density and the level of occlusion [37].
In their work, Ohtake et al. use RBF to obtain a smooth combination of local
parametric approximations of the point cloud [149]. In a first step, the authors
locally approximate the point cloud with quadratic elevation surfaces Si. These
functions are then blended using CSRBF to obtain the final implicit function f
which zero level set corresponds to the surface to be reconstructed.
The author use Wendland’s functions (φ(r) = (1 − r)4+(4r + 1)) as blending
functions to guarantee the smoothness of the final implicit function. To reduce
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Figure II.37. – Given a point cloud and its normal vectors (left), the Poisson recons-
truction aims at finding the 0.5 level-set (right) of indicator function
whose gradient is zero except at the surface borders (centre-left)
and whose value is zero outside the surface and 1 inside (centre-
right). Adapted from [93].
forest environments.
5.2.3. Conclusion
Overall, current surface reconstruction algorithms suffer several limitations
when applied on noisy and occluded data. In addition to handling holes, these
algorithms are indeed unable to reconstruct a full object if it has only been ac-
quired from a single position (the point cloud is incomplete). Also, surface re-
construction algorithms are designed to reconstruct a single surface (closed or
open according to the approach). Objects of interest have thus to be segmented
prior their reconstruction. For instance, a set of tubular shapes (such as a set
of pipes) need to be identified before being reconstructed. Finally, the shape of
the reconstructed surfaces (i.e. tubular shape, cubic shape, general shape, etc)
cannot be easily derived from its model. Hence, the reconstructed surfaces do
not provide immediate access to shape measurements. These limitations makes
the surface reconstruction algorithm unsuitable for our objectives.
5.3. Pattern recognition
When a priori knowledge about the shape of a scanned object is available, the
surface reconstruction can be turned into a more specific class of problem which
is pattern extraction. The objective of pattern extraction is to detect the presence
of a given pattern in a dataset. In is a field of pattern recognition algorithms
whose objective is to identify a common pattern shared by multiple data sets.
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(a) (b)
Figure II.39. – Robustness of least square and RANSAC line fitting. Results without
outliers (a) and with outliers (b).
algorithms also provide an accurate estimation of the model’s parameters from
which precise measurements can be made.
Our research is related to the extraction of tubular shapes and their parameters
in point clouds. The size of the point clouds represents a limitation for efficient
usages of machine learning approaches (support vector machine, neuronal net-
works) or graph descriptors. Thus, in the following we will focus on two practical
existing approaches that identify a parametric model and its parameters from a
point cloud. The first one is based on shape model fitting while the second one
uses the Hough transform.
5.3.1. Shape extraction with shape fitting
Given a model of a shape, a straightforward approach for shape extraction can
be divided into 3 steps. In a first step, a set of points is selected as candidates.
In a second step, shape fitting techniques are applied to estimate the parameters
of the model that best approximates the candidate points. Finally, the third step
consists in analysing the distance from the candidates to the fitted shape: if the
error is less than a defined threshold, the shape is considered to be a valid re-
presentation of the point cloud, otherwise, it is discarded. During this third step,
the root mean square error (RMSE) of the shape fitting is usually considered.
Fitting a given model to a set of points can be done in several ways. However,
two methods emerge as classical solutions to this problem, namely least square
regression and the random sampling consensus algorithm (RANSAC).
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Given a parametric shape model M with k parameters p1, p2, · · · , pk, shape
fitting can be posed as an optimisation problem. Indeed, the goal is to find the
set of parameters p′1, p
′
2, · · · , p
′
k minimising the distance between the n points
x1, x2, · · · , xn and the model M(p′). Expressed in a least square regression fa-
shion, the problem is to find the minimum of the following energy E:
E =
n∑
i=0
‖d(xi,M(p))‖
2 (II.29)
with d(xi,M(k) is the distance from a point xi to the modelM(p). The energy E
reaches its minimum when:
∇E = 0 (II.30)
Thus, solving the previous system of equations for the k parameters provides the
desired solution. The least square regression is a very intuitive and widely spread
method. However it includes three major limitations. Firstly, this regression is
very sensitive to outliers (Fig. II.39). Secondly, when the system of equation
(II.30) is not linear (depending on the considered shape and distance), compu-
ting the least squares solution involves a higher computational cost and requires
a first estimation of the shape close to its final solution . Finally, if the energy E is
convex, then the least square regression provides the shape corresponding to the
global minimum of E. However, when this condition is not met, the least square
method only ensures to provide a solution corresponding to a local minimum of
E.
To tackle the limitations of least square regressions, the RANSAC algorithm
[63] have been developed, generating multiple variants (e.g. MSAC [194]).
RANSAC was developed to be robust to noise and outliers. The main idea of
this algorithm is to differentiate inliers and outliers (Fig. II.39): the algorithm
fits a shape to a subset of randomly selected data points and identifies the out-
liers and inliers with respect to the distance from the points to the shape. If the
number of inliers associated to the shape is too low, the fitted shape discarded.
Otherwise, it is viewed as a good candidate and the distance from inliers to the
shape is computed. This procedure is repeated a high number of time starting
with a different subset of points, generating a set of candidate shapes. The algo-
rithm’s output is the candidate shape that generates the lowest distance to the
inliers. Despite its robustness to noise and outliers thanks to their identification,
RANSAC does not prevail over least squares regression for several reasons. In-
deed, the algorithm requires the user to set different thresholds which influence
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can be found in several references such as [125, 143].
Roughly speaking, the HT of the shape model is the function which associates
the number of data points matching the shape to each potential occurrence of
the model. In other words, each data point votes for the set of occurrences that
it matches. Let us consider a set of n data points D = {di, i ∈ 1, · · · , n} and a
mathematical shape model M with m parameters. Let P = P1 × · · · × Pm be the
parameter space with Pj the domain of the jth parameter. Any set of parameters
p ∈ P gives rise to an occurrence M(p) of the model. Let us denote by fp(d)
the binary function testing if a data point d belongs to M(p). Given k ≤ m, the
k-Hough transform is defined as:
HTk : M −→ N
+
p 7−→
∑
d∈Pk(D)
1p(d) (II.31)
where Pk(D) ∈ Dk is the set of combinations of k elements among D, and 1p(d)
determines if the tuple d = (d1, · · · , dk) matches the modelM(p):
1p(d1, · · · , dk) : D
k −→ {0, 1}
(d1, · · · , dk) 7−→
∏k
i=0 f(di)
(II.32)
In practice, the parameter space is discretised, and is referred to as Hough space
(HS). Each element of the HS represents an occurrence of the model and is as-
sociated with a score corresponding to the number of votes (Fig. II.40). Hence
the score describes the level of matching between an occurrence of the shape
model and the data points. Shape reconstruction is then computed by extracting
elements of high score in the HS (Fig. II.40). However, HS analysis is dependent
upon the specific shape model and algorithm settings. Therefore, filtering, thre-
sholding and detecting maxima in the HS are key issues and must be adapted to
optimise the algorithm for a specific application.
The HT is a powerful approach which reduces a general pattern recognition
problem to a simpler discrete space analysis. It does not require an initial guess
of the results (e.g. location or number of occurrences) and extracts an exhaustive
set of shapes in a single step. Score accumulation tends to be robust to irregular
sampling, noise and occlusions, as it is able to identify the most probable oc-
currence (hence a “full” shape) from partial data. However, it may require a lot
of computation time and memory. Like the shape fitting approach, the HT has
been successfully applied on a point cloud to detect, among others, planes for
building reconstruction [27] (Fig. II.41), circles for tree stem localisation [186],
or cylinders for pipe reconstruction [167].
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III. Fast normal vectors estimation
Overview
In chapter II we showed the importance of first order geometry estimation on
point clouds. Indeed, numerous algorithms require normal vectors in addition
to data points as input. In particular it is a prerequisite for our tubular shape
extraction detailed in chapter IV. However, experience showed that existing nor-
mal estimation methods are time consuming: most of them necessitate to com-
pute the neighbourhood of a data point before estimating a normal vector. Even
though neighbours queries are accelerated with data structures, the repetition of
this procedure for each data point makes the process tedious and slow on large
point clouds. Therefore, normal estimation constituted a limitation for our deve-
lopments. We addressed this issue and proposed a normal estimation procedure
running in reduced time.
In this chapter we introduce the fast normal vector estimation method we de-
veloped. Our approach achieved a time-efficient computation by avoiding point-
wise operations. Our work is based on the subdivision of a point cloud into
patches of points. The geometry of each patch is then approximated with a local
explicit surface model and normal vectors can be efficiently computed for the set
of points in the patch. This way we obtained a higher level geometric represen-
tation of the point clouds and accelerated further processing. Our development
led to the definition of a new data structure called anisotropic octree. In addi-
tion to speed up normal estimation, this data structure can be used for classical
applications such as neighbours queries. Finally, even though it is not the core of
this chapter, we also illustrate the potential of anisotropic octrees for point cloud
compression.
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1. Introduction
With the current advances in photogrammetry and the availability of instru-
ments recording 3D information (e.g. depth sensors and laser scanning devices
from airborne, terrestrial or mobile platforms), point clouds are becoming com-
monly used in various fields. Data acquired with these tools often contain several
tens of millions of points. Processing these large data sets is still a challenge and
computing geometric information such as normals or curvature is a real issue. A
major difficulty in such processing is the absence of neighbourhood information:
unlike meshes, point clouds are unstructured raw data. Consequently, extracting
information from a point cloud can be time consuming. Thus, there is a need for
new algorithms oriented towards fast point cloud processing.
Normal directions are crucial geometric information for surface analysis. They
are a key variable for a large range of algorithms and point clouds analysis ap-
proaches [120]. Therefore, normal estimation techniques have been widely stu-
died (see chapter II). However, the estimations of point’s normal can be challen-
ging and computationally expensive.
In the present study we propose a new method, following an optimisation-
based approach, as a solution to improve the efficiency of normals estimation
on large in-core point clouds. Our first specific objective is to avoid point-wise
operations. To reach this goal, we developed two distinct procedures that rely
on an innovative adaptive subdivision of the point cloud. We propose two novel
rules to guide this subdivision in accordance to the local geometric complexity
of the point cloud rather than the local density. Our second specific objective is
to analyse their efficiency and accuracy in different situations to evaluate their
behaviour and the comparative gain in efficiency with currently available algo-
rithms.
2. Methodology
The normal estimation method we developed is built on a simple idea: surfaces
are composed of a combination of uniform areas (with respect to the geometrical
variation and hence, containing no sharp elements) and sharp features. Conse-
quently, the point clouds resulting from remote sensing of these surfaces also
contain uniform and sharp parts. The proposed fast normal estimation proce-
dure takes advantage of this characteristic. We avoided costly point-wise fittings
by partitioning the input point cloud into patches in an anisotropic division.
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Figure III.1. – Overview of the methodology.
Unlike classical subdivisions that are only guided by the point density, our subdi-
vision takes into account the geometry of the data. Indeed, it is designed to split
the point cloud anisotropically according to the set of normals. The fast normal
estimation procedure is then applied on patches of points instead of point-wise.
More precisely, to achieve our objective efficiently, we developed the methodo-
logy summarised by the flow diagram of Figure III.1. This methodology is a com-
promise between running time and normal directions accuracy. The proposed
method improves the running time efficiency based on two main aspects. First, it
estimates normal directions at a patch level which lowers the computing time. It
should also mitigates the impact of noise on normals estimation on large patches
in the sense that with larger areas to approximate comes more information about
the underlying surface. Second, it provides a curvature indicator and principal
curvature directions, which are important geometric features for further proces-
sing. As a side application, the analysis of the point cloud at a patch level can be
used for point cloud compression.
The proposed method has four distinct steps. As demonstrated by Zhao et al.
(2016), the use of a point cloud subdivision prior to shape fitting shortens the
computational time. The first step of our method addresses patches creation by
diverting the octree structure from its initial purpose. Unlike Zhao et al. (2916),
who use an octree partitioning guided by the point density, our patch partitioning
builds an anisotropic subdivision of the data according to its geometry.
We calibrated the octree subdivision of a point cloud on its local uniformity ra-
ther than adopting the usual strategy using the point density. Figure 2 illustrates
this anisotropic subdivision: areas containing sharp features such as ground-wall,
wall-wall or wall-roof junctions are highly subdivided. whereas bare ground or
inner walls are less divided and result in larger patches. This anisotropic octree
recursively divides a point cloud into two sets of patches (Figure III.1b, III.1d):
(1) locally smooth patches, and (2) patches containing sharp features (we will
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(a) (b) (c)
Figure III.2. – Anisotropic subdivision of an input urban point cloud (left), using σ3
criterion (centre), or RMSE criterion (right). Sharp features creates
small patches while uniform surfaces generates large patches. On
an almost constant point density, the octree sudvision still creates
patches of various size since it is ruled by geometric complexity.
refer to them as edge patches). The recursive subdivision also includes a surface
fit for each generated patch (Figure III.1c, III.1d). This way, we generate large
patches in even areas and process them at once. Unlike point-wise approaches,
our method does not require the computation of a neighbourhood for each point
of the input cloud. As a consequence, the complexity of our approach is drasti-
cally lower than point-wise approaches. The second step of the method involves
estimating normals and curvatures inside each resulting uniform patches using
the fitted surfaces (Figure III.1e). Since these surfaces are not oriented, the re-
sulting normal directions are possibly inconsistent across neighbouring patches.
Therefore, the third step is designed to improve the coherence of the normal
field. To do so, we take advantage of the fast node neighbourhood access given
by the octree structure to generate a consistent orientation of normals (Figure
III.1f). Eventually, the forth step blends the computed normals and curvatures
along nodes boundaries in order to guarantee the smoothness of the resulting
normal field (Figure III.1g).
2.1. Anisotropic subdivision
The first step of our method divides the point cloud along an octree subdivision
guided by the local uniformity of the point cloud. Starting from the root of the
octree O, which contains the entire point cloud, nodes are split into eight octant
patches until a uniformity criterion is satisfied.
We developed two procedures to create the anisotropic subdivision (Figure
III.2). Each of them uses a different criterion to stop the recursive subdivision.
The first procedure stops the subdivision when the flatness of the patches is suf-
ficient (Figure III.1b): the corresponding criterion is based on a flatness index
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(Figure III.3). The second procedure stops the subdivision as soon as the patches
can be accurately approximated by a surface model (Figure III.1d): the corres-
ponding criterion thus is based on the modelling error.
Both criteria are designed to avoid an over-segmentation of the initial point
cloud. Indeed, only patches containing sharp features will be further divided,
hence generating large patches for uniform areas, and small patches for sharp
features, that is, an anisotropic subdivision. The two procedures have different
strengths and balance running time and accuracy, as discussed in the results and
the discussion sections. While the first procedure is based on flatness, it requires
less computations but captures fewer details on the point clouds. Indeed, Figure
III.2 shows that the σ3 criterion is more permissive regarding the presence of
sharp features and creates patches containing a small amount of sharp features
such as ground-wall junctions. The second procedure based on modelling error is
more accurate, but involves more calculations. While the verification of the first
criterion requires the use of plane fitting operations, quadratic surface fitting is
necessary for the evaluation of the second criterion.
2.1.1. Local plane fitting
Plane fitting
Let o ∈ O be an octree node, {p1, p2, · · · , pm} be the points contained in o,
and p be their centroid. It has been proven that computing the least square fitted
plane P going through p and approximating the points pi can be obtained by a
centred PCA of the pi [156]. Indeed, such a plane is completely determined by
its normal ~n. Hence, least square fitting is equivalent to minimising the following
least square error:
m∑
i=1
d(pi, P )
2 =
m∑
i=0
(
(pi − p) ·~n
‖~n‖
)2
=
1
‖~n‖2
~nt × Cov(pi)× ~n
(III.1)
where Cov denotes the covariance matrix, and pi = pi − p. Given λ1 > λ2 > λ3
the eigenvalues of the covariance matrix, and ~v1, ~v2, ~v3 the associated eigenvec-
tors, the fitted plane P is actually the plane containing p and whose normal
direction is ~v3.
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Figure III.3. – Different point cloud dispersion represented as ellipsoids and corres-
ponding PCA results. Eigenvectors are scaled according the eigen-
value. The colours represents the height map of each ellipsoid for a
better appreciation of the shape.
Flatness index
The residuals of the PCA plane fitting are given by λ3. Thus these residuals
may be considered as a flatness indicator. However, λ3 not only depends on the
number of points considered, but also on the size of the point cloud. Hence we
selected an indicator σ3 called surface variation [156], providing an homoge-
neous, orientation, and scale independent indicator:
σ3 =
λ3
λ1 + λ2 + λ3
(III.2)
From the PCA properties, σ3 can be seen as the ratio of inertia kept by the plane
normal over the total inertia of the point set. This normalisation produces an
index σ3 ∈
[
0,
1
3
]
that is independent of the patch size and of the number of
points considered: the lower σ3, the flatter the corresponding sampled surface
(Figure III.3b). This index can be applied as a criterion to regulate the anisotropic
recursive subdivision.
2.1.2. Quadratic surface fitting
The second procedure models patches as quadratic surfaces for a closer ap-
proximation of their geometry. Computing a best-fit surface requires a local
frame. An efficient way to obtain this system is to compute an approximate tan-
gent plane using the previously described PCA plane fitting, and to consider the
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orthogonal resulting basis B = (~v1, ~v2, ~v3), along with p its origin.
Given a local frame and a point cloud P = {p1, p2, · · · , pm} expressed in this
basis, we use the classical least square method ([163]) to fit an elevation surface
S of equation S(x, y) = a2 + bxy + cy2 + dx + ey + f minimising the following
distance:
d(S,P) =
n∑
i=1
(zi − S(xi, yi))
2 (III.3)
The accuracy of this fitting procedure can be evaluated with the corresponding
root mean square error (RMSE), which can be used as a criterion to guide the
octree subdivision.
2.1.3. Anisotropic subdivision
Let us now introduce our anisotropic octree subdivision. Whereas standard
octree subdivision iteratively divides voxels according to the relative density of
points, we control the subdivision and eventually stop it according to either of
the two criteria presented: (1) the σ3 criterion, and (2) the RMSE criterion.
The octree creation using the σ3 criterion performs a PCA plane fitting and stops
the subdivision according to a threshold over σ3 (Figure III.1b). In the RMSE
criterion, after the initial PCA plane fitting a quadratic surface is fitted and sub-
division is stopped according to a threshold over the resulting RMSE (Figure
III.1d).
The σ3 criterion therefore requires less computations and as resulting patches
have a σ3 value lesser than a given threshold, they are relatively flat and do not
contain folds or sharp features. The RMSE criterion requires more calculations
since both PCA plane fitting and quadratic surface fitting are computed at each
level of the recursive subdivision. However, this criterion assesses more accura-
tely the patches and improves the anisotropy of the resulting subdivision.
Starting from this subdivision, each patch is them modelled by an elevation
surface to compute normals. Whereas the RMSE criterion directly provides an
approximating surface (Figure III.1d), in the case of the σ3 criterion, we even-
tually fit a quadratic surface in the least squares sense over each patch. (Figure
III.1c).
Regardless of the criterion applied, we set two additional conditions for a
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patch to be split. At critically small scales, point clouds no longer represent the
sampled surfaces. Therefore we use a threshold on the patches dimensions Dmin
to avoid dividing further small nodes. Finally, since we use PCA to locally fit a
plane, we set a threshold nmin on the number of points contained within the
patch to ensure a reliable geometric fitting.
As a result of the recursive binary space division, two main reasons exist for
an octree node to include a non uniform patch that cannot be modelled by a
surface. The first reason is that nodes may contain less than nmin points. This
happens: (1) mainly when a node containing an edge is recursively split without
reaching the desired level of smoothness, or (2) when a node splitting isolates
a few points inside an octant, even if the other nodes reach the smoothness
criteria. The second reason for a node not to contain a uniform patch is that the
patch is more likely to represent a 3D curve than a surface (Figure III.3c). In
order to detect these patches, we use another indicator derived from the PCA
plane fitting. These edge patches are detected by using the following ratio:
σ2 =
λ2
λ1 + λ2 + λ3
(III.4)
No surface can be fitted on edge patches. Similarly, patches not containing en-
ough points are not modelled by a surface since they may contain a sharp feature
that cannot be accurately approximated by a quadratic model (e.g. several pie-
cewise surface). In both cases, these patches are ignored in the later procedure.
2.2. Normals estimation and curvature indicator
Once uniform patches have been obtained from the anisotropic octree and
modelled by a surface S, normals can be estimated in an efficient manner. The
normal direction at a point pi of the patch is approximated by the normal of its
projection p′i onto the surface S. Since the surface equation is known, obtaining
the normal −→n is straight forward. However, at this point, the orientation of the
fitted surface cannot be assessed (i.e. discriminating interior and exterior space),
and neither do the normal directions.
Similarly to normal directions, principal curvatures can be derived from the
fitted surface equation. The first and second fundamental forms of each surface
are computed for each point pi as the curvature of their projection on the fitted
surface p′i. Hence, the curvature tensor can be computed to obtain the corres-
ponding eigenvalues and eigenvectors. However, because the fitted surfaces are
quadratic, and since the point cloud division generates uniform patches, the cur-
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Figure III.4. – Surfaces are oriented by considering the sign of implicit surfaces at
points sampled on the face of contact between neighbour nodes.
vature may not be captured with high precision. The resulting eigenvalues of the
tensor thus differ from the actual main curvatures of the surface. Nonetheless,
this procedure provides a potential indicator of the curvature which can be used
to analyse the changes of its value across the point cloud.
2.3. Consistent normal orientation
In order to enhance the consistency of the normal directions, we propose a way
to locally orient surfaces. Starting from a patch, neighbouring patches are probed
according to their adjacency to propagate a consistent orientation (two patches
are considered to be neighbours if their corresponding octree nodes share a com-
mon face). LetN1 andN2 be two neighbour nodes, S1 and S2 be the surface fitted
in each node, and f the face shared by N1 and N2. In order to orient N2 relati-
vely to N1, a set of m points are sampled uniformly on the face f . Now, S1 and
S2 can be seen as the surfaces corresponding to the zero level set of two implicit
functions I1 and I2 corresponding to their quadratic equation.. At each point pi
sampled on f , the signs of I1(pi) and I2(pi) is computed. The orientation of N2 is
set to minimise the difference of signs at the sampled points (Figure III.4).
2.4. Normals blending
Since patches are analysed separately, the junction between the fitted surfaces
of two neighbouring patches are discontinuous. Thus, two points inside a small
neighbourhood radius may have divergent normals. To minimise this potential
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Node 1
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Wendland 2
Figure III.5. – Normals directions close to a node faces are weighted with the neigh-
bours node surface. The weights are computed as a Wendland func-
tion around the faces of contact.
bias, we propose a way to blend the normal direction at the nodes junctions
taking into account the local information of multiple surfaces. Note N1, N2 two
neighbouring nodes of size d1 and d2 and f the face they share. We define a
radius of influence r:
r =
min(d1, d2)
3
(III.5)
around f in which normals will be blended (Figure III.5). At each point p, one
or several nodes and their surfaces Si will then influence the estimation of its
normal direction. The normal direction
−→
N p at p will be ultimately estimated as a
weighted sum of the normals −→ni at p on the set of surfaces Si:
−→
N p =
∑
i
ωi
−→ni (III.6)
where −→ni is the normal at pi estimated on the surface Si, and the weights ωi are
computed based a Wendland’s function of the distance di from p to fi (Figure
III.5):
ωi(d) =

(1− d)
4
+(4d+ 1) if d < r
0 else
(III.7)
In order to blend local estimates smoothly inside a limited radius, we choose to
weight normals along boundaries using Wendland’s functions. Indeed, such func-
tions are smooth (to any given degree of derivability) while having a compact
support. Linear interpolation is clearly not smooth enough whereas Gaussians
functions are not compactly supported (whereas we intend to blend estimates
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only along the boundary).
2.5. Point cloud compression
The presented anisotropic octrees provide a quadratic surface patches-based
representation of a point cloud. Since patches approximate several data points,
fewer patches are necessary to reproduce a point cloud. We used this property
and developed a point cloud compression by only considering surface patches.
We propose to achieve the point cloud compression by encoding, in a file,
the anisotropic octree structure and the associated surfaces. As a header, the file
includes the bounding cube of the point cloud is first represented by 9 floats. In-
ternal nodes are represented by an empty line and empty nodes are represented
by a character string. For each leaf node, the file stores:
— the origin of the local surface patch (3 floats)
— the vectors of the local basis (9 floats)
— the parameters of the quadratic surface S (6 floats)
— the bounding rectangle B of the points in the local basis (4 floats)
— the number nnode of points inside the node (1 integer)
The storage of a leaf node thus requires 23 × 4 = 92 bytes. Each data point
is originally stored by 3 × 4 = 12 bytes. Therefore, the compression becomes
advantageous when a surface patch approximates 8 points or more. The decom-
pression is straightforward: surface patches are loaded, and for each patch nnodes
points are uniformly sampled on S inside the bounding rectangle B.
The compression rate depends on the criteria selected during anisotropic oc-
tree construction (threshold on σ3 or RMSE). However, because patches only
approximate the input point cloud, the proposed compression method includes
data loss. Therefore, higher thresholds lead to higher compression with higher
errors.
3. Results
We tested our methodology on six different point clouds with various cha-
racteristics and number of points (Figure III.6). These models are indeed re-
presentative of a large range of applications: arts, forestry, urban environments
and industrial applications. Additionally, while the Lucy model contains a higher
number of points, the Angel model shows variations in point sampling where
110

Figure III.7. – Comparison of computational time for normal directions estimation
using different methods.
tion error is given in Table III.1. We ran the tests on an Intel c© CoreTM i7-4790
CPU (3.60 GHz). Our methods outperformed the methods in Meshlab and Cloud-
Compare on all tested point clouds in terms of running time. More specifically,
the σ3 octree was faster than the RMSE octree. These results can be explained
by (1) the higher tolerance of the σ3 criterion to sharp features which induces
less subdivisions of the point cloud, and (2) the need to compute the quadra-
tic surface fitting at each level of recursion when using the RMSE criterion,
whereas this surface fitting is only computed on the octree leaves when the σ3
criterion is selected.
The complexity of the anisotropic subdivision is related to the size and the lo-
cal uniformity of the point cloud. In contrast, since Meshlab and CloudCompare
perform point-wise operations, the resulting complexity is then dependent on
the number of points in the cloud. In point wise optimisation-based approach,
for each point, a neighbour query is required before fitting a surface to the ex-
tracted neighbourhood (either with a plane fitting, a quadric surface fitting, or a
plane fitting followed by a quadratic surface fitting). Such neighbour finding pro-
cedure can be achieved inO(log(n)). Denoting by F the complexity of the chosen
fitting procedure and S the complexity of the accelerating structure creation, the
overall complexity of point-wise approaches is thus O(S + (n ∗ (log(n) + F ))).
The complexity of our methodology, in the worst case, is that of the octree
creation (that is S = O(n(d + 1) where d is the depth of the octree) plus a
PCA plane fitting and a surface fitting in each node of the octree. The overall
complexity of the normal estimation in an anisotropic octree containingM nodes
is thus O(S + (M ∗ (PCA + F ))). In the vast majority of point clouds, M ≪ n.
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Figure III.9. – Distribution of error angle between original model normals and es-
timated normals for different methods. Above 45 degrees, the fre-
quency continues to decrease for each method.
from CloudCompare but with higher errors on the Bunny model. The σ3 octree
however is less accurate with error distributed on a larger range. Average median
errors are summarised in table III.1. As illustrated in figure III.8, even though the
values of the curvature indicator differs from the actual Gaussian curvature, the
variations of this indicator are actually relevant and capture the reliefs of the
statue.
Figure III.10 illustrates the differences between each method, including the
tree and urban data sets. A pattern emerges as the anisotropic octree σ3 induces
higher differences for each compared method, and for the majority of data set.
Overall, the difference between Meshlab and CloudCompare is regular, and the
octree RMSE presents low difference variations with these methods. However,
the data sets characteristics influence the resulting differences as shown in the
Tree and Angel data sets. The differences observed on the Tree data set are due
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Figure III.10. – Difference of normal directions estimation in degres between the
RMSE octree (RMSE), the σ3 octree (σ3), Meshlab (M) and
CloudCompare’s plane fitting (CCP), quadratic fitting (CCQ) and
triangulation (CCT).
to the high geometric complexity of the analysed object, as well as the occlusion
effect inherent to terrestrial laser scanning. The Angel point cloud in turn has
a non homogeneity of the point sampling on the surface which may impact the
neighbourhood search operations. On the contrary, the Urban point cloud present
lowest inter-methods differences including the σ3 octree. This is explained by
the simplicity of the sampled scene: the point cloud is mainly composed of flat
surfaces such as soil, walls, and roofs.
Finally, we evaluated the compression rate offered by the anisotropic octrees
(Figure III.11). Table III.2 shows that the compression rate is higher for point
clouds containing large flat areas. This result was expected since these areas are
compressed as a single quadratic surface patch, whereas more complex surfaces
require more patches to be described accurately.
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Modèle Original XYB Octree Gain
Angel 13,8 Mo 6.2 Mo 2 Mo 6.9
Blade 56,8 Mo 23 Mo 5.3 Mo 10.7
Bunny 2,1 Mo 935 ko 301 ko 7
Lucy 884,6 Mo 364,7 Mo 43,3 Mo 20.4
Tree 57,2 Mo 25,2 Mo 3,4 Mo 16.8
Urban 40 Mo 16,7 Mo 1,4 Mo 28.6
Table III.2. – Quantitative evaluation of the compression algorithm.
4. Discussion
We achieved our objective and developed a method for fast normal estimation.
Indeed, tests have demonstrated the running time efficiency of our methods. The
calculations by surface patches instead of point-wise operations reduces the com-
plexity of the normals estimation. Whereas the implementation of our anisotro-
pic subdivisions is mono-thread, the CloudCompare normals estimation methods
are multi-thread processes taking advantage of the eight cores available on the
computer used during the tests. Thus, using thread partitioning libraries could
even increase the benefit in terms of running time. Besides normal directions,
our methods also provide a curvature indicator and an efficient point cloud com-
pression.
Comparing our methods on six data sets with different characteristics (num-
ber of points, sampling density, and type of model) provided sufficient content
for evaluation. Our two methods differ in terms of running time efficiency and
accuracy. Whereas the RMSE octree performs slower than the σ3 octree, it ge-
nerates errors in the range of the Meshlab and CloudCompare methods. The σ3
octree subdivision, however, produces larger errors, mainly due to its inability to
capture details and sharp features. Nonetheless, the σ3 octree reached the same
accuracy as other methods when it was applied on a point cloud with a majority
of flat surfaces. Furthermore, patches identified as edge cannot be modelled by a
surface. Consequently, normals are not estimated on such points, which, in turn,
impacts the surface orientation along neighbouring patches.
The impact of noise on the resulting normals has not been studied through an
extensive validation yet and is the next step towards a deeper understanding of
the capacities of the proposed normal estimation. Robustness to noise was not
the main motivation of the presented developments, rather we focused on the
balance between computing time and accuracy, as stated earlier (other existing
methods were developed to overcome the problem of noisy data). However, we
provide some elements to analyse the potential response of our methods. First,
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given a point cloud affected by a certain level of noise points, processing larger
patches (larger than point-wise neighbourhoods) improves surface fitting. This
in turn should improve the robustness of normal estimation (let us point out
that thanks to these larger patches, we could also detect and remove outliers
during surface fitting to mitigate their impact). When considering a spherical
neighbourhood, the chosen radius has to be set carefully: it should be higher than
the distance from noisy points to the underlying surface. Otherwise, the local
dispersion of the cloud is too important to obtain accurate information. The same
rule applies to the consideration of the k-closest neighbours, which generally
implicitly engenders a small neighbourhood radius. By contrast, the subdivision
into patches allows to analyse a noisy surface over larger areas. In such case, the
noise dispersion in less likely to amalgamate noise and pertinent information.
Overall, the chosen scale of analysis during the surface fitting is a critical aspect
that has to be carefully considered in optimisation-based approaches.
Our work opens up several perspectives in terms of performance improve-
ments and new applications. A way to improve the efficiency of our method is
to take advantage of both the σ3 and RMSE criteria to obtain a compromise
between efficiency and estimation accuracy. We believe this could be achieved
by using a criterion based on the value of λ3 rather than the σ3 indicator. We
also intend to explore the relevance of trilinear interpolation during normals
blending and apply it to estimate normals on currently ignored patches. Octree
structures are a major element in computer graphics and they take part in many
algorithms in order to accelerate the processing. KD-trees are also a popular
space partitioning structure. We chose to use octrees because of the regularity
of the subdivision (the space is divided into cubes) and because of the efficiency
of octrees for neighbourhood searches ; both of these properties are further re-
quired in other workflows. However, our method could be adapted to KD-trees
with few changes. This might even enhance the anisotropy of the resulting pro-
cedure since patches could be split at regions of maximum estimated curvature.
Doing so would be highly relevant to obtain the larger uniform patches. Another
improvement would be to develop these changes in a multi-thread implemen-
tation. Additionally, the method could be adapted to handle out-of-core point
clouds containing up to several tens of billions of points. Indeed, once patches
have been identified and approximated with a quadratic surface, the data points
are no longer needed. Thus, the only memory footprint remaining is that of the
octree structure itself, which is manageable. Therefore, loading separately ap-
propriate chunks of the point cloud is a viable solution that do not interfere
with the normal orientation procedure. Moreover, out-of-core clouds usually re-
present wide areas (e.g. an entire and detailed building, or parts of a city). With
these data, it would be recommended to impose a maximum patch size prior to
the octree creation. For example, patches of 15 m2 would have a great chance
of containing sharp features with a junctions of different surfaces such as wall-
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ground. This patch size limit would fasten the procedure by avoiding several
subdivisions and make it easier to handle the amount of data points. Finally,
since anisotropic octrees offer a hierarchical representation of the data (from co-
arse to fine) they could be used to efficiently store and generate various level of
details of a given point cloud.
5. Conclusion
We have presented two new methods to estimate normal directions and curva-
tures on a point cloud which are major elements in geometric analysis. Both rely
on an efficient anisotropic octree subdivision of the data and perform faster than
the benchmark pieces of software tested. Results show that the RMSE criterion
is preferable for capturing great details on the point cloud, whereas the usage of
the faster σ3 criterion has to be restricted to point clouds containing mostly flat
surfaces (e.g. urban or indoor environments).
The generated anisotropic octrees represent a multi-purpose and efficient tool
for point cloud handling. Indeed, besides the normal and curvature estimation
presented here, octrees are included in a wide range of applications in computer
graphics. As an example they are almost inevitable for visualisation and neigh-
bours finding, and may be involved in segmentation, classification, and spatial
analysis. Overall, the proposed methodology can be inserted in various work-
flows with few modifications and gives access to elaborated methods based on
normals directions.
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IV. Tubular shape extraction (STEP
algotihm)
Overview
In spite of their accuracy, point clouds acquired with remote sensing techno-
logies face common constraints such as non homogeneous sampling, occlusion
and noise. Furthermore, these constraints are amplified in natural environments.
Revealing the geometry of the acquired surfaces on such data sets is a challen-
ging task and the results of existing methods are affected by these constraints.
Therefore, robust point cloud processing are still required to segment, model and
reconstruct objects of interest from a raw point clouds prior building any higher-
level knowledge. A wide range of applications aims at extracting a specific object
from a point cloud for studying and measurement purposes. This pattern recog-
nition procedure thus requires to identify and extract a predetermined geometry
from a data set. For example, extraction of tubular shapes from point clouds is
of major importance. Indeed a large set of real-world objects are composed of
tubular shapes, such as pipes, poles, stems or monument pillars.
In this chapter we address this issue and introduce a novel and robust method
for extracting and reconstructing tubular shapes in dense, noisy, occluded and
unorganized point clouds. The proposed method deals with the acquisition arte-
facts of point clouds from terrestrial LiDAR. We used parametric models to iden-
tify and reconstruct tubular surfaces from a data set: extracted tubular shapes
S(t, θ) were parametrized by a parameter t varying along a 4D curve, and an
angle θ for the revolution around the curve. These models were obtained from a
combination of an original Hough transform and a new form of growing active
contours (also referred to as "snakes") that overcome point clouds limitations
while being able to handle large data sets. In the following we also demonstrate
the robustness of our method by presenting a sensibility analysis along with ap-
plications to forest data.
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1. Introduction
Extraction of tubular shapes from point clouds is of major importance, since
they can be used to monitor, among others, factory constructions, refinery pipe-
lines, or power plant structures. Tubular shape extraction is also required in fo-
restry since tree cross-sections are commonly modelled by a circular shape. The
precise reconstruction of trees and derived measurements have many applica-
tions ranging from ecology (allometric relationships, growth modelling, carbon
storage assessment) to forestry (forest monitoring, sustainable development) or
industry (harvests planning, sawmill optimisation).
During this thesis we developed a novel algorithm designed to extract tubu-
lar shapes from noisy and occluded dense point clouds. Besides the algorithm
itself, our work incorporates two main innovations. Firstly, it introduces a novel
and fast cylinder variant of the Hough transform (HT) which uses the normal
vectors to lower the complexity of the classical HT. Secondly, it includes the
curve parametrisation in generalised open active contour models. The proposed
methodology is intended to be robust to noise and occlusions and aims at re-
constructing each tubular shape present in the initial data as a separate item.
We tested the tubular shape reconstruction capabilities, including a noise and
occlusion sensitivity analysis, on an abstract object and on forest trees, which is
our main investigation field.
Terrestrial laser scanning (TLS) acquisitions in natural forest environments
include additional constraints when compared to those made in urban, or indus-
trial point clouds. These constraints are tied to the remote sensing technique and
to the complexity of the natural forest environments. TLS point cloud sampling
rate may vary from one set-up to another, and the spherical geometry of the sen-
sor results in a non-homogeneous sampling density. In addition, occlusions are
particularly important in forest environments. The TLS geometry paired with
the presence of vegetation (branches and leaves), induce occluded areas expan-
ding both in size and number with increasing distance from the sensor. Moreo-
ver, noise brings supplementary confusion at surfaces extremities and is severely
present in foliages. With these constraints, it is frequent that a given stem is pro-
bed with different conditions from its base up to the location where branching
dominates. Forest measurements from TLS data also suffer from objects speci-
fic limitations. Even though tree stems can be assumed to have almost circular
cross sections, they often deviate from this hypothesis. The non-trivial topology
of the woody parts of the trees together with intricate occlusions of numerous
branches complicate the point clouds processing. Furthermore, stem’s bark can
be irregular and rough, and hence produces disturbed surfaces. In addition, TLS
point clouds of trees may be affected by wind and multiple scan alignment issues.
121
Therefore, several artefacts induce point cloud distortions and generate crooked
objects. With these issues specific to the natural environments, forest measure-
ments from TLS data have to overcome more constraints than those present in
urban or industrial settings.
After presenting previous works in section 2 and the theoretical background
of our work in section 3, we introduce our approach in section 4. In section 5
we present a validation of our approach, including a sensitivity study, both for
synthetic data and terrestrial LiDAR data acquired in forest environment. These
results are discussed in section 6 before we conclude in section 7.
2. Related works
Different recent approaches for tubular shapes detection are promising for the
delineation of tree stems from TLS data. Among them, the so-called “arterial sna-
kes”, introduced by Li et al. in [111] are designed to detect such shapes. After
computing a longitudinal vector field (locally orthogonal to normals), snakelets
are initialised after clustering nearby points with similar reliable directions. They
are then competitively grown, eventually merged to handle the object topology,
and regularized to provide the final results. However, the clustering step for ini-
tialising snakelets may face limitations when confronted with a conical shape.
In such case the normals to the clustered points cannot provide an orthogonal
longitudinal direction, and thus no snakelets can be initialised. Also, the “arterial
snakes” approach requires heavy computations, implying point neighbourhood
search for euclidean clustering and snakes skin matching, and solving large li-
near systems (processing a 100k point cloud requires approximately 5 minutes).
Therefore, in spite of its similarity with our work, this approach is not applicable
in the context of tubular shape extraction in forest environments with major oc-
clusions and noise, and where a single tree is sampled with several hundreds of
thousands points.
Tubular structures have also been studied in [130] from an image sequence.
Their method first detects and filters the junctions of the tubular structures. Then
the final geometry is reconstructed using a sweeping circle along the skeleton
together with a rod simulation. However, this approach requires a volumetric
representation of the object, which can not be derived from single-side scanned
point clouds.
Other examples of methods detecting tubular shapes were developed in the
medical field. Particularly, the approach proposed by H. Li et A. Yuzzi [112], is
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based on the observation that tubular shapes can be modelled by continuous
curves in a 4D space. From this assumption, they use a minimal path technique
to extract vessels skeletons and surfaces. However, such minimal path techniques
include volumetric integration that apply only to images. As a consequence, this
approach, as many works dedicated to medical data, is not applicable in the
context of unstructured point clouds.
As yet, another approach integrating the normal vectors information straight-
forwardly has also been explored [96]. This approach accumulates information
along the normals in the original 3D space in which maxima correspond to
convergence voxels. Hence the result is a pure skeleton curve rather than a tubu-
lar surface. The approach only considers fixed-radius objects and is sensitive to
noise, occlusions and shape variations, which is prohibitive in our context. Ano-
ther skeletal curve extraction method involving normal vectors is proposed in
[191]. Similarly to the study discussed above, this method does not reconstruct
tubular shapes since radii are not estimated. Furthermore its complexity has to
be evaluated since for each point of the input cloud, several potentially costly
computations are required, including plane cutting and graph creation. Finally,
the presented results illustrate that the final skeletal curve is not necessarily lo-
cated at the centre of the shape. Thus reconstructing an accurate tube would
require additional computations.
The forest point clouds require dedicated approaches to deal with specific
constraints. Algorithms adapted to forest environment reconstruction have been
proposed. They can be divided into two major classes: a “knowledge-driven
modelling” class and a “geometry-driven modelling” class. Algorithms from the
“knowledge-driven modelling” class circumvent the issue of geometric complexity
by producing visually appealing and realistic “synthetic” trees. The tree recons-
truction in these algorithms is initiated with data points and refined with bo-
tanical or forest knowledge (e.g. allometry, vegetation self-similarity, pipe mo-
del, etc) but with no shape approximation guarantee (see [121] or [208] for
instance). The “geometry-driven modelling” class includes algorithms whose ob-
jective is to produce an accurate description of the trees based solely on data
points and thus provide accurate forest information. These algorithms build mo-
dels approximating the data with few assumptions on the shape of the objects to
reconstruct.
“Knowledge-driven modelling” algorithms usually rely on a reconstruction of
the tree skeleton and topology followed by a simulation entailing allometric re-
lationships and/or L-systems a. First, a weighted adjacency graph is created from
the data points and a defined neighbourhood. Then the tree skeleton is estimated
a. L-systems are grammars that can be adapted to generate models of plant structures
according to a set of generative rules.
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using either shortest path computations with Dijkstra’s algorithm, or minimum
spanning tree extractions from a priori estimated root points for each tree. Fi-
nally, the geometry of the stems is predicted starting from its skeleton paired
with allometric relationships to estimate stem and branches radii. Missing parts
or foliage may be added based on self-similarity or L-Systems. Therefore, resul-
ting reconstructions are designed to be visually pleasing and close to the data
points, but neither approximation properties nor precise measurements are ac-
tually guaranteed. Hence, such approaches are generally dedicated to rendering
applications more than to forest monitoring.
“Geometry-driven modelling” algorithms aim at reconstructing trees by simul-
taneously approximating closely the data points and segmenting the woody parts
of trees. Estimation of the diameter at breast height (DBH, 1.30 m above the
ground surface) is essential for allometric relationships (see [47, 114, 164]).
However, reconstruction of tree taper is more complex. Several algorithms have
been designed to process TLS point clouds to estimate DBH and stem taper un-
der the assumption that tree stem cross-sections can be approximated by a circle.
This assumption leads to methods using shape fitting and pattern recognition al-
gorithms. Shape fitting requires a segmentation of the point cloud into clusters to
identify the points that must be fitted. For example, clusters can be produced by
considering the distance from a point to its neighbour or to the cluster [33, 102],
by employing a variant of k-means clustering [32], by using a structural element
[21], by dividing the point cloud into patches that can then be further merged
[169], or within 2D rasters [151]. Even approaches based on iterative cylinder
fitting perform such clustering since points that are close to a shifted cylinder are
used as a cluster for the next shape fitting step [161]. Otherwise, density-based
spatial clustering may be adopted. Identified clusters are then used to fit one of
the following shapes for tree stem reconstruction:
Circles can be fitted into horizontal layers [102, 152]. However, inclined stems
or branches can no longer be estimated accurately since their horizontal
cross-sections cannot be approximated by a circle. Ellipse fitting was also
tested, but this approach faces some limitations [15, 154].
Cylinders takes into account the local orientation of tree branches. Iterative
methods are capable of reconstructing entire trees from an appropriate
starting point. RANSAC algorithm or principal component analysis (PCA)
have been used to support cylinder fitting [151].
Cones can be used to consider stem tapering. However they are not widely
used for entire stem reconstruction and produce results that are similar to
cylinder fitting [95, 131].
Other shapes have also been used to achieve more precise results. For ins-
tance, B-spline fitting on horizontal layers tends to precisely match the
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stem shape, but its use is limited when having to describe a single-scanned
tree stem [160]. Cross-sectional polygons can also be used [79].
Shape fitting approaches encounter limitations. For example, a decision is re-
quired to accept or reject the fitted shape. It is usually based on a threshold that
is set on the RMSE of the shape fitting. This threshold has to be set carefully and
may vary from one data set to another. Moreover, least-squares fitting is influen-
ced by noise, and its robustness to occlusion depends upon the quality of prior
clustering operations. Shape fitting has been successfully applied to data sets
that have been acquired under favourable conditions, but their performances
may decline when the technique is applied to complex forest scenes.
Aside from shape fitting, the HT has been adapted to identify circles in order
to estimate DBH or pre-locate trees [151, 180, 186]. The classical HT is not a
predominant approach, mainly because of its algorithmic complexity and its high
requirements for computer resources. In addition, the analysis of the HT result
can be a complex task which involves several empirical criteria and thresholds.
Therefore, the HT is generally reduced to a pre-localisation step. Nevertheless,
the HT is attractive despite these drawbacks since it has the potential to deal ef-
ficiently with current constraints on TLS point clouds acquired in complex forest
scenes.
The main objective of our study is to propose an automatic algorithm for tubu-
lar shapes reconstruction that handles the main constraints of TLS data in forest
environments. Confronted to an object containing a unique connected tubular
part, our method is intended to produce a single tube, whereas a shape com-
bining several intersecting tubular parts will result in the reconstruction of an
equal number of disconnected tuboids. Two methodological choices precluded
the selection of solutions to deal with TLS constraints. First, we took advantage
of the benefits of the HT and reduced the complexity of its computation. Thus,
one of the main drawbacks of the classical HT was minimised. Second, we re-
constructed each tree stem as a single entity by developing generalized open
growing contours for the 4D Hough space. By doing so, we expected greater
control on the smoothness and coherence of stem reconstructions.
3. Background on open active contours
Our approach is based on an original HT combined with generalized open
active contours. These two notions are essential for a clear understanding of our
method. Therefore, while we detailed the the Hough transform in chapter II, let
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(a) (b) (c)
Figure IV.1. – Active contour deform through time to minimise their energy: initial
(a), intermediate (b) and final state (c).
us now define the active contour models.
An open active contour, also called snake, is an open parametric curve c(u)
embedded in a discrete space (traditionally called image) and minimising an
associated global energy Eg [92] (Figure IV.1). The energy is defined such that
it reaches its minimum when the curve fulfils desired properties. Minimising this
energy results in a compromise between different constraints that are expressed
through its definition. Active contours were initially introduced by Kass et al.
in [92] and further developed [42, 204, 207]. It classically uses the following
energy:
Eg =
∫ [
Ei
(
c(u)
)
+ Ed
(
c(u)
)
+ Ee
(
c(u)
)]
du (IV.1)
where Ei (c(u)) = α|c′(u)|2 + β|c′′(u)|2 is related to the internal geometry of
the curve, Ed
(
c(u)
)
is a data-related term that depends upon the value of the
image, and Ee
(
c(t)
)
is a more general term that includes external (i.e. user de-
fined) additional constraints, such as local repulsive forces. Specifically Ei aims
at controlling the elasticity and curvature by applying a constraint upon the first
and second derivatives of the curve, and Ed constraints the curve to evolve to-
ward elements of interest in the data image.
The computation of active contours relies on the minimisation of Eg, and thus,
on a multi-variable optimisation scheme. This optimisation requires, in turn, an
initial guess of the location of the curve in the neighbourhood of its optimal
state. Using Euler-Lagrange equations, the minimisation is first transformed into
a partial differential equation, and then solved iteratively using Euler schemes
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through time t:
c(t) = (A+ γI)−1 (γc(t− 1)−∇Ed(t− 1)) (IV.2)
where A is a pentadiagonal banded matrix used to approximate the derivatives
of the curve and γ a time step. The resulting curve is a compromise between
different constraints: mainly, the curve geometry and its position in the image.
Thus, it represents a powerful and attractive tool for extracting a desired smooth
curve in possibly noisy data.
4. Methodology
Let us define a tuboid as an ordinated series of 3D circles with continuous
locations, orientations and radii. It is equivalent to the envelope of a continuous
series of spheres. Our algorithm extracts such tuboids from dense point clouds.
Actually, in addition to the point cloud, our approach requires a normal vector
field which can be either provided with the point cloud (according to the scan-
ning technology used) or computed. Such normals computation has been widely
studied and we refer the reader to [99] for a survey. Our method involves two
main components (Figure IV.2): (1) defining an original HT to identify efficiently
3D circles (or equivalently spheres) in raw point clouds. A previous work by
Kimme et al. [97] bears some similarities but identifies 2D circles in 2D images.
And (2) defining generalized growing open active contours within HS to iden-
tify and link the most representative 3D circles, thereby forming a fully coherent
tuboid via energy minimisation. Finally, we transform each active contour back
into tuboids in the original Cartesian space. This procedure identifies a set of tu-
boids within a global scene. In the context of point clouds from TLS acquisitions
in forest area, each tuboid represents a tree stem with direct access to DBH and
taper. In the sequel, we will refer to our approach as Snakes for Tuboid Extraction
from Point clouds (STEP).
4.1. Point-normal circles Hough transform
The first part of the STEP method is to define and design a computationally ef-
ficient HT to identify potential 3D circles (or equivalently spheres). The resulting
HS will then provide a reliable space for initialising growing open active contours
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from local maxima. Our HT relies on three main elements. First, normal direc-
tions of the points are used as additional information to reduce the complexity
of the HT calculation. Second, a filter is applied in the HS to discard elements of
low interest, thereby reducing the complexity of the subsequent space analysis.
Third, maximal HS elements are selected as the best candidates for extracting
circular cross-sections, and further used as seeds for active contour growing.
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Figure IV.2. – Overview of the STEP methodology.
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Figure IV.3. – Normal convergence properties: (a) Opposite normal directions
converge towards the center of a circle. (b) A point p with nor-
mal ~n votes for a set of circles (red). Considering −~n involves a
second set of circles (blue).
4.1.1. Hough space computation
We intend to tailor the classical HT to detect 3D circles. In a straightforward
approach, a circle is represented by 7 parameters: C = (~c, ~n, r) where ~c ∈ R3
is the location of the centre of the circle, ~n ∈ R3 its normal direction and r its
radius. Such settings would therefore classically lead to the computation of a
7D discrete HS, which is both time consuming and memory costly. However, in a
tuboid, orientations of circles can be retrieved later from the skeleton. Therefore,
we reduce the number of dimensions of the HS to 4, namely (~c, r). Doing so, we
take advantage of the HT while reducing the space complexity of the HS.
Our HT also reduces the algorithmic complexity of the voting phase by consi-
dering the information provided by normal directions, in addition to points loca-
tion. We start from the following property of circles: given a point p on a circle C
and its normal ~np (oriented outward), the half-line defined by p and −~np passes
through the centre of C. That is, the opposite normal vectors of the points on
a circle converge towards its centre (Figure IV.3a). Therefore, the set of circles
containing (p, ~np) is the set of circles C = (~c, r) of centre ~c and radius r satisfying
the following system of equations, which is the parametric equation of a half
line: 
c = p− λ~nr = λ , ∀λ ∈ R+ (IV.3)
However, estimating a coherent vector field of outward-oriented normal vec-
tors on a point cloud is a challenging issue. When there is no possibility of choo-
sing a consistent orientation, both directions have to be considered and points
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Figure IV.4. – Properties of the computed Hough space (represented in 2D) on a
point cloud (grey). Top row: the two votes of a data point p along
its normal vector for different values of λ. Middle row: the votes of
three data points for different values of λ. Bottom row: when the
votes are extrapolated in a continuous domain, two distinguishable
sets of vote appear corresponding to inner circles (red) and outer
circles (blue).
then vote for two half lines in the 4D HS (Figure IV.3b):

c = p± λ~nr = λ , ∀λ ∈ R+ (IV.4)
Hence, depending on whether the normals are oriented or not, Equations (IV.3)
or (IV.4) are used to accumulate the votes of the data points. These votes can
be computed efficiently in linear time (with respect to the HS resolution) using
fast-ray tracing algorithms (such as [5]) adapted to 4D spaces.
4.1.2. Hough space filtering
As stated previously, when normals are not oriented, data points vote for two
half-lines in the Hough space: one half line correspond to inner circles, and the
other to outer circles (respectively coloured in red and blue in Figure IV.3b). Fi-
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gure IV.4 illustrates this phenomenon in the Hough space. It is obvious that outer
circles are not representative of the point cloud and have to be ignored during
further processing. Filtering these elements from the Hough space would not
only facilitate further analyses, but also reduce computing time. We developed
two different filters to achieve this goal. The first one is based on a theoretical
analysis of the Hough space. It gives accurate results but is time consuming. On
the contrary, the second filter is based on a greedy heuristic and performs faster.
Theoretical filter
Figure IV.4 reveals how the votes in the Hough space are distributed over two
classes: inner circles and outer circles. When data points are regularly sampled,
the score inside each class tends to be homogeneous. However, the score of inner
circles is significantly higher since normal vectors converge toward inner circles
and diverge toward outer circles. We used this property to classify the Hough
space elements and filter outer circles from the Hough space with Otsu’s thre-
shold [153]: this threshold is well suited for fast binary classifications because
is defined to maximise inter-classes variance. However, this operation must take
into account the properties of TLS point clouds.
The score corresponding to a given circle depends on its radius and on the lo-
cal sampling density. Indeed, assuming a constant point density on a point cloud,
a large circle collects more votes than a small one. Under the non-homogeneous
sampling density due to TLS, two circles of equivalent radius also have different
scores. Hence it is not possible to perform a global classification of the Hough
space elements. We rather apply the binary classification in a local analysis win-
dow for each discretized radius r in the Hough space. We set the width of this
window to α2r (α ≥ 1), which is greater than the distance separating inner
scores from outer scores. We also ensure that the two classes are present in the
analysis window by analysing the ratio of the average score in each class and
comparing it to a theoretical value. Considering n voting points located on a
circle, the averages score a1 and a2 of the inner and outer circles are computed
as (Figure IV.5):
a1 =
n
l1
=
n
εα
a2 =
n
l2
=
n
(2r + ε)α
(IV.5)
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Figure IV.5. – Local filtering of the Hough space using analysis windows. The left
and right windows do not include the two classes of scores.
The ratio:
∆ =
a1
a2
=
ε
ε+ 2r
(IV.6)
only depends on the radius r of the Hough space being analysed and can be
estimated theoretically. Therefore, if the ratio of two classes derived by Otsu’s
threshold differs from the theoretical value, we considered that only outer circles
were included in the window analysis, and we filtered the entire elements inside
this window.
The proposed filter has a strong theoretical background based on the proper-
ties of the Hough space. However, in practice the number of analysis windows
required to filter the entire Hough space which makes the filter computationally
expensive.
Empirical filter
In order to avoid the time consuming theoretical filter presented above we
introduce an alternative fast filter. We directly detect the accumulation of higher
votes along the half line corresponding to inner circles, and filtered Hough space
elements traversed by the half line corresponding to outer circles. To do so, we
repeated the raytracing procedure used during the voting step for each data
point. The final filter was achieved by computing the sums of scores s1 and s2
along each half line, and filtering the elements of the Hough space along the half
line with the minimum sum of score.
Note that s1 ≃ s2 when score accumulation is not observable (i.e. in presence
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of non circular elements). Hence both half lines were filtered when:
max(s1, s2)
min(s1, s2)
< τ (IV.7)
where τ is a threshold set y the user. In our applications τ was empirically set to
2.
4.1.3. Maxima detection
The resulting HS is a discrete 4D image in which each element represents an
occurrence of a 3D circle. The value of each element within this space is the
voting score of the corresponding circle. The HS must be analysed to extract
circles of interest: elements with the highest score are most representative of
the data. Yet, the score itself cannot be considered as the only reliable criterion
for circle extraction: two effects alter the number of points that are sampled
on each circle. First, point sampling rate varies with the distance to the sensor.
Stem cross-sections with similar radii can then be described by different number
of points. Second, even if constant sampling is assumed, circles of smaller radius
will be sampled by a fewer points. Under such conditions, circles of interest can-
not be extracted with a given threshold or solely with a local maxima detection
over the HS, as can be done in other applications. Rather, in a first step we ex-
tract local maxima (considering a direct 4D neighbourhood), regardless of their
scores, and use them as seeds for growing active contours.
4.2. Growing open active contours
Our second step is to analyse the HS to identify sets of tuboids. Tuboids are
open curves in the Hough space, hence we need to extract smooth curves that
pass through the local highest scores of the HS. Therefore, growing open active
contours emerge as a well suited extraction approach. However, we noticed un-
wanted interaction between the classical snake energy and the growth process:
energy minimisation actually hinders the growth. We define a new energy for
active contours which prevents such interactions by taking parametrisation into
account.
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values of HS in the neighbourhood of c(u). We define data energy as follows:
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It is the weighted sum of a global and a local term with a ∈ [0, 1] a balancing
variable. The global term normalises HS scores over the entire space. However,
such normalisation does not take into account local score variations. The local
term does account for local variations, but induces high energy variation in small
areas. The proposed data energy combines both expressions above to obtain a
regular energy value over the HS, while preserving the importance of the local
score.
Our global energy is the integral of a functional F :
Eg =
∫
F
(
u, c(u), c′(u), c′′(u)
)
du (IV.10)
From Euler-Lagrange equations, Equation (IV.10) reaches its minimum when:
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+
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∂F
∂c′′(u)
)
= 0 (IV.11)
Developing Equation (IV.11) for the energy given in Equation (IV.8) leads to:
− 2α c′′(u) + 2βc′′′′(u) + v1 − wv2 = 0 (IV.12)
with w =
Ed(c(u))
‖c′(t)‖2
, and where v1 and v2 are matrices which lines are given by
v1(u) and v2(u) defined as follows:
v1(u) = ‖c
′(u)‖∇Ed(c(u))−
〈 ∇Ed (c(u)) , c
′(u) 〉
‖c′(u)‖
c′(u) (IV.13)
v2(u) = ‖c
′(u)‖c′′(u)−
〈c′′(u) , c′(u)〉
‖c′(u)‖
c′(u) (IV.14)
Interestingly enough, v1(u) is the component of the data energy gradient ortho-
gonal to the curve tangent, and v2(u) is the component of the second derivative
orthogonal to the curve tangent. Discretising the first and second derivatives,
Equation (IV.12) becomes:
Ac+ v1 − wv2 = 0 (IV.15)
Following the approach introduced by [92], we then consider the active contours
as dynamic systems through time t, the steady state of which is given by Equation
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(IV.15). We solve the resulting partial differential equation using a combination
of implicit and explicit Euler schemes. Thus a solution is found using the follo-
wing iterative scheme:
c(t) = (A+ γI)−1 (γc(t− 1)− v1(t− 1) + wv2(t− 1)) (IV.16)
where γ is a time step. Integrating the data energy along the curve without assu-
ming curvilinear parametrisation induces a major difference with the appearance
of −v1(t− 1) +wv2(t− 1) replacing the gradient of the data energy term present
in the original optimisation scheme (Eq. IV.2). In particular, it follows that the
minimisation of the data energy only deforms the contour in directions ortho-
gonal to the curve. This point is fundamental for growing open active contours.
Indeed, snakes grow along lines of high scores ; such lines themselves contain lo-
cal maxima and gradient along them can either shrink or stretch the curve with
the classical snake energy formulation.
With our generalized active contours, data energy constraint does not conflict
any more with the curve growth at its extremities. Therefore, our optimisation
scheme has a major effect on curve evolution towards its optimal position, which
is an important consideration when dealing with growing open active contours.
4.2.2. Initialisation
In point clouds, no a priori information is available regarding the location or
the length of the tuboid that is to be reconstructed. To address the initial location
issue, we take advantage of the previously extracted HS local maxima. For each
local maximum e of the HS, a segment is initialised as a growing open active
contour seed. Let n1 · · ·nk be the set of neighbours of e with a respective score
si. For any i = 1, · · · , k, we consider the weighted direction ~di = si
−−−→
ni − e
‖
−−−→
ni − e‖
(Figure IV.6). We then run an uncentred principal component analysis (UPCA)
on the set of directions ~di. The orientation of the initial segment is set to the
eigenvector that is associated with the highest eigenvalue of the UPCA.
4.2.3. Curve growth and stopping criterion
Initial segments iteratively grow towards high scores in the neighbouring HS
outside the minimisation scheme. The energy minimisation procedure is instead
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regularly interleaved between curve growth operations and performed again as
a final step. At each iteration, and for both extremities of the curve, a growing
direction is computed. We avoided the growth of the curve towards the closest
local maxima since noise would impact this local choice. Moreover, this might
induce a rigid growth of the curve when a smooth one is preferred. Instead the
computation takes into account a fixed number of the HS elements of highest
score inside a cone that is centred at each ending point of the active contour.
Each selected element within this cone is considered as an attractor for the curve.
The potential growing directions are computed in a manner similar to that of the
orientation of the initial segment, except that only neighbours inside the cone
are considered for UPCA. As previously, the growing direction ~G is considered to
be the eigenvector associated with the highest eigenvalue of the UPCA.
Growth stops when the curve reaches the boundaries of the HS or when a
stopping criterion is met. In our study, the lack of preferential growth direction
is used as a stopping criterion. Let us denote the eigenvalues of the UPCA by
λ1 ≤ λ2 ≤ λ3 ≤ λ4. When the ratio σ =
λ1
λ1 + λ2 + λ3 + λ4
is lower than a
threshold, the first component of the UPCA is no longer considered sufficiently
important to describe a growing direction and the growth of the curve is stopped.
Combining (1) the initial location of small curves at the local maxima of the
HS, (2) curve growth along HS elements with high scores, and (3) energy mini-
misation solves the lack of a priori information on the final tuboids that are to
be detected.
4.3. Elements of complexity
In order to better appreciate the advantages of our HT with respect to the clas-
sical HT, let us provide some elements on the complexity of both approaches. The
classical HT can actually be either many-to-one (a set of points votes for a single
model) or one-to-many (a point votes for the set of models it belongs to. The
complexity of the many-to-one approach for circles or spheres is O(n3p), with np
the number of data points. This is thus impracticable on point clouds containing
several millions of points. The one-to-many approach would be more suitable.
However, even in this case, for any radius r in the range of [rmin, rmax] discreti-
sed into nr bins, a point votes for a full sphere of radius r in the 3-dimensional
space of centre locations. This voting procedure is thus O(npnrr3max) , which is
still computationally expensive. In contrast, the normal information integrated
to our method reduces this complexity. According to Equation (IV.4), each point
votes for a discrete line in the HS. With a fast raytracing algorithm, the vote is
137
thus linear with respect to the number of bins. In turn, the global complexity
of our variant of the HT is only O(npnr). Once the HT has been computed, the
active contours complexity is dominated by the energy minimisation since the
growth is computed in constant time. The complexity of the energy minimisa-
tion scheme depends on the number k of samples in the active contour. The
most costly operation during this procedure is the inversion of the k × k matrix
A. This matrix being pentadiagonal, the complexity of this inversion is O(k2).
The memory footprint of the proposed methodology depends on the imple-
mentation: whether the HS is represented as a dense or as a sparse 4D matrix.
In the case of a dense matrix, assuming that an integer is coded on 4 bytes, the
creation a HS of dimension dx, dy, dz, dr requires 4× dx × dy × dz × dr bytes. Let
us consider, for example, a (10 m)3 point cloud where the radius of the recons-
tructed tubes vary from 5 cm to 20 cm. The creation of a HS with a resolution of
2 cm for the x, y, and z dimension and 1 cm for the radius results in a 1.88× 109
elements array, which is close to the maximum integer 2.15× 109 and would re-
quire approximately 7.5 Go of main memory. In contrast, it is hard to precisely
estimate the memory footprint of sparse implementations as it depends on the
distribution of points. The HS footprint for reconstructing the trees presented in
the results section is in the approximative range of 400Mo to 900Mo. As an addi-
tional indicator, a 15 m radius circular forest plots with trees up to 20 m height
with the same resolutions as above required approximately 5.5Go in memory.
Even though our method is demanding, such requirements are in the range of
current hardware capacities.
5. Results and interpretation
The STEP method was tested on four different data sets. For all of them, we
used the plugin available in Meshlab to estimate a coherent normal vector field
for the point cloud. The first one was composed of simulated point clouds sam-
pled over cylinders. They were used to evaluate the sensitivity of the STEP me-
thod to specific constraints of TLS data. The second data set involved simulated
acquisitions of a complex tubular object (Figure IV.7). It was exploited to show
the capacity of the STEP algorithm to reconstruct objects with varying geome-
try under different sampling conditions. The third data set was composed of in
situ TLS acquisitions of a tree in a natural forest plot. The comparison of our
stem reconstruction with high precision measurements allowed quantifying the
pertinence of the STEP method in a real forest environment. The last data set
was included to show the ability of our algorithm to extract the main branching
structures of a natural stand using a TLS point cloud.
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(a) Sensibility to density. (b) Sensibility to visibility
(c) Sensibility to noise
Figure IV.8. – Sensibility analysis of the STEP method on simulated cylinders
the points coordinates. The amount of noise varied from 0 cm to 5 cm (cor-
responding to 0% to 10% of the cylinder radius). The overall average error on
stem diameter using the STEP method was 0.32 cm with a standard deviation
of 0.22 cm (Figure IV.8c). Considering the amount of noise in the data set and
the maximum average error of 0.82 cm, the error is well within the expected
accuracy range of 1 cm.
The results obtained from these three tests set illustrate the stability of our
algorithm despite the limitations of TLS data. Whatever the sampling rate, the
error is within the range of the HS radius resolution used. Indeed, the property
of normal convergence does not depend on sampling issues. The second tests
demonstrate the resilience of the STEP method to occlusion. From (Figure IV.8b),
it appears that with a sampled portion of more than 40◦, the errors are below
1 cm and lessen as visibility increases. The simulations also illustrate the rise
of the reconstruction error with respect to additional surface noise. With errors
less than 1 cm for each level of noise, the response of the STEP algorithm is
coherent with the chosen resolution. Actually, surface noise lowers the quality of
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and undersampling, we generated several data sets: first we decimated the point
clouds, generating new data containing only 75%, 50%, 25% and 10% of the
initial clouds (Figure IV.9), and second, we added an amount of surface noise
varying from 1 cm to 4 cm (i.e. ranging from 1% to 5% in thick parts of the
model, and from 3% to 40% in thin parts) (Figure IV.10).
The tuboid reconstruction procedure took in average 110 seconds, including 1
second for computing the HT (0.5 second in the case of single-sided acquisition).
Actually, many HS local maxima of low score used as seeds for tuboid growth
are further discarded (the generated snake are non significant, correspond to
to noise or conflict an existing tuboid). Therefore, fixing a maximum number
of tuboids to be extracted avoids the analysis of such maxima and reduces the
computing time to 50 seconds. With these results, the STEP algorithm proves its
robustness for both scanning configuration (single-sided or full shape) even in
the presence of noise or undersampling.
The results obtained from this data set provide material to analyse the ability
of our algorithm to face complex models. They also illustrate the effects of the
acquisition protocol (number of points of view), as well as those of the sam-
pling resolution and homogeneity. Figure IV.10 confirms, that the surface noise
impacts the reconstructions quality. Due to perturbations, the lack of local consis-
tency in the computed normal vector field disturbs normals convergence. This ei-
ther creates cuts in the reconstructed shapes (Figure IV.10d, top and IV.10e, top
and bottom) or perturbs the stopping criterion, leading to a single snake cove-
ring multiple parts of the object (Figure IV.10b, top, and IV.10e, top). However,
these results also underline the resilience of our approach ; even with the hi-
ghest level of noise, the shape is globally properly reconstructed. The amount of
missing points in the data also deteriorates the extracted tuboids. However, our
tests present a significant quality of reconstruction up to 75% of missing points
with respect to a common TLS acquisition sampling resolution. Multiple points
of view enhance the reconstructions and its resilience compared to a single scan
acquisition: reconstruction is stable in registered clouds up to 4 cm noise.
Third data set
The third data set was selected to apply the STEP algorithm to a natural forest
point cloud. A tree was isolated by an operator from the original TLS point cloud
by keeping the points of the stem along with 15 cm of the surrounding branches
(Figure IV.11). Similar to the first test, the resolution of the corresponding HS
was of 2 cm for the x, y, and z dimensions and 1 cm for the radius. After the
in situ acquisition, the target tree was cut down, the branches were pruned, and
the remaining log was scanned by a very high precision scanner. This procedure
gave access to a reliable reference measurement of the stem taper. Comparison
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Figure IV.12. – Tapering error of the scanned tree reconstructed in Figure IV.11.
shape. We extended and combined two well-known mathematical tools that had
not been exploited to their full potential to treat the tubular shape extraction
issue. We first defined an original cylinder Hough transform to efficiently extract
tuboids from a point cloud with normals. This innovation was accomplished by
reducing the HS dimensions to 4 and developing a specific HS analysis, since the
usual HS analyses do not match our objectives. We also generalized the active
contours energy by taking into account curve parametrisation in the data energy
term, and thus obtain an adapted open growing contour algorithm. This novelty
has a large effect on the energy minimisation procedure. Results have illustrated
the resilience of the STEP algorithm to limitations that are inherent to unstruc-
tured point clouds, and especially to TLS data, viz. different sampling densities
within the point cloud, signal occlusion and presence of noise. Overall, average
reconstruction errors were in the range of the used HS resolution. Our algorithm
proves to be stable, to reconstruct complex shapes, and to be resilient to noise
and shifts in sampling resolution with acceptable reconstruction until 75% sub-
sampling. Moreover, the STEP algorithm is able to reconstruct cone shapes. In
the context of tree reconstruction, the methodology is entirely different from
what is currently used for stem taper estimation [74, 168, 180]. However, it
shows robust competences to overcome the TLS limitations and presents an ac-
curacy acceptable in operational forest inventories. Not only the main stem, but
also the major structure can be reconstructed. Thus, we believe that with impro-
vements, our algorithm has the potential to provide a complete QSM model of
trees. Compared to other tubular reconstruction methods, the STEP algorithm
offers additional advantages for dealing with noisy and occluded point clouds
that are typical of data acquisition in natural forest environments (Figure IV.11).
For a better understanding of the STEP method, we provide more insights
on its application. First, the STEP method aims at extracting tuboids from point
clouds by observing normal convergence towards the centres of circles. However,
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even though normal computation on point clouds has been previously studied,
is still a challenging task. Especially with the geometry of forest structures which
makes it difficult to estimate an accurate normal vector for each point. The qua-
lity of STEP method results suffers from inaccurate estimates of normals, since
convergence of normals is not assured in such cases. Figure IV.11 actually shows
that the STEP method’s accuracy decreases when confronted to higher occlusions
and noise in the upper part of the tree. This can be explained by the difficulty to
obtain accurate normals under such conditions. However, when the point cloud is
not affected by these limitations, the results have shown that optimisation-based
normals estimation procedures constitute good candidates to overcome this is-
sue. Also, like shape fitting procedures, the STEP method faces limitations when
dealing with irregular (non-circular) tree stem shapes since normal convergence
is not observable. Second, two conditions are required for consistent reconstruc-
tions with the STEP method: (1) HS resolution for the x, y and z parameters must
be at least twice the HS resolution for the radius parameter, and (2) HS radius
resolution must be below than the radius of the smallest radius to be reconstruc-
ted. These two conditions ensure that score accumulation due to the convergence
of the normals will be observed. Very fine-scale resolution may not be adapted
since the accumulation of scores in the HS can not be observed in such cases
(because of errors on the normals or because of stem irregularities). The high di-
mensionality of the HS (4D) requires a large amount of memory, especially when
the scene is large or the HS of high resolution. Thus, HS resolutions must be ca-
refully adapted both to the input point cloud, as illustrated by the tests made on
the fourth data set, and to computer performances. Third, the results analysis
indicate that an a priori estimation about the number of tubular shapes to be re-
constructed significantly limits the running time of the algorithm. Unfortunately,
this information is not always known and interferes with the principle of a fully
automated method. Fourth, the STEP method does not reconstruct the topology
of the scanned objects. Instead, it generates numerous independent non inter-
secting tuboids. Regardless, through our tests at this point, the STEP method has
demonstrated capabilities to extract tubular shapes and measure trees attributes
from TLS data acquired in various sampling conditions.
The new developments that are presented here lead to several directions for
future work. Indeed, a novel multi-scale approach could be set to improve effi-
ciency of the STEP algorithm (both in running time and memory requirements).
A more adapted growth stopping criterion could also increase the overall re-
sults. Finally, the next step for our algorithm is to handle the objects topology.
The STEP algorithm can be used effectively even without these improvements.
Hence, we plan to test it in operational contexts of forest inventory on diversi-
fied forest stand structures and finely assess its limitations before implementing
further improvements.
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7. Conclusion
We have proposed the STEP method as a new mathematical approach for re-
constructing general tubular shapes with special attention to tree reconstructions
from TLS data. We successfully extracted complex shapes from data affected by
different levels of noise and subsampling, as well as tree stem taper from TLS
data that were collected from forest plots. This method was developed to over-
come the limitations of existing approaches, and especially for TLS acquisition
in forest environment that hinder these approaches by their specificities (such
as non-homogeneous sampling densities, signal occlusion and noise which are
major issues in natural forest environments). We propose an original HT taking
advantage of point normals to accelerate the computation and we defined gene-
ralised growing open active contours to incorporate curve parametrisation in the
data energy. We thus introduce a clear and robust mathematical framework for
the STEP method that allows automatic complex tubular shapes reconstruction
and in particular, stem taper estimation. Tubular shapes are recovered as a curve
in the 4D Hough space, which enhances the coherence of the reconstruction pro-
cess. Another major advantage of the STEP method is its ability to handle the
complete point cloud of a scene (and especially a forest scene) without the need
to isolate objects for their reconstruction. The method can be applied to any un-
structured point cloud and proved to be efficient for its favourite target, namely
raw TLS point clouds, which are potentially composed of several aligned scans.
The STEP method opens several promising perspectives for future develop-
ments. The mathematical framework that we have adopted and developed is
flexible, and therefore can be optimised for forest inventory or for other appli-
cations like the extraction of specific objects in urban or industrial scenes that
have been acquired with TLS or photogrametry. An additional development will
be to handle the structure of scanned objects. The current implementation of the
method includes a non intersecting rule for the extracted tuboids. We actually
expect to be able to design an appropriate method to connect and fuse some of
the isolated tuboids into higher level objects and higher level representations.
Furthermore, a multi-scale version of the STEP method is being designed to re-
duce the requirements of memory and computing time. Further tests are planned
as the next steps towards validation within operational forest inventory. Finally,
other tests should be performed within industrial and urban monitoring or refi-
nery reconstruction.
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V. Validation of the STEP algorithm
Overview
This chapter focuses on the extensive validation of the previously presented
STEP algorithm and on its comparison with state-of-the-art algorithms. TLS fo-
rest data are well suited for the robustness evaluation of our proposed algorithm
since they are strongly affected by noise and occlusions. In addition, modelling
tree stems as tubular shapes is the standard practice during TLS-aided forest in-
ventories (see Chapter I). The application of the STEP algorithm to forest point
clouds is hence ideal for quantifying the algorithm capabilities to overcome the
limitations of noise and occlusion while retrieving the geometry of scanned sur-
faces. Therefore we solve the lack of strong validation stated in the previous
chapter and demonstrates the advantages of our algorithm in an applicative
context with challenging data sets.
In this chapter, we first introduce the context of forest monitoring and we
present the existing approaches for tree stem modelling as tubular shapes. Then,
we provide some insights about two state-of-the-art algorithms developed speci-
fically for the applicative context of forest point cloud processing. We also illus-
trate the strengths and weaknesses of each algorithm based on statistical results.
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1. Introduction
Long-term preservation of forest resources can only be achieved based on ac-
curate forest monitoring and with the help of precise knowledge. Implementa-
tion of sustainable practices for the management of forest resources implies the
availability of reliable forest inventories. Precise measurements of forest attri-
butes also contribute greatly to the understanding of complex ecological pro-
cesses. Forest inventory is based on our ability to measure or estimate key tree
attributes. Among these attributes the diameter at breast height (DBH, diameter
of the trunk 1.30 m above ground) and the stem tapper (diameter of the trunk
as a function of height) are of particular interest.
A reliable measurement of tree DBH within a forest plot is easily achieved
by field crews. During traditional forest inventories, it can be directly measu-
red by operators using calipers or diameter tapes. However, measurement made
with such instruments include potential sources of errors [10, 100, 103]. Ma-
nipulation of the measuring instrument is subjective and operator’s read on the
gradation lead to potential error. For example, a angle of deviation of 2.5 de-
grees during diameter measurement using caliper generates an error estimated
at 2 cm [103]. Moreover, the transcription of data from the instruments to the
note book, and from the note book to a spreadsheet may introduce additional
sources of error. Regardless of these potential errors, the measurement values
are usually within operational margins for use in the forest inventory. The DBH
measurement has become an essential part of the forester practice, it is now a re-
ference variable for the development of allometric models. These models tie DBH
with many useful structural variables, namely tree height [61], merchantable or
total wood volume [66], biomass [205], or total leaf area [193].
With contrast to the DBH, stem tapper is more difficult to determine in the
field as field operators can hardly measure it in situ in a non destructive manner,
because of logistical issues. For instance, measuring a standing tree requires that
a field operator climbs on the trees, therefore limiting the height at which diame-
ter measurements can be taken on the stem. In addition no optical instruments
operated from the ground can currently provide a reliable measure of stem ta-
per and overcome this laborious procedure. Consequently, stem tapper can not
be consistently measured during forest inventory campaigns with non-invasive
methods. Different solutions may be considered to acquire this attribute: it can
be either measured manually through a destructive protocol or estimated with
the help of precise scanning technologies.
Destructive protocol to measure stem taper involves cutting the trees of in-
terest into logs. Circumference measurements can then be taken on the logs to
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obtain the stem taper. Specific field campaigns were designed to include tree
cutting to measure tree stems. Cutting tree to measure stem taper is not an
acceptable sustainable practice for most forest inventory plots because of ecolo-
gical and logistical issues. For instance, it is incompatible with remeasurements
of permanent plots. Hence destructive sampling can only be considered excep-
tionally for specific purposes. Consequently, destructive measurements of stem
taper measurement can not be considered as a practical solution for regular fo-
restry inventory plots. Considering the importance of stem taper to estimate the
useful portion of the stem for wood supply, an efficient solution remains to be
developed for the estimation of stem taper without requiring destructive sam-
pling.
Laser scanning technologies are gradually becoming an essential non-invasive
solution to monitor forest environments [47]. LiDAR (Light Detection And Ran-
ging) instruments provide 3D point clouds of their environment containing seve-
ral tens of millions of points. Two major types of LiDAR instruments have been
used to monitor forest environments [200]. Airborne laser scanners (ALS) are
mounted on an airplane flying over the study area. While it is possible to de-
rive some structural attributes from ALS data, estimation methods are mainly
designed for stand-level measurements (e.g. aboveground biomass [31]) and for
tree attributes readily available from above (e.g. tree height [59] ; crown area
[144]). Tree stems are poorly probed with ALS systems because of signal occlu-
sion by the upper canopy. In addition the ALS point cloud is generally not dense
enough to retrieve stems taper accurately. In contrast, terrestrial laser scanners
(TLS), which are located on the ground, probe their local environment using
a hemispherical sampling pattern with up to several hundreds of millions of
returns, resulting in high quality point clouds. TLS has the ability to capture ac-
curately the shape of the stems up to the upper part of the tree, depending on
the amount of occlusion created by the lower branches of the tree. However, TLS
data include some limitations such as signal occlusion, noise (signal returns not
related with a scene object) and non homogeneous sampling density. Specialized
point cloud processing algorithms are therefore required to estimate tree attri-
butes from TLS point clouds [114]. Such automatic algorithms are objective and
repeatable. Also, these algorithms lead to systematic errors instead of subjective
errors related to manual measurements. The use of TLS point clouds for the es-
timation of tree attributes is attractive for several reasons. Firstly, it does not
require destructive sampling. Secondly, it allows making estimations with an ac-
ceptable range of error: the accuracy reached by the TLS data-driven algorithms
has the potential to be comparable with high resolution scanning and software
used in the wood industry. Thirdly, TLS data can also be used to estimate several
tree attributes that can not be measured on field, such as crowns shape and com-
petition [128, 133], plant area index [13, 55, 83], tree architecture [44, 45] or
wood fibre attributes [24]. The potential for the use of TLS in forestry hence lar-
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gely depends on the ability of algorithms to process efficiently the point clouds
and to deal with the limitations of TLS data.
Several algorithms have been developed to estimate tree structural attributes
from TLS point clouds [114]. Stem DBH and taper can be estimated from purpose-
specific algorithms. Most of these algorithms assume that a stem cross section is
of circular shape. Thus they aim at reconstructing stems as a series of circles or
pieces of surfaces of revolution (namely cylinders and cones). Circle fitting has
been applied successfully on point clouds to retrieve stem DBH and taper. These
approaches use various clustering methods to select appropriate points in layers
before applying either least square circle fitting [22, 33, 78, 102, 118, 152, 180],
RANSAC algorithm [151], or other methods [98] to retrieve the stem centre po-
sition and its radius. In particular, the Computree software platform developed
by the ONF provides an advanced applicative algorithm to estimate tree DBH
and taper based on least square fitting [152]. These studies show radius estima-
tion error in the range of 1 cm to 3 cm, however they tend to provide erroneous
models when the point cloud suffers from occlusion and noise. The more gene-
ral ellipse fitting has also been tested [1, 8, 15, 154]. However the ellipse fitting
tends to be sensitive and unstable [2]. Cylinders have been employed to tackle
the issue of circles orientation and the choice of appropriate layers [142, 203,
209]. Iterative least square cylinder fitting have been set up [161] with robust va-
riants using normal information [115, 116] or MSAC (M-estimator SAmple and
Consensus) [94]. Despite the accurate results, cylinder-based methods appears
to suffer from the same issues as circle-based methods. Tree stem reconstruction
as a series of cones has been introduced to estimate the local tapering of the
trunk [95, 131] with no major effect on the robustness of the methods. Other
approaches have been employed either for retrieving a more precise perimeter
estimation via b-spline fitting [161], or for approximating tree volume by using
polygons [79] that could easily be adapted to estimate stem perimeter. These
method result in precise estimation but requires all the stem to be probed, and
hence cannot be applied on single scan data. Another approach to estimate DBH
from TLS data implies using the Hough transform (HT) to identify circles along
the stem [186]. As a powerful pattern recognition tool, the HT shows robustness
to both occlusion and noise. Since then, it has been successfully used as a pre-
localisation tool or in combination with classical circle fitting [9, 85, 118, 151,
180]. Many solutions for tree DBH and taper estimation have been proposed,
nonetheless as stated in [206], occlusion and noise affect most of the presented
algorithms and robust methods are still in demand.
In an attempt to overcome the TLS limitations affecting most algorithms to
estimate stem taper, we developed a new algorithm based on a HT variant called
STEP (Snake for Tuboid Extraction from Point cloud) [171] which is described in
detail in the previous chapter. The STEP algorithm was designed to estimate tree
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DBH and taper in natural forest environments. Stem taper can also be estimated
by using TLS point clouds with algorithms designed to simulate tree architecture
[44–46] or with the quantitative structural models (QSM) [72, 74, 168, 169].
These QSM, including the SimpleTree software [73], use cylinders to provide a
complete description of a tree, including architecture, stem and branches diame-
ters and total volume. However the accuracy of the description depends upon
the quality of the input point cloud. Allometric relationships are used to correct
erroneous estimations due to the poorly described geometry of the stems [73].
There is a need to benchmark these methods in order to better understand their
respective advantages and to evaluate their accuracy in various natural forest
environments.
This study evaluates the capabilities of the STEP algorithm on a diversified
set of TLS acquisitions in natural forest environments, and to benchmark the
results with other algorithms designed to estimate DBH and stem taper. Conse-
quently, the main objective of this study is to assess the accuracy of the STEP
algorithm when applied to a range of TLS acquisition protocols for stem taper
estimation. This objective was reached through two specific objectives. Firstly,
we aimed at analysing the results of the STEP algorithm on several contrasted
sites representing natural forest environments. Each site was related to a reliable
but different set of reference measurements of stem taper which allowed us to
compare the estimated values with well documented measurements. Secondly,
aside from using the reference measurements on stem taper, we compared the
results of the STEP algorithm with two other methods for estimating DBH and
stem taper. Therefore we compared the reference measurements of stem taper
with three specific algorithms using TLS data: (1) the STEP algorithm [171],
(2) the advanced cylinder fitting algorithm available in the CompuTree software
platform, and (3) the SimpleTree QSM algorithm [73].
2. Benchmarked algorithms for stem taper
estimation
The three algorithms selected to estimate DBH and stem taper for the bench-
marking represent three distinct strategies to deal with this problem using TLS
data. These three algorithms are all implemented as plug-ins within the Compu-
Tree software platform. CompuTree is a software platform created by the R&D
department of the French National Forest Office (ONF). Its goal is to regroup TLS
point cloud processing algorithms for forest scenes analyses. It provides a full de-
velopment environment based on powerful c++ libraries, and as a collaborative
platform it allows to implement various methods as plug-ins for comparative
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and exchange purposes. Since, the STEP algorithm was previously detailed, we
now provide provide some insights about the two other algorithms selected for
benchmarking.
2.1. A cylinder fitting algorithm
The CompuTree software platform includes a DBH and stem taper estimation
algorithm developed by the ONF based on the work of [152]. It will be referred
to as the CompuTree cylinder fitting algorithm (or CCF algorithm) from this
point on. The CCF algorithm was selected because it represents the family of
algorithms that are using cylinder or cone fitting to estimate stem taper [114,
131, 161].
The CCF algorithm starts by applying a convolution filter to the original TLS
point cloud to remove the branches of the tree and allow focusing on the stem for
the remaining of the procedures. Then the algorithm divides the point cloud into
horizontal layers of fixed thickness. An Euclidean clustering segments each stem
individually in these horizontal layers. A cylinder is then fitted to the segments
by retrieving the orientation of the cluster and using a least square optimization.
More details about this stem DBH and taper estimation can be found on the
Computree platform website [48].
The CCF algorithm was designed to require little computational time when
applied to a forest plot while being able to provide accurate estimations of trees
locations, tree DBH and stem taper. It has already proven its efficiency with high
rates of stem detection [152]. Even though its parameters are intuitive, a cali-
bration of the CCF algorithm is necessary to adapt it to the point cloud specifica-
tions and the forest stands characteristics. For instance these parameters include
different thresholds applicable to the convolutional filter, to the euclidean clus-
tering and to the least square fitting. The clustering step is sensitive to noise.
In addition the shape fitting faces limitations where the stem splits into two or
more branches [172]. Even though the CCF algorithm can not detect horizontal
branches at this time, it is adapted to be use with TLS point cloud to estimate
stem DBH and taper in forest inventory applications.
2.2. SimpleTree
We selected SimpleTree, a QSM algorithm developed by Hackenberg [73] as a
third algorithm for our comparison study since it is a state-of-the-art QSM algo-
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Study site Newfoundland Phalsbourg Bas Saint-Laurent
Stand type Coniferous
Mixed
(mainly deciduous)
Coniferous
Tree species
Black Spruce
Balsam Fir
Common Beech
Hornbeam
White Spruce
Number of
selected trees
24 40 17
Minimum DBH [cm] 5.43 10 9
Maximum DBH [cm] 19.88 70 40
Table V.1. – Overview of the data sets characteristics for the three test sites.
rithm. The version used was available as a plug-in on the CompuTree platform.
Hence, the all the three algorithms selected were implemented in the Compu-
Tree platform. It facilitated a rigorous and homogeneous evaluation based on
the same operating platform. A short summary of the SimpleTree method fol-
lows.
The SimpleTree algorithm provides a geometrical structural model of a tree,
including branches, formed by interconnected cylinders generated from circle
fittings. It starts modelling the tree from the estimated circle C0 at the base of
the stem. The centre of C0 is used to position a cutting sphere S0 with a higher
radius than C0. The intersection between S0 and the input point cloud represents
a cross-section of the stem. A circle C1 is then fitted to the cross-section points
and a new sphere S1 is generated at the centre of C1. The stem is iteratively
reconstructed by moving the cutting spheres Si along the fitted circles Ci. When a
cutting sphere intersects several cross-sections, a new branch has been detected
and will further be reconstructed with the same procedure. The results of the
SimpleTree algorithm are available as hierarchical series of cylinders derived
from the fitted circles Ci.
The SimpleTree algorithm runs iteratively until it retrieves the entire tree
structure including branches diameter and order. It has been enhanced with au-
tomatic parametrization, optimization and forestry knowledge such as allometry.
However, it requires the tree to be isolated in a single point cloud. Even if it has
been validated with several TLS data sets, it may be useful to use SimpleTree in a
benchmarking exercise to develop an extended understanding of its advantages
and limitations in a wide range of natural forest stand acquisitions.
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3.1. Simulated forest stands from plots in Newfoundland
The first data set is a collection of three simulated forest plots that were popu-
lated with tree models obtained from the architectural model L-Architect [44–
46]. This model uses TLS scans of in situ trees to build a catalogue of 100 trees
or more of a given species to represent typical architectural traits. The catalogue
can then be used to simulate forest stands. Tree selection in the catalogue was
based on three attributes, namely their tree DBH, height and total leaf area. Trees
of plots scanned by TLS are first isolated and then tree that fits the most from the
catalogue is selected and rescaled to fit the space of the in situ tree. L-Architect
was used for an accurate simulation of forest stands containing two tree species:
black spruce (Picea mariana (Mill.) BSP) and balsam fir (Abies balsamea (L.)
Mill.). Three virtual forest plots with an area of 900 m2 (square plots with 30 m
edges) were generated and were comprised of 30, 71 and 92 trees respectively.
We selected randomly 24 virtual trees with DBH ranging from 5.43 to 19.88 cm
in the three simulated plots for the benchmarking (Figure VI.4).
TLS acquisitions of these virtual forest plots were simulated using a physically
based ray tracing tool [162] using the following typical scan settings: (1) all
scans used an angular resolution of 0.036˚for rays send throughout the full he-
misphere, (2) rays are dimensionless vector with no divergence, and (3) the full
scene point clouds were made of 5 scans: one in the centre of the plot, and 4
positioned at each extremity of the plot (north, south, east, west). The ray tra-
cing simulations resulted in noiseless point clouds in which the soil was absent
since it was not modelled in the virtual plots provided by L-Architect. Howe-
ver, the trees included in the virtual plots had a large number of branches. This
generated numerous occlusions at various degrees on the tree stems. The trees
were later isolated in the resulting point clouds in order to apply the stem tapper
estimation algorithms at tree-level.
The simulated TLS acquisitions of virtual forest plots are an approximation
of real scans. However, the use of modelled trees provides absolute reference
values for tree attributes. Indeed the tree models provided the exact informa-
tion on DBH and stem tapper. Absolute reference stem taper was available every
10 cm starting from the tree base. Since the point clouds were noiseless and the
modelled stems perfectly cylindrical, the occlusion was the main limitation for
the algorithms to overcome. Hence, these simulated plots were designed to eva-
luate the advantages and limitations of the stem taper estimations in an ideal
but occluded environment.
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which is relevant for the analysis of the estimation algorithms results.
4. Methods
We proceeded in four steps to compare the three selected algorithms. For the
first step, we calibrated the algorithms on a subset of the selected trees. Hence
the algorithms were compared in a general framework rather (independent on
the study plot characteristics). For the second step, we ran the three calibra-
ted algorithms on the all the trees selected randomly for analysis. When ne-
cessary we eliminated values estimated from branches instead of the stem as a
post-processing analysis. For the third step, we transformed the set of discrete
reference measurements and diameter estimations at various height into a conti-
nuous taper function using linear interpolation. Finally, for the fourth step, we
chose an error metric to compare the results of each algorithm against the refe-
rence values.
For the first step of our methodology we calibrated the three algorithms to
achieve accurate results for each study site. Each algorithm is available as a
script including a chain of processes (we refer to the CompuTree platform web-
site for more details about these scripts and processes). The chain of process of
the STEP algorithm includes 2 procedures: the computation of the accumulator
space, and the use of open growing active contours. The size of the growing
search cone and the value of the stopping criterion were the two major parame-
ters to fix in this algorithm. As for the CCF algorithm script includes a convolu-
tion filter, an Euclidean clustering and a least square cylinder fitting. The most
important parameters of the CCF chain were those of the convolution filter, the
threshold distance used during the Euclidean clustering, and the RMSE threshold
for accepting or discarding a fit cylinder. Now for the Simpletree script, it applies
several processes: a point cloud filter, a statistical outlier removal, a voxel grid
filter, and the sphere following algorithm. The statistical outlier removal and the
voxel grid filter are the main processes that needed to be calibrated since the
intrinsic parameters of the SimpleTree algorithm are auto-calibrated. Once the
main parameters to fix have been identified for the three algorithms, a small
subset of 9 trees (3 from each study site) were randomly selected for calibrating
the algorithms. We calibrated the parameters of each algorithm using these test
trees: the default parameter values proposed in the three CompuTree plugins
were selected as a first set of parameter. The results of this set of parameter were
then visually analysed, which guided us to chose a new set of parameter values.
This procedure was iteratively repeated until convergence of the visual results
on the 9 test trees.
162
Figure V.5. – The reference taper functions are obtained using a linear interpolation
on the reference measurements for a sampled tree of the Newfound-
land (left), Phalsbourg (centre), and Bas Saint-Laurent (right) test
sites.
As the second step of our methodology we applied the algorithms to all the
study trees with the set of parameters adopted in the first step. However, the
algorithms also provided estimation of diameters on branches in addition to the
estimations on the stems. Since only the stem tapper estimation was required for
the comparison of the algorithms with the reference measurement, we applied
a post-processing analysis, based on visual assessment, to remove the values re-
lated to branches. In the case of the STEP algorithm, branches were avoided by
limiting the active contour seeds in the range of 1 m to 2 m above ground. In
the CCF algorithm, even though most of the tree foliage and branches were fil-
tered by the convolutional filter, some points belonging to elements other than
the stem remained and generated irrelevant cylinders. These cylinders were ma-
nually filtered. The Simpletree algorithm produces a complete reconstruction of
the trees, including branches and tree structure. However, the branches hierarchy
of the tree may contain errors: the labelling of the reconstructed cylinders may
contains commission errors (cylinders wrongly identified as trunk) and omission
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errors (stem cylinders identified as branches). Hence we inspected the output
of the algorithm to select only the cylinders belonging to the stem for further
evaluation.
As the third step of our methodology we transformed the discrete diameter
measurements into continuous taper function to facilitate results comparisons.
For each tree, the continuous reference taper measurement were obtained with
a piecewise linear interpolation of the reference diameters at each successive
height. The height increment at which a reference diameter value was measu-
red differed for each test site: 10 cm for the simulated forest plots, 2 m for the
Phalsbourg data set and 1.6 cm for the Bas Saint-Laurent trees (Figure V.5).
A similar linear interpolation was also applied to all estimated diameter values
from the three algorithms. We preferred using linear interpolations instead of
adopting allometric models. This choice was based on simplicity and avoided
complex issues related with allometric modelling. However, adopting an allome-
tric relationship is also another option not explored in this study. There are many
models to pick from and in our study too few individuals were available to al-
low an accurate calibration of these models. Moreover, considering the available
measurements height intervals,and that the curvature of taper models is usually
low, the linear interpolation is still accurate since and it can be seen as a first or-
der limited development. The stem diameter estimations, derived from the three
selected algorithms, were transformed into a continuous taper function using li-
near interpolation between two consecutive circles (for the STEP algorithm), or
cylinders (for the CCF and the Simpletree algorithms) (Figure V.5).
As the last step of our methodology we selected metrics to estimate the stem
taper estimation error. To do so, both reference and estimated continuous taper
functions were regularly resampled, every 2 cm of height. Then for each sampled
height hi, the error E(hi) was defined as the absolute difference between the
reference diameter measurement dr(hi) and the estimated diameter de(hi):
E(hi) = |dr(hi)− de(hi)| (V.1)
5. Results
For each data set, we computed the stem DBH and tapering errors for the
selected trees and evaluated the capabilities of the three selected algorithms.
We computed the tapering error function for each tree, its minimum, maximum,
mean and standard deviation. Besides these general statistics, we also considered
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(c) Bas Saint-Laurent site
CCF
STEP
Simpletree
Figure V.6. – Maximum height recorded for the estimation of stem taper of all
trees in each test site and for the three algorithms.
the distribution of the tapering error (1) per tree and (2) per height intervals of
20 cm. In addition, we recorded the maximum height at which the algorithms
could provide stem taper estimation for each tree.
The maximum measurement height for each simulated tree and each method
is illustrated in Figure V.6 and more details are provided in Table V.2. The CCF
and SimpleTree algorithm reconstructed the tree stems of the Newfoundland site
up to the tree top. The tuboids produced by the STEP algorithm however reached
lesser heights. On the Phalsbourg data set, the three algorithms reconstructed the
stems up to similar heights. Finally, the STEP algorithm did not reach the same
reconstruction height as the CCF and the SimpleTree algorithms on the trees
from the Bas Saint-Laurent site.
The accuracy of the DBH estimation for each algorithm is illustrated in Figure
V.7. The three selected algorithms achieved the same accuracy regarding the
tree DBH estimation. However, the STEP algorithm tended to produce better the
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Reconstruction
height [m] Algorithm Newfoundland Phalsbourg Bas Saint-Laurent
CCF 9.35 11.02 5.91
Mean SimpleTree 10.22 10.66 6.37
STEP 8.80 11.21 4.88
CCF 3.29 4.17 0.92
Std deviation SimpleTree 3.22 3.61 1.09
STEP 2.09 3.58 1.42
Table V.2. – Reconstruction height of the three algorithms.
results than the CCF and the SimpleTree algorithms on the Phalsbourg and the
Bas Saint-Laurent data set.
The measured tapering error are shown for each study site in Figure V.8, and
Table V.3 summarizes the associated statistics. These statistics, along with the
figure, show that the STEP method produces an average error per tree below the
errors obtained with the other two algorithms, except on the Newfoundland site
where SimpleTree generates more accurate results. The CCF algorithm however
performs less accurately on every site of study.
Results also show that the error recorded by the three algorithms tends to
increase with the measurement height when applied to real data sets. On the
Phalsbourg and Bas Saint-Laurent sites, the STEP algorithm performed better
than the CCF and SimpleTree algorithms in the lower part of the trees.
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Figure V.7. – DBH estimation error using the three selected algorithms for each
site. The grey dotted line is the 1:1 line. The linear regression equa-
tion is also given for the fit with the estimated values.
Taper error
per tree [cm] Algorithm Newfoundland Phalsbourg Bas Saint-Laurent
CCF 0.69 0.96 0.83
Minimum SimpleTree 0.24 0.95 0.77
STEP 0.37 0.93 0.47
CCF 7.39 21.65 5.37
Maximum SimpleTree 3.81 11.87 7.35
STEP 4.88 5.93 3.57
CCF 2.62 6.1 2.64
Mean SimpleTree 1.03 3.34 2.67
STEP 1.11 2.28 1.50
CCF 1.44 3.96 1.35
Std deviation SimpleTree 0.85 2.88 1.72
STEP 1.01 1.25 0.87
Table V.3. – Results of taper estimation with the three selected algorithms.
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CCF
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Simpletree
Figure V.8. – Diameter estimation error for each site and each algorithm.
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6. Discussion
Our analysis allowed comparing three methods to estimate stem taper on three
contrasted test sites. The comparison also benefited from reliable independent
reference values on 81 trees that were either modelled, manually acquired, or
provided by a scanner with finer resolution than the TLS (the True Shape unit).
An obvious but important outcome from our results is the fact that stems are
well identified by the three methods when there is little occlusion or noise. This
emphasizes the importance to test the methods in real situation where occlu-
sion and noise is predominant. Indeed, existing methods were mainly tested in
open parks with clearly identifiable trees. However, forest inventories require to
evaluate algorithms in real conditions as expected by operators.
The selection of an adapted algorithm depends on their accuracy and limita-
tions. Our study highlighted several of them, including the height at which stem
diameter can be estimated and the diameter estimation error. Note that interpre-
tation of the results depend on two important aspects: Firstly, we restricted the
seeds for the tuboid reconstruction with the STEP algorithm in the range of 1 m
to 2 m. This affects the maximum height reconstruction of the algorithm since
upper tuboids are intendedly ignored to avoid branches reconstruction. Howe-
ver, this limitation ensures that only tree stem is reconstructed which avoids the
manual selection of cylinders required by the two other algorithms. Secondly we
purposefully restricted any pre- and post-processing for the STEP algorithm to
best test its resilience to deal with the occlusion and noise in the point cloud.
Several elements explain the difference of maximum estimation height rea-
ched by the three algorithms. The STEP algorithm is based on the tuboid growth
which stops when no preferential growth direction is detected. This study revea-
led that two elements perturbed the tuboid growth. The high amount of noise
in the upper part of trees from the the Bas Saint-Laurent site impacted accurate
normal estimation. This affected the observation of normals convergence and the
ensuing detection of growth direction. Trees from the Newfoundland site contai-
ned numerous branches, this resulted in several competing growth directions
from which no clear preference was obtained. Setting more permissive growth
stopping criterion should alleviate this issue. Note that considering tuboid seeds
in the upper part of trees and accepting more than a single tuboid would also
reconstruct tuboids at higher heights. The CCF algorithm considers horizontal
layers of points, from bottom to top. Processing each layer individually allows to
reconstruct separately fragments of stem in the upper part of trees, even if stem
reconstruction failed in multiple layers. Therefore, even though reconstructed
stems often contain several holes, the reconstruction height reaches upper part
of the trees. These holes creates additional errors during diameter interpola-
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tion and could be avoided by setting appropriate parameters that in turn would
impact the maximum height reconstruction. The sphere following method in-
cluded in SimpleTree is affected by occlusion and may stop before reaching
tree tops. However, the latest version of the algorithm integrates a system of
attractors combined with allometric relationships that adds cylinders reaching
all unreconstructed parts of the point cloud. This system is the key to recons-
truct tree tops but comes at the cost of additional errors. These results illustrate
how finding a good balance between strict reconstruction and maximum height
reconstruction. Therefore, making the algorithms self-reliant on parametrizing
according to point cloud conditions is an important issue to consider for every
solution.
Unlike for the STEP algorithm, the CCF and SimpleTree pipelines systemati-
cally applied different filters to maximize their results. This was equivalent to
tests the brute abilities of the STEP algorithm to be a fully automated algorithm
for stem taper estimate when compared with the best results we could extract
from the CCF algorithm and SimpleTree. Consequently, it is predictable that the
already favourable results for the STEP algorithm in most conditions would im-
prove readily. For instance, applying common filters as standard pre-processing
steps is recommended for all algorithms. A similar situation can be highligh-
ted for algorithms post-processing. For instance, SimpleTree uses allometric re-
lationships to correct some erroneous circles obtained by the sphere following
procedure. Neither the STEP algorithm nor the CCF algorithm included such a
correction. Therefore, inserting an equivalent correction could also improve the
results of both algorithms. Our tests demonstrated that pre- and post-processing
steps are important to efficiently improve the results.
The perspectives of automatic or semi-automatic algorithms, capable of es-
timating stem taper with high accuracy have never been so positive. Several
factors contribute to accelerate their availability and their quick improvements
to the point of being adopted in operational context of forest inventory. Firstly,
they are becoming increasingly available in software platforms in an easy to
run format. Our tests revealed the importance of the CompuTree platform along
with convenience for objective comparisons of various point cloud processing
algorithms. Other platforms or software interface are available but overall it is
an important consideration to facilitate the use of complex algorithms applied to
very large datasets. These user-friendly interfaces will also favour benchmarking,
a crucial step towards improving existing methods by analysing their strengths
and weaknesses. Secondly, several options are being explored for acquiring point
clouds on a forest plots, and these may lead to technical advances in automated
forest measurements. New instruments like UAV-mounted LiDARs (Unmanned
Airborne Vehicles) may prove to be more adapted to estimate stem taper than
TLS in diverse conditions. Thirdly, considering that pre- and post-processing su-
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broutines can easily be implemented, the capacity of any given algorithm can
be enhanced significantly. The encouraging results from the STEP algorithm of
this study are good examples to illustrate how it can benefit from optional point
cloud processing supplements readily available in the open source community.
Lastly, we aim to select plot-level instead of tree-level point clouds for our next
benchmarking of stem taper estimation algorithms to advance towards operatio-
nal products supporting forest inventories. Such tests will help identifying how
to parametrize efficiently the algorithms when confronted to various forest types.
In the same time, the choice of normal estimation method will be further inves-
tigated to guide the application of the STEP algorithm to data sets with various
characteristics.
7. Conclusion
We validated the STEP algorithm on a large set of trees extracted from TLS
acquisition in forest environment under various conditions. Overall, the results
shows that the accuracy of the STEP method is comparable to the accuracy of
manual measurements with classical instruments, with mean errors in the range
of 1 cm to 2 cm. We also compared the STEP algorithm to two other approaches
dedicated to stem taper estimation. The results proved that the STEP algorithm
is more adapted to occluded and noisy point clouds than the others. We high-
lighted the differences in the processing chains of each algorithm and showed
that common pre- and post-processing could improve the current results. The
increasing robustness of automatic measurement algorithms pushes the limits of
LiDAR-aided forest inventories tools and new instruments open some interesting
perspective for the use of the presented solutions in applicative contexts.
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VI. Tree segmentation from tubular
shapes
Overview
Terrestrial laser scanners (TLS) are able to acquire the geometry of trees with
unrivalled precision. Therefore foresters have great expectations about TLS ins-
truments and point cloud processing. The non-invasive analysis of trees geo-
metry is the key to novel and accurate measurements. In particular, the cost
of studying the upper part of trees is prohibiting, thus point cloud processing
is an attractive solution for tree crowns measurements. The precise quantifica-
tion of novel metrics related to tree crowns will improve the existing allometric
and growth models, provide a better understanding of spatial interaction bet-
ween trees and enhance our knowledge on forest ecosystems. This interest for
tree crown measurements recently increased and generated a new need in forest
TLS-scanned point cloud processing. Indeed, in order to measure tree crowns,
trees have to be identified as separated objects. Therefore automatic segmenta-
tion of trees from TLS point clouds constitutes a important gain for improving
significantly forest inventory procedures.
Several geometric challenges emanate from the automatic segmentation of
trees inside a point cloud. Point clouds differ from meshes: the lack of adjacency
between data points makes it difficult to apprehend the topology of a point set.
Therefore, segmenting objects becomes a hard task. In addition, tree crowns
highly suffer from large occlusions. Hence branches and foliage are not ”conti-
nuously“ sampled. Adaptive methods are hence required to identify separated
clusters of points that belong to the same object. Statistical solutions cannot be
applied efficiently due to the reduced sampling density in the upper part of trees
and the non-homogeneity of the points. Therefore geometric approaches are pre-
ferred.
In this chapter we propose a solution to this problem and detail how we use
geometric and morphologic information in point clouds to achieve the desired
tree segmentation. In particular, we show how we reached our objective by first
solving the segmentation on a volumetric representation of the point cloud by
using principles taken from the graphs theory, before transcribing the results on
the original data points.
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1. Introduction
The measurements of upper parts of trees, and especially crowns shapes and
dimensions are of major interest in forestry and botanic. These elements can not
be accessed during field campaign. Therefore an emerging solution to fill this
lack of data is to use TLS instruments which are able to capture the geometry of
trees.
The first step for measuring tree crown attributes in a forest plot from a TLS
point cloud is to assign each data point to a tree of the plot. This segmentation
constitutes a major challenge in forest environment where tree crowns closely
overlap and where the point cloud suffers from occlusion, noise and low reso-
lution sampling. Therefore, point clouds are currently segmented by operators,
either manually or using semi-automatic procedures [128]. Indeed, only a few
automatic methods have been developed to reach this goal.
The work of [151] used the data points around detected tree stems to extract
horizontal crown hulls from radial symmetry images. Currently, [53] are deve-
loping a method based on the distance from the points to the trees and their
competitors. The authors included control polygons to support the resulting seg-
mentation. Even though solutions emerge, forest point cloud processing faces
TLS data limitations and validation issues. Indeed, these methods have not been
validated yet since the lack of objective reference data makes the evaluation of
tree crown segmentation difficult. Hence, similar to image processing (see the
Berkeley reference data base [18]) human expertise is considered to be the ac-
tual reference for this problem [133].
In this context, our objective was to propose a novel methods for isolating the
crown of each tree present in a TLS-scanned forest plot. The goals of this method
was to cluster data points of each tree into a unique and coherent segment.
The method was to be tested in natural forest environments with various inter-
tree competition patterns in order to emphasize its limitations. It was validated
against a reference manual isolation produced by an expert operator since it is
consider to be the most reliable protocol to this day.
2. Data sets
In 2013, the UQAR (Université du Québec à Rimouski) conducted a TLS ac-
quisition campaign near the towns of Squatec and Rimouski in the province of
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Figure VI.1. – Top view (left), side view (middle) and result (right) of a manual
tree crown segmentation from a TLS point cloud. The tree in red
has been isolated from its grey competitors.
Québec. This campaign aimed at studying competition between Sugar Maple and
Balsam Firs. 192 target trees in competitive environment and their surrounding
were scanned. Among them we selected 32 trees for the evaluation of our algo-
rithm, corresponding to the 4 cases of species competition: 8 Maples surrounded
by Maples, 8 Maples in competition with Firs, 8 Firs located inside Maple trees,
and 8 Firs in a Maple stand. The point clouds were preprocessed to include only
the competitive environment of each target tree (circular plot centred around
the target tree with a radius depending on the height of the closest competitor).
Each target tree was manually segmented in the resulting point clouds by a trai-
ned operator (Figure VI.1). Therefore we considered this segmentation as the
reference measurement during the evaluation of our algorithm [133].
3. Methods
The automatic tree crown segmentation method we developed requires a pre-
vious estimation of trees location inside the TLS-scanned forest plot (which can
be achieved using the STEP algorithm for example). Our segmentation is based
on two characteristics of trees: on one hand trees are continuous connected ob-
jects, and on the other hand the vegetation density decreases where tree crowns
overlap (Figure VI.2). This phenomenon is called crown shyness. It is an effect
of the wind that generates frictions between trees which lead to branches brea-
kages.
Our methodology is divided into three main steps (Figure VI.3). In a first step
the input point cloud is discretized into voxels and connected components (CC)
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Figure VI.3. – Overview of the proposed methodology
CC. To do so, we assign a label to each CC depending on the number of tree lo-
cation they intersect: components intersecting two or more trees are labelled as
COMPLEX, component intersecting a single tree are labelled as SIMPLEX and com-
ponents not intersecting trees are labelled as EMPTY (Figure VI.4d). To obtain a
one-to-one relationship, COMPLEX components must then be split: we recursively
divide each COMPLEX component Ci into a set of sub components Ci,j until all
resulting components are either SIMPLEX or EMPTY.
The division of a CC requires to remove voxels such that the component is
not connected any more. COMPLEX components are the result of crown overlap.
Therefore we take advantage of the crown shyness to divide them along the
low vegetation density areas: We iteratively filter the voxels with an incremental
threshold on the vegetation density (the value of the threshold increases at each
iteration) until obtention of SIMPLEX and EMPTY components. This way, the first
voxels filtered correspond to the areas of low vegetation density, thus to crown
shyness. The incremental threshold ensures to filter the minimum number of
voxels required to split the CC. This second step produces a set of SIMPLEX and
EMPTY CC (Figure VI.4e). Nevertheless, while SIMPLEX CC correspond to a single
tree, EMPTY CC have to be attributed back to a tree.
3.3. Graph creation and minimum spanning forest
In a third step, we assign each Empty CC to a Simplex CC (hence to a tree).
Assuming that CC of the same tree are close one to another, we use the principle
of nearest neighbour to achieve this task. As a starting point we compute a neigh-
bourhood graphG of all the CC (Figure VI.4f):G = (C,E) is an undirected graph
in which each vertex c ∈ C is a CC and each edge e = (ci, cj) ∈ E represents a
neighbour relationship between vertices. The edges of G are weighted according
to the minimum distance separating the neighbours CC. I.e. the weight wk of the
edge ek = ci, cj is given by:
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wk = argmin (d(va, vb)) (VI.1)
where va ∈ ci is a voxel of the ith CC, vb ∈ cj a voxel of the jth CC, and d is the
Euclidean distance.
We then compute a minimum spanning forest F from the graph G and the
Simplex CC (Figure VI.4g): The sum of the edges weights of the cycle-free sub-
graph F of G is minimal. Therefore this operation creates a graph in which the
proximity between CC is maximised. Finally, Empty CC are assigned back to a
Simplex CC using a breadth-first-search algorithm on F . Each CC is therefore
assigned a unique tree identifier used to segment the data points (Figure VI.4b).
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(a) (b)
(c) (d) (e)
(f) (g)
Figure VI.4. – Steps for segmenting a forest plot point cloud (a) into isolated trees
(b). After the identification of connected components (c), they la-
belled as Complex (red), Simplex (yellow), or Empty (green) (d) and
Complexes components are divided into Simplexes and Empty com-
ponents. Finally, the computation of a neighbourhood graph (f) and
its minimum spanning forest (g) generate the final segmentation.
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Figure VI.5. – Visualisation of commission (green) and omission (blue) errors for a
Maple surrounded by Maples (a), a Maple surrounded by Firs (b), a
Fir surrounded by Maples (c) and a Fir surrounded by Firs (d).
4. Preliminary results
We tested our automatic tree segmentation on the selected data sets. Target
tree segmented by our algorithm were first identified and extracted. Then they
were compared to the same target tree isolated manually by a trained operator
in order to quantify the accuracy of our method (Figure VI.5). Table VI.1 sum-
marized for each target tree the number of points correctly segmented (success
rate), the number of points wrongly identified to another tree (omission error),
the number of points wrongly identified to the target tree (commission error)
and the total error between our method and the manual segmentation. Overall,
the average total error was always below 30% with an average of 12.38% and
a standard deviation of 9.6%. However results show a difference of accuracy
depending on the type of environment: confronted to a plot made of deciduous
trees, our method generates an average error around 17%, while the average
error decreases to less than 7% in coniferous environments.
5. Discussion
The development of an automatic tree segmentation algorithm, including tree
crowns, from TLS-scanned point clouds is an important contribution in the context
of computer-aided forest inventories. Indeed, the automation of this procedure
is a consistent gain since this problem was rarely addressed due to its complexity
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Tree specie
and competitor
Number
of points
Success
rate [%]
Omission
rate [%]
Commission
rate [%]
Total error
[%]
Maple - Maple 967747 87.53 12.45 0.01 12.47
1776321 70.35 28.70 0.95 29.65
Maple - Fir 2436491 89.41 2.38 8.21 10.59
752606 81.51 5.75 12.75 18.49
Fir - Maple 1783455 97.27 1.38 1.365 2.73
455888 81.19 2.72 16.09 18.81
Fir - Fir 1614432 97.02 0.79 2.19 2.98
2905969 96.67 1.24 2.08 3.33
Table VI.1. – Accuracy of our automatic tree crown segmentation algorithm.
[133]. It gives a simplified access to various tree crown measurements and opens
the gate to the computation of new forestry metrics [128].
The propose method differs from what is currently available: it considers nei-
ther a vertical continuity like in [151], nor a horizontal distance between data
points and tree locations [53]. It relies on simple principles as the identification
of connected components. The methods takes advantage of a 3D grid to compute
efficiently the neighbour relationships and distances between components. The
graph representation offers a simple representation of the data and diminishes
the complexity of further processing.
The automatic method segmentation was tested on challenging data sets and
preliminary results showed the limitations of the segmentation when facing de-
ciduous environments. The proximity and the density of competitive branches
partially explain the higher percentage of error. Also the presented method in-
cludes an additional weakness: even though the use of graphs facilitates the
segmentation, it is the cause of incertitudes. Indeed, the unicity of a minimum
spanning forest from a given graph is not ensured. Hence, it is possible that the
minimum spanning forest used in the automatic segmentation does not lead to
optimal accuracy. In the current state of our work, this problem remains to be
solved.
6. Conclusion
In this study we presented a solution to an unresolved problem. Our method
automatically segment the trees of a TLS-scanned forest plot based on an their
approximative location. It gives accurate results (with error mostly under than
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5%) when confronted to coniferous environments but needs to be improve to
reach the same accuracy when applied on deciduous trees. However, this study
is an ongoing work and we plan to implement consistent improvements. In ad-
dition, we tested our method on particularly challenging data since target trees
were in strong competition with their environment, thus data contained a large
amount of crown overlap. It is very likely our method would achieve higher ac-
curacy when applied on less competitive environments.
Several elements are being examined to improve the quality of our method.
We will first focus our efforts on solving the issue of non-unicity of the minimum
spanning forest. We believe that appropriate heuristics and fuzzy approaches
could greatly improve our results. Separately, we will aim at refining the division
of COMPLEX connected components in order to improve the starting point of the
graph processing step.
With enhanced results, automatic segmentation of trees could largely benefit
to forestry by giving access to objective and precise new measurements unattai-
nable until now.
181
Conclusion
Point cloud processing still faces major limitations. The most important of
them is the lack of topological information (absence of connection between data
points), occlusion and missing parts, noise and non-homogeneous sampling den-
sity. In this context, apprehending the geometry of point-sampled surfaces is a
difficult task. The extraction of high level information on a target object is even
more challenging.
In this thesis we investigated solutions to this issue and proposed a robust
tubular shape extraction from point clouds. We intendedly chose to avoid pre-
processing algorithms that reduce the presence of noise and outliers: these al-
gorithms alter the geometry of the original point cloud which is unwanted in
measurement applications like forestry or reverse-engineering. Our works pro-
vided high level information about the content of a noisy and occluded point
cloud using geometric tools. Among several potential applications (e.g. indus-
try monitoring), we chose to apply our method to forest data sets which highly
suffer from point clouds limitations. Processing large forest point clouds gave
rise to two distinct developments with reduced complexity: a fast normal vector
estimation method, and an efficient tubular shape extraction. Based on these de-
velopments we also presented an object-oriented segmentation algorithm which
aims at minimising the effects of the lack of topology along with occlusion and
low sampling density.
Our researches provide solutions to geometric questions of general order. We
investigated the possibilities to achieve fast method for differential geometry ap-
proximation on point clouds. We also studied a general pattern recognition issue
that is: how to extract a shape with an a priori about its geometry? Particularly,
we considered the means to detect and reconstruct specific surfaces from im-
perfect point clouds using adapted parametric models. We also investigated the
possibilities to overcome the lack of connection between points while coherently
segmenting connected objects in a point cloud.
In addition, we addressed more specific geometric issues. First, the anisotro-
pic octrees provide a solution to model complex geometries with a collection of
simple surface models. Therefore we reached a simpler representation of objects
that may be easier to handle throughout different processing. Also we solved the
tubular shape extraction problem using an innovative parametric model based
on a 4D curve. And finally we considered fundamental geometry to make the
active contours energy parametrization independent.
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Several geometric choices precluded our works based on the available tools.
We chose to use parametric models because they are well adapted for pattern re-
cognition purposes, easy to handle and provide a fast access to differential geo-
metry. The proposed fast normal estimation method indeed uses a point cloud
representation build on a collection of quadratic elevation surfaces. Similarly,
the tubular shape extraction method models the tubular shapes as parametric
surfaces based on a 4D curve embedded in a parametric space. Finally we de-
cided to use volumetric models, with 3D grid representation of point clouds, to
overcome the lack of connection between points.
In order to achieve a fast normal vectors estimation method, we considered
a balancing between results accuracy and computing time. The considerations
resulted in anisotropic octrees dividing the point cloud into patches of points
which size reflects the local complexity of the geometry. In addition to normal
estimation, this data structure is the root of a point cloud compression algorithm
and shares the same quality for neighbour finding as traditional octrees. There-
fore, anisotropic octrees appear to be very attractive: they offer more possibilities
than classical data structure at the cost of a small increase of the initialisation
computing time. Moreover, the approximation of the point cloud geometry with
quadratic surfaces stored in octree nodes also gives a curvature indicator which
is not a trivial task on point clouds. At a higher level, this study reveals the need
of adapted partitioning of point clouds, and that researches are still required to
transpose existing efficient anisotropic processing on point cloud data.
We also focused on the robustness of shapes extraction method: contrary to
existing general methods, our tubular shapes extraction algorithm was deve-
loped to be robust to severe data imperfections. The proposed algorithm is also
very different from existing forestry-specialised algorithms because it reconstruct
full and continuous tubular shapes rather than a stack of cylindrical or circular
elements. We chose to follow an accumulation approach that tends to diminish
the impact of noise on the final shape reconstruction. Moreover, the Hough trans-
form has proven to be able to reconstruct full shapes from partial and incomplete
data, hence we took advantage of this property to overcome point cloud occlu-
sion. We also tackled the non-homogeneous sampling density with local analyses
during open growing active contours growth. The results obtained on forest data
sets proved the pertinence of our choices: we validated our methodological de-
cisions and showed the performance of our development confronted to noisy
and occluded raw point clouds. Our algorithm provides objective and automa-
ted measurements that reach the accuracy of manual inventories. Finally, our
method has proven to outperform existing algorithms when confronted to noisy
and occluded point clouds.
We also tested the viability of volumetric models for point cloud segmentation.
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This representation benefits from implicit neighbour relationships and we used
it to transpose a geometrical question to a simpler graph problem. Doing so, we
offer a first solution for an object-oriented point cloud segmentation of complex
scenes affected by occlusion and low sampling density. This work is crucial for
efficient advances in forestry science since it facilitates the study of tree crowns
and gives access to objective botanical measurements inaccessible until now.
Our work end up with the creation of a plug-in integrated to the Computree
software platform. This plug-in includes a complete applicative pipeline proces-
sing adapted for forestry purposes in which each algorithm feeds the following in
the pipeline sequence. We focused on forestry applications because they are well
suited for validation purposes: forest point clouds suffer from additional imper-
fections, which revealed the strengths and weaknesses of our methods. However,
it is important to note that the presented work is not restricted to forestry usages.
Indeed, normal estimation is a very general issue in point cloud processing, and
we do not assume prior forestry specific knowledge. Our algorithms can there-
fore be applied on every type of point cloud. Similarly, tubular shape extraction
is a very general issue which finds other applications: in industry monitoring, for
example, where controlling pipes condition is important.
The proposed methods bring new research topics in forestry, geometry and re-
mote sensing applications. The very next steps in forest measurements will be to
apply our methods at forest plot scale and integrate specific allometric rules in
our developments. In the future we aim at using our algorithm for tubular shape
extraction to provide a complete QSM model of trees competing with the state-
of-the-art proposals. Also, with little additions to our work, we plan to support
the efficient computation of wood volume and derive accurate tree architectural
models from TLS acquisitions. Based on the automatic segmentation of indivi-
dual trees from a forest plot, we propose to push the limits of current available
measurements and estimate tree crown attributes such as width, height, total
volume, Leaf Area Index (LAI) or envelope. These estimations could further lead
to the proposition of interesting competitive indices between trees.
With further works, our methods could be improved. For example, with new
subdivision schemes and stopping criteria, we believe that anisotropic octrees
could run faster while maintaining the accuracy of the presented RMSE crite-
rion. Also, when the rigidity of elevation surface models, we plan to consider
other geometric models to better approximate the point cloud. Also, we aim at
proposing further algorithms (e.g. segmentation, smoothing) inspired by exis-
ting anisotropic processing on images or meshes. The tubular shape extraction
algorithm includes several key elements to be improved. We plan to embed our
work in a multi-scale analysis, and to focus on developing new approaches for
the extraction of a curve of interest inside a discrete space. Similarly, the integra-
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tion of curvature indicators appears to be attractive for the extraction of tubular
shapes. The applications of the presented Hough transform variant offers inter-
esting perspectives: (1) it shares common points with the signed distance trans-
form and hence could be used to produce skeletons of general shapes, and (2)
each primitive deriving from a surface of revolution (e.g. sphere, cylinder, cone
and torus) has an identifiable signature in the Hough space, therefore efforts
will be put to develop shape classification approaches. Finally, new distances,
the inclusion of heuristics and fuzzy segmentations could readily improve the
proposed tree segmentation algorithm.
With the increasing popularity of laser scanning technology and the variety
of support for the sensors we aim at enlarging our field of application. In parti-
cular, the accuracy of UAV-mounted LiDARs is promising for forestry purposes.
Demonstrating the potential of our algorithms on such data would reinforce their
attractiveness. Point clouds acquired in industrial or urban environments do not
suffer the same limitations as forest data sets, and the tubular shape extraction
algorithm would greatly benefit to human-made structures control. Indeed, ma-
jor sites such as nuclear plants, off-shore platforms or pipelines require a strict
monitoring to ensure their security and stability. Laser scanners are powerful
tools that come with new questions, and today the perspectives of application
are very wide.
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