As an important tool characterizing the long time behavior of Markov processes, the Donsker-Varadhan LDP (large deviation principle) does not directly apply to distribution dependent SDEs/SPDEs since the solutions are non-Markovian. We establish this type LDP for several different models of distribution dependent SDEs/SPDEs which may also with memories, by comparing the original equations with the corresponding distribution independent ones. As preparations, the existence, uniqueness and exponential convergence are also investigated for path-distribution dependent SPDEs which should be interesting by themselves.
Introduction
The LDP (large deviation principle) is a fundamental tool characterizing the asymptotic behaviour of probability measures {µ ε } ε>0 on a topological space E, see [4] and references within. Recall that µ ε for small ε > 0 is said to satisfy the LDP with speed λ(ε) → +∞ (as ε → 0) and rate function I : E → [0, +∞], if I has compact level sets (i.e. {I ≤ r} is compact for r ∈ R + ), and for any Borel subset A of E,
− inf
A o I ≤ lim inf where A o andĀ stand for the interior and the closure of A in E respectively. The following two different type LDPs have been studied in the literature.
The Freidlin-Wentzell type small noise LDP [6] : µ ε stands for the distribution of the solution to a dynamic system perturbed by a noise with small intensity ε > 0, i.e. SDE (stochastic differential equation) with small noise. In this case, E is the path space for the solutions of the SDE. This type LDP describes, as ε → 0, the convergence of stochastic systems to the corresponding deterministic system.
The Donsker-Varadhan type long time LDP [5] : µ ε stands for the distribution of L ε −1 , where
is the empirical measure for a stochastic process {X(t)} t≥0 . This type LDP describes the behaviour of L t as t → ∞. In this case, E is the set of all probability measures on the state space of the process, on which both the weak topology (induced by bounded continuous functions) and the τ -topology (induced by bounded measurable functions) are considered in the literature.
In this paper, we study the Donsker-Varadhan LDP for path-distribution dependent SDEs (stochastic differential equations) on a separable Hilbert space H. Inspired by Kac's programme for Vlasov systems in kinetic theory [10] , McKean [12] introduced distribution dependent SDEs. According to Sznitman [15] , under the global Lipschtiz condition, these type SDEs can be derived as the limit of mean-field particle systems when the number of particles tends to infinity. Therefore, distribution dependent SDEs are also called Mckean-Vlasov SDEs and mean-field SDEs.
In applications, the distribution of a stochastic process can be regarded as a macro property, while the path of the process up to a time t stands for the history of the system before this time. Since the evolution of a stochastic system may depend on both the macro environment and the history, it is reasonable to investigate path-distribution dependent SDEs. Moreover, because in many cases the configuration space for particle systems is infinite-dimensional, we consider path-distribution dependent SDEs on Hilbert spaces, and in this case the SDEs are called SPDEs (stochastic partial differential equations).
In recent years, distribution dependent SDEs have been intensively investigated. Among many other papers in this field, [13] established the Freidlin-Wentzell LDP for distribution dependent SDEs. However, up to our best knowledge, there is no any result on the Donsker-Varadhan LDP for this type SDEs. Since the solution is non-Markovian, existing results on the Donsker-Varadhan LDP derived for Markov processes do not apply. Indeed, the definition of the rate function (the Donsker-Varadhan level 2 entropy function) depends on the Markov property of the process, for which the law of the process starting at an initial distribution ν is given by Main idea of the study. To establish the Donsker-Varadhan type LDP for a distribution dependent SDE/SPDE, we choose a reference SDE/SPDE whose solution is Markovian so that existing results on the Donsker-Varadhan LDP apply. By comparing the original equation with the reference one in the sense of LDP, see Lemma 3.5 below, we establish the Donsker-Varadhan LDP for the distribution dependent SDE/SPDE. To this end, we will assume that the original equation has a unique invariant probability measureμ, and take the reference equation to be the original one withμ replacing the distribution variable.
The framework. For a measurable space (E, B), let P(E) denote the set of all probability measures on E. For an E-valued random variable ξ on a probability space, let L ξ ∈ P(E) be the distribution of ξ.
For a separable Hilbert space H, let L(H) be the class of all bounded linear operators on H, which is equipped with the operator norm · . We will also use the Hilbert-Schmidt norm · HS . In general, for two separable Hilbert spaces H 1 and H 2 , L(H 1 ; H 2 ) stands for the space of all bounded linear operators from H 1 to H 2 .
For a fixed constant r 0 ≥ 0, let C = C([−r 0 , 0]; H) be the space of all continuous maps from [−r 0 , 0] to H equipped with the uniform norm
Then C is a Polish space, which refers to the history of a stochastic differential system on H with memory length r 0 . When r 0 = 0, the path space C degenerates to H. For any map h(·) ∈ C([−r 0 , ∞); H) and t ≥ 0, the corresponding segment h t ∈ C is defined by
Let W (t) be the cylindrical Brownian motion onH under a complete filtration probability space (Ω, F , {F t } t≥0 , P); that is,
for an orthonormal basis {ẽ i } i≥1 onH and a sequence of independent one-dimensional Brownian
Consequently, for any p > 0 and two probability measures
Now, consider the following path-distribution dependent SPDE on H:
In Section 3, a more general equation (3.1) will be solved for initial value X 0 ∈ L p (Ω → C , F 0 , P) for some p > 0; i.e. L X 0 is in the space However, to establish the Donsker-Varadhan LDP using the comparing method proposed in Theorem 4.1 below, we have to assume that the noise term only depends on the distribution L Xt rather than the solution X t .
Let X ν t denote the mild segment solution with initial distribution ν ∈ P(C ), which is a continuous adapted process on C , see Definition 3.1 below for details. We study the long time LDP for the empirical measure
D2.1 Definition 1.1. Let P(C ) be equipped with the weak topology, let A ⊂ P(C ), and let J : P(C ) → [0, ∞] have compact level sets, i.e. {J ≤ r} is compact in P(C ) for any r > 0.
(1) {L ν t } ν∈A is said to satisfy the upper bound uniform LDP with rate function J, denoted by {L ν t } ν∈A ∈ LDP u (J), if for any closed A ⊂ P(C ), lim sup
(2) {L ν t } ν∈A is said to satisfy the lower bound uniform LDP with rate function J, denoted by
(3) {L ν t } ν∈A is said to satisfy the uniform LDP with rate function J, denoted by
The remainder of the paper is orgnized as follows. In Section 2, we state the main results of the paper and illustrate them by specific examples. To prove these results, in Section 3 we investigate the existence and uniqueness for path-distribution dependent SDEs/SPDEs, and recall some results on the Donsker-Varadhan LDP for Markov processes. Finally, the proofs of main results are addressed in Section 4.
Main results and Examples
We investigate the long time LDP for (1.1) in the following three situations respectively: 1) r 0 = 0 and H is finite-dimensional;
2) r 0 = 0 and H is infinite-dimensional;
3) r 0 > 0 and σ is constant.
When r 0 > 0 and σ is non-constant, there is a difficulty to apply our comparison argument. We leave this for the future study.
To state our main results, we recall the Feller property, the strong Feller property and the irreducibility for a (sub-) Markov operator P . Let B b (C ) (resp. C b (C )) be the space of bounded measurable (resp. continuous) real functions on C . Let P be a sub-Markov operator on B b (C ), i.e. it is a positivity-preserving linear operator with P 1 ≤ 1. P is called strong
Distribution dependent SDE on R d
Let r 0 = 0, H = R d andH = R m for some d, m ∈ N. In this case, we combine the linear term Ax with the drift term b(x, µ), so that (1.1) reduces to
is the m-dimensional Brownian motion. We assume (H 1 ) b is continuous, σ is bounded and continuous such that
Under (H 1 ), for any X(0) ∈ L 2 (Ω → R d , F 0 , P), the equation (2.1) has a unique solution, see [18, Theorem 2.1] or Theorem 3.1 in a more general framework. We write
It is standard that under (H 1 ) the equation (2.3) has a unique solutionX x (t) for any starting point x ∈ R d , andμ is the unique invariant probability measure of the associated Markov semigroupP Consequently,P t uniquely extends to L ∞ (μ). If f ∈ L ∞ (μ) satisfies
for some g ∈ L ∞ (μ) and all t ≥ 0, we write f ∈ D(Ā ) and denoteĀ f = g. Obviously, we
According to Section 3, the Donsker-Varadhan level 2 entropy function J for the diffusion process generated byĀ has compact level sets in P(R d ) under the τ and weak topologies, and by (3.11) below we have
(1) We have {L ν t } ν∈B r,R ∈ LDP u (J) for all r, R > 0. IfP t is strong Feller andμ-irreducible for some t > 0, then {L ν t } ν∈B r,R ∈ LDP (J) for all r, R > 0.
(2) If there exist constants ε, c 1 , c 2 > 0 such that
To apply this result, we first recall some facts on the strong Feller property and the irreducibility of diffusion semigroups. Remark 2.1. (1) LetP t be the (sub-)Markov semigroup generated by the second order differential operatorĀ 
for some map ψ : (0, ∞) 2 × (R d ) 2 → (0, ∞). Consequently, if moreoverP t has an invariant probability measureμ, thenP t isμ-irreducible for any t > 0. Finally, if {U i } 0≤i≤m are smooth with bounded derivatives of all orders, then the above Hörmander condition implies thatP t has smooth heat kernel with respect to the Lebesgue measure, in particular it is strong Feller for any t > 0.
(2) LetP t be the Markov semigroup generated bȳ
where (ā ij (x)) is strictly positive definite for any x,ā ij ∈ H p,1 loc (dx) andb i ∈ L p loc (dx) for some p > d and all 1 ≤ i, j ≤ d. Moreover, letμ be an invariant probability measure ofP t . Then by [2, Theorem 4.1],P t is strong Feller for all t > 0. Moreover, as indicated in (1) that [11, Theorem 5.1] ensures theμ-irreducibility ofP t for t > 0.
We present below two examples to illustrate this result, where the first is a distribution dependent perturbation of the Ornstein-Ulenbeck process, and the second is the distribution dependent stochastic Hamiltonian system.
When ε > 0 is small enough, assumption (H 1 ) holds and thatP t satisfies conditions in Remark 2.1(2). So, Theorem 2.1(1) implies {L ν t } ν∈B r,R ∈ LDP (J) for all r, R > 0, where it is easy to see that the unique invariant probability measureμ is the standard Gaussian measure on R d .
If we take b(x, ν) = −x−c|x| θ x for some constants c, θ > 0, then when ε > 0 is small enough (H 1 ) and (2.4) are satisfied, so that Theorem 2.1(2) and Remark 2.
Example 2.2. Let d = 2m and consider the following distribution dependent SDE for
for some constants α 1 , α 2 , α 3 ≥ 0 and all
. Moreover, it is easy to see that conditions in Remark 2.1(1) hold, see also [7, 19] for Harnack inequalities and gradeint estimates on stochastic Hamiltonian systems which also imply the strong Feller and µ-irreducibility ofP t . Therefore, the claimed assertion follows from Theorem 2.1(1).
Distribution dependent SPDE
Consider the following distribution-dependent SPDE on a separable Hilbert space H:
where (A, D(A)) is a linear operator on H, b : H × P 2 (H) → H and σ : P 2 (H) → L(H; H) are measurable, and W (t) is the cylindrical Brwonian motion onH. We make the following assumption.
Moreover, b is Lipschitz continuous on H×P 2 (H), σ is bounded and there exist constants
holds for all x, y ∈ H and µ, ν ∈ P 2 (H).
According to Theorem 3.1 below, assumption (H 2 ) implies that for any X(0) ∈ L 2 (Ω → H, F 0 , P), the equation (2.6) has a unique mild solution X(t). As before we denote by X ν (t) the solution with initial distribution ν ∈ P 2 (H), and write P * t ν = L X ν (t) . Moreover, by Itô's formula and κ := λ 1 − (α 1 + α 2 ) > 0, it is easy to see that P * t has a unique invariant probability measureμ ∈ P 2 (H) and
Consider the reference SPDE
which is again well-posed for any initial valueX(0) ∈ L 2 (Ω → H, F 0 , P). Let J be the Donsker-Varadhan level 2 entropy function for the Markov processX(t), see Section 3. For any r,
. If there exist constants ε ∈ (0, 1) and c > 0 such that
is standard to imply the well-posedness of (2.6) and the exponential convergence of
for some constants ε ′ ∈ (0, 1) and c ′ > 0. In particular, 
Path-distribution dependent SPDE with additive noise
LetH = H and σ ∈ L(H). Then (1.1) becomes **0 **0 (2.10)
Below we consider this equation with σ being invertible and non-invertible respectively.
Invertible σ
Since σ is constant, we are able to establish LDP for b(ξ, ·) being Lipshcitz continuous in W p for some p ≥ 1 rather than just for p = 2 as in the last two results.
(H 3 ) σ ∈ L(H) is constant and (A, D(A)) satisfies the corresponding condition in (H 2 ). Moreover, there exist constants p ≥ 1 and α 1 , α 2 ≥ 0 such that
Obviously, (H 3 ) implies assumption (A) in Theorem 3.1 below, so that for any
Let P * t ν = L X ν t for t ≥ 0 and ν ∈ P p (C ). When P * t has a unique invariant probability measureμ ∈ P p (C ), we consider the reference functional SPDE ** ** (2.11)
By Theorem 3.1 below, this reference equation is well-posed for any initial value in L p (Ω → C , F 0 , P). For any ε, R > 0, let
(2) Let σ be invertible. If κ p > 0 and sup s∈(0,λ 1 ] (s − α 1 e sr 0 ) > 0, then {L ν t } ν∈I ε,R ∈ LDP (J) for any ε, R > 0, where J is the Donsker-Varadhan level 2 entropy function for the Markov processX t on C . 
for some constant α 2 ≥ 0. Then (H 3 ) holds for p = 1, and as shown in he proof of Example 1.1 in [1] that
where R(D) is the diameter of D. Therefore, all assertions in Theorem 2.3 hold provided sup r∈(0,λ]
In particular, under this condition {L ν t } ν∈I ε,R ∈ LDP (J) for any ε, R > 1.
Non-invertible σ
Let H = H 1 × H 2 for two separable Hilbert spaces H 1 and H 2 , and consider the following path-distribution dependent SPDE for X(t) = (X (1) (t), X (2) (t)) on H: 
We assume (H 4 ) Let p ≥ 1 and α > 0.
(H 1 4 ) (−A 2 , D(A 2 )) is self-adjoint with discrete spectrum 0 < λ 1 ≤ λ 2 ≤ · · · counting multiplicities such that ∞ i=1 λ γ−1 i < ∞ for some γ ∈ (0, 1). Moreover, A 1 ≤ δ − λ 1 for some constant δ ≥ 0; i.e., A 1 x, x ≤ (δ − λ 1 )|x| 2 holds for all x ∈ D(A 1 ).
(H 2 4 ) There exist constants K 1 , K 2 > 0 such that
(H 3 4 ) σ is invertible on H 2 , and there exists A 0 ∈ L(H 1 ; H 1 ) such that for any t > 0, Be tA 2 = e tA 1 e tA 0 B holds and
By Theorem 3.1 for H 0 = H 2 and diag{0, σ} replacing σ, (H 4 ) implies that for any X 0 ∈ L p (Ω → C , F 0 , P) this equation has a unique mild segment solution. Let P * t ν = L Xt for L X 0 = ν ∈ P p (C ). T03 Theorem 2.4. Assume (H 4 ) for some constants p ≥ 1 and α > 0 satisfying
where · is the operator norm. If
then P * t has a unique invariant probability measureμ such that
holds for some constants c 1 , c 2 > 0, and {L ν t } ν∈I ε,R ∈ LDP (J) for any ε, R > 1, where J is the Donsker-Varadhan level 2 entropy function for the associated reference equation forX(t).
Example 2.4. Consider the following equation for X(t) = (X (1) (t), X (2) (t)) on H = H 0 × H 0 for a separable Hilbert space H 0 :
is the cylindrical Brownian motion on H 0 , A is a self-adjoint operator on H 0 with discrete spectrum such that all eigenvalues 0 < λ 1 ≤≪ 2 ≤ · · · counting multiplicities satisfy
Then P * t has a unique invariant probability measureμ ∈ P 2 (C ), and {L ν t } ν∈I R,q ∈ LDP (J) for any R, q > 1 if
Indeed, it is easy to see that assumption (H 4 ) holds for p = 2, δ = 0, B = α 1 , K 1 = K 2 = α 2 and K 3 = α 3 1∧α . So, we have α = α ′ and (2.18) is equivalent to (2.16) . Then the desired assertion follows from Theorem 2.4.
Preparations
In this part, we investigate path-distribution dependent SPDEs and recall some facts on Donsker-Varadhan LDP for Markov processes.
Path-distribution dependent SPDEs
Consider the following path-distribution dependent SPDE on H:
where (A, D(A)) is a negative self-adjoint operator on H, and
are measurable, and W (t) is the cylindrical Brownian motion onH.
DF Definition 3.1. An adapted continuous process (X t ) t≥0 on C is called a mild segment (or functional) solution of (3.1), if
and the process X(t) := X t (0) satisfies P-a.s.
In this case, we call (X(t)) t≥0 a mild solution of (3.1) with initial value X 0 .
To ensure the existence and uniqueness of mild solutions with X 0 ∈ L p (Ω → C , F 0 , P) for some p > 0, we make the following assumption. HS ds < ∞, t ∈ (0, ∞). (A 2 ) There exists p 0 > 2 such that for any t ≥ 0, ξ, η ∈ C and µ, ν ∈ P p (C ),
In many references (A 1 ) is replaced by t 0 s −γ e As 2 HS ds < ∞, see for instance [3] . The present weaker version allows us to cover more examples with degenerate noise. EXU Theorem 3.1. Assume (A) and let X 0 ∈ L p (Ω → C , F 0 , P). Then (3.1) has a unique mild segment solution {X t } t≥0 starting at X 0 with E sup
provided one of following conditions holds:
(1) p > 2.
(2) p ∈ (0, 2] and σ s (ξ, µ) does not depend on ξ.
(3) p = 2 and for any s ≥ 0, ξ, η ∈ C and µ, ν ∈ P 2 (C ),
Proof. We consider cases (1)-(3) respectively.
Proof for Case (1) . Let p > 2. The existence. We adopt an iteration argument as in [18] . It suffices to prove that for any fixed T > 0, the SPDE has a unique mild segment solution up to time T satisfying ME ME (3.2) E sup
(1a) We first consider the case that X 0 is bounded. Let X 0 t = X 0 and µ 0 t = L X 0 t for t ≥ 0. By Remark 3.1,
is an adapted continuous process on H such that
. Now, assume that for some n ≥ 1 we have constructed a continuous adapted process for µ n s := L X n s is an adapted continuous process on H, and the segment process X n+1 t given by
It suffices to find a constant t 0 > 0 independent of X 0 such that {X n [0,t 0 ] } n≥1 is a Cauchy sequence in L p (Ω → C([0, t 0 ]; C ), P). This together with assumption (A) imply that the limit X [0,t 0 ] := lim n→∞ X n [0,t 0 ] gives rise to a mild segment solution of (3.1) up to time t 0 . By repeating the procedure with initial time it 0 and initial value X it 0 for i ≥ 1, in finite many steps we may construct a mild segment solution of (3.1) up to time T , such that (3.2) holds.
For any n ≥ 1, by (3.4), (3.5) and assumption (A) we have
Combining this with W p (µ n r , µ for some constant c > 0, we find constants C 1 , C 2 > 0 such that 
where µ (N ) s = L X (N) s . By the above argument for X (N ) (t) − X (M ) (t) instead of X n+1 (t) − X n (t), we find a constant C > 0 such that for any N, M ≥ 1, the process
Taking t 0 ∈ (0, T ] such that Cε(t 0 ) ≤ 1 2 , we obtain
, and it is easy to see that its limit as N → ∞ is a solution of (3.1) up to time t 0 . As explained before that by repeating the procedure we construct a mild segment solution of (3.1) up to time T satisfying (3.2). The uniqueness. Let X(t) and Y (t) be two mild segment solutions with initial value X 0 satisfying E sup
Similarly to (3.8) we have
This implies X t = Y t up to time t 0 ∈ (0, T ] such that Cε(t 0 ) < 1. Since this t 0 does not depend on the initial value, repeating the same argument leads to X t = Y t for all t ∈ [0, T ].
Proof for Case (2) . Let p ∈ (0, 2]. Again we first assume that X 0 is bounded and let X n , µ n , ψ n be defined in step (1a). Since σ s (ξ, µ) does not depend on ξ and K(s) ≥ 1, by (A 2 ), Φ n (s) in
Combining this with Remark 3.1 for q = p 0 > 2, and using W p (µ n s , µ n−1 Then the remainder of the proof, including the existence and uniqueness for bounded X 0 , and the extension to general X 0 ∈ L p (Ω → C , F 0 , P), is similar to that in Case (1) .
Proof for Case (3). Let p = 2. As explained above we only consider bounded X 0 . In this case, let X n , µ n , ψ n be defined in step (1a). By (A) and Itô's formula to |X n+1 (t) − X n (t)| 2 , we find a constant c > 0 such that
Obviously, (3.9) implies
for t ∈ [0, T ]. Therefore, by the BDG inequality, there exist constants C 1 , C 2 > 0 depending only on T such that
Noting that W 2 (µ n s , µ n−1
Taking t 0 ∈ (0, T ] such that 4C 2
Thus, {X n [0,t 0 ] } n≥1 is a Cauchy sequence in L 2 (Ω → C([0, t 0 ]; C ), P) as desired. The remainder of the proof is similar to that in Case (1).
Donsker-Varadhan LDP for Markov processes
We first introduce the rate function, i.e. the Donsker-Varadhan level 2 entropy function for continuous Markov processes on a Polish space E.
Consider the path space
Let P(C E ) be the set of all probability measures on C E , and P s (C E ) the set of all stationary (i.e. time-shift-invariant) elements in P(C E ). For any Q ∈ P s (C E ), letQ be the unique stationary probability measure onC E := C(R → E) such that
. For a probability measureQ onC E , letQ w− be the regular conditional distribution ofQ given F −∞ 0 . Moreover, let Ent F 0 1 be the Kullback-Leibler divergence (i.e. relative entropy) on the σ-field F 0 1 ; that is, for any two probability measures µ 1 , µ 2 on C E ,
otherwise.
Now, for a standard Markov process on E with {P x : x ∈ E} ⊂ P(C E ), where P x stands for the distribution of the process starting at x, the process level entropy function of Donsker-Varadhan is given by
Then the Donsker-Varadhan level 2 entropy function is defined as
This function has compact level sets in P(E) under the τ -(hence the weak) topology, see for instance [20, 21] . For any ν ∈ P(E), let (X ν t ) t≥0 be the Markov process with initial distribution ν. Consider its empirical measure
When ν = δ x , we denote X ν t = X x t and L ν t = L x t . Let µ be an invariant probability measure of P t , where P t is the Markov semigroup given by
. We write f ∈ D µ (A ) if f ∈ L ∞ (µ) and there exists g ∈ L ∞ (µ) such that P t f − f = T0 Theorem 3.2 ([21], Proposition B.10 and Corollary B.11). Assume that P t has a unique invariant probability measure µ. Then
In particular, if the Markov process is associated with a symmetric Dirichlet form (E , D(E )) in L 2 (µ), then JN2 JN2 (3.12)
We now recall another result due to [21] on the LDP for uniformly integrable Markov semigroups, which will be used in the proof of Theorem 2.3. Let p ≥ 1 and let P be a bounded linear operator on L p (µ). We call P uniformly integrable in
This LDP is established under the τ -topology induced by f ∈ B b (E), and hence also holds under the weak topology. Let ν ∈ I q,L := {ν = hµ : h L q (µ) ≤ L} for q, L ∈ (1, ∞) .
The next result due to [20] provides criteria on the LDP using the hitting time to compact sets, which will be used in the proofs of Theorem 2.1 and Theorem 2.2. For any set K ⊂ E and any x ∈ E, let τ x K := inf{t ≥ 0 : X x (t) ∈ K}, where X x (t) is the Markov process starting at x. We will use the following conditions:
(D1) For any λ > 0 there exists a compact set K ⊂ E such that (1) (D1) implies {L ν t } ν∈P(E) ∈ LDP u (J), and the inverse holds when E is locally compact. If moreover P t is strong Feller and µ-irreducible for some t > 0, then {L ν t } ν∈P(E) ∈ LDP (J) if and only if (D1) holds.
(2) (D2) implies {L x t } x∈D ∈ LDP u (J) for any compact set D ⊂ E, and the inverse holds provided E is locally compact. If P t is strong Feller and µ-irreducible for some t > 0, then
Finally, we introduce the following approximation lemma which is easy to prove but useful in applications, see for instance [4, Theorems 4.2.16, 4.2.23] , and see also [14, Theorem 3.2] for a stronger version called generalized contraction principle.
: ν ∈ I } be two families of stochastic processes on a Polish space (E, ρ) for an index set I . If (L ν t ) ν∈scrI ∈ LDP u (J)(respectively LDP l (J)) and
then (L ν t ) ν∈I ∈ LDP u (J)(respectively LDP l (J)).
Proofs of main results
To establish the LDP for L ν t , we will compare (3.1) with a reference equation:
whereb : C → H,σ : C → L(H) are measurable such that this equation has a unique mild segment solution for any initial value in C , which is thus a Markov process on C . In applications, the coefficients in (4.1) will be given by the limit of b t (·, ν t ) and σ t (·, ν t ) as t → ∞, where b t and σ t are in (3.1) and ν t := L X ν t . Now, let
We have the following result. Proof. Consider the probability distance
on P(C ). It is well known that ρ induces the weak topology on P(C ). Since
Then the desired assertion follows from Lemma 3.5 withL
Proof of Theorem 2.1
Obviously, condition (H 1 ) implies that the SDE
is well-posed and the solution is a Markov Feller process, whereμ is the unique invariant probability measure of P * t . LetX x (t) denote the solution starting at x. According to Theorem 3.4 and Theorem 4.1, we only need to prove the following assertions:
(a) For any λ > 0, there exist a constant s > 0 and compact set K ⊂ R d , such that (3.14) holds for any compact set K ′ ⊂ R d and
(c) Under (2.4), for any λ > 0 there exists a compact set K ⊂ R d such that (3.13) holds for X, and sup
Indeed, by Theorem 3.4(2), (a) implies the upper LDP (LDP ifP t is strong Feller andμirreducible) forL x t locally uniformly in x, in particular, L 0 t satisfies the upper LDP (LDP ifP t is strong Feller andμ-irreducible). Combining this with (b) and Theorem 4.1 for I = B r,R and Ψ(ν) := δ 0 , we prove the desired assertion for L ν t with ν ∈ B r,R . Finally, by Theorem 3.4(1) and Theorem 4.1 with I = P 2 (R d ) and Ψ(ν) = ν, (c) implies the upper LDP (LDP if P t is strong Feller andμ-irreducible) for L ν t uniformly in ν ∈ P 2 (R d ).
Proof of (a). By (H 1 ), there exist constants α, β > 0 such that
Let θ = σ 2 ∞ . Then for any ε ∈ (0, β/θ), there exist constants c 1 , c 2 > 0 such that
for some martingale M(t). So,
To estimate τ x K for K := B 0 (N), we take N ≥ N 0 := (2α/β) 1 2 . Then (4.4) implies
For any δ > 0, we obtain
Thus, taking δ ≤ β 2 8θ we arrive at
Combining this with the Markov property and (4.5), when δ ≤ εβ 2 we have
Therefore, for any λ > 0 there exists compact K ⊂ R d such that (3.13) holds.
Proof of (b). Simply denote X(t) = X ν (t),X(t) =X 0 (t) and ν t = L X ν (t) = P * t ν for ν ∈ B r,R . By (H 1 ), (2.2) and Itô's formula, we obtain
Letting
We deduce from this and (2.2) that for any λ > 0, Proof of (c). Let (2.4) hold. Then there exist constants c 1 , c 2 > 0 such that
Moreover, by Jensen's inequality and the convexity of [1, ∞) ∋ r → r log 1+ε/2 r, we deduce from (4.8) that
This and the comparison theorem imply h
So,
On the other hand, by (4.8), there exist constants N 0 , β > 0 such that for any N ≥ N 0 and K = B 0 (N), we have P*P P*P (4.10)
Combining this with (4.6) and using the Markov property, when 2δ ≤ β 2 we arrive at
Therefore, for any λ > 0, there exists compact set K such that (3.13) holds. Finally, repeating the proof of (4.9) using X ν (t) replacingX x (t), we derive sup
This together with (4.9) yields GPPO GPPO (4.11) sup
On the other hand, as in (4.7) but integrating from time 1, we obtain
Combining this with (4.11), we derive Therefore, (c) holds.
Proof of Theorem 2.2
As explained in the beginning of Subsection 4.1 that we only need to verify (a) and (b) in the last subsection for the present model. Comparing with the finite-dimensional case, the main difficulty is that bounded sets are no longer compact. To construct compact sets, let {e i } i≥1 be the eigenbasis of A; i.e. it is an orthonromal basis of H such that Ae i = −λ i e i , i ≥ 1. For any N > 0, the set
x, e i 2 λ γ i ≤ N 2 is a compact set in H.
Proof of (a). Simply denoteX(t) =X x (t) and τ K = τ x K := inf{t ≥ 0 :X x (t) ∈ K}. By (H 2 ) and (2.8), we may apply Itô's formula to ψ(X(t)) := (−A) γ−1X (t),X(t) = Letting t, n → ∞ we derive Ee δN 2 d 1 τ K ≤ e 2δψ(x) , x ∈ H.
Combining this with the Markov property, we obtain Ee δN 2 d 1 τX (s) K ≤ Ee 2δψ(X (s)) ,
and it is easy to see from (4.12) that the upper bound is locally bounded in x when δ is small enough. Therefore, condition (a) is satisfied, since N ≥ N 0 is arbitrary.
This implies that the invariant probability measureμ has full support on C , so that there exists a constant c > 0 such that sup µ(|f | 2 )≤1
Therefore,P t 1 has a density p t 1 (ξ, η) with respect toμ satisfying
Consequently, for any ν ∈ I ε,R ,ν t 1 := LXν with respect toμ which satisfies
Combining this with (4.17) and noting that the Markov property ofX t implies that the law of Lν t 1
Proof of Theorem 2.4
By (2.16), we take θ ∈ (0, λ 1 ] such that
For any α > 0, let
We take X 0 , Y 0 ∈ L 2 (Ω → C , F 0 , P) such that L X 0 = ν 1 , L Y 0 = ν 2 and K4 K4 (4.20) W p,α (ν 1 , ν 2 ) p = Eρ α (X 0 , Y 0 ) p .
Let X(t) and Y (t) solves (2.14) with initial values X 0 and Y 0 respectively. Then (H 1 4 ) implies A 1 − δ ≤ −λ 1 ≤ θ, so that
Equivalently, e θt |X (1) (t) − Y (1) (t)| ≤ |X (1) Similarly, it follows from A 2 ≤ −λ 1 ≤ −θ and (H 2 4 ) that e θt |X (2) 
Combining these with α ′ ≥ α and that λ ′ := 1 2 {δ + K 2 + (K 2 − δ) 2 + 4 B satisfies
we derive e θt ρ α ′ (X t , Y t ) ≤ e θr 0 sup s∈[t−r 0 ,t] {α ′ |X (1) (s) − Y (1) (s)| + |X (2) (s) − Y (2) (s)|}e θs ≤ e θr 0 ρ α ′ (X 0 , Y 0 ) + e θr 0 t 0 (δα ′ + K 1 )
