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We study DC and AC transport in low-density p−Si/SiGe heterostructures at low temperatures
and in a broad domain of magnetic fields up to 18 T. Complex AC conductance is determined from
simultaneous measurement of velocity and attenuation of a surface acoustic wave propagating in close
vicinity of the 2D hole layer. The observed behaviors of DC and AC conductance are interpreted
as an evolution from metallic conductance at B = 0 through hopping between localized states in
intermediate magnetic fields (close to the plateau of the integer quantum Hall effect corresponding
to the Landau-level filling factor ν=1) to formation of the Wigner glass in the extreme quantum
limit (B & 14, T . 0.8 K).
PACS numbers: 73.23.-b, 73.50.Rb, 73.43.-f, 73.43.Qt
I. INTRODUCTION
Electron transport through two-dimensional (2D)
semiconductor structures attracts great attention dur-
ing many years. Firstly, two-dimensional layers serve as
building blocks for devices of modern micro- and nano-
electronics. Secondly, two-dimensional structures allow
addressing several fundamental problems. In particular,
they provide possibilities to analyze interplay between
the electron-electron interaction and disorder, which is
the most fundamental problem of modern condensed
matter physics. External magnetic field adds a “new di-
mension” to these studies. A parallel magnetic field acts
mostly upon spin degrees of freedom causing splitting
of the electron levels corresponding to different spins. A
perpendicular magnetic field acts mostly upon orbital de-
grees of freedom by shrinking electron wave functions. As
a result, it influences the interaction-disorder interplay in
a controlled way.
The most remarkable magneto-transport phenomena
existing only in 2D systems are the integer and fractional
quantum Hall effects (IQHE and FQHE, respectively).
While the FQHE can be observed only in very pure sam-
ples having extremely high mobility, the IQHE is a typ-
ical feature of relatively disordered structures. Further-
more, according to conventional picture of the IQHE (see,
e. g., Ref. 1 for a review), it is the disorder responsible
for the “reservoir” of localized states which controls the
evolution of the chemical potential with variation of the
electron/hole density or magnetic field. The localized
states, in turn, lead to broad plateaus in the dependence
of the Hall component, ρxy, of the conductance tensor on
magnetic field or electron density, and vanishing of the
transverse component, ρxx, at the plateaus. As usual, we
assume that magnetic field is parallel to the z-axis while
the electric field is parallel to the x-axis.
According to quantum mechanics,2 the orbital energy
spectrum of a perfect 2D electron system in a perpen-
dicular magnetic field consists of discrete Landau levels
(LLs), εn = ~ωc(n+ 1/2) where ωc = eB/m
∗c is the cy-
clotron frequency; B is the external magnetic field, e is
the electron charge, m∗ is the (cyclotron) effective mass,
while c is the light velocity. The degeneracy factor of
the levels is just the ratio between the sample area, A,
and the effective area 2pil2B occupied by a quantum state.
Here lB ≡ (~c/eB)
1/2 is the so-called Landau or mag-
netic length. The filling factor, ν = 2pipl2B = pch/eB,
has a meaning of the ratio of the electron number to
the “capacity” of a Landau level. Here p is the sheet
electron/hole density. An integer ν means that an in-
teger number of LLs are fully occupied and the chem-
ical potential is located in the gap between them. In
the above consideration, we have defined the filling fac-
tor per electron spin. The external field causes Zeeman
splitting, g∗µBB, of the levels corresponding to different
spins where µB is the Bohr magneton while g
∗ is the so-
called g-factor. If Zeeman splitting exceeds the thermal
splitting, kBT , then the spin-split levels are well resolved.
Here T is temperature while kB is the Boltzmann con-
stant.
The domain where ν < 1 and kBT . ~ωc is called the
extreme quantum limit (EQL). In this domain the elec-
tron states are spin-polarized and only the lowest Landau
level is partly occupied. The magneto-transport in the
EQL region is far from being fully understood. There
exist predictions that a 2D system in such situation be-
2haves as a specific “Hall insulator” where the off-diagonal
component, ρxy, of the resistivity tensor keeps its clas-
sical values while the diagonal component, ρxx, diverges
at zero temperature.3
This is in contrast with an ordinary (Anderson or
Mott) insulator where both components diverge. Trans-
verse DC conductance of both the Hall and an ordinary
insulator at finite temperature is due to the variable-
range hopping of electrons (holes) between localized
states. It turns out that AC conductivity in this regime
is complex, σAC ≡ σ1 − iσ2 and σ2 > σ1 > σ
DC
xx =
ρxx/(ρ
2
xx + ρ
2
xy).
4 This relation has been experimentally
confirmed in GaAs/AlGaAs heterostructures near the
conductivity minima in the IQHE regime using probe-
less acoustic methods to measure AC conductivity.5 The
observed large value of the ratio σ2/σ1 was interpreted
as a hallmark of hopping conductance since the contribu-
tion of extended carriers to σ2 is extremely small in the
studied frequency domain.
An alternative scenario for low-temperature behavior
of an interacting 2D system is formation of the Wigner
crystal – periodic distribution of charge carriers.6 In a
pure electron system an interplay between the kinetic
and interaction energy of electrons depends only on their
density. At sufficiently low density, the typical interac-
tion energy can exceed the Fermi energy of free electrons,
and this is just the domain where the Wigner crystal can
be formed.
Electron Wigner crystal was observed for the first on
the surface of liquid He.7 It was also identified in Si metal-
oxide-semiconductor (MOS) structures with low electron
concentration and high mobility, see Ref. 8 for a review.
External transverse magnetic field shrinks the electron
wave functions and in this way facilitates formation of the
Wigner crystal. As a result, in the presence of sufficiently
strong magnetic field 2DEG can form the Wigner crystal
even at relatively high electron concentration for which
at B = 0 the electron system is a liquid.9 The Wigner
crystallization in magnetic field was studied by many
research groups, both experimentally and theoretically.
Most of experiments were done using high-quality het-
erostructures such as n-GaAs/AlGaAs,10 inversion high-
mobility Si films,11 InGaAs/InP heterostructures.12 The
most popular experimental method here is studies of DC
I − V curves.8,11,12
The conventional point of view resulting from the
above works is that in realistic 2D systems the Wigner
crystal is strongly distorted by disorder and consists of
correlated regions sometimes called “the domains”. The
whole structure is pinned by disorder forming a glass-
like system see, e. g., Ref. 13. This Wigner glass should
exhibit specific nonlinear and hysteretic response to the
applied voltage, which is typical for pinned interacting
random systems.14,15,16 In the presence of AC excitation
electrons vibrate around the pinning centers in a collec-
tive fashion forming the so-called pinning collective mode
strongly influenced by the magnetic field. This mode was
identified as a specific resonance in the AC conductance
observed in high-mobility n and p-GaAs/AlGaAs het-
erostructures at ν < 0.2, i. e., in the EQL. The typical
resonant frequencies were of few GHz.17,18,19,20
This work is aimed at studies of DC and AC mag-
netotransport in low-density heterostructures p-Si/SiGe
(p = 8× 1010 cm−2) both in the IQHE (ν = 1) and EQL
regimes. In this material, the ratio between the typi-
cal hole-hole interaction energy and the Fermi energy is
about 10; an additional advantage is that here forma-
tion of the Wigner crystal is not masked by the liquid
phases corresponding to the fractional quantum Hall ef-
fect. In addition to conventional DC measurements, we
measure velocity and attenuation of a surface acoustic
wave (SAW) excited at the surface of a piezoelectric crys-
tal located close to the 2D hole layer in the heterostruc-
ture. These measurements conducted at different tem-
peratures and magnetic fields provide a probeless method
for studying AC response. This method allows one de-
termining the complex AC conductance, it has been pre-
viously successfully applied to n-GaAs/AlGaAs for iden-
tifying of Wigner crystal.21 In this way we will demon-
strate the evolution from metallic conductance at B = 0
through hopping conductance in intermediate magnetic
fields to formation of the Wigner glass in very high mag-
netic fields.
The paper is organized as follows. In Sec. II we report
the procedures of measurement and data handling. The
results are presented in Sec. III and discussed in Sec. IV.
II. EXPERIMENT
A. Procedure
We simultaneously measured attenuation and velocity
of SAW in p-Si/SiGe heterostructures with hole density
p = 8.2×1010 cm−2 and mobility µ = 1×104 cm2/V·s in
external magnetic field up to 18 T and temperature inter-
val T = 0.3 − 4.2 K. The measurements were performed
in the frequency domain f = 18− 255 MHz using the so-
called hybrid method, see, e. g., Ref. 5. According to this
method, the SAW was excited by an inter-digital trans-
ducer at the surface of a piezoelectric crystal, LiNbO3,
the heterostructure sample being pressed to the surface
as illustrated on Fig. 1. The SAW generates a moving
profile of electric field, which penetrates the 2D-interface,
causing AC electric current. The current produces Joule
heating, as well as feedback forces acting upon the elastic
medium in the piezoelectric crystal. These processes re-
sult in an additional attenuation, ∆Γ, of the SAW, as well
as variation, ∆v, of its velocity. Both effects depend on
the conductance of the two-dimensional hole gas (2DHG)
at the 2D interface. Consequently, by simultaneous mea-
surement of ∆Γ and ∆v we extract complex conductivity,
σAC(ω) ≡ σ1(ω) − iσ2(ω), of the 2D hole system versus
magnetic field, temperature, and SAW amplitude. This
”sandwich”-like method allows to study non-piezoelectric
systems by acoustic methods.
3In addition to acoustic experiments, we measured com-
ponents ρxx and ρxy of static electrical resistance, as well
as the static current-voltage (I − V ) curves of a similar
sample in magnetic field up to 18 T and temperatures
T = 0.3− 2.1 K.
 
FIG. 1: Sketches of the acoustic experiment setup and sample.
The polymorphic fully strained heterostructure
Si〈B〉/Si/SiGe/Si/(001)Si was grown using Solid Source
MBE with e-beam on the substrate Si (100) (Fig. 1).
It consisted of the 300 nm Si buffer layer followed by
30 nm Si0.92Ge0.08 layer, 20 nm undoped spacer and
50 nm layer of B-doped Si with doping concentration
2.5×1018 cm−3. The 2D interface was located in the
strained Si0.92Ge0.08 layer, see Ref. 22 for detailed
analysis of the sample.
The samples used for acoustic measurements were of
the size 0.3×0.5 cm2. The DC measurements were per-
formed using a satellite sample made from adjacent sector
of the same heterostructure plate and shaped as a Hall
bar. Sputtered Al strips annealed at 500◦ C for 30 min
served as Ohmic potential contacts, see Ref. 23.
1. Linear regime
a. DC conductivity. Shown in Fig. 2 is the tem-
perature dependence of the static resistivity, ρxx, mea-
sured at B = 0 and small measurement current (10 nA).
This dependence corresponds to a metal-like behavior,
the resistivity at the lowest temperature (0.3 K) being
(7.5 ± 0.1) kOhm/ ≈ 0.29 h/e2. In this regime, the
I − V curve remains Ohmic up the current of 300 nA.
Thus, one concludes that at B = 0 the hole system is in
a metallic state even at the lowest studied temperature.
The components ρxx and ρxy were measured in the
temperature domain 0.3 − 2 K and in magnetic fields
up to 18 T (ρxx) and 8 T (ρxy). We were not able to
measure ρxy in larger magnetic fields because there the
ρxx turns out to be too large – 1.4 GOhm at T = 0.3 K
and measurement current I = 0.5 nA. At such resistance
the Hall voltage is masked by potential difference between
the voltage probes along the x axis.
The components of magnetoresistance versus magnetic
field for B ≤ 6 T are shown in Fig. 3. One can notice a
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FIG. 2: Temperature dependence of static resistivity, ρxx,
B = 0, I = 10 nA. The line is a guide to eye.
 
FIG. 3: Magnetic field dependences of ρxx and ρxy at different
temperatures.
minimum in ρxx(B) due to the Shubnikov-de Haas (SdH)
effect at the filling factor ν = 1, as well as integer quan-
tum Hall plateaus in ρxy. There is also a weak deep at
ν = 3, which is not clearly seen in Fig. 3 because of
chosen scale. The absence of the minima for even val-
ues of the filling factor is usual for strained p-SiGe, see,
e. g., Ref. 24 and references therein. The reason is the
following. While the valence band in p-SiGe is 6-fold de-
generate if both spin-orbit interaction and strain in the
quantum-well structure are neglected the spin-orbit in-
teraction plus strain partly lift the degeneracy leading
to the energy separation of 23 meV between the heavy
and light holes.24 Therefore, the conductivity is main-
tained by the heavy holes. The spin splitting of the heavy
holes in p-SiGe 2D-systems is significantly enhanced by
exchange interaction. As a result, the spin splitting turns
out to be close to the half of the cyclotron splitting,
g∗µBB ≈ ~ωc/2, where ωc = eB/m
∗c is the cyclotron
4frequency. This is why all even deeps are suppressed.
This behavior strongly differs from that observed in the
AIIIBV heterostructures.
At B ≥ 4.5 T and T .10 K the holes occupy the states
only of lowest spin-splitted band of the 0-Landau level,
so the condition of the quantum limit is fulfilled.
b. Acoustic properties. Shown in Fig. 4 are magnetic
field dependences of the acoustic attenuation, ∆Γ(B) ≡
Γ(B) − Γ(0), and velocity, ∆v(B)/v(0) ≡ [v(B) −
v(0)]/v(0) at f = 87.7 MHz. Here Γ(0) and v(0) are the
SAW attenuation and velocity at B=0, respectively. One
 
FIG. 4: Magnetic field dependences of ∆Γ and ∆v/v(0) for
different temperatures. f = 87.7 MHz, p = 8.2× 1010 cm−2.
can see pronounced extrema in both ∆Γ and ∆v/v(0) at
the magnetic field corresponding to ν = 1. These ex-
trema coincide with the pronounced deep in static ρxx,
Fig. 3. Above B ≥ 4.5 T the system is in the extreme
quantum limit, ~ωc & T . The curves measured at differ-
ent frequencies (18, 30, 157, and 240 MHz) are similar.25
2. Nonlinear regime
a. Voltage - current curves. Shown in Fig. 5 are
V − I curves for different temperatures and magnetic
fields. One can see that the non-Ohmic behavior starts
at very low current, the V − I curves being asymmetric
with respect to the V -axis showing hysteresis at small
currents, see Fig. 6. The sample resistance in the hys-
teretic region depends on the ramping rate. Note that
the voltage-current curves show hysteretic behavior only
in the domain of magnetic fields and temperatures where
they are essentially nonlinear.
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FIG. 5: (a) Voltage-current curves for B = 18 T and different
temperatures. (b) Voltage-current curves for T = 0.55 K and
different magnetic fields. The ramping speed is 5 nA/min.
Arrows show the ramping direction.
b. Acoustic properties. The results of acoustic mea-
surements for different SAW intensities are shown in
Fig. 7. One can see that in the quantum-limit region,
B ≥ 4.5 T, increase in the SAW intensity acts similarly
to an increase in temperature. Namely, both the attenu-
ation maximum and saturation of the SAW velocity shift
towards large magnetic fields. Similar behaviors are ob-
served at other SAW frequencies.
B. Data handling
The components σ1,2 can be found from simultaneous
measurement of ∆Γ and ∆v/v(0) by solving the set of
5equations5
∆Γ (dB/cm)
8.68kA(k, a, d)
=
Σ1(B)
[1 + Σ2(B)]2 +Σ21(B)
−
Σ1(0)
[1 + Σ1(0)]2 +Σ21(0)
, (1)
v(B)− v(0)
v(0)A(k, a, d)
=
1 + Σ2(B)
[1 + Σ2(B)]2 +Σ21(B)
−
1 + Σ2(0)
[1 + Σ1(0)]2 +Σ21(0)
(2)
where
A(k, a, d) = 110.2b(k, a, d)e−2k(a+d) ,
Σi = 4pit(a, k, d)σi/εsv(0) ;
b(k) = (b1(k)[b2(k)− b3(k)])
−1 ,
t(k, a, d) = [b2(k)− b3(k)]/2b1(k) ,
b1(k, a) = (ε1 + ε0)(εs + ε0)
−(ε1 − ε0)(εs − ε0)e
−2ka ,
b2(k, d) = (ε1 + ε0)(εs + ε0)
+(ε1 + ε0)(εs − ε0)e
−2kd ,
b3(k, a, d) = (ε1 − ε0)(εs − ε0)e
−2ka
+(ε1 − ε0)(εs + ε0)e
−2k(a+d) , (3)
k is the SAW wave vector, d is the depth of the 2D-system
layer in the sample, a is the clearance between the sample
and the LiNbO3 surface; ε1=50, ε0=1 and εs=11.7 are
the dielectric constants of LiNbO3, of vacuum, and of the
semiconductor, respectively.
Utility of the above expressions is facilitated by the
fact that at B = 0 the conductance is metallic, and in
the metallic state σ1(ω) is excellently approximated by
the static conductance, σDC, for all relevant frequencies.
Thus we can calibrate the AC response in the absence
of magnetic field by the DC response. For example, for
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FIG. 6: Hysteretic V − I curves measured at T = 0.3 K and
B = 18 T and ramping speed 0.1 nA/min. Arrows show the
ramping direction.
 
FIG. 7: Magnetic field dependence of ∆Γ and ∆v/v(0) at
different RF-source powers. T = 0.3 K; f = 30 MHz.
T = 0.3 K we put σ1|B=0 = σ
DC(0) = (1.33±0.02)×10−4
Ohm−1. The corresponding value of Σ1 for the relevant
frequency range turns out to be much greater than 1. On
the other hand, in the case of metallic conductance one
can expect Σ2 ≪ 1.
5 Thus at B → 0
∆v(0)
v(0)A(k, a, d)
≈
1
1 + Σ21
→ 0 . (4)
At B → ∞, both Σ1 and Σ2 vanish and ∆v/v(0) satu-
rates at the value A(k, a). That is exactly what we see
in Fig. 4. Furthermore, we can find A(k, a) from the
saturated value of [∆v/v(0)]B→∞. Knowing k, we find
from this quantity the thickness of the clearance, a. As
an example, at T = 0.3 K and f = 30 MHz the satu-
rated value of ∆v/v(0) is 7.16 × 10−3 that corresponds
to a = 4.3 × 10−5 cm. We have checked that this value
agrees with the results for different frequencies - 86, 144,
198, and 255 MHz - if the sample was not re-installed be-
tween the measurements. Figure 8 shows the saturation
of the SAW velocity ∆v/v(0) in high magnetic fields at
different frequencies. Knowing a, d, and σDC(0) we can
calculate Γ(0), and, respectively, find the absolute value
of the SAW attenuation: Γ(B) = ∆Γ(B) + Γ(0). This is
an important part of the procedure because in high mag-
netic fields we cannot find this quantity directly. Indeed,
as one can see from Fig. 4, at large magnetic fields the
quantity ∆Γ is very small and the accuracy of its extrac-
tion from the raw AC data could be insufficient. Having
determined the necessary parameters we then solve the
set (1)-(2) for the quantities σ1(ω) and σ2(ω).
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FIG. 8: The SAW velocity shift versus magnetic field at dif-
ferent frequencies at the same sample mounting, T=0.3 K.
III. RESULTS
A. QHE regime
Figure 9 illustrates experimental dependences of the
real, σ1, and imaginary, σ2, components of the complex
AC conductivity derived from the acoustical measure-
ments using Eqs. (1) and (2), as well as of the DC-
conductivity σDCxx = ρxx/(ρ
2
xx + ρ
2
xy), on the reciprocal
filling factor 1/ν ∝ B at T=0.3 K in the vicinity of the
filling factor ν = 1. As follows from this figure, outside
0.0 0.5 1.0
10-8
10-7
10-6
10-5
10-4

xx
DC
2
1

1

1,
2,

D
C  
(
-
1 )
1/

2
FIG. 9: DC conductivity and real & imaginary components
of AC-conductivity at 30 MHz on the reversed filling factor
in the vicinity of ν = 1; T = 0.3 K.
the vicinity of ν = 1 the values of σDC and σ1 are close.
This is exactly the region of metallic conductance where
the hole states are extended. The situation dramatically
changes close to ν = 1 where σ1 ≫ σ
DC. In addition,
in this region the imaginary component, σ2, of the AC
conductivity becomes noticeable.
In Fig. 10, the components σ1 and σ2 are plotted as
functions of temperature for B = 3.2 T (ν = 1) and f =
18 MHz. One can see that the ratio σ1/σ2 increases with
temperature. We believe that the low-temperature region
where σ2 > σ1 > σ
DC corresponds to the hopping of the
holes between localized states in the random potential
produced by charged impurities.4 We observe that the
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FIG. 10: Real and imaginary components of the AC-
conductivity versus temperature for f = 18 MHz and ν=1.
Inset: The Arrhenius plot (log σ1 versus 1/T ) for the same
parameters.
AC hopping conductance is suppressed as temperature
increases. At highest temperatures (T = 0.8 − 4.2 K)
the temperature dependence of σ1 is clearly governed by
thermal activation, σ1 ∝ e
−∆E/T , with ∆E ≈ g∗µBB,
see inset in Fig. 10.
B. Extreme Quantum Limit
c. Acoustic properties. Shown in Fig. 11 is the de-
pendence of σ1 at frequency f = 18 MHz on inverse tem-
perature, 1/T , in different magnetic fields. We observe
that at T = 0.8 − 2 K and B = 8 − 18 T the tempera-
ture dependence of σ1 is well described by the Arrhenius
law, σ1 ∝ e
−∆E/T , with the activation energy, ∆E, in-
creasing with magnetic field, see inset. In this domain of
temperatures and magnetic fields, for all the measured
frequencies (18-87 MHz) σ1 ≈ σ
DC (measured for the
current I = 0.5 nA).
Both quantities depend on temperature according to
the Arrhenius law, the activation energies being very
close, see Fig. 11, inset. We believe that the observed
activation dependences of σ1 and σ
DC are due to mag-
netic freeze-out of the holes from the extended states of
the 0th Landau level to the states localized nearby the
Fermi level. At low temperatures and large magnetic
fields (T < 0.8 K, B ≥ 11 T) the temperature depen-
dence of σ1 becomes very weak.
Magnetic field dependences of σ1 at T = 0.3 K and
different frequencies as well as the DC conductivity mea-
sured with the current excitation of 0.5 nA are shown in
Fig. 12.
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FIG. 11: Dissipative AC conductivity, σ1, versus inverse tem-
perature, 1/T , for different magnetic fields. f = 18 MHz, the
lines are guides for eye. Inset: magnetic field dependence of
the activation energy.
At B > 8 T, σDC/σ1 ≪ 1; this ratio can be less than
0.1. In addition, both the temperature and magnetic field
dependences of σDC cannot be accounted for by conven-
tional expressions for hopping conductance. The mag-
netic field dependence of σ1 weakens as magnetic field
increases; at B ≥ 12 T the dependence is almost absent.
Inset of Fig. 12 illustrates the frequency dependences of
 
FIG. 12: Real part of the AC conductivity, σ1 at different
frequencies and DC conductivity measured at 0.5 nA versus
magnetic field; T = 0.3 K. Inset: frequency dependences of
σ1 and σ2 at B = 18 T, T = 0.3 K.
σ1,2 at B = 18 T and T = 0.3 K. The low-frequency part
of these dependences are linear : σ1,2(ω) ∝ ω. However,
the slopes have different signs – the imaginary part of the
conductivity, σ2, is negative. The experimental points for
f = 157 MHz cannot be allowed for by the linear depen-
dence, note that there is a break in the scale.
Shown in Fig. 13 are dependences of σ1 on the ampli-
tude, EAC, of the electric filed produced by the SAW in
the 2DHG. This amplitude is calculated from the expres-
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FIG. 13: Dependence of σ1 on the SAW amplitude, E
AC, at
different magnetic fields. T = 0.5 K, f = 30 MHz. The lines
are guides for eye.
sion27
(
EAC
)2
=
32piK2
v(0)
W
l
e−2k(a+d)
kb(k, a, d)(ε1 + ε0)
(1 + Σ2)2 +Σ21
.
(5)
HereW is the acoustic power carried by the SAW, l is the
SAW aperture. The rest of notations is the same as for
Eqs. (1) and (2). Though the accuracy of this expression
is not high one can still conclude that in strong mag-
netic field the nonlinear behavior starts at higher SAW
intensities.
d. DC measurements Contrary to the case of AC
conductance, the non-Ohmic behavior of the static V − I
curves, Fig. 5, starts as a threshold. The threshold
electric field, Et, increases with the magnetic field. At
B = 18 T and T = 0.3 K, Et ≈ 9 V/cm. The
threshold positions depend on the ramping speed of the
current. However, even at the lowest ramping speed
(0.02 nA/min) and smallest currents (I < 0.1 nA) the
V − I curves remain non-Ohmic. Thus one can conclude
that the mechanisms of nonlinear behavior at zero and
finite frequency are significantly different.
As we already mentioned, the V − I curves depend on
the current ramping rate. To analyze the static nonlinear
I − V curves it is convenient to plot them in the log-log
scale. Shown in Fig. 14 is the log-log plot of V −I curves
at B = 18, T = 0.3 K and different current sweep rate.
The curve with the lowest ramping speed, 0.02 nA/min,
can be fitted as
I ∝ e−C/V
α
(6)
where C is a constant while α = 0.3− 0.4, see inset.
8 
FIG. 14: log-log plot of the I−V -curves with different current
sweep rate at B = 18, T = 0.3 K. Inset: Logarithm of the
current versus V −0.3 for the curve taken on the ramping speed
0.02 nA/min
IV. DISCUSSION AND CONCLUSION
From the experimental results and their analysis we
conclude that the conduction mechanisms in p-SiGe het-
erostructures are different in different domains of tem-
perature and magnetic field.
In the absence of magnetic field, B = 0, the conduc-
tance shows metallic behavior, see Fig. 4. In relatively
weak magnetic fields, close to the filling factor ν = 1,
there is a temperature-driven crossover from the hopping
conductance at low temperatures to the thermal activa-
tion at higher temperatures. Indeed, at low temperatures
(T < 0.6 K) both σ1(ω) and σ2(ω) relatively weakly de-
pend on temperature, and the inequality σ2 > σ1 > σ
DC
holds. This behavior is compatible with the predictions
for hopping between the localized states created by the
random impurity potential. The results in this domain of
the magnetic field and temperature can be allowed for us-
ing conventional models for hopping conductance in 2D
systems.4 At T & 1 K, σ2 gets much less than σ1 and
finally becomes not measurable, the temperature depen-
dence of σ1 crosses over to the thermal activation (with
magnetic field dependent activation energy). This be-
havior is typical for the conductance driven by extended
states.
The extreme quantum limit occurs in very strong mag-
netic fields where ν < 1. As follows from Fig. 3, the
DC resistance at B & 4.5 T (ν . 0.8) becomes rapidly
increasing with magnetic field. As the temperature in-
creases, the temperature dependence of σ1 crosses over
to thermal activation with magnetic field dependent ac-
tivation energy, see Fig. 11. This behavior can be un-
derstood as a metal-to-insulator transition (MIT) driven
by the magnetic field. A similar transition was observed
by many authors in p-Si/SiGe heterostructures, see, e. g.,
Ref. 24. A crossover from metallic to insulating behavior
manifests itself also in the acoustic properties, as seen
in Fig. 4 – at B & 4.5 T both Γ and ∆v/v(0) cease to
depend on temperature. With increase of temperature
σ1 crosses over to the Arrhenius law, see Fig. 11. This
law holds at T & 1 K for B = 18 T and T & 0.5 K for
B = 10 T.
At the lowest temperature (0.3 K) and 4.5T < B <
7T, σ1 > σ2 > 0, σ1 being almost independent of fre-
quency, see Fig. 12. We believe that in this interval of
magnetic fields the process of magnetic freeze-out takes
place: occupation of extended states exponentially de-
creases with temperature, the activation energy increas-
ing with magnetic field.
At very high magnetic field and low temperatures,
B > 14 T and T < 0.8 K, we face rather unusual be-
havior. One could expect that at low temperatures and
in very strong magnetic field the carriers are localized by
a random potential, therefore both DC and AC conduc-
tance are due to single-particle hopping between the lo-
calized states. This would lead to an exponentially small
Ohmic DC conductance, σDC, which should be much
less than σ1(ω). In addition, the predicted σ2 is posi-
tive, and it should significantly exceed σ1 in the whole
studied frequency range.5 Such a behavior was indeed
observed in the vicinity of ν = 1, i. e., in the integer
quantum Hall effect regime. However, the experimen-
tal results for low temperatures and very high magnetic
field strongly differ from these predictions. Indeed, the
I − V curves are nonlinear even for very small voltages.
At larger voltages there is a pronounced increase in the
current when the voltage exceeds some threshold value.
The I − V curves can be described by Eq. (6), which
is typical for the creep motion of pinned charge density
wave, or Wigner glass.14,15,16 In the same region of tem-
peratures and magnetic fields, the AC response is linear
up to the electric field amplitudes, ∼ 20 V/cm; σ1 ∝ ω is
almost independent of temperature and magnetic field.
The nonlinear effects are qualitatively similar to those
caused by heating of carriers by the electric field cre-
ated by the SAW. In addition, the imaginary part of the
linear-response conductivity is negative, and |σ2| ≪ σ1
that contradicts to the predictions of the model allowing
for the single-particle hopping.
We believe that the observed experimental results can
be explained assuming that at low temperatures and in
strong magnetic field the holes form a Wigner glass, i. e.,
a Wigner crystal distorted by disorder-induced pinning.
Indeed, at small voltage and low temperature the pinned
Wigner crystal should behave as an insulator. At finite
temperature, parts of the Wigner glass experience cor-
related hops between different pinned states leading to
the charge transfer. This process is similar to the creep
of dislocations14 or pinned vortices in type-II supercon-
ductors.15,16 The law (6) and hysteretic I −V curves are
typical for the creep motion.
The dynamic response of weakly pinned Wigner crys-
9tal at not too small frequencies is dominated by the col-
lective excitations13,28 where an inhomogeneously broad-
ened absorption line (the so-called pinning mode) ap-
pears.29 It corresponds to collective vibrations of corre-
lated segments of the Wigner crystal around their equi-
librium positions formed by the random pinning po-
tential. The mode is centered at some disorder- and
magnetic-field-dependent frequency, ωp; its width being
determined by a complicated interplay between differ-
ent collective excitations in the Wigner crystal. There
are modes of two types: transverse (magnetophonons)
and longitudinal (magnetoplasmons). The latters include
fluctuations in electron density. An important point is
that pinning modifies both modes, and the final result
depends on the strength and correlation length, ξ, of the
random potential. Depending in the strength and cor-
relation length of the random potential, the frequency,
ωp may either increase, or decrease with magnetic field.
As follows from experiments in GaAs, ωp ≈ 10
10 s−1
(f ≈ 1.5 GHz). Consequently, in our acoustic experi-
ments ω/ωp ≪ 1. Hence, we were not able to observe
the peak in the frequency dependence of the attenuation
and can discuss only its low-frequency tail. The ratio
ωp/ωc can be arbitrary. Depending on the interplay be-
tween the ratio ωp/ωc and the ratio η ≡
√
λ/β between
the shear (β) and bulk (λ) elastic moduli one can specify
two regimes where the behaviors of σAC are different:
(a) 1≪ ωc/ωp0 ≪ η, (b) 1≪ η ≪ ωc/ωp0 . (7)
Here ωp0 is the pinning frequency at B = 0. As a result,
the variety of different behaviors is very rich. Assuming
ξ ≫ lB = (~c/eB)
1/2 one can cast the expression for
σxx(ω) from Ref. 28 into the form
σxx(ω) = i
e2nω
m∗ω2p0
1 + iu(ω)
[1 + iu(ω)]2 − (ωωc/ω2p0)
2
, (8)
where the function u(ω) is different for regimes (a) and
(b). Note that the above equation differs from that of
Ref. 28 by replacement ω → −ω, u→ −u since the sign
of ω used in the Fourier transform in Ref. 28 is opposite
to that used in Eq. (2).
Below we will focus on the regime (b) since only this
regime seems to be compatible with experimental results.
Then
u(ω) ∼
{
(ω/Ω)2s, ω ≪ Ω , (b1)
const, Ω≪ ω ≪ ωc . (b2)
(9)
Here Ω ∼ ω2p0η/ωc, while s is some critical exponent.
According to Ref. 28, s = 3/2. For the regime (b2) of
Eq. (9) we have
σxx(ω)
σ0
=
ω
ωp0
·
i(1 + iu)
(1 + iu)2 − (ηω/Ω)2
(10)
where σ0 ≡ e
2p/m∗ωp0. The result can be cast in the
form
σ1 = σ0u
ω
ωp0
1 + u2 + (ηω/Ω)2
[1 + u2 + (ηω/Ω)2]2 − (2ηω/Ω)2
, (11)
σ2 = −σ0
ω
ωp0
1 + u2 − (ηω/Ω)2
[1 + u2 + (ηω/Ω)2]2 − (2ηω/Ω)2
.(12)
The above prediction is qualitatively compatible with the
experimental results if one assumes
u≫ ωωc/ω
2
p0 ≫ 1 . (13)
Then
σ1 ≈ σ0
ω
u
, σ2 = −σ0
ω
u2
(14)
and σ1/|σ2| = u ≫ 1. As follows from the experimental
data (see inset of Fig. 12), the components σ2 < 0, both
σ1 and σ2 almost proportional to frequency, and their
ratio is σ1/|σ2| ≈ 40, i. e., greater than 1. In addition,
the experimentally measured σ1 and σ2 are almost inde-
pendent of magnetic field and temperature in the domain
where we expect formation of the Wigner crystal.
The regime (14) requires the inequalities (13) and (9,
b2) to be met simultaneously. These conditions impose
restriction on the frequency ωp0 of the collective mode.
Indeed, they are both valid at the if ωp0 ≈ (1.2 − 1.5)×
1010 s−1. In this way one can determine the pinning
frequency in the absence of magnetic field. At σ1/|σ2| ≈
40 and B > 14 T, the inequality (13) is valid only for
frequencies 18-90 MHz. At frequency f = 157 MHz,
the ratio ωωc/ω
2
p0 is much greater than 40. That can
explain why the linear frequency dependence of σ1 and σ2
does not hold up to the highest experimental frequency.
Taking into account low accuracy in determination of σ2,
the agreement between theory and experiment can be
considered as satisfactory.
Assuming that ωp0 = 1.5 × 10
10 s−1, u = 40 and us-
ing Eq. (8) one can estimate the concentration of the
holes participating in formation of the Wigner crystal in
the extreme quantum limit. The estimate yields a value,
which is approximately by 2 orders of magnitude smaller,
than the hole density in the absence of magnetic field
(8.2 × 1010 cm−2). Apparently, in the very strong mag-
netic field most of carriers is captured by impurities and
only small part is involved in formation of the Wigner
glass. Unfortunately, we cannot compare this result with
any data on Hall resistance, ρxy, since we were not able
to measure this quantity in the extreme quantum limit.
Knowing the frequency ωp0, we can estimate the typ-
ical correlation length, L, of a pinned Wigner crystal.
Following Ref. 30 we have
ωp0 = ct(2pi/L) , (15)
where ct =
√
β/pm∗ is the velocity of transverse phonons
in the Wigner crystal; m∗ is the hole effective mass; β =
0.245e2p3/2/εs is the shear elastic modulus.
Assuming the effective hole density at T = 0.3 K and
B = 18 T to be p ≈ 109 cm−2 (i. e., two orders lower
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then 2DHG sheet density) one estimates the correlation
length as L ≈ 4 × 10−4 cm. The lattice constant of the
Wigner crystal aW ≡ (pip)
−1/2 ≈ 4 × 10−5 cm. Further-
more, with such p the ratio of the hole-hole interaction
energy to the Fermi energy κ = Ehh/EF ≈ 70. Thus,
the inequalities which are necessary conditions for the
Wigner crystal formation – L ≫ aW and κ ≫1 – are
met.
Though the above estimates produce reasonable num-
bers one should not overestimate their accuracy. The
point is that, along with the “pinning” modes, there ex-
ist localized “soft” ones. They appear in the places where
pinning is weak.13 One can expect that these modes can
also contribute to the AC conductance similarly as it hap-
pens in structural glasses.31 Moreover, the frequency de-
pendence of their contribution to σ1(ω) is close to linear,
while the contribution to σ2 is small. Unfortunately, the
density of these soft modes is unknown, therefore we are
not able to estimate these contributions quantitatively.
To conclude the discussion, we believe that p-Si/SiGe
heterostructures demonstrate crossover between different
mechanisms of DC and AC conductance - from metallic
conductance at B = 0 through hopping in the integer
quantum Hall effect regime to the pinned Wigner crystal
(Wigner glass) in the extreme quantum limit (at B > 14
T and T < 0.8 K). The conclusion regarding formation of
the Wigner glass is supported by the behavior of complex
AC conductance showing small negative imaginary part
compatible with the predictions of Ref. 28 for the pinning
mode of a Wigner crystal, as well as by a creep-like non-
linear behavior and hysteretis of DC conductance. This
conclusion agrees with that of Ref. 8 based on DC mea-
surements.
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