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Abstract 
We study multiple antenna systems that employ space- 
rime modulation schenles and transmit data encoded by 
poiveiful channel codes. Decoders for  such codes require 
probabilistic (soft) information about transmitted bits. We 
use a modification of the Finch-Pohst algorithm to solve 
rnaximrirn a posteriori detection problem and efficiently ap- 
proximate soji information. Simulation results that illus- 
trate performance of the proposed system are presented. 
1 Introduction 
In [I], [Z], it was shown that channel capacity in multi- 
ple antenna systems grows linearly with the minimum of the 
number of transmit and receive antennas. Early multiple an- 
tenna communication systems relied on diversity, which is 
achieved by sending redundant information through a scat- 
tering environment and hoping that the message reaches 
receiver along at least one of the multiple paths ([31-[51). 
However, achieving the promised capacity results requires 
more sophisticated means of exploiting the spatial diversity. 
To this end, space-time coding techniques have been devel- 
oped. Space-time coding is a modulation technique that im- 
poses spatial and temporal correlation onto a transmitted se- 
quence of modulated symbols. In [6], [7], a practical space- 
time coding scheme, called V-BLAST (Vertical Bell-Labs 
Layered Space-Time), has been demonstrated on a system 
which employs eight transmit and twelve receive antennas. 
In this scheme, the original data stream is split into sub- 
streams which are then transmitted on individual antennas. 
The receiver employs nulling and cancelling algorithm to 
decode the originally transmitted data. 
In the following years, there has been a tremendous 
amount of the research activities in the field of space-time 
code design. For the communication systems where the 
channel is assumed to be known to the receiver, space-time 
trellis [SI and space-time block codes [9], [lo] have been 
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proposed. There is also a number of available schemes 
where the channel is not known to the receiver, ([11]-[16]). 
Space-time codes, in general, experience complexity dif- 
ficulties at very high rates and with a large number of trans- 
mit antennas. In particular, the computational complexity 
of the optimal maximum-likelihood receiver for decoding 
the trellis space-time codes of [SI grows exponentially with 
either the rate or the number of transmit antennas. Block 
space-time codes face similar complexity issues in high rate 
systems. On the other hand, heuristic techniques for re- 
ceiver design, such as those employed in V-BLAST scheme, 
provide implementable complexity. However, aside from 
being suboptimal, V-BLAST decoding scheme presented in 
[6] does not work with fewer receive than transmit antennas. 
There have also been a number of recently proposed mul- 
tiple antenna schemes that employ powerful channel codes 
to encode the transmitted data (see, e.g., [171-[19] and the 
references therein). In such schemes, the channel decoder 
require soft information about the bits in the transmitted se- 
quence. The complexity of providing soft information in 
multi-antenna systems, however, may become rather high. 
In this paper, we consider powerful (turbo, LDPC) chan- 
nel codes for data encoding in multiple antenna systems 
that employ space-time codes. In particular, we focus on 
recently proposed linear dispersive (LD) space-time codes 
[20]. We show that the LD codes allow for an efficient MAP 
detection and approximation of the soft information via 
modified Fincke-Pohst algorithm. The simulation results il- 
lustrate excellent performance of the proposed scheme. 
2 System model and linear dispersion codes 
The system model is shown in Figure 1. The informa- 
tion data is first protected embedding redundancy via error- 
correcting codes and then space-time coded and sent across 
the channel. Receiver uses F€-MAP algorithm to estimate 
soft information of the transmitted coded sequence and per- 
forms joint iterative detection and decoding. 
We shall assume a narrow-band, flat-fading multiple an- 
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Figure 1. System model 
tenna scheme with M transmit and N receive antennas, 
where the transmitted and received signal are related by 
z = J'Hs + v. 
M 
Furthermore, we shall assume that the channel H is known 
to the receiver via, e.g., training. 
As we pointed out earlier, a space-time code enforces 
time and space correlation onto the transmitted symbol se- 
quence. This correlation is generally embedded over a num- 
ber of channel uses. Therefore, we shall find it useful to 
model the transmission over a number of channel uses, say 
T ,  during which the channel remains constant. In other 
words, we assume that 
x i = & s i + v i ,  i = l ,  ..., T ,  
and hence we can write 
X = @ H + V ,  
where X = [XI x2 . .. XT]' E C T x N  is the received 
signal, S = [sl sz . . . S T ]  E CTXM is the transmitted 
Signal, and v = [VI v2 . . . VT]' E C T x N  is the additive 
C(0,l) noise. Furthermore, the transmitted signal matrix 
satisfies the power constraint EtrSS' = T M .  
A linear-dispersion (Lo) code is such for which 
Q 
s = ~ O q C q  + .;Do), 
q=1 
where C, E C T x M  and D, E C T x M  are fixed matri- 
ces, and sq, q = 1 , .  . . , Q are complex scalars. Scalars 
s, can be chosen from either PSK or QAM constellations. 
For simplicity, we shall assume that they are chosen from 
a D-QAh4 constellation. The particular choice of scalars 
st,. . . , SQ determines a specific codeword from the code 
that is determined by the set of matrices { C,, Dq}. The rate 
of the LD code is then 
R = (Q/T)  log, T. 
A reasonable choice of Q is suggested in [20], 
Q = min(M, N )  . T.  (3) 
Large values of Q maximize the mutual information be- 
tween z and s, since the matrix S then has more degrees 
of freedom. On the other hand, smaller Q provides better 
coding effects - i.e., the system of linear equations that the 
receiver is solving becomes more overdetermined. 
2.1 Decoding of LD codes 
Matrix S can be considered a symbol that is being trans- 
mitted (over T channel uses). The total number of matri- 
ces S that can be generated by {C,, D,} and 51,. . . , SQ 
is 2RT and thus can be very large. This symbol space can 
easily be generated by the LD codes. However, its enor- 
mous size generally prevents any exhaustive search decod- 
ing technique and asks for more sophisticated receiver algo- 
rithms. For instance, the system employing A l  = 8 trans- 
mit antennas coded over T = M channel uses with a rate 
R = 16 LD code has a symbol space with ZRT % 3.4. 
elements. Real-time exhaustive search over such a large set 
is out of question. 
We shall find it convenient for the decoding purposes to 
represent the scalar s, by its real and imaginary parts, 
s, =aq +jP, ,  q = 1,. . . ,Q. 
Denoting A, = C, + D,, B, = Cq - D,, one can write 
0 
(4) 
,=1 
The linearity of the LD codes (4) in the variables {cy,; P,} 
can be exploited to pose the detection problem as an integer 
least-squares problem. To this end, we write the equation 
( 2 )  as 
X = &SH t V = g e ( a r A q  +jL?,B,)H + V. 
,=I 
Define 
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and 
h, = [ 2; ] > 
where the vectors hx,,, and hI,", n = 1,. . . , N ,  denote 
kth columns of matrices HR and H I ,  respectively. Now, 
collecting all real and imaginary parts, we can write the ex- 
pression for the inputloutput relation as 
ZR.1 
Vl.1 
"Q UR,N --- 
where the 2NT x ZQ real valued equivalent channel matrix 
is given by 
=v 
ZI.1 
Z I . N  
= 8  - -z 
Ah1 Blh1 ... A Q h l  B Q ~ I  
d i h N   bib^ ... dQ!LN B Q ~ N  
and where Z R , ~ ,   XI,^. UR,~,  and  VI,^ denote kth column of 
XR, XI, VR, and VI ,  respectively. Therefore, the relation 
between the transmitted sequence of the symbols and the 
received signal is linear and is given by 
x = R s + v .  (5) 
The equivalent channel 31 is therefore comprised of the dis- 
persion matrices {d,,B,} and the known channel mauix 
H a n d  is, therefore, known to the receiver. 
To keep the notation simple, we shall denote 
A A A A 
81 = "1,SZ = P I , .  . . , SZQ-1 = "Q, SZQ = PQ. 
Also, denote m = 2Q. Note that si E Dr. for 1 5 i 5 m, 
where DL denotes an L-PAM constellation ( L  = a). 
Then from (5), one can pose the maximum a posteriori de- 
tection problem as 
min 111 - X S I ) *  + C l o g p ( s ; ) ,  (6) 
where p(si) is the a priori probability of the i th  component 
of the m-dimensional vector s. Problem (6) allows for effi- 
cient implementation of FP-MAP algorithm [181. 
3 Modified FP Algorithm for MAP Detection 
The MAP detector maximizes the posterior probability 
p.jZ(sJz), i.e., it solves optimization problem 
(7) 
Using Bayes' rule, 
arg max p,jZ(slz) = argg@pzIB(zls)p.(s) 
.+€UP 
Further, by assuming that the symbols 81, S Z ,  . . . , S, are 
independent, we can write 
k = l  
Then, for a known channel in AWGN, (7) is equivalent to 
the optimization problem 
1 
For an iterative decoding scheme, we also require soft in- 
formation, i.e., the probability that each bit is decoded cor- 
rectly. To this end, consider the LLR 
J 
(9) 
Computing (9) over entire signal space DF is of prohibitive 
complexity. Instead, we constrain ourselves to those s 6 
05 for which argument in (8) is small. [Note that these are 
the signal vectors whose contribution to the numerator and 
denominator in (9) is significant.] 
Applying the idea of Fincke-Pohst algorithm, we search 
for the points s that belong to the geometric body described 
by 
" 
T' 2 (S - s^)*R'R(S - 2) - c lOgp(Sk) ,  (10) 
k=l  
where R is lower triangular mauix following QR factoriza- 
tion of H .  The distance measure T in (10) can be chosen 
according to the statistical properties of the noise and the 
a priori distribution of s. The expected complexity of the 
Fincke-Pobst algorithm was shown to be polynomial over a 
wide range of SNRs in [22]. 
Assume that the search yields the set of points S = 
{s('), s(2), . . . , s ( I s ) } .  The vectors E s that minimizes (8) 
is the solution to the MAP detection problem (7). The soft 
information for each bit c, can be estimated from (9), by 
only summing the terms in the numerator and denominator 
such that s E S. 
Note that the logarithms in (9) can be efficiently com- 
puted using the standard Log-MAP implementation (see, 
e.g., [Zl]) of the form 
log(e61 + e'z) = max(61,d2) + I n ( 1 t  e-162-'11) 
= max(&,62) + f J l &  - hl), (11) 
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where fc() is a correction function found by a table look- 
up. Further computational savings (but at the expense of 
performance) can be obtained by dropping fJ.) in ( I I ) ,  
which yields Max-LogMAP approximation of the form 
log(e61 + 21) s max(Si,&). 
4 Performance results 
In this section, we present examples that illustrate perfor- 
mance of the LDPC codes in a multi-antenna system with 
LD space-time modulation. In particular, we use an 8/9- 
rate LDPC code of the length 1224. 
Figure 2 shows the performance of the 2 x 2 system em- 
ploying a 4-QAM modulation scheme and a rate R = 4 LD 
code. The significant coding gain due to use of the LDPC 
code is evident. 
It is interesting to compare the performance of the LD 
code and the V-BLAST. This is shown in Figure 3. The sys- 
tem employing LD code outperforms the V-BLAST, with or 
without the channel code. However, the coding gain advan- 
tage of the LD code with respect to the V-BLAST is much 
more pronounced when no LDPC code is employed. Note 
that the dispersion matrices of the LD code are chosen to 
optimize the mutual information between z and s, i.e., to 
solve for the optimization problem CLD(P,T, M, N )  = 
5119,681 
Figure 2. A l  = N = 2. LD R = 4, rare 8 19 LDPC 
code 
I d  
. . . . . . . . . . . . . . . . . . . . . .  , 
max -Elogdet 1 ( 1 2 , ~ ~  + ~ 7 i ' H ' )  P (12) 
A,,E,,q=l, .... Q 2T 
for a patticular p of interest and an appropriate power con- 
straint. It turns out that that V-BLAST satisfies this criterion 
as well. That explains the strong performance of V-BLAST 
in the system employing the LDPC code: to attain the good 
performance promised by a powerful channel code, all that 
space-time code must do is not throw away any informa- 
tion, which is guaranteed by satisfying (12). [There is, of 
course, additionat gain obtained by spreading information 
across space and time, as illustrated in Figure 3.1 Indeed, 
even without a space-time coding, LDPC code would yield 
good performance, as illustrated in Figure 4 for a system 
employing M = N = 4 transmit and receive antennas and 
a 4-QAM modulation scheme. However, a space-time cod- 
ing is needed in systems with less receive than transmit an- 
tennas, to provide as many equations as there are unknowns 
and provide feasibility of decoding (when M > N ,  the 
Fincke-Pohst algorithm is exponential in M - N).  Such 
a system, with M = 3 and N = 1, employing an LD code 
is shown in Figure 5.  
Figure 3. M = N = 2, LD US. V-BLASTR = 4. 
rate 819 LDPC code 
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Figure 4. M =, N = 4, no S-Tcode, rare 819 LDPC 
code 
5 Conclusion 
We studied the multi-antenna systems employing space- 
time modulation and powerful channel codes. A modifi- 
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cation of the Fincke-Pohst algorithm is used to provide an 
efficient estimate of the soft information required for the 
iterative channel decoder. Simulations illustrate the signifi- 
cant coding gains obtained. 
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