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RESUMEN 
Este artículo presenta una nueva altemativa para 
resolver el problema de localización de fallas en 
sistemas de distribución de energía eléctrica, a partir 
de la utilización de los algoritmos de aprendizaje 
representados por los clasificadores. Se analiza el 
desempeño de un localizador de fallas basado en 
una técnica de clasificación con vectores de soporte; 
el desempeño se pmeba mediante la variación de 
la exigencia del clasificador para reconocer cada 
vez una zona de falla más pequeña. Un ejemplo de 
ap licación con el modelo de lID sistema real muestra 
que el localizador propuesto es altamente efectivo 
para resolver el problema, por lo que se obtienen 
aciertos superiores al 97% en la localización del 
nodo en falla, en el caso más exigente. 
ABsTRACT 
This paper shows a new perspective to solve the 
fault location problem in power distribution syste-
. . 
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ms, by using learning algorithms here represented 
by classifiers. I1le performance of a support vector 
based fault locator, applied to power distribution 
systems, is analyzed there; it is tested by means of 
the exigency variation to recognize small faulted 
zones. From an application example which uses a 
model taken from a real power system, it is shown 
how the proposed approach is highly effective to 
solve the problem, having scores above 97% to 
locate the faulted node, in the most difficult case 
proposed. 
* * * 
1. Introducción 
La calidad de energía eléctrica suele evaluarse en 
dos grandes áreas: en el suministro y en la atención 
al cliente . A la vez, la calidad del suministro se mide 
en función de dos variables: la fornla de onda y la 
continuidad; este último aspecto es el considerado 
cuando se aborda el problema de localización de 
fallas [1] [2]. 
El problema de localización de fallas no es nuevo. 
Sin embargo, las investigaciones realizadas en esta 
área han abordado el tema en sistemas de transmi-
sión y, a su vez, han considerado las caracteristicas 
homogéneas de la línea, así como la posibilidad de 
contar con mediciones en ambos terminales; por 
otra parte, la disponibilidad de más equipos permi-
ten localizar los sitios de falla con alta precisión. Por 
el contrario, el problema de localización de fallas 
en sistemas de distribución es complejo y aún no 
está resuelto [3] [4]. 
La complejidad de la localización de fallas en sis-
temas de distribución se debe principalmente a la 
presencia de conductores no homogéneos, cargas 
intemledias, derivaciones laterales, compensación 
capacitiva y desbalances del sistema y la carga. Ade-
más, estos sistemas sólo cuentan con medidas en la 
subestación y, algunas veces, con el modelo simplifi-
cado del sistema [5] [6]. Los principales esfuerzos de 
investigación se han orientado a los métodos clásicos 
de localización de falla, que estiman la reactancia a 
partir de las medidas de tensión y corriente en la sub-
estación; la reactancia se relaciona con la distancia al 
sitio de falla a partir del uso del modelo. Sin embargo, 
los problemas de estos métodos son: 
• La necesidad de disponer de un buen modelo 
del sistema. 
• La múltiple estimación del sitio de falla, dado 
que la distancia asociada con la reactancia 
estimada puede coincidir con muchos sitios 
en un sistema ramificado. Algunos de los más 
importantes métodos basados en la estimación 
de la reactancia se presentan en [5] [7-10]. 
Como contribución a la solución de este problema, 
en este artículo se propone complementar los méto-
dos clásicos de localización mediante una técnica 
de clasificación basada en vectores de soporte, para 
reducir la incertidumbre asociada a la localización 
de la falla y así evitar el problema de la múltiple 
estimación [11-12]. Para localizar la zona de falla, 
esta altemativa sólo usa las medidas de tensión y co-
rriente en la subestación. El artículo también plantea 
un análisis del método y su capacidad de localizar 
fallas en zonas cada vez más pequeñas, para así 
poder mantener altos índices de desempeño. 
En el segundo apartado de este documento se des-
cribe la metodología propuesta para implementar 
y probar el localizador de fallas y en el tercero se 
presenta una breve descripción del clasificador 
basado en vectores de soporte. Las pmebas con un 
sistema prototipo, las diferentes alternativas de zo-
nificación del sistema y el análisis de los resultados 
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se muestran en el cuarto apartado. Finalmente, en la última parte se presentan las conclusiones derivadas 
de esta investigación. 
2. Metodología para la aplicación de un clasificador al problema de la localización de 
fallas 
A continuación se presenta la metodología propuesta para localizar la región probable de falla y la apli-
cación posterior del clasificador. El proceso está dividido en cinco etapas generales que se presentan en 
el diagrama 1. 
1. lonlllcación del 
.¡atema de potencia 
2. Adqui.ición de la 
baoe de dolo. de 10110 
3. Pr~proct!lamiento de 
la •• alal .. da tenlión '1 
carrlanfe 
4. EntrenClmianta del 
clc.¡fieador 
(~ 
Diagrama 1. Etapas metodológicas para la aplicación del localizador de fallas basado en técnicas de clasificación 
2.1. Zonificación de la red 
Dado que se propone la utilización de un método 
de clasificación, el problema es más sencillo si el 
sistema de potencia se divide en zonas a las que se 
asigna un conjunto de descriptores de entrada l . El 
criterio de zonificación debe basarse en la división 
del sistema de potencia, de tal manera que la identi-
ficación de una zona como la más probáble de falla 
permita reducir el tiempo de localización de la falla 
al equipo de mantenimiento de la red. 
1 Las clases corresponden a zonas en falla. 
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Como recomendación básica, una zona no debe 
contener más de un lateral con las mismas fases , 
para evitar el problema de la múltiple estimación 
presentada por los métodos clásicos referenciados 
en la introducción. En consecuencia, los criterios 
de zonificación son: topología de la red, localiza-
ción de protecciones, longitud de alimentadores, 
importancia del ramal, disponibilidad de datos de 
fallas para entrenar el clasificador y, finalmente, las 
prácticas de la empresa. En este caso, para mostrar 
el desempeño del clasificador ante los diferentes 
escenarios propuestos se presentan varias altema-
tivas de zonificación. 
2.2. Adquisición de la base de datos de falla 
Es necesario que cuando un evento de falla ocurra 
en el sistema de potencia puedan registrarse las 
señales de tensión y corriente medidas en la subesta-
ción. A partir de estos registros se debe crearse una 
base de datos en la cual cada registro se asocie con 
el tipo de falla y su localización. La base de datos 
puede ser obtenida mediante lU1a combinación de 
registros reales de falla o empleando un software 
especializado para realizar simulaciones con un cir-
cuito base que es modelado con los parámetros del 
circuito real. En este caso se realizó una simulación 
e>..1.ensiva de fallas usando Matlab® y Alternative 
Transients Program (ATP) [13]. Las resistencias 
de falla para simulación se encuentran en un rango 
entre O y 40 n [14]. 
2.3. Pre-procesamiento de la señal 
Esta etapa consiste en la obtención del conjunto de 
descriptores que representan la falla. Cada conjunto 
de descriptores está asociado con una etiqueta que 
corresponde a la zona donde ocurrió la falla. Los 
principales descriptores usados se toman de las 
señales de fase y son la diferencia entre el valor 
eficaz entre los estados estables de falla y pre-falla 
de tensión (dV) , corriente (dI) y la reactallcia vista 
desde la subestación (X}). Además de los anteriores 
descriptores, los valores de línea se emplean para 
el cálculo de la variación de la tensión (dVL) , la 
corriente (dIL) y la reactancia (XjL). 
En este caso se consideraron sólo descriptores de 
fácil obtención, de tal fomla que la propuesta final 
no esté condicionada por las limitaciones de equi-
pos . Los descriptores aquí presentados se calculan 
. . 
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de una fonna simple, para evitar la incertidlU11bre 
asociada al proceso de estimación de las magnitudes 
eléctricas. 
2.4. Entrenamiento del clasificador 
La primera parte de esta etapa es la selección del 
conjunto de descriptores para el proceso de entrena-
miento. Para esta selección se analizan las combina-
ciones de descriptores constituyentes del conjunto 
de entrenamiento que posibilitan una clasificación 
adecuada y, por tanto, la localización correcta de 
la zona de ocurrencia de la falla. En este caso se 
presentan los resultados de la combinación de dos, 
tres y cuatro descriptores; a partir de las pruebas 
de cada combinación posible de descriptores se 
selecciona el conjlU1to cuyos resultados de precisión 
son más altos. La precisión se usa como medición 
del desempeño del localizador y se calcula como 
se muestra en la ecuación (1). 
En el clasificador se aplicó una estrategia de en-
trenamiento del tipo supervisado, con la que se 
obtuvieron resultados adecuados para resolver el 
problema planteado. En el entrenamiento del lo-
calizador basado en vectores de soporte se utilizó 
la validación cruzada y la búsqueda en malla, para 
encontrar el mejor valor de e y del parámetro (J del 
kernel RBF [15]. 
2.5. Pruebas de precisión del localizador basado 
en la técnica de clasificación 
Las pruebas de precisión se realizan para estimar el 
comportamiento de la técnica de clasificación ante 
datos que no fueron usados en el proceso de entre-
namiento. Los datos de prueba deben corresponder 
a los mismos descriptores y recibir el mismo pro-
cesamiento que el realizado para los datos usados 
en el proceso de entrenamiento. La precisión del 
método se calcula como se presenta en (1). 
Número de los resistros clasificados correctamente 
Precisión = -----------------------
Número de registros 
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La medida de la precisión en el reconocimiento de 
las zonas en falla es un buen indicador que pemúte 
predecir el comportamiento del clasificador ante 
nuevas situaciones; este parámetro se tomará como 
indicador para seleccionar la mejor altemativa 
que pemüta abordar el problema de localización 
de fallas. 
3. Clasificadores basado en vectores de 
soporte 
En problemas de clasificación simples, la teoría 
estadística de aprendizaje puede identificar con 
precisión los factores por tener en cuenta para un 
aprendizaje exitoso . No obstante, las aplicaciones 
reales demandan el uso de modelos y algoritmos 
más complejos (por ejemplo redes neuronales, 
técnicas bayesianas, etc.) que son difíciles de 
analizar. 
A diferencia del método bayesiano, las máquinas 
de soporte vectorial (SVM o Support Vector Machi-
nes) tienen la ventaja de no requerir ningún tipo de 
hipótesis sobre la densidad de probabilidad de los 
rasgos; asimismo, frente a las redes neuronales son 
convenientes, en términos de la dimensionalidad del 
problema. La arquitectura de las SVM sólo depende 
de la constante de penalización e y del parámetro 
G de la ftU1ción kernel (en el caso RBF), como se 
muestra en el apartado 3.3 [16]. Esta facilidad de 
configuración evita la selección de requerimientos 
sobre parámetros exclusivos de arquitectura, por 
ejemplo: número de nodos y capas y tipo de co-
nexión entre capas, entre otros característicos de 
las redes neuronales. 
3.1. Clasificación lineal 
Los clasificadores de soporte vectorial están basa-
dos en hiperplanos que separan los datos de entrena-
miento en dos subgmpos, cada uno con una etiqueta 
propia. Entre todos los posibles planos de separa-
ción entre las dos clases etiquetadas, y E {-l, + 1 } 
existe un único hiperplano de separación óptimo 
(OSH), de tal forma que la distancia entre el hi-
perplano óptimo y el patrón de entrenamiento más 
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cercano sea máxima, con la intención de forzar la 
generalización de la máquina de aprendizaje [16-
17]. El hiper plano de separación óptimo (P) se 
expresa de la siguiente forma: 
Fa: (w · x)+h=O (2) 
En (2) w es un vector perpendicular al hiperplano 
(OSH); x son las variables de entrada o conjunto de 
descriptores (x l' ... ,x) y b es el témúno indepen-
diente de la ecuación de un hiperplano. 
En este problema se desea maximizar el margen, 
como se presenta en la gráfica l. 
\ 
o 
• o 
• • o o 
• 
o 
Origen 00_0 . 
o 
C "ática 1. Hiperplanos que separan correctamente los datos. El 
OSH de la derecha tiene un mayor margen de separación 
entre clases, luego se espera una mejor generalización 
La función de decisión f""b(:;¡) = Ji puede definirse 
como el signo que resulta de evaluar un dato en la 
ecuación del OSH (2), como se presenta en (3), 
!w,b (x¡)= sign [(H" X i )+ b] (3) 
Si existe un hiperplano, como se muestra en la 
gráfica 1, se dice que los datos son linealmente 
separables, 
3.2. Clasificación con margen débil 
En los casos en que existen datos de entrada erró-
neos, ruido o alto solapamiento de clases en los 
datos de entrenamiento, el hiperplano clasificador 
óptimo se puede afectar. Por esta razón se cambia 
un poco la perspectiva y se busca el mejor hiper-
plano clasificador que pueda tolerar ruido en los 
datos de entrenamiento (gráfica 2), introduciendo 
la variable de relajación (~¡) que se presenta en la 
ecuación (4). 
Á. P, 
Po 
P, 
(~) 
• • o 
• 
. '::b 
¡WI 
• 
ngen • 
• 
Gráfica 2. Hiperplano de separación penllitiendo ruido 
~¡20,Vi (4) 
Para definir en forma única el hi perplano óptimo 
(forma canónica) se deben afíadir las restricciones, 
como se presenta en (5). 
Y·(H'·x+b»l-):: Vi 1 l - ,",l' (5) 
. . 
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3.3. Caso no lineal 
Los clasificadores basados en vectores de sopor-
te no lineales tienen la posibilidad de mapear el 
espacio de entrada en otro de representación de 
dimensión alta. En este nuevo espacio los datos son 
linealmente separables y pueden construir un OSH 
sobre él; su representación en el espacio de entrada 
es una función de separación no lineal (gráfica 3). 
R F 
~, 4I(~, 
~x' 
fP((I) 
4t(~,) 
o !l)(X) $(0) 
<l>(Q) 
'J>(:\} 
<l>(x) 41>(0) 
I}J(,O) 
<J)(x) <l>(x) $(XI 
Gráfica 3. Los clasificadores basados en vectores de soporte no 
lineales mapean el espacio de entrada en otro de repre-
sentación de dimensión alta y luego construyen un OSH 
sobre este último. cuya representación en el espacio de 
entrada es una [unción de separación no lineal 
La generalización de la SVM a funciones de de-
cisión no lineales consiste en mapear el espacio 
de entrada sobre un espacio de representación de 
dimensión alta usando una nmción no lineal elegida 
a priori. Esta función es la kernel (<1» , que traza los 
datos de entrada x¡ E R N en otro espacio de mayor 
dimensión en el que esté definido el producto punto, 
conocido como espacio característico (F), como se 
define en (6) [18]. 
(6) 
Así, de la función en la ecuación (2), que depende 
del producto punto de los vectores en el espacio de 
entrada, se pasa a una función g(x), que depende 
del producto punto de los vectores en el espacio 
característico, como se presenta en (7). 
(7) 
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N A continuación se debe definir una función (k) que 
sea el producto punto de los vectores en el espacio 
característico, como se presenta en (8). Sujeto a: 
O:::;u i :::; C,Vi y L.UiY; =0 
;=1 
La ecuación del OSH y la función decisión puede 
(8) expresarse como (14) y (15). 
Si se considera que (F) es de alta dimensión, el lado 
derecho de la ecuación (8) es costoso en términos 
computacionales. Sin embargo, existe una función 
kernel (K) que se puede evaluar eficazmente y se 
puede demostrar que un trazado de (<1» corresponde 
a un espacio que comprende todos los productos 
punto [19]. Los kernels más utilizados son el po-
linomial (9), el de función de base radial (RBF) 
presentado en (lO), y el sigmoide, presentado en 
(11). 
k(~,~) = ((~,~) + e r (9) 
k(~,~) = e[J~}2 l (10) 
(11) 
En resumen, el hiperplano óptimo en forma ca-
nónica de margen débil se halla solucionando el 
problema de optimización restringida dado por la 
ecuación (12), sujeto a (4) y (5). 
(14) 
Para resolver el problema de multicIasificación 
(más de dos cIases), a partir de un conjunto de 
funciones bicIasificadoras se construye una fun-
ción clasificadora global. Técnicas disponibles de 
descomposición y reconstrucción permiten a los 
clasificadores basados en vectores de soporte ma-
nejar problemas de multicIasificación con mayor 
simplicidad y/o menor tiempo de respuesta que una 
SVM generalizada para multiclasificación [12]. 
4. Pruebas y resultados 
4.1. Sistema prototipo de pruebas 
El sistema de distribución seleccionado para las 
pruebas es el modelo de un alimentador de 25 kV 
de Saskatown Power and Light de Saskatchewan 
(Canadá), presentado en [5]. El diagrama unifilar 
del sistema se presenta a continuación. 
1 11 
mín-(w· w)+ e'" Si 
lV.b 2 .LJ 
i=J 
(12) El circuito del diagrama 2 ha sido utilizado para 
pruebas de distintos métodos de localización de 
fallas [13] [20]. 
En (12) e es una constante de penalización al 
problema de minimización. Si se utilizan los 
multiplicadores de Lagrange y el teorema dual de 
Wolfe se obtiene el problema final de optimización 
(problema de optimización cuadrática): 
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4.2. Descripción de las pruebas 
Diferentes zonificaciones del sistema son propues-
tas para realizar las pruebas de desempeño del 
localizador, de tal forma que existan escenarios 
exigentes desde el punto de vista de clasificación. 
Se definen cinco escenarios de zonificación diferen-
tes; en ellos se aprecia la variación del número de 
nodos por zona y la capacidad de predecir la zona 
en falta. En la tabla 1 se muestran los escenarios 
de zonificación propuestos . 
. . 
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1 7 
Diagrama 2. Diagrama unifilar del sistema de pruebas 
Número de 
zona 
Escenarios de clasificación para localización de fallas 
Uno Dos Tres Cuatro Cinco 
..... ... ....... uuJ.. . ....... .1.,..2, .. 3 •.. 4. . ............ 1.2.... ....................... J.,..2.... . ... ...... J.,..2. .............................. L . 
............. u ... 2 .... u .................... 5. 0 •.. 7.ª ........ u .... u ....... u .. 3 • .4 ................................ 3,.4 .............................. u .. 3, .. 4 ................ u ... u ... u ... 2 ... . 
.... 3..... . .... 8 •.. 9 •. 1.0 •.. 7.7.. .. 12 .. 5,6.7.3 . ....5,0,J3 .u ...... ... .................... 5.6.... . ....... .. 3 .. . 
............... 4 ................................ J.5, .. 19....... . ........... 8,.9. . .. uu.fU1. ..................................... 7.;) ............................... 4 ..... . 
........... . ..... 5 ......... 18 •. 19,.2.0 u .................. u7.0,.1.1,12 ... u ................... .10,.1.J ................................. 8.9 ..... .......................... 5.u. 
u...P.u. . .. ..22,..23... . ...15 •. 7.0.. .. . . . .... 12..... . . ................. J.0 •. 1L. . ..... 0 .. .. .. . 
. u ..... J.u u ............. u..24,..25..u.. .... .18 •. 1$........uuJ5,J9. u ....................... 12 ... u ......... uu .............. 8 .. . 
............... u .. . 8............ . ........ ..20.... J8.,J9 .... ............ 15 .... .. ........ u. ..9. ..... . 
. u.. ...... u9... . ........ .... .22,.2;) .............................. 2Q .......... u ................. u .... }o ........ u .. u .. u .. u..1.Qu .. 
....... ......... ..1.0... . ............. 24 •. 25 ....uu .... ............ 22 ...... u .......................... u.18 .............................. J1. .. . 
.. u .... .2;) ............ u .. u ................. ... 7.$....................... ..J.2 .... . 
..... u ............ 7.2 u ....... u ..... ..24 ........................... ...... .2.0 .............. u .. u .... u ..... .1.3 ... . 
u ... u .... u u7..3.... . .............. 25 ................... u ...... ...... ..22 ........... u ........... u .... 1.5 ... . 
........... u 7.4... . ................... 2;).u u ............ u ........ .1.6 .... . 
....... 15. . ..... ..24 ........ J.8 ... . 
16 ....... 25 .............................. 1.9 ... . 
. u_ .. _._.7.L._u ... _.u . ..20_ . 
................... UL. . ...... ... 2.2 ... . 
u ................. 7.$. .. . ...... u ...23 ... . 
...... u . .2.0. . ......... ..24 .. . 
21 25 
Tabla 1. Listado de barras de las zonas en cada uno de los cinco escenarios de prueba propuestos 
4.3. Resultados de las pruebas 
Las barras números 7, 14, 17 Y 21 no fueron inclui-
das, porque en el sistema original corresponden a 
las barras aguas abajo de la protección localizada 
en las barras 6, 9, 15 Y 10, respectivamente. En 
otras palabras, desde el punto de vista circuital son 
el mismo nodo, antes que actúen las protecciones. 
Para cada escenario, la cantidad de datos de entrena-
miento corresponden a 225 registros de falla (24% 
del total de datos); asimismo, los datos utilizados 
para prueba fueron 720 (el 76% de los datos). Los 
registros de prueba no fueron utilizados en el pro-
ceso de entrenamiento del localizador. 
A continuación se presentan los resultados de las 
pruebas realizadas al localizador de fallas basado 
en MSV, en las circunstancias expuestas en el apar-
tado anterior. Se seleccionó el caso monofásico por 
ser el más critico y la falla más frecuente ; para los 
otros tipos de falla los resultados de precisión son 
superiores al 98%. 
En las tablas 2 a 6 se muestran los resultados para 
todas las posibles combinaciones de grupos de 
dos, tres o cuatro descriptores, en caso del sistema 
dividido en siete, diez, trece, dieciséis y veintiuna 
zonas. Esta combinación de descriptores se realiza 
Reducción del tamaño de la zona bajo falla para determinar el desempeño 
de un localizador de fallas basado en vectores de soporte y aplicado a sistemas de distribución 
JUAN Jos~ MORA FLÓREZ I GERMÁN MORALES E SPAÑA I SANDRA MILENA P~REZ LONDOÑO 
85 
. . 
con-ciencias 
para detem1inar el mejor conjunto de entrada para la 
localización de la falta mediante el indicador de pre-
cisión. Los resultados de precisión para cada caso 
se obtienen de la aplicación de la ecuación (1). 
4.3.1. Escenario 1. Sistema dividido en siete zonas 
Conjunto de 
descriptores 
Precisión en ~ Conjunto de Precisión ~ Conjunto de 
la prueba descriptores en la prueba : descriptores 
Precisión en ¡ 
la prueba 
Conjunto de 
descriptores 
Precisión : 
en la 
prueba 
dV, dVl 0,9792 dll, XIl 0,9944 
1,0000 
0,9819 
dVl, di , XI 0,9986 dV, dVl, dll, XI 0,9917 
dV, di 0,9819 XI, XIl : dV: dy~, dl~:XI~ . ? , ~9!~.. .• dVl, di , XIl 1,0000 
••••••••• ••••••• • o •••••••••••••• o ••••••••••••••••• 
dV, dll 0,9667 dV, dVl, di dVl, dll, XI 1,0000 dV, dVl, XI, XIl 1,0000 
dV, XI 1 ,???? ..... , ... ?.~: .. ?y.~: .. ~I.~ ............. ?:.~~.1.9 ........ , .. ~y~: .. ?I~:~I .~ ...... ... .. ?'.~~.?~ ...... , .. .. ?Y: .. ?I.: .. ~I.~.,. ~I .............. 1.:.???? ..... , 
dy:.~.I .~ ..................... ? :~~~~ ......... , ....... ?y:. ?~~:. XI 0,9986 dVl, XI, XIl 0,9931 dV, di , dll, XIl 0,9875 
dV~,?I ................... ?:~~?~ ......... , ...... ?Y' ... ?y~:~~~ .............. ?:.~~?~ ........ , ...... ~I.: .. ?I. ~: .. ~.l. . .... . . .. 1 ..,.???? ..... , ... ~Y,. ~I.:~~,~I~ .............. 1.:.??OO 
L ..... ?Yl, dll 0,9361 ....... ~y: .. ~I.: .. ?I .. ~ ................. ?:.~~?~ ........ , ...... ?I :.~I.~ : .. ~I.~ ................. ?.'.~~.~.~ ...... ,.?y: .. ?I.~: ... ~I: ... ~I.~ . 0,9944 
dVl, XI 
dVl, XI l 
0,9889 dV, di , XI di, XI, XIl 1,0000 
0,9972 dV, di , XIl 0,9861 dll, XI, XIl 1,0000 
....................... ......................... . ...................... . 
dVl, di, dll, XI 
dVl, di, dll, XIl 
1,0000 
1,0000 
............. ~I , d I~ .................... ? :~!.~? ..... , ..... ?y: ?I~:~I ................. 1.:.???? ...... :?Y'.?Y~:. ~I: .~I~ . ........ ? ,~819 dVl, di , XI, XIl 1,0000 ............................. 
di , XI 1,0000 dV, dll, XIl 0,9903 dV, dVl, di , XI 0,9972 dVl, di l, XI, XIl 1,0000 
di , XI l 
dll, XI 
0,9903 
1,0000 
dV, XI, XIl 0,9986 : dV, dVl, di , XIl 
dVl, di , dll 0,9792 
Tabla 2. Resultados de precisión en la prueba con un sistema dividido en siete zonas 
4.3.2. Escenario 2. Sistema dividido en diez zonas 
0,9875 di , dll, XI, XIl 1,0000 
• Conjunto de 
: descriptores 
Precisión en : Conjunto de 
la prueba ~ descriptores 
Precisión en ¡ Conjunto de Precisión : Conjunto de Precisión en ¡ 
la prueba descriptores en la prueba ~ descriptores la prueba 
dV, dVl 0,9683 dll, XIl g~~??!. . ...~y.L.!~I!)~I ...g~9.!.?? .... ~V! ~\/.L.! .. d.ll!. X.I .. . .... ~~.9.?9.4 ....... : 
dV, di 0,9597 XI, XIl 0,9778 dVl, di, XIl 0,9667 dV, dVl, dll, XIl 0,9708 
.......................... 
dV, dll dV, dVl, XI, XIl 
.. ........................................ . ~~9.!.!.~ ......... : 0,9597 ...................... dVl, dll, XI 0,9694 ...................................... , ........... . 
............ ~IJ.! .. ~.I ............. ....... ~! .9.!.?~ ........ : ... ~y!.~y .L..' .. ?I.L. ............. g~~?~!. ............. dVl! .. ?I.L..' ... ~I.L. .... ........ g~ .9.!.?~ .................... ~y! .. ~. I.! .. ?I.L..! .. ~I ...... .... ..... g~9.!.?~ . 
dV, XIl 0,9625 dV, dVl, XI 0,9722 dVl, XI, XIl 0,9708 dV, di , dll, XIl 0,9694 
............................................................. .......................................................... . ................................. .. .......... . 
O, 9681 .HiH .. H~I:?I.L.,.~1 ............. .. ~!.9.!.!.~... ... d\/, ~I ! . ~I ! .. X.IL...... .. g ~ 9.??!. dVl, di dV, dVl, XIl ....................................................................... ......... ...... .................. 0,9681 
dVl, dll 0,9125 dV, di, dll 0,9486 di, dll, XIl 0,9681 dV, dll, XI, XIl 
........................................................ ................................................................. ................... ...................... ......................... ..................... ....... 
dVl, XI 0,9667 dV, di, XI di , XI, XIl 0,9778 dVl, di, dll, XI 
................................................................ . ... ............. .. .. .. .................................. . 
0,9722 
0,9778 
L. ~Y..L..,Xll .. 0,9167 
0,9583 
.. ~y~~I.'~I.L. .... 
dV, dll, XI 
0,9778 
0,9653 di l, XI, XIl .......... ~.!.9.!.!.~ ...... ~ ........ ~y~! .. ~. I ., ... ~.I.~~ .. ~~~ ............... ~~ .9.?~~ .. . 
di , dll 
....... ~.I.,. XI 
di, XIl 
0,9778 dV, dll, XIl 
.. . .. 
0,9681 dV, XI, XIl 
0,9750 ¡ dV, dVl, di, dll 0,9597 dVl, di , XI, XIl 
....................................... .......... ..... .. ................... .................................. .. 
0 , 9611 .i ?IJ.!H ?IJ..L. , ~I.!~~ . 0,9750 .HL. ?IJ..~!~I~!~.I!>.<IL. .. 
0,9778dV, dVl, di, XIl 0,9736 di, dll, XI, XIl 
.... .... .......... .... ..... .......... .......... ................. 
dll, XI 0,9778 dVl, di , dll 0,9569 
Tabla 3. Resultados de precisión en la prueba con un sistema dividido en diez zonas 
4.3.3. Escenario 3. Sistema dividido en trece zonas 
: Conjunto de 
¡ descriptores 
Precisión en : Conjunto de Precisión Conjunto de 
la prueba descriptores en la prueba : descriptores 
Precisión en • 
la prueba 
Conjunto de 
descriptores 
0,9778 
0,9778 
0,9736 
Precisión 
en la 
prueba 
dV, dVl 0,9681 dll, XIl 0,9750 dVl, di, XI 0,9778 dV, dVl, dll, XI 0,9750 
........................... . .............. .......... .. ...................... . .................................................................... .. 
.............. ~y,?I ...................... ~~.9.? .6.~ ........................ ~.I! .. ~.I.L. ........ ........... ~!~!.?~ ..... : ....... ~y.L.! .. ?I.! .. ~I.L. ............... g~~??!. ...: ~y' H~y~!?I.L..! .. ~I.~ ....... ~ ~~!.!.~ .. . 
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, Conjunto de 
~ descriptores 
Precisión en : Conjunto de 
la prueba descriptores 
Precisión ~ Conjunto de 
en la prueba : descriptores 
dV, dll 0 ,9458 ..H 9y!.~y~ ~.~1 0,9569 dVl, dll, XI 
dVl, dll, XI l 
Precisión en ~ 
la prueba 
Conjunto de 
descriptores 
0,9778 • dV, dVl, XI, XIl 
0,9708 dV, di, dll, XI 
Precisión 
en la 
prueba 
0,9764 
0,9708 L ......... ?Y.! .. ?<.I ................. H ..?~~!.!.~ .. H ....•...... ~.Y.:. ~.Y.~!~I.~ ............ .?!.9.~~!. .. . ............... ..... ..... .......... .................. ......................................................... ........................ 
dV, XIl 0,9667 dV, dVl, XI 0,9778 dVl, XI, XIl 0,9778 dV, di , dll, XIl 0,9736 
......... ....... ......... ....................... .... .. ................ ............................................. ............. .. .............................. .......................................... ............................. 
0 ,9486 .LH~y' ~y~~.?<t.~ ........... .?! .9.f:)~ .1.H. di, di l, XI 0 , 9778 HH~y, ~I ~?<t. !?<t.L. 0,9736 
dVl, dll 0,9264 dV, di , dll 
............................ ............... ........................................ 
~yl, XI 0,9778 dV, di , XI 
dVl, XIl 0,9431 dV, di, XIl 
............................................ .......................... .... ... ........... 
~ .......... ~. I ! .. ~I.~ . 
di , XI 
.... ... ... ... 
di , XIl 
dll, XI 
0,9542 dV, dll, XI 
......................... 
0,9778 ........•..... ~.Y.~.ct.IL. , ?<I. L. .... 
0,9764 dV, XI, XIl 
.... .. ......... .. ....... ........... ... .. .. ... .. . . 
0,9778 dVl, di , dll 
0,9583 
0,9778 
... H .. ~. I ! .. ~ .I.~.,.H~I.~ ... H .. . H .. H .. .? ! 9.!'f:)~ .... H •. ~.Y.!. ~I .L.., ... ~I., ... ~I.~ H ..... H .? ~~!.!.~ ... 
di , XI, XIl 0,9778 dVl, di , dll, XI 
............................ ............ ..... . .. . . .. . ... ... . . ... . .................................................... . 
0,9750 
0,9778 
0,9778 
0,9667 .... L ... ~.IL. : .. ?<! ! .. ?<t.~ ... 0,9778 · dVl, di , dll, XIl 
0,9764 dV, dVl, di , dll 0,9583 dVl, di , XI, XIl 
. . ............................ ...................... . ...................... 
0,9778 ...... L .. ~y'. ~yL.! ?I, .. ~I .... . 0, 9750 .L~\/l,dll , XI , XIl 0,9778 
0,9778 .... .. •.. . ?Y.! .?\/l ~ ~I ! XIl . 0,9667 di , dll, XI, XIl 0,9750 
0,9042 
Tabla 4. Resultados de precisión en la prueba con Ull sistema dividido en trece zonas 
4.3.4. Escenario 4. Sistema dividido en dieciséis zonas 
: Conjunto de 
: descriptores 
Precisión 
en la 
prueba 
Conjunto de 
descriptores 
Precisión 
•. Conjunto de 
en la 
•. descriptores prueba 
Precisión en : 
la prueba 
Conjunto de 
descriptores 
Precisión en : 
la prueba 
dV, dVl 0,9681 dll, XIl 0,9750 dVl, di, XI 0,9764 dV, dVl, dll, XI 0,9722 
.......................... 
: ............ ~.\/! .. 9.1 .................. g!.~.!5.~.~. XI, Xf l ......... ......... O'.'.~!.!5g. ... dVl, di, XI l 0,9778 ............. ~Y.! .. ~y~.~ .. ~. I .L.! .. ?<.I .lg!~!.~g . 
......... ~y! .. ~. I .~ .. ........ ......... O'.,.9597 .. ~y: ~yL.!.~1 0,9569 dVl, dll, XI 0,9778 ... ....... ... ~y' ... ~y~! .. ~t. ! .. ~t.~ .H .......... g.~~!.!.~ ... . 
dV, XI 0,9556 dV, dVl, dll 0,9597 dVl, dll, XIl 0,9764 dV, di , dll, XI 0,9764 
..................... .. .... ....... ................................. . .............................................................. .. 
L ........ ~.Y.~ .. ~I.~ ............... o.., ~!E5.~ ............. ~.\/! .. ~.\/L. ! .. ?<t. ............. o..'.~!.?? ...... L ... ~. Y..~., ... ~I., ... ~I.~ ............. .?~ .9.!.!.~ .... •...... ~.Y.~ .. ~. I ! .. ~I.~., ... ~I.~ ................ o..! ~!.o.~ ... . 
dVl, di 0,9569 dV, dVl, XIl 0,9681 di, dll, XI 0,9778 dV, di , XI, XIl 0,9736 
dVl, dll 0,9236 dV, di , dll 0,9722 di , dll, XIl 0,9764 dV, dll, XI, XIl 0,9778 
............................................................................................................. .... ..................................... .......................................... .. ............................. . 
dVl, XI 0,9778 
0,9750 
di , dll 0,9556 
di, XI 0,9778 
..... ....................... .... .... ... ....... 
di, XIl 0,9764 
0,9778 
0,9778 
di , XI, XI l 0,9778 
.............. ................... .. .. 
dll, XI, XIl 
.. ................................................ 
0,9764 ... ... 9Y!.9Y.~., .. ~.I.!. ~. I .~ .. 
0,9778 ~ dV, dVl, di, XI 
.. ... ..... ... .. .. .. ... .... .. ........ ............ . 
0,9778 :dV, dVl, di, XIl 
0,9778 
0,9583 
.. . . .. 
0,9750 
0,9667 
...... ... ................. .. .. 
dV, di, XI 
dV, di, XIl 
dV, dll, XI 
dV, dll, XIl 
dV, XI, XIl 
dVl, di, dll 
....................................... ............ .. .............. 
dll, XI 0,9778 0,9597 
Tabla 5. Resultados de precisión en la pmeba con un sistema di vidido en dieciséis zonas 
4.3.5. Escenario 5. Sistema dividido en veintiún zonas, un nodo por zona 
Conjunto de 
descriptores 
dV, dVl 
Precisión 
: Conjunto de 
en la 
• descriptores prueba 
0,9389 dll, Xf l 
Precisión en ' 
la prueba 
0,9583 
Conjunto de 
descriptores 
dVl, di, XI 
Precisión 
en la 
prueba 
0,9722 
dVl, di , dll, XI 0,9569 
. .................................. . 
dVl, di , dll, XIl 
dVl, di , XI , XIl 
.......... 
dVl, dll, XI, XIl 
di , dll, XI, XIl 
. .. ... ... . ... .... .. .... ..• 
Conjunto de 
descriptores 
dV, dVl, dll, XI 
0,9750 
0,9778 
0,9778 
0,9778 
Precisión 
enla 
prueba 
0,9653 
................................................................................... .. ............................... . ... ................ ............................. . 
H ~y, 9.IH.?!.9.~~!. H.H ?<I!~IL. .... ....... g!.~!.!5g. dVl, di , XIl ............. .?!~f:)f:)!. HHH~y:~yL.!H?I~! ~t.~ 0,9611 
...... ?Y.! .. d.I .~ .......... ..... ... .?!~f:)~~ .... .. ~ .. .... ~Y.! .. ?\/~,~I .. 0,9597 .. .. .. .... .. ... ~y~~ .. ?I .~., ... ~I. H 0,9778 ......... ~y~ ~Y.~, .. ~I., ... ~I.~ .......... Hg.~~?!.~ ... . 
dV, XI 
dVl, di 
....................... 
L.9Yl, dll 
0,9736 
0,9681 
0,9569 
dV, dVl, dll 
dV, dVl, XI l 
dV, di , dll 
0,9569 dVl, dll, XI l 0,9611 dV, di , dll, XI 0,9764 
dVl, XI, XI l ............ .? ~~!.?~ H.H ~y! ~I ~H~IL.!~IL. H g !~f:)~~.H 
0,9583 di, dll, XI 
0,9583 ....•..... di , dll, XIl 
0,9778 
0,9681 
dV, di , XI , Xfl 
dV, dll, XI, XIl 
0,9750 
0,9708 
Reducción del tamaño de la zona bajo lalla para determinar el desempeño 
de un localizador de fallas basado en vectores de soporte y aplicado a sistemas de distribución 
JUAN Jos~ MORA F LÓREZ / GERMÁN M ORALES ESPAÑA / SANDRA MILENA P~REZ l ONDOÑO 
87 
. . 
con-CienCias 
dVl, XI 0,9667 dV, di , XI 0,9778 di, XI, XIl 0,9750 dVl, di , dll , XI 0,9778 
.... ..................... . o •••••••••••• •••••• o •••••••••••••• • 
dVl, XIl 0 ,9375 H. dy, ~I ,JI~ .. ~,~.!5~~ .H?I~! ~~!H~I~ 0,9625 dVl, di , dll, XIl ..... g,~?~~ .... 
.. ... ... ~I ! ?I.~.. 0,8889 .... ......... ~y! .. ~.ll,X.1 0,9681~y,. ~y~, dl , ~I~g!~?~~ dVl, di , XI, XIl 0,9778 
: ..... di , XI 0 , 9778H H~y,~I~! .. XIl ........ ~,~!64. ...• dV, dVl,?I,~I . g!~!.?s. HH ... ?y..~.! .. ~.I.L.! .. ~.!! ... X..I.L. ..... ... ..... g!~!.?~. 
di , XIl ...... ~ !~?~!.HHH.H ~y!~I!~I~HHH ... ~! ~!?~ . ?y.! ?y~! ~\XIl . 0,9708 di, dll, XI, XIl 0,9778 
dll, XI 0,9750 dVl, di , dll 0,9569 
Tabla 6. Resultados de precisión en la prueba con un sistema altamente zonifi cado. Un nodo por zona 
4.4. Análisis de resultados 
Los resultados de las pruebas en los diferentes 
escenarios de zonificación (tablas 2 a 6) penniten 
apreciar que el desempeño del localizador disminu-
ye a medida que el problema se hace más exigente, 
es decir, cuando hay más zonas con menos nodos 
en cada una de ellas. Como se observa en la tabla 
2, cuando el circuito se divide en siete zonas, con 
algunas combinaciones de descriptores se obtiene 
un desempeño en la prueba del 100% (ninguna de 
las 720 fallas fue identificada en una zona errónea). 
Cuando se aumenta el número de zonas los errores 
aumentan ; sin embargo, los resultados menos sa-
tisfactorios siempre son superiores al 88%, con un 
promedio general del 97,27%. 
En promedio, las combinaciones de descriptores 
de mejor desempeño son aquellas en las que está 
presente la reactancia de la falla vista desde la sub-
estación (Xj). En este caso, las combinaciones con 
mejores resultados promedio son dl-J([; dV-dl-Xj; 
dV-dVL-X¡XjL y dVL-dl-XfXjL; su desempeño 
promedio es del 98,22%. El peor promedio se re-
gistra con la combinación de dVL-dIL , con la cual 
el desempeño es del 93,11 %. 
Finalmente, en los resultados se puede observar que 
el aumento de descriptores en la entrada no siem-
pre genera un mejor desempeño del localizador; la 
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