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We seek to engage a broad and diverse audience in 
discussing emerging challenges in HCI technologies 
that have potential for significant social impact. In a 
town hall forum, members of the ACM Technology 
Policy Council will introduce four emerging challenges 
for discussion: ethical HCI in global contexts; privacy 
protection in human-AI interaction; accessible 
interactions in HCI design; and the environmental 
impact of HCI. Discussion will be launched with a 
question from the panel; additional questions will be 
posted and ranked from the audience. The session will 
support digital and remote audience participation, and 
participants will have access to a summary report when 
the session concludes. These discussions provide an 
opportunity for CHI members to contribute to emerging 
policy and governing environments to facilitate ethical, 
accessible, and environmentally sensitive HCI research, 
design, and development. 
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• Human-centered computing~Human computer 
interaction (HCI) • Social and professional 
topics~Computing / technology policy  
Introduction 
The CHI community has a strong tradition of 
interrogating the social, ethical, and political 
implications of their research and technologies. In the 
past decade, CHI panels and papers have engaged in 
discussion of topics such as environmental impact [1, 
5, 8, 11, 16, 17], accessibility [9], privacy [12], and 
research ethics [3, 5], and published an important 
monograph on the policy implications of HCI 
technologies [13]. Members of the CHI community 
have also served important roles on national and 
international policy councils and commissions 
throughout the world, such as the Federal Trade 
Commission in the US. 
These and other efforts demonstrate the strong 
commitment of CHI community members to social good 
and public engagement [2, 14]. 
However, research suggests that only 5% of policy 
documents produced in U.S. Congress in the last 15 
years included citations to primary research [18], an 
alarming gap. This comes at a time that major 
legislation and regulatory actions are being developed 
around the globe. For example, the 2019 G20 summit 
in Japan included an endorsement of OECD’s universal 
principles for AI [15] that will serve to inform 
legislation in many countries. 
In an increasingly complex, global, and ubiquitous 
technological landscape, bridging the expertise of CHI 
members with those responsible for policy is critically 
important. The HCI and greater ACM community has a 
unique opportunity to help shape emerging policy 
around AI and interactive technologies, and provide the 
technical expertise required to develop policy that 
optimizes the opportunities and minimizes the risks of 
emerging technologies. These laws, regulations, and 
policies in turn affect the research and practices of HCI 
researchers and professionals. For example, changing 
IRB regulatory frameworks for research with human 
participants, a new Code of Ethics with guidelines for 
ACM professionals, and recently passed legislation in 
Europe (GDPR) [7] and the state of California (CCPA) 
[4] regarding data collection and informed consent 
practices for applications and platforms, all have 
significant impact on research and design of HCI 
technologies. 
This year ACM established the Technology Policy 
Council to engage with issues such as these in 
countries and governing bodies around the world. Our 
policy committees address longstanding issues of 
privacy and security, and emerging issues of 
algorithmic transparency and accountability, bias, and 
the environmental impact of computational research 
and practice [see sidebar]. In this town hall session, 
Council members will facilitate discussion on key 
emerging challenges. 
Emerging Challenges 
Our goal is to engage a broad and diverse audience in 
discussing emerging challenges in HCI technologies 
that have potential for significant social impact. These 
discussions inform our opportunities to contribute to 
policy and governing environments that facilitate 
 
Key ACM Policy  
Statements and Reports 
www.acm.org/public-policy 
 
Statement on the Importance of 
Preserving Personal Privacy 
(USTPC 2018) 
Statement on Accessibility, 
Usability, and Digital 
Inclusiveness (USTPC 2017) 
Statement on Internet of Things 
Privacy and Security (USTPC & 
Europe TPC 2017) 
Statement on Algorithmic 
Transparency and Accountability 
(USTPC & Europe TPC 2017) 
Statement on Computing and 
Network Security (USTPC 2017) 
Statement on Mandatory 
Engineered LE Access to 
Information Infrastructure and 
Devices (USTPC 2018) 
Email and Internet Voting: The 
Overlooked Threat to Election 
Security (USTPC 2018) 
 
ACM Code of Ethics and 
Professional Conduct 
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ethical, accessible, and environmentally sensitive HCI 
research, design, and development. 
We will organize the town hall discussion around four 
themes: a) Ethical AI and HCI; b) Privacy protections in 
human-AI interactions; c) Accessible interactions in HCI 
design; and d) HCI and the environmental impact of 
ICT. 
 
1. Ethical AI and HCI  
We will discuss a challenging global issue: differing 
cultural norms of human-computer and human-AI 
interaction. Using two cases – facial recognition 
systems and biometric data systems – we will discuss 
the variance in attitudes and cultural norms toward 
governance of AI in international contexts. We ask: 
How do we create ethical guidelines, standards, and 
governance for HCI and AI technologies that are 
culturally sensitive, yet protective of universally-
recognized human rights?      
2. Privacy protection in human-AI interactions 
New privacy laws around the world require 
organizations to be transparent about their data 
collection practices and offer people the opportunity to 
make choices about the use of their data. However, 
privacy notices are often difficult to read and people 
don’t understand how to use privacy controls or what 
they actually do. HCI researchers and practitioners can 
play a role not only in developing more usable privacy 
user experiences, but also in educating policy makers 
about how to shape requirements that are likely to 
result in usable and useful privacy transparency and 
control mechanisms. 
Furthermore, while legislative decisions about data 
protection and privacy continue to be debated, 
especially with the passage of GDPR and CCPA, 
emerging contexts for social interaction and data 
collection are being designed under the advent of 
artificial intelligence and robotics. We pose the 
following questions for HCI designers and researchers: 
How do we design human-AI interfaces in ways that are 
sensitive to the protection of privacy, as well as to 
norms of data protection? What issues regarding 
privacy protection should be identified in regulatory and 
policy development? In what way do human-AI 
interactions introduce new risks to privacy? 
3. Accessible interactions in HCI design  
Around the world, many countries have laws and/or 
policies requiring that certain categories of digital 
content and/or devices be accessible for people with 
disabilities. The most common requirement is that 
government web sites must be accessible, but other 
countries have requirements that business websites 
must also be accessible. Furthermore, technologies 
procured by government frequently must be accessible 
and in some countries, even telecommunications 
devices sold to the public must be accessible. Technical 
standards and guidelines used for accessibility 
compliance across the world (e.g. the Web Content 
Accessibility Guidelines, and epub3), and various types 
of laws and requirements, will be discussed, as well as 
international treaties such as the UN Convention on the 
Rights of Persons with Disabilities. We will ask: What 
emerging challenges around accessibility arise in the 
design and governance of HCI and human-AI 
interaction technologies? 
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4. HCI and the environmental impact of ICT 
The information and communication technology (ICT) 
sector is estimated to be responsible for 4% of 
greenhouse gas emissions, higher even than air traffic. 
As the fastest growing sector (8% annually), ICT will 
soon exceed even road transportation emissions. The 
main causes of emissions are data centers, data 
science and AI, blockchain, video streaming, and the 
internet of things. Production and shipping of 
computers are also important sources of emissions, and 
many materials, including rare earths, and are not well 
recycled. Although ICT is becoming more energy 
efficient, these savings are offset by increased use, 
leading to rebound and backfire effects, as the overall 
energy consumption actually increases with each 
progress in efficiency. As HCI researchers and 
practitioners, we ask, how can we: a) design systems 
that encourage more frugal use of computing and 
communication resources; b) create tools that help 
users be aware of the environmental impact of their 
digital lives; and c) envision policy activities to reduce 
emissions? 
Format 
This session will be presented in a town hall format, to 
maximize engagement of attendees with most of the 
time committed to questions, comments, and debate. 
The panelists will include members of the global ACM 
Technology Policy Council and its US committee, and 
will be moderated by ACM’s Chief Executive Officer. 
The session will begin with a brief introduction of the 
panelists and key ACM policy activities, a discussion of 
engagement rules, and an overview of the themes to 
be discussed. The session will then proceed in four 
segments. Each segment will be introduced by a 
panelist, who will identify key issues and then pose 
three questions for audience discussion. The moderator 
will guide discussion, selecting additional questions that 
emerge from the audience, finding counterpoints where 
possible. Multiple microphones will be available in the 
audience to encourage engagement. 
To broaden participation and interaction, both in-person 
and remotely, we will employ a web-based town hall 
platform to allow participants to pose, prioritize, and 
respond to questions throughout the discussions. 
Through the use of online town hall software, we will:  
 
1. Broaden audience participation and 
accessibility (and reduce carbon footprint); 
2. Provide alternative means for questions to be 
introduced (facilitating more questions); 
3. Support ranking of issues; and 
4. Provide post-session analytics for future policy 
activities.  
Panelists and Moderator 
Lorraine Kisselburgh is Chair of the new global ACM 
Technology Policy Council, former member of the ACM 
Code of Ethics Task Force, and a Visiting Fellow at the 
Policy Research Institute and CERIAS (security and 
privacy) Center at Purdue University. Her research, 
funded by the US National Science Foundation and 
recognized by the National Academy of Engineering, 
focuses on the ethical and privacy implications of 
emerging technologies; creative collaboration in 
computer-supported teams; and gendered practices in 
technologies and careers.  
Michel Beaudouin-Lafon is Professor of Computer 
Science at Université Paris-Saclay and a senior fellow of 
Institut Universitaire de France. His research interests 
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include fundamental aspects of interaction, novel 
interaction techniques, computer-supported cooperative 
work and engineering of interactive systems. He has 
served on the ACM and ACM Europe Councils, and is 
vice-chair of the new ACM Technology Policy Council.  
Lorrie Cranor is director of the CyLab Security and 
Privacy Institute at Carnegie Mellon University. Her 
research focusses on usable privacy and security. In 
2016 she served as Chief Technologist at the United 
States Federal Trade Commission. She is a member of 
the new ACM Technology Policy Council. 
Jonathan Lazar is a professor at the College of 
Information Studies, Associate Director of the Trace 
Center, and core faculty of the Human-Computer 
Interaction Lab, all at the University of Maryland. He 
has published 12 books, including "Research Methods in 
Human-Computer Interaction" (co-authored with Feng 
and Hochheiser, 2nd edition), “Ensuring Digital 
Accessibility through Process and Policy” (co-authored 
with Goldstein and Taylor), and Disability, Human 
Rights, and Information Technology (co-edited with 
Michael Stein). Dr. Lazar served as SIGCHI adjunct 
chair of public policy from 2010-2015, and was the 
recipient of the 2016 SIGCHI Social Impact Award.  
Vicki Hanson (moderator) is Chief Executive Officer, 
and Past President of ACM. With funding from both 
national agencies (RCUK and NSF) and industry (IBM, 
Google), her research has focused on technology for 
people with disabilities, the aging population, and 
related research ethics. She is an ACM Fellow and 
member of the SIGCHI Academy. 
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