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In this paper we give some lower and upper bounds for the smallest length n(k,d) of a binary 
linear code with dimension k and minimum distance d. The lower bounds improve the known 
ones for small d. In the last section we summarize what we know about n(8,d). 
1. Introduction and survey 
Let n(k,d) be the smallest integer n for which there exists a b inary [n,k,d]  = 
[length, dimension,  min imum distance] code. 
Much effort  has been spent in recent years for f inding the exact value of  n(k,d) 
as a funct ion of  k and d. The fol lowing wel lknown theorem of J .H.  Griesmer [7] 
gives a lower bound for n(k, d). 
Theorem 1.1. Let g(k,d)= E~_o fd/2Jl, where rx7 denotes the smallest integer 
>__ x. Then 
n(k, d) > g(k, d). (1.1) 
Let Sk be the generator  matr ix of  a [2 k -  1,k,2 k - l ]  simplex code; thus all the 
2 k - 1 columns of  S k are distinct non-zero binary k-tuples. Since g(k, 2 k- 1) = 2 k_  1, 
the bound (1.1) is attained. 
An  excellent way of  constructing ood linear codes is by deleting certain columns 
f rom the union U of  one or more copies of  Sk (see P. Farrel l  [5] and [6]). In 1965 
G. So lomon and J. Stiff ler [16] obtained the fol lowing result by deleting from U 
the union of  various mutual ly  dis joint Su's.  
Theorem 1.2. Let s= Fd/2k-I  7 and s2 k-I  -d= EP l  2 u'-l, where k>u l>. . .>  
Up>0. I f  ~=1 ui <sk,  then n(k,d) =g(k,d). 
The most general result o f  this type is that of  Belov [2]. 
Theorem 1.3 (Belov). Let s and u i, 1 <_i<_p be defined as in Theorem 1.2. I f  
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or  
min(p, s + 1) 
ui<_sk (1.2) 
i=1  
Ui+l=Ui-1, i=s ,s+l  . . . . .  Up, Up~{l,2}, (1.3) 
then n(k, d) = g(k, d). 
Belov conjectured that for s = 1, (1.2) and (1.3) are necessary and sufficient con- 
ditions for the existence of a [g(k, d), k, d] code. Note that in the case s = 1 for 
2k-1- -2k- i+3<_d<_2k-1- -2k- i - l - -2  i, l<_i<-L(k-2)/2J ,  (1.4) 
where lxJ  denotes the greatest integer _<x, Belov's conditions are not satisfied. The 
two first cases, namely i = 1, 2, were proved by Loga~ev [13] and H.C.A. van Tilborg 
[17], respectively. In 1981 T. Helleseth [10] gave a characterization of all codes 
which meet the Griesmer bound for d_< 2 k-1. In particular his result gives 
Theorem 1.4. For2 k - l -2k - i+3<_d<_2 k 1--2k i 1_2 i  ' where l<_i<_ L(k-2)/2J 
the inequality n(k, d) >_ g(k, d) + 1 holds. 
T. Helleseth and H. van Tilborg [11] constructed [g(k,d),k,d] codes for 
2k-1+ 2 k -3 -  15_ d_  2k-1+ 2 k -3 -  8 and thus they showed that the conditions of 
Belov are not necessary for s_> 2. 
The following theorem also gives n(k,d) for a class of distances d. 
Theorem 1.5 (Dodunekov, Manev [4]). I f  d=2 k -1 -2  k- i - I  -2  i or 2 k 1-- 2k-i 1_ 
2 i -- 2, where k >_ 2i + 2, i > 1, then n(k, d) = g(k, d) + 1. 
As an immediate consequence of Theorem 1.3 one can derive that there exists a 
[g(k,d),k,d] code for any d>D(k),  where 
( r ( _3+ 8] / -~) /2 -  ]2 k l, k>4,  
D(k)= 
(1, k_<4. 
In Section 2 we introduce a technique, which is used in Section 3 to give some 
lower and upper bounds for n(k,d). The lower bounds improve Theorem 1.4 for 
some d. In Section 4 we summarize what we know about n(8,d). For terminology 
and notation not introduced here the reader should refer to the monograph by F.J. 
MacWilliams and N.J .A. Sloane [15]. 
2. The technique used 
We start by recalling some known results. 
Definition 2.1 ([17]). Let C be a binary linear code with generator matrix G, the top 
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row of which is c. Then the residual code of C with respect o c is the code generated 
by the restriction of G to those columns, where c has a zero entry. We shall denote 
this code by res(C,c) (or cO); if only the weight w=wt(c) is relevant, we write 
res(C, w). 
Lemma 2.2 ([18]). Let C be an [n,k,d] code and let c~C have wt(c)<2d. Then 
res(C, c) is an [n - wt(c), k - 1, do] code, where d o >__ d -  1-wt(c)/2J. 
Theorem 2.3 ([15, p. 553]). I f  d<2 k-l  and C bs an [n,k,d] code which attains the 
Griesmer bound, then C has no repeated columns. 
Since n(k,2d) = n(k ,2d-  1) + 1, one can consider without 
(w.l.o.g.) only minimal distance. 
The following very useful result is due to H. van Tilborg. 
loss of generality 
Theorem 2.4 ([ 17]). I f  C is an [n, k, d] code meeting the Griesmer bound, then C has 
a generator matrix G o f  which every row has weight d. 
Corollary 2.5. Let C be an [n, k, d] code attaining the Griesmer bound. I f  d is even, 
then all codewords in C have even weights. 
Theorem 2.4 can be modified for the case n(k ,d)=g(k ,d)+t .  
Theorem 2.6. I f  C & an [n, k, d] code of  length n = g(k, d) + t with integer t, then C 
has a generator matrix G every row of  which has weight between d and d+ t. 
Proof .  We proceed by induction on t. For t - -0 the statement is Theorem 2.4. For 
given t we argue by induction on k, the case k= 1 being trivial• W.l.o.g. we can 
assume that 
~d~ ( .  lOO 0 /
G = GI Go 
with the first row c having weight d. G O is a (k  - 1) x (n - d )  matrix which generates 
an [n - d, k -  1, do] code C o = res(C, d), where d o >_ Vd/2-]. Let do = Vd/27 + e. Then 
k-2 k-2 ) 
g(k -  l 'd°)>-g(k-  l' Vd/2-])+:=o ~ [e/2JJ =n-d+ (j~_o [e/2JJ - t  
k-2  and if n - d = g(k -  1, do) + to, then t o_  t -  Zj o [-e/2JJ (0_  e _< 5, where 5 is the 
• ~-2 j~< =(ol lvO) bearowofG,  largest number with the property ~j=ol_5/2 J _ t). Let v 
where v ° is a row of Go. By the induction hypothesis, 
k-2 
wt(o °) < d o + to < Vd/2] + e + t -  ~ I_e/2JJ _< Vd/2~ + t. 
j=0 
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Also, w.l.o.g. (if necessary we add c to v) wt(o 1) _< Ld/2J .  Therefore wt(o) <_ d+ t. 
Theorem 2.7. Let C be a [g(k,d)+ 1,k,d] code. I f  d=2mt, 3 ~ t<2 k -m-2-  1, then 
wt(c) =0 (rood 2 m) for every cc C. 
Proof.  Let us assume that there is a codeword of  weight d+ 1. Then the residual 
code res (C ,d+l )  is a [g(k,d)-d,k,  2m-lt] code. But 3<--2m-lt<2k-3--2 and 
g(k - l ,2m- l t )=g(k ,d ) -d ,  i.e., res (C ,d+l )  meets the Griesmer bound, which 
contradicts Theorem 1.4. Now using Theorem 2.6 we obtain that C has a generator 
matrix whose rows have weight d. Further, we proceed by induction on m. For m = 1 
the statement is true since the sum of  two even weights codewords has even weight 
as well. Let m>l ,  u,o~C, wt(u)=2'nt,  wt(o)=2ms, s>t ,  and let o=(o l lo  0 ) 
o ° e res(C, u). Since res(C, u) is a [g(k- 1, 2 m- 1 0 + 1, k -  1, 2 'n- it] code it follows 
from the induction hypothesis that wt(o°)=2m-lr. Hence for the intersection 
u*o=(ulo I . . . . .  unon) we get wt(u*o)=2m- l (2s - r ) .  Therefore, wt (u+o)= 
2m(t + r -  s). 
We end this section with a simple lemma. 
Lemma 2.8. I f  d<_ 2 k and n(k, d) >_ g(k, d) + t, then n(k + 1, d) >_ g(k + 1, d) + t. 
Proof .  For d < 2 k, g(k + 1, d) = g(k, d) + 1 holds. Hence 
n(k+ 1,d)>n(k ,d )+ 1 >g(k ,d)+t+ 1=g(k+ 1 ,d )+t .  
3. Upper and lower bounds for n(k,d) 
I f  we delete the columns of  a matrix B from a matrix A we shall denote the 
resulting matrix by A \ B. 
Consider the code Ck, u, 1 < U_  k -  1, with generator matrix 
where 0 is the (k -  u) × (2 u -  1) zero matrix. Every nonzero linear combination of  
the top k-u  rows has weight 2 k- l ,  any other nonzero linear combination has 
weight 2 k- 1_ 2 u- 1. These codes are introduced by J.E. MacDonald [14] and meet 
the Griesmer bound. We shall use them to give an upper bound for n(k,d). 
Theorem 3.1. I f  2 k- 1 _ 2 k- i + 3 < d < 2 k- 1 _ 2 k- i- 1 _ 2 i, i = 1 . . . . .  L (k -  2)/2J ,  then 
n(k ,d )<2k-2k -v+n(k -v ,d -2k - l+2k-v - l ) ,  for any l<_v<i-1.  
Proof.  Let d 1 = d-  (2 k- 1 _ 2 k- v- 1 ) and let us consider the k × (2 k - 2 k- V+n(k - v, d 1 )) 
matrix 
An improvement of he Griesmer bound 107 
G=(  Gk,k-v G(k?v ,  d l ) )  
where Gk, k_ v is the generator matrix of  the MacDonald code Ck, k-v,  G(k -v ,  dl) is 
the generator matrix of  an [n (k -  v, dl), k -  v, dl] code and 0 is the v × n(k -  v, dl) 
zero matrix. Obviously G generates a [2 k - 2 k-  v + n(k - v, dl), k, 2 k- 1 _ 2 k-  ~ - l + dl ] 
code. Therefore n( k, d) <_ 2 k - 2 k-  ~ + n( k - v, dl ). 
For the rest of  this section we need the MacWill iams relations: 
Theorem 3.2 ([15, p. 127]). Let C be a binary linear code and let C ± be its dual 
code. Let  {Ai} and {Bi}, O<_i<n, be the weight enumerator o f  C resp. C ±. Then 
B,.=ICI i ~ AiKm(i) ,  O<m<__n, 
i-O 
where 
Km(X)= ~ ( - -1 ) j (n - -X . . ) (X~,  O<-m<n, 
;=0 \m- j / \ j /  
are the Krawtchouk polynomials. In particular, 
Ko(x) = 1, 
KI (x) = n - 2x, 
K2(x) = 2x 2 - 2nx + , 
K3(x)= (~) - (n2-n -  2/3)x + 2nx2-4x3/3 .  
For certain values of  the minimum distance d, the next theorems give a better 
lower bound for n(k,d)  than that of  Theorem 1.4. 
Theorem 3.3. For any 3 < i < k - 4, one has n(k, 2 k-  i) > g(k, 2 k- i) + 2. 
Proof .  Let us first consider the case i= 3. I f  k = 7, then n(7, 16) = g(7, 16) + 2 by [ 18]. We 
proceed by induction on k. Let k > 7 and let us assume that a [g(k, 2 ~- 3) + 1, k, 2 ~ 3 ] 
code C exists. As g(k, 2 k- 3) = 2 k- 2 + 1, the residual code res(C, 2 k- 3) would have 
parameters [2 k- 3 + 2, k -  1, 2 k-n] which is impossible by our induction hypothesis. 
Further, we argue by induction on i, the case i= 3 being proved. Let i>  3. Then 
k -  1 > 7 and by the induction hypothesis, 
n(k - 1, 2 k- i )  = n(k - 1, 2 k- 1(i- 1)) ~_~ g(k - 1, 2 k-  1 -( i -  1)) + 2. 
Now using Lemma 2.8 we obtain n(k, 2 k-i) >~ g(k, 2 k-i) + 2. 
Theorem 3.4. For any 3 <__i<k-4,  one has n(k,2 k i - -2)>_g(k,2k- i - -2)+ 2. 
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Proof.  Let i = 3. Since g(k, 2 k - 3 _ 2) = 2 k - 2 _ 2, the existence of  a [2 k- 2 _ 1, k, 2 k - 3 _ 2] 
code implies the existence of a [2k-3+ 1, k -  1, 2 k -a -  1] residual code, which con- 
tradicts Theorem 3.3 for k > 8. In the case k--  7, n(7, 14) --- g(7, 14) + 2 ([18]). We end 
the proof  using Lemma 2.8 and induction on i. 
Theorem 3.5. For any 4<_ i<k-4  one has n(k, 3. 2k-i)>_g(k, 3 • 2k- i )+2.  
Proof .  Let i=4  (hence k_> 8) and assume that a [g(k, 3 .2k -4)+ l,k, 3 .2  k-4] code 
C exists. According to Theorem 2.7 the possible nonzero weights are 3- 2 k-4, 2 k-2, 
5 .2  k-4, 3 .2  k-3. As g(k -  1,2k-a)=2k 3+ 1 the existence of  a res(C, 2 k-2) code 
with parameters [2k -a+2,k l l ,2  k-a] contradicts Theorem 3.3. Hence A2k 2=0 
(recall that {Ai}, {Bi} denote the weight distribution of  C and C ± respectively). As 
g(k - - l ,2k -5 )=2k-4+2 the existence of  a [2k -a+2,k - - l ,2  ~-5] residual code 
res(C, 5 .2  k-a)  is impossible for k_>5 according to Theorem 1.4. Hence 
A5,2k-4=0. Since B 1 =0,  from Theorem 3.2 we get 
A3.2~ 4+A3.2 k 3=2k--1,  
3A3.2 k 3=11. 
A3,2k-3 being an integer, this is impossible. The statement now follows from 
Lemma 2.8 by induction on i. 
Theorem 3.6. For any 4 <_ i <_ k -  4 and k >_ 8 one has 
n(k, 3 .2  k - i _ 2) _> g(k, 3 .2  k-  i _ 2) + 2. 
The proof  is similar to that of  Theorem 3.4. 
Theorem 3.7. For any 5 < i <_ k -  2, k > 9 one has n(k, 5 .2  k-  i) >_ g(k, 5 .2  k- i) _1_ 2. 
Proof.  Let us first consider the case i= 5. Let k= 9 and assume that there exists a 
[163, 9, 80] code C. According to Theorem 2.7 the only possible nonzero weights are 
80,96,112,128,144,160. But res(C, 128) is a [35,8,16] code and res(C, 144) is a 
[19, 8, 8] code, which contradict Theorem 3.3 and Theorem 1.4 respectively. Hence 
A128=A144=0. NOW from Theorem 3.2 we get 
A8o + A96 + AI12 + AI6o= 511, 
A96 + 2A 112 + 5A 160 = 53, 
Al12+ 10A160 = 4. 
Note that B I=Bz=0,  because [162,9,80] and [161,8,80] codes do not exist. It is 
clear from the third equation that A 160 = 0 and therefore A 80 = 462, A96 ---- 45 ,  Z 112 = 4. 
Let u, o ~ C, wt(u) = wt(o) = 112. Then wt(u * o) = {72, 64, 56}, because the res(C, 112) 
code is a [51,8,24] code and has no codewords of  weight 40 and 56. Hence 
wt(u * o) = 64. But Al l  2 = 4 implies the existence of  three codewords of  weight 48 in 
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a [51, 8, 24] code, which is impossible. Therefore n(9, 80) > g(9, 80) + 2 -- 164. Now we 
proceed by induction on k. Let k > 9. The existence of a [g(k, 5 .2  k -  5) + 1, k, 5 .2  k -  5 ] 
code implies the existence of a [g (k -1 ,  5.2k -6)+ 1, k -1 ,5 .2  k-6] code (the code 
res(C, 5 .2  k- 5)), which is impossible by the induction hypothesis for k -  1 >_ 9. Let 
us now suppose that i > 5 and let us assume that the statement is true for i -  1 and 
k >_ 9. Then 
n(k_  l ,5 .  2k - i )=n(k_  l ,5 .  2k - I  ~i-1)) 
>g(k - - l ,5 .2k - i )+2 for k -  1 >9.  
Applying Lemma 2.8, we get 
n(k, 5 .2k - i )>g(k ,  5 .2k - i )+2 for a l l k_10 .  
To complete the proof let k= 9. For i= 7, n(9, 20)>__ g(9, 20)+ 2 in view of Lemma 
2.8 and the inequality n(8, 20)> g(8, 20)+ 2 given by Theorem 4.4 below. For i= 6 
the statement is true, since a [g(9,40)+ 1,9,40] code C will give res(C,40) with 
parameters [g(8,20)+ 1, 8,20]: this is impossible in view of Theorem 4.4. 
Using Theorems 3.3-3.7, one can prove the following results. The proofs follow 
the same pattern as above, and are omitted. 
Theorem 3.8. For  any 5__< i___k-2, k> 10 one has 
n(k, 5 .2  k i _  2) _> g(k, 5 .2  k -  i _ 2) + 2. 
Theorem 3.9. For  any 5 < i < k - 1, k >_ 7, one has n(k, 7 .2  k -  i) > g(k, 7 .2  k -  i) + 2. 
Theorem 3.10. For  any 5 <_ i <_ k -1 ,  k >_ 8 one has 
n(k, 7 .2  k -  i _ 2) _> g(k, 7 .2  k -  i _ 2) + 2. 
4. The case k=8 
Let k = 8. The values of d for which the conditions of Belov (Theorem 1.3) and 
Helleseth and van Tilborg [11] are not satisfied are 
~9 
3 < d_< 62, (4.1) 
s= 1: 67 < d<92,  (4.2) 
9<d< 104, (4.3) 
s=2:  131_d<144.  (4.4) 
For every d which is not in the above intervals, n(8, d) = g(8, d). Moreover, Helleseth 
[12] has proved that equality holds in case (4.4) as well. 
First we consider the intervals (4.2) and (4.3). Let us recall that n(8, d) > g(8, d) + 1 
for d from (4.1)-(4.3) by Theorem 1.4. 
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Theorem 4.1. The minimal block length n(8, d) for 67 < d < 92 and 99 < d < 104 is 
the one given in Table 1. 
Proof .  For d= {90, 92, 102, 104} this follows by Theorem 1.5. Applying Theorem 
3.1 and Theorem 1.4 for i=2 ,  v= 1 and i=3,  v=2 we get 
g(8, d) + 1 < n(8, d) _ 128 + n(7, d -  64) 
and 
203 _< n(8, 100) ___ 192 + n(6, 4). 
Combining these inequalities with the results of  van Ti lborg [18] we find the values 
of  n(8, d) given in Table 1. 
Table 1 
d g(8, d) n(8, d) d g(8, d) n(8, d) 
68 139 140 84 170 171 
70 143 144 86 174 175 
72 146 147 88 177 178 
74 151 152 90 182 183 
76 154 155 92 185 186 
78 158 159,160 100 202 203 
80 161 162,163 102 206 207 
82 167 168 104 209 210 
The hardest case is (4.1). In Table 2 we give what we know about  3_<d_< 62. 
Theorem 4.2. n(8, 12)= 29. 
Proof .  There exists a [31,10,12] cyclic code with check polynomial  h(x)= 
XI°+X9+X8+X5+X3+I .  By deleting the first two rows and columns from its 
systematic generator matrix we get a [29, 8, 12] code. Let us assume that C is a 
[28, 8, 12] code. By Theorem 2.7 all possible nonzero weights are 12, 16, 20, 24, 28. 
Using Theorem 3.2 for m = 1, 2 we have 
AIz + A16 + A2o + Az4 + A28 =255, 
A 16 + 2A20 + 3A24 + 4A28 = 131, (4.5) 
A20 + 3A24 + 6A28 = 18. 
I f  A28>0 , hence A28 = 1, then A20=A24=0 and the last equation of  (4.5) assumes 
the form 6 .1  = 18, which is impossible. Therefore A28 = 0. Then from Theorem 3.2 
for m = 3 we get 2A24 = -B  3 - 4, which is impossible as well. Hence n(8, 12) = 29. 
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Table 2 
d g(8, d) n(8, d) Comment 
4 12 13 [12,8,3] shortened Hamming code, [15, p. 586] 
6 16 17 [17,8,6] quadratic residue code, [3, Table 16.1] 
8 19 20 by deleting the first row rows columns from the 
systematic generator matrix of the Golay [25, 12, 8] 
code, [15, p. 65] 
10 24 25, 26 [26, 8, I0] code, [8] 
12 27 29 Theorem 4.2 
14 31 33,34 Theorem 3.4; [34,8, 14] code, [15, p. 589] 
16 34 36-38 Theorem 3.3; [38,8, 16] code, [15, App. A.2] 
18 40 41, 42 Theorem 4.3 
20 43 45 Theorem 4.4 
22 47 48 Theorem 4.3 
24 50 51 [51, 8,24] two-weight cyclic code, [15, p. 229] 
26 55 57 [57,8,26] code, [9]; [56,8,26] code does not exist, 
because res(C,26): [30,7, 13] does not exist, [18] 
28 58 60-62 Theorem 4.5 
30 62 64-66 Theorem 3.4 and [15, App. A, fig. 2.] 
32 65 > 67 Theorem 3.3 
34 72 73-76 [76, 8, 34] code, [8] 
36 75 76-79 [79, 8, 36] code from [85, 8, 40] code, [15, p. 229], by 
deleting two triplets of columns 
38 79 80, 81 [19] 
40 82 83-85 [85, 8,40] two-weight cyclic code, [15, p. 229] 
42 87 88-91 [8] 
44 90 91-95 [8] 
46 94 96 Theorem 3.6 and [19] 
48 97 99, 100 Theorem 3.5 and [100, 8,48] code, [9] 
50 103 105, 106 [104,8,50] does not exist, because res(C, 50) does not 
exist, too, [18], [8] 
52 106 108-110 [8]; there is no [107, 8, 52] code, because res(C, 52) 
does not exist by [18] 
54 110 112 Theorem 3.10 and [19] 
56 113 115-117 Theorem 3.9; [117,8,56] code, [8] 
58 118 119-121 [121,8,58] code, [1] 
60 121 122-124 by deleting 4 columns from a [128,8,64] Reed- 
Muller code 
62 125 126 by deleting 2 columns from a [128,8,64] Reed- 
Muller code or from [4] 
Theorem 4.3 .  There exist [48, 8, 22],  [45, 8, 20], [42, 8, 18] codes. 
Proof .  Cons ider  the  [51, 8, 24] two-we ight  cyc l ic  code  C [15, p.  229,  f ig.  8 .3] .  I ts  dua l  
code  C ± has  B 3 - -17  and  the  co lumns  o f  C w i th  numbers  {1, 18, 35}, {2, 19, 36} . . . .  
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form [3,2,2] anticodes ([15,]17.6],[5],[6]). Hence w.l.o.g, one can choose the 
generator matrix of  C in the form 
|Ol 1 
G= [000 G1 • 
kooo 
The matrix G 1 generates a [48,8,22] code. In a similar manner we obtain a 
[45, 8, 20] and a [42, 8, 18] code. 
Theorem 4.4. n(8, 20) = 45. 
Proof.  Let C be a [44,8,20] code. Then by Theorem 2.7 all possible nonzero 
weights in C are 20, 24, 28, 32, 36, 40, 44. I f  wt(u) = wt(v) > 34, then wt(u + v) _< 
2 .44  - 2 wt(u) < 20. Therefore, A i -- {0, 1 } for i = 36, 40, 44. Since B 1 = B 2 = 0 (C has 
no zero and no repeated column because [43, 8, 20] and [42, 7, 20] codes do not exist), 
f rom Theorem 3.2 for m = 0, 1, 2 we have 
A20 + A24 + A28 + A 32 + A 36 "1- A40 + A44 = 255, 
A24 + 2A28 + 3A32 + 4A36 + 5A40 + 6A44 = 133, (4.6) 
A28 + 3A 32 + 6A 36 + 10A a0 + 15A44 = 41. 
It is easy to check that, if A44 = 1, then A28=A32=A36=A40=O. But in this case 
the third equation of  (4.6) gives 15=41 - this is a contradiction. Hence A44=0. 
Further, B 3 = 0, assuming B 3 :¢ 0, we can choose a generator matrix G of  C in the 
form 
 101 
[110 ***"" 
G= [000  
• .. G 1 
k000 
where Gl generates a [41, 6, 20] code - this is in contradiction with Theorem 1.4. 
Therefore, Theorem 3.2 for m = 3 yields 
A32 + 4A36 + 10A4o = 7. 
Evidently, A40 = 0 and the system (4.6) becomes 
A20+A24+A28 +A32+A36=255,  
A24 + 2A2s + 3A32 + 4/t36 = 133, 
(4.7) 
A2s + 3A32 + 6A36 = 41, 
A32 + 4/136 = 7. 
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Let us assume that A36 = 1. Then A32=3.  F rom 
wt(u) + wt(v) - 44 < wt(u * o) = wt(u) + wt(o) - wt(u + 0))/2 
we obtain the fol lowing possible cases: 
- if wt(u) = wt(v) = 32, then wt(u * v) = {22, 20}, wt(u + v) = {20, 24}, 
- i f  wt(u) = 36, wt(o) = 32, then wt(u * v) = 24, wt(u + v) = 20, 
- if wt (u)=32,  wt (o)=20,  then wt(u * v)= {16,14,12,10, 8}, 
{20, 24, 28, 32, 36}. 
Let us now take u, o, w e C, wt(u) = 36, wt(o) = wt(w) = 32. W. l .o .g .  
~24~ 
11.. .11 
11-. .11 
a 
U: 
O: 
W: 
wt(u + o) = 
, - -12--* 
11..-1 
00b-- 0 
~8~ 
00 ... 0 
11- .1  
C 
where a, b, c are the weights o f  the parts of  the codeword w as indicated above. F rom 
the preceding arguments a+b=24,  a+c_22,  b+c_<16,  whence wt(w)= 
a + b + c _< (24 + 22 + 16)/2 = 31: a contradict ion.  Hence A36 = 0 and A32 = 7. Fur-  
ther, it is not hard to see that any two vectors of  weight 32 have innerproduct  22. 
To prove that two vectors of  weight 32 differ in the last 12 posit ions we take four 
codewords u, o, w 1, w2 ~ C. It is easy to check that a i = 14, b i = c i = 8 ,  d i = 2 ,  i = 1, 2.  
Then the assumption that w I and w 2 coincide in the last 12 posit ions gives for 
w = u + o + w I + w 2 that wt(w) = 32, a = 16, b -- 6, Cc = 10, d = 0, which is impossible 
b/" 
O" 
WI: 
W2; 
W: 
~22-~ 
11.-.11 
11.. .11 
al 
a2 
6/ 
~10~ 
11.. -1 
00 ... 0 
bl 
b2 
b 
~ 10--* 
00 ... 0 
11 . .1  
Cl 
C2 
C 
00 
00 
dl 
d2 
d 
Therefore,  res(C, 32) has at least 6 words of  weight 10, but since it is a [12, 7, 4] code 
this is impossible.  Hence a [44,8,20] code does not exist. Now n(8,20)=45 by 
Theorem 4.3.. 
Theorem 4.5. n(8, 28) = 60, 61, 62. 
Proof .  n(8, 28) ~ 60 by Theorem 3.9. On the other hand,  there exists a [64, 10, 28] 
code C with weight distr ibut ion Ao=A64 = 1, A32 = 126, A28=A36=448 [15, p. 
253]. By deleting the first two rows and columns f rom its systematic generator 
matr ix we get a [62, 8, 28] code. 
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