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Abstract
In this article we propose a generalization of the determinant minimization criterion. The problem of
minimizing the determinant of a matrix expression has implicit assumptions that the objective matrix is
always nonsingular. In case of singular objective matrix the determinant would be zero and the minimization
problem would be meaningless. To be able to handle all possible cases we generalize the determinant criterion
to rank reduction and volume minimization of the objective matrix. The generalized minimization criterion
is used to solve the following ordinary reduced rank regression problem:
min
rank(X)=k det(B − XA)(B − XA)
T,
where A and B are known and X is to be determined. This problem is often encountered in the system
identification context.
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1. Introduction
The purpose of this paper is to give a generalization of the determinant minimization problem,
which is often encountered in the state-space subspace system identification context. The problems
are of the type
min
rank(X)=k det F(X), (1)
where F(X) is a symmetric and positive semidefinite matrix expression depending on X—the
matrix with the regression coefficients (also called the regression matrix). In this article we
consider the following objective matrix:
F(X) = (B − XA)(B − XA)T. (2)
Determinant minimization problems with this kind of F are treated in [9] and [3]. A similar
objective matrix is found in [6] and has the form
F(X, Y ) = (B − XA − YC)(B − XA − YC)T. (3)
Here Y is a second regression matrix, but without any rank constraints. Under the assumption
that matrix C has full row rank, the second regression matrix in (3) can be eliminated and the
expression is transformed to the same form as (2), see [8]. Because of this (3) will not be considered
anymore.
Consider (1) with F given in (2) and assume that B ∈ Rm×N and A ∈ Rp×N , with N >
max{m,p}. Let also rank(B) = n and rank(A) = q, where n  m and q  p. The matrices A
and B are given and the unknown regression matrix X ∈ Rm×p, with the constraint rank(X) =
k  min{m,p}, is to be determined.
The problem with the determinant minimization problem (1) is that it is not well defined if
the determinant of F can be made equal to 0, in the sense that the criterion does not define X
uniquely. As will be shown further ahead there are several different circumstances that could
make det(F ) = 0. Consider the following example for one such circumstance.
Example 1. Let
F(X) = (B − XA)(B − XA)T,
where B and A are matrices of the form,
B =
[
B¯ 0
0 0
]
, A =
[
A¯ 0
0 α
]
,
partitioned in the same way and with scalar α /= 0. Consider now
min
X
det F(X).
Partitioning X according to the structure of A and calculating the matrix products yields
F(X) =
(
B −
[
X¯ x1
xT2 ρ
] [
A¯ 0
0 α
])(
B −
[
X¯ x1
xT2 ρ
] [
A¯ 0
0 α
])T
=
[
B¯ − X¯A¯ −αx1
−xT2 A¯ −αρ
] [
B¯ − X¯A¯ −αx1
−xT2 A¯ −αρ
]T
.
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By choosing x1 = 0, x2 = 0 and ρ = 0 we will get
F(X¯) =
[
(B¯ − A¯X¯)(B¯ − A¯X¯)T 0
0 0
]
.
Clearly F(X¯) is singular for all choices of X¯. Since F(X) is symmetric, positive semidefinite and
det F(X¯) = 0, we see that we have minimized the determinant, but X is undetermined.
Obviously, the determinant minimization problem is not well defined. To be able to handle the
case when F is rank deficient and also get a solution X in that case we need to generalize the
minimization criterion.
It is well known that in the full rank case, i.e. det(F ) > 0, the determinant has a volume
interpretation. There is also a general volume definition for arbitrary matrices, [1].
Definition 2. Let M ∈ Rm×n be a rank r matrix. The volume of M is defined as
vol M =
r∏
i=1
σMi , (4)
where σMi , i = 1, . . . , r are the nonzero singular values of M .
Here we state the proposed generalization of the determinant criterion for the reduced rank
regression problem,
min
rank(X)=k
rank F(X)=rmin
vol F(X), rmin = min
rank(X)=k rank F(X). (5)
The purpose of this generalization is to give a well defined minimization criterion that is valid
for arbitrary positive semidefinite matrix expressions. Considering (2) the generalized criterion
works for all A and B and it is equivalent to the determinant minimization criterion if A and B are
full row rank matrices and there is no intersection between the subspaces spanned by the columns
of AT and BT.
In applications the matrices A and B are structured1 and usually contain measured data and
the regression matrix X contains valuable information.2 Since noise is always present in real
life measurements, A and B are hardly ever rank deficient making the proposed generalization
unnecessary. Nevertheless it is important to have an understanding of the reduced rank regression
theory and a valid minimization criterion when the noise tends to zero or the noise is partially or
completely absent as could be the case in computer simulations. It is in these areas the contribution
of this article is made.
The paper is structured in the following way: In Section 2 we consider Definition 2, the volume
for arbitrary matrices, and motivate the need of the proposed generalization. The main result of
the paper, found in Section 3, is Theorem 3, in which we give the solution to the generalized
minimization criterion for the objective matrix given by (2). Section 4 contains some conclusions
and a brief discussion about other solution choices.
1 A and B are often block Hankel matrices.
2 In system identification the model or the system matrix is determined from X, see [7].
204 B. Savas / Linear Algebra and its Applications 418 (2006) 201–214
2. Generalizing the minimization criterion
2.1. Restatement of the problem and relation to matrix volume
The determinant of the matrix F ∈ Rm×m can also be written as
det F =
m∏
i=1
σFi , (6)
where σFi , i = 1, . . . , m are the singular values (also eigenvalues) of F .
Thinking in terms of the determinant minimization problem (1), we are trying to find an X that
minimizes
m∏
i=1
σFi (X).
Obviously the σFi depend on X and one σ
F
i = 0 makes the product equal to 0 and solves the
problem.
Considering the problem in view of volume minimization, some aspects need to be clarified.
By varying X in F(X) we vary the singular values σFi (X). Potentially this gives us the ability to
vary the rank of matrix F . If we are to minimize the volume of a matrix the rank of the matrix need
to be specified. The original determinant minimization problem gives a hint on how we continue
with the generalization. Assume that problem (1) is such that the determinant cannot be zeroed.
This can be achieved by imposing conditions on the constant matrices in the expression of F .
Then the problem is well defined, a solution X, which minimizes the determinant of F(X), can
be computed. In that case we choose X such that
det F(X) =
m∏
i=1
σFi (X)
is minimal. This minimization can also be described by saying that X is chosen so that every
individual singular value σFi is as small as possible. Those minimal singular values will also give
the minimal product of singular values, which is the determinant of the matrix expression. This
reasoning implies that if we are able to zero some singular values we should do so.
The question is whether we should choose to minimize singular values that can be minimized
all the way to 0, or if we should choose to emphasize minimization of other singular values
that cannot be zeroed. The second choice does not follow the thoughts of the original objec-
tive since it means that we can minimize other singular values more that the ones we actually
minimize.
2.2. Generalization—dimensionality reduction and volume minimization
We can summarize the reasoning from the previous section by the following claims, which is
a generalization of the determinant minimization criterion.
Choose X, subject to its rank conditions, in such a way that,
(1) as many singular values as possible of the objective function F(X) are zeroed and,
(2) the volume of the potentially reduced rank matrix is minimal.
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The first procedure reduces the rank ofF(X) to a minimum and the second procedure minimizes
the volume of F , where F now has minimal rank.
As already stated, mathematically this can be written in the following way:
min
rank(X)=k
rank F(X)=rmin
vol F(X), rmin = min
rank(X)=k rank F(X). (7)
Observe that in the case when the rank of F cannot be reduced then the volume minimization
problem is also a determinant minimization problem, as it should be.
3. Solving the generalized reduced rank regression problem
To illustrate the generalized reduced rank regression problem from the previous section we
solve problem (7) with F(X) given in (2).
Recalling the sizes of the matrices we have B ∈ Rm×N and A ∈ Rp×N with N > max{m,p}.
Using the singular value decomposition (SVD) in its most reduced form we can write
B = UB
[
SB
0
]
P T and A = UA
[
SA
0
]
QT. (8)
Since rank(B) = n  m and rank(A) = q  p it follows that UB ∈ Rm×m and UA ∈ Rp×p are
orthogonal, SB ∈ Rn×n and SA ∈ Rq×q are diagonal matrices with the nonzero singular val-
ues only, and the columns of P ∈ RN×n and Q ∈ RN×q span the range spaces of BT and AT
respectively. Introduce also the SVD of
P TQ = UV T, (9)
which has the singular values [4, Section 12.4.3]
1  σ1  σ2  · · ·  σmin{n,q}  0. (10)
We can now state the main theorem of this paper.
Theorem 3 (Rank reduction and volume minimization). The solution to problem (7) with
F(X) = (B − XA)(B − XA)T
is given by
X = UB
[
SBUkV TS
−1
A 0
0 0
]
UTA, (11)
where
UB
[
SB
0
]
P T = B, UA
[
SA
0
]
QT = A, UV T = P TQ
are the SVD’s of the respective matrices and k contains the k largest singular values from .
Notice that the computation of the solution is very closely related to computation of principal
angles between subspaces [2]. To prove the theorem we need some auxiliary results.
We start by analyzing the matrix expression for the reduced rank regression problem,
(B − XA)(B − XA)T = [Im X] [ BBT −BAT−ABT AAT
] [
Im
XT
]
. (12)
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Consider the block matrix[
BBT −BAT
−ABT AAT
]
in the right hand side of (12). Inserting the SVD’s of B and A from (8) we get UB
[
S2B 0
0 0
]
UTB −UB
[
SB
0
]
P TQ
[
SA 0
]
UTA
−UA
[
SA
0
]
QTP
[
SB 0
]
UTB UA
[
S2A 0
0 0
]
UTA

=
[
UB 0
0 UA
]
[
S2B 0
0 0
]
−
[
SB
0
]
P TQ
[
SA 0
]
−
[
SA
0
]
QTP
[
SB 0
] [S2A 0
0 0
]
[UB 00 UA
]T
=
[
UB 0
0 UA
]
S2B 0 −SBP TQSA 0
0 0 0 0
−SAQTPSB 0 S2A 0
0 0 0 0
[UB 00 UA
]T
.
Introduce the permutation matrix,
P˜ =

In 0 0 0
0 0 Im−n 0
0 Iq 0 0
0 0 0 Ip−q

to get the nonzero entries of the middle matrix to the upper left corner, i.e.
P˜ T

S2B 0 −SBP TQSA 0
0 0 0 0
−SAQTPSB 0 S2A 0
0 0 0 0
 P˜ =

S2B −SBP TQSA 0 0
−SAQTPSB S2A 0 0
0 0 0 0
0 0 0 0
.
It follows that[
Im X
] [ BBT −BAT
−ABT AAT
] [
Im
XT
]
= [Im X] [UB 00 UA
]
P˜

S2B −SBP TQSA 0 0
−SAQTPSB S2A 0 0
0 0 0 0
0 0 0 0

×P˜ T
[
UB 0
0 UA
]T [
Im
XT
]
.
Multiplying the first two matrices we get[
Im X
] [UB 0
0 UA
]
= [UB XUA] = UB [Im UTBXUA] = UB [Im X˜] ,
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where X˜ = UTBXUA. Partitioning the block matrix above appropriately and incorporating it with
the permutation matrix yields
[
In 0 X˜11 X˜12
0 Im−n X˜21 X˜22
]
In 0 0 0
0 0 Im−n 0
0 Iq 0 0
0 0 0 Ip−q
 = [In X˜11 0 X˜120 X˜21 Im−n X˜22
]
.
Multiplying the block matrices we get
[
In X˜11 0 X˜12
0 X˜21 Im−n X˜22
]
S2B −SBP TQSA 0 0
−SAQTPSB S2A 0 0
0 0 0 0
0 0 0 0

[
In X˜11 0 X˜12
0 X˜21 Im−n X˜22
]T
=
[
In X˜11
0 X˜21
][
S2B −SBP TQSA
−SAQTPSB S2A
][
In X˜11
0 X˜21
]T
. (13)
First of all, X˜12 and X˜22 will exist only if A is rank deficient. For the second, notice that X˜12
and X˜22 are not left in (13). These parts of X lie in the null space of A and do not give any
contribution to the problem. They introduce a non-uniqueness of the solution, because arbitrary
choice of X˜12 and X˜22 will give the same minimum. Since they have no influence on the minimum
we choose to put X˜12 = 0 and X˜22 = 0.
Using the SVD of P TQ in the middle factor in (13) we get,[
S2B −SBP TQSA
−SAQTPSB S2A
]
=
[
SBU 0
0 SAV
][
In −
−T Iq
][
UTSB 0
0 V TSA
]
.
Then[
In X˜11
0 X˜21
] [
SBU 0
0 SAV
]
=
[
SBU X˜11SAV
0 X˜21SAV
]
=
[
SBU X¯1
0 X¯2
]
,
where
X¯1 = X˜11SAV and X¯2 = X˜21SAV. (14)
Summarizing the analysis we get
UTBF(X)UB = UTB(B − XA)(B − XA)TUB
=
[
SBU X¯1
0 X¯2
] [
In −
−T Iq
] [
SBU X¯1
0 X¯2
]T
. (15)
Since the singular values of F and UTBFUB are identical, we continue by considering the matrix
expression in (15). Multiplying the block matrices we get[
S2B − X¯1TUTSB − SBUX¯T1 + X¯1X¯T1 (X¯1 − SBU)X¯T2
X¯2(X¯
T
1 − TUTSB) X¯2X¯T2
]
. (16)
Thus, the volume for the original matrix expression F(X) and the volume of (16) are the same.
The matrix X¯2 is connected to the existence of zero singular values in B. If B has full row rank
then X¯2 will not exist and the expression would only consist with the upper left block matrix. In
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case of rank deficient B, it is possible to reduce the rank of F . Simply set X¯2 = 0 and verify by
inspecting (16).
So far we have only considered parts of the problem that are associated with potential zero
singular values of the known matrices A and B. We chose X˜12 = 0 and X˜22 = 0 in case of rank
deficient A, since they don’t give any contribution to the problem. And when B is rank deficient,
we put X¯2 = 0 in order to reduce the rank of F .
3.1. The core problem
Consider now
S2B − X¯1TUTSB − SBUX¯T1 + X¯1X¯T1 , (17)
which is the core of the problem. All known matrices in this expression have special forms, they
are either diagonal (SB and ) or orthogonal (U ). It also holds, for the singular values in , that
σi  1, since σi = cos θi , where θi are the principal angles between the subspaces spanned by
the columns of BT and AT, respectively, see [4, Section 12.4.3].
To impose the condition rank(X) = k we introduce
X¯1 = YZT, Y ∈ Rn×k, Z ∈ Rq×k, (18)
where Y and Z are full column rank matrices. Then we can rewrite (17) as
S2B − X1TUTSB − SBUXT1 + X1XT1 = H(Z) + G(Y,Z), (19)
where, by straightforward computations
H(Z) = SBU(I − Z(ZTZ)−1ZTT)UTSB, (20)
G(Y,Z) = (Y − SBUZ(ZTZ)−1)(ZTZ)(Y − SBUZ(ZTZ)−1)T. (21)
Clearly G is positive semidefinite and for every choice of Z we can make G = 0 by setting
Y = SBUZ(ZTZ)−1. (22)
Furthermore, Z in H occurs only in the projection Z(ZTZ)−1ZT. Therefore we can, without loss
of generality, assume that the columns of Z are orthonormal, i.e. ZTZ = I . In order to continue
we need to establish some properties of H .
Lemma 4. For all Z ∈ Rq×k, such that ZTZ = Ik, the matrix
H(Z) = SBU(I − ZZTT)UTSB (23)
is positive definite if σ1 < 1 and positive semidefinite if σ1 = 1.
Proof. Let x ∈ Rn and consider
xTSBU(I − ZZTT)UTSBx = yT(I − ZZTT)y
 ‖y‖2 − ‖ZT‖‖T‖‖y‖2  ‖y‖2(1 − σ 21 ),
where ‖ · ‖ denotes the 2-norm. It follows that if σ1 < 1 then H is positive definite and if σ1 = 1
then H is positive semidefinite.
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Since both H and G are symmetric and positive semidefinite, it follows by Theorem 4.3.1 in
[5] that
σi(H)  σi(H) + σmin(G)  σi(H + G).
Obviously the minimal singular values for H(Z) + G(Y,Z) are obtained when G(Y,Z) = 0 and
this is achieved by Y given in (22). Next step is to minimize the singular values of H(Z) with the
condition ZTZ = Ik . Two different cases can be identified, the first when σ1 < 1 and the second
when there are singular values σi = 1. 
3.2. H (Z)-positive definite
Consider the case when σ1 < 1. Then H is a full rank matrix for all Z and the volume mini-
mization is a determinant minimization.
Theorem 5. Assume that σ1 < 1 and consider the problem
min
ZTZ=Ik
vol(SBU(In − ZZTT)UTSB), (24)
where SB is given in (8) and U and  are given in (9). The solution is given by
Z =
[
Ik
0
]
with minimum
dmin = det S2B
k∏
i=1
sin2 θi,
where θi are the principal angles between the subspaces spanned by columns of P and Q.
Proof. Since volume and determinant of a positive definite matrix is the same, we have that
det(SBU(In − ZZTT)UTSB) = det S2B det(In − ZZTT). (25)
The unknown Z occurs only in the last factor. Clearly, maximizing the eigenvalues of ZZTT
will minimize the determinant of In − ZZTT. The non-zero eigenvalues of ZZTT and
ZTTZ are the same and therefore, by the Courant–Fisher theorem, [4, p. 394], choosing
Z =
[
Ik
0
]
will minimize the determinant. Insert Z in (24) to get the minimum,
det
(
In − 
[
Ik
0
] [
Ik 0
]
T
)
= det
(
In −
[
2k 0
0 0
])
=
k∏
i=1
(1 − σ 2i ) =
k∏
i=1
sin2 θi .
Multiplying the end result with det S2B gives the desired minimum dmin. 
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3.3. H (Z)-positive semidefinite
Consider now the case when there are singular values of P TQ equal to 1. Assume that
1 = σ1 = · · · = σt > σt+1  · · ·  σmin{n,q}  0. (26)
In terms of the principal angles between the subspaces of P and Q, this implies θi = 0, i =
1, . . . , t . Zero principal angles between two subspaces means that the two subspaces intersect.
In this case it follows by Lemma 4 that the matrix SBU(In − ZZTT)UTSB is positive
semidefinite, meaning there are Z that make the matrix singular and thereby reduce its rank. Next
task is to reduce the rank of this matrix to a minimum and then minimize its volume.
Theorem 6. Let SB,U and  in
H(Z) = SBU(I − ZZTT)UTSB (27)
be the matrices given in (8) and (9). Assume (26) holds for the singular values in . Then the
problem
min
ZTZ=Ik
rank H(Z)=r
vol H(Z), where r = min
ZTZ=Ik
rankH(Z)
has the solution
Z =
[
Ik
0
]
.
To prove this theorem we will proceed in two steps. The first step is rank reduction of H
(Lemma 7) and the second step is volume minimization of rank deficient H (Lemma 8). Before
we start with the lemmas, notice that Theorem 6 is a generalization of Theorem 5 and that the
same Z gives the solution for both theorems.
Lemma 7. Assume (26) holds and ZTZ = Ik. Then the minimal rank of
H(Z) = SBU(In − ZZTT)UTSB,
given in (27), is equal to n − t.
Proof. Since both SB and U are square and full rank matrices, it is sufficient to find the minimal
rank of
In − ZZTT. (28)
We need to determine Z such that as many as possible of the singular values of ZZTT are
equal to 1. Choosing
Z =
[
Ik
0
]
, (29)
as in the proof of Theorem 5 will maximize the singular values of ZZTT and give
In − ZZTT =
[
Ik − 2k 0
0 In−k
]
,
where k contains σ1, . . . , σk on the diagonal. Clearly, by recalling that σ1 = . . . = σt = 1, the
first t diagonal entries of Ik − 2k are equal to 0. Thus, the minimal rank of (28) and also of H(Z)
is equal to n − t . 
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Partition  according to
 =
[
It 0
0 n−t
]
, (30)
where n−t only contains the singular values strictly less than 1 and choose
Z =
[
It 0
0 Z2
]
, (31)
where Z2 is still undetermined. Inserting (31) and (30) in (28) gives
In − ZZTT =
[
It 0
0 In−t
]
−
[
It 0
0 n−tZ2ZT2
T
n−t
]
=
[
0 0
0 In−t − n−tZ2ZT2Tn−t
]
,
which is a matrix of rank n − t . Choosing Z as in (31) and inserting it in (27) gives
H(Z2) = SBU
[
0 0
0 In−t − n−tZ2ZT2Tn−t
]
UTSB,
which now has minimal rank. The next step in the process is to determine Z2 that minimizes the
volume of H(Z2).
Lemma 8. Let SB and U be the matrices given in (8) and (9), and n−t given in (30). Then the
volume minimization problem
min
ZT2 Z2=Ik−t
vol SBU
[
0 0
0 K(Z2)
]
UTSB, (32)
where
K(Z2) = In−t − n−tZ2ZT2Tn−t ,
has the solution
Z2 =
[
Ik−t
0
]
(33)
and the minimal volume, vmin, is a factor times
k∏
i=t+1
sin2 θi, (34)
where θi are the principal angles between P T and QT, i.e. σi = cos θi are the diagonal entries
of .
Proof. By partitioning U we can rewrite the objective matrix as
SB
[
U1 U2
] [0 0
0 K
][
UT1
UT2
]
SB = SBU2KUT2 SB.
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The matrix SBU2KUT2 SB is rank deficient. But, according to [1, Theorem 4.1 and Corollary 4.1],
its volume is equal to the determinant of the full rank matrix
SBU2KU
T
2 SB + V2V T2 , (35)
where V2 is a matrix with orthonormal columns spanning the null space of SBU2KUT2 SB . It is
clear that the null space of the objective matrix is spanned by S−1B U1, since
SBU2KU
T
2 SBS
−1
B U1 = SBU2KUT2 U1 = 0.
The last equality follows from the fact that U = [U1 U2] is orthogonal. By putting
V2 = S−1B U1D1,
we obtain an explicit matrix with orthonormal columns spanning the null space, where D1 is a
diagonal matrix that normalizes the columns of S−1B U1.
Now, get the according orthonormal matrix that spans the range space. It is obvious that SBU2
spans the range space but it is not orthonormal. Normalizing the columns in the same fashion as
previously we get
V1 = SBU2D2,
where D2 is a diagonal matrix. Inserting V1 in (35) gives
V1D
−1
2 KD
−1
2 V
T
1 + V2V T2 .
Since the volume minimization problem (32) is equivalent to a determinant minimization of a full
rank matrix, namely
min
ZT2 Z2=Ik−t
det(V1D−12 KD
−1
2 + V2V T2 ),
we continue the work with this problem instead. Now, since the matrix [V1 V2] is orthogonal,
det(V1D−12 KD
−1
2 V
T
1 + V2V T2 )
= det
[[
V T1
V T2
](
V1D
−1
2 KD
−1
2 V
T
1 + V2V T2
) [
V1 V2
]]
= det
[
D−12 KD
−1
2 0
0 It
]
= det(D−12 KD−12 ) = det D−22 det K.
Here we see how the addition of V2V T2 fills up the rank deficient matrix, V1D
−1
2 KD
−1
2 V
T
1 , to a
full rank matrix (observe the presence of the It block matrix). Continuing with the determinant
of K we obtain,
det K(Z2) = det(It − k−tZ2ZT2Tk−t ).
The minimal determinant, under the condition ZT2 Z2 = Ik−t , is obtained as previously by putting
Z2 =
[
Ik−t
0
]
.
Remember that the diagonal elements i n−t are all strictly less than 1! To complete the proof we
observe that the minimum, vmin, is
vmin = det D−22
k∏
i=t+1
(1 − σ 2i ) = det D−22
k∏
i=t+1
sin2 θi . 
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Proof (Theorem 6). The solution to Theorem 6 follows by inserting Z2 from Lemma 8 into Z in
(31), Lemma 7,
Z =
[
It 0
0 Z2
]
=
It 00 Ik−t
0 0
 = [Ik0
]
. 
3.4. Solution to the generalized minimization problem
Now we have all the results needed to proof the generalized rank reduction and volume mini-
mization statement given in Theorem 3.
Proof (Theorem 3). By a series of back substitutions we will prove that the solution to the
generalized reduced rank regression problem with F(X) given in (2) is given by
X = UB
[
SBUkV TS
−1
A 0
0 0
]
UTA.
We start by computing the solution to the core problem
S2B − X¯1TUTSB − SBUX¯T1 + X¯1X¯T1 = H(Z) + G(Y,Z).
Since, the minimizer
Z =
[
Ik
0
]
for H(Z) is given by Theorem 6 and the choice of Y = SBUZ(ZTZ)−1 makes G(Y,Z) = 0,
we have that
X¯1 = YZT = SBU
[
Ik 0
0 0
]
= SBUk,
where k contains the k largest singular values form , gives the minimal volume of the core
matrix expression. Using the previous result and Eq. (14) we get
X˜11 = X¯1V TS−1A = SBUkV TS−1A .
Recalling that X¯2 = 0 in (16) it follows by (14) that X˜21 = 0. For the last step we have that
X˜ = UTBXUA, thus
X = UBX˜UTA = UB
[
X˜11 X˜12
X˜21 X˜22
]
UTA.
Recalling that also X˜12 = 0 and X˜22 = 0 and inserting X˜11 gives the desired closed form
solution. 
4. Conclusion and discussion about other solution choices
In this paper we have shown that the determinant minimization criterion for reduced rank regres-
sion problems in some cases is not sufficient to give a solution. To be able to handle all possible
scenarios we consider rank reduction and volume minimization of the objective matrix as a gener-
alization of the determinant minimization criterion. In cases, when the objective matrix expression
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is always positive definite, the two criterions are the same. To illustrate the ideas we have solved
the generalized problem with an objective matrix of the form F(X) = (B − XA)(B − XA)T.
Rank reduction of the objective matrix F(X) is one of the main parts of the proposed gener-
alization. Considering F(X) = (B − XA)(B − XA)T there are two possible stages where rank
reduction is achieved. The first one is when putting X¯2 = 0 in (16) due to rank deficiency in B, and
the second one is when we put Z according to (31) due to intersection of the subspaces spanned
by columns of BT and AT. Of course we could choose to proceed in a different way. If, for some
reason, it is necessary to have a non-singular objective matrix F(X) one could, by explicit choice
of X, try to keep F non-singular. For instance if we choose X¯2 = I instead, then the rank of
(16) would not be reduced. And similarly in case of positive semidefinite H(Z) we could choose
Z = Z˜ such that H(Z˜) is positive definite. But, being able to make det F(X) = 0 and explicitly
choosing not to is not consistent with the original problem. Therefore, these alternative solution
choices do not generalize the determinant minimization criterion.
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