We present multi-configuration Breit-Pauli AUTOSTRUCTURE calculations of distorted-wave photoionization (PI) cross sections, and total and partial final-state resolved radiative recombination (RR) and dielectronic recombination (DR) rate coefficients for the first six ions of the trans-iron element Se. These calculations were motivated by the recent detection of Se emission lines in a large number of planetary nebulae. Se is a potentially useful tracer of neutron-capture nucleosynthesis, but accurate determinations of its abundance in photoionized nebulae have been hindered by the lack of atomic data governing its ionization balance. Our calculations were carried out in intermediate coupling with semi-relativistic radial wavefunctions. PI and recombination data were determined for levels within the ground configuration of each ion, and experimental PI cross-section measurements were used to benchmark our results. For DR, we allowed ∆n = 0 core excitations, which are important at photoionized plasma temperatures. We find that DR is the dominant recombination process for each of these Se ions at temperatures representative of photoionized nebulae (∼10 4 K). In order to estimate the uncertainties of these data, we compared results from three different configuration-interaction expansions for each ion, and also tested the sensitivity of the results to the radial scaling factors in the structure calculations. We find that the internal uncertainties are typically 30-50% for the direct PI cross sections and ∼10% for the computed RR rate coefficients, while those for low-temperature DR can be considerably larger (from 15-30% up to two orders of magnitude) due to the unknown energies of near-threshold autoionization resonances. These data are available at the CDS, and fitting coefficients to the total RR and DR rate coefficients are presented. The results are suitable for incorporation into photoionization codes used to numerically simulate astrophysical nebulae, and will enable robust determinations of nebular Se abundances.
Introduction
The abundances of neutron(n)-capture elements (atomic number Z > 30) are sensitive probes of the nucleosynthetic histories of stellar populations and the chemical evolution of the Universe (Wallerstein et al. 1997; Busso et al. 1999; Sneden et al. 2008) . Our knowledge of the production of these elements is largely based on the interpretation of abundances derived from stellar spectroscopy (e.g., Smith & Lambert 1990; Busso et al. 1999; Travaglio et al. 2004; Sneden et al. 2008; Roederer et al. 2010 , and references therein). However, only a limited number of trans-iron elements can be detected in stellar spectra. Moreover, some classes of stars or stages of evolution with high mass-loss rates are very difficult to study spectroscopically due to photospheric obscuration.
The recent detection of emission lines from n-capture elements in a large number of planetary nebulae (PNe) (Sterling et al. 2007; Sharpee et al. 2007; Sterling & Dinerstein 2008; Sterling et al. 2009 ), as well as other astrophysical objects including H II regions (e.g., Aspin 1994; Lumsden & Puxley 1996; Luhman et al. 1998; Baldwin et al. 2000; Puxley et al. 2000; Okumura et al. 2001; Blum & McGregor 2008; Roman-Lopes et al. 2009 ), starburst galaxies (Vanzi et al. 2008) , and active galactic nuclei (Thompson et al. 1978) , has demonstrated that nebular spectroscopy is a potentially ⋆ NSF Astronomy and Astrophysics Postdoctoral Fellow powerful tool for investigating the nucleosynthesis and chemical evolution of trans-iron species. The abundances of n-capture elements are of particular interest in PNe, since these species can be produced in PN progenitor stars via slow n-capture nucleosynthesis (the "s-process") during the asymptotic giant branch (AGB) stage of evolution.
Nebular spectroscopy provides access to many elements that cannot be detected in cool giant stars, such as the lightest ncapture elements (Z = 31-36) and noble gases. Due to the difficulty in detecting these species in stellar spectra or supernova remnants (Wallerstein et al. 1995) , the origins of light n-capture elements are based predominantly on theoretical considerations that lack empirical validation. In addition, nebular spectroscopy enables investigations of nucleosynthesis in classes or evolutionary stages of stars obscured by optically thick circumstellar envelopes. For example, intermediate-mass AGB stars (4-8 M ⊙ ) experience heavy mass loss, shielding their photospheres in a cocoon of circumstellar material that hinders spectroscopic investigations in the wavelength regimes of many useful n-capture element transitions. As a result, the contribution of these stars to the Galactic inventory of heavy element nuclei is poorly understood (e.g., Karakas et al. 2009 ). However, these intermediate-mass stars produce PNe in which n-capture element emission lines are readily detected (Sharpee et al. 2007; Sterling & Dinerstein 2008) . Likewise, AGB stars that become carbon-rich as a result of convective dredge-up (see Busso et al. 1999 ) are char-acterized by high opacities (Marigo 2002 ) that substantially increase their mass-loss rates, and hence s-process enrichments engendered by the final stages of AGB evolution are not wellconstrained. PNe are composed of material from the stellar envelope at the end of the AGB phase, and hence are useful probes of s-process enrichments during late AGB evolution.
However, the accuracy of nebular n-capture element abundances is hindered by the poorly known atomic data for these species, thereby limiting the usefulness of nebular spectroscopy for studying the origins of these elements. The reason for this is that generally only one or two ions of n-capture elements have been detected in individual nebulae, and hence the abundances of unobserved ions must be estimated in order to derive elemental abundances. This is most robustly achieved by numerically simulating the thermal and ionization structure of nebulae with photoionization codes such as Cloudy (Ferland et al. 1998) , but the reliability of these models strongly depends on the availability of accurate atomic data for processes that control the ionization balance. For photoionized nebulae such as PNe, these data include photoionization (PI) cross sections and rate coefficients for radiative recombination (RR), dielectronic recombination (DR), and charge transfer (CT). Unfortunately, such data have not been determined for the vast majority of trans-iron element ions.
To address this need, we have computed multi-configuration Breit-Pauli (MCBP) distorted-wave PI cross sections and RR and DR rate coefficients for the first six Se ions, using the atomic structure code AUTOSTRUCTURE (Badnell 1986 (Badnell , 1997 . Along with Kr and Xe, Se is one of the most widely observed n-capture elements in ionized nebulae (Sharpee et al. 2007; Sterling & Dinerstein 2008) . In fact, Se has been identified in nearly twice as many PNe as any other trans-iron element, and hence is the initial target for our study. In subsequent papers, we will present similar data for low-charge Kr and Xe ions, as well as CT rate coefficients for several n-capture elements. These data will be suitable for incorporation into photoionization codes such as Cloudy, which can be used to robustly determine correction factors for the abundances of unobserved ions, enabling much more accurate abundance determinations of n-capture elements in ionized nebulae than previously possible.
Until our study, the photoionization and recombination properties of Se ions had received very little attention, aside from a handful of PI studies of neutral Se (Manson et al. 1979; Gibson et al. 1986; Chen & Robicheaux 1994) , which is a trace species in ionized nebulae such as PNe. We therefore utilize recently conducted experimental PI cross-section measurements of Se ions (Esteves et al. 2009; Sterling et al. 2011; Esteves et al. 2010 Esteves et al. , 2011 as a comparison and benchmark to our calculations.
We estimate the uncertainties in our computed data by utilizing three different configuration-interaction (CI) expansions for each ion, and test the sensitivity of our results to various internal parameters of the AUTOSTRUCTURE code. Upon completion of our theoretical study of Se, Kr, and Xe ions we will use Monte Carlo simulations with photoionization codes to reveal the effects of these atomic data uncertainties on nebular abundance determinations, illustrating which systems and atomic processes require further theoretical and/or experimental analysis. This paper is organized as follows: in Sect. 2, we provide details of our calculations, and in Sect. 3 we present our computed PI cross sections and RR and DR rate coefficients along with their associated uncertainties. Finally, in Sect. 4 we summarize our results and provide concluding remarks.
Calculations and methodology
We have computed the electronic structure and MCBP distorted-wave PI cross sections for Se 0 -Se 5+ with the AUTOSTRUCTURE code (Badnell 1986 (Badnell , 1997 . Higher charge states were not considered since they are negligibly populated in PNe, whose central stars are not sufficiently hot (generally < 2 × 10 5 K; Napiwotzki 1999; Stanghellini et al. 2002) to significantly ionize species with ionization thresholds greater than 100 eV. RR and DR rate coefficients were determined from the direct and resonant portions of the PI cross sections, respectively, using detailed balance. We used the independent processes approximation (Pindzola et al. 1992) to treat RR and DR separately.
The theoretical background of such calculations have been provided elsewhere Badnell 2006b ), and we refer the reader to those references for a full discussion. In each of the following subsections, we discuss details of calculations for each process considered.
Electronic structure
To test the sensitivity of our results to the adopted CI expansions, we constructed three different CI expansions for each Se ion (designated "small," "medium," and "large"). The medium configuration sets provide the best compromise between accuracy and computational expense, and are adopted as the basis for our PI, RR, and DR results. The CI expansions for each ion are listed in Table 1.   1 In all cases, the electronic structure was computed with Thomas-Fermi-Dirac-Amaldi model potentials, adopting intermediate-coupling and κ-averaged relativistic wavefunctions (Cowan & Griffin 1976) . We Schmidt orthogonalized the κ-averaged orbitals in our calculations, but compared our PI and RR results with those obtained without forcing the radial orbitals to be orthogonal. The average of the LS term energies were optimized by varying the orbital radial scaling parameters so as to best reproduce experimental energy levels and ionization potentials from NIST (Ralchenko et al. 2008) . The radial scaling parameters adopted for each CI expansion of each ion are given in Table 2 . A comparison of selected calculated and experimental energies is shown in Table 3 . We also compare our Einstein A-coefficients with those available in the literature in Table 4 .
The structure computed with the medium configuration sets generally reproduce experimental energies and ionization potentials to a good degree of accuracy, lending credence to our use of orthogonalized radial orbitals. The ionization potentials are within 2-3% of the NIST values for all ions with the exception of Se 0 , which is a very challenging system to model but fortunately is negligibly populated in ionized nebulae such as PNe. The energies of most levels tabulated by NIST are reproduced to within 5% for Se + -Se 6+ , and to within 9% for the neutral case. A few exceptions occur, particularly for levels within the ground configuration, where the discrepancies with experiment are as large as 23% for Se + 4s 2 4p 3 2 D 3/2 . The accuracies of the level energies affects those of the Einstein A-coefficients A i j we computed. For forbidden transitions within the ground configurations, the main comparisons are the theoretical studies of Biémont & Hansen in the 1980s (see Table 4 for references), who utilized the Hartree-Fock with relativistic corrections (HFR) and Hartee-plus-statistical-exchange (HXR) methods. In many cases, our computed A i j agree with those previous studies to within 30-50%, but exceptions occur, particularly for the lowest-charge states. However, it is worth noting that our CI expansions generally are larger than those used by Biémont & Hansen, and hence include configuration mixing not incorporated in their calculations.
Photoionization
MCBP distorted-wave PI cross sections were computed in intermediate coupling for neutral Se and each of the first five ions. Cross sections were calculated for each level in the ground configurations, as the vast majority of ions in photoionized plasmas reside in the ground configuration. The CI expansions listed in Table 1 were used in these calculations, with radial scaling parameters from PI cross sections were computed up to 100 Ryd for each ion. The length gauge was used at low energies, and AUTOSTRUCTURE automatically switched to velocity gauge at higher energies. Because of our use of κ-averaged relativistic orbitals, it was not possible to use acceleration gauge. The electron energy mesh was interpolated onto the photon energy mesh using a 4-point Lagrange interpolation. Photoexcitationautoionization resonances were included for each system, over a more restricted energy range due to the finer energy mesh required for comparison to experimental measurements. In all cases, we utilized the radial scaling parameters associated with the (N + 1)-electron ion, as tests showed that using the target scaling parameters led to very poor agreement with experimental PI cross sections. Scaling parameters for continuum orbitals were taken to be equal to those of the highest principal quantum number bound orbitals with the same orbital angular momentum for s, p, and d orbitals, and equal to unity otherwise.
Radiative recombination
Total and partial final-state resolved radiative recombination rate coefficients were computed from the direct PI cross sections using detailed balance. The CI expansions of the (N + 1)-electron ions were augmented to include one-electron additions to the target's ground and mixing configurations. Since it was not possible to use acceleration gauge at high energies, the rate coefficients may be inaccurate at the highest temperatures. However, we have tested that this does not affect the accuracy at photoionized plasma temperatures (see Sect. 3.2.1). The rate coefficients were determined over the temperature range (10 1 − 10 7 )z 2 K, where z is the charge. We used a fixed maximum principal quantum number of 1000, and a maximum orbital angular momentum of 4 for these calculations. For l > 4, the analytic hydrogenic radial integrals from the recurrence relations of Burgess (1964) were employed.
Dielectronic recombination
In photoionized nebulae such as PNe, low-temperature DR is the dominant form of recombination for many species. We therefore computed DR for ∆n = 0 core excitations, neglecting ∆n ≥ 1 excitations, which are usually negligible at the temperatures of interest (∼10 4 K). However, for DR of Se + and Se 2+ (forming Se 0 and Se + , respectively), we allowed core excitations into the 5s and 5p orbitals since the lowest 4s 2 4p k 5s and 4s 2 4p k 5p (k = 2,3) levels lie below the lowest 4s 2 4p k 4d levels in energy for these ions. Due to the intensive computational requirements of DR calculations, we ignored the (small) contributions to the Se + and Se 2+ DR rate coefficients from excitations into the 5d, 5 f , and 5g orbitals.
In the case of low-temperature DR, it is critical to have accurate energies for low-energy autoionizing states, in order to determine whether they lie just above the ionization threshold and contribute to DR, or just below threshold in which case they do not. Unfortunately, the energies of these levels have not been spectroscopically determined for Se or other n-capture elements, thereby limiting the accuracy of our calculated DR rate coefficients. To alleviate this source of uncertainty, we used experimental target energies whenever possible (Badnell 2006a) . When experimental energies are incomplete for a given term, we assumed the theoretical level splitting. We did not attempt to adjust the energies of high-energy terms or configurations that had not been experimentally measured, as done by Badnell (2006a) .
We augmented the CI expansions of the structure calculations by including all relevant core excitations for the target ion, allowing for promotions out of the 4s and 4p subshells. Oneelectron additions to all target configurations were added to the (N + 1)-electron ion CI expansions to account for final states for the Rydberg electron to radiate into the core.
We determined the DR rate coefficients over the temperature range (10 1 − 10 7 )z 2 K for each state within the ground configuration. Captures into Rydberg states up to n = 1000 and l = 200 were computed, with l ≥ 9 treated hydrogenically for all ions except Se 5+ , in which l ≥ 11 states were treated hydrogenically to allow the calculation to converge.
Results

Photoionization cross sections
The photoionization and photoexcitation cross sections from AUTOSTRUCTURE were processed with the ADASPI and ADASPE codes, which respectively produce the adf39 and adf38 output files (see Summers 2005 , for a detailed description). To simplify the presentation of these results, we used the xpeppi post-processing code 2 to add the direct PI and photoexcitationautoionization cross sections.
PI cross sections from 0 to 100 Rydbergs for Se 0 -Se 5+ are presented as supplementary data files available at the CDS, and are illustrated in Fig. 1 for PI out of the ground state of each ion. The photoionization plus photoexcitation-autoionization cross sections (files labeled "seq+ XPITOT.dat," q = 0 − 5) are provided for all states in the ground configuration of each ion. In those files, column 1 gives the photon energy relative to the ground state and column 2 the photon energy relative to the initial state. Columns 3 and 4 present the photo-electron energy relative to the ground and initial states, respectively, and in column 5 the cross section is given in Mb. All energies are in Rydbergs. The data for different states are delimited by comment lines (denoted by a # sign in the first column), followed by three numbers indicating the energy of that level relative to the ground state (or the total energy, in the case of the ground state), the total energy of the target state, and the energy order of the initial state (1 for the ground state, 2 for the first excited state, etc.).
We also provide direct PI cross sections without photoexcitation-autoionization resonances, in files labeled "seq+ XDPITOT.dat." In these files, there are two columns, the first of which is the photon energy relative to the ground state, the second the cross section in Mb. Cross sections for different states in the ground configuration are delimited in the same manner as for the seq+ XPITOT.dat files.
Estimation of uncertainties
Special effort was made to estimate uncertainties in the PI cross sections, as these uncertainties affect the accuracy of abundances derived from spectra of astrophysical nebulae (e.g., Sterling et al. 2007) . We compared the cross sections computed with the three CI expansions for each ion, and also varied internal parameters or tested assumptions in our calculations (e.g., the values of the scaling parameters for continuum orbitals, the sensitivity to the gauge used, and our orthogonalization of the κ-averaged orbitals). We also compared our results to experimental measurements, as described in the following subsection.
Because we used κ-averaged relativistic wavefunctions, it was necessary to compute the cross sections in the velocity gauge even at the highest energies, where acceleration gauge is optimal. We compared cross sections computed in the length gauge at all energies to those computed solely in velocity gauge. We found negligible differences (<< 1%) in the cross sections at both low and high energies, indicating that our use of velocity gauge up to 100 Ryd is not a significant source of error.
For continuum orbitals, we used scaling parameters equal to those of the highest principal quantum number with the same orbital angular momentum for s, p, and d orbitals, and unity for higher angular momentum states. We tested this assumption by calculating PI cross sections with all continuum orbital scaling parameters set to unity. The direct cross sections from these two calculations agree to within 10% (often better) near the ground state threshold for all ions considered, although the resonance strengths vary (especially for Se + , where the resonances are weaker by nearly a factor of two when the continuum scaling parameters are 1.0).
For each ion, we also calculated the cross sections without orthogonalizing the radial orbitals. Compared to our calculations with orthogonalized orbitals, the direct PI cross sections agree to within 15% near the ground state threshold of Se 4+ , and to better than 10% for other ions. However, threshold and resonance energies, as well as resonance strengths, are altered when orthogonalization is not forced, most significantly for the neutral and near-neutral cases. Threshold energies tend to agree best with NIST values for our calculations with orthogonalized radial orbitals, particularly for the neutral and single ion, in which the thresholds are 0.005-0.02 Ryd higher than in the non-orthogonal calculations.
The most significant differences are found from comparing the PI cross sections calculated with different CI expansions. The deviations in the electronic structure for the target and (N + 1)-electron ions lead to disparate resonance energies and strengths, as can be seen in Figs. 2 and 3 for the cases of Se 2+ and Se 3+ . The sensitivity of the resonance strengths and positions to the CI expansion and other internal parameters illustrates the challenge of accurately reproducing photoexcitation-autoionization resonances in the distorted-wave approximation.
However, given the uncertainty in PI resonance positions from any type of theoretical calculation, numerical models of ionized astrophysical nebulae often only consider direct PI (e.g., or convolve the cross section with Gaussians to smooth over the uncertainty in resonance positions (Bautista & Kallman 2001) . Indeed, our goal in this work is to best reproduce the direct PI cross sections for low-charge Se ions, and to quantify their uncertainties within the distorted wave approximation.
The bottom panels of Figs. 2 and 3 compare the direct ground state PI cross sections calculated with each of the three CI expansions. In general, the cross sections agree to within roughly 30% for most ions near the ground state ionization threshold. The discrepancy can be as large as 60% in the cases of Se + and Se 2+ , but generally decreases with energy. For Se 4+ , the direct cross sections agree to within 10% near threshold.
Given these internal tests of our cross sections and our comparisons to experimental measurements (Sec. 3.1.2), we estimate our calculated direct PI cross sections to be uncertain by 30-50% in the energy region near the ground state ionization threshold.
Comparison to experiment
To benchmark and test the accuracy of our results, we have compared our (medium CI expansion) calculations to experimental absolute PI cross-section measurements performed at the ALS synchrotron radiation facility. Se + , Se 2+ , Se 3+ , and Se 5+ cross sections 3 were measured from the threshold of the highestenergy metastable state in the ground configuration up to 10 eV beyond the ground state ionization threshold (Esteves et al. 2010) . Experimental results for Se + ) and Se 3+ (Esteves et al. 2009 ) have been published, and we compare our theoretical results to experiment for those ions in this section (a similar comparison to the as-yet unpublished Se 2+ and Se 5+ cross sections was also performed). The experimental measurements were described by Esteves et al. (2009) and Sterling et al. (2011) , and we refer the reader to those papers for full details. Briefly, the PI cross sections were measured via the merged beam method (Lyon et al. 1986 ). The photoionization spectra were measured by scanning across photon energies, and normalized to an absolute scale with absolute cross-section measurements performed at discrete energies. Overall, uncertainties in the experimental cross sections were estimated to be ∼30% for Se + and ∼20% for Se 3+ Esteves et al. 2009 ).
The experimental data are complicated by the fact that the primary ion beams were composed of an unknown admixture of ground and metastable states. We therefore linearly combined the computed cross sections of the ground configuration states to best reproduce the direct experimental cross sections and (when possible) families of resonances.
Figs. 4 and 5 compare our calculated Se + and Se 3+ PI cross sections (solid lines) with experimental measurements (dotted lines). The computed Se + cross section was convolved with a Gaussian of 28 meV FWHM to reproduce the experimental resolution. By visual comparison to the experimental data, we found best agreement by weighting the contribution of the ground configuration states ( 4 S 3/2 , 2 D 3/2 , 2 D 5/2 , 2 P 1/2 , 2 P 3/2 ) by (0.53, 0.15, 0.05, 0.11, 0.16). As expected (see Sect. 3.1.1), our distortedwave calculations do not accurately reproduce the resonance structure of the experimental PI cross section. In addition, the Fano profile near 1.7 Ryd is not reproduced by our calculations (R matrix techniques are necessary to reproduce resonance interference effects), and the lack of this interference causes the discrepancy in the direct cross section in this energy region. The calculated and experimental Se + direct cross sections agree to within 30-50% over the range of experimental energies, except above 2.2 Ryd, where the experimental measurements are more uncertain since only a single absolute measurement was made above 1.98 Ryd (compared to absolute measurements at lower energies, where independent estimates were performed 2-3 times for each energy).
The calculated Se 3+ cross section was convolved with a 20 meV FWHM Gaussian, and we found that statistical weighting of the two ground configuration states provided reasonable agreement with the experimental measurements of Esteves et al. (2009) near threshold. Again, resonance energies and strengths are in poor agreement, though several general resonance families are seen in both the theoretical and experimental results. The computed direct cross section is smaller than that of experiment, but agrees within the noise up to 3.38 Ryd. From 3.38 to 3.9 Ryd, however, an apparent threshold is observed in the experimental data that is not reproduced in our theoretical cross section. In the calculated cross section, the threshold near 3.9 Ryd is due to photoionization into the target Se 4+ 4s 4p 3 P term. The energy of this term is lower than the NIST value, and hence an inaccurate energy for this threshold cannot explain the experimental thresh-3 The Se 4+ cross section could not be measured, due to the presence of strong autoionizing states in the parent Se 4+ ion beam that led to an extremely high background. old at 3.38 Ryd. Given that 4s 4p 3 P is the lowest-energy excited term of Se 4+ and that it is unlikely the primary Se 3+ ion beam contained metastable states with excitation energies of more than one Rydberg, this experimental feature is puzzling. However, recent revisions to the analysis of the experimental Se 3+ data indicate that the apparent threshold at 3.38 Ryd is due to a cluster of poorly-resolved resonances, as well as an error in the normalization of the data to an absolute scale at energies above 3.38 Ryd (D. A. Esteves, private communication) .
Comparisons to the as-yet unpublished Se 2+ and Se 5+ cross sections (not shown in this paper) are more encouraging, at least in terms of the direct cross sections. In both cases, our calculations agree within the noise of the experimental data.
Radiative recombination rate coefficients
RR rate coefficients were calculated from the direct photoionization cross sections using the ADASRR code. The resulting adf48 output files (available at the CDS) are similar in structure to adf09 files for DR (see Summers 2005 , for a detailed description). In these files, partial RR rate coefficients to states with n ≤ 8 are fully J-resolved, and are bundled over the final outer quantum numbers as bundled-nl for n ≤ 10, and bundled-n for n < 1000 (see Badnell 2006b) . At the end of each adf48 file, total RR rate coefficients are written as a function of temperature for each target ground configuration state.
We fit the rate coefficients with the analytical form Badnell 2006b) 
where
In this equation, T 0,1,2 are in temperature units, A and the rate coefficient α RR (T ) have units of cm 3 s −1 , and B and C are dimensionless parameters. For several low-charge states, the RR rate coefficients exhibit large "bumps" at high temperature. These features are caused by electron capture into low principal quantum number states, in which the nucleus is not as effectively screened as for higher states. Equations 1 and 2 are not able to reproduce the size of the bumps, and become inaccurate at high temperatures. For these Se + -Se 3+ target states, we therefore fit the high-temperature RR rate coefficients with the function
where T and E i are in temperature units (K), the rate coefficient is in cm 3 s −1 , c i in cm 3 s −1 K 3/2 , and n ranges from 5 to 7 depending on the ion. This analytical function is typically used to fit DR rate coefficients (e.g., Zatasrinny et al. 2003) , as done in Sect. 3.3.
The fit coefficients were determined using a non-linear leastsquares fit algorithm, generally leading to fit accuracies within 5% for the low-temperature fits, and ≤2% at high temperatures. However, the low-temperature fits are only accurate to within 7.5% for Se + (level 1) and Se 3+ (level 1), and the accuracies of the high-temperature fits for Se + are 3% (levels 2-4) to 4% (level 5). Moreover, Equations 1 and 2 are unable to reproduce the rate coefficient for RR onto level 5 of Se + at the lowest temperatures (≤ 20 K), where they deviate from the calculated rate coefficients by up to 20%. Aside from this exception, the fits have the correct asymptotic forms outside of the temperature range (10 1 − 10 7 )z 2 K (specifically, Equations 1 and 2 describe the asymptotic behavior as T → 0 K, and Equation 3 correctly describes the rate coefficient at the high-temperature limit). Table 5 displays the fit coefficients from equations 1 and 2, as well as the maximum temperature T max for which the fits are valid to within the stated accuracies. If T max is not given in Table 5 , then equations 1 and 2 are accurate over the full temperature range (10 1 −10 7 )z 2 K and correctly describe the asymptotic behavior of the rate coefficients at the high-temperature limit. Table 6 provides fit coefficients for the RR rate coefficients from T max to 10 7 z 2 K. In Fig. 6 , we display the ground state RR rate coefficients for low-charge Se ions as a function of temperature. Table 5 . Fit coefficients for radiative recombination rate coefficients at low temperature (see Equations 1 and 2). T max represents the maximum temperature for which these fits are valid to within the stated accuracies (5%, unless noted). For recombination at temperatures exceeding T max , the fits from Equation 3 and coefficients listed in Table 6 
Notes.
(a) Note that the ion and level numbers correspond to the target ion (i.e., before recombination). (b) The fit is accurate to within 7.5%.
(c) The fit is accurate to within 5% except at the lowest temperature (10 K), where it is accurate to within 7%.
(d) The fit is accurate to within 5% except at the lowest temperatures (below 20 K), where the fit agreement can be as poor as 20%. For this reason, the fit to the RR rate coefficent for this state should not be considered valid below 20 K.
(e) The fit is accurate to within 7%. 
(a) Note that the ion and level numbers correspond to the target ion (i.e., before recombination).
Estimation of uncertainties
We tested the sensitivity of the calculated RR rate coefficients to the use of different CI expansions and other internal parameters in our calculations. The uncertainties that we discuss were estimated at temperatures near 10 4 K, similar to electron temperatures in photoionized nebulae.
As is the case for PI, the RR rate coefficients are most sensitive to the CI expansion used. The rate coefficients calculated with the small and large configuration sets (Table 1) differ from the presented rate coefficients (from the medium CI expansion) typically by less than 10% near 10 4 K. The sole exception is that of Se + , for which the deviation from the presented rate coefficients is 25-30%. Other tested parameters produced smaller changes in the RR rate coefficients. For example, to test the sensitivity of forcing velocity gauge at high energies, we computed the rate coefficients from PI cross sections cut off at the maximum velocity gauge energy (beyond which velocity gauge must be forced in AUTOSTRUCTURE). The RR rate coefficients were unaffected except at the highest temperatures (typically a few times 10 5 -10 6 K). This indicates that uncertainties associated to our use of velocity gauge at high energies are negligible for the computed RR rate coefficients at photoionized plasma temperatures, and become important only above 10 5 K for singly-and doublycharged Se, and above 10 6 K for higher charge states. The calculations were performed using 3 interpolation energies per decade. We tested the effects of using a finer interpolation mesh of five energies per decade, and found differences of less than 1% in the RR rate coefficients for all of the investigated Se ions. Similarly, the use of target ion scaling parameters versus those of the N + 1-electron ion produced discrepancies in the rate coefficients larger than 1% only in the case of Se + and Se 2+ , where the differences are 3-7% (depending on the state) near 10 4 K. Finally, we computed RR rate coefficients without Schmidt orthogonalizing the radial orbitals, and found that the rate coefficient differed by a maximum of 1-3% (for Se + and Se 2+ ) compared to our orthogonalized calculations. We conclude that our computed RR rate coefficients have internal uncertainties of less than 10% with the exception of Se + , where the uncertainty is 30-40%.
Dielectronic recombination rate coefficients
DR rate coefficients were computed from the resonant photoionization cross sections with the ADASDR code, and the adf09 output files are available at the CDS (see Summers 2005 , for a detailed description of the structure of these files). The rate coefficients were fitted with functions of the form Equation 3, with n ranging between 5 and 7 (see Table 7 ). The fits for most ions are accurate to within 5% over the temperature range (10 1 −10 7 )z 2 K, and reproduce the correct asymptotic behavior outside of this temperature range. The fitting algorithm was not able to accurately reproduce the rate coefficient behavior over the full temperature range for DR onto level 4 (the third excited state) of the Se 2+ target. That fit is not valid below 80 K, and is only accurate to within 11% near 2 000 and 40 000 K (but to better than 2% at other temperatures). DR onto level 2 of Se + is also fit less accurately, to within 6%. Fig. 7 illustrates the DR rate coefficients over the temperature range (10 1 − 10 7 )z 2 K. This figure reveals that while the rate coefficients exhibit similar behavior at high temperatures (> 10 6 K), there are marked differences in their magnitudes and behavior at lower temperatures due to the differing resonance structure near their ionization thresholds. Fig. 8 compares the RR, DR, and total recombination rate coefficients for each of the first six Se ions. From this plot, it is apparent that DR dominates RR for each ion at 10 4 K, with rate coefficients larger by as much as two orders of magnitude (and occasionally even more at other temperatures). The RR rate coefficient becomes comparable to that of DR at temperatures higher than 10 7 K for some ions, though this is likely due to the fact that we did not consider DR from ∆n > 0 core excitations, which become important at high temperatures. RR dominates DR only at low temperatures (less than 1 000-5 000 K) for Se + , Se 3+ , and Se 6+ . This highlights the importance of obtaining accurate DR rate coefficients, as it is the principal recombination process for low-charge Se ions (and indeed for many other heavy elements, as noted for example by Badnell 2006a; Altun et al. 2007; Nikolić et al. 2010 ) in photoionized nebulae.
Estimation of uncertainties
At photoionized plasma temperatures, DR proceeds via electron capture into low-lying autoionizing states. Unfortunately, the energies of these states have not been determined for the vast majority of atomic ions beyond the second row of the Periodic Table. Inaccuracies in the calculated energies of 
Notes.
(a) Note that the ion and level numbers correspond to the target ion (i.e., before recombination). (b) The fit is accurate to within 6%.
(c) The rate coefficient for DR onto level 4 of the Se 2+ target could not be fit to accuracies as high as other levels and ions, and is not valid below 80 K. The fit is only accurate to within 11% near 2 000 and 40 000 K, but to within 2% at all other temperatures. these near-threshold autoionizing resonances are thus the chief source of uncertainty in computed low-temperature DR rate coefficients (see, e.g., Savin et al. 1999; Ferland 2003) . While Robicheaux et al. (2010) showed that thermal broadening of the continuum threshold in finite density plasmas alleviates to some extent the problem of identifying which resonances lie just above the threshold (and can contribute to DR) and which do not, this effect is not likely to be sufficiently large to mitigate the comparatively large uncertainties in resonance positions resulting from theoretical calculations.
To estimate the uncertainties in our calculated DR rate coefficients due to the unknown energies of near-threshold autoionizing resonances, we shifted the continuum threshold by the amount of the largest discrepancy in calculated versus experimental target energies, with the direction of the shift determined by whether the computed energies were too large or too small relative to experiment. For DR onto the ground state of target ions, this resulted in discrepancies in the rate coefficient near 10 4 K of 15-30% for Se 3+ and Se 4+ , a factor of two for Se 5+ , a factor of 4-5 for Se 6+ , and 1-2 orders of magnitude for Se 2+ and Se + (respectively).
We also compared the DR rate coefficients computed with the small and medium configuration sets (due to the computationally intensive nature of the DR calculations, we did not attempt to compute rate coefficients for the large configuration sets). These uncertainties were much smaller than obtained from shifting the continuum threshold, leading to differences of 5-30% near 10 4 K with the exception of the Se + target (factor of 4 difference).
Clearly, the uncertainties in the DR rate coefficients are much larger than those for PI or RR. Because DR dominates RR at photoionized plasma temperatures for these Se ions (and indeed many other heavy atomic ions), this remains an important problem for modeling photoionized astrophysical nebulae. Since the energies of near-threshold autoionizing resonances have not been experimentally determined and are extremely difficult to accurately calculate even with the most sophisticated theoretical methods, the solution to this important problem will be challenging to achieve.
Perhaps the most reliable method of obtaining highly accurate DR rate coefficients is electron-ion beam merging techniques with heavy-ion storage rings such as the TSR (Savin et al. 1999 (Savin et al. , 2006 Schippers et al. 2011) . Unfortunately, it is extremely challenging to use storage ring experiments to measure DR rate coefficients of low charge-to-mass species such as the Se ions investigated in this paper. The lowest charge-to-mass ion whose recombination rate coefficient has been experimentally determined is Sc 3+ , with q/m = 1/15 (Schippers et al. 2002) .
Fig. 8.
Comparison of the radiative (dotted curves), dielectronic (dashed curves), and total recombination rate coefficients (solid curves) for each of the first six Se ions.
The maximum bending power of the dipole magnets on current storage ring facilities is the limiting factor for low q/m species, which cannot be stored at sufficiently high energies. If the ion energy is too low, then electron capture during collisions with residual gas molecules produces a very high background that prevents rate coefficient measurements (S. Schippers, private communication; Schippers et al. 2002) . Thus, experimental DR measurements of low-charge Se ions are extremely difficult if not impossible with existing storage ring facilities. However, the forthcoming Cryogenic Storage Ring (CSR) facility in Heidelberg will use electrostatic deflectors in place of bending magnets to store the ions, and the residual gas pressure will be much smaller than in the TSR (Wolf et al. 2006) . The CSR will enable low-temperature DR rate coefficients to be measured for many low q/m species, including those of transiron elements.
Concluding remarks
We have presented MCBP calculations of the electronic structure, distorted-wave PI cross sections (including both direct and resonant contributions), and RR and DR rate coefficients for the first six ions of the trans-iron element Se. All of the PI, RR, and DR data are available at the CDS, and analytical fits to the RR and DR rate coefficients are presented in Tables 5, 6 , and 7. These atomic data are critical for efforts to determine the abundance of Se in photoionized astrophysical nebulae. Se has been detected in dozens of planetary nebulae (Sterling & Dinerstein 2008) and other astrophysical nebulae (see Sect. 1) , and is a potentially important tracer of n-capture nucleosynthesis and the chemical evolution of trans-iron elements.
In our calculations, we tested the sensitivity of our results to the use of different configuration expansions and to other internal parameters of the AUTOSTRUCTURE code, in order to provide estimates of the (internal) uncertainties of the presented atomic data. In the case of PI, we also compared our cross sections to recent experimental measurements (Esteves et al. 2009 (Esteves et al. , 2010 Sterling et al. 2011) to gauge the accuracy of our results. We find that the direct PI cross sections for these Se ions are uncertain by 30-50%, while the RR rate coefficients are uncertain by <10% except for Se + (∼30-40%). Our DR rate coefficients exhibit larger uncertainties (from 15-30% up to 1-2 orders of magnitude) due to the unknown energies of low-lying autoionizing states. The importance of uncertainties in DR rate coefficients is highlighted by the dominance of DR over RR near 10 4 K, the typical temperature of photoionized nebulae such as PNe.
These uncertainties are significant, particularly for the nearneutral cases. Low-charge Se ions are complex systems for which no comprehensive photoionization or recombination data existed prior to our study. Thus one of our goals in addition to producing these data was to provide realistic internal uncertainties, whose effect on nebular abundance determinations can be quantified through numerical simulations of ionized nebulae. Such an investigation will help to target the ionic systems and atomic processes that require further analysis.
This paper is the first in a series to present atomic data for the photoionization and recombination properties of trans-iron elements. In future papers, we will present similar data for Kr and Xe, as well as charge exchange rate coefficients for lowcharge ions of several n-capture elements. The ultimate goal of this study is to produce atomic data for n-capture elements that are suitable to be incorporated into photoionization codes that numerically simulate the ionization and thermal structure of astrophysical nebulae. Photoionization codes can be used to derive analytical ionization corrections needed to accurately estimate the abundances of unobserved Se, Kr, and Xe ions in ionized nebulae -and hence to determine their elemental abundances. Our efforts will thus enable much more accurate and robust abundance determinations of trans-iron elements in astrophysical nebulae than was previously possible. 
