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Abstract
Non-linearity and noise are two phenomena that are expected to be essential
to future advanced technologies. Although largely abstained, in general, from in-
troduction into current communication systems, the counter-intuitive phenomenon
called Stochastic Resonance (SR) can be introduced into communication systems in
an innovative form. Therefore, in this thesis, the most prominent dynamical system
in the SR field, the double well potential, namely the over-damped Duffing equation
with symmetric bistable potential, has been studied in order to reveal its signal
processing capabilities for communication systems.
Within this thesis, the double well potential was designed in order to detect
a binary pulse amplitude modulated (BPAM) signal subject to a background noise.
The bit-error-rate (BER) performance was enhanced by adding various resonant
signals to the input. In addition, the eye patterns of system output indicated that,
while decreasing BER, a resonant causes a strong fluctuation. It was eliminated
by a use of two systems coupled in parallel, which provided further performance
improvement. The results inferred that the double well potential performs filtering
and modulation.
Following that, the double well potential was designed as a lowpass filter by
determining the DC gain and cut-off frequency. Through simulations, as a filter, its
noise suppression performance was shown to be better than that of various orders
of Butterworth filters.
The analog and digital modulation capabilities of the double well potential
have also been investigated. In order to clarify the relation between input signal
and modulation parameters, the differential equation driving the output was solved,
and thus the output was expressed as a function of modulation parameters. It was
shown that the output is a multivariate analog modulated signal. In terms of digital
modulation, the output of system processing a PAM signal has been interpreted
by means of a Markov chain. The results indicated that this process consists of a
convolutional coding and multidimensional modulation. In addition, the presence of
noise induced coding was found. Finally, the system was designed to obtain a pulse
width position modulated (PWPM) output. Throughout the project, detection,
filtering, modulation and coding capabilities have been demonstrated, it has been
concluded that the double well potential is an sophisticated signal processing tool.
xvi
Chapter 1
Introduction
1.1 Background and motivation
In any communication system, noise limits the sensitivity and accuracy, thereby the
performance. Defining communications as a transmission of information from one
location to another, it takes place in a medium called the channel. According to the
noisy channel coding theorem, for reliable communications, the maximum amount
of information that can be transmitted through a channel is determined by the
channel capacity. As the channel is a physical medium, the power of the information
signal is finite, and more importantly, a noise source is always present. In addition,
this capacity is a function of the frequency band, called bandwidth, and power of
information signal and noise. It can be improved by increasing bandwidth. However,
the maximum capacity can reach to the upper bound defined by the signal-to-noise
ratio (SNR). Therefore, the performance of a communication system is restricted
by the noise [1].
The noise can be divided into four main categories; crosstalk, impulse noise,
inter-modulation noise, and thermal noise. While the coupling between two or more
signals and an instant release of charge carriers result in crosstalk and impulse
noise, respectively, the inter-modulation noise is caused by the non-linear response
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of device or medium. These are related to instrumental imperfections, atmospheric
turbulence, harmonics from power line, broadcasting stations, etc. and can be re-
duced by shielding or instrumental improvements. The last one, thermal noise,
results from random electron motion, and its power depends on the temperature
and bandwidth. It is always present in any element of a communication system.
These noise-induces can be reduced to arbitrary small values by means of signifi-
cant achievements from various disciplines. However, in practice, they cannot be
eliminated entirely [2, 3].
Moreover, noise reduction, on its own, can not help a system to reach the op-
timum performance led by the channel capacity. Although it can be accomplished by
signal processing techniques and information encoding, this conventional approach
to the noise treatment is possibly unrealistic when a system with micro and nano
scale components are in the consideration. At such scale, in addition to the unaf-
fordable complexity, these components may not be changed with an alternative, or
should not be [4]. For instance, in nano-networks and molecular communication,
biological cells, proteins, nucleic acids, etc. are considered as a system components
that encode, decode, or carry the information [5,6]. In such systems, noise reduction
can affect the functionality of these components, thereby causing the system failure.
This has been already observed and demonstrated under the name of Stochastic
Resonance (SR) [7].
SR is a counter-intuitive phenomenon showing that in a non-linear system,
noise can be an indispensable ingredient. Although, it is already known that the non-
linear systems in physics, engineering, biology, etc., exhibit deterministic resonance
optimizing the system response, the stochastic resonance is a relatively new term
probably due to the perception of noise. It is considered as an effect rather than
a technique, and refers to an optimization of the system performance by means
of noise. While this noise-induced phenomenon is observed in numerous systems
regardless of the size or scale, they can be grouped into two categories; threshold
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crossing and dynamical systems [8].
From the communication point of view, it has been proven that the threshold
crossing systems with noise can perform fundamental signal processing tasks such
as detection, quantization, and encoding [7]. While these are sufficient to call SR as
a signal processing tool for communication systems, the same has not been inferred
for SR in dynamical systems. Although their abilities such as signal amplification,
noise coherent oscillation, are known, the dynamical systems with SR may not be
endorsed for communication due to their strong non-linearity and inter-modulation
property.
However, it is found that many devices working in resonant modes enhance
the efficiency and performance. Dynamical systems are more capable when com-
pared to threshold crossing ones in terms of signal processing. It is also anticipated
that the properties of resonance play a significant role in future advanced technol-
ogy [7, 8]. While the most prominent dynamical system in SR field is the double
well potential (DWP), the potential well models are significant to researchers in ex-
plaining the reasoning behind probabilistic behaviours. For example, the motion of
a particle in a DWP is used to model the dynamic behaviour of an superconducting
quantum interference device (SQUID) [9], a finite square potential well is used to
model the energy of the electron in a single quantum well [10], and a Morse po-
tential well is used to model the vibrational structure of molecules [11]. Moreover,
potential wells can exhibit the SR phenomenon, which occurs when a nuisance sig-
nal, such as noise, counter-intuitively, favours the system [12]. This combination of
potentially beneficially behavioural phenomenon, coupled with the links to proba-
bilistic concepts analogous in information theory, make DWP important for further
consideration in the communications and signal processing fields. Therefore, the
motivation of this Ph.D. research is to design and analyse the DWP, specifically for
processing the fundamental communication signals.
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1.2 Objectives
The objectives of this Ph.D. is to establish the DWP as a signal processing technique
in communication, to enable its use in various cases where noise is either essential
or dispensable signal, and to evaluate the performance enhancement. Therefore,
this research has been separated into following specific tasks with corresponding
objectives.
• Detection: The DWP needs to be designed to detect a weak information sig-
nal. The deterministic and stochastic resonances are supposed to be observed.
The performance results should be inspected thoroughly in order to determine
resonance conditions. The effect of coupling two double well in parallel is
expected to be beneficial.
• Filtering: It is necessary to clarify the passband and stop-band of DWP and
the effect on frequency components of the input signal and noise. Filtering
capability also requires to be compared with a conventional filter.
• Modulation: The processes of functioning a modulation needs to be investi-
gated and clarified by defining modulation parameters. It is expected to obtain
an output equivalent to a conventionally modulated signal.
• Encoding: The decision process performed by DWP is also investigated. Then,
the effect of noise on encoding process is expected to be illustrated.
1.3 Outline of the Thesis
The thesis is organised within 7 chapters. The first and last chapters are introduction
and conclusion and the second chapter summarized the literature research. The
remaining 4 chapters are going to describe each individual task. The highlights of
these chapters are represented as follows:
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• In Chapter 3, the DWP is designed to receive an information signal. The
design is based on the output gain rather than the input signal. An informa-
tion carrier, namely pulse amplitude modulated (PAM) signal, is applied to
input, and the output is obtained from simulation. According to results, the
design parameters are revised. From both design and simulation results, the
conditions for SR occurrence are clarified. Then, the Gaussian noise and sine
wave are introduced to observe stochastic and deterministic resonance effect
on the bit error rate (BER) performance.
• In Chapter 4, the deterministic and stochastic signals alternative to Gaussian
noise are added into the input and the extensive simulation is conducted in
order to obtained the optimum performance for each resonant signal. The dif-
ference between performances are reported. Two DWPs connected in parallel
are used to observe the possible noise cancellation. The outputs are examined
in time domain by eye patterns. The relation between noise cancellation and
performance improvement is reported.
• In Chapter 5, the DWP is designed as a baseband filter. The baseband gain
and cut-off frequency are derived approximately, then adjusted according to
the output’s frequency spectrum. The effect of background noise on these
properties are examined. BER performances from DWP filter and conven-
tional filter are compared.
• In Chapter 6, the differential equation (DE) of the double well potential is
approximately solved in order to obtain the output as a function of input.
Input corresponding waveforms are defined.
• In Chapter 7, the modulation parameters are revealed and associated by ana-
log and digital modulations. The decision process performed by DWP is pre-
sented by Markov chain. A PAM information signal is encoded. The state
transition and trellis diagrams are also presented. The noise is used to trigger
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encoding process off, and SR is observed. The DWP is designed to transform
information signal into pulse position modulated signal.
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Chapter 2
Systems with Stochastic
Resonance
The first experimental observation of SR in a system with DWP was found in [13]
which presented a significant SNR improvement for a bistable optical device: the
bidirectional ring dye laser.
Misono et al. [14] demonstrated experimentally that a hybrid optical bistable
system also experienced SR. In terms of optical signal processing, they preferred a
hybrid system thanks to the capability of responding high speed signals. The system
composed of an electro optic crystal with a λ/4 plate and a polariser, an avalanche
photo diode (APD) converting the optical signal to electric signal and, finally, a
comparator. The output of the APD was amplified and added to the bias of the
crystal. This feedback made the system bistable. Then, SNR improvement peculiar
to SR and the dependence of the noise correlation time on this improvement were
observed in the case where the input was the output of the electro optic modulator
driven by the sum of a sinusoidal signal and Gaussian coloured noise (This means
that noise was added into the signal before it was transmitted). It was shown
that the noise correlation time decreased output SNR. This system was served as
a strong candidate SR device because of the advantages such as; low optical power
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requirement and optical spectrum provided.
In [15], an experimental demonstration of an optical bistable system exhibit-
ing SR was found. The sum of input signals, which are a binary pulse amplitude
modulated (BPAM) signal and coloured noise, modulated the intensity of light, and
it was received via a photo detector. Then, the results were examined in terms of
Mutual information, and shown that SR depends on the noise cut-off frequency and
bit rate.
SR phenomenon was also observed and demonstrated experimentally in;
bistable SQUID loop [9, 16], Chua’s circuit used for detection of a weak electro-
magnetic carrier signal [16], biological neural network, mammalian brain (suggested
that a mechanism for amplification of weak electric field effect on the brain) [17], hu-
man visual perception [18], semiconductor laser with optical feedback [19], detection
of pressure change on the sole of the human feet [20], microcavity polaritons under
bistable conditions [21], the sensitivity of cantilever to a weak excitation, enabling
transition between two states [22], detection of sub-threshold signals with carbon
nano-tubes transistor [23].
These studies already exemplify the variety of noise, input signal, receiver
and transmitter components. While this diversity expand the potential areas of
applications, the remaining theoretical studies corresponding to SR phenomenon
indicate that SR has numerous roles such as weak signal detection, synchronization
and coherence, phase resetting etc. Although there is considerable variety on both
field and studies, depending on the system models, SR can be classified in two cat-
egories; dynamical SR and threshold SR [7,8, 24]. In this chapter, the fundamental
systems studied in SR field have been introduced, and then the theoretical studies
targeting SR phenomenon and corresponding systems specifically as a signal pro-
cessing tool have been reviewed in order to evaluate their potential applications in
communication systems.
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2.1 Dynamical Systems
The term SR was first used by Benzi et al. in 1981 [25]. It was attempted to
clarify the relationship between the quaternary climate records and external and
internal mechanisms. The model of the earth climate was considered to be a DE
with two stable steady state solutions. The external mechanism was the effect
of the averaged solar radiation on the global earth temperature. In addition, the
external mechanism had a periodic input due to changes in ellipticity of earths orbit.
However it could not cause the dramatic changes in climate by itself. Therefore,
the internal mechanism such as geodynamical events must have a role and its effect
was considered a random variable. It was shown that this stochastic internal force
could increase the effect of the small external force (which is likely to cause dramatic
climate changes) and this was called stochastic resonance (SR) [25,26].
The analytical theory of SR was first described in [27]. According to the
theory, the SR occurred when the system was a dynamical system whose response
x(t) was derived by Langevin equation and its input was a weak periodic signal
(A cos ωt).
dx = [x(a− x2) +A cosωt]dt+ εdW (2.1)
where W is for Wiener process representing the integral of Gaussian white noise
process with intensity ε. In such system, the power spectrum of the output shows a
peak at the frequency for a certain noise power.
In SR field, the dynamical systems are presented mainly under two models;
Langevin equation and Duffing oscillator equation. While the original Langevin
equation describes Brownian motion, which is the random movement of a particle
in fluid due to collisions with the molecules of the fluid [28], the Duffing equation
describes the hardening spring effect observed in several mechanical problems. How-
ever, Duffing equation can be treated as the equation of motion of a particle of unit
mass in the quartic double potential well, and the harmonic oscillator model can be
9
used to introduce the Duffing equation as follows [8].
2.1.1 Damped Oscillator
The damped harmonic oscillator that exhibits SR can be modelled by Langevin
equation. It is used to describe the motion of a particle whose mass is m with an
applied friction γ.
m
d2x(t)
dt2
+ γ
dx(t)
dt
= − d
dx
U(x) +
√
Dξ(t) (2.2)
where
√
Dξ(t) is associated with a noise term n(t), and considered as a stochastic
process having a Gaussian probability distribution with correlation function and
variance (intensity of stochastic force) D .
〈n(t)〉 = 0, and 〈n(t)n(s)〉 = Dδ(t− s) (2.3)
where 〈.〉 denotes an average [7].
When the particle is heavily damped, the inertial term md
2x(t)
dt2
can be ig-
nored. From this point, the equation is rewritten as the stochastic over-damped
harmonic oscillator equation which helps us to understand the dynamics of the
Duffing equation [7].
dx
dt
= − d
dx
U(x) + n(t) (2.4)
2.1.2 Duffing Oscillator
The Duffing equation, modelling some oscillators, is a non-linear second order DE
d2x(t)
dt2
+ d
dx(t)
dt
+ ω20x+ βx
3 = f sin(ωt) + n(t) (2.5)
where the sinusoid is supposed to be amplified, x(t) the system output, and n(t) is
given by Eq. (2.3) [8]. In [29] where it was over-damped, it was called the standard
10
(a)
(b) (c) (d) (e)
Figure 2.1: The representation of the two well potential or quartic potential (a)
in Eq. (2.7) and the bending effect of the input signal disturbing the potential
U(x) + xA sin(nπ/2) where a = 9, b = 1, A = 10, n = 1− 4 (b−e).
DWP system
dx(t)
dt
= ax− bx3 +A sin(ωt) + n(t) (2.6)
where a > 0, b > 0.
2.1.3 Double Well Potential
In the case where U(x) in Eq. (2.4) is a bistable potential given by Eq. (2.7), Eq.
(2.6) is obtained. Therefore, the stochastic force denoted by n(t) in Eq. (2.4) and
A sin(ωt) + n(t) in Eq. (2.6) can be considered as the system input.
U(x) = −a
2
x2 +
b
4
x4 (2.7)
When a > 0, b > 0, and U(x) is plotted against x, the double well shape is obtained
as in Fig. 2.1 and it becomes easy to comment on the system behaviour.
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As can be seen in Fig. 2.1 (a), there are two minimums of the potential,
±√a/b, and a barrier between them. In this case, the over-damped particle, staying
in one of the minimums, can jump to the other minimum depending on the input
signal and/or noise. If there is noise, not the signal, noise intensity play a role on the
jumps. Therefore, increasing noise intensity makes the jumps occur more frequently.
However, after a certain noise intensity, the frequency of the transitions does not
increase at the same rate which occurs for smaller noise densities.
If there is signal, not the noise, the well potential is bended by the signal
and the symmetry disappears as in Fig. 2.1 (b) and (d). Therefore, depending on
the signal, one well becomes deeper than another. A transition or a jump can occur
when the well, accommodating the particle, disappears; otherwise, the particle stays
in the same well as in Fig. 2.1 (c) and (e). If there is signal with noise, the particle
can exceed the barrier although the signal itself does not make the well disappear.
This leads the output or the position of the particle to be likely to stay in the
deeper well. This is where SR is observed; when the signal is weak, not to cause a
transition, and the noise is present. In such conditions, at a certain noise intensity,
output SNR has a peak as illustrated in Fig. 2.3 [7, 30].
2.1.4 Other Potential Wells
There are also different bistable potentials in which the effect of SR has been ob-
served; such as Hopfield neurons potential (x is the voltage of a cell membrane),
SQUIDs loop potential (x is the magnetic field flux) [7,31], and a potential approxi-
mation for Schmitt trigger which is good example of a discrete two state system [30].
U(x) = αx2 − β ln(coshx),
= αx2 − β cos(2πx),
= β
(
1
2x
2 − 1Aγ ln(cosh(Aγx))
) (2.8)
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There are a considerable number of dynamical system model, and any other SR
models from a monostable system to chaotic systems can be found in [32].
2.2 Threshold Crossing Systems
Threshold systems was considered as a basic model for the bistable dynamical sys-
tems and a simple threshold system was given by
y =


0, for x < 12 ,
1, for x > 12 ,
(2.9)
where y is the output, and x the input, the threshold 1/2 [33]. Such basic system
exhibited noise induced threshold crossing effect. Although this initially considered
as a type of dithering, but not SR, this consideration evolved with time such that
dithering became a type of SR [34].
The threshold crossing effect is illustrated in Fig. 2.2. A sinusoidal signal
as an input is applied to a threshold system. If the input amplitude is always
smaller than the threshold, the system output does not change. When a noise
is introduced to the input, the threshold can be crossed, which 1 occurs at the
output for an instant. An increase in the noise variance leads the system to get
more 1s for the input closer to the threshold, and less 0s for the input far away
from the threshold. Therefore, there is an optimum noise variance ensuring the
consistency of the sinusoidal period and the numbers of 1s and 0s. This consistency
has been observed at the frequency magnitudes obtained by the discrete Fourier
transform (DFT). The same process, with smaller steps of noise variance, providing
the magnitudes at the sinusoid’s frequency results in a typical curve of SR as in Fig.
2.3. In addition to the threshold non-linearity, the noise induced signal amplification
in a static non-linear system was shown in [35].
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Figure 2.2: The illustration of the SR effect in a threshold device. The amplitude
of input signal is 1 and threshold is 2. Figures on the first column are of input
(black) with noise (gray) (a), output (d) and its frequency spectrum (g). The input
is sampled at ts = T/100 and the samples for noise follow N (µ = 0, σ). For (a,b,c),
σs are 1, 2, and 3 respectively.
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Figure 2.3: The magnitudes of f = 1/T at the output, that provides the typical
curve of SR
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2.2.1 Array of Threshold Devices
In [36], a multi threshold system, similar to the analog-digital converter, was studied.
A two-threshold system was defined by
y(t) =


− 1, for x < −12 ,
0, for −12 < x < 12
1, for 12 < x ,
(2.10)
where x(t) = A sin(ω0t) + ξ(t). Where A = 0.2, the monitored SNR showed a curve
like in Fig. 2.3 for a Gaussian noise. For a uniform noise, the peak SNR was higher
than the other, and observed in a narrow noise power interval. Then the multi
threshold system was examined in the similar way. The SNR tail corresponding to
higher noise powers and peak SNRs were increased by the number of thresholds in
coupling. It was concluded that the although SR like performance enhancement was
observed, it was more adequate to associate this with dithering effect. However, it
was shown that an array of threshold devices exhibited SR phenomenon and was
able to recover the half of noiseless channel capacity, and furthermore, this was not
limited by the signal being either deterministic or weak, thereby introducing the
new term supra-threshold SR (SSR) [37–41].
2.2.2 Schmitt Trigger
The ideal Schmitt trigger circuit with the inputs; a sinusoid and noise, was also
studied in SR field. Schmitt trigger was found to be applicable to examine the same
SR phenomenon as in the case of the double well. In [30], a model of Schmitt trigger
was given by
y = sgn(γy −A cos(ωt)− n(t)) (2.11)
where sgn is the sign function, γ the positive feedback constant, y the output.
The theoretical derivation and simulation results indicated the presence of SR phe-
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nomenon. Later, in [42], the Schmitt trigger was considered as a signal processing
tool. As it simplifies the SR process by reducing the dynamics to just switching
events, it was thought that the dependence of output SNR on input noise intensity
would be easy to evaluate. Experimentally, SR was observed (also in [43]). However,
the output SNR was always less than input SNR. It was indicated that SR process
consisting of a single device is always lossy compared to standard spectral estima-
tion techniques. In order to overcome this lack of SNR gain, an array of globally
coupled devices was suggested. In addition to that, Schmitt trigger is limited to
the switching events. However, with the focus of the system being dynamical (not
the threshold one), a contribution in being able to provide the signal processing
capability can have a significant impact on SR field.
2.3 Measure of SR
In [30], the essentials for SR were listed as a bistable system with a coherent signal
and random noise and a output driven by internal dynamics of the system. The
coherent frequency and intensity of the sinusoidal input were extended in [44, 45].
Gammaitoni et al. [26] gave the basic requirements of a SR effect. These were an
energetic activation barrier (threshold), a weak coherent input (sub-threshold) and
a source of noise. In contrast, Stocks [38] proved a new term supra-threshold SR
which did not require the signal being sub-threshold. On the other hand, Mitaim
and Kosko [32] stated that there was not any theorem answering which systems
have a nonzero noise optimum although SR effect was observed in a large variety of
systems from chemical and biological to electrical and magnetic systems.
Reasonably, the consequence of this variety led the performance measure of
SR to be different from SNR to measures such as cross-correlation, mutual informa-
tion [46], probability of residence time depending on the system and input signal.
For example, when the signal is aperiodic or contains information, one may want
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to know if the output corresponds with input signal or information in it. Then,
cross-correlation or mutual information can be used instead of SNR [47]. Therefore,
the essential measurements in the field of SR are presented below.
2.3.1 The First Assessment: Mean Exit Time
In [25], the output driven by Eq. (2.1) without a sinusoidal, jumps from one well to
another after a random time τ . The mean exit (jump) time E[τ ] is defined as the
expected time duration the particle (output) stays in a well, or after how long the
particle jumps.
E[τ ] ∼= π
a
√
2
exp
( a2
2ε2
)
(2.12a)
V ar(τ) ∼= π
2
a2
exp
(a2
ε2
)
(2.12b)
When a weak sinusoid with A, small compare with a3/2, is applied, the noise intensity
ε can make the output x(t) jumps following the weak sinusoid, and the output power
spectrum shows a peak at the sinusoid’s frequency, if ε is between the interval
ε1 < ε < ε2.
ε1 = a
(
1− 4A/a3/2
2 ln(2
√
2a/Ω)
)1/2
(2.13a)
ε2 = a
(
1 + 4A/a3/2
2 ln(2
√
2a/Ω)
)1/2
(2.13b)
2.3.2 Kramers Rate Theory
Kramers model for a chemical reaction defines the states of reactant and product as
stable states of a particle in one dimensional asymmetric DWP. While the remaining
degree of freedom for the reaction is considered as a fluctuating force ξ(t), the particle
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moves according to Newton’s equation of motion in the form of a Langevin equation;
Mx¨ = −U ′(x)− γMx˙+ ξ(t) (2.14)
where M is the mass, x reaction coordinates, −Mγx˙ a linear damping force, and γ
constant damping rate [48]. For moderate to strong friction, the escape rate from
one well to another is given by
kA→C =
λ+
ωb
(
ω0
2π
exp(−βEb)
)
(2.15)
where Eb is the activation (barrier) energy U(xa) − U(xb), xa, xb the stable states,
ω2b = −M−1U ′′(xb), a coefficient λ+ = −γ/2 +
√
ω2b + γ
2/4. The inverse of this
rate, 1/kA→C , is given equal to average escape time τe. [48]. As found in [30], the
system driven by Eq. (2.4) and Eq. (2.7), the mean first passage time (MFPT) was
given by the Kramers time:
τ =
√
2π
a
exp
(
2
a2/4b
D
)
, (2.16)
Similar to that, the first passage time density can be found in [49].
2.3.3 Signal to Noise Ratio
In [30], SR was defined as an increase in the output signal-to-noise-ratio (SNR)
with increased input noise. Although the output signal was examined in the first
study [25], the criteria of SR switched to SNR [16]. It was thought that using SNR
as an indicator would be better due to the fact that the signal was periodic. This
simplified the definition and made easy to evaluate this phenomenon.
Unfortunately, the evaluation of stochastic differential equations (SDEs) of
these non-linear dynamical systems varies significantly depending on the nature
behind them [50–52], and even for noiseless ones, deriving a solution requires mod-
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ifications and approximations on the models [53, 54]. However, in the SR context,
there is common treatment as follows.
Whether the signal is present or not, the Fokker-Planck equation (FPE) is
generally used to evaluate Eq. (2.4). For example, in [55], the periodically forced
FPE in a bistable potential was used to drive approximations for SR and SNR
enhancement. That is
∂P (x, t)
∂t
= − ∂
∂x
[C(x) + ǫh(x) cos(Ωt+ θ)]P (x, t) +D
[
∂2
∂x2
]
P (x, t) (2.17)
where C(x) is the drift term in the absence of forcing, D the diffusion coefficient,
ǫh(x) the forcing amplitude, respectively. In the same work, a systematic way to
solve this equation was also presented. An evaluation of FPE’s use was discussed
in [29]. Then, the Kramers rate gives an approximate mean switching rate. However,
this is a restricted solution and it is valid for the conditions where the system
dynamics are one dimensional, stationary, and infinitely damped.
To make the solution more general in terms of various types of signal and
noise, some approximations, such as adiabatic and reduced dynamics, must be made
[31]. For example, applying these approximations, McNamara and Wiesenfeld [30]
derived the output SNR denoted by R and the power spectrum of the output noise
N (which is called Lorentzian shape) from Eq. (2.4) and Eq. (2.7);
R ≈
√
2aA2c2
D2
e−2U0/D, (2.18)
N ∼ 2α0
α20 +Ω
2
(2.19)
where U0 = a
2/4b, c =
√
a/b, α0 =
√
2a
pi e
−2U0/D, and A is the sinusoidal signal
amplitude. Furthermore, such expressions for asymmetric potential well were found
in [56].
An alternative derivation was found in [57]. A theory of SR for weakly
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damped Eq. (2.5) was presented where d = 2, ω20 = −1, β = 1, and f = A. Due to
the weak signal approximation, the output was considered to have two part one was
the response of a deterministic system to the input sinusoid and the other was the
effect of noise on that deterministic system parameters. Then, the system output
was written by x(t) = s(t) + n(t) where s(t) = 〈x(t)〉 and n was the deviation
from this mean. As a result, the non-linear system response was derived from the
response of an effective linear deterministic system.
2.3.4 Mutual Information
In [46], an information theoretical aspect, the Mutual Information (MI) was sug-
gested as a measure for SR phenomenon. The relation between an input (trans-
mitted) signal and output (received) one was examined based on the transferred
information. Defining a communication channel with the random input x = {−1, 1}
corrupted by a noise n, the output was given by a threshold function, y = θ(x+n),
such that if (x+ n) > Q the threshold, then output is 1, otherwise y = −1. Where
the probabilities Py and Py¯ = 1 − Py were for y = 1 and −1, respectively, the
entropy of Y , H(Y ), conditional entropy of Y given X, and mutual information
I(X,Y ) were given by
H(Y ) = −Py log2 Py − Py¯ log2 Py¯ (2.20)
H(Y |X) = Px
(
− Py|x log2 Py|x − Py¯|x log2 Py¯|x
)
+ Px¯
(
− Py|x¯ log2 Py|x¯ − Py¯|x¯ log2 Py¯|x¯
) (2.21)
I(X,Y ) = H(Y )−H(Y |X) (2.22)
Then, the computed mutual informations for various thresholds and noise variances
were illustrated. The SR-like effect was observed in any case except for the optimum
thresholded one.
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Figure 2.4: The generalized SR detection system [58].
2.4 Theoretical Studies
A mathematical theory which generalized the SR to the detection theory for fixed
detectors was derived in [58]. It was stated that the performance improvement could
be examined for any SR detectors in the literature by using this theory. Instead
of SNR, the probabilities of detection and false alarm were considered to be the
detection performance measure. They also gave an example illustrating the form of
optimal noise pdf and the comparison between sign detectors performances where
the input noises were Gaussian, uniform and optimal symmetric. Based on the
theory, SR detection system was illustrated as in Fig. 2.4 in [58]. Additionally, the
theory for variable detectors can be found in [59].
In [60], Eq. (2.6) was considered as a non-linear receiver by replacing the sine
term with a BPAM signal. FPK equation was used to derive the probability density
function (pdf) of the system output for BPAM levels, and the system parameters
were normalized to provide more general solution. In addition to that, the time
dependant variation of pdf was approximately expressed. Based on derived pdf
and normalization, system parameters were adjusted for better performance, which
was called the parameter-induced SR (PSR) method. The simulation results were
presented to illustrate the performance enhancement. More importantly, it was
stated that the non-linear receiver filtered the noise. For the same model, in [61], an
adaptive parameter search method was applied to determine optimum b parameter
resulting in better BER performance while the other variables were fixed.
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Liu et al. [62] was also applied PSR method. As stated before, when the
input noise intensity is over the optimum one, adding noise becomes useless. In the
study, a BPAM input signal was first detected by proposed PSR which was based
on the classical dynamical bistable system Eq. (2.6) in a form of
dy
dτ
= y − y3 +
√
b
a3
A
+∞∑
i=1
SiG(τ − iaT ) +
√
b
a3
√
2Dn(τ) (2.23)
Then, the classical sign detector with LRT decoder provided the output signal. This
time, PSR was based on tuning the parameters a and b related to the properties of
signal and noise. The performance measure of the system was considered to be BER.
The comparison between the performances with and without the PSR was indicated
that the implementation of PSR based non-linear system enhanced the BER for the
fixed optimum receiver. In addition to BPAM, in [63], another algorithm based on
PSR was presented to detect binary phase shift keying (PSK) signals. However,
PSR method presented in [60–63] are not applicable if the noise type, the resonant
signal, changes.
2.5 Signal Processing Aspect
The earliest consideration of SR as a tool for signal processing was based on the
amplification (gain) for detection. Although the use of only one system, called
resonator, was not preferred due to the 2 dB loss at input-output SNR, an array
configuration was suggested for achieving an SNR gain obtained with linear signal
processing techniques [42]. Despite the SNR loss of a single resonator, SR is a bona
fide resonance as it occurs any time when the stochastic switching rate matches the
deterministic one [64]. Owing to this resonance property, and the observations and
models from natural phenomena, SR was considered to be a common phenomenon,
at first, in sensory biology [16,65], then, in other fields.
Of particular interest to researchers, and a subject that has been studied
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extensively in the literature, is that of DWP. As it has been shown that this system
can exploit the background noise to improve the SNR [7,40,66,67], DWP is effectively
implemented as signal processing block sets within the receiver architecture to take
advantage of the its behaviours. Examples of implementation have been shown for
binary PSK [63],FSK [68], minimum shift keying (MSK) [69], and BPAM [60–62,
70,71]. Upon implementation, these block sets are more generically referred to as a
stochastic resonator.
In terms of communication system but not in SR context, the use of non-
linear dynamical systems was found under the name of chaos based communication
and signal processing [72]. While chaos was defined noise like behaviour (determin-
istic noise), SR and noise induced performance improvement was only mentioned for
the amplification property of Chua circuit and its potential SNR gain. Therefore,
studies found in literature related to SR have been reviewed and classified as follows.
2.5.1 Amplification and Filtering
Non-linear and dynamical behaviours of SR systems can be used to amplify and
filter communication signals.
In [73], the interaction between sinusoidal signal and noise in Eq. (2.6)
was examined, and considered as stochastic filtration. Later, in [70], BPAM signal
was applied to the same system instead of the sinusoidal, the comparison of error
probability and filtering performance between the non-linear filter and matched filter
was presented. Although the performance of non-linear one was not better than the
other, it was found less sensitive to synchronization.
Referring to the energy transfer mechanism from high frequency area to low
frequency area, a low pass filter configuration was demonstrated, and then, results
were compared with a low pass Butterworth filter in [74]. Although the design and
both filtering characteristics were not clear, a realization circuit for Eq. (2.6) was
illustrated.
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In [29], Eq. (2.6) was studied, and the relation between periodic input signal
amplitude and frequency was presented. It was shown that the peak amplification
factor was increased by the frequency. The maximum amplification was obtained
where the frequency was smaller than exp(−∆U/D) (adiabatic limit) and the noise
was absent. In addition, the maximum power amplification decreased by an increase
in signal amplitude (strength). It was also mentioned that the system exhibited a
power transfer amongst input sinusoidal, noise, and stochastic output. This energy
transfer was considered in [75] not for amplification but for noise power extraction.
A bistable oscillator, an inverted pendulum, was proposed to extract energy from
ambient wide spectrum vibration, and Duffing oscillator was used to evaluate the
design and results.
2.5.2 Detection
Threshold systems, although they are not dynamical but non-linear, can be exam-
ined in order to evaluate the detection capability of non-linear dynamical systems
with SR as follows.
In [76], it was reported that the crossing detector (CD) was able to detect
the input signal as low as 1/4 of the threshold. The SR effect was observed and the
dependence of the signal frequency on the output SNR was identified. In addition,
it was stated that faster comparator and longer output observation could lead to
have better detection performance.
Comte and Morfu [77] proposed a receiver called stochastic resonator re-
ceiver. The digital input signal was considered to be in three case; not modulated,
Amplitude Modulation (AM), and Frequency Shift Keying (FSK). The measure was
the percentage of correctly interpreted bytes. It was experimentally shown that a
sub-threshold digital signal could be retrieved by this receiver. They concluded that
this was an alternative detection technique compared to the classical receiver based
on amplification and filtering, especially for low power or long distance transmission.
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Unfortunately, neither a theoretical explanation nor a comparison between classical
receiver and proposed one was given.
In [78], the SR effect in linear sensors was studied. Although sensors are de-
signed to have a linear input-output function, this linearity is always limited. When
the input exceeds these limits, which is called saturation, the output experiences a
strong distortion. According to the study, this distortion can be reduced by the help
of SR effect. A parallel array of sensors was considered to be a SR structure. Sensors
were modelled by soft and hard-limiting function. It was demonstrated that adding
independent and identical distributed (i.i.d.) noises to every sensors improved the
output SNR in both saturation cases; strong signal with and without Direct Current
(DC) offset.
In terms of the effect of the multiplicative noise on SR, Guo and Tan [79] de-
rived the mutual information of the Supra-threshold SR system. They also provided
a comparison between the effects of multiplicative and additive noise intensities on
the system performance. It was claimed that using additive noise intensity in or-
der to tune SR was more effective rather than using multiplicative one. They also
emphasized the importance of the proper threshold choice. In the study, where the
multiplicative noise was injected into the system seems more realistic than in [80].
Zozor and Amblard [81] stated that when the performance of the detector
was considered, SNR gain was more important than the maximum output SNR.
The idea is that if the resonators SNR gain is lower than 1, the performance of a
detector, which is placed after the resonator, cannot be improved. Thus, the aim
is to make the gain greater than 1 at the optimum noise intensity which maximizes
output SNR. From this point of view, it was demonstrated that the performance
of some locally optimal detectors (LOD) using likelihood ratio test (LRT) can be
improved by using SR unless the parameters of the detector are well-tuned.
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2.5.3 Modulation and Synchronization
In [82], it was stated that chaotic systems could be used to design and generate sig-
nals for communication systems as resulting chaotic signals were broadband, difficult
to predict, like noise. Additionally, it is also mentioned that some of these systems
had self-synchronization property. Therefore, the Lorenz system was designed and
used to create transmitted signal u(t) and to recover the received signal ur.
Transmitter Receiver
u˙ = σ(v − u) u˙r = σ(vr − ur)
v˙ = ru− v − 20uw v˙r = ru− vr − 20uwr
w˙ = 5uv − bw w˙r = 5uvr − bwr
(2.24)
These two systems were masking the information signal m(t) and provide synchro-
nization between transmitter and receiver by transmitting s(t) = u(t) +m(t) and
recovering mˆ(t) from s(t). Moreover the corresponding circuitry and test results
were also provided in the same study.
The importance of synchronization in digital communications was pointed
out in [83], and chaotic modulation and synchronization were suggested as alterna-
tive schemes for the poor propagation conditions. Then chaotic modulation schemes
(chaos shift keying (CSK), differential CSK, chaotic on-off keying (COOK)) within
different detection techniques were examined in the context of synchronization and
noisy band limited channels [84].
An experimental demonstration based on the non-linear Fourier transform
and non-linear frequency division multiplexing [85] was found in [86]. Although the
non-linear processes were applied to the transmitted and received signals, SR was
not mentioned.
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2.5.4 Spectrum Sensing
In [87], a spectrum sensing method based on noise enhanced detection was proposed
to improve detection performance of the receivers in cognitive radio networks. The
energy detector (non-linear system) sensing was considered due to its low complexity,
and, before the detector, a noise was added to the received signal. The probability
of detection was derived based on binary hypothesis, and the improvement on the
detection performance was presented.
2.5.5 Quantization: Encoding
In [88], it was stated that the dithered conventional quantizing system exhibited SR
effect because of the statistical modification caused by dither. In [7, 89], the array
of threshold devices was examined where the input was a supra-threshold random
signal and each threshold experienced the same input but affected by independent
noises. The presence of bifurcation, quantization, was shown. Its effect was modelled
as a stochastic quantization and optimized by Fisher information.
This configuration was also associated with encoding as the threshold array
maps each input value into a discrete output value. Considering that an output of a
threshold device is a Bernoulli trial, then the array’s sum can be defined as a random
variable with Binomial distribution. This process, as well as the decoding of SSR
output, was examined extensively in [7]. Furthermore, SSR encoding was studied
also with a different threshold device(neuron) model, namely Integrate-and-Fire [90].
2.6 Performance Improvements of SR system
The systems with SR, regardless being dynamical or threshold, have various per-
formance criteria. Depending on input signal, noise, purpose, available treatment
etc. the performance improvement method and evaluation vary considerably. For
instance, considering a sine wave is applied to the dynamical system to be amplified,
27
the gain and SNR can be chosen as criteria. In such case, mutual information is not
required as a sinusoidal does not contain any information. However, if an informa-
tion signal is introduced to the system, SNR can not be sufficient indicator. As the
system is mixing the signal and noise, which causes intermodulation, the output is
going to have information buried frequency components out of the band of interest.
Therefore, previous studies targeting performance improvements of systems with SR
has been reviewed and presented as follows.
In [91], SR was observed in a two dimensional potential with and without
external signal, where the noise-induced frequency shift, coherent motion, and out-
put SNR were examined. The results were obtained from the simulation of system’s
Langevin equations by Euler forward method.
The detection performance of Schmitt trigger model was improved by a
threshold controlling scheme, proposed in [92]. Where the input was a weak sinu-
soidal and noise, the Schmitt trigger’s upper and lower thresholds were modulated
by another sinusoidal. It was stated that the same improvement was also applicable
to a DWP system.
In [93], the FitzHugh-Nagumo (FHN) neuronal model, two dimensional limit-
cycle oscillator, a simple representation for the firing dynamics of sensory neurons,
was studied. It was shown that noise can benefit the non-linear system with weak
aperiodic input signals as well as periodic ones. The term aperiodic stochastic res-
onance (ASR) was thereby introduced to the literature. In [94], a linearised FHN
model was proposed, and owing to the linearisation, a transfer function was ob-
tained by Laplace transform. The low-pass and high-pass filtering were associated
with the membrane capacitance of the neuron model and recovery variable, respec-
tively. The coloured noise was suggest instead of white noise in order to produce
SR in real neural systems.
In [95], the over-damped DWP was considered, and the weak input signal
was amplified by a high frequency sinusoidal instead of noise, which was called the
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vibrational resonance VR. Although in that work, the relation amongst resonant
amplitude, frequency, and signal parameters was obtained by calculation, the exact
result can be found by assuming that the output of the double well is already a
sinusoidal with an amplitude and the same frequency as the input. Then, the exact
resonant signal is determined. In addition to the potential well, VR was found in
an array of three level hard limiters [96].
Liu et al. [40] pointed out a different case where the input signal already
had a destructive noise. This means that the system works optimally at the noise
level, Dm 6= 0, however the input noise level is already higher than that, Dj > Dm.
In such case, a noise injection increased overall noise level, thereby decreasing the
performance. The suggestion was coupling N systems in parallel. It was shown
that the more system was connected, the higher noise level was needed to obtain
the optimum performance. This was already indicated by Stocks [38] in terms of
mutual information.
Zhang and Xu [80] investigated the effects of system parameters, especially
multiplicative noise intensity and the self-correlation times of multiplicative and
additive noises. They stated that the multiplicative noise intensity did not have an
effect on SR as significant as the additive one had. Then, they suggested that it was
better to control SR by varying the multiplicative noise self-correlation time rather
than the additive one. From the figures in [80], it can be found out that using
multiplicative noise intensity may provide a maximum SNR slightly higher than
using additive noise intensity. However, the multiplicative noise term was introduced
to one of the system parameters, not to the input signal, which is contrary to what
’multiplicative noise’ refers.
Shao and Chen [97] studied SR in time delayed bistable system, theoretically.
The classical bistable system equation including a feedback was examined and the
effective potential well function was derived. The feedback was the output signal
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with a delay and strength;
d
dt
x(t) = ax(t)− bx3(t) + ǫx(t− τ) +A cos(Ωt) +
√
Dξ(t). (2.25)
The results indicate that the feedback intensity, ǫ, and time delay, τ , change the
shape of bistable potential. While the feedback intensity is decreasing the maximum
SNR, the effect of the time delay on the SNR depends on the feedback being negative
or positive.
In [98], the chain of linearly coupled stochastic resonators, typical over-
damped oscillators, was used to improve output SNR. The performance enhance-
ment of threshold-based neuron array for detection weak signals was demonstrated
in [99]. The effects of white and colour noises were examined.
In [100], a piecewise non-linear potential derived by a sinusoid together with
one additive and one multiplicative noise was studied. The approximate output SNR
at the sinusoid frequency was derived, and it was shown that SNR curve, which is
a function of the noise intensity, had a peak at non-zero noise. In addition to that,
the effect of noise and signal properties on this peak was also presented. Similar to
this study, the results for additive and multiplicative harmonic noise can be found
in [101].
2.7 Conclusion
To sum up, for over three decades, the definition of SR has been extended. Today,
SR is considered as noise induced performance improvement techniques. It can be
observed and applied in many branches of science. For communication systems in
terms of un-wanted signals, the initial aim is to suppress the noise, which is not
always possible due to the non-linear and noisy nature of devices. Therefore, SR
can be an alternative signal processing technique. It has been inferred that the
DWP, given by Eq. (2.4) and Eq. (2.7), is the most prominent system in SR field.
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Its signal processing applications were found mostly in amplification and detection,
which is quite limited when compared with the threshold crossing systems. However,
the DWP is supposed to be a more powerful tool owing to its non-linear internal
dynamics. Therefore, DWP is examined as a signal processing technique throughout
the following chapter.
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Chapter 3
Resonance in Quartic Double
Well Potential
3.1 Introduction
A Stochastic Resonator has been considered as an alternative signal processing tool
because of its noise-induced performance enhancement ability. In this chapter, this
resonator is used to detect bipolar BPAM signals. To clarify the relations amongst
BPAM characteristics and the resonator parameters, steady states and transition
time of the system are redefined. A precise and generalised resonator analysis is
derived from these relations in order to identify the region in which the resonator
benefits from noise. In addition to that, simple PSR designs are built based on
this analysis in order to configure the resonator in the optimum region. Finally,
Sine-induced SR based on using a periodic signal instead of noise is introduced to
enhance the system performance and compared with noise-enhanced SR (NSR). It
is shown that periodic SR provides a performance enhancement while it needs less
power and does not require an adjustment relevant to the background noise. The
results indicate that a resonator improves the receiver performance by eliminating
noise if its parameters and BPAM characteristics are set accurately as given in PSR
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designs, otherwise the resonator can benefit from either a noise as in NSR or a sine
wave as proposed in this chapter. However, Sine-induced SR is superior to NSR in
terms of output performance, power requirement and simplicity [102].
Existing methods at mitigating noise may be ineffective at low SNRs, whilst
also being inapplicable at the nanoscale in terms of the signal processing and energy
requirements [103]. SR, is an alternative signal detection technique [40,42], where,
compared to removing noise, one uses noise to enhance the system performance.
The SR term was first coined by Benzi et al. in 1981 [25,27] and since then, SR has
been observed in numerous systems across many fields [24,26,47]. As more systems
were seen to exhibit SR, several generalized theories on the subject have thus been
presented [30, 58, 59], but essentially, SR means that the system performance is
enhanced by the means of noise.
The performance of the systems exhibiting SR has a peak at a non-zero noise
intensity. In the literature, there are two methods used to enhance the performance,
namely, NSR, and PSR. In NSR, defining the type of resonant noise and its corre-
lation time, the effectual intensity is determined [79, 80, 97]. If an adjustment is
required, NSR needs the knowledge of the background noise, which can be obtained
by adaptive search methods, and this makes the system more complex. Moreover,
the power consumption of a noise source can be another problem. In PSR, the
system parameters are determined for the optimum performance [62,63,81] and in-
trinsically differ from one type of input signals to another. Whilst there are many
studies on weak periodic input signals, there is no basic and precise design method-
ology for a bipolar BPAM signal which is one of the fundamental communication
signal. In addition to this, no research concerning the use of a deterministic (as
supposed to noise) resonant signal could be found.
Therefore, in this chapter, the aim is to design a basic stochastic resonator
for detecting BPAM signals and to subsequently increase the system performance
by using a deterministic periodic resonant signal as supposed to noise. Since ex-
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isting designs do not focus on the input signal, we define new parameters derived
from the desired output and build a new stochastic resonator design based on the
characteristic of the BPAM signal. The unique relation between the output and the
system parameters is also clarified, and as a consequence, PSR methods are sim-
plified. Then, a periodic signal is introduced as a resonant signal. It is found that
the use of a periodic signal ensures a significant performance enhancement without
tuning. To summarize, parameters defined to analyse the SR system with Langevin
equation, a further performance enhancement in NSR by a sine wave, and simple
designs for PSR are the key contributions of this chapter.
This chapter is organized as follows. In Sec. 3.2, the theory behind the
stochastic resonator and its implementation is discussed and the method used to
determine the design parameters explained and subsequently evaluated. The opti-
mum configuration providing low BERs at low SNRs is also presented. Sec. 3.3
introduces the generalised analysis allowing the reader to identify any resonator
configuration. Based on this analysis, simple PSR designs are also provided. In
Sec. 3.4, the use of a resonator is taken further with the notion of using NSR and
Sine-induced SR. Finally, the chapter is concluded in Sec. 3.5.
3.2 The Stochastic Resonator
The stochastic resonator, in this chapter, is a form of an over-damped Brownian
motion in the symmetric quartic bistable potential [14,31,32,66]. It is modelled as
a feedback system in which the forward loop consists of an arbitrary amplifier with
gain M followed by an integrator as shown in Fig. 3.1. The feedback loop consists
of two amplifiers with gains a and b and two multipliers.
Defining the transmitted signal, s(t), which is typically corrupted by an
additive white Gaussian Noise (AWGN), n(t), the input of the stochastic resonator,
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Figure 3.1: The BPAM receiver
x(t), is given by
x(t) = s(t) + n(t) + r(t), (3.1)
where r(t) is an intentionally added resonant signal under the control of the system
designer.
The integrator is based on the midpoint rule approximation which keeps the
previous output, yp, and the previous derivative, y
′
p, in its memory. The output,
y(t) is thus
y(t) = yp +
y′a + y′p
2
× ts, (3.2)
where, to illustrate the system working as close to a continuous system as possible,
ts = Tb/100, and Tb is the bit interval of s(t). Therefore, within this model there
are three adjustable parameters, a, b and M , together with one controllable signal,
r(t), all of which will affect the output to the stochastic resonator, y(t).
In order to achieve the aims of this work, the following process is required.
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Firstly, in the absence of both n(t) and r(t), the steady state behaviour shall be
analysed to determine the bounds of a and b. This is followed by incorporating
knowledge of the systems transient behaviour such that a and b can be refined (if
necessary) and M can be determined. The result of this section therefore is that,
given some knowledge of s(t), and still in the absence of n(t) and r(t), the system
should operate without an error. It is then possible to begin the analysis into how
n(t) affects the performance and subsequently how r(t) can be controlled to mitigate
its effects.
3.2.1 Steady State Behaviours
Referring to Fig. 3.1, under the assumption that M = 1 for the duration of the
steady state behaviour analysis, the resonator’s output is derived from
dy
dt
= ay − by3 + x, (3.3)
where x(t) is only s(t) and s(t) follows a non-return-to-zero (NRZ) BPAM scheme,
which can take only the values of either A or −A during a bit interval Tb. In other
words, it is assumed that the transmitter sends digital information by use of two
rectangular pulses (g0(t) = −A, g1(t) = A). Each pulse is transmitted within the
symbol interval of duration Tb (0 < t ≤ Tb). Therefore, the transmitted signal is in
the following form
s(t) =
+∞∑
i=1
gBi(t− (i− 1)Tb), (3.4)
where Bi is a sequence of binary symbols. Each symbol is an identically distributed
and independent random variable with P (Bi = 1) = P (Bi = 0) = 0.5.
The function of the detector is to decide which of two pulses was transmitted
based on the sample taken at the end of each pulse. Therefore, the output bit
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sequence can be given by
Bouti =


0 , y(iTb) < 0
1 , y(iTb) ≥ 0
(3.5)
For s′(t) = sign(y(t)) to have the same polarity as s(t) does, a and b must be chosen
carefully.
First of all, the resonator applies a barrier to the input. It can be calculated
by determining the local maxima (or minima) of dy/dt where x(t) = 0, and be given
by hb =
√
4a3/27b. x(t) forces output to have the same signs when A > hb. This is
the first relationship between a, b and the magnitude of the input, A, for error free
operation.
To explain this, consider Fig. 3.2. If x(t) = A ≥ hb, i.e a positive BPAM
symbol greater than the barrier height, regardless of value of y(t) at the same instant,
y(t) will settle to a positive value as required. If x(t) = A < hb, i.e a positive BPAM
symbol but with a magnitude lower than the barrier height, depending upon the
value of y(t) at the same instant, y(t) may settle to the positive value, correctly, or
the negative value incorrectly.
Secondly, it is needed to know exactly what y(t) will be. Although making
the barrier smaller than the input is enough for the polarity issue, later, it is going to
be shown that the steady state matters when the bit interval is taken into account.
By definition, the roots of Eq. (3.3) are the steady states, and there is only one real
root if A > hb. As is typical within any system that the output has a gain (or loss),
k, the steady state can be given by kA where x(t) = A. If so, it must satisfy Eq.
(3.3), which reduces to 0 = akA− bk3A3 +A. Therefore, A > hb can be rearranged
as
√
(ak + 1)/(bk3) >
√
(4a3)/(27b), which dictates that the parameter a times the
gain k must be smaller than 3, ak < 3. And, the parameter b is determined by
(ak + 1)/(A2k3).
As a result, the resonator parameters (a, b) are determined to make output
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 dy/dt
 y
  hb
 
 
A>hb
A<hb
A=0
Figure 3.2: The derivatives of output where the output of the system is derived by
the Langevin Equation, the noise is absent, and x(t) = A.
with a desired signs and gain, k. It is based on the steady states of Eq. (3.3) with
the assumption of having a sufficient time for the output to become stable. However,
the input is stable only for a period of time Tb, so the output may not reach the
steady state within the same period.
3.2.2 Transient Behaviours
As has been discussed so far, upon an input change, the output y(t) needs a finite
time to transient from −kA to kA when input x(t) = A. It is called the transition
time tr, and parameters (a, b) must be determined to satisfy tr < Tb.
The transition time tr can be derived from the integral of one over the
derivative of output within the interval [−kA, kA). Assuming that y = −kA and
x(t) = −A at t < 0 and x(t) = A for t ≥ 0. In such case, y(t) starts increasing
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according to its derivative. Then, tr is given by
tr(y < kA) =
y∫
−kA
dt
dy
dy (3.6)
It is preferred to use y as an upper boundary from which the transition shape
can be obtained. In addition to that, the output never reaches kA theoretically. Due
to the fact while y is getting closer to kA, dt/dy goes infinite. Therefore, the upper
boundary should be smaller than kA so it is set to y = 0.99× kA which means the
system is working to a 1% steady state error.
To obtain the derivation of Eq. (3.6), the roots of Eq. (3.3) can be separated
where x = A, and then, the right hand side can be rewritten as:
dy
dt
= −b(y − kA)(y − r1)(y − r2), (3.7)
where one root is kA and the r1,2 is given by
r1,2 = kA
(
− 1
2
± i
√
3
4
− ak
ak + 1
)
. (3.8)
To be able to write down the expression for t(y), p and q are introduced as
q = kA
√
3
4
− ak
ak + 1
, (3.9)
p = kA/2 (3.10)
Such that, r1,2 = −p± iq. Thus, Eq. (3.6) becomes
t(y) =
1
−b
y∫
−kA
(
D
(y − kA) +
E
(y − r1) +
E
(y − r2)
)
dy, (3.11)
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where,
D =
(
(kA)2
(
2− ak
ak + 1
)
+ kA
)−1
, (3.12)
and
E,F =
D
2
(
− 1∓ i1 + p
q
)
. (3.13)
Finally, t(y) is given by
t(y) = D−b
{
ln
(
y−2p
−4p
√
p2 + q2
(y + p)2 + q2
)
(3.14)
+
2 + p
2q
×
(
arctan
( q
y + p
)
+ arctan
(q
p
)
+ πu(y + p)
)}
,
where u(l) = 0 while l < 0 otherwise 1 and where −kA < y < kA.
If variables D, p and q are represented by a function of ak and kA, and if
b is written as fb(ak,Ak)/k, then, Eq. (3.15) becomes k × f(ak,Ak). This can
be simplified as tr = ktn(ak, kA) where tn is the normalized transition time, as a
function of ak and kA. Fig. 3.3 illustrates the effects of kA and ak on tn, and it
is obvious that tn goes to infinity while ak is getting closer to 3. Another point to
note is that the effect of kA on the normalized transition length is not significant
when compared to ak.
As the input signal has a bit interval, Tb, ktn must be smaller than Tb in
order the output to transient and settle down before the following bit comes, such
that ktn < Tb. Additionally, from Fig. 3.3, tn is always greater than 2, which result
in 2 < tn < Tb/k. However, the relation between k and the bit interval Tb causes an
attenuation problem because k has been used for determining output steady state.
For example, if the receiver is designed for BPAM signal with Tb = 1 ns, then k has
to be smaller than 5× 10−10. Such attenuation is not practical.
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Figure 3.3: The effects of ak and kA on the normalize transition time, tn(y).
The attenuation problem can be solved by the parameter M in Fig. 3.1.
Considering that tr has k multiplier, the derivative of the output must have 1/k
multiplier, and it does, which is obvious when Eq. (3.3) is re-written as
dy
dt
=M
1
k
(
aky − ak + 1
(kA)2
y3 + kA
)
. (3.15)
In Eq. (3.15), M is introduced to eliminate the effect of k on tr and to have a control
on the frequency response. It can be given by
M = m× k
Tb
, (3.16)
where m is related to the normalized transition time tn. That must be greater than
tn but does not have to equal to tn so it is preferred to use different notations.
As a result, the new parameters used to define the resonator are kA for output
steady state, ak for barrier height, and m for frequency response. A resonator can
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be analysed and designed by only two of them as shown next.
3.2.3 Parameter Choices
The choice of parameters is critically important for the output performance of the
resonator. First, an example with significant parameters is illustrated and then the
optimum values based on the output performance is obtained.
The example is a resonator design with the parameters ak = 1.5 and m = 3.
Given the input characteristics and desired output;
Tb = 10
−9s, A = 1, ydesired = 1,
The design thus has the variables;
k = ydesired/A = 1,
a = ak/k = 1.5,
b = (ak + 1)/(A2k3) = 2.5,
M = (mk)/(Tb) = 3× 109.
The output of the stochastic resonator with these parameters can complete
the transition in a bit interval time as illustrated in Fig. 3.4 (a) so that it can follow
the input sign. When m is set to 1 which is smaller than the minimum normalized
transition time tn(ak = 1.5, kA = 1) ≃ 2.46, a bit interval is not long enough to
complete the transition as illustrated in Fig. 3.4 (b). When ak ≥ 3, hb ≥ A so that
the output sticks in either positive or negative side. Fig. 3.4 (c) illustrates the case
where ak = 3. It is clear that, because of the barrier height hb, the output does not
change its sign while the input has both negative and positive values. As a result,
in terms of design, there are two significant parameters with simple inequalities
0 ≤ ak < 3 and m ≥ tn(ak, kA). However, these inequalities do not specify the
optimum values of the parameters where the background noise is present.
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Figure 3.4: The output of stochastic resonators with (a) ak = 1.5,m = 3, (b)
ak = 1.5,m = 1, and (c) ak = 3,m = 3 respectively. Note that k = 1, input is s(t)
with dash line, and output is y(t) with solid line.
When the signal is weak, the presence of the background noise is supposed
to increase the performance. This is valid for ak ≥ 3. However, as Fig. 3.5, where
SNR is 20 log10(A/σ) and determined by 10 log10(
∑
(s[.]2)/
∑
(n[.]2))., indicates, if
the signal is not weak (ak < 3), the background noise and the barrier hb decrease
the performance. Therefore, ak must be smaller than 1.
The other parameter m is directly related to the input signal frequency 1/Tb,
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Figure 3.5: BERs where m = 3, ak = {0 : 3}, x(t) = s(t)+n(t) and n(t) ∼ N(0, σ2n)
and Fig. 3.6 indicates that m = 3 is almost optimum. When m is greater than that,
the BER curve moves through the higher SNRs. When m is 2 and 1, the curve is
shaped so that the BER slightly decreases at lower SNRs, but significantly increases
at higher SNRs. Therefore, to have low BERs in general, m must be set to 3.
The stochastic resonator, whose output is given by Eq. (3.3), has been
designed in a way different from those in the literature. It is based on the general-
ization of the parameters in terms of the signal characteristics. It provides a better
understanding on the relations between the signal amplitude and the frequency re-
sponse of the system. New parameters k, ak, kA, tn, m and M are defined. It is
emphasized that m and ak are the most significant parameters. They are used to
determine the frequency response of the system and the barrier to the input signal
amplitude. Finally, the optimum values of m and ak are specified by the means of
the output performance. The application of this design on PSR method and further
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Figure 3.6: BERs where ak = 0, m = 1 : 5, x(t) = s(t) + n(t) and n(t) ∼ N(0, σ2n)
analysis are discussed in the next section.
3.3 Analysis and Design for PSR
The parameters defined in Sec 3.2 are used to analyse the stochastic resonator whose
response depends on not only the bit interval but also the amplitude of the input
signal. Although well-known transformations cannot be applied because of that, the
new interchangeable parameters which represent those; a, b, M , A and Tb together
help us to analyse and design the resonator.
Given a, b, M , A and Tb, parameters ak and m can be determined. First, to
find out ak, the barrier obtained from Eq. (3.3) must be equal to the barrier derived
by A and ak; hb =
√
4a3/27b =
√
4(ak)3A2/27(ak + 1). Then, ak and normalized
45
A can be given by
A =
√
a3(ak + 1)
b(ak)3
=
√
a3
b
An, (3.17)
where
An =
√
(ak + 1)
(ak)3
. (3.18)
Secondly, to determine m and normalized Tb, ak in Eq. (3.18) and a are used
in Eq. (3.16) as
m =MaTb/ak = Tbn/ak, (3.19)
where
Tbn =MaTb. (3.20)
These two normalizations have only one precise solution and bring out a
fundamental analysis of a resonator. Fig. 3.7 is created by these normalizations.
It can be used to determine m and ak parameters indicating the region in which
resonator works. For example, if An = 10 and Tbn = 100, ak ≪ 1 and m ≫ 3. So
the resonator works in the region where SR effect can not be observed (ak ≪ 1),
and BER is low at low SNRs (m ≫ 3). Fig. 3.7 is more practical when compared
to Eq. (3.18).
Similar to this analysis, PSR designs can also be simplified. Essentially, there
are two possible tuning methods; the first one, PSR-1, is determining the optimum
a, b, and M for a given A and Tb [60]. The second one, PSR-2, is determining the
optimum input signal characteristics A and Tb where a, b, and M are given. TheM
parameter is set to 1 for the following designs to have more general expressions. As
stated in Sec. 3.2.3, the variables for optimum BER performance must be chosen
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Figure 3.7: Normalized amplitude and bit interval with corresponding m and ak
parameters
as m = 3 and ak ≪ 1. For PSR-1, the resonator can be designed by
k = Tb/m,
a = ak/k,
b = (ak + 1)/(A2k3).
(3.21)
For PSR-2, A and Tb are determined by Eq. (3.17) and Eq. (3.19) as
k = ak/a,
Tb = m× k,
A =
√
a3(ak+1)
b(ak)3
.
(3.22)
An analysis for a stochastic resonator and PSR designs have been given in
this section. The analysis is based on determining m and ak by the normalized
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amplitude and bit interval of the signal applied to the resonator. PSR methods
are established in Eq. (3.21) and Eq. (3.22). Setting m = 3 and ak ≪ 1 is
sufficient to have an optimum BER performance for these designs. Although PSRs
are simplified and provide significant performance improvement, they may not be
applicable in some circumstances. When PSR is not available, another method,
NSR, can be applied as discussed in Sec. 3.4.
3.4 NSR and Sine-induced SR
When the input signal, s(t), is weak according to the system barriers, the output
cannot transit. In this case, the resonant signal r(t) can help the input to exceed
the system barriers and improve the system performance. The resonant signal can
be either a type of noise as in NSR method or a periodic wave as indicated in this
section. These two resonant signals are going to be compared in terms of BER
performances and power requirements.
NSR can be used when the parameters and the input characteristics are
chosen to have a weak input signal. The PSR-1 design method of Sec. 3.3 is used
to build the resonator to demonstrate an NSR application. Here, the input is a
BPAM signal with A =
√
4/27 and Tb = 9. Critical parameters are set as m = 3
and ak = 3 to observe SR effect, and as a result, resonator parameters are a = 1
and b = 1. If there is only a BPAM signal at the input, the resonator output will
show either positive or negative values depending on the first bit received as in Fig.
3.8 (a). When an AWGN resonant noise with an optimum power (BER is minimum
at SNR, 20log(A/σ) ∼= −14 dB in Fig. 3.5) is added to the input, the output starts
to transient along with BPAM signal as shown in Fig. 3.8 (b).
However, with this method, NSR, suffers from some drawbacks. For instance,
when background noise n(t) is present, the resonant noise r(t) has to be re-adjusted
to have the optimum input SNR. Although it can be easily determined by σ2opt =
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Figure 3.8: Outputs of the stochastic resonator with the parameters; a = 1, b = 1
and s(t) is BPAM with A =
√
4/27 and Tb = 9. (a) x(t) = s(t). (b) x(t) = s(t)+r(t)
where r(t) ∼ N(µ = 0, σopt = 1.93). (c) r(t) = 2A sin(2π(1.3/Tb)t).
σ2n(t)+σ
2
r(t), background noise power must be known. Even if σ
2
n(t) can be measured,
when σn(t) is already higher than σopt, injecting any resonant noise r(t) will cause a
decrease in performance. Besides these drawbacks, as a source, resonant noise may
demand high power, especially when background noise power is much less than the
optimum one.
A periodic signal is suggested as an alternative to resonant noise. For the
sake of simplicity, it is considered as a sine wave, Bsin(2πft), which can also help
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Figure 3.9: BERs where r(t) is B sin(2πft), and σn(t) = 0 and 0.68 respectively.
the input to exceed the system barrier as shown in Fig. 3.8 (c). It is aimed to
detect effectual sine waves providing a significant performance improvement. BER
performance results for various sine waves are illustrated in Fig. 3.9 where σn(t) = 0
and σn(t) = 0.68 respectively. When σn(t) = 0, there are many sine waves providing
error free output signal of which performance cannot be plotted in log scale, and
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Figure 3.10: Frequency and Amplitude couples (dots) providing lowest BERs and
fitted curve (solid) given in Eq. (3.23).
there is a pattern restricting the amplitudes, B, and the frequencies, f . Such as in
Fig. 3.9 (b), this pattern is narrowed by the background noise (σn(t) = 0.68), thus,
output is not error free any more. For this example where m = 3, ak = 3 and SNR
= −5 dB, a basic curve fitting is applied to find out the best f and B couples as
illustrated in Fig. 3.10. The fitted curve for resonant sine waves can be given by
f × Tb = 1
1−B/A +B/A+ 0.3. (3.23)
Choosing B ≥ 2A and f ≥ 1/Tb, the BER decreases significantly. On the other
hand, the power of the sine wave is basically B2/2. To consume less power, B must
be 2A and f is thus 1.3/Tb.
Both NSR and sine wave SR can be compared in terms of performance and
power issues. It is clear from Fig. 3.11 that NSR cannot enhance the performance
further than that obtained by the optimum background noise. However, sine wave
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Figure 3.11: BERs where x(t) = s(t) + n(t) + r(t) and n(t) ∼ N(0, σ2n). NSR
performance with r(t) ∼ N(0, σ2r ). Sine wave SR performance with r(t) =
2A sin (2π(1.3/Tb)t).
SR decreases the BER as much as a PSR method does. When it comes to power
requirement, it is seen that resonant noise power, σ2r(t), is between 0 and σ
2
opt, while
the power of sine wave is always B2/2. The minimum power consumption in sine
wave SR is only 10log((B2/2)/(A2)) = 3 dB so that σ2r(t) is always greater than
B2/2 where SNR > SNRopt + 3 dB. It can be concluded that whilst sine wave SR
needs less energy and does not requires an adjustment depending on background
noise, it provides an increase in performance.
3.5 Conclusions
A stochastic resonator can be used as an alternative signal processing tool at
low SNRs and potentially applications where size and energy considerations are
paramount. Owing to the expressions given for steady states and transition time,
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comprehension and application of this resonator becomes attainable. Furthermore,
the analysis shown here simplifies the application of PSR methods. A resonator
filters the background noise and thus, the system performance can be enhanced
considerably by the means of only two parameters a and b. While digital filters
are providing a similar performance with hundreds of coefficients, having only two
coefficients may be the most significant advantages of the resonator. Finally, it was
shown that a sine wave, proposed as a resonant signal instead of noise where PSR
methods are not available, did not need a tuning process corresponding to the back-
ground noise. The evidence presented thus far supports the idea that a sine wave
supplies a better performances enhancement while decreasing the complexity and
power consumption.
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Chapter 4
Deterministic and Stochastic
Resonant Signals
In Chapter 3, a periodic signal, namely a sine wave, has been introduced to the input
in addition to the noise. It has been shown that the sine wave can also resonate
with the BPAM signal at certain amplitudes and frequencies, which is similar to the
existence of a certain noise level in SR. However, they provide significantly different
performance enhancements. For example, the sine wave can keep decreasing BER
in response to the increase in SNR, while the noise only case is limited to the BER
obtained at the optimum SNR. The presence of these two cases necessitates a study
on the resonant signals, themselves.
In this chapter, the resonant signals are examined in four categories; deter-
ministic signals, white noise with different distributions, colour noise, and band-
limited noise. Signals defined in each category are applied to the resonator in Sec.
3.2, where the information signal and system design are given in Sec. 3.4.
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4.1 Deterministic Resonant Signals
Deterministic signals, studied in here, are sine wave, square wave and triangle wave
which are all periodic. The reason for calling them deterministic instead of periodic
is that when they resonate with the BPAM, there is only one SNR for a given BER.
It means that one can be determined from another. However, this is not possible
for stochastic resonant signals as there are two SNR levels matching with one BER.
These deterministic signals can be defined by three parameters; amplitude,
B, frequency, f , and phase, θ, where their expressions are given by
r(t) =


B sin(2πft+ θ) , sine wave
B sgn(sin(2πft+ θ)) , square wave
B 2pi arcsin(sin(2πft+ θ)) , triangle wave
(4.1)
These parameters for resonant signals can be obtained by means of simulation which
is similar to the parameter search performed in Sec. 3.4. As that search does not
cover phase parameters, θ, the simulation can be extended by setting a random
phase variable with uniform distribution for each SNR; θ ∼ U(0, 2π). In addition
to that, the system needs to be simulated also for SNRs lower than that of resonant
background noise. Therefore, the search is carried out for lower SNRs (−14 dB and
−17 dB) as well as for higher ones (0 dB and −10 dB).
The simulation set-up can be given as following. The system input, given
in Eq. (3.1), consists of a BPAM signal, s(t), with amplitude A =
√
4/27 and
pulse (bit) duration Tb = 9 s, a background noise ,n(t), and a resonant signal r(t).
The system parameters are a = 1 and b = 1. For the simulation, discrete forms
s[i] = s(its), n[i] and r[i] are defined where the sampling period is ts = Tb/100
and i denotes ith sample. The resonant signals amplitude, B, and frequency, f , are
normalized by corresponding parameters of s(t).
The background noise samples are considered as Gaussian random variables
55
with zero mean and a variance, n[.] ∼ N (µ, σ2). Then, SNR in dB is determined as
in Sec. 3.2.3. Finally, the resonator output is obtained from Eq. (3.2).
The simulation is performed for each and every resonant signal with (B/A ∈
{0.5 : 0.5 : 10}, fTb ∈ {0.5 : 0.5 : 10}). In order to obtain the BER, the signs of
samples y[iTb/ts] from a 1×103 bit long output are compared with those of s[iTb/ts].
The results are illustrated in Fig. 4.1, Fig. 4.2 and Fig. 4.3, for sine, square, and
triangle waves respectively.
Results show that these deterministic signals can drastically improve the
system performance. For some (B/A,fTb) signal settings, no error is detected during
the simulation at SNR = 0 dB. When the SNR is decreased to −10 dB, errors occur
for any deterministic signal. However, BERs obtained from those (B/A,fTb)s are
still less than that of the noise, BER = log10(0.08) = −1.1 at SNR = −14 dB as
given in Sec 3.4.
On the other hand, when SNR ≤ −14 dB, the deterministic resonant signals
cannot provide a better BER performance than the noise. However, in that case,
there is no need for a resonant signal as the background noise performs optimally.
Therefore, it is necessary to specify (B/A,fTb) parameters for SNR ≥ −14 dB.
In the figures (a) and (b) corresponding to SNR = 0 dB and SNR = −10 dB,
it can be observed that the resonant signal parameter B/A is directly proportional
to fTb as the minimum BERs falling over the (B/A,fTb) surface contours. Assuming
that these lines overlap at the bottom of the BER surface, the coordinates (B/A,fTb)
of this bottom line give the resonant signals.
This contours can be obtained by means of a surface fitting. Due to the
randomly chosen phase, BER varies from one (B/A,fTb) to another. This causes
a mismatching of minimum BERs. For example, it can be assumed that there is
a function fminBER(B) which gives f resulting in minimum BER for a given B.
Similarly, another function BminBER(f) can be considered.
When the minimum BERs are assigned as values of these functions, the
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Figure 4.1: BER pattern search (a,b,c,d) for sine wave resonant signal where SNRs
are set to 0,−10,−14,−17 dB respectively. The phase parameter for each simulation
is chosen randomly θ ∼ U(0, 2π). The fitted surface (e) for minimum BERs at
SNR= −10 dB.
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Figure 4.2: BER pattern search (a,b,c,d) for square wave resonant signal where
SNRs are set to 0,−10,−14,−17 dB respectively. The phase parameter for each
simulation is chosen randomly θ ∼ U(0, 2π). The fitted surface (e) for minimum
BERs at SNR= −10 dB.
58
-3
10
-2.5
-2
8
-1.5
lo
g 1
0(B
ER
)
106
-1
B/A
8
-0.5
4
f x Tb
6
42 2 -3
-2.5
-2
-1.5
-1
-0.5
(a)
-3
10
-2.5
-2
8
-1.5
lo
g 1
0(B
ER
)
106
-1
B/A
8
-0.5
4
f x Tb
6
42 2
-2
-1.8
-1.6
-1.4
-1.2
-1
-0.8
-0.6
-0.4
(b)
-1.4
10
-1.2
8
-1
-0.8
lo
g 1
0(B
ER
)
106
-0.6
B/A
8
-0.4
4
f x Tb
6
42 2 -1.3
-1.2
-1.1
-1
-0.9
-0.8
-0.7
-0.6
-0.5
-0.4
-0.3(c)
-1
10
-0.9
-0.8
8
-0.7
-0.6
lo
g 1
0(B
ER
)
106
-0.5
B/A
-0.4
8
4
-0.3
f x Tb
6
42 2
-0.8
-0.7
-0.6
-0.5
-0.4
-0.3(d)
-0.5
-1
-1.5
-2
-2.5
10
8
6
4
2
2
4
6
8
10
B/A
lo
g
1
0
(B
E
R
)
(e)
f
minBER
(B)
B
minBER
(f )
Fitting
f x T
b
Figure 4.3: BER pattern search (a,b,c,d) for triangle wave resonant signal where
SNRs are set to 0,−10,−14,−17 dB respectively. The phase parameter for each
simulation is chosen randomly θ ∼ U(0, 2π). The fitted surface (e) for minimum
BERs at SNR= −10 dB.
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mismatching appears within a valley shaped surface. These BERs at SNR = −10
dB and fitted surfaces are illustrated in the 5th plots of the corresponding figures.
For fitting, the function used is
log10(BER) = c0,0 + c1,0
B
A
+ c0,1fTb + c1,1
B
A
fTb + c2,0
B2
A2
+ c0,2f
2T 2b (4.2)
When B/A is considered as a constant, the derivative of Eq. (4.2) in respect to fTb
provides the resonant fTb as
0 = c0,1 + c1,1
B
A + 2c0,2fTb
fTB = − c0,1+c1,1B/A2c0,2
(4.3)
where the fitting results are c0,1 = [0.1398, 0.0467, −0.0086], c1,1 = [−0.1338,
−0.1691, −0.1691], and c0,2 = [0.0623, 0.0570, 0.1064] for [sine, square, triangle]
waves, respectively.
The resonant signal parameters (B/A,fTb) obtained from the surface fitting
are illustrated in Fig. 4.4. In the first plot, it can be seen that the amplitudes
are linearly proportional to the frequencies, and the triangle resonant signal needs
amplitudes greater than square and sine waves at high frequencies.
Then the second plot, where the average power is defined by 1/N
∑N
i=0 r[i]
2,
shows that square and triangle resonant signals have almost the same average powers
for a given frequency, and the sine wave always requires more power.
The third and fourth plots are for the BER comparison. It is shown that the
higher the frequency the resonant signals have, the lower the BER can be achieved
in exchange for a power requirement increase. In addition to that, the sine wave pro-
vides the lowest BERs at the lowest frequencies of fTb < 4, while triangle and square
waves need to be used at higher frequencies to obtain better BER performances.
Moreover, the resonant amplitudes are greater than the input A, and this
causes the output to fluctuate, which makes the system phase sensitive. For exam-
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Figure 4.4: The resonant signal parameters obtained by surface fitting, with Nor-
malized Powers P/A2 and BERs.
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Figure 4.5: The outputs (black) of the resonator where there is no resonant signal,
and where the resonant signals; sine, square, triangle at fTb = 5 with B/A =
[5.7, 3.65, 6.24], are added to the input, s+ n (gray). SNR = 0 dB.
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ple, if fTb = 5, then Eq. (4.3) gives the resonant amplitudes B/A = [5.7, 3.65, 6.24].
While these signals are improving the system performance, they introduce a signif-
icant fluctuation to the output, which is illustrated in Fig. 4.5.
It can be seen that the resonant signals benefit the system in the same way
as was shown in Chapter 3. They help the input to cross the barrier hb and keep the
output level until input changes. In addition to that, the fluctuations caused by the
resonant signals have almost the same peak-to-peak values, although amplitudes at
the input are considerably different.
Furthermore, it seems that the system itself has already suppressed the back-
ground noise. Considering the resonant free case, the output fluctuation is weak and
it follows the input with a mean difference. As the decision threshold of the sign de-
tector is not on that mean, it may lead to lower BERs if the threshold is determined
accordingly. Similarly, a weak fluctuation is also present for outputs of the resonant
signal. Together with the strong resonant effect, the weak random variation closes
the gap for the threshold values. Therefore, the outputs with and without a resonant
signal need to be analysed in terms of the decision threshold in order to clarify the
benefit of the resonant signals. This can be analysed by the means of eye pattern.
4.1.1 Eye Pattern
The eye pattern reveals significant properties of the signals; such as the sensitivity
to decision timing, optimum sampling time, peak distortion, etc. By definition, an
eye pattern is obtained by plotting the delayed copies of the signal over and over.
However, it may not be effective as the outputs being analysed here contains a high
frequency component with noticeable magnitudes. As an alternative, considering
the eye pattern as a screen with a number of pixels, if BER for every pixel is found
and coloured accordingly, an eye pattern can be obtained.
With this method, eye patterns for the outputs are represented in Fig 4.6.
The horizontal axis consists of a hundred samples. The vertical one is limited by the
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Figure 4.6: Eye patterns of outputs; without a resonant signal and with sine, square,
triangle resonant signals, respectively where SNR = −10 dB
interval (−1.5kA, 1.5kA) and divided by a hundred equally separated thresholds. For
each threshold and sample, BER is calculated, and its value in log scale determines
the colour. While ’black’ denotes BER = 10−3, ’white’ is used for BER = 0.5. The
corresponding colour bar is placed next to the pattern. The vertical dashed line
indicates where the present bit ends and the next starts.
The first pattern in Fig 4.6 shows that the output without resonant signal
does not benefit from a threshold value, but zero. As the BPAM signal does not
cause a change in the output’s sign, it follows the BPAM with a mean. This mean is
present for both positive and negative outputs, and the noise causes output to switch
from one mean to another randomly. However, as mentioned before, the noise is
already suppressed by the resonator, so the random switching between these means
occurs rarely and evenly at the given SNR. Therefore, setting a threshold according
to one mean always fails when the output switch to another mean. The results are
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log10(BER) = −0.98 and −0.93 at thresholds ±0.71 = ±0.62 kA and 0. As the
difference between BERs is negligible, it can be said that the zero and optimum
thresholds provide the same BER performance.
The other three eye patterns are for sine, square and triangle waves, respec-
tively. It can be seen that these deterministic resonant signals decrease the BER
significantly. However, the outputs become more sensitive to the decision time and
threshold. As the lowest BER levels appear between two close periodic signals with
high amplitudes, any independent change of the decision time and threshold can
cause a drastic increase in BER.
For instance, when the resonant signal is absent, the minimum BER level is as
wide as 0.23 Tb = 23 samples ∼ 1/4 Tb at the zero threshold, and its height is about
1.8 = 1.56 kA for decision sample at Tb. However, the minimum BER levels for sine
and triangle waves are in a form of one period sinusoid, and the level for square
wave is more like one period triangle. From the peaks of that one period forms,
the maximum widths and heights for sine, square, triangle waves can be given by
[5, 6, 9] samples and [0.4, 0.45, 0.49] kA, respectively, while the corresponding BERs
are log10(BER) = [−1.95,−1.7,−1.95]. Therefore, the deterministic resonant signals
increase the BER performance in the exchange for shrinking the area of optimum
decisions.
4.1.2 Resonators in Parallel
The optimum decision area can be widened by using two resonators connected in
parallel. The shrinkage is mainly due to the fluctuation at the resonant frequency.
Assuming that the phase does not vary from one pulse to another, the fluctuation
can be considerably weaken by adding two outputs with resonant signals having π
phase difference in between. This two-resonator configuration is illustrated in Fig.
4.7.
Similar to the simulation of a single resonator, the eye patterns are obtained
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Figure 4.7: The two-resonator receiver dealing with the fluctuations caused by a
sinusoidal resonant signal.
from 0.5 times the output sum, and presented in Fig. 4.8. The first eye pattern is for
noise only inputs. As there is no resonant signal, two different noises with the same
properties are applied. For the other three eye patterns, all inputs experience the
same noise signal. The results for noise only, sine, square, and triangle waves can be
summarized as following; the maximum widths are [6, 16, 20, 13] samples, maximum
heights are [0.15, 0.33, 0.45, 0.33] kA, and log10(BER) = [−1.36,−2.1,−2,−2.1], re-
spectively.
The results show that BER performances are slightly increased by the use of
two resonators in parallel, and more importantly the eye patterns are widened sig-
nificantly. When the resonant is absent, the two resonators decrease BER from
10−0.98 to 10−1.36, and set the optimum threshold back to 0. When the reso-
nant is introduced to the system, due to the π phase difference of resonant signals
(− sin(ωt) = sin(ωt + π)), the fluctuation at the resonant frequency seems almost
eliminated. The remaining fluctuation is about 5 times weaker at 2 times the reso-
nant frequency. This results in 2 to 3 times wider eye patterns.
In terms of the pattern height, it is found that two resonator configuration
causes the pattern to close by up to 33%. However, the optimum sampling area,
width × height, is increased, and its centre is also moved on to the zero threshold.
Therefore, this coupling allow the output to be decoded in a feasible way. Further-
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Figure 4.8: Eye patterns of outputs from two resonators; without a resonant signal
and with sine, square, triangle resonant signals, respectively where SNR = −10 dB
more, better results can be obtained by using an array of resonators. In that case,
the phases needs to be determined accordingly.
Finally, regardless of coupling, the deterministic resonant signals provide a
BER performance improvement for SNRs higher than that of optimum noise as in
Fig. 4.9. While the outputs are decoded by a single threshold, BER curve for
the background noise is not monotonic and increases back to 0.5 at high SNRs.
Another reason for that is the noise samples being Gaussian distributed. If there
is a probability of receiving samples higher than the barrier hb, then there is a
probability of a change in mean which results in the decoding failure as in Fig. 3.4
and Fig. 3.8.
However, a periodic signal deliberately makes BPAM amplitudes greater than
hb within a period. In the resonance case, the amplitude and frequency of the peri-
odic signal guarantee the resonator to switch and keep its output values according
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Figure 4.9: BER curves for resonant signals and for receiver configurations.
to BPAM input within the symbol interval. Therefore, any noise level distracts the
system from synchronizing with the periodic resonant. As a result, the error rate
monotonically increases in response to noise power increase.
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4.2 White Stochastic Resonant Signal
A stochastic signal also resonates with the system and enhances the performance. In
the previous section, the noise samples are i.i.d. random variables which are also the
Gaussian white noise (flat power spectrum). It has been shown that the background
noise leads the system to make less errors, and there is a minimum BER which the
system can achieve at an optimum noise power. When the background noise power
is less than that optimum power, the Gaussian white noise with adjunct power can
be added deliberately in order to decrease the error probability. Therefore, the noise
with sufficient power is called stochastic resonant signal. However, it is not limited
by the type of distribution and the shape of the frequency spectrum.
The effect of probability distribution can be examined in terms of the average
power of the resonant signal. While the probability of each value, that a random
variable can take, is determined by its distribution, the average power, Pn, gives the
expected square of that variable, lim
K−→∞
1
K
∑K
k=1 r[i]
2. Although the information of
sign is removed, this expected power, together with the variable mean, defines an
interval in which the signal spread out. In addition to that, if the resonant noise
have a flat power spectrum, the mean requires to be zero. For these reasons, Pn is
introduced to the resonant signal samples as below.
r[i] =


√
3PnR ,R ∼ U(−1, 1)
√
PnR ,R ∼ N (0, 1)
√
PnR1R2 , R1 ∼ N (0, 1), R2 ∼ N (0, 1)
(4.4)
In Eq. (4.4), the three different distributions; uniform, normal (Gaussian),
and normal product are used to define the resonant signal where R is a random
variable. The corresponding to cumulative distribution functions (CDFs) are illus-
trated in Fig. 4.10 to provide the comparison between resonant signals. For example,
60% of the resonants’ samples are going to be between [−1.1, 1.1], [−0.8, 0.8] and
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Figure 4.10: CDFs of the stochastic resonant signals with flat spectrum where Pn =
1.
-20 -15 -10 -5 0
SNR(dB)
10-1
BE
R
uniform
Gaussian
Prod Gaussian
(a)
-16 -15 -14 -13 -12 -11
SNR(dB)
0.07
0.08
0.09
0.1
0.11
0.12
0.13
BE
R
(b)
Figure 4.11: The BER performances of stochastic resonant signals with the flat
spectrum and different CDFs. SNR increments; 1 dB (a) and 0.1 (b)
[−0.5, 0.5], respectively. Similarly, the probabilities of a sample being greater than
√
Pn = 1 are 0.2, 0.15, and 0.1. Therefore, the resonant powers can be associated
with the distribution differences.
In order to find out the power required for these stochastic signals to resonate
with the system, BER performances are obtained from the simulation of 105 bits long
input where the background noise is absent. The results in Fig. 4.11 (a) and (b) show
that the resonant powers are 13 dB -14 dB and the corresponding BERs≈ 0.07−0.09.
Due to the simulation of a certain number of bits, these BER curves fluctuate within
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the 95% confidence interval ±√105(0.9)(1 − 0.9) 2/105 = ±1.8×10−3. Therefore, it
can be inferred that, a flat spectrum stochastic signal whose samples are uniformly
distributed provides a better BER performance than those with normal and product
distributed samples.
More importantly, regardless of the distribution type, a stochastic signal
interacts with the background noise. While a deterministic resonant works with
the system and BPAM, the background noise is regarded as a destructive signal.
However, when the resonant is stochastic, the background noise becomes a part of
the resonance process. According to the central limit theorem, this involvement
results in a stochastic signal to be a normal distribution with the sum of operands’
power. Therefore, the stochastic resonant signals also need to be analysed together
with the background noise.
In Fig. 4.12, the simulation results for this analysis are presented. In the first
column (a,d,g), it can be seen that noise-resonant interaction is mainly based on their
powers. For example, where both distributions are normal, the result’s distribution
is also normal. Therefore, BER levels in Fig. 4.12 (d) appears as a quarter circle
whose centre is at zero SNRs. Moreover, these levels are symmetric with respect to
xy axis, which is expected for the sum of two normal random variable.
In addition to that BER performance depends on the shares of noise and
resonant in the power required for resonance. Considering Fig. 4.12 (a,d,g), (a) and
(g) are not symmetric. While log10(BER) = −1.1 level of (a) is slightly wider at the
noise SNR = 0 dB, a different level appears for the same noise power in (g). This is
because these resonant signals and noise have different distributions, and the result
distribution, thereby BER curve, is shaped based on their powers.
The two resonators coupled in parallel are also simulated to examine the
random fluctuations of output. The results are presented in Fig. 4.12 (b,e,h) and
(c,f,i). It is inferred that the phase information of the stochastic signal can be
conveyed to the output. In (b,e,h), the resonant signals differ only in phase, and
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Figure 4.12: BER performances of the stochastic signals where the background
noise is present. The rows are for different distributions, and the columns are for
system configurations. ±r[i] means each resonator experiences the same absolute
value, while r[i], z[i] indicates that there are two i.i.d. signals. SNRs are in dB.
While SNRs for horizontal axes (background noise) are obtained from BPAM power
over noise power, those for vertical axes are from BPAM power over corresponding
resonant’s power. BER levels are given by log10(BER).
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they are uncorrelated in (c,f,i), whilst the BPAM inputs are always the same for
both resonators. The results indicate that there is a significant noise cancellation
based on wide spectrum phase matching. While different resonant signals (c,f,i) can
provide about 0.3 BER decrease, those with π phase difference (b,e,h) lead BER to
decrease drastically from log10(BER) = −1.1 to −3.
In summary, the white stochastic signals resonate with the given system. Its
performance depends on the power and distribution of these signals. If two stochastic
signals are added, the performance is founded on the total power and the distribution
whose power dominates the sum. In addition, when the system is in resonance, its
output provides the optimum information about the phase of stochastic signal as
well as that of BPAM. This makes the noise cancellation applicable.
4.3 Colour and Band-limited Noise
In the Section 4.2, the white stochastic signal, which has a flat frequency spectrum,
has been studied. While white refers to the flat spectrum, other colours are used to
mention different type of spectrum. Their difference is based on the relation between
frequencies and their powers. For example, the brown noise describes the power
spectrum of noise whose density is proportional to one over the square of frequency,
1/f2. Similarly, the violet noise refers to the derivative of white noise whose power
density is proportional to f2. In addition to that, the spectrum of a deterministic
resonant signal has either one frequency component or one with its harmonics, and
the powers are proportional to f2. While there is a similarity between f2 noise
and resonant power, spectrum of resonants are different. Therefore, in this section,
a pre-processed stochastic signal is applied to the system in order to examine the
effect of colour and bandwidth.
In order to obtain stochastic signals differ in colour and bandwidth, Gaussian
white background noise can be processed in the frequency domain. When its DFT
72
-30 -25 -20 -15 -10 -5 0
SNR(dB)
10-4
10-3
10-2
10-1
100
B
ER
Figure 4.13: BER curves obtained from the simulation with color noises where there
is no other resonant and background noise.
is calculated, the magnitude spectrum can be modified by a function to satisfy the
required frequency-power relation. For different colors, this function is considered
as fβ, and for bandwidths, a rectangular function is used. After the spectrums are
formed, the inverse DFT provides the real valued signals. Then, they are solely
introduced to the system in order to observe the resonance.
When system with the inputs; colour noise and BPAM, is simulated, it is
found that colour noise formed by β > 0 is more effective in terms of BER perfor-
mance. The simulation results are presented in Fig. 4.13 where SNR is the ratio
of average powers in dB. As fβ is introduced in magnitude spectrum, here, β = 1
refers the violet noise. It can be seen that the optimum BERs are decreasing by the
increase in β. That is because the difference between noise power in and out the
BPAM’s base-band depends on beta. The greater β is, the more noise power moves
out of the base-band.
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Figure 4.14: Magnitude spectrums of band-limited noises where the resonance is
observed for each one.
This infers that BER can decrease more if the noise is removed from the band
of interest. Therefore, its frequency spectrum is limited by rectangular functions
shown in Fig. 4.14. The magnitude of each one represents the noise power which
provides optimum BER. The results are given in Fig. 4.15. As the first ones in
each division introduce noise power to the band of interest, their BERs are close to
that of β = 0. Although, the others do not have any component in that band, they
cannot provide BERs smaller than that of β = 0.75.
These two types of noise lead a greater decrease in BER compare to the white
noise, while their power requirements differ significantly. In order to achieve BER
less than the one of optimum white noise, the β > 0 colour noise needs to be applied
with a power higher than the one required for the white noise’s best performance.
However, the band-limited noise can provide such BER at lower power cost, if the
noise band is set out of the band of interest. Moreover, with five times less power
requirement, the base band-limited noise can perform as same as the white noise.
In conclusion, the decrease in BER is limited due to the presence of a stochas-
tic signal, regardless of its properties. For colour noise, it has been observed that
optimum BER for β > 1.25 did not decrease further. For band-limited noise, the
optimum BER was rather limited as it was shown that the performance is propor-
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Figure 4.15: BERs of the band-limited noises where ’div’ indicates the bandwidth,
and the results for each segment from 0 to π are placed from left to right.
tional to the bandwidth. Nevertheless, they are alternative resonant signals as they
enable the trade-off amongst bandwidth, error rate, and power requirement.
4.4 Conclusion
In this chapter, deterministic and stochastic signals are examined in terms of their
potential use for the resonance. It has been shown that deterministic ones, namely
periodic signals, whose frequencies are proportional to amplitudes, can resonate
with the system and BPAM signal. As their effects are systematic, the background
noise loses its resonant property and becomes the only source of BER increase. On
the other hand, such a relation between frequency and amplitude causes strong
fluctuations especially in the first harmonic that makes the system phase sensitive.
The eye pattern analysis refers that the phase does not vary by the symbol interval.
Therefore, the first harmonic is eliminated by using two resonators in parallel.
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The stochastic signals are studied in three categories; distributions of white
noise, noise colour, and band-limited noise. As the background noise is considered
white Gaussian distributed, the use of another white resonant signal either with the
same distribution or with a different one did not make a important change in the
performance and power requirement. Then, the coupled resonators are used. The
results indicates that if the background noise is lower than the optimum one, the
performance can be improved significantly by introducing the same resonant to the
both system with π phase difference, which is similar to the noise cancellation in
theory.
The colour and band-limited noises are obtained by modifying the spectrum
of white Gaussian noise. The modification is performed by fβ and rectangular
functions. These noises are considered as alternatives to the white noise and they
provide a trade-off amongst power, bandwidth and performance.
More importantly, it can be inferred that the results demonstrate signs of
signal processing applications such as filtering and modulation. Especially where
the resonance occurs, BER performance and difference between input and output
signals indicates that the system suppresses high frequency components; thereby
making the base-band ones more noticeable at the output. In terms of modulation,
when the deterministic resonants and band-limited noise have no overlap with the
band of interest, the output presents harmonics of deterministic ones and base-band
noise components. Therefore, this system needs to be examined in term of filtering
and modulation capabilities.
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Chapter 5
The Use of Symmetric QPW for
Noise Filtering
In this chapter, a symmetric quartic potential well (SQPW) is considered for use as
a low-pass filter in BPAM receivers. By using the BPAM input to force a change in
the shape of the well, the output can be considered as the position of a particle in the
well. The potential well has been designed to pass the BPAM signal and suppress the
background noise. Within the chapter, DC gain and cut-off frequency are defined
where the potential well is subject to a noise free single pulse. The effects of the
background noise are also discussed. These initial results are applicable to other
pulse modulation methods. Moreover, it is revealed that the cut-off frequency plays
a significant role on the BPAM detector. Finally, a new result for the probability
of error is introduced which clearly shows that the potential well filters out the
background noise as much as a low-pass Butterworth filter does.
5.1 Introduction
The potential well considered here, namely SQPW, which is not necessarily double
well, also has a filter like response which thus results in an SNR gain. The frequency
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response has a pattern similar to a Low Pass Filter (LPF) [30, 34, 73], and in some
cases, linear response functions can therefore be derived [66,94]. What can be noted
is that of all the papers given so far, none of them list their main focus as designing
this SQPW as a filter, focusing instead their efforts upon the SNR gain itself. Thus,
whilst they do provide analysis along the lines of SNR, BER, Mutual Information
etc., the fundamental filtering characteristics; like DC gain and cut-off frequency,
are not presented as a focused contribution.
Therefore, this chapter aims to make a significant contribution to the field
by designing the SQPW as an LPF within a BPAM receiver. Through a process of
designing the SQPW to pass a BPAM signal and attenuate the background noise,
an analytical definition for the DC gain and cut-off is shown. This result, novel
in itself, is then validated through simulation of the SQPW and an output-input
magnitude ratio response (MRR). Further to this, the effect of the background noise
on the MRR is then investigated. Finally, the primary result of the chapter, that of
two equations that define both the probability of error and cut-off frequency for the
SQPW, are shown. These two final closed form equations are new to the literature.
5.2 Receiver Model
The aim is to design a receiver that consists of a SQPW and a detector defined in
Sec. 3.2, and shown in Fig. 3.1.
5.2.1 SQPW
In this chapter, SQPW’s input is considered in the form of Eq. (3.1) where the
received BPAM signal, s(t), is defined by Eq. (3.4), and where the channel is
assumed to corrupt the signal by the addition of white Gaussian noise, n(t), with
autocorrelation function 〈n(t)n(t + τ)〉 = N0/2 δ(τ). The SQPW’s output, y(t),
evolves according to Eq. (3.3), then it is sampled by the detector based on Eq.
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(3.5).
5.2.2 Filter Design
It is known that at high frequencies the output power of the SQPW falls off [30,
66]. Considering that the input noise has a flat spectrum, this fall-off results in
an attenuation. Therefore, |Y (f)|/|S(f) + N(f)| needs to show this attenuation,
which can be defined as an output-input magnitude ratio response (MRR) function
|H(f)|. Although this notation is used for linear systems, it is found convenient
whilst seeking a filter like response.
Assuming that a pulse is applied to the input, and the SQPW is designed
to provide a pulse like shape corresponding to the input, then it can be said that
the SQPW allows that pulse to occur in its output [102]. As the pulse signal is
baseband, this SQPW passes the low (baseband) frequencies. Therefore, the MRR
|H(f)| needs to show the same relation.
In terms of DC response of the SQPW, as defined in Sec. 3.2.1 where the
output is y = k ×A, the DC gain of LPF can be considered as
|H(0)| = k. (5.1)
The frequency response is a more complex problem, and is related to the
timing. Although the SQPW’s response in time domain is carefully examined in
Sec. 3.2.2, the understanding of frequency response can be simplified by an example
as follows. Considering the SQPW’s output, y(t), reaches ckA at t = T where
0 < c ≤ 1, the integral of Eq. (3.3) from t = 0 to T can be given by
ckA− (−kA) =
∫ T
0
(ay − by3)dt+
∫ T
0
Adt, (5.2)
where T is the specific time. In order to simplify Eq. (5.2), the output is assumed
anti-symmetric, which makes the integral of y3 zero. Thus, it can be written that
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1 < T/k ≤ 2 which shows that T = 2k is the critical time for the output to be
stable at the end of each pulse. Therefore, the SQPW passes the transmitted signal
if Tb ≥ 2k, which means that the cut-off frequency of the system is
fc ≤ 1/(2k). (5.3)
5.3 Simulation Method and MRR
The design above can be verified by a simulation. This requires a specific treatment,
known as SDEs, and needs to be considered in discrete time.
5.3.1 Heun Scheme
The output of the chosen SQPW evolves according to Eq. (3.3) which is a one
dimensional SDE and can be solved by SDE integration schemes.
Firstly, it has to be written in the generic form that is given by x = f(x) +
g(x)ξ(t), where x represents y, f(x) = ay − by3 + s(t), g(x) = √N0/2, and ξ(t) ∼
N(0, 1). Considering the discretization, the formal integration with the step size h
is given by
x(h)− x(0) =
∫ h
0
(f(x) + g(x)ξ(t))dt. (5.4)
Secondly, a method to solve this integral has to be chosen. In [51], SDE
integration schemes; Euler Scheme, Exact Propagator, Heun Scheme and Full Algo-
rithm are provided with their accuracies. Among those methods, the Heun scheme
is considered since it promises a better accuracy and needs less computational effort.
It is applied in two steps as,
x1 = x(0) +
√
N0
2
Z(h) + hf(x(0)) (5.5)
x(h) = x(0) +
√
N0
2
Z(h) +
h
2
(f(x1) + f(x(0))) (5.6)
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where Z(h) is a Gaussian random variable with zero mean and a variance which is
equal to the step size h [51].
5.3.2 MRR without Noise
To verify the design, a pulse without the noise term is applied to make the output
change from −kA to kA, then the frequency response is obtained from |H(f)| =
|Y (f)|/|S(f)| by calculating the DFTs of both input and output.
As it is desired for the pulse to occur at the output, hereafter the potential
barrier is eliminated by a = 0 and consequently there is no more restriction upon
A. The fact is that increasing |A| leads a to lose its effect on the output, and the
minimum width of the well, that dominates the maximum output values, depends
on b. Additionally, k is set to Tb/m where m > 2. Then, the simulation is carried
out for different m parameters, which shows how the frequency response evolves.
The results are illustrated in Fig. 5.1. Defining |H(fc)|/k = 1/
√
2 where
fc is the cut-off frequency, it is found that m shifts |H(f)|/k and consequently the
cut-off frequency is well-fitted by the expression
fc ≈ 0.2047m
Tb
≈ 1
5k
. (5.7)
Here, Eq. (5.7) verifies via simulation that Eq. (5.3) is correct. Defining the
bandwidth from DC to the first null in the frequency spectrum, m = Tb/k ≥ 5 keeps
the signal bandwidth in the pass-band.
By simulation, the design has been verified. It is found that the DC gain is
|H(0)| = k as determined previously where Tb > 2k. As can be seen, this is equal
to Eq. (5.1), thus verifying its correctness. Moreover, decreasing k shifts the |H(f)|
curve towards higher frequencies.
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Figure 5.1: Normalised frequency response |H(f)|/k where a = 0, b = 1/(k3A2),
k = Tb/m, m = 2 : 20 (from left to right). The input is A = 1, Tb = 1, and
ts = Tb/10
3. The insert gives the normalised cut-off frequencies of each curve.
5.3.3 MRR with Noise
The MRR is dependent on not only the transmitted signal but also the noise term.
Although the noise term was not taken into account previously, those features of
the MRR must be considered as references. When the noise term is considered,
accordingly, the MRR changes.
To define the input noise power, the SNR per bit is used as the noise has an
infinite number of frequency components. It is denoted by γb and given by Eb/N0
where Eb is the pulse energy and equals to A2Tb for BPAM signal [1].
Then, in order to observe the effect of noise, the SQPW is simulated. The
results are illustrated in Fig. 5.2. It shows that the slope in the attenuation band
stays almost the same and the noise can decrease DC gain considerably.
The noise plays a significant role on fc. Although the slope does not change,
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Figure 5.2: Normalised frequency response |H(f)|/k where a = 0, b = 1/(k3A2),
k = Tb/m, m = 5, A = 1, Tb = 1, γb = −10 : 10 : 30 dB, and ts = Tb/103. The
insert illustrates the normalised cut-off frequencies (solid) and DC gain (dashed).
DC gain varies depending on γb. By definition, fc is determined from |H(fc)| =
|H(0)|/√2. Thus, the cut-off frequency can be derived from
10 log(φ(γb))− 10 log(|H(0)|/k)
log(TbfNc )− log(Tbf0c )
≈ −10 dB
decade
(5.8)
where φ(γb) is a function of γb, f
N
c and f
0
c are the cut-off frequencies with and
without noise respectively. Therefore, fc can be written in a general form as
fc =
1
ckφ(γb)
, (5.9)
where c is a coefficient. Assuming that φ(γb) is always positive and it tends towards
0 while decreasing γb, the noise increases fc.
In concluding this key result, it implies that at high SNRs, the noise slightly
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decreases fc, whilst, at low SNRs, it decreases the DC gain and increases the cut-off
frequency.
5.4 BER Performance of Receiver
5.4.1 The Effect of Cut-off Frequency
Besides the MRR, the error performance is also needed to validate the filtering
capability of the SQPW. If the noise is filtered out, the output SNR must be greater
than that of the input. As the output SNR is generally used to obtain the probability
of error, the BER of SQPW can provide the SNR at the output. In order to reveal
the BER performance of the receiver, it is simulated under various γb.
Assuming that transmitted signal power stays in 1/Tb bandwidth, for ideal
case, the output SNR would be γbTb and increasing cut-off frequency only makes
more of the noise component pass. If so, for the receiver, the output SNR can be
given by SNRo = γb/fc where fc > 1/Tb.
To verify this relation between SNRo and fc, the BER performance of the
receiver is obtained by means of simulation. For each γb, simulations continue until
the 100th error occurs. The results are illustrated in Fig. 5.3 where the BER curves
from left to right belong to the SQPW with increasing m parameter. The BER
curves follow the same trend, shifted in m. This change in BER, corresponding to
fc given by Eq. (5.9), becomes more noticeable when the curve fitting is applied. It
is found that the error probability Pe (also BER) curves are well-fitted by
Pe =
1
2
exp
(
− γb
(c1m+ c2)
− 1
c3
)
, (5.10)
where c1 = 0.2911, c2 = 0.0424, and c3 = 16.2 with an RMSE = 0.06861 for the
inside of the exponential. Fitted curves are also illustrated in Fig. 5.3. Considering
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Figure 5.3: BER performance of the receiver where a = 0, b = 1/(k3A2), k = Tb/m,
m = 4 : 4 : 20 (from left to right), A = 1, Tb = 1, and ts = Tb/10
3. The black curve
with ’MF’ mark illustrates BER performance of the receiver with the matched filter
instead of the SQPW.
that m > 2 and γb ≫ c1m/c3, Eq. (5.10) can be rewritten as
Pe =
1
2
exp
(
− γb
cfTbfc
)
, (5.11)
where cf , the filter coefficient, is about 0.2911/0.2047 = 1.422. Note that, in general,
the BER is a function of the output SNR in the form of mean over deviation.
Therefore, γb/(cfTbfc) is directly related to the output SNR of the SQPW, which
proves that the input signal frequency components below fc passes. In addition
to that, BER expression Eq. (5.11) is a supplement to the BER equation of PSR
based receiver given in [62]. While the latter one is for the case where input is weak
compared to the barrier potential A≪ hb, the former one, Eq. (5.11), is for A≫ hb.
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Figure 5.4: BER performances of the receiver accommodating either a SQPW (solid)
or a Butterworth filter(dashed). The SQPW is with a = 0, b = 1/(k3A2), k = Tb/m,
m = 5, A = 1, Tb = 1, and low-pass Butterworth filters are with cut-off frequency
1/Tb, and the orders 1 : 5 (from right to left). The time step is ts = Tb/10
2.
5.4.2 BER Comparison with Butterworth LPF
It has been shown that the output SNR is inversely proportional to the cut-off
frequency. Now, it is desired to compare the SQPW with a conventional filter.
Considering Fig. 5.1 and Fig. 5.2, (|H(f)|/k)2 has no ripples in the pass
band, and in the stop band there is a -20 dB/decade slope like a 1st order Butter-
worth filter. However, the SQPW’s stop band consists of two slopes; the first slope
starts from the -3 dB point, applies to a short frequency range, varies with SNR,
and it is steeper than the seconds slope that is fixed at -20 dB/decade. This is an
advantage of the SQPW at higher SNRs compared to the Butterworth filter having
a cut-off frequency at -3 dB regardless of the filter order. On the other hand, the
SNR dependency of its cut-off frequency becomes destructive at lower SNRs.
The effect of this SNR dependency can be observed from the BER perfor-
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mance of the receiver accommodating a SQPW and a low-pass Butterworth filter
separately. The results are illustrated in Fig. 5.4 and verify that, at SNRs lower
than 2 dB, since a 1st order Butterworth has a fixed cut-off frequency, less error
occurs in the output, whilst the SQPW provides an error performance as good as a
5th order Butterworth at SNRs higher than 12 dB.
5.5 Conclusions
In this chapter, a SQPW was designed as a low pass filter for use in BPAM receivers.
The DC gain and cut-off frequency were defined and verified by the SDE simulation
where the potential barrier was not present and where the SQPW was subject to
only one pulse. Then, the effect of noise was examined and discussed. Following
that, an expression for the error performance of BPAM receiver with a SQPW was
obtained and compared with one having the Butterworth filter instead, which also
validates the filtering capability of the SQPW.
As the SQPW is a non-linear system, these filter characteristics vary with
input signals. In addition to that, the SR phenomenon was not observed, conse-
quently the SQPW performance lags behind the matched filter because of having no
potential barrier. However, such a SQPW becomes imperative if traditional ones can
not be realised, even though its non-linearity and performance are not favourable
when compared to the traditional signal processing methods.
As a result, the DC gain and cut-off frequency presented in this work provides
a firm base for the studies on SQPW with pulse modulation methods. The use of
SQPW as a filter is revealed for the cases where the input dominates the potential
barrier, so that the design provides an over-all noise suppression.
The possible further directions can be; investigating the effect of barrier on
the MRR and connecting that effect with SR phenomenon, comparing the perfor-
mances of different pulse modulation methods, and seeking an alternative decision
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making strategy.
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Chapter 6
Derivation of Waveforms
6.1 Introduction
Throughout the previous chapters, it has been shown that a certain fluctuation on
the input signal which is either deterministic or stochastic, helps in extracting more
information from the output. The aim was to increase the input by adding a fluctu-
ation in order to overcome the limits; the system barrier and long transition period.
However, these limits can be considered as design parameters for the modulation
and coding processes owing to the fact that the system equation has a cubic term
which indicates the self modulation.
The modulation is performed by the means of system roots. As mentioned
before, DWP has three roots; one is always real and others are either real or complex
roots depending on the input strength. As a result of this, a set of root dependent
waveforms occurs. The output is composed of corresponding waveforms defined by
the input from this set.
When there are three real roots, the output settles down at one of two possible
levels based on previous output level. Having that information, it means the output
has at least one bit redundancy. Therefore, the coding property can be seen as a
recursive convolutional encoding.
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In this chapter, in order to evaluate the output of DWP, the expressions of
roots dependent waveforms are going to be presented under adequate approxima-
tions by attempting to solve system’s DE. In other words, the waveforms composing
DWP’s output are expressed by functions of the input signal, time, and initial con-
dition.
6.2 Homogeneous ODE
The expression given for DWP is a stochastic non-linear partial differential equa-
tion (PDE). A system driven by DWP has a response that varies from one input
signal to another. It also depends on the past values and those in turn determines
the asymptotes restricting the output’s value. Here, the evaluation will begin by
starting with simplifying the equation, and then finding approximate expression for
the waveforms. These expressions are going to provide a novel solution and to help
to perceive the potential of modulation capability.
The response of DWP evolves depending on initial conditions, input signal
and the time. A function of only these ingredients for the system response can
be written by the means of the roots; such that, a simple arrangement provides a
promising first order non-linear ordinary differential equation (ODE).
The homogeneous form of DWP’s DE is obtained by setting the input x = 0.
Although it has a trivial solution, the analysis of that solution is not the same due to
the fact that its Fourier transform ends up with hyper-geometric functions. However,
for evaluating the modulation capability, it provides the waveforms assigned to the
input zero, and they are different in phases and frequencies.
dy
dt = ay − by3 + x (6.1)
Firstly, the DE given above needs to be solved in order to determine the waveforms.
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The solution for x = 0 can be obtained by separation of variables;
dy
dt = ay − by3
= by(
√
a/b− y)(√a/b+ y)
= bb/a
y
+
−b/2a
y−
√
a/b
+
−b/2a
y+
√
a/b
= 2a
d
dy
ln
∣∣ y2
y2− a
b
∣∣
dy
dt
d
dy ln
∣∣ y2
y2− a
b
∣∣ = 2a
d
dtF = 2a where F = ln
∣∣∣ y2y2−a/b
∣∣∣,
(6.2)
then, ∫
d
dtF dt =
∫
2a dt
F (t)− F (t = 0) = 2at− 0
F (t) = F0 + 2at
y2
y2−a/b = sgn(y
2
0 − a/b)eF0+2at
y2 = a/b
1−sgn(y20−a/b)e−F0−2at
.
(6.3)
As a result, the expression for y can be written as below and it gives real values
when t ≥ 0.
y(t) = sgn(y0)
( a/b
1− sgn(y20 − a/b)e−F0−2at
)1/2
(6.4)
The same solution can be derived by reducing the DE to a linear one. As
this DE is also a Bernoulli Differential Equation, manipulating the derivative by
substitution y = ew/
√
u should give Eq. (6.1);
ay − by3 = dydt
= w′ e
w√
u
− u′2 e
w
(
√
u)3
= w′y − u′2 e−2wy3
(6.5)
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Figure 6.1: The output curves obtained from Eq. (6.4), where m = 5, ak = 5,
A = 1, Tb = 1s. The initials are y0 = ±2.1
√
a/b,±0.1√a/b
then, the result is a system of DEs;
dw
dt = a
du
dt = 2be
2w
(6.6)
which can be easily solved and provides the solution when w and u are placed back
into the dummy function.
y = e
at+c1√
b
a
e2(at+c1)+c2
(6.7)
Obviously, Eq. (6.7) is equivalent to Eq. (6.4), and the constants c1 and c2 can
be determined. These equations are also the waveforms as they are assigned to one
single input x = 0, which makes this process more accurately called modulation.
For the case where input x = 0, the waveforms in time domain are illustrated
in Fig. 6.1. It shows two stable states, and how the output approaches them. When
y0 is greater than the stable state in magnitude, it needs less time to settle and the
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derivative is monotonic, otherwise, settling takes more time and the derivative is
not monotonic.
The phase and frequency spectrum of these waveforms are also illustrated in
Fig. 6.2. In order to make an adequate comparison, the initial outputs are set to the
same distance from the stable state, namely; ±0.99√a/b, and then, the waveform,
which settles in a short period, is modified to make both have the same start and
end values in time. Finally, DFTs are calculated.
Fig. 6.2 shows that there is almost a 30 dB difference in magnitude at low
frequency range, while the high frequency components are almost the same. On the
other hand the difference between their −3 dB points is about 70 Hz. This is due to
the transition periods and shapes. For example, in Fig. 6.1, these periods are 0.05
and 0.15 s, so it is expected for the first one to have three times more bandwidth.
In addition to that, the shapes are approximately like a spike and a ramp, therefore,
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spike one’s energy in respect of the steady state is less than the ramp one as seen
in the frequency spectrum.
As a result, even if the input is zero, there are 4 alternative waveforms that
output can have. These are different in phase, frequency, and energy. The choice is
based on the initial condition, which means that this is a modulation scheme with
memory. Certainly, one single input is not the case for communication, so following
this, the inhomogeneous DE needs to be solved.
6.3 Inhomogeneous ODE
Considering that x is not zero but a constant, the r.h.s of Eq. (6.1) still has three
roots. However, depending on the value of x, there is at least one real root, and the
other two may have imaginary parts. This happens when the constant is greater
than the barrier, |x| > hb. Nevertheless, the output still evolves in one particular
direction and that can be obtained by applying the same methods.
6.3.1 Separation of Roots
But, first, the roots needs to be known. The r.h.s of Eq. (6.1) is a so-called depressed
cubic, y3 + py + q = 0, and with the help of Cardano’s formula; the roots can be
given by
rl =
(
−1+√−3
2
)l
3
√
− q2 +
√
q2
4 +
p3
27
+
(
−1+√−3
2
)2l
3
√
− q2 −
√
q2
4 +
p3
27 ,
(6.8)
where l = 0, 1, 2, and an alternative representation can be
r1 = u+ + u−
r2 = zu+ + zu−
r3 = zu+ + zu−
where
u+ =
1
3√2b
3
√
x+
√
x2 − h2b
u− = 13√2b
3
√
x−
√
x2 − h2b
z = −1+
√−3
2
(6.9)
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Additionally, note that there are some algebraic relations between roots as follows;
r2 + r3 = −r1 (6.10a)
r21 = u
2
+ + u
2
− + 2
a
3b
(6.10b)
r2r3 = u
2
+ + u
2
− −
a
3b
= r21 −
a
b
(6.10c)
u+u− =
a
3b
(6.10d)
These roots appear in Eq.(6.1) as below;
dy
dt = −b(y − r1)(y − r2)(y − r3)
= −b(y − r1)(y2 + r1y + r21 − ab )
= −b(y − r1)(y − r1z−)(y − r1z+)
=
(
A
y−r1 +
B
y−r1z− +
C
y−r1z+
)−1
(6.11)
where,
r1z± = −r1
2
±
√
a
b
− 3
4
r21 = −
r1
2
± w (6.12a)
w =
√
a/b− 3r21/4 (6.12b)
A,B,C = (a− 3br21,2,3)−1 (6.12c)
B,C = A
(
− 1
2
+
3r1
4w
)
, A
(
− 1
2
− 3r1
4w
)
(6.12d)
and, r1 is set to be the always real root. To satisfy |r1| > |r2,3|,
r1 =
sgn(x)
3√
2b
[
3
√
|x|+
√
x2 − h2b + 3
√
|x| −
√
x2 − h2b
]
+ δ(x)
√
a
b (6.13)
As the roots are defined into a standard form, and their relations are given,
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Figure 6.3: The function of time t(y) given by Eq. (6.14), where m = 5, ak = 5,
A = 1, Tb = 1s, y = 2.5[−r1, r1].
a time function t(y) can be derived from Eq. (6.11);
dt
dy = A
d
dy ln |y − r1|+B ddy ln |y − r2|+ C ddy ln |y − r3|
t = (−B − C) ln |y − r1|+B ln |y − r2|+ C ln |y − r3|
= A
(
− 12 + 3r14w
)
ln |y+r1/2+wy−r1 |+A
(
− 12 − 3r14w
)
ln |y+r1/2−wy−r1 |
(6.14)
For the case where all roots are real, Eq. (6.14) is illustrated in Fig. 6.3.
It can be seen that there are three horizontal asymptotes which correspond to the
roots of the system, and the time t increases while y moves towards to the stable
roots.
6.3.2 Transformation
However, in order to define the waveforms associated with the constant input, x in
Eq.(6.1), the output y needs to be given as a function of time y(t). To do so, Eq.
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(6.14) can be transformed by the expression
|y+r1/2y−r1 + wy−r1 | = veu
|y+r1/2y−r1 − wy−r1 | = ve−u
(6.15)
where
v =
∣∣∣(y+r1/2y−r1 )2 − ( wy−r1 )2
∣∣∣1/2
u = 12 ln
∣∣ y+r1/2+w
y+r1/2−w
∣∣ (6.16)
then Eq. (6.14) becomes
t/A = ln
[
(veu)−
1
2
+
3r1
4w (ve−u)−
1
2
− 3r1
4w
]
= − ln v + 3r12w u.
(6.17)
As a result, the time, t, becomes simply a sum of two functions of y, namely;
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ln v and u. These have a non-linear relation, and one can be expressed by a function
of another. This is illustrated in Fig. 6.4 which shows the asymptotes of these
relations. As y has three real roots, there are three asymptotes. The vertical one
belongs to the biggest root r1 which is always real. The one on the left comes from
the second biggest root, and the third is from the root close to the zero.
In order to make the r.h.s. of Eq. (6.17) have a single variable either u or
− ln v, the asymptotes can be used to transform one into another, and those can be
derived from
− ln v = −12 ln
∣∣∣ y+r1/2+wy−r1
∣∣∣− 12 ln ∣∣∣y+r1/2−wy−r1
∣∣∣
u = 12 ln
∣∣∣y+r1/2+wy−r1
∣∣∣− 12 ln ∣∣∣y+r1/2−wy−r1
∣∣∣ (6.18)
The vertical asymtote, V A, where y = r1, is
− ln v −→ −∞
c1 =
1
2 ln
∣∣∣y+r1/2+wy+r1/2−w
∣∣∣
y=r1
V A : u = c1,
(6.19)
and, the oblique asymptotes OAs can be given as below. The OA on the r.h.s of
Fig. 6.4 is for y = −r1/2 + w, as;
− ln v −→∞ , u −→ ∞
c2 = ln
∣∣∣y+r1/2+wy−r1
∣∣∣
y=−r1/2+w
OA : − ln v = u− c2.
(6.20)
The OA on the l.h.s of Fig. 6.4 is for y = −r1/2− w;
− ln v −→∞ , u −→ −∞
c3 = ln
∣∣∣y+r1/2−wy−r1
∣∣∣
y=−r1/2−w
OA : − ln v = −u− c3.
(6.21)
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These three asymptotes intersect each other at the same point;
(u,− ln v) = (c1, c1 − c2). (6.22)
These asymptotes also belong to two logarithmic functions, namely; ln(cosh(.))
and ln(sinh(.)), which can be derived from Eq. (6.15) as well, and can be given by
− ln v =


ln (cosh(u− c1))− cs, r3 > y > r2
ln | sinh(u− c1)| − cs, elsewhere
(6.23)
where cs = ln | sinh(0− c1)| and r1 > 0 > r3 > r2. Before attempting to place these
expressions into Eq. (6.17) in order to derive y(t), the second case, where only one
of the roots is real, needs to be given. To do so, the same steps are followed and
similar results are obtained;
− ln v = ln | sin(u∗ − c∗1)| − c∗s (6.24)
where u∗ = arctan(−iw/(y + r1/2)), c∗1 = u∗(y = r1), and c∗s = ln | sin(c∗1)|, and
finally, Eq. (6.17) needs to be modified as
t/A = − ln v + 3r1−2iw (u
∗ + cpi),where cpi =


π, u∗ < 0
0, u∗ ≥ 0
(6.25)
Up to this point, the time function t(y) is derived from the inhomogeneous
ODE, Eq. (6.14), then transformed into Eq. (6.17) by applying Eq. (6.16). Follow-
ing that, the relation between variables used for transformation is clarified by Eq.
(6.23) and Eq. (6.24). As a result, t can be expressed by a function of one variable,
u. However, its inverse, u(t), is unknown, so the asymptotes given above are going
to used for inversion by introducing relevant hyperbolas.
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6.3.3 Inverse Function
The first case is when − ln v = ln (cosh(u− c1))− cs. Defining Y = − ln v− (c1− c2)
and X = u − c1 moves the asymptotes’ centre to the origin. Then, the curve is
assumed to be a hyperbola given by
Y 2 −X2 = d2
Y =
√
X2 + d2
(6.26)
where d2 = (−cs− (c1− c2))2, if so, the inverse of Eq. (6.17) can be derived as;
t
A =
√
(u− c1)2 + d2 + (c1 − c2) + 3r12w u
0 = k1u
2 + k2u+ k3,where


k1 = (1− 9r
2
1
4w2
)
k2 =
3r1
w (
t
A − (c1 − c2))− 2c1
k3 = c
2
1 + d
2 − ( tA − (c1 − c2))2
u+ =
1
2k1
(
− k2 +
√
k22 − 4k1k3
)
(6.27)
which provides one of the waveforms as below;
1
2 ln
(
y−r2
r3−y
)
= 12k1
(
− k2 +
√
k22 − 4k1k3
)
,where|r1| > |r2| > |r3|
y23(t) = r3 +
r2−r3
1+exp
(
− k2
k1
+ 1
k1
√
k22−4k1k3
) (6.28)
The second case is − ln v = ln | sinh(u− c1)| − cs. This time, one asymptote
is Y axis, so the previous hyperbola is replaced with;
Y = X − d2X
X = 12(Y +
√
Y 2 + 4d2)
(6.29)
where d2 = (2c1 − c2)c1 and u > c1. Then, the inverse can be obtained from Eq.
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(6.17);
t
A = Y + (c1 − c2) + 3r12w 12(Y +
√
Y 2 + 4d2 + c1)
0 = k1Y
2 + k2Y + k3,where


k1 = (1 +
3r1
2w )
k2 = −(k1 + 1)( tA − (c1 − c2)− 3r12w c1)
k3 = (
t
A − (c1 − c2)− 3r12w c1)2 −
9r21
4w2
d2
Y− = 12k1
(
− k2 −
√
k22 − 4k1k3
)
= − ln v − (c1− c2)
(6.30)
which provides another waveform as below;
− ln v = 12k1
(
− k2 −
√
k22 − 4k1k3
)
+ (c1 − c2)
(y+r1/2)2−w2
(y−r1)2 = e
θ,where θ = 1k1
(
k2 +
√
k22 − 4k1k3
)
− 2(c1 − c2)
y13(t) =
1
2(1−eθ)
(
− r1(1 + 2eθ) +
√
r21(1 + 2e
θ)2 − 4(1− eθ)(r21(1− eθ)− a/b)
)
(6.31)
In the same way,
t
A = Y + (c1 − c2) + 3r12w (−12Y − 12
√
Y 2 + 4d2 + c1)
0 = k1Y
2 + k2Y + k3,where


k1 = (1− 3r12w )
k2 = −(k1 + 1)( tA − (c1 − c2)− 3r12w c1)
k3 = (
t
A − (c1 − c2)− 3r12w c1)2 −
9r21
4w2 d2
Y± = 12k1
(
− k2 ±
√
k22 − 4k1k3
)
,
θ± = −2Y± − 2(c1 − c2)
y∗(t) = −12(1−eθ)
(
r1(1 + 2e
θ) +
√
r21(1 + 2e
θ)2 − 4(1− eθ)(r21(1− eθ)− a/b)
)
(6.32)
where ∗ stands for the outer root choice. For r1 or 1, the θ+ is put into the r.h.s.,
and, for r2, θ− is used.
The hyperbolas given by Eq. (6.26) and Eq. (6.29) are shown in Fig. 6.5.
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Figure 6.5: The hyperbolas(black) modelling the curves of (− ln v, u) (red), where
m = 5, ak = 5, A = 1, Tb = 1s, y = 5[−r1, r1].
It can be seen that the exact curves of (− ln v, u) and the hyperbolas have similar
patterns approaching corresponding asymptotes. They intersect each other at the
points set by d and d2. Increasing the number of such point can make the hyperbolas
closer to the exact curves. However, this also ends up with three or higher degree
polynomials of − ln v and u.
A higher degree polynomial may not be necessary at this point because the
output functions, y∗(t)s, give almost the exact (y, t) curves as in Fig. 6.6. In
addition, for the higher ak, the outputs, y∗(t)s, are so close to those obtained from
t(y) that the dummy function method, used in Subsection 6.2, may provide more
details on y(t).
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Figure 6.6: The output y(t)(black) compare to t(y)(red), where m = 5, ak = 5,
A = 1, Tb = 1s, y = 5[−r1, r1].
6.3.4 Dummy Function
The dummy function method is a powerful tool. The homogeneous ODE is solved by
both root separation and dummy function methods. For an inhomogeneous ODE,
although the former method has allowed us to derive an approximate y(t), it fails
when roots cannot be defined. Compared to that, the dummy function is capable of
solving the Bernoulli ODEs without any linearisation as shown for a homogeneous
case, the derivation of Eq. (6.7). However, the dummy function method needs the
ODE in a homogeneous form, therefore the constant, x, is replaced by one of the
root form; x = −ar1 + br31, and the output variable is changed with y = g + r1 to
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find a homogeneous form.
dy
dt = ay − by3 + x
d(g+r1)
dt = a(g + r1)− b(g + r1)3 − ar1 + br31
d(g+r1)
dt = ag + ar1 − b(g3 + r31 + 3r21g + 3r1g2)− ar1 + br31
dg
dt = (a− b3r21)g − b3r1g2 − bg3
(6.33)
If it is assumed that g is a product of single variable functions whose deriva-
tives are a product of derivative of the corresponding variable and power of those
functions, a system with simpler ODEs can be built. For example, considering a
variable, w(t), is a function of t, and a exponential function of which, z(w) = ew,
then, the derivative of z with respect to t gives
z = ew(t), z′ = w′z. (6.34)
For other powers,
z = 1w , z
′ = −w′z2
z = 1√
w
, z′ = −w′2 z3
z = 13√w , z
′ = −w′3 z4
z = wk , z′ = w′kz
k−1
k , k 6= 1
(6.35)
There are 2 and 3 powers of g in Eq. (6.33). So, the dummy function needs
to have three variables; w, v, u, in the power related forms; ew, 1/v, 1/
√
u. Then,
assuming that g is equal to the dummy function that is the product of those variable
functions;
g = ew
1
v
1√
u
, (6.36)
and its derivative;
dg
dt
= w′
ew
v
√
u
− v
′
v2
ew√
u
− v
′
2(
√
u)3
ew
v
. (6.37)
It is also assumed that the derivative of dummy function with respect to t
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is also equal to the derivative of g. But, first, it needs to be written in the same
polynomial form. To do that, the variables which are with their own derivatives can
be replaced by corresponding g representations obtained from Eq. (6.36) without
moving the derivatives, which results in
dg
dt
= w′g − v′
√
u
ew
g2 − u
′
2
v2
e2w
g3. (6.38)
In the case of these coefficients being equal to those of Eq. (6.33), three DEs
can be obtained;
w′ = (a− b3r21),
v′ = 3br1 e
w√
u
,
u′ = 2b e
2w
v2
.
(6.39)
It can be seen that w does not vary with v or u, but t. So, if v and u can be
expressed as a function of w, then the dummy function will be the solution to the
inhomogeneous first order non-linear ODE.
The transitive relation between v and u can be resolved by dividing one by
another and making the derivatives include their own variables. Such that;
u′
v′
=
2be2w
√
u
3br1v2ew
−→ u
′
2
√
u
v2
v′
=
ew
3r1
−→ (
√
u)′
(− 1v )′
=
ew
3r1
(6.40)
Now, it can be assumed that the numerator and denominator have a similar
structure like,
(−1
v
)′ = kθ′eθ and (
√
u)′ =
kθ′
3r1
eθ+w (6.41)
where k is a constant, θ is a function of t, and θ′ is its derivative with respect to t.
v = −(keθ + cv)−1 (6.42)
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If this v is placed into Eq. (6.39), a base expression can be obtained as;
v′ = kθ
′eθ
(keθ+cv)2
= 3br1
ew√
u
√
u = 3br1e
w (ke
θ+cv)2
kθ′eθ
g = − 13br1 θ
′
1+ cv
k
e−θ
(6.43)
which is the derivative of ln (eθ + cv/k). It shows that Eq. (6.28), Eq. (6.31), and
Eq. (6.32) are in accurate forms. The exponentials found in their denominator,
namely θs, can be used for further derivations through an exact solution, or one
may solve the system of DE given by Eq. (6.39). However, the inverse functions are
well defined, which is sufficient to use them in order to represent waveforms created
by the DWP in response to its input.
6.4 Conclusion
In this chapter, the output of DWP has been derived for both homogeneous case (no
input) and inhomogeneous case (step function input), and, as a result, the inverse
functions, namely waveforms, have been obtained. All these waveforms fit into the
model given by Eq. (6.43) which may provide an exact solution for DWP.
In addition, as the waveforms have been expressed by functions of variables;
input, time and initial output only, the DWP’s response to the input can be asso-
ciated with conventional modulation methods. However, the modulation property
needs to be study along with the waveform allocation conditions, hence it has been
shown that the occurrence of waveforms depend on both the input and initial output.
This allocation process can be associated with conventional coding methods.
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Chapter 7
QDWP as Modulator and
Encoder
The modulation is the process of changing the information signal from one form
into another. For analog modulation, parameters of a carrier waveform, mostly
sinusoidal, are varied by the information signal. For digital modulation, a set of
pre-defined waveforms are assigned to the information bit sequences. By this defini-
tion, a system driven by Eq. (6.1) performs both forms of modulation at the same
time. Therefore, in this chapter, one of the waveforms composing DWP’s output
is examined in order to evaluate analog modulation capability. Then, in terms of
digital modulation, the waveform allocation is represented by Markov chain, which
highlights the coding capability of DWP. Finally, both the effect of noise on coding
process, and the use of DWP as a modulator are clarified by simulations of case
studies.
7.1 Analog Modulation
In analog modulations, a waveform called the carrier changes continuously in re-
sponse to the information signal. In the case of carrier being a sinusoid, the modu-
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Figure 7.1: Amplitude Am, Frequency Fm(solid), and Phase Pm(dashed); the pa-
rameters changing by x, where m = 5, ak = 5, A = 1, Tb = 1s, hb =
√
(4a3)/(27b),
hb > x > 0.
lation type is classified depending on the variation parameter; amplitude, frequency,
and phase. By this definition, the system under examination performs an analog
modulation, as the cubic term in Eq. (6.1) causes a self modulation. As a result,
the output’s amplitude, frequency, and phase are all varied with the input.
Considering that a step function with an amplitude x is applied to the input.
If there is a modulation, there is a carrier signal too, and the input changes one or
more parameters of that carrier, which is going to be shown by one of the waveforms,
y13(t). A part of it can be taken as a carrier if it is simplified into;
y13s(t) = r3 +
r1−r3
1+exp((a−3br21)t+ln |r1/r3|)
(7.1)
where the initial output is set to zero, and the input stays in the limits
√
(4a3)/(27b) >
x > 0 which makes this waveform valid. Then, the fractional term can be considered
as a carrier signal written by
yc(t) =
Am
1+exp(Fmt+Pm)
(7.2)
The parameters; Am, Fm and Pm are assumed to be the amplitude, frequency and
phase of the modulation, respectively. All these are non-linear functions of input x
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Figure 7.2: The simplified carrier signal, Eq. (7.2), in time and frequency domains,
where x/hb = 0.2, 0.4, 0.6, 0.8, m = 5, ak = 5, A = 1, Tb = 1s, hb =
√
(4a3)/(27b),
hb > x > 0.
as below;
Am = r1 − r3 = 32r1 −
√
a
b − 34r21
Fm = a− 3br21
Pm = ln | r1r3 | = ln (r1)− ln
(
1
2r1 −
√
a
b − 34r21
) (7.3)
where r1 is a function of x, given by Eq. (6.13). The dependency of these parameters
on x is illustrated in Fig. 7.1. The changes are monotonic. This feature may provide
good separation amongst different inputs if the carrier is a sinusoidal. However, yc
is a base-band type signal, so the changes on parameters can not directly take place
on the output.
Those changes can be observed in time and frequency domains as in Fig.
7.2. In the time domain (a), it is shown that the final value, which the carrier can
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Figure 7.3: The features of simplified carrier; magnitudes at f = 0(solid-left) and
0 < f < f−3dB(dashed-right), corner frequencies, and phases for the input range
where m = 5, ak = 5, A = 1, Tb = 1s, hb =
√
(4a3)/(27b), hb > x > 0.
reach, directly increases with the input as expected for an amplitude modulation.
For the frequency one (a), it is shown that the derivatives of rising curves are slightly
different from each other, and the rising times marked with ∗ are getting shorter
by increasing the input. In the frequency domain (b), magnitude spectrum shows
that increasing the input decreases the magnitudes of baseband components and
slightly increases those at high frequencies, which is why the corner frequencies,
f−3dB marked with ∗, move forward. For the phase modulation (c), it may be hard
to detect the phase difference in time domain, but the phase spectrum indicates
that phases at the corner frequencies vary with the input.
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As a result of this observation, the magnitude of the DC component, the
corner frequency and the phase are directly related to the modulation parameters;
Am, Fm, and Pm, respectively. These features are illustrated in Fig. 7.3 which needs
to be compared with Fig. 7.1. Firstly, Am can be taken directly as an amplitude
parameter of the modulation as it is equal to the DC component |Yc(f = 0)|. Sec-
ondly, Fm needs to be scaled by −3 as it is approximately equal to −3f−3dB. And
finally, Pm can be modelled by a linear function of the phases at corner frequencies
as such; Pm = −11∠Yc(f−3dB) + 22.5.
Through this case study, it is shown that the waveform, y13(t), is a modulated
signal. It carries the information on its amplitude, frequency and phase. This can be
extended for the other waveforms too. However, instead of having such extension,
it is necessary to know how these waveforms are chosen and what is the benefit of
that. For example, based on the initial conditions and the current input, only one
waveform is seen at the output. This dependency on the past and present values with
switching waveforms can not be evaluated with in the context of analog modulation.
Instead, the digital modulation with memory is found to be quite appropriate to
explain such scenario.
7.2 Digital Modulation
The digital modulation is the process of mapping a digital sequence to a signal
sequence. The digital sequence is a stream of M messages in the forms of either
symbols or binary sequences each of length k = log2M bits. And, the signal se-
quence is a stream of the waveforms allocated to the messages. These waveforms are
different in amplitude or phase or frequency, or some combination of two or more
parameters. If the allocation depends on only one message, then this is called mem-
oryless modulation. If it depends on the previous messages as well, then it becomes
a modulation with memory. Therefore, based on this definition, the system, whose
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output driven by Eq. (6.1) with its parameters (a, b) being R>0, employs a digital
modulation method with memory.
This modulation scheme can be effectively represented by Markov chain. To
do that, the sequence of signal waveforms or corresponding indices, ml, together
with the states of the Markov chain, Sl ∈ {1, 2, ..., N} , need to be expressed in the
form of;
ml = fm(Sl−1, Il)
Sl = fs(Sl−1, Il)
(7.4)
where l is the time instant, N is the number of states, I ∈ {1, 2, ...,M} is the
input sequence, fm(., .) and fs(., .) are the output function and the function of the
internal state dynamics of the Markov chain. Additionally, in the case of messages
being represented by binary sequences, each sequence has k bits and similarly each
state can be represented by k(L − 1) bit. Here, L is the constraint length of the
modulation indicating that the modulation depends on the current message and the
most recent L− 1 messages.
Before defining this scheme in the conventional way, the information sequence
needs be prepared for the system as following.
7.2.1 Pre-modulation
The system is driven by the DE, so the input needs to be continuous in time. In
other words, the symbol sequence must be introduced to the system by a modulated
signal. Although this signal can be in any form, the most comprehensive one for the
following steps is going to be a pulse amplitude modulated signal.
In that case, the system input, x(t), is a baseband PAM signal conveying
the symbol sequence I with pulses whose durations are Tb, and the amplitudes are
xi = As(2i − 1−M) where i = 1 :M and As is a positive constant. If Tb is chosen
to be long enough in order for outputs to settle down, the number of all states can
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be given by
Nall =M|x|>hb + 2M|x|=hb + 3M|x|<hb (7.5)
whereM|x|Thb is the number of symbols whose corresponding amplitudes are, respec-
tively, greater than, equal to, and smaller than the system barrier hb. The reason is
that the system has only one real root for |x| > hb. For |x| = hb, all roots are real;
one stable state and one metastable state. |x| < hb has a stable, metastable, and
transitional states. In addition to that, it should be noted; for the given input,
Nobs =M|x|>hb + (1 + sgn(Mx>hbMx<−hb))M|x|≤hb (7.6)
number of states can be observed, and the rest cannot. Nevertheless, all must be
taken into account in the state space, and the reason is that the internal dynamics
of Markov chain uses all of them.
7.2.2 States of Markov Chain
The states of Markov chain for the PAM input are the real roots obtained from the
r.h.s of Eq. (6.1), and all states, Ssymbol,type, can be given by
Si,s = ri
Si,t =


−12ri + sgn(ri)wi , |xi| ≤ hb
∅ , otherwise
Si,m =


−12ri − sgn(ri)wi , |xi| ≤ hb
∅ , otherwise
(7.7)
where ri = fr1(x = xi) defined by Eq. (6.13), wi =
√
a/b− 3r2i /4, i = 1, 2, ...,M ,
and the second indices (s, t,m) stand for stable, transitional, metastable, respec-
tively. Note that in the case of |xi| = hb, Si,t and Si,m are equal, which means there
is just one state not two. However, this is necessary to determine the new state
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Figure 7.4: State transition diagram where the input is PAM4 signal with As <
hb < 3As, showing the transitions corresponding to the input symbols.
simply by
Sl =


Si,s , Si,t = ∅
Si,t , Sl−1 = Si,t
Si,s , Sl−1 ∈ −−−−→Si,tSi,s ∧ Sl−1 6= Si,t
Si,m , Sl−1 ∈ −−−−−→Si,tSi,m ∧ Sl−1 6= Si,t
(7.8)
where Sl and Sl−1 are the current and previous states, and where
−−−−−→
Si,tSi,m defines
a ray with end point Si,t passing through Si,m. From which, the state transition
diagram can be obtained as illustrated in Fig. 7.4 for a four-level PAM (PAM4).
The transitions are independent of time as the input’s pulse duration guarantees to
make output settle into the new state at the destination. It also makes this Markov
chain homogeneous and discrete in time. Therefore, the transition probabilities can
be given in the form of the state transition matrix, P , whose rows are for previous
states and columns for new ones. For example, P of equiprobable PAM4 in Fig. 7.4
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is
S4,s S3,s S2,m S3,m S2,s S1,s
P1>2>1 =


1/4 1/4 1/4 0 0 1/4
1/4 1/4 1/4 0 0 1/4
1/4 1/4 1/4 0 0 1/4
1/4 0 0 1/4 1/4 1/4
1/4 0 0 1/4 1/4 1/4
1/4 0 0 1/4 1/4 1/4


S4,s
S3,s
S2,m
S3,m
S2,s
S1,s
(7.9)
where the index of P1>2>1 is a short form of Mx>hb ,M|x|<hb ,M−hb>x. Then, the
state probability vector can be obtained from lim
l−→∞
P l and given by
S4,s S3,s S2,m S3,m S2,s S1,s
p =
[
1/4 1/8 1/8 1/8 1/8 1/4
] (7.10)
where l can be considered as a transition count starting from initial state l = 0.
Therefore, based on this probability vector, the information acquired by the states
is 2.5 bits per state, although it is 2 bits/symbol at the input. This measure is
basically entropy and it can be determined by the probability vector;
H(S) = −
Nobs∑
n=1
p(n) log2(p(n)) (7.11)
and, if the source of given PAM is equaprobable, and none ofMx>hb ,M|x|<hb,M−hb>x
is zero, it can also be given by
H(S) = −M|x|>hb
M
log2
( 1
M
)
− M −M|x|>hb
M
log2
( 1
2M
)
(7.12)
which shows that the information difference between symbols and states are always
less than a bit for this configuration. Considering that the difference comes from the
coding process, there is no decisions for symbols whose corresponding amplitudes
115
are greater than hb, but for others, a decision is made and it contains the information
of the previous state’s amplitude being greater than that of current transition state.
Therefore, there are k = log2(M) bits for S|x|>hb and k + 1 bits for S|x|≤hb. For the
example above, it can be said that S1,s and S4,s are represented by 00 and 11, and
similarly, S2,s, S2,m, S3,s, S3,m are by 01 1, 01 0, 10 1, 10 0, respectively.
In this sense, the constraint length, L, is less than 2 but greater than 1 as
the transmitted signal is going to carry the information of the current symbol and
the most recent L − 1 = 1 symbol, which does not happen for all the symbols.
Considering the number of states, L can be given by log2(Nobs/M) which is 1.4055
for this PAM4 example.
This finite-state, discrete-time, homogeneous Markov chain is ergodic as well,
which requires being aperiodic and irreducible. The elements of the main diagonal
of n-step transition matrix Pn are non-zero for any n > 0, which means all states
are aperiodic. And, starting from any state, it is possible to reach any state within
n steps, which makes the Markov chain irreducible.
As the states, Si,j, and internal dynamics, Sl=fs(., .), of the Markov Chain
have been defined in detail, the next is to define the waveforms. With that, the
representation of modulation scheme will have been completed.
7.2.3 Waveforms
The waveforms used by this modulation scheme differ in amplitude, frequency and
phase, which result in a multi-dimensional signalling. In Sec. 6.3, it is shown that
there are two different base-waveforms for input |x| > hb and four for |x| < hb chosen
by the initial condition. Then, in Sec. 7.1, it is examined that, even for waveforms
belonging to the same base, parameters; amplitude, frequency, and phase, vary
depending on the initial condition and the current state.
The output is a sequence of those waveforms. It can be considered that they
are segments taken from the base-waveforms which are illustrated in Fig 7.5; Zs∈0
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Figure 7.5: The base-waveforms obtained from Eq. (6.14) where m = 5, ak = 5,
A = 1, Tb = 1s, hb =
√
(4a3)/(27b), x = {2hb, 0.5hb}.
and Zs/∈0 for |x| > hb, Z{s,m}∈t and Z{s,m}/∈t for |x| < hb. These are functions of
the current input xi, which can be given by m = Ztype(Si,s, t) where 0 ≤ t ≤ ∞ and
where m is the output. Its type is chosen depending on the state transition as
Zl =


ZDC , Sl−1 = Sl
Zs∈0 , Sl−1 ∈ −−−−→SI(l),s0 ∧ SI(l),t = ∅ ∧ Sl−1 6= Sl
Zs/∈0 , Sl−1 /∈
−−−−→
SI(l),s0 ∧ SI(l),t = ∅ ∧ Sl−1 6= Sl
Zs∈t , Sl−1 ∈ −−−−−−−→SI(l),tSI(l),s ∧ Sl−1 ∈ SI(l),sSI(l),m ∧ Sl−1 /∈ {Sl,∅}
Zs/∈t , Sl−1 ∈
−−−−−−−→
SI(l),tSI(l),s ∧ Sl−1 /∈ SI(l),sSI(l),m ∧ Sl−1 /∈ {Sl,∅}
Zm∈t , Sl−1 /∈ −−−−−−−→SI(l),tSI(l),s ∧ Sl−1 ∈ SI(l),sSI(l),m ∧ Sl−1 /∈ {Sl,∅}
Zm∈t , Sl−1 /∈ −−−−−−−→SI(l),tSI(l),s ∧ Sl−1 /∈ SI(l),sSI(l),m ∧ Sl−1 /∈ {Sl,∅}
(7.13)
Then, in order to have a continuous output, the point at which the current waveform
starts can be determined by tsp = Z
−1
type(SI(l),s,m = Sl−1) where Z
−1 is the inverse
function. Each waveform also lasts a pulse duration Tb. As a result, the output can
be given by
ml = Zl(SI(l),s, t− Z−1l (SI(l),s, Sl−1)), t : 0 −→ Tb (7.14)
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This process produces a great number of waveforms which can be found by
Nobs(M|x|>hb +M|x|<hb/2). Even for the PAM4, that is 6(2 + 4/2) = 24. However,
they can be categorised to have a simpler analysis. For example, Nobs of them are
pulse signals with corresponding amplitudes, and due to the symmetry, for each
waveform, there is one another with π phase shift. Therefore, (Nobs−1)M|x|>hb/2+
(Nobs/2 − 1)(M|x|<hb)/2 number of waveforms need to be analysed, which is (6 −
1)(2/2) + (6/2 − 1)4/2 = 9 for PAM4. It can be given in a matrix form by
S4,s S3,s S2,m S3,m S2,s S1,s
m =


Z
S4,s
DC Z
S4,s
3,s/∈t Z
S4,s
2,m/∈t ∅ ∅ −Z
−S4,s
4,s∈0
Z
S3,s
4,s∈0 Z
S3,s
DC Z
S3,s
2,m/∈t ∅ ∅ −Z
−S3,s
4,s∈0
Z
S2,m
4,s∈0 Z
S2,m
3,s∈t Z
S2,m
DC ∅ ∅ −Z
−S2,m
4,s∈0
Z
−S2,m
4,s∈0 ∅ ∅ −ZS2,mDC −Z
S2,m
3,s∈t −ZS2,m4,s∈0
Z
−S3,s
4,s∈0 ∅ ∅ −ZS3,s2,m/∈t −Z
S3,s
DC −Z
S3,s
4,s∈0
Z
−S4,s
4,s∈0 ∅ ∅ −ZS4,s2,m/∈t −Z
S4,s
3,s/∈t −Z
S4,s
DC


S4,s
S3,s
S2,m
S3,m
S2,s
S1,s
(7.15)
where mi,j is the output waveform at ith row and jth column which is a segment of
corresponding base-waveform defined by Zstartpointsymbol,type.
When all the waveforms are plotted in time domain, due to their monotonic
properties, a trellis-like diagram can be obtained. However, the energies of input and
output signals are different, for this, one of them may not be noticeable. Therefore,
the average output energy needs to be normalized. The energy in waveform Mi,j
and the average input signal energy can be given by
Ei,j =
∫ Tb
0
(mi,j)
2dt (7.16)
Eavg =
Nobs∑
i=1
Nobs∑
j=1
piPi,jEi,j (7.17)
where Ei,j = 0 if mi,j = ∅, and where P and p are the state transition matrix and
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Figure 7.6: Waveforms in time domain with normalized signal energy and the trellis
diagram where a = 25, b = 750, As = 0.75hb, Tb = 0.15 s.
probability vector. Then, the energy of PAM signal is
Eavg,PAM = 1
M
M∑
i=1
∫ Tb
0
A2i dt (7.18)
As a result, the energy normalization can be done by the ratio of average energies,
so the scaled waveforms are given by
mˆi,j = mi,j
√
Eavg,PAM
Eavg (7.19)
The waveforms for PAM4 are illustrated in Fig. 7.6 which also provides the trellis
diagram.
Fig. 7.6 also illustrates that the waveforms differ in frequency spectrum.
The indicator is settling time which varies from one waveform to another. In order
to show the difference between settling times, those waveforms stay below the main
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Figure 7.7: Waveform shapes (lines) and settling times (reaching at 95% of final
values) (dots) where a = 25, b = 750, As = 0.75hb, Tb = 0.15 s.
diagonal of the matrix given by Eq. (7.15) can be taken as specimens, and be
linearly scaled to have the same start and end points as in Fig. 7.7, in which, the
previous states are indicated by the colours. It can be seen that the settling times
vary with not only the current states but also the previous ones.
These differences in settling times require to be observed in frequency spec-
trums of the waveforms which can be obtained by taking the DFTs. But first, as
they are base-band signals and the pulse interval is too short to give the details of
this band, there is a need to add a tail to the waveforms in order to improve the
resolution. For this, DFTs are taken after inserting a 19× Tb long pulse with their
own end values.
The results, magnitude and phase spectrums are illustrated in Fig. 7.8. The
colours and styles are kept the same as in Fig. 7.7. The corner frequencies of wave-
forms, at which the magnitude falls off −3 dB, are marked by dots. With in the
legend’s order, these frequencies are given by 20.3, 9.3, 6, 26.3, 8.7, 6.3, 23.7, 17, 7.3
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Figure 7.8: Magnitude (in dB) and Phase Spectrums of waveforms with 19Tb long
tails and corresponding amplitudes where a = 25, b = 750, As = 0.75hb, Tb = 0.15 s,
104 number of sample per Tb.
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Hz. Visually, it is easy to follow that while settling time gets shorten the corner fre-
quency increases. If the corner frequency is considered as bandwidth of a baseband
signal, then the information sequence is mapped into a set of bandwidths as well as
their amplitudes.
The difference amongst magnitude levels in the baseband also needs to be
mentioned. There are two reasons for that; states’ amplitudes and waveforms’ band-
widths. The amplitude difference indicates the energy of the waveform, and the
bandwidth tells us where this energy is spread out. For example, states’ ampli-
tudes are S4,s = −S1,s = 3.66, S3,s = −S2,s = 3.17, S2,m = −S3,m = 2.26, and
(amplitude difference, bandwidth)s are (1.4, 9.3 Hz) for −ZS4,s2,m/∈t = mˆ6,4 and (0.9,
8.7 Hz) for −ZS3,s2,m/∈t = mˆ5,4 and (0.9, 17 Hz) −Z
S2,m
3,s∈t = mˆ3,2. Corresponding
magnitude levels are 11.3 10−3, 8.4 10−3, and 5.4 10−3, respectively. Now, consid-
ering the similar bandwidths 9.3 and 8.7 Hz, the amplitude and magnitude ratios;
1.4/0.9 = 1.56 and 11.3/8.4 = 1.35 indicates that there is a linear relation between
amplitude and magnitude level. However, when the bandwidth changes consider-
ably as for 8.7/17 = 0.51 although the amplitudes are the same, the magnitude
level ratio 8.4/5.4 = 1.56 varies with one over square root of the bandwidth ratio;
1/
√
0.51 = 1.4.
The phase spectrums of those waveforms are also different from each other as
in Fig. 7.8. While the phases at corner frequencies can be grouped into two, phases
at a certain frequency, such as 1/Tb, line up in the same order of corner frequencies.
Therefore, this modulation scheme maps the information sequence into the output’s
amplitude, frequency and phase features.
7.3 Noise Effect
A random fluctuation can activate encoding processes on the states. The number of
observable states has been given by Eq. (7.6). In the case where there is no input
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Figure 7.9: State transition diagram for BPAM with As < hb. (solid for noise free,
dashed for noisy input)
that can make the output cross the zero, it gives that the number of observable
states is the same as the number of input levels. In addition to that, if a binary
sequence is mapped into only two levels PAM signal as in BPAM, no matter what
the levels are, only two states are going to be present. In both cases, the choice of the
current state does not depend on the previous state any more. Hence, the entropy
of the states probability vector decreases. In order to overcome this limitation, a
random fluctuation, namely noise source, can be introduced after the pre-modulation
process.
The noise is supposed to make the output jump from one well (either positive
amplitudes or negative ones) to another. In the absence of the noise, observable
states are placed in one well, and transitions between states are deterministic. If
the other states in another well get involved into the process by the help of noise,
then the coding applies to the states. However, the noise also enables undesired
transitions between states. For example, when a BPAM signal, with amplitudes
(As,−As) and As < hb, is applied together with noise, the possible transitions can
be shown as in Fig. 7.9.
As mentioned above, the states lose entropy. Therefore, the effect of noise
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insertion on the state occurrence needs to be examined, which requires the knowledge
of probabilities; zero crossing and state choice. In order to measure the zero crossing
dependence on input, a threshold detector can be placed after the modulator, which
is similar to the receiver illustrated in Fig. 3.1. Then, as there are four states, two
more threshold detector need to be added into the system in order to obtained the
state choice probabilities.
The thresholds of these detectors are for detecting which state is observed
at the end of each pulse. As the pre-modulated input signal is subject to a random
fluctuation, they need to be chosen based on the error probabilities. Defining CDF
of the output values y(nTb) as FY (y) = P (Y ≤ y), then error probability of a single
threshold detector for equiprobable BPAM is given by
Pe(y = θ) =
1
2
(Fy1(θ) + 1− Fy0(θ)) (7.20)
and if there are three threshold detectors, the error probability is
Pe =
1
2(Fy1(θ1) + 1− Fy0(θ1)− Fy0(θ2))sign(y < θ2)
+12(Fy1(θ3) + 1− Fy0(θ3)− Fy1(θ2))sign(y ≥ θ2)
(7.21)
where FY 1(y) = P (Y ≤ y | X = 1) and the input symbols X = {0, 1}. Here,
the thresholds are θ = θ2 = 0 and θ3 = −θ1, and the sum of detectors’ outputs
can take from 0 to 3 for the states from S1,s to S2,s, respectively. Considering the
input bits {0, 1} mapped into the amplitudes {−A,A} where A < hb, the states are
{−kA,−kA(0.5 +√ak/(ak + 1)− 3/4), kA(0.5 +√ak/(ak + 1)− 3/4), kA}. If so,
for the noise free case, θ3 = −θ1 can be given by
θ3 = −θ1 = 1
2
[
kA+ kA
(1
2
+
√
ak
ak + 1
− 3/4
)]
(7.22)
where k and a are determined by Eq. (3.21) if A,Tb, ak,m parameters are given.
The CDFs and thresholds of an example system design are given by Fig.
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Figure 7.10: The conditional CDFs of output y(nTb), where m = 5, ak = 5, A = 1,
Tb = 1s, and the noise is Gaussian distributed with SNR per bit = 8 dB, and where
the output y is split in half by θ2 = 0
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7.10. The first plot illustrates the first and second terms on the r.h.s. of Eq. (7.20),
similarly, the second plot is for Eq. (7.21). Defining the zero crossing dependence as
1− 2Pe(θ = 0) (1 means crossing is solely dependent on the input), it is about 6/10
for this example, and the state occurrence probabilities (state probability vector)
can be given by [4/10, 1/10, 1/10, 4/10]. Then, it can be inferred that the entropy
increases from 1 to 1.7.
This could be valid if there was no intersection of the CDFs. For example,
when bit 1 comes, y/k is supposed to be either between θ1 and θ2 or greater than
θ3, as these are the states assigned to bit 1. However, y/k can be found in values
assigned to other states depending on the threshold choice and the noise power. In
other words, the probability of finding y/k > θ3 is less than 4/10. Therefore, the
states’ entropy needs to be reconsidered after finding the optimum thresholds.
Those thresholds are supposed to provide minimum error probability given
by Eq. (7.21). In addition to that, the error probability, consequently the optimum
thresholds, vary by noise power and that is illustrated in Fig. 7.11. It can be seen
that optimum threshold value for SNR = 8 dB is 0.75, which is already shown in
Fig. 7.10. In this case, state probabilities change to [0.425, 0.075, 0.075, 0.425], so
the entropy becomes 1.6 while Pe = 0.15 is less than 0.2.
Fig. 7.11 also shows Pe of single threshold detector, θ = 0. It is used for
determining the zero crossing dependence which goes to zero while SNR is deviating
from 4 dB. For lower SNRs, this results in shortening the period between zero
crossings while crossing becomes less frequent for high SNRs. In addition to that,
as there are optimum threshold values, it can be inferred that states are separable
only for SNR > 4 dB.
As a result, the increase in entropy together with a decrease in error prob-
ability indicates that the output is encoded. Therefore, by the means of noise, the
coding is enabled. Furthermore, as these two properties are inversely related, an
optimum noise level can be found for the coding process.
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Figure 7.11: The error probabilities of a single threshold θ = 0 case, and three
thresholds cases; θ2 = 0, θ1,3 = ∓θopt and θ1,3 = ∓θfix. Samples are taken at nTb,
where m = 5, ak = 5, A = 1, Tb = 1s.
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7.4 Pulse Width-Position Modulation
The type of modulation depends on the assessment of output. It has been shown that
a noise can activate the coding process for BPAM signal with A < hb. The output
of which configuration has been analysed based on the values of states; namely
amplitudes, which keeps the modulation in the context of PAM. However, the output
also carries the information on its other properties; such as settling time, frequency,
etc. Depending on the property examined, the type of modulation differs. When
the time domain properties; the zero cross timing and settling time, are taken into
account, the modulation type can be named after Pulse Width-Position Modulation
(PWPM).
In order to obtain a feasible PWPM signal at the output, the input PAM
needs to be rearranged. Although the output is always PWPM for any PAM input,
it may not be feasible. For example, any two sequential waveforms given in Sec. 7.2
form a pulse, and that pulse has a shape, amplitude, mean, width, and position.
These properties vary from one waveform couple to another. However, PWPM
requires to have changes on width and position only. Therefore, the input needs to
be determined accordingly.
The shape and amplitude differences at the output can be eliminated by plac-
ing a threshold device just after the modulator. As the waveforms are all monotonic
in amplitude, the output of threshold device is going to be a sequence of pulses with
the same shape and amplitude, whose widths and positions are determined by the
threshold cross timing. However, when the input symbol repeats, regardless of the
threshold choice, the output does not change. In this case, the amplitudes assigned
to symbols can be set higher than hb, while the phase is changing for every other
symbol interval. Therefore, the input x(t) can be given by
x(t) =
∑
i∈Z
(−1)iAI(i)g(t− iT ) (7.23)
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Figure 7.12: The zero cross timing (tz) and settling time (to 95%) (tr) functions
(solids), and simulation results (dots).
where I is the symbol sequence, AI(i) is the amplitude assigned to ith symbol in
the sequence, and g(t) is a pulse with an unit amplitude and T duration. Such an
input, together with adequate amplitudes, can guarantee the zero crossing for every
symbol.
The input amplitude, A, determines the zero cross timing and settling time,
which is illustrated in Fig. 7.12 for the system with parameters a = 25 and b =
750. The results (dots) belong to the transitions from corresponding states to their
negatives. Defining the zero cross timing as a function tz(A) and settling time as
tr(A), they can be fitted by
t(A) =
c1A+ c2
A2 + c3A+ c4
(7.24)
where the constants are [ 0.3025, 0.9526 10−3, 1.124, −4.487 ] for tz and [ 0.819,
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Figure 7.13: The signals at each step of the PWPM creation. By multiplying a
square wave, information signal, BPAM (1st), is converted to PAM4 (2nd) applied
to the DWP as an input. The output signal (3rd) passing through a sign detector
results in PWPM signal (4th).
−0.3987, 3.726, −8.51 ] for tr.
For a feasible PWPM signal, widths(W) and positions(P) (at which time
pulse starts) needs to be time independent. This can be achieved by setting symbol
period T greater than the longest settling time tr(Amin). Then, it can be assumed
that these properties do not fluctuate by time.
In addition to that, there must be sufficient number of (W,P) couples to
match with all symbols. Considering that two sequential symbols with assigned
amplitudes A1 and A2 form a pulse, then corresponding (W,P) can given by (T −
tz(A1) + tz(A2),tz(A1)). This results in the same number of (W,P)s and provides
one by one mapping between symbols and (W,P)s.
Therefore, the PWPM can be realized by a design of input signal, which is
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going to be explained by an example. Considering that zeros cross timings are set
to 0.1 s and 0.2 s, then A1 and A2 can be found as 1.87 hb and 1.325 hb from Eq.
(7.24). As the longest settling time becomes tr(Amin = 1.325 hb) = 0.27 s, T can
be set to 0.3 s. In the case where bits 1 and 0 represent A1 and A2, this process
creates four pulses with (W,P)s; (0.3,0.1),(0.4,0.1),(0.2,0.2),(0.3,0.2) for four input
symbol couples (1,1),(1,0),(0,1),(0,0). This realization can be illustrated by Fig.
7.13 where the information symbols, input signal, outputs of the modulator and
threshold device are represented in order.
As a result, the time domain properties; zero cross timing and settling time,
are used to create a PWPM output signal. This modulation type is different than
the PAM with coding studied in Sec. 7.3. One encodes the information into width
and position of the output pulse, another changes only the amplitude. Therefore,
depending on the examined property of output signal, the modulation type varies.
7.5 Conclusion
In this chapter, the DWP system has been considered as a modulator and analysed
accordingly. The time, frequency and phase parameters of one of the waveform given
in Sec. 6.3.3 were defined, which indicated that DWP performs a multivariate analog
modulation (involving two or more variable parameters). Then, it was considered
that the system converts its input into waveforms having different parameters by
the means of these functions. The modulation process was associated with a digital
modulation with memory. Therefore, in addition to the conversion, the waveform
allocation process was explained by a Markov chain. The results proved that DWP
performs a convolutional coding if the input satisfies the given conditions, as the
waveform allocation involves the previous states of the system. Furthermore, the SR
phenomenon was observed where the background noise with a certain power trig-
gered out the coding process while decreasing BER. Finally, the multidimensional
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modulation capability was demonstrated by designing the input signal to create a
PWPM signal.
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Chapter 8
Conclusions and Future
Research
8.1 Conclusions
Over the preceding chapters it has been shown that the DWP, the over-damped
Duffing equation with symmetric bistable potential, performs signal processing tasks
such as detection, filtering, modulation and encoding which are essentials for a com-
munication system. The beneficial effect of adding stochastic signals as well as
deterministic ones on its detection performance has been observed and compared.
Meanwhile, the further performance improvement thanks to the resonant cancella-
tion related to the phase matching has been presented by means of two detectors
coupled in parallel. As a filter, its noise suppression performance, better than that
of a conventional counterpart, has been obtained. In terms of modulation, the
system output has been expressed as a function of input; thereby revealing which
parameters of output are manipulated by the input. While amplitude, frequency
and phase parameters of output are modulated, the analog modulation has been
briefly introduced. Considering that the initial condition of the system have a criti-
cal control on the output parameters, and the input, a pulse modulated signal, has
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discrete amplitudes and pulse durations, the process has been associated with the
digital modulation with memory and examined accordingly. Through this exami-
nation, the process of convolutional coding has been uncovered. Furthermore, the
noise effect triggering the coding process has been observed. These outcomes can
be detailed as follows.
In Chapter 3, the detection capability of the DWP has been studied. Al-
though the DE driving the output is responsive to any input signal regardless of
strength, the receiver model in literature makes the decision based on the input
sign. In order to control the output in a practical way, a novel design of the DWP
was introduced. The design was based on the determination of ak, the product of
parameter a and amplitude gain k, and the determination of normalized transition
time m which was found to be inversely proportional to the gain. This design also
simplified the analysis of DWP’s response to the BPAM, thereby providing an al-
ternative PSR method. The result shows that any BPAM signal with amplitudes
±A and bit interval Tb can be detected regardless of its features if the double well
is designed to have ak < 3 and m > 2. Otherwise, a resonant signal is needed to
enable the detection. This has been observed by introducing a Gaussian white noise,
and then a sine wave.
While the noise with a certain power provided some BER performance im-
provement, defined as SR, the sine wave with a specific relation between the am-
plitude and frequency could enhance performance considerably, defined as a deter-
ministic resonance. Such that, the BER of sine-induced resonance was decreased
monotonically by the increase in SNR, which cannot be achieved by means of a noise.
Although there have been different performance improvements, through Chapter 3,
it has been firmly established that the BPAM signal subject to a Gaussian white
background noise can be detected by the receiver model accommodating the DWP
and a sign detector.
Chapter 4 has been devoted to investigating the effects of various resonant
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signals on the output and BER performance. As the sine-induced resonance had
such a success, the square and triangle waves were also introduced as a resonant
in order to evaluate the underlying reasons of the deterministic resonance and per-
formance improvement. Their resonant parameters; frequencies and amplitudes,
were obtained by fitting the surface of minimum BER levels. Despite the variety
observed in amplitudes, frequencies, and their relations, these three resonant sig-
nals decreased the BER considerably. Their power requirements increasing with the
frequency and the strong fluctuations of the corresponding outputs were similar.
In order to refine the output, the resonant caused fluctuation at the fundamental
frequency was eliminated by the use of two double well coupled in parallel. This
refinement was evaluated by their eye patterns showing the improvements on the
phase and threshold sensitivities, thereby decreasing BER.
Following to the deterministic signals, various noises; white, fβ and band
limited ones were introduced to the system input. It has been shown that the white
noise with uniform, normal and normal product distributions require almost the
same power for resonance, and provide slightly different BERs. This difference was
associated with the tails of distribution, such that the longer tail the distribution
has, the more errors occur. Then, two parallel double wells have been used to obtain
a further BER decrease. While two different resonant noises decreased BER by half,
one resonant noise and its negative decreased BER 100 times. This can be construed
as a noise cancellation related to phase matching, and such a BER decrease indicates
that it takes place within a wide frequency spectrum.
Finally, in Chapter 4, the effect of fβ and band limited noises with no back-
ground noise have been examined. It was observed that β > 0 and band limited
noise not overlapping with the band of interest also resonated with the system and
provided considerable BER improvements, in return, they demanded high powers.
For instance, the higher frequency the noise bandwidth moves towards, the more
power is required for resonance. Although these resonant signals vary in BER per-
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formance, power requirement, and bandwidth, a resonance has been observed in any
cases, and this variety extends the detection capability of the DWP.
In Chapter 5, the DWP has been considered as a low pass filter. The design
was adapted to pass one single pulse, by defining the passband gain (DC gain) = k,
and a cut-off frequency < 1/2k (at the frequency where the gain drops to k/
√
2).
In order to examine system response, the transfer function defined by the ratio of
output and input frequency spectrum, H(f) = Y (f)/S(f), was determined. This
transfer function validated the consideration at the beginning as the passband gain
= k and cut-off frequency fc = 1/5k < 1/2k, and also provided the stop-band
attenuation that is −20 dB/decade. However, the presence of background noise was
found to alter these parameters except the slope.
Then, considering the resemblance between transfer functions of the Butter-
worth filter and this design, both filters with the same cut-off frequency, fc = 1/Tb,
were used to obtain the filtered output. Although, the parameters varied depending
on noise, BER expression, which was obtained by means of curve fitting, indicated
that the noise components above the fixed cut-off frequency were suppressed. In
addition, the designed filter provided BER better than 1st order Butterworth did at
SNR > 0 dB, than 2nd order at SNR > 7 dB, and 3rd one at SNR > 9 dB, and so on.
As the DWP was designed in a conventional way and had a performance, to some
extent, better than the Butterworth filter, the filtering capability was demonstrated.
In Chapter 6, the DWP has been considered as a modulator. In order to
reveal which parameter of output signal is modified by the input, the DE of the
system has been derived where the input x = 0, homogeneous case, and x = A,
inhomogeneous one. In both cases, the root separation method and dummy function
approach were used. While the former method was providing the function of output,
y(t), which is the inverse function of t(y), the latter one has expressed the general
form for that function. As a result, it was found that there are 2 base functions if
|x| >√4a3/27b, otherwise there are 4 base functions. Then, they were defined as a
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function of input x, initial condition y0, and time t, so that the modulation property
could be examined in Chapter 7.
In terms of modulation, one of the base functions has been analysed by
defining and testing its amplitude, frequency and phase parameters in Sec. 7.1.
It was shown that all these parameters were varied by the input amplitude. This
demonstrates the existence of a multivariate analog modulation. However, the base
functions were specified for the DC input, and the input was considered as a PAM
signal which consists of discrete amplitudes and durations. Therefore, the direction
of analysis was switched to the digital modulation.
As the digital modulation is based on mapping the input information symbols
(or bits) into a set of predefined signal segments, called waveforms, the analysis was
carried out in Sec. 7.2. First of all, the input information was introduced in the
form of PAM signal. Then, the waveforms were considered as some segments of the
base functions. The mapping process was also represented by defining the states of
Markov chain. The results indicate that if there is at least one PAM level satisfying
the condition |A| <
√
4a3/27b, then there are more states than the PAM levels in
total. In addition to that, while some states are observable, some others are hidden.
However, regardless of the observation, all states participate in the decision process
which determines the current state. Therefore, the mapping can be considered in
two steps; the first step is to assign a state to the current input, then, assign a
waveform to that state.
In the first step, the current state is chosen depending on not only the current
input level but also the previous state, that indicated the presence of a convolutional
coding. This was illustrated by the state transition and trellis diagrams as an exam-
ple for PAM4 input. By presenting the state transition matrix and state probability
vector for the same example, the output entropy was obtained as 2.5 bits/symbol
where it was 2 bits/symbol for input. As this difference occurred as a result of the
redundancy introduced by a coding process, the coding capability was established.
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In the second step, each pair of previous and current states was represented
by a waveform. The analysis on waveforms of the PAM4 example indicated that
a set of properties; amplitude, frequency and phase of a waveform were specific
to the corresponding pair. The difference between two waveforms can be in ei-
ther amplitude, or frequency, or phase or a combination of these, which refers to a
multidimensional modulation.
Although, the coding capability has been demonstrated in detail through
this analysis, the resonance was not mentioned. Therefore, in order to observe this
phenomenon, a simple case where the input was a BPAM signal with amplitudes√
4a3/27b < −A,A <
√
4a3/27b has been set in Sec. 7.3. In such a case, while the
output is modulated, there is no coding applied, and a noise can benefit the system
by enabling the coding process. When the noise is absent, the current state is only
determined by the input level. This causes the output to have only two different
amplitudes at the end of each bit interval. With the use of an appropriate threshold,
the current bit passing through the system can be easily detected, as the mapping
is one to one function for the case. However, when a noise is added to the input,
two more states become observable. Then, the output cannot be resolved by one
threshold, but three thresholds. If a noise starts coding process, it is expected to
increase entropy while decreasing error rate where the detection is performed by
three thresholds.
This entropy theorem has been tested by means of simulation. The condi-
tional CDFs of output have been determined, and the state occurrence probabilities
has been obtained. It has been found that while the entropy was increasing from 1
bit/symbol to 1.6 bits/symbol, the BER decreased from 0.2 to 0.15 where SNR was
set to 8 dB. In addition, it was observed that, for lower SNRs, although the state
entropy rose to 2 bits/symbol, the optimum thresholds approaching to zero caused
uncertainty in the state detection, specifically at SNRs < 5 dB. For SNRs > 14 dB,
while thresholds resolved the states with higher certainty, the entropy decreased to
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1 bit/symbol within a finite observation. As a result, there was a noise power that
enabled the coding in exchange of increasing error probability, thereby optimizing
the information conveyed by the output. This is the definitive evidence of SR.
Finally, in Sec. 7.4, the input has been designed to demonstrate and evaluate
the multidimensional modulation property. Although it was previously mentioned
that the waveforms corresponding to the state pairs differ in amplitude, frequency
and phase, only the amplitude property was studied in PAM4 example and the
noise effect. Therefore, a case study was also presented for frequency and phase
parameters. The output’s rise shape and timing were considered to be directly
related to its frequency and phase. They were manipulated by a BPAM input.
The simulation results indicated that every two symbols was coupled, and a pulse,
whose start timing and duration were specific to the corresponding symbol pair,
was created. As a result, a PWPM signal was obtained by using a DWP. It can be
inferred that depending on the assessment of output, various modulation schemes
are attainable.
8.2 Future Research
Throughout the previous section, the conclusions have been drawn from the exam-
ination of a DWP in terms of signal processing. As all the tasks specified initially
have been accomplished during this Ph.D. research, and it has been concluded that
the DWP is an sophisticated signal processing tool, further research activities de-
tailed below are conceived.
In terms of detection and filtering, an array of DWPs in parallel can be
designed to detect M-ary PAM, Bandpass PAM, and FSK signals, and a design for
an array of DWPs can be used as a bandpass-like filter. For further performance
improvement, two DWPs coupled in series can be designed to work as a filter and
an amplifier, respectively or reverse, as the amplification and filtering capabilities
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can be regulated.
In terms of derivations, the expression of BER of SQPW subject to BPAM
input, Eq. (5.11), can be extended to include the error rate of DWP subject to the
weak input BPAM. Another possible direction can be a simplification of the output
functions, Eq. (6.28), Eq. (6.31), Eq. (6.32).
In terms of modulation and coding properties, the noise free modulated and
encoded PAM-like signal, obtained by a DWP and corrupted by adding a background
noise, can be resolved by conventional methods to evaluate the modulation and
encoding performance of the DWP. Furthermore, the input, in the pre-processing
stage, can be designed to obtain FSK and PSK modulated outputs. Two DWPs
coupled in parallel and series can be designed to encode and modulate in turn.
In terms of resonance, the optimum Gaussian noise power mentioned in Sec.
7.3 can be determined. The similar resonance effect can be obtained by adding a
deterministic signal instead of noise.
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