Abstract. Numerical solution of nonlocal constrained value problems with integrable kernels are considered. These nonlocal problems arise in nonlocal mechanics and nonlocal diffusion. The structure of the true solution to the problem is analyzed first. The analysis leads naturally to a new kind of discontinuous Galerkin method that efficiently solve the problem numerically. This method is shown to be asymptotically compatible. Moreover, it has optimal convergence rate for one dimensional case under very weak assumptions, and almost optimal convergence rate for two dimensional case under mild assumptions.
where the nonnegative symmetric mapping γ(x, y) :
The operator L is regarded nonlocal since the value of Lu at a point x involves information about u at points y = x. In this article, we consider the following nonlocal Dirichlet volume-constrained diffusion problem
where Ω I = {y ∈ R d \ Ω : dist(y, ∂Ω) < δ} with δ a constant called horizon parameter, b(x) ∈ L 2 (Ω) and g(x) ∈ L 2 (Ω I ) are given functions. Volume constraints are natural extensions, to the nonlocal case, of boundary conditions for differential equations. Nonlocal versions of Neumann and Robin boundary conditions are also naturally defined [16] .
We assume that the nonnegative symmetric kernel γ(x, y) satisfies, there exists a positive constant γ 0 , for all x ∈ Ω ∪ Ω I , γ(x, y) ≥ γ 0 ∀y ∈ B δ/2 (x), γ(x, y) = 0 ∀y ∈ (Ω ∪ Ω I ) \ B δ (x), (1.3) where B δ (x) := {y ∈ Ω ∪ Ω I : |y − x| ≤ δ}. Obviously, (1.3) implies that although interactions are nonlocal, they are limited to a ball of radius δ. A few important classes of kernels are considered in [16] . Of particular interests here is a special choice of γ being a radial function of x − y (which also makes the kernel translation invariant). Such a case has also been studied earlier in [4] where γ(x, y) =γ(|y − x|) ≥ 0, This condition on γ implies that L is a bounded mapping from L 2 (R d ) to L 2 (R d ). As we will discuss here, even though for smooth enough b(x) in Ω, unlike the classical local PDE boundary value problems, the solution u(x) is possibly discontinuous across ∂Ω which makes the numerical solution to the corresponding nonlocal problem challenging.
An intuitive idea to overcome the possible loss of continuity is to use discontinuous Galerkin (DG) methods. The latter are in fact conforming, which is in stark contrast to DG methods for the discretization of second order elliptic partial differential equations for which they are nonconforming [5] . While nonconforming DG has also been studied recently for nonlocal models [12] , if the structure of the solution could be studied carefully, a well designed conforming DG method could be a more competitive option as it could lessen the cost of computation. In this work, we propose a new kind of conforming DG method to approximate the nonlocal problem (1.2) with kernels satisfying (1.3) and (1.4) where the key is to adopt a hybrid version of continuous elements with DG at the boundary.
The paper is organized as follows. In Section 2, the structure of the solution for the given problem is analyzed, which is a generalization of the results in [30] . We also convert the original inhomogeneous problem (1.2) into the homogeneous problem (2.3) whose solution is smoother, so we just need to discuss a smoother homogeneous problem (2.4) . Based on the structure of the solution, in Section 3 we propose a new DG method which solves the problem (2.4) efficiently. Convergence analysis and condition number estimates along with asymptotic compatibility for the method are given in Section 4. Results of numerical experiments are reported in Section 5.
The structure of the solution
To design more efficient numerical discretization, we first present some regularity studies on the nonlocal constrained value problem. We recall first some one dimensional results presented in [30] : when using peridynamic theory to model the elasticity on R = (−∞, ∞), the displacement field u has the same smoothness as the body force field b. In addition, any discontinuity in the kernel γ (or in one of its derivatives) has some additional effect on the smoothness of u. For a peridynamic bar, suppose that b has a discontinuity in its N th derivative at some x = x b , and γ has a discontinuity in its Lth derivative at some x = x c , then u has a discontinuity in its (N + nL + n)th derivative at x = x b + nx c , n = 1, 2, · · · . This propagation of discontinuities is illustrated schematically in [30, Figure 3 ]. Roughly speaking, the smoothness of u increases as one moves away from the location where the solution is discontinuous due to the discontinuity of the body force field b. These types of step-wise improved regularity associated with a finite horizon parameter have also been observed for nonlocal initial value problems of nonlocal-in-time dynamic systems in [13] .
The structure of the solution for general dimensional cases on bounded domains
Recall for the 1D case in an unbounded domain, the regularity of the solution for a nonlocal problem is affected by both the right hand side function and the kernel function, assuming good behavior of the solution at infinities. In this subsection we consider the effect of these two sources on the regularity of the solution for general multidimensional constrained value problem on a bounded domain.
First, let us present a result to reduce the problem (1.2) which we are concerned with to be a problem with a homogeneous nonlocal constraint. Denoted by
and
Thus, u(x) is the solution of the following homogeneous nonlocal problem
, and the fact that convolution of functions in dual L p (R d )-spaces is continuous, we know that f (x) ∈ C(Ω).
The problem (1.2) is equivalent to the problem (2.3) which has a homogeneous nonlocal constraint. That is, we just need to study the following homogeneous nonlocal problem:
with b(x) ∈ C(Ω), γ(x, y) satisfying (1.3) and (1.4). We will show that if γ(x, y) satisfies some mild assumptions, the results recalled earlier for the one dimensional case can be generalized to multidimensional case on a bounded domain.
Discontinuities due to the right hand side function
Theorem 2.1. If γ(x, y) satisfies (1.3) and (1.4), and b(x) ∈ C(Ω), the solution of (2.4) is continuous in Ω, i.e., u(x) ∈ C(Ω).
Proof. Since γ(x, y) satisfies (1.3) and (1.4), we easily see that
From (2.4), we have
is continuous for x in Ω. Together with the condition b(x) ∈ C(Ω), we complete the proof.
It is obvious from (2.5) that the discontinuity at a point x of the right hand side b will lead to the discontinuity at the same point of the solution u. With an additional assumption on the kernel, we can bootstrap a higher order regularity result as follows. Theorem 2.2. Suppose that γ(x, y) satisfies (1.3) and (1.4). Ifγ(r) ∈ C 1 (0, δ),γ(δ) = 0 and b(x) ∈ C 1 (Ω), then u(x) ∈ C 1 (Ω).
Proof. From (2.5), we know
For any unit vector t, we take the corresponding directional derivative for (2.6), so
Sinceγ(r) ∈ C 1 (0, δ) andγ(δ) = 0, we have
Thus,
Since the convolution of functions in dual L p (R d )-spaces is continuous, the second term in the right hand side of (2.7) is continuous with respect to x. Together with the condition b(x) ∈ C 1 (Ω), we complete the proof.
From (2.7) we get that under the assumptions of Theorem 2.2, if the first derivative of the right hand side b is discontinuous at some point x, the first derivative of the solution u will be discontinuous at the same point. However, if we may have both the conditioñ γ(δ) > 0 and the condition b(x) / ∈ C 1 (Ω), the conclusion u(x) ∈ C 1 (Ω) may still hold (see Example 1, where in fact u(x) ∈ C ∞ (Ω)). This is not contradicting as the sum of two discontinuous function could be continuous, and even infinitely differentiable.
Propagation of discontinuities due to the kernel
For the convenience of discussion, let us denote by Ω 1 = {x ∈ Ω : dist(x, ∂Ω) > δ} and Ω 2 = Ω \ Ω 1 . In fact, the significance of the result Theorem 2.1 is twofold. First, it indicates the smoothness of u(x) is the same as b(x) for general multidimensional case on a bounded domain. Second, it reveals the possible propagation of discontinuities due to the kernel. Although b(x) ∈ C(Ω), it might be discontinuous across ∂Ω. So does u(x), and this discontinuity will be propagated to those points on ∂Ω 1 , which are δ distance from ∂Ω onto one order higher derivatives by Theorem 2.1, which is consistent with the conclusion for 1D case on R with N = 0 and L = 0. Similar argument can be given for Theorem 2.2 which is consistent with the conclusion for 1D case on R with N = 0 and L = 1. This bootstrap procedure could be repeated again and again, and the corresponding results for general N and L then follow.
Let us now emphasize on the importance and necessity for the smoothness of the kernel function. For instance, in Theorem 2.2γ(δ) = 0 is required such thatγ has a discontinuity in its first (but not zeroth) derivative at x = δ. Ifγ(δ) > 0, then from the proof of the Theorem 2.2, we see that u(x) ∈ C 1 (Ω) may not hold. In fact, for all x 0 ∈ ∂Ω 1 and any unit vector t, since
ifγ(δ) > 0 (that isγ has a discontinuity in its zeroth derivative) and b (thus u) is discontinuous across ∂Ω, then the term
is likely to be discontinuous across x 0 . If so, ∂u ∂t would be discontinuous at x 0 (u has a discontinuity in its first derivative). This situation might happen, as illustrated in Example 2. Using a similar argument we could prove the following theorem. 
Proof. The conditions of Theorem 2.2 hold due to the conditions (i) and (ii), so u ∈ C 1 (Ω). Furthermore, for any two unit vectors t 1 and t 2 , take a directional derivative for (2.7),
Applying this equality in Ω 1 and Ω 2 will lead to the conclusion u ∈ C 2 (Ω 1 ) and u ∈ C 2 (Ω 2 ), respectively.
To get the optimal convergence order, we always need the regularity u ∈ H 2 (Ω), the following corollary give a sufficient condition to guarantee this property.
Corollary 2.1. Suppose that γ(x, y) satisfies (1.3) and (1.4) . If the following two conditions hold:
Proof. Using the density of C 2 (Ω i ) in H 2 (Ω i ) (i = 1, 2) and Theorem 2.3 we could get the result u ∈ H 2 (Ω i ). Since u ∈ C 1 (Ω) is proven, the result u ∈ H 2 (Ω) holds.
A new DG method for nonlocal models with integrable kernels
Here and after, for a function φ(x) we denote lim
ambiguity. Under the condition of Theorem 2.1, we know that for given x ∈ ∂Ω,
However u(x−) does not need to be zero, that is u(x) is possibly discontinuous across ∂Ω. Thus, it might be inefficient to use continuous FEM on the whole domain Ω ∪ Ω I . Moreover, since we do not specify the value of the right hand side function on Ω I a priori, we have no control on the amount of the jump across ∂Ω where the solution is likely to be discontinuous. Thus, we propose a suitable DG method by adopting a hybrid version of DG (across the domain boundary) and continuous elements (in the interior domain).
As in [16] the nonlocal energy inner product, the nonlocal energy norm, nonlocal energy space, and nonlocal volume constrained energy space are defined by
The authors in [16] prove that if the kernel function γ(x, y) satisfies (1.3) and (1.4), then
where the superscripts pc means partly continuous (continuous in Ω).
For a given triangulation T h of Ω∪Ω I that simultaneously triangulates Ω, let Ω h = T h ∩Ω. Next, let V pc,h c,0 consist of those functions in V pc c,0 (Ω ∪ Ω I ) that are piecewise linear. Since Ω is convex, this conforming property is satisfied, that is,
We assume that T h is shape-regular and quasi-uniform [8] as h → 0, where h denotes the diameter of the largest element in T h . For a fixed T h , the set of inner nodes of Ω h , i.e., all nodes in Ω h \ ∂Ω, is denoted by NI = {x j : j = 1, 2, · · · , m}, with piecewise linear basis functions defined on T h being φ j (x), j = 1, 2, · · · , m. The set of all nodes in Ω h ∩ ∂Ω is denoted by NB = {x m+j : j = 1, 2, · · · , n} with piecewise linear basis functions defined on T h being φ m+j (x), j = 1, 2, · · · , n. The basis functions for the space V pc,h c,0 are as follows:
Throughout the paper, the generic constant C is always independent of the finite element mesh parameter h.
Since we know the structure of the true solution and the space it belongs to, we could design a DG method for its approximation. First, variational form in
The finite dimensional approximation for (
In the process to solve for u h (x) we use the finite element space V pc,h c,0 which is continuous in Ω h , however, discontinuous across ∂Ω h , thus we regard it a conforming but hybrid version of DG and continuous FEM. This method possesses some advantages as follows:
(i) The method leads to a linear algebraic system with the coefficient matrix A in (3.4) that is symmetric and positive definite, just as in the case using either the conforming DG or continuous FEM, thus many efficient solvers suitable to such linear systems could still be used.
(ii) The method is asymptotically compatible: as shown in [32] , as long as the finite element space contains continuous piecewise linear functions (which is the case for our hybrid algorithm), the Galerkin finite element approximation is always asymptotically compatible, and thus offers robust numerical discretizations to problems involving nonlocal interactions.
(iii) The method has optimal convergence rate provided that the solution is smooth on Ω, that is O(h 2 ) (O(h)) for error in L 2 (H 1 ) norm provided that the true solution u ∈ H 2 (Ω). This result is in sharp contrast to the assumption given that in [16] where to insure the optimal convergence rate the true solution is required to be in H 2 (Ω ∪ Ω I ) which generally not holds for the problem (2.4). Furthermore, it has optimal convergence rate for 1D case under very weak assumptions, and nearly optimal convergence rate for two dimensional (2D) case under some mild assumptions, as shown in the next section.
(iv) The method, in comparison with the direct use of DG in all discrete elements, uses a smaller degree of freedoms. For example, the degree of freedoms is n + 1 versus 2n for a mesh with n + 1 nodes in 1D case, and (n + 1) 2 versus 6n 2 for a uniform triangulation with n 2 nodes in 2D case.
Theoretical Analysis
We now provide further theoretical analysis on the new DG approximations. Given what has already been discussed in (ii) of the above section, the asymptotic compatibility is assured and we thus focus on the case where the problems remain strictly nonlocal.
Convergence
The following convergence result describes the best approximation property of the finitedimensional Ritz-Galerkin solution. If γ(x, y) satisfies (1.3) and (1.4) , b(x) ∈ C(Ω), u(x) is the solution of (2.4), u h (x) is the solution of (3.3). We definẽ
Consequently,
together with (3.3), we have
Using the nonlocal Green's first identity [17] , we have
Then we get the following estimate
and then
By the equivalence between V c,0 (Ω ∪ Ω I ) and L 2 c,0 (Ω ∪ Ω I ), we complete the proof.
Let us note that due to the use of norm equivalence in the above proof, generally speaking, the constant C in the lemma could depend on the nonlocal space and thus the nonlocal kernel. One may not infer that this constant remains uniformly bounded when we consider the local limit of the nonlocal problem. Fortunately, as alluded to earlier, with the asymptotic compatibility already established in [32] , we hereby only focus on the strict nonlocal case.
We now combine the theory of the interpolation error estimate and (4.2) to give the convergence rate estimate. 3) and (1.4) , b(x) ∈ C(Ω), u(x) is the solution of (2.4), u h (x) is the solution of (3.3). Suppose that u ∈ H t (Ω) holds, there exists a constant C such that, for sufficiently small h,
3)
Moreover, if the following two conditions hold:
(ii) γ(x, y) is a radial function such thatγ(r) ∈ C 1 (0, δ) andγ(δ) = 0. Then u ∈ H 2 (Ω), thus s = 2.
Proof. Denote by I h u the Lagrange interpolant from C(Ω
c,0 , and
with s = min(t, 2). Combination of (4.2) and (4.5) leads to (4.3).
Using the inverse estimate for finite element space, we have
This is the desired result (4.4).
The conditions (i) and (ii) lead to u ∈ H 2 (Ω) due to Corollary 2.1.
We recall by Theorem 6.2 in [16] that, when continuous FEM is used to approximate the nonlocal problem (2.4), the approximation u n has an error estimate of the form u − u n Ω∪Ω I ≤ Ch s u s,Ω∪Ω I . Since the solution of nonlocal problem (2.4) could be discontinuous across ∂Ω, we see that u ∈ H s (Ω ∪ Ω I ) does not hold for s ≥ 1/2, let alone for s = 2. For 1D case, the best to expect is s = 1/2 − ǫ for arbitrary small positive ǫ if continuous FEM is used. Theorem 4.2 improves the convergence rate from 1/2 − ǫ to 3/2−ǫ for this case since we have the regularity of H 3/2−ǫ (Ω). This convergence rate is still not optimal. If the points on ∂Ω 1 are selected as the mesh grids, the optimal convergence rate could be obtained. Theorem 4.3. For the 1D case, assume u ∈ C(0, 1), u ∈ H 2 (0, δ), u ∈ H 2 (δ, 1 − δ), u ∈ H 2 (1 − δ, 1). If δ and 1 − δ are all selected as the mesh grids, then there exists a constant C such that, for sufficiently small h,
Proof. Using the interpolation error estimate in three intervals (0, δ), (δ, 1−δ) and (1−δ, 1), respectively and add them together, we get
Together with (4.2) and the inverse estimate we get (4.6).
For 2D case, under mild assumptions on the smoothness of the boundary, the regularity of the solution, and the conformity between the mesh and the boundary, we have the almost optimal convergence rate, that is optimal up to a factor | log h| 1/2 .
If ∂Ω is of class C 2 , and NB ⊂ ∂Ω 1 , then there exists a constant C such that, for sufficiently small
Proof. We cite from [11] the results for the linear interpolation error estimate for the interface problem, that is
Together with (4.2) and the inverse estimate we complete the proof.
Remark 4.1. Due to the structure of the solution for the problem (2.4) we have discussed, the solution u is often discontinuous across ∂Ω. It may cause the discontinuity of the first derivative across ∂Ω 1 ifγ(r) has a discontinuity at r = δ (that isγ(δ) > 0), or the discontinuity of the second derivative across ∂Ω 1 ifγ(r) is continuous at r = δ (that is γ(δ) = 0) butγ ′ (r) has a discontinuity at r = δ (that isγ ′ (δ−) = 0). In the next section, we will discuss two kinds of kernels representing the above two cases, respectively.
Condition number estimate
The condition number of the stiffness matrix is an indicator of the sensitivity of the discrete solution with respect to the data and the performance of iterative solvers such as the conjugate-gradient method. For the DG method we propose in Section 3, consider the (m + n) × (m + n) stiffness matrix A defined in (3.4) . We have the following condition number estimate whose proof is standard and is given for completeness. Similar discussions can be found in earlier studies [1, 36] .
Theorem 4.5. For the stiffness matrix A defined in (3.4) associated with the kernel γ(x, y) that satisfies (1.3) and (1.4), there exists a constant C such that
Proof. For the given finite element nodal basis, there exist two generic constants c 2 ≥ c 1 > 0 such that
where {w j }, j = 1, 2, · · · , m + n, are components of the vector w. Since the space V c,0 (Ω ∪ Ω I ) is equivalent to the space L 2 c,0 (Ω ∪ Ω I ), we get the theorem immediately.
Remark 4.2. We note again that the constant C may depend on the kernel, as demonstrated in [36] , hence the result is only meaningful for nonlocal problems with a fixed kernel that satisfies the assumptions (1.3) and (1.4).
Numerical results
We now report results of numerical experiments which substantiate the theoretical analysis in Section 4. For 1D case, the problem (2.4) becomes the following form
We solve the nonlocal problem first on uniform meshes and take δ to be a constant multiple of h and reduce h to check convergence and condition number properties of the proposed DG method, and then solve the problem on non-uniform meshes which are obtained by random disturbance to uniform meshes. Here we choose two popular examples of kernel functions representing two cases as discussed in Remark 4.1. 
Constant kernel function
We first consider the following kernel function
Obviously γ defined as (5.2) is discontinuous at points ±δ, if b is discontinuous at x = 0 or x = 1, the solution of (5.1) will probably be (however, not necessarily) discontinuous in its first derivative at x = δ or x = 1 − δ. In fact, in Example 1 the smoothness pick-up is beyond first order, that is, although b is discontinuous at x = 1, u is infinitely continuously differentiable at x = 1 − δ. While in Example 2 the smoothness pick-up is only first order and could not be improved, that is, since b is discontinuous at x = 0 and x = 1, the first derivative of u is is discontinuous at x = δ and x = 1 − δ.
Example 1. In order to get simpler benchmark solutions, we calculate the right-hand side of (5.1) based on an exact solution u(x) = x 2 , x ∈ Ω = (0, 1) and u(x) = 0, x ∈ Ω I = (−δ, 0) ∪ (1, 1 + δ), with kernel function (5.2). This naturally leads to a δ-dependent right-hand side b(x) = b δ (x), see Figure 1 for the plots of u(x) and b(x). The DG method we proposed in Section 3 is used to discretize it with δ = 0.4.
We first use the proposed DG method on uniform meshes and conclude from Table  1 that convergence rates for errors in L 2 and H 1 norms are all optimal. The spectral condition number of the stiffness matrix is almost constant when the mesh size decreases, indicating the insensitivity of the discrete solution regardless how small h is. We then use a kind of non-uniform meshes obtained by random disturbance to uniform meshes. To be specific, for a fixed m, let h = δ/m, the non-uniform mesh is obtained by adding a random vector ε ∈ R m−1 (which obeys the uniform distribution on [−0.1h, 0.1h]) to x i to reach x i + ε i , i = 1, 2, · · · , m − 1. Together with x 0 and x m we get the new mesh grids We have done over twenty tests, and the convergence rates and the spectral condition numbers are all similar. Thus, instead of listing all of them, we just select one test to verify our theoretical analysis. Similar actions and presentations are made also in later examples. It is seen from Table 2 that the errors in L 2 and H 1 norms and convergence rates are comparable with that in uniform meshes case. This is consistent with the theoretical result in Theorem 4.2 since u ∈ C ∞ (Ω), thus s = 2. The spectral condition numbers of the stiffness matrices behave similar as in the uniform meshes case, too.
Example 2. We consider (5.1) with kernel function (5.2) and b(x) = e x . The DG method we proposed in Section 3 is used to discretize it with δ = 0.4. Since the exact solution u(x) is not known for this problem we compute errors using the solution on finer meshes as approximation of the true solution. We first use the proposed DG method on uniform meshes. The right hand side function b(x) and the approximation u h with h = 0.00625 are plotted in Figure 2 . Although b(x) is in C ∞ (0, 1), it has two discontinuous points x = 0 and x = 1, which causes the discontinuity in the first derivative of u at x = δ = 0.4 and x = 1 − δ = 0.6. From Table 3 it is seen that the method has optimal convergence rates for errors in L 2 and H 1 norms. The spectral condition numbers of the stiffness matrices for the method behave similarly as Example 1. Since the results for the spectral condition numbers of the stiffness matrices are all similar in the rest of the numerical tests, we no longer list them to avoid repetitions. Next, we use the non-uniform meshes (5.3) to solve the problem. In this example the true solution u(x) ∈ H 1.5−ǫ (Ω) for arbitrary small positive ǫ. So for general non-uniform meshes, we expect the convergence rates for errors in L 2 (H 1 ) norm to be at most 1.5 (0.5). This fact is verified in Table 4 . However, since we know the two discontinuous points of u ′ (x), if they are selected as mesh grids, optimal convergence rates could be recovered. To be specific, random disturbances are added to the original mesh grids except δ and 1 − δ. The corresponding results are shown in Table  5 . That is the convergence rates for errors in L 2 and H 1 norms are 2 and 1, respectively, which is consistent with the theoretical result (4.6). We then re-examine the computation on the meshes used in Table 4 . The convergence rates, however, are not necessarily similar, which is different with Example 1. To be specific, if the perturbation for the points δ and 1 − δ is large in absolute value, such as 0.1h, the convergence rates remain similar to Table  4 . On the other hand, if the perturbation for the two points is small or close to zero, the convergence rates of the test are similar to Table 5 .
Non-constant kernel function
We then consider the kernel function
Obviously the first derivative of γ is discontinuous at points ±δ, if b is discontinuous at x = 0 or x = 1, thus u will likely be discontinuous in its second derivative at x = δ or 
This is the case in Example 3 where the regularity pick-up is only second order and could not be further improved. That is, since b is discontinuous at x = 0 and x = 1, the second derivative of u is is discontinuous at x = δ and x = 1 − δ.
Example 3. We consider (5.1) with kernel function (5.4) and b(x) = 0.01e 6x . The proposed DG method in Section 3 is used to discretize it with δ = 0.4. As in Example 2, since we do not know the exact solution u(x), errors are computed using the solution on finer meshes as approximation of the true solution. We first implement the proposed DG method on uniform meshes. The approximation u h (x) with h = 0.00625 are plotted in Figure 3 . To see the discontinuity of the second derivative, the first derivative of u h (x) is also plotted in Figure 3 . Although b(x) ∈ C ∞ (0, 1), however, b(x) has two discontinuous points x = 0 and x = 1, which causes the discontinuity for the second derivative of u at x = δ = 0.4 and x = 1 − δ = 0.6. From Table 6 it is seen that optimal convergence rates for errors in L 2 and H 1 norms are achieved.
Next, we use non-uniform meshes (5.3) to solve the problem. In this example the true solution satisfies u(x) ∈ H 2.5−ǫ (Ω) for arbitrary small positive ǫ. So for general nonuniform meshes the theoretical convergence rates for errors in L 2 and H 1 norms are all optimal. This is indeed verified in Table 7 .
Remark 5.1. We have considered the homogeneous problem (2.4) with a right hand side function b(x) ∈ C(Ω). The inhomogeneous problem (1.2) could be converted to a homoge- 
Conclusion
We propose a new kind of DG method in this paper to numerically solve the nonlocal models with integrable kernels. The existed references tell us that if the right hand side function and the volume constraint function are in L 2 (Ω) and L 2 (Ω I ), respectively, then the true solution of that nonlocal model also belongs to L 2 (Ω ∪ Ω I ). Such a general result makes the numerical approximation difficult to operate, or easy to operate but not so efficiently. To make the approximation easier and more efficient simultaneously, we first convert the original nonhomogeneous problem with right hand side function in L 2 (Ω) to a homogeneous problem with right hand side function continuous in Ω. Then we analyze the structure of true solution of the homogeneous problem, especially for higher dimensional cases. The main result is, this kind of problem often encounters the discontinuity across the boundary ∂Ω, thus possibly causes the discontinuity of first or second derivative (perhaps higher order derivatives, depending on the smoothness of the kernels) across ∂Ω 1 . Based on this observation, an appropriate DG method is proposed which has some good properties, such as, the matrix of the algebraic system is symmetrical positive definite and has almost constant spectral condition number independent of the mesh size, the method is asymptotically compatible and uses less degrees of freedom compared with direct use of DG method. Moreover, it has optimal convergence rate for 1D case under very weak assumption, and the almost optimal convergence rate for 2D case under mild assumption. This is the essential improvement over the existed theory for standard approximation like continuous FEM.
The error and condition number estimates for the method are proven in Section 4 for any dimensional case. However, the numerical experiments are implemented just for 1D case in Section 5. This is because the implementation of a FEM for a nonlocal problem involves calculation of double integral which is rather complicated for higher dimensional cases. To be more specific, since the kernels we discussed are supported on a ball of radius δ, when the inner integral of the double integral is written by a sum of some components (also integrals) over the elements which overlap with the support of the kernel, the integral region for some components is strictly contained within the support of the kernel. For such special integrals, some specifically designed quadrature rule should be used to obtain good accuracy. Authors in [34, 35] discuss this issue in details and use the quadrature rule for multiscale implementation for PD models. Interested readers are referred to them and references cited therein.
