We study a model of a firm managing its inventory of a single product by sourcing supplies from two supply sources, a regular supplier who offers a lower unit cost and a longer lead time than a second, emergency, supplier. A practically implementable policy for such a firm is a Tailored Base-Surge (TBS) Policy (Allon and Van Mieghem, 2010) to manage its inventory:
Introduction
We study a periodically reviewed, single location inventory system experiencing stochastic demand and having access to two supply sources, one with a lower unit cost (R, for Regular) and the other with a shorter lead time (E, for Express or Emergency). We focus attention on Tailored Base-Surge Allocation Policies (we will refer to this class of policies as TBS) which work as follows:
Source a constant quantity from supplier R in every period and use a base-stock (order-up-to) 1 Naveen Jindal School of Management, The University of Texas at Dallas 2 Indian School of Business 3 IBM Research policy for supplier E. TBS policies have practical appeal as discussed in Allon and Van Mieghem (2010) [hereon, referred to as AVM] who also mention that similar policies called "standing order policies" have been proposed earlier by Rosenshine and Obee (1976) and Janssen and de Kok (1999) . TBS policies also have the same spirit as an industry practice called "base-commitment" contracts 4 (Simchi- Levi et al., 2008) .
Our work is most closely related to AVM (who also coined the name TBS). The focus of their study was the optimization within TBS policies, i.e., the optimal choice of the constant quantity to be sourced from R and the order-up-to level to be used for E. As far as motivation for these policies is concerned, AVM argue that these policies are easy to manage and that they are intuitive -R is used to handle a constant, base level of demand while the use of E is tailored to meet any surge in demand above the base. They also conjecture that such a policy is effective when the lead time difference between the two suppliers is high. We validate these statements in the following two ways:
(1) Analytical Results: When demand comes from a two point distribution and when the probability mass at the smaller demand level is sufficiently large, the best TBS policy is optimal.
(Section 5.1) Moreover, when demand is composed of a sum of two random variables, the first of which represents base demand and the second of which represents surge demand which only occurs with a sufficiently small probability, TBS policies work well. More precisely, the relative difference between the cost of the best TBS policy and the optimal cost is smaller than 1.2 times the ratio of the standard deviation of base demand to the expected surge demand. In other words, when the surge probability is small but the expected surge, given that there is a surge, is large, the best TBS policy is close to optimal. (Section 5.2) (2) Numerical Results: We conduct a numerical investigation of the cost-effectiveness of the best TBS policy (Section 6). On our test bed of problem instances, this effectiveness increases dramatically as the lead time of the regular supplier increases from two to seven periods (while the lead time of the emergency supplier is zero). More specifically, the relative difference between the cost of the best TBS policy and the optimal cost over all policies decreases from 21 % to 3.5 %.
The remainder of the paper is organized as follows. We describe our model in detail and present our notation in Section 2. A review of the related literature is given in Section 3. Section 4 contains preliminary results which are used in our technical analysis. The main analytical results are presented in Section 5 and the numerical results are presented in Section 6.
Model and Notation
Let D refer to the dual sourcing inventory system. The lead time from R is l R periods and that from E is l E periods. We use δ to denote the lead time difference, i.e. δ = l R − l E . Let θ denote any feasible ordering policy. The sequence of events in every period t under this policy is the following:
(1) The order placed in period t − l R from R for q θ,R t−l R units is delivered and, if l E > 0, the order placed in period t − l E from E for q θ,E t−l E units is delivered. The net-inventory, defined as the amount of inventory on hand -amount of backordered demand, at this instant is x θ t . (2) Ordering decisions are made: q
The performance measure we use in this paper is C θ , the long run average cost of policy θ, defined below:
The optimal long run average cost is given by
In several places in the paper, it will be necessary to show the dependence of the optimal cost on the problem parameters; we will then use the notation C D, * (h, b, c, l E , l R , F ).
Literature Review
Our paper is sharply focused on the analysis of the effectiveness of the simple TBS policies in dual sourcing inventory systems relative to the optimal policies which have a complicated structure.
Consequently, we confine ourselves to specifically discussing those results in the literature which are critical to understanding the value of our work. We refer the reader to AVM for a detailed review of earlier papers which suggested the use of TBS policies. For an extensive review of the literature on multiple-supplier inventory systems, please see Minner (2003) . Other recent papers in which these systems have been studied (Sheopuri et al., 2010; Song and Zipkin, 2009; Veeraraghavan and Scheller-Wolf, 2008 ) also provide and discuss several related references. Several other policies have been proposed and tested in these papers. We limit our attention in this discussion to explaining what is known in the literature about optimal policies in dual sourcing systems, why simple policies like TBS policies are valuable and what we know about TBS policies. Sheopuri et al. (2010) show that the problem of finding an optimal policy in a dual sourcing system is a generalization of the problem of finding an optimal policy in a single supplier system with a positive lead time when excess demand is lost. Their argument is based on considering the following special case of the dual sourcing problem: Assume that the backorder cost is prohibitively high in a dual sourcing system. Assume also that the lead time from E is -1; that is, we are allowed to place an order on the emergency supplier after observing demand in a period and this order is delivered instantly and the resulting inventory is available to satisfy the demand that arose in that period. Under these assumptions, it becomes optimal to use the emergency supplier exclusively to clear any demand in a period that we are unable to meet from inventory at the beginning of that period. Thus, the quantity sourced from the emergency supplier can be thought of as the lost sales incurred by the "regular supply system" and the emergency procurement cost is the lost sales penalty cost. This lost sales inventory problem with lead times is considered a challenging problem in the sense that the optimal policy does not admit any neat structure like that of orderup-to policies (Karlin and Scarf, 1958) . (This has spurred an active line of research studying the effectiveness of heuristic policies (Zipkin, 2008a; Huh et al., 2009 ).) Thus, optimal policies in dual sourcing systems, in general, are not simple policies like base-stock policies. In fact, the optimal ordering quantities from the two suppliers are functions of a state vector (of inventories) whose length is the difference in the lead times of the two suppliers. Thus, the problem of computing the optimal policy by solving the dynamic program suffers from the curse of dimensionality. Equally importantly, the likelihood of practicing managers implementing that policy is diminished by the complexity (or lack of a transparent insight) of its mechanics. This is why there has been significant interest among inventory researchers in proposing and evaluating simple policies for these systems.
The TBS policy we study is a prominent choice for such a simple policy. Another prominent choice is the dual index policy studied by Veeraraghavan and Scheller-Wolf (2008) , among others. We have explained earlier the motivation for TBS policies. A more detailed argument in support of these policies is provided in AVM.
The dual sourcing model studied by AVM is a continuous time model in which demand is a counting process and the supplies from both sources follow renewal processes. The capacity rates from both sources are decision variables. Furthermore, given a pair of capacity rates for the two sources, their TBS policy works as follows: R supplies continuously at its capacity rate (this base supply process is analogous to the constant quantity ordered from R in every period in our discretetime TBS policy) and E supplies whenever the total inventory position in the system falls below a base-stock level (our ordering policy for E is identical). The authors study the optimization of the two capacity rates and the base-stock level for E. The optimal base-stock level is obtained from the newsvendor formula using the distribution of the steady-state overshoot (the amount by which the inventory position exceeds the base-stock level). The dynamics of this overshoot process is identical to that of a GI/GI/1 queue. The optimization of the capacity rates does not allow for a closed-form solution, though. Consequently, they perform an asymptotic analysis of this optimization as the expected demand rate grows infinitely large (the co-efficient of variation of inter-arrival times is held constant). A key result of this analysis is that the optimal capacity rate from the regular supplier becomes close to the expected demand rate in this regime. A consequence of this result is that under the optimal choice of capacity rates, the overshoot process resembles a queue in heavy traffic. This enables the authors to perform a heavy traffic analysis to derive closed form expressions for asymptotically optimal capacity rates for the two suppliers and an asymptotically accurate expression for the optimal expected cost of the system. These expressions are simple square root formulas that are both intuitive and provide clear insights about the trade-offs between costs and lead times.
While the model studied in our paper is different from that studied in AVM (e.g., their model is in continuous time and their supply processes are stochastic, whereas ours is in discrete time and supply is deterministic), the most important distinction between our work and theirs is the following: AVM's focus is on optimizing within the class of TBS policies. Our focus is on analyzing the effectiveness of the best TBS policy relative to the optimal policy over all feasible policies.
Preliminary Results
This section is devoted to deriving preliminary results which we use in Section 5 for proving our main analytical results. In addition, Theorem 1 is useful in Section 6 for numerically computing the best TBS policy.
Tailored Base Surge Policies: Optimization
A tailored base surge policy is specified by two parameters Q < µ and S. 6 In every period, an order for Q units is placed on R. The ordering decision for E follows an order-up-to rule with target level S -here the inventory position which is raised to the target is the expedited inventory position which includes the net-inventory and all the outstanding orders from both suppliers which will be delivered within the next l E periods. It should be noted that in some periods, the expedited inventory position before ordering will exceed the target level S, in which case no order is placed from E. The quantity by which the expedited inventory position exceeds S in such a period is called the overshoot.
Let C D,Q,S (h, b, c, l E , l R , F ) denote the long run average cost of the TBS policy with parameters Q (the quantity ordered from R in every period) and S (the order-up-to level for E). Let
6 If Q ≥ µ, the system is not "stable" in the sense that the expected inventory on hand approaches ∞.
For a given Q, let O ∞ (Q) denote the steady state overshoot random variable which is defined as the steady state version of the stochastic process {O t } that follows the recursion
The existence of the stationary distribution denoted by O ∞ (Q) is guaranteed by Loynes' Lemma (Loynes, 1962) . Let D[1, t] denote the demand over t periods. Let
denote the holding and shortage cost incurred in a period given the expedited inventory position a lead time earlier is y. Then, we can write
Therefore, S * (Q), the optimal order-up-to level or base-stock level for a given Q is the solution to
While this equation gives a closed form expression for the best order-up-to level for a given constant order quantity, Q, the optimal value of Q itself can be found by a simple technique like bisection search using the following new result. (The proofs of all the analytical results that follow can be found in the appendix.)
Since the quantity received from R is the same in every period under any TBS policy, both S * (Q) and C D,Q,S * (Q) are independent of the regular lead time, l R . However, the optimal cost (over all admissible policies), C D, * is non-decreasing in l R . 7 Thus, the relative performance of the best TBS policy (in fact, any TBS policy) improves as the regular lead time increases. In Section 6, we use a numerical investigation to study this improvement when all other parameters are held constant (demand distribution, cost parameters) while the regular lead time alone increases. In Section 5, we complement that study by analytically characterizing demand distributions and cost parameter values under which the best TBS policy is near-optimal.
7 The proof of the claim that C D, * is non-decreasing in l R is the following. Consider the optimal policy in a system with a regular lead time of k + 1 periods. That same policy is also admissible in a system with a regular lead time of k periods by simply delaying every order from R deliberately by one period. Thus, the optimal cost in the former system is also achievable in the latter system and the optimal cost in the latter system is, by definition, smaller than this cost.
Upper Bounding the Cost of the Best TBS Policy
In this section, we will derive an analytical upper bound on the cost of the best TBS policy. This bound will be useful later when we derive a bound on the cost performance of the best TBS policy relative to the optimal policy.
The standard, multi-period, news-vendor system with backordering is useful in the development of this bound. More specifically, B(h, b, l E , F ) is a system where there is a single supplier providing deliveries (with zero procurement costs) with a replenishment lead time of l E periods, the unit holding and shortage cost parameters are h and b, respectively, and the demand distribution is F for every period. The optimal policy in B is to set the inventory position after ordering in every period to be S E , the news-vendor level with a demand distribution of
We use C B, * (h, b, l E , F ) to denote the optimal long run average cost of this system and C B,S (h, b, l E , F ) to denote the long run average cost in B under the order-up-to S policy.
Next, consider the TBS policy of ordering Q units from R in every period and using an orderup-to S E policy with E. Now, the difference between the cost of using this policy in D and the optimal cost in B can be bounded above by bounding the expected steady state overshoot random variable. The dynamics of the overshoot (see (4.1)) are the same as those of the waiting time in a single server queue. One of Kingman's bounds (Kingman, 1970) is then used to bound the expected steady state overshoot. We note that AVM also use a similar bound in their analysis.
Lemma 2. The infinite horizon average cost of the best TBS policy with a given Q is bounded above as follows:
We are now ready to establish the main result of this section. We present an upper bound on the cost of the best TBS policy by minimizing both sides of the inequality in the statement of Lemma 2. This bound is used in our worst-case analysis of TBS policies.
Theorem 3. The expected cost per period of the best TBS policy is bounded above as follows:
We close this section with a second upper bound on the cost of the best TBS policy. This bound is simply the cost of procuring exclusively from E optimally, which is achieved using an order-up-to policy. Thus, this policy is a TBS policy with Q = 0, i.e. zero sourcing from R. Therefore, its cost is an upper bound on the cost of the best TBS policy.
Theorem 4. The expected cost per period of the best TBS policy is bounded above as follows:
A quick comparison of the two upper bounds derived in Theorem 3 and Theorem 4 (which corresponds to the TBS policy with Q = 0) provides us a simple insight about TBS policies: In environments in which the demand uncertainty is not excessive (mathematically speaking, when σ/µ is not high), a non-trivial TBS policy (i.e., Q > 0) dominates the policy of using E exclusively;
thus the simple version of dual sourcing (i.e. using TBS policies) provides value.
Effect of Variability on Optimal Cost
We show in this section that if demand becomes more variable (in the formal sense of convex ordering), the optimal cost of the system increases. While this result is obvious in the case of the single-period news-vendor model, a proof is necessary for more sophisticated, multi-period models such as the dual sourcing model here. A recent example of such a proof for another multi-period model is that of Zipkin (2008b) for lost-sales inventory systems. The result is interesting in its own right since it confirms our intuition about the effect of variability on costs. Moreover, it is used in the proof of an important result in Section 5.2.
We sayF
] for any convex function g and two random variables D andD with distributions F andF , respectively.
Theorem 5. Assume thatF ≤ cx F . Then, the optimal long run average cost when the demand distribution isF is smaller than the optimal long run average cost when the demand distribution is
We now present two related results which are both intuitive and useful in our analysis in the following section. The first result is that the optimal cost is unaffected if the demand distribution is shifted by a constant while the second result is that if the demand distribution is scaled by a constant, then, the optimal cost is also scaled by the same constant.
Lemma 6. Consider three distributions F ,F andF (say, representing random variables
where A ≥ 0 and B > 0 are constants. Then,
An immediate corollary of this lemma is the following.
Corollary 7. Consider two distributions F andF (say, representing random variables D andD)
, where A ≥ 0 and B > 0 are constants. Then,
Main Analytical Results
In this section, we first study the special case of a two-point demand distribution (Section 5.1). We characterize conditions on the cost parameters and the probability describing the twopoint distribution under which a TBS policy is an optimal policy (over all admissible policies).
Subsequently, we build on that analysis to study a more general demand distribution which we call a base-surge distribution (Section 5.2). In that case, we derive a bound on the ratio of the cost of the best TBS policy to the optimal cost under some assumptions.
Two Point Distributions
In this section, we study the case in which demand comes from a two-point distribution. Let D, the random variable representing demand in a period, have two possible values d Low and d High and let it take these values with probabilities p Low and p High = 1 − p Low , respectively. We now present an assumption that ensures that the probability of a low demand is sufficiently high and then explain its consequence.
Assumption 1. The probability of low demands, p Low , exceeds
Consider first the special case in which d Low = 0 and d High = 1. Consider a starting state in which there are no backorders and there is no inventory anywhere in the system. The expected time until the arrival of a customer is p Low /(1 − p Low ) since the demand process is a Bernoulli process (which is memoryless). Now, if we order a unit from R in anticipation of the first customer's arrival, this unit will be held as inventory on hand from the time it is delivered to the time that the customer arrives (assuming the latter happens after the former). Thus, the expected holding cost incurred due to this unit exceeds
(Note that, since l R > l E , the expected holding cost incurred by ordering a unit from E in anticipation of a customer's arrival is even higher.) On the other hand, waiting until a customer arrives and immediately ordering a unit from E to satisfy that customer's demand upon delivery results in a procurement cost plus backordering cost of
Therefore, if the condition
is satisfied, it is never optimal to procure a unit when there is no customer who is already backordered; moreover, since c < b · (l R − l E ), it is optimal to procure a unit from E (as opposed to R)
as soon as a customer arrives. This policy is essentially a TBS policy with Q = 0 and S = 0 and the condition in (5.1) is equivalent to Assumption 1. An identical argument, along with Lemma 6, shows that a TBS policy with Q = d Low and S = d Low · (l E + 1) is optimal under any general two-point distribution satisfying that assumption. The following theorem states this formally and we supplement the intuition above with a rigorous proof in the appendix.
Theorem 8. For a two-point distribution, F , satisfying Assumption 1, a TBS policy with Q = d Low
What Theorem 8 demonstrates is that when demand is usually at a base level and occasionally rises to a surge level, the TBS policy of using R to constantly meet the base-level of demand is optimal over all admissible policies as long as the probability of a surge is sufficiently low. To show this result, we have modeled the base and surge levels as demand points (i.e., degenerate distributions) rather than the more general model of associating a probability distribution with each of these two levels. We explore such a generalization in the next sub-section.
Base-Surge Distributions
In this section, we model demands using base-surge distributions which we describe as follows.
Let X and Y be two non-negative, independent random variables. Here, X is the base demand distribution and Y is the surge demand distribution. Surges are rare and we model this using a probability p that there will be no surge (equivalently, a probability 1 − p of a surge). Thus, the demand in a period is given by D = X + Z (Z is independent of X), where Z = 0 with probability p and Z = Y with probability (1 − p). We derive a bound on the ratio of the cost of the best TBS policy to the optimal cost over all admissible policies when p is sufficiently large, under a reasonable assumption on the cost parameters. We will use σ X to denote the standard deviation of X and µ Y to denote the expectation of Y .
Theorem 9. Under Assumption 1, the ratio of the cost of the best TBS policy and the optimal cost (over all admissible policies) is smaller than
Moreover, when the cost parameters h, b and c are such that h ≤ c and c < b · (l E + 1), this ratio is bounded above by 1 +
This bound suggests that when the probability of a surge is small but the expected surge (given that there is a surge) is large relative to the uncertainty in base demand, the best TBS policy is near-optimal.
We conclude this sub-section with a remark on what this analysis implies for managing inventory and sourcing decisions for service parts. For a typical service part, the demand distribution is characterized by a large probability mass at zero and some probability distribution conditional on demand being non-zero. We can now use Theorem 9 to make the following observation. Remark 1. Let the demand distribution F be such that F (0) = p. LetF represent the demand distribution conditional on demand being strictly positive, i.e.,F (0) = 0 andF (x) = P (D ≤ x | D > 0). For anyF , the policy of never ordering from R and ordering up to zero from E (i.e. reacting to all positive demand by ordering the demanded quantity from E) is optimal if the probability of zero demand, i.e., p, is large enough for Assumption 1 to be satisfied. This is a trivial TBS policy with Q = 0 and S = 0. Thus, in this case, single sourcing is optimal.
Numerical Results
In this section, we evaluate the cost effectiveness of the best TBS policy over a test bed of problem instances by numerically computing, on each instance, both the long run average cost of that policy and the optimal cost (by solving the infinite horizon, average-cost dynamic program).
The ratio of the two costs mentioned above is the performance measure of interest here. The goal is to understand how this ratio depends on the b/(b + h) ratio, the lead time difference between R and E and the emergency procurement cost, c. We also want to understand whether these patterns are consistent across a variety of demand distributions.
Our initial test bed consists of the problems defined by the following parameter choices. The lead time from E is zero, the lead time from R is varied between 2 and 7 periods, and h = 20, (The reason for limiting our investigation over distributions with support on {0, 1, 2, 3, 4} is the computational effort required to compute the optimal cost by dynamic programming.) For each of these instances, we report the optimal cost, the cost of the best TBS policy and the percentage difference between the two in a set of six tables (one for each distribution) presented in the appendix.
Some observations based on these results follow.
In each of the tables, we see that the performance of the best TBS policy improves as l R increases (i.e., as the lead time difference between R and E increases). The improvement from a one period increase to l R is quite dramatic when l R is small. In all our instances with c = 20 or c = 50, the cost of the best TBS policy is at most 4.6% more than the optimal cost when l R = 7. That is, TBS policies emerge as an effective choice for such lead time differences. Next, we would expect that TBS policies become a less effective choice when c is large. (This is because, when c is large, using only R and, that too, using an order-up-to policy is a preferred policy. That policy passes the demands to R as its orders. The TBS policy on the other hand sources a constant amount from R every period.) This is observed in our numerical results. Our next observation is on the service level (more precisely, the b/(b + h) ratio). As this level increases, the policy of sourcing exclusively from E (more generally, the policy of using R to source the deterministic part of demand, if any, and using E to manage uncertainty) becomes relatively more attractive. Since this policy is a special case of TBS policies, we expect the effectiveness of the best TBS policy to improve as service levels increase. Broadly speaking, such a trend can be observed in our results by comparing the percentages corresponding to b = 180 versus that for b = 80 in each of our tables. Another effect we notice in our results is that the best TBS policy becomes more effective for higher levels of demand uncertainty. More specifically, the average percentage cost gap between the best TBS policy relative to the optimal decreases with the standard deviation of demand on our test bed. This is likely because when demand uncertainty is high, the optimal policy devotes a larger fraction of the supply sourced to E, thus approaching the policy of sourcing only from E -this policy is the TBS policy with Q = 0.
Finally, we also present some results of tests to investigate whether the observations made above on the performance of TBS policies are affected if the lead time from E were not zero. To this end, we include a table in the appendix with results for problems in which the difference between the two lead times is held constant at three (i.e., l R − l E = 3), while l E is varied from one to three.
This table seems to indicate that there is no noticeable effect of l E on the performance of TBS policies relative to the optimal, for a fixed value of l R − l E . It appears that, on an average (over the instances tested), an increase in l E is accompanied by approximately the same percentage increase in both the cost of the best TBS policy and the optimal cost, thus leaving the percentage difference between the two mostly unchanged. 
A. Appendix with Proofs

Proof of Theorem 1
Proof. Let C D,Q, * (h, b, c, l E , l R , F ) denote the optimal cost over all admissible policies which order a constant amount Q from R in every period (these policies include policies other than order-up-to policies for E). We first claim that among policies which order a constant amount Q < µ from R in every period, there exists an optimal policy of the order-up-to type for E. That is,
The proof of this claim is the following: The inventory process in a dual sourcing system that orders Q from supplier R in every period is identical to that in a single sourcing system with lead time l E and in which the random variable representing demand in any period is given by D − Q. It is well known that the optimal policy in such a single sourcing system (even though the random demand, D − Q, in a period need not be non-negative) is an order-up-to policy. This fact implies the claim.
We will suppress the dependence of C D,Q, * on the parameters (h, b, c, l E , l R , F ) in this proof.
We will show the result by demonstrating the following inequality:
, * for all Q 1 and Q 2 . (A.1) Let θ 1 (θ 2 ) denote the optimal policy within the class of policies which order the constant quantity Q 1 (Q 2 ) from R in every period. That is, C D,θ 1 = C D,Q 1 , * and C D,θ 2 = C D,Q 2 , * . Let us now consider a third policy θ 3 defined as follows: It orders the constant quantity (Q 1 +Q 2 )/2 from R every period and, in every period t, it orders from E the average of the quantities ordered by θ 1 and θ 2 from E. That is, q . Therefore, we obtain C D,
. This completes the proof of (A.1).
Proof of Lemma 2
Proof. In this proof, we will use B to denote B(h, b, l E , F ) and D to denote D(h, b, c, l E , l R , F ). Let S B, * denote the optimal order-up-to level in B. Note that the order-up-to policy with this target level achieves a long run average cost of C B, * (h, b, l E , F ) in B.
Let us now study D under the TBS policy with a constant order quantity of Q from R and the order-up-to policy with target level S B, * for E. Let us use θ to denote this policy. Observe that the expected holding and shortage cost in D per period under θ is
Using the facts that, for all (x, y) such that y ≥ 0, (x + y) + ≤ x + + y and (x + y) − ≤ x − , we see that this cost is bounded above by
Notice that the sum of the first two terms in this expression is nothing but C B, * (h, b, l E , F ). Thus, we know that the long run average cost in D under θ is bounded above by
where the last term captures the procurement cost (since Q units are procured from R every period, µ − Q is the average amount procured from E per period).
Next, recall that O ∞ (Q) represents the steady state of the stochastic process O t+1 = (O t + Q − D t ) + , which is identical to the waiting time recursion in a GI/GI/1 queue with D representing the inter-arrival time and Q, the service time. We know from Kingman (1970) (inequality (9) on page 104) that the expected waiting time in a GI/GI/1 queue is bounded above by (σ 2 s + σ 2 t )/[2(t −s)] where σ s (σ t ) is the standard deviation of the service (inter-arrival) time andt (s) is the mean service (inter-arrival) time. In our case, σ s = 0, σ t = σ 2 ,s = Q andt = µ. Substituting these quantities into Kingman's bound above, we obtain
Combining (A.2) and (A.3), we obtain the following upper bound on the cost of θ and therefore on the cost of the best TBS policy for a given Q:
Proof of Theorem 3
Proof. LetQ minimize the upper bound expression given in Lemma 2. It is easy to verify that Q = µ−σ· h/2c which is non-negative if µ ≥ σ· h/2c. In this case, the cost of the best TBS policy is bounded above by the cost of the TBS policy which uses Q =Q; it can be verified by substituting Q withQ in Lemma 2 that the cost of this policy is bounded above by
In the case when µ ≤ σ · h/2c, the cost of the best TBS policy is bounded above by the cost of the TBS policy which uses Q = 0. The cost of that policy is
Proof of Theorem 5
Proof. In order to avoid excessive notation, we find it convenient to present the elements of the proof rather than those details of these elements which can be found in references that we provide.
While the performance measure used in this paper is the long run average cost, our proof requires considering a finite horizon, discounted cost dynamic program first, an infinite horizon discounted cost dynamic program next and finally the average cost dynamic program.
Let us first consider the finite horizon dynamic program which is characterized by a cost function say f α,T t (x) when the demand distribution is F and x represents the state of the system, i.e., information on how much inventory is present on hand, amount on backorder if any, amounts on order from both supply sources scheduled to arrive in the next several periods (because of the lead times). Here, α ∈ (0, 1) denotes a discount factor to capture the time value of money and T denotes the length of a finite planning horizon. Similarly, letf (x) converge to the optimal long run average costs
, respectively, as the discount factor α approaches 1. This convergence along with (A.5) implies the desired inequality
Proof of Lemma 6
Proof. We begin with the proof of the second result since it is straightforward. Consider any policy θ which is used in the system that faces the demand distribution F . We modify that policy to construct another policyθ as follows: qθ
for all t. Then, since the random demand in period t under the distributionF is B · D t for all t, it is easy to verify that the long run average cost underθ andF is exactly B times the long run average cost under θ and F .
Since θ was an arbitrary, feasible policy, this implies that
An argument symmetric to the above leads to the opposite inequality thus yielding the desired equality. This completes the proof of the second result.
We now proceed to prove the first result. The logic is similar to that used above. Again, we consider any policy θ which is used in the system that faces the demand distribution F . We modify that policy to construct another policyθ as follows: qθ
for all t. That is, in every period,θ follows θ identically for orders from E and orders A units in excess of that ordered by θ from R. It is easy to the long run average cost underθ andF is exactly equal to the long run average cost under θ and F . Since θ was an arbitrary, feasible policy, this implies that
It only remains to establish the opposite inequality, which we focus on next. Since our interest is limited to the long run average cost performance measure, we assume without loss of generality that both the system facing the demand distributionF and that facing F start period 1 with an "empty pipeline" (i.e. no outstanding orders) and a net-inventory of zero. Let us now consider any policyθ which is used in the system that faces the demand distributionF . We modify that policy to construct another policy θ as follows:
Such a careful construction is necessary for policy θ to ensure that its orders are non-negative. In words, policy θ attempts to bring in the same amount of cumulative supply into the system as policyπ up until any period t except for a deliberate reduction of t · A units which is the excess cumulative demand that the system facingF experiences relative to the system facing F . It is now easy to verify that the long run average cost under θ and F is less than or equal to that underθ andF . Sinceθ is an arbitrary, feasible policy, this implies that
The desired equality follows from this inequality and its opposite which was proved earlier.
A Preliminary Result used in the Proof of Theorem 8
Recall that, in the discussion preceding the statement of Theorem 8, we had argued intuitively that the TBS policy with Q = 0 and S = 0 is optimal when d Low = 0 and d High = 1. We first prove this claim formally before proving the theorem for the more general case of arbitrary, non-negative
Lemma 10. Under Assumption 1, the TBS policy with Q = 0 and S = 0 is optimal when d Low = 0 and d High = 1. Moreover, the optimal cost and the cost of this TBS policy equal β · (1 − p Low ) where
Proof. Assume that the system starts with zero backorders and no inventory anywhere in the system. This is without loss of generality since our focus is on the long run average cost performance measure. Letθ denote the TBS policy with Q = 0 and S = 0. This policy does not incur any holding costs. Moreover, every customer is backordered for exactly l E + 1 periods and is satisfied by a unit ordered from E at a cost of c. Thus, the long run average cost ofθ is
We now claim that, for any feasible policy, θ, the long run average cost C θ is at least as large as
Cθ, that is,
This claim implies the desired result thatθ is an optimal policy. We now proceed to prove (A.6).
Consider any feasible policy, θ. Let C θ [1, T ] denote the costs incurred under θ during the first T periods. Similarly, we use H θ [1, T ] to denote the holding costs and B θ [1, T ] to denote the sum of procurement costs and backordering costs under θ during that interval. That is,
The long run average cost C θ can be written as
We now claim that to show (A.6), it is sufficient to show the following statement:
The proof of this claim is the following:
Since is an arbitrary constant, this implies that C θ ≥ β · µ, which is the desired inequality (A.6).
Thus, it only remains to prove that the statement in (A.7) is true.
We proceed to prove (A.7). Since the demand in every period is zero or one, we refer to a unit of demand as a customer in this proof. We use F t to denote the demand history up until the beginning of period t, that is, the realization of (D 1 , D 2 , . . . , D t−1 ).
Let n θ t denote the number of units that are ordered (from either R or E) in period t without a corresponding customer ready at the beginning of that period. While a mathematical expression for n θ t is not used in the proof, we find it useful to present one in order to help the reader understand the meaning of n θ t more precisely. For example, if there are zero customers backordered at the beginning of period t, then, n θ t = q θ,R t + q θ,E t . More generally, we have
is the total inventory position in the system at the start of period t before any ordering decisions are made. Thus, (IP
) − is the number by which backordered demand exceeds committed supply. Therefore, if the total order quantity in period t, i.e., q
) − , their difference is the number of units that are ordered (from either R or E) in period t without a corresponding customer ready at the beginning of that period. Let
We now derive a lower bound on the expected number of periods each of these units will stay in inventory and use that to derive a lower bound on E C θ [1, T + T ( )] for a suitably chosen T ( ) and complete the proof of (A.7). We accomplish this by assembling several ideas.
Let ζ denote a geometric random variable with success probability (1 − p Low ). That is, for any t, given F t , the distribution of the number of periods until the next customer arrives is ζ. Note
The meaning of this quantity is the following. Consider a unit which is ordered from R without a corresponding customer ready at that time. Then, this unit incurs a holding cost from the time it is delivered and at least 9 until the next customer arrives. Let
This quantity can be understood as follows: Consider a unit which is ordered from R in some period t without a corresponding customer ready at that time. Then, τ (u) is a lower bound on the expected holding cost incurred by this unit during the interval [t, t + u].
It is easy to verify that τ (u) is an increasing function of u and that
Therefore, for any > 0, we know that τ (u) ≥ τ · (1 − ) for sufficiently large u -we choose such a value of u as T ( ); more formally,
Next, observe from the definition of τ that
This implies that
Recall that Assumption 1 (please see the discussion on that assumption in Section 5.1) is equivalent to (5.1), that is,
Combining the last two inequalities, we obtain
We are now ready to examine E C θ [1, T + T ( )] , the left hand side of (A.7). We have
We will first derive a lower bound on the holding cost and then do the same for the procurementplus-backorder cost.
From the definition of n θ t and the discussion surrounding it, it can be observed that the expected holding cost E H θ [1, T + T ( )] exceeds
Proof of Theorem 8
Proof. Let F denote the two point distribution with a mass of p Low at 0 and a mass of (1 − p Low ) at 1. LetF denote the two point distribution with a mass of p Low at d Low and a mass of (1 − p Low ) at d High . Then, an application of Corollary 7 leads to the following relationship:
We know from Lemma 10 that C D, * (h, b, c, l E , l R , F ) = β · (1 − p Low ). Thus, we have
It only remains to show that Furthermore, it can also be verified that, subsequently, a strictly positive order is placed on E by θ in a period if and only if the demand in the previous period is d High ; that order quantity will also be
By design, θ never holds inventory on hand since the demand in any interval of (l E +1) periods is at least d Low · (l E + 1) which is equal to the expedited inventory position after ordering in any period (note that there is no overshoot under policy θ since Q = d low ≤ D t for all t). So, θ does not incur holding costs. In other words, θ is equipped to handle a demand of d Low in every period. On the other hand, in every period (say t) that the demand is d High , the "excess demand" d High − d Low is backordered and this amount stays on backorder for exactly (l E + 1) periods (until the order placed on E in period t + 1 arrives, i.e., until period t + 1 + l E ). Thus, the expected backorder cost incurred
. Summing the procurement and backorder costs, we see that the long run average cost under θ is
This completes the proof.
Proof. The first statement we are required to prove is that
Let F X , F Y and F Z denote the distribution functions of the random variables, X, Y and Z,
Next, we claim that
The proof is the following: Let S X = arg min S C D,Q X ,S (h, b, c, l E , l R , F X ), i.e., the optimal orderup-to level for E given that the demand distribution is F X and a constant order of Q X is placed on R every period. Let
at the beginning of period t (after ordering) under the (Q X , S X ) policy.
Assume that I X,1 = S X and that those outstanding orders which are not a part of this expedited inventory position are of size Q X each (this is without loss of generality because our interest is in the long run average costs of the inventory systems analyzed). Similarly, let I Z,t denote the expedited inventory-position in B(h, b, l E , F Z ) at the beginning of period t (after ordering) under the order-up-to S Z policy. Assuming that I Z,1 = S Z , we have the trivial identity I Z,t = S Z for all t.
Consider the following policy θ in D(h, b, c, l E , l R , F ) defined as follows. The constant quantity Q X is ordered from R in every period. The order quantity from E under θ (in period t) is the sum of the quantity ordered in D(h, b, c, l E , l R , F X ) under the (Q X , S X ) policy (in period t) and the order quantity in B(h, b, l E , F Z ) (in period t) under the order-up-to S Z policy. Let I X+Z,t denote the expedited inventory position in D(h, b, c, l E , l R , F ) at the beginning of period t after ordering under policy θ. Under the assumption that I X+Z,1 = S X + S Z , the definition of θ implies the following relationship:
I X+Z,t = I X,t + I Z,t for all t .
Let us define e X,t , e Z,t and e X+Z,t to be the net-inventories at the end of period t in the three systems, D(h, b, c, l E , l R , F X ) (under the (Q X , S X ) policy), B(h, b, l E , F Z ) (under the order-up-to S Z policy), and D(h, b, c, l E , l R , F ) (under policy θ). These quantities also have a similar relationship; that is, e X+Z,t = e X,t + e Z,t for all t .
This relationship along with the sub-additivity of the newsvendor cost function h(e) + + b(e) − implies that the holding and shortage cost in D(h, b, c, l E , l R , F ) (under policy θ) is smaller than the sum of the holding and shortage costs in D(h, b, c, l E , l R , F X ) (under the (Q X , S X ) policy) and in B(h, b, l E , F Z ) (under the order-up-to S Z policy). Moreover, since the policy θ orders Q X from R in every period while the expected demand is
which is nothing but c·(1−p)·µ Y . These observations about the holding, shortage and procurement costs yield the following inequality:
The following three relationships follow directly from definitions:
(since θ is just one specific feasible policy that orders Q X from R in every pe-
. Combining these relationships with the previous inequality, we obtain the claimed inequality of (A.12).
Next, observe that using an order-up-to zero policy in B(h, b, l E , F Z ) leads to an average cost
Using this fact in (A.12), we obtain
We know from Theorem 3 that min
Since F X has a standard deviation of σ X , we can use a well known Distribution-Free News-vendor result (Gallego and Moon, 1993) 
We can now use (A.13) to obtain
This inequality along with (A.11) implies that
The inequality above provides an upper bound on the cost of the best TBS policy. Next, we derive a lower bound on the optimal cost over all admissible policies.
Our lower bound derivation makes use of Theorem 5 on convex ordering. LetF denote the distribution of a random variableD defined asD = µ X + Z. It is easy to see thatF ≤ cx F .
Thus, C D, * (h, b, c, l E , l R , F ) ≥ C D, * (h, b, c, l E , l R ,F ) . Let us now examine C D, * (h, b, c, l E , l R ,F ).
SinceD is the sum of a deterministic quantity µ X and the random variable Z, the optimal policy will procure µ X units from R every period to handle the deterministic part of demand. So, the only procurement, holding and shortage costs incurred are those incurred on the stochastic part of demand, Z. Note that Z has a probability mass of, at least, p at zero. The mean of Z is (1 − p) · µ Y .
We can now use an analysis that is identical to that presented in Section 5.1 to see that the optimal policy, when the demand is given by the random variable Z (µ X + Z), is to order zero (µ X ) from R in every period and order-up-to zero from E in every period. The cost of this policy, i.e. the optimal cost, is c + b · (l E + 1) · (1 − p) · µ Y . To summarize, we have now established that 
which is the desired result in (A.10).
We now proceed to establish the second result. When h ≤ c and c < b · (l E + 1), the right hand side in the above inequality (i.e., (A.10)) is bounded above by
which, in turn, is smaller than
due to the fact that the arithmetic mean exceeds the geometric mean. This completes the proof of the second desired result. Left-Skewed Dist.: P(D=0) = 0.125, P(D=1) = 0.125, P(D=2) = 0.125, P(D=3) = 0.500, P(D=4) = 0.125
