Abstract-Smoothing functions can transform the unsmooth twin support vector machines (TWSVM) into smooth ones, and thus better classification results can be obtained. It has been one of the key problems to seek a better smoothing function in this field for a long time. In this paper, a novel version for smooth TWSVM, termed polynomial smooth twin support vector machines (PSTWSVM), is proposed. In PSTWSVM, using the series expansion, a new class of polynomial smoothing is proposed, and then their important properties are discussed. It is shown that the approximation accuracy and smoothness rank of polynomial functions can be as high as required. Subsequently, the polynomial functions are used to convert the original constrained quadratic programming problems of TWSVM into unconstrained minimization problems, and then are solved by the well-known Newton-Armijo algorithm. Meanwhile, in order to find the suitable parameters of PSTWSVM, Invasive Weed Optimization (IWO) algorithm is used to optimize the proposed algorithm. Then we propose an algorithm called polynomial smooth twin support vector machines based on invasive weed optimization algorithm (PSTWSVM-IWO). Finally, the effectiveness of the proposed method is demonstrated via experiments on synthetic and UCI benchmark datasets.
I. INTRODUCTION
Support vector machine (SVM) proposed by Vapnik and co-worker [1] is a computationally powerful kernel-based tool for binary data classification and regression. Because the theory of SVM is based on the idea of structural risk minimization principle, SVM has successfully solved the high dimensionality and local minimum problems. Therefore, compared with other machine learning methods, such as artificial neural network [2] [3] , SVM owns better generalization ability.
Within a few years after its introduction SVM has played excellent performance in many real-world predictive data mining applications such as text categorization [4] , time series prediction [5] , pattern recognition [6] and image processing [7] , etc.
Although SVM owns better generalization ability compared with many other machine learning methods, however, its computational complexity in training stage is too expensive. To address this problem, so far, many improved algorithms have been presented, such as chunking algorithm [8] , decomposition algorithm [9] and sequential minimal optimization (SMO) [10] , etc. However, these algorithms are too complex. On the other hand, many researchers have proposed some deformation algorithms based on standard SVM. For example, in 2006, Mangasarian et al. [11] proposed a nonparallel plane classifier for binary data classification, named generalized eigenvalue proximal support vector machine (GEPSVM). The essence of GEPSVM is to look for two nonparallel planes, so that data points of each class are proximal to one of them. GEPSVM has good learning speed, but its classification accuracy is low. In 2007, Jayadeva et al. [12] proposed a new machine learning method called twin support vector machine (TWSVM) for the binary classification in the spirit of GEPSVM. TWSVM would generate two non-parallel planes, such that each plane is closer to one of the two classes and is as far as possible from the other. In TWSVM, a pair of smaller sized quadratic programming problems (QPPs) are solved, instead of solving a single large one in SVM, makes the computational speed of TWSVM approximately 4 times faster than the traditional SVM. Because of its excellent performance, TWSVM has been applied to many areas such as speaker recognition [13] , medical detection [14] , etc.
Similar to SVM, TWSVM solves its QPPs in the dual space. However, this solving method will be affected by time and memory constraints when dealing with the large datasets, which would make the learning speed of TWSVM low. In order to address this problem, in 2008, M. Arun Kumar et al. [15] used the sigmoid function to approach the objective function of TWSVM and then proposed smooth twin support vector machines Corresponding author, Shifei Ding, E-mail: dingsf@cumt.edu.cn.
(STWSVM). STWSVM directly solved QPPs in the original space instead of the dual space. Experimental results showed that STWSVM could make the classifier faster to compute in the classification phase than TWSVM. However, because of the low approximation ability of the sigmoid function, the classification accuracy of STWSVM was unsatisfactory. In order to further improve the classification performance of STWSVM, looking for a new smooth function with better approximation ability is the key problem. In this paper, using the series expansion, a new class of polynomial smoothing is proposed. We have proved that the proposed smoothing functions have better smooth performance and their approximation accuracy can be as high as required. Subsequently, the polynomial functions are used to convert the original constrained quadratic programming problems of TWSVM into unconstrained minimization problems, and then are solved by the well-known Newton-Armijo algorithm. Based on the above idea, a novel version for smooth TWSVM, termed polynomial smooth twin support vector machines (PSTWSVM), is proposed in this paper. Besides, in order to overcome PSTWSVM parameters selection problem, we use Invasive Weed Optimization (IWO) algorithm [16] which has fast global searching ability to select PSTWSVM parameters, so that we would obtain the optimal parameters combination. Finally, the experimental results show the effectiveness and stability of the proposed method.
The paper is organized as follows: In section 2, we propose the PSTWSVM model and prove its global convergence. In section 3, PSTWSVM-IWO is detailed introduced and analyzed. Computational comparisons on synthetic and UCI datasets are done in section 4 and section 5 gives concluding remarks.
II. POLYNOMIAL SMOOTH TWIN SUPPORT VECTOR MACHINES

A．Twin Support Vector Machines
Consider a binary classification problem of classifying (1) The target of TSVMs is to generate the above two nonparallel hyper-planes in the n -dimensional real space n R , such that each plane is closer to one of the two classes and is as far as possible from the other. A new sample point is assigned to class +1 or -1 depending upon its proximity to the two nonparallel hyper-planes. The linear classifiers are obtained by solving the following optimization problems. 
where 1 c and 2 c are penalty parameters, (1) ξ and (2) ξ are slack vectors, 1 e and 2 e are vectors of ones of appropriate dimensions.
In TWSVM, generally, we solve the QPPs in the dual space. However, this solving method will be affected by time and memory constraints when dealing with the big datasets. In order to improve the computational speed, the TWSVM model represented by (2) and (3) would be transformed into two unconstrained non-smooth optimization problems by using the plus function.
According to the KKT theorem, we can get 1 ( ) + x and 2 ( ) + x are the plus functions. Apparently, the objective functions of the unconstrained optimization problems (6) and (7) are convex and non-smooth. Theorem 1 The unconstrained TWSVM model can be represented as (6) and (7) and the model is continuous but non-smooth.
Theorem 1 shows that (6) and (7) are non-smooth, so we can't use the gradient optimization method such as the Newton-Armijo method to solve (6) and (7) . In order to address this problem, we will use the polynomial smooth function to approach (6) and (7).
B．The Polynomial Smooth Function
Weierstrass's theorem shows that any continuous real-valued function in closed interval can be arbitrarily approached by the polynomial function. From theorem 1 we can know that the plus function is a continuous function, so we can use the polynomial function to approach it. In this paper, we will give the common formula of the polynomial smooth function by transforming it to an equivalent infinite series. 
Lemma 1 [18]
The plus function + x can be transformed to an equivalent infinite series in
Proof According to the definition of + x , we can get
According to lemma 1 and (10), + x can be rewritten as
End.
Theorem 3
The polynomial approximation function for
where n is a positive integer. The approximation image of the plus function by the polynomial function when 10
is shown as figure 1 . From Figure 1 , we can see that the approximation accuracy of ( , ) n P x k will be higher with n larger. 
Theorem 4 ( , )
n P x k is defined as (12) , it has some characteristics as follows. (1) ( , )
n P x k has n -order smoothness about x . (2) lim max ( ( , ) ) 0
n P x k has n -order smoothness about x , it must meet the following conditions.
According to (12) , it can be got
(2) According to weierstrass's Theorem, it can be got easily lim max( ( , ) ) 0
End. Theorem 4 shows that the polynomial smooth function transformed to an equivalent infinite series can achieve arbitrary precision to approach the plus function when n is large enough.
C．The Optimal Smoothing Factor
There is a parameter k called smoothing factor in (12) . We give the formula of optimal smoothing factor as follows.
Theorem 5 Give arbitrary precision E , if the smooth function ( , )
when it approaches to + x , the smoothing factor k is called the optimal smoothing factor and is denoted as ( , ) opt k n E .
Because the error of
D．PSTWSVM Algorithm
Because ( , )
n P x k has n -order smoothness when 2 ≥ n , Newton-Armijo optimization algorithm can be used to solve the following unconstrained optimization problems. 
E．The Nonlinear PSTWSM
If the previous conclusions are extended to nonlinear smooth PSTWSVM, it can be used to deal with the nonlinear problem.
In order to obtain the nonlinear classifiers we consider the following kernel generated surfaces
where
and K is an chosen kernel. The nonlinear TWSVM are obtained by solving the following optimization problems.
(1) (1) ( 2) 
0.
(1) (1) ( 2) 2 (2) (1) The previous conclusions and theorems are also applicable to the nonlinear PSTWSVM model.
III. PSTWSVM BASED ON INVASIVE WEED OPTIMIZATION ALGORITHM
A．Analysis the Penalty Parameters of PSTWSVM
The role of penalty parameters 1 c and 2 c is to adjust the ratio between the confidence range with the experience risk in the defining feature, so that the generalization ability of PSTWSVM can achieve the best state. The values of 1 c and 2 c smaller expresses the punishment on empirical error smaller. Do it this way, the complexity of PSTWSVM is smaller, but its fault tolerant ability is worse. The values of 1 c and 2 c are greater, the data fitting degree is higher, but its generalization capacity will be reduced. From the above analysis, we can know that the parameters selection is very important for PSTWSVM.
After the above analysis, in this paper, Invasive Weed Optimization (IWO) algorithm which has fast global searching ability is used to select the PSTWSVM parameters and the mixed kernel parameters.
B．Invasive Weed Optimization
In 2006, a novel stochastic optimization model, invasive weed optimization (IWO) algorithm [16] , was proposed by Mehrabian and Lucas, which is inspired from a common phenomenon in agriculture: colonization of invasive weeds. Not only it has the robustness, but also it is easy to understand and program. So far, it has been applied in many engineering fields [19] [20] .
In the classical IWO, weeds represent the feasible solutions of problems and population is the set of all weeds. A finite number of weeds are being dispread over the search area. Every weed produces new weeds depending on its fitness. The generated weeds are randomly distributed over the search space by normally distributed random numbers with a mean equal to zero. This process continues until maximum number of weeds is reached. Only the weeds with better fitness can survive and produce seed, others are being eliminated. The process continues until maximum iterations are reached or hopefully the weed with best fitness is closest to optimal solution.
The process is addressed in details as follows:
Step 1: Initialize a population A population of initial solutions is being dispread over the D dimensional search space with random positions.
Step 2: Reproduction The higher the weed's fitness is, the more seeds it produces. The formula of weeds producing seeds is min max min min max min
where, f is the current weed's fitness. max f and min f respectively represent the maximum and the least fitness of the current population. max s and min s respectively represent the maximum and the least value of a weed.
Step 3: Spatial dispersal The generated seeds are randomly distributed over the D dimensional search space by normally distributed random numbers with a mean equal to zero, but with a varying variance. This ensures that seeds will be randomly distributed so that they abide near to the parent plant. However, standard deviation (σ ) of the random function will be reduced from a previously defined initial value ( init σ ) to a final value ( final σ ) in every generation.
In simulations, a nonlinear alteration has shown satisfactory performance, given as follows 
Where, max iter is the maximum number of iterations, cur σ is the standard deviation at the present time step and n is the nonlinear modulation index. Generally, n is set to 3.
Step 4: Competitive exclusion After passing some iteration, the number of weeds in a colony will reach its maximum ( _ P MAX ) by fast reproduction. At this time, each weed is allowed to produce seeds. The produced seeds are then allowed to spread over the search area. When all seeds have found their position in the search area, they are ranked together with their parents (as a colony of weeds). Next, weeds with lower fitness are eliminated to reach the maximum allowable population in a colony. In this way, weeds and seeds are ranked together and the ones with better fitness survive and are allowed to replicate. The population control mechanism also is applied to their offspring to the end of a given run, realizing competitive exclusion.
C．The Algorithm steps of PSTWSVM-IWO
The accuracy in the sense of CV is used for the fitness of IWO. So the algorithm steps of PSTWSVM-IWO are as follows:
Step1: Select the training dataset and the testing dataset.
Step2: Preprocessing the dataset.
Step3: Constructe the PSTWSVM model. Step4: Select the optimal parameters using IWO algorithm.
Step5: Train the PSTWSVM model using the optimal parameters.
Step6: Predict the testing dataset.
Step7: Output the classification accuracy.
IV. EXPERIMENT RESULTS AND ANALYSIS
In order to verify the efficiency of PSTWSVM and PSTWSVM-IWO, we conduct two experiments. In the first experiment, in order to show the advantage of PSTWSVM, we make experiments on several benchmark datasets using four algorithms, that is, GEPSVM, TWSVM, STWSVM and PSTWSVM. In the second experiment, we make experiment on NDC dataset to compare PSTWSVM with PSTWSVM-IWO. The dual QPPs arising in TWSVM are solved using mosek optimization toolbox for MATLAB [21] which implements fast interior point based algorithms. Classification accuracy of each algorithm is measured by standard tenfold cross-validation methodology.
A．The First Experiment
In this experiment, we make experiments on several benchmark datasets using four algorithms, that is, GEPSVM, TWSVM, STWSVM and PSTWSVM. The optimal parameters of these algorithms are searched from { } Table 1 shows the comparison of classification accuracy for PSTWSVM with GEPSVM, TWSVM and STWSVM for linear kernel on five UCI datasets. Table 2 shows the comparison of classification performance for nonlinear extensions of PSTWSVM with GEPSVM, TWSVM and STWSVM. Table 1 and table 2 show that the accuracy performance of PSTWSVM is better than STWSVM. Therefore, we can know the approximation ability of polynomial function is better than the sigmoid function. B．The Second Experiment Similar to SVM and TWSVM, the learning performance and generalization ability of PSTWSVM is very dependent on its parameters selection. In the above experiment, we used the grid search algorithm to find the parameters values, which is a commonly used method. However, it will lead to low efficiency when dealing with big data. In this paper, we try to use invasive weed optimization (IWO) algorithm to optimize PSTWSVM and propose an algorithm called PSTWSVM-IWO. In this section, we will conduct experiment on NDC datasets which are generated by David Musicant' NDC Data Generator [22] to test the ability of our algorithm for dealing with big data. The parameters of IWO are as follows:
TABLE5. COMPARION FOR GAUSSIAN KERNEL
In IWO algorithm, the accuracy in the sense of CV is used for the fitness of IWO. Therefore, the fitness value is closer to 100, the obtained parameters is closer to the optimal value. Table 3 gives a description of NDC datasets. Table  4 shows the comparison of computing time and accuracy for three algorithms with linear kernel. On the other hand, table 5 shows the comparison of classification performance for these algorithms with Gaussian kernel. Figure 2~3 are the fitness curves of IWO searching the optimal parameters for dealing with NDC-500, NDC-700, respectively. From table 4, we can see that in view of the high computing time, TWSVM can't work when the training samples reach 100000. However, PSTWSM-IWO and PSTWSVM can get reasonable accuracy in the relatively short time when the training samples reach 500000, which indicates that PSTWSM-IWO and PSTWSVM have the advantage on dealing with big data comparing with TWSVM. Furthermore, from table 4 and 5, we also see that the classification accuracy of PSTWSVM-IWO and the computing time are better than PSTWSVM. Therefore, PSTWSVM-IWO is suitable for dealing with big data. Figure 2 and figure 3 shows that the optimization ability of IWO is very strong.
V. CONCLUSION AND FURTURE WORK
In order to improve the performance of STWSVM, seeking a better smoothing function is the key problem. In this paper, a novel version for smooth TWSVM, called polynomial smooth twin support vector machines (PSTWSVM), is proposed. Firstly, using the series expansion, a new class of polynomial smoothing is proposed, and then we prove their important properties. Subsequently, the polynomial functions are adopted to convert the original constrained QPPs of TWSVM into unconstrained minimization problems, and then are solved by the well-known Newton-Armijo algorithm. The experiments show that the proposed algorithm can obtain better classification than STWSVM. In view of the good optimization ability of Invasive Weed Optimization (IWO) algorithm, it is used to optimize PSTWSVM in this paper. And then we propose an algorithm called polynomial smooth twin support vector machines based on invasive weed optimization algorithm (PSTWSVM-IWO). We enhance our algorithm to deal with big data, the results indicate that PSTWSVM-IWO is a good method to deal with large datasets. 
