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Abstract
Timely and accurate forecasts of seasonal influenza would assist public health decision-
makers in planning intervention strategies, efficiently allocating resources, and possibly
saving lives. For these reasons, influenza forecasts are consequential. Producing timely
and accurate influenza forecasts, however, have proven challenging due to noisy and limited
data, an incomplete understanding of the disease transmission process, and the mismatch
between the disease transmission process and the data-generating process. In this paper,
we introduce a dynamic Bayesian (DB) flu forecasting model that exploits model discrep-
ancy through a hierarchical model. The DB model allows forecasts of partially observed
flu seasons to borrow discrepancy information from previously observed flu seasons. We
compare the DB model to all models that competed in the CDC’s 2015–2016 flu forecasting
challenge. The DB model outperformed all models, indicating the DB model is a leading
influenza forecasting model.
1 Introduction
Influenza is a respiratory illness caused by the influenza virus that hospitalizes hundreds
of thousands of people and affects millions in the United States annually [Rolfes et al.,
2016]. Influenza also poses a significant burden on the U.S. economy through hospitalization
costs and lost productivity from missing work [Molinari et al., 2007]. Flu surveillance is
a collaborative effort between the Centers for Disease Control and Prevention (CDC) and
many state and local healthcare providers, clinics and emergency rooms [Centers for Disease
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Control and Prevention, 2016c]. Monitoring the prevalence and geographic distribution of
the flu is critical for targeted flu prevention strategies, such as vaccination campaigns and
public education programs.
In addition to flu monitoring, the CDC is also interested in flu forecasting. To better
understand flu forecasting capabilities and to improve their usefulness to public health
decision-makers, the CDC organized the first national flu forecasting competition in 2013
[Biggerstaff et al., 2016]. Participation in the challenge included over a dozen models. The
CDC defined forecasting targets relevant to public health decision-maker. These targets
included the onset of the flu season, as well as the peak timing (PT) and peak intensity (PI)
of the flu season. One-to-four week ahead forecasts (i.e., short term forecasts) were added
as targets for the 2014–2015 challenge. From the 2013–2014 flu forecasting challenge, the
CDC concluded that though flu forecasting is possible, much work remains. Flu forecasting
is in its infancy and a concentrated effort to improve forecasting capabilities is needed in
order for forecasts to be practically useful. The CDC has continued to organize an annual
flu forecasting competition since the inaugural 2013–2014 challenge as a continuing effort to
scope flu forecasting capabilities and provide an environment for collaboration and iterative
improvement.
Nsoesie et al. [2014] and Chretien et al. [2014] provide reviews of the flu forecasting
landscape. Flu forecasting models can be broadly categorized into four groups: mechanistic
models, agent-based models, machine learning/regression models, and data-assimilation/dynamic
models.
• Mechanistic models are differential-equation model descriptions of the disease trans-
mission mechanism. They include a class of models referred to as compartmental
models that partition a population into compartments and mathematically describe
how individuals in the population move between compartments [e.g., Towers and Feng,
2009].
• Agent-based models simulate a population that mimics a real population using, for
example, U.S. Census data to match various aspects of the simulated population to a
real population (e.g., demographic information). The disease is then propogated via
simulation through the simulated population and used to approximate the transmis-
sion of disease through a real population [e.g., Mniszewski et al., 2008, Grefenstette
et al., 2013].
• Machine learning/regression models are models that learn patterns in historical
flu outbreaks and leverage those patterns for forecasting new flu seasons. This group
includes such approaches as statistical time series [e.g., Soebiyanto et al., 2010], linear
or regularized regression [e.g., Bardak and Tan, 2015], clustering [e.g., Viboud et al.,
2003], and nonparametric approaches [e.g., Brooks et al., 2015]. The machine learn-
ing/regression model approach to flu forecasting is characterized by the absence of a
mechanistic model.
• Data-assimilation/dynamic models usually involve embedding a mechanistic model
into a probabilistic framework, allowing for the explicit modeling of the disease trans-
mission process and observational noise [e.g., Osthus et al., 2017, Hickmann et al.,
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2015, Shaman et al., 2013, Dukic et al., 2012]. That is, the dynamic modeling ap-
proach combines two sources of uncertainty in the modeling; parametric uncertainty
in the mechanistic model and random uncertainty in the observations.
Our modeling approach extends the data assimilation/dynamic modeling approach and
can be viewed as a combination of the machine learning/regression approach and the data
assimilation/dynamic modeling approach. Our model, referred to as a dynamic Bayesian
(DB) model, explicitly accounts for systematic deviations between the mechanistic model
and the data that are unable to be explained by pure observational noise. This systematic
deviation is referred to as model discrepancy and is modeled with a flexible, statistical
model. Discrepancy modeling is an often used and effective modeling approach in the field
of computer experiments, where systematic deviations between mechanistic models and
data can be common [e.g., Kennedy and O’Hagan, 2001, Bayarri et al., 2007, Higdon et al.,
2008, Brynjarsdo´ttir and O’Hagan, 2014].
Including a discrepancy model is an appealing way to account for the systematic in-
adequacy of the mechanistic model. The basic insight leading to the inclusion of a dis-
crepancy model in our DB model is that the disease transmission model and the data-
generating model are not equivalent. Disease transmission is merely a component of the
data-generating process. Thus, even if a mechanistic model were able to accurately identify
the disease transmission process, there may still be a systematic discrepancy between the
disease transmission model and the data, introducing a source of uncertainty unable to be
accounted for by observational noise alone.
Though effective for data fitting, discrepancy modeling can make extrapolation (i.e.,
forecasting) challenging due to potential overfitting [Bayarri et al., 2007]. As opposed to
previous Bayesian flu modeling approaches where flu tracking and parameter estimation
were of interest [e.g., Coelho et al., 2011, Dukic et al., 2012], our exclusive interest is
forecasting. Thus, discrepancy modeling must be done with care. We address the discrep-
ancy/forecasting issue by modeling the discrepancy hierarchically across all flu seasons.
This allows us to borrow common discrepancy structure observed in past seasons in the
forecasting of the flu for the current season. The hierarchical discrepancy model thus serves
as a balance between the flexibility needed to match the statistical model to data and the
structure needed to make useful and valid forecasts.
This paper makes contributions and advances in the following ways. 1) We introduce
and demonstrate the importance of discrepancy modeling to the growing and consequential
field of flu forecasting. Discrepancy modeling is done hierarchically, allowing information to
be shared across available flu seasons. 2) We demonstrate the superiority of our approach
relative to all models that competed in the CDC’s 2015–2016 flu forecasting competition,
providing yet another instance where discrepancy modeling is not only conceptually ap-
pealing but also practically effective. 3) In an effort to advance flu forecasting capabilities,
much effort has been spent identifying possibly useful, nontraditional data sources such
as Google [Ginsberg et al., 2009] and Wikipedia [Generous et al., 2014]. Alternatively, as
we demonstrate, flu forecasting can be improved through carefully made modeling choices,
making use of the the available traditional data hierarchically. 4) The DB model is im-
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plemented in standard Bayesian software, JAGS, allowing others to critique, extend, and
improve upon the model.
The paper is laid out as follows. In Section 2, we present the data. In Sections 3 and
4, we present the mechanistic model and statistical DB model, respectively. We investigate
and assess the DB model in Sections 5.1 and 5.2, respectively. The DB model is compared
to all participating models in the 2015–2016 flu forecasting challenge organized by the CDC
in Section 5.3. We conclude with a discussion in Section 6.
2 Data
The CDC performs influenza surveillance in the United States via a multitude of surveillance
efforts including virologic, outpatient, mortality, and hospitalization surveillance systems
[Centers for Disease Control and Prevention, 2016c]. In this paper, we focus exclusively
on outpatient illness surveillance. Symptomatic information on patient visits to healthcare
providers is collected through the United States outpatient influenza-like illness surveillance
network (ILINet). ILINet is a collection of almost 3,000 healthcare providers across the
United States. These participating healthcare providers supply information to the CDC
regarding the number of patients seen for any reason and the number of patients seen
with a diagnosed influenza-like illness on a weekly basis. An influenza-like illness is defined
as a temperature greater than or equal to 100 degrees Fahrenheit and a cough or sore
throat with no known cause other than influenza. It is important to note an influenza-like
illness diagnosis and an influenza diagnosis are not equivalent. Many diseases have flu-like
symptoms prior to fully developing such as measles, rubella, tuberculosis, food poisoning,
dengue, and malaria. ILINet is ill-equipped and not designed to discriminate between the
flu and diseases with flu-like symptoms. A flu diagnosis requires some form of laboratory
test. We model and forecast influenza-like illness in this paper.
The CDC aggregates, organizes, and ultimately releases influenza-like illness information
to the public weekly throughout the year at both the national and health and human service
region levels [Health and Human Services, 2015]. In this paper, we focus exclusively on
national level influenza-like illness surveillance. The proportion of the population with an
influenza-like illness is estimated by the CDC with the quantity weighted influenza-like
illness (wILI) where wILI is, “the percentage of patient visits to healthcare providers for
influenza-like illness reported each week weighted on the basis of state population,” [Centers
for Disease Control and Prevention, 2016c].
Figure 1 shows wILI for seasonal influenza from 1998 through 2015, excluding the pan-
demic H1N1 flu seasons 2008 and 2009. We focus on seasonal influenza rather than the
more severe and substantially less frequent pandemic flu seasons as seasonal and pandemic
flu transmission dynamics are appreciably different. Seasonal flu outbreaks have a rela-
tively predictable profile, as can be seen in Figure 1. The population often has partial
immunity to the circulating virus(es) of seasonal influenza and it occurs nearly ever year in
the United States. Pandemic influenza follows much less predictable transmission patterns,
due in part to the relatively low immunity in the population to the new, yet to be seen
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strain of influenza. As a result, pandemic influenza is typically non-recurring. There have
been four instances of pandemic influenza since 1900: 1918, 1957, 1968, and 2009 [Centers
for Disease Control and Prevention, 2016b].
A typical flu season begins in October and lasts until as late as May, thus, the 1998 flu
season refers to the season starting in 1998 and ending in 1999. In this paper, flu season
week 1, referred to as “week 1,” corresponds to Morbidity and Mortality Weekly Report
(MMWR) week 40. MMWR is a common epidemiological dating system used for reporting
purposes [Centers for Disease Control and Prevention, 2016a]. Week 1 roughly corresponds
to the first week of October while week 35 roughly corresponds to the last week of May.
In Figure 1, the point corresponds to the peak timing (PT) and peak intensity (PI) of
each flu season. We see most flu seasons either peak early (six flu seasons peaked on week
13 – roughly the end of December) or late (nine flu season peaked between week 18 and
24 – roughly the beginning of February through the middle of March), with the 2000 flu
season peaking during week 16. All flu seasons in Figure 1 exhibit a similar pattern; wILI
is low at the beginning of the flu season, increases to a maximum in the middle of the flu
season, and reverts to low levels by the end of the flu season. Though each season shares
this general pattern, heterogeneity exists between flu seasons. Some flu seasons appear
to deviate from “typical” flu seasons more than others. This observation is illustrated in
Figure 2. Flu seasons 1998, 1999, and 2003 most significantly deviate from “typical” as
calculated by the mean-squared error (MSE) between each flu season and the week-specific
average of all other flu seasons. Other flu seasons, such as 2005, 2006, and 2010 are the
most “typical” by this same measure.
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Figure 1: Weighted ILI for flu seasons 1998 through 2015, sans H1N1 seasons 2008 and 2009.
Grey lines correspond to flu season trajectories. Week 1 is roughly the first week of October,
while week 35 is roughly the last week of May. The black points are located at the peak timing
(x-axis) and peak intensity (y-axis) of their respective flu season. Peak timing occurs between
week 13 (roughly the end of December) and week 24 (roughly the middle of March).
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Figure 2: (Left) Weighted ILI (solid line) for each season and the average wILI for all other flu
seasons (dashed line). Seasons are ordered from top, left to bottom, right by decreasing mean-
squared error (MSE). (Right) The MSE between each flu season and the average of the other flu
seasons. Flu seasons 2003, 1998, and 1999 are the most “atypical” flu seasons.
3 Susceptible-Infectious-Recovered Model
The susceptible-infectious-recovered (SIR) model was introduced in the seminal work of
Kermack and McKendrick [1927] and is considered the foundation for modern public health
[Weiss, 2013]. The SIR model is a mechanistic model that describes how an infectious
disease spreads through a closed population via the following set of nonlinear, ordinary
differential equations:
dS
dt
= −βSI, dI
dt
= βSI − γI, dR
dt
= γI, (1)
where β > 0 is the disease transmission rate and γ > 0 is the recovery rate. Under the
SIR model, individuals in the population are partitioned into three mutually exclusive and
exhaustive compartments: a susceptible, infectious, and recovered compartment. The SIR
model describes the rate at which individuals move from being susceptible to infectious and
finally recovered. S, I, and R in Equation 1 represent proportions of the population, such
that S + I +R = 1 for all times. An example of an SIR trajectory is shown in Figure 3.
The trajectories of the susceptible and recovered SIR compartments are monotonically
non-increasing and non-decreasing, respectively. All SIR infectious trajectories can be
partitioned into two designations: epidemics and non-epidemics. These designations are
completely determined by the relationship between S0, the proportion of the population
initially susceptible to the disease, and ρ, where ρ = γ/β [Weiss, 2013]. An epidemic
designation occurs when S0 > ρ. An epidemic graphically corresponds to an infectious
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Figure 3: Solution to an SIR model with S0 = 0.9, I0 = 0.005, R0 = 0.095, γ = 0.55, and
β = 0.8, where S0, I0, and R0 are the proportions of the population susceptible, infectious, and
recovered from the disease at time 0.
trajectory that monotonically increases to a maximum followed by a monotonic decrease to
zero as time goes to infinity. The infectious trajectory shown in Figure 3 is an epidemic. A
non-epidemic designation occurs when S0 ≤ ρ, graphically meaning the infectious trajectory
monotonically decreases from I0, the proportion of the population initially infectious with
the disease, to zero as time goes to infinity. As can be seen in Figure 1, every flu season
we consider exhibits the general shape of an epidemic, where wILI is low at week 1 of the
flu season, increases to a maximum between weeks 13 and 24, and declines to low levels by
week 35.
Figure 4 plots the best fit SIR trajectory and wILI for each flu season constrained to
S0 = 0.9. We see the SIR trajectories match the general shape of wILI. These trajectories
do not, however, replicate some of the more nuanced structure of wILI. For instance, some
seasons exhibit a double peak (e.g., 2002, 2005, 2006, and 2011). The SIR model, however,
is incapable of capturing two peaks within a flu season; it can only capture one. Another
interesting feature of wILI happens at weeks 13 and 14. In every flu season, wILI on week
13 is larger than wILI on week 14. For some flu seasons, this downturn in wILI from week
13 to 14 signifies the peak of the flu season; flu seasons 1999, 2003, 2005, 2012, 2013, 2014
all peak on week 13. For the other flu seasons, however, the decline in wILI from week
13 to week 14 does not signify the peak of the flu season as they all exhibit peaks later in
the season. It is not known exactly why wILI reliably declines from week 13 to 14, though
explanations have been posited, such as a change in disease transmission during winter
holidays [Ewing et al., 2016, Garza et al., 2013, Huang et al., 2014]. For the purposes of
forecasting wILI, what is important is that the decline in wILI from week 13 to 14 is reliable
and unable to be captured by the SIR model.
Figure 5 plots the residuals between wILI and the fitted SIR curves for all flu seasons
in Figure 4, referred to as discrepancy trajectories, along with the average discrepancy
trajectory. Figure 5 articulates the systematic deviations between best fit SIR trajectories
and wILI. The SIR model tends to under estimate wILI near weeks at the start (week 1),
end (week 35), and peak (weeks 13 and 20) of the flu season, while systematically over
estimating wILI near weeks 10, 15, and 27.
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Figure 4: Fitted SIR model (black curve) to wILI (grey) by flu season. The black line segment
denotes the systematic decline in wILI from week 13 to week 14 in all flu seasons.
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Figure 5: Discrepancy trajectories for all flu seasons are denoted by grey lines. The black line is
the average discrepancy trajectory. Discrepancy tends to be greater than zero and the beginning
(week 1), peak (weeks 13 and 20), and end of the season (week 35).
Figure 4 suggests describing wILI with even the best fitting SIR model is inadequate.
Furthermore, Figure 5 suggests the discrepancy between the best fit SIR model and wILI
cannot plausibly be described by random error alone as there is structure across both
seasons and time in the discrepancy. In the next section, we present the dynamic Bayesian
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model which incorporates both the SIR model and the structured discrepancy hierarchically
for the ultimate purpose of forecasting future wILI.
4 Dynamic Bayesian Model
In this section, we describe the various components of the DB model, broadly partitioned
into the data model (Section 4.1) and the process model (Section 4.2).
4.1 Data Model
Let yj,t be wILI for flu season j = 1998, . . . , 2007, 2010, . . . , 2015 during week t = 1, 2, . . . , T
where T = 35. We model the proportion yj,t as
yj,t ∼ Beta(λpij,t, λ(1− pij,t)), (2)
where pij,t ∈ [0, 1] for all j and t is the true but unobservable proportion of the population
with an influenza-like illness. The mean and standard deviation for yj,t are
E(yj,t) = pij,t, (3)
SD(yj,t) =
(
pij,t(1− pij,t)
1 + λ
)0.5
. (4)
Equation 2 assumes yj,t is unbiased for pij,t. The concentration parameter λ governs the
standard deviation of yj,t. That is, λ governs the random variability of yj,t caused by such
things as sampling variability, ILI diagnosis errors, and reporting variability. For a given
λ, the standard deviation increases with increasing pij,t. Increasing random variability with
increasing levels of pij,t is a desired feature other models have attempted to mimic through
ad hoc means [e.g., Shaman and Karspeck, 2012]. The Beta distribution is able to capture
this feature naturally. The random variability is not expected to vary across flu seasons
and is poorly learned from the data. For these reasons, we set λ = 4, 500. This choice of λ
implies the standard deviation of yj,t is 0.0025 when pij,t is equal to 0.03 and yj,t is 0.0035
when pij,t is equal to 0.06.
4.2 Process Model
We model the logit of the true but unobservable proportion of influenza-like illness, pij,t, as
the sum of three components,
logit(pij,t) = logit(Ij,t) + µt + δj,t. (5)
Equation 5 decomposes logit(pij,t) into an SIR model component logit(Ij,t) a discrepancy
component common to all flu seasons µt and a discrepancy component specific to each
flu season δj,t. The SIR model component represents the component of pij,t that can be
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described by the SIR model. Ideally, logit(Ij,t) would describe all of logit(pij,t) implying
the discrepancy terms are zero. On the basis of Figure 4, though, we know the SIR model
cannot capture all the relevant features of yj,t and by extension, pij,t. Thus, the common
discrepancy component µt captures systematic differences between logit(pij,t) and logit(Ij,t)
shared by all flu seasons. We anticipate there is discrepancy structure common to all flu
seasons on the basis of the non-zero, average discrepancy trajectory in Figure 5. The flu
season-specific discrepancy term, δj,t, captures the component of logit(pij,t) unexplained by
logit(Ij,t) and µt. Again, we anticipate season-specific discrepancy is needed on the basis
of the season-specific discrepancy trajectories in Figure 5. In what follows, we specify the
statistical models for each of the components of Equation 5.
4.2.1 Model for logit(Ij,t)
We model Ij,t, the infectious proportion of the population according to the SIR model for
flu season j during week t, as the solution to Equation 1. An explicit formula solution to
Equation 1, however, is unavailable. Thus, a numerical approximation method is used. We
follow Osthus et al. [2017] and use the fourth order Runge-Kutta approximation method
(RK4) to approximate the solution to the SIR model. The details of the RK4 method can
be found in Appendix A. The RK4 approximation method is known to be more stable than
the simpler Euler’s method; a result we have also found to be true.
Examination of Equations 17 and 18 in Appendix A makes it clear that Ij,t is completely
determined once Sj,0, Ij,0, Rj,0, γj , and βj are specified. We set Sj,0 = 0.9 for all j following
Osthus et al. [2017] as there is little information to learn about the susceptible and recovered
trajectories of the SIR model from only wILI [Capaldi et al., 2012]. Setting Sj,0 = 0.9 is,
thus, an identifiability constraint. We assign an informative prior to Ij,0, βj and ρj via
empirical Bayes by fitting a multivariate Gaussian distribution to the parameter estimates
of the fitted SIR models shown in Figure 4 and truncating to respect known and/or assumed
boundary constraints. SIR parameter estimates and draws from the prior are shown in
Figure 6. The truncation for Ij,0 is (0, 0.1) ensuring that Ij,0 is positive and Sj,0 + Ij,0 ≤ 1.
To maintain mass balance, we set Rj,0 equal to 1 − Sj,0 − Ij,0. The truncation for βj is
(0,∞) ensuring it is positive. The truncation for ρj is (0, .9), ensuring it is positive and
less than Sj,0, thus restricting the SIR model to be an epidemic. We find the upper bound
truncation on ρj helps with numerical stability in our posterior sampling in addition to
aligning with our expectations for the shape of the SIR infectious trajectory.
We emphasize that the ultimate goal of the model is to predict future observations of
wILI for a completely or partially unobserved flu season where data are not yet available.
Data from partially observed flu seasons are not used in the prior specification of Ij,0,
βj , and ρj . For example, if the model is forecasting wILI for flu season 2015, then SIR
parameter estimates from all non-2015 flu seasons are used to estimate the parameters for
the prior on Ij,0, βj , and ρj .
The prior for Ij,0, βj , and ρj assumes that the best fitting SIR model for a completely
or partially unobserved flu season comes from the same distribution as the best fitting
SIR models for completely observed seasons. That is, we have an informative prior about
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the initial conditions and parameters of the best fitting SIR model prior to observing any
data. We believe this is a reasonable assumption for the task of forecasting seasonal in-
fluenza. This, however, would be a questionable assumption for the task of forecasting a
less predictable and non-recurrent disease, such as pandemic influenza.
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Figure 6: Parameter estimates for the best fit SIR models corresponding to each flu season in
Figure 4 (black) and 1,000 draws from the truncated Gaussian prior for Ij,0, βj, and ρj (grey).
4.2.2 Model for µt
The discrepancy process µt captures the systematic discrepancy common to all flu seasons
and is what allows the forecasts of a partially observed season to borrow discrepancy in-
formation from other flu seasons. We specify the µt process as a reverse-random walk.
Specifically,
µT ∼ N(0, σ2µT ), (6)
µt|µt+1 ∼ N(µt+1, σ2µ). (7)
The random-walk specification is a way to impose temporal structure to the common dis-
crepancy model as µt depends on µt+1. The reverse random-walk specification is related
to how wILI is released. Within a flu season, wILI is first available for week 1, then week
2, and so forth. As a result, we are always forecasting the end of the flu season and seldom
the beginning of the flu season. From Figure 1, it is clear that the end of the flu season
is relatively well-behaved and predictable as compared to the middle of the flu season.
That is, though there is considerable uncertainty regarding the trajectory wILI will take,
there is much less uncertainty regarding wILI’s destination on week 35. A reverse-random
walk helps bridge the gap between the last wILI observation and the end of the flu season.
A reverse random-walk has been used with success in other forecasting contexts, such as
presidential election forecasting [Linzer, 2013].
We assigned the following priors to the precisions of Equations 6 and 7:
σ−2µT ∼ Gamma(2, 2), σ−2µ ∼ Gamma(2, 0.02). (8)
The priors reflect a belief that σµT will be larger than σµ.
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4.2.3 Model for δj,t
We would like to explain logit(pij,t) with logit(Ij,t) and µt if possible. Figure 5, however,
suggests this is not possible and thus the model will likely benefit from a season-specific
discrepancy term, δj,t. The introduction of δj,t creates an issue with model identifiability.
As an identifying constraint, we set
δj,T = −logit(Ij,T ). (9)
The constraint in Equation 9 implies,
yj,T ∼ Beta(λlogit−1(µT ), λ(1− logit−1(µT ))), (10)
as pij,T = logit
−1(µT ). That is, the data model for wILI on week T is a function of µT ,
the discrepancy component common to all flu seasons, and λ, the parameter governing the
random variability of the data model.
We impose temporal structure on δj,t and encourage it to be close to zero for all t 6= T
by modeling δj,t with the following autoregressive, reverse random-walk:
δj,t|δj,t+1 ∼ N(αjδj,t+1, σ2δ,j). (11)
The autoregressive parameter αj ∈ [0, 1] encourages δj,t to be close to zero. As with µt, the
random-walk structure for δj,t imposes a temporal dependence, as δj,t depends on δj,t+1.
The reverse random-walk allows for easy incorporation of the identifying constraint in
Equation 9.
Both αj and the variance σ
2
δ,j are modeled hierarchically. The model for αj is,
logit(αj) ∼ TN(logit(0.02),logit(0.98))(logit(0.9), σ2α), (12)
σα ∼ Gamma(2, 2), (13)
where TN(logit(0.02),logit(0.98)) is a truncated Gaussian distribution, truncated between logit(0.02)
and logit(0.98). The truncation improved numerical stability of the posterior sampler. The
mean in Equation 12 reflects our prior belief that αj is near 0.9 for all j. Note that if
αj = 0, then Equation 11 has no random-walk structure, as each δj,t is modeled as a mean
0 Gaussian distribution with a season-specific variance. Said another way, the closer αj
gets to zero, the less temporal structure exists in the season-specific discrepancy process.
Finally, we assign the following hierarchical prior to the precisions of the season-specific
discrepancy model, σ−2δ,j :
σ−2δ,j ∼ Gamma(aδ, bδ), (14)
where aδ ∼ Gamma(5, 1) and bδ ∼ Gamma(1, 10). The parameter σ−2δ,j is a flexibility
parameter. The smaller σ−2δ,j becomes (or equivalently, the larger the variance σ
2
δ,j becomes),
the more flexible δj,t becomes. Thus, we expect flu seasons that more acutely deviate from
“typical” wILI behavior to require larger variances, σ2δ,j , than more “typical” flu seasons.
The hierarchical specification for precisions σ−2δ,j allows the estimation of σ
−2
δ,j for a partially
observed flu season to borrow information from fully observed flu seasons.
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5 Results
In practice, the DB model is updated each week when new wILI data becomes available. We
take a “leave-one-season-out” approach to forecasting, where we make use of all available
data from the seasons not being forecasted as well as all of the observed data from the
season being forecast. This approach mimics how forecasting is done in real-time. We refer
to each model fit with a “Season.Week” naming convention. Model “Season.Week” refers
to a model fit to all observations from flu seasons not equal to “Season” and all observations
in “Season” from week 1 through week “Week”. For example, model 2015.3 is a model fit
to all wILI observations not in flu season 2015 plus weeks 1 through 3 of 2015 (recalling flu
season 2015 means the 2015–2016 flu season). Forecasting model 2015.3 means forecasting
the unobserved data for weeks 4 through 35 of flu season 2015.
The posterior sampling of the DB model was performed using the rjags package [Plum-
mer, 2016] within the R programming language [R Core Team, 2016], which calls the soft-
ware “Just Another Gibbs Sampler,” or JAGS [Plummer, 2003].
Model parameter convergence was checked for the 2015.3 model by running four chains
for 100,000 iterations, throwing away the first half as burn-in and thinning every 20th
iteration, resulting in four chains each of length 2,500. We assessed MCMC convergence for
all latent quantities of the model with the Gelman-Rubin diagnostic, Rˆ [Gelman and Rubin,
1992]. Rˆ was computed using the gelman.diag() function in the coda package [Plummer
et al., 2006]. All Rˆs were less than 1.1, suggesting no evidence for lack of convergence. For
all other models, we ran one chain for 50,000 iterations, throwing away the first half as
burn-in and thinning every 10th iteration, resulting in a chain of 2,500.
In Section 5.1, we illustrate how the model is updated each week for the 2015 flu season
and discuss the different model components. We assess forecasts for all seasons in the
context of predictive empirical coverage in Section 5.2. Finally, in Section 5.3, we compare
the DB model’s forecasting accuracy to the 14 flu forecasting models that participated in
the CDC’s 2015–2016 flu forecasting challenge.
5.1 Model Fit to 2015–2016 Flu Season
Models 2015.3 through 2015.30, inclusively, were fit mimicking the sequential model fitting
for an entire flu season. Weeks 3 and 30 roughly correspond to the forecasting window used
in the CDC flu forecasting challenge. Figure 7 shows the posterior predictive mean and
95% point-wise posterior predictive intervals for select model fits. Predictive uncertainty is
largest when forecasts are made early in the flu season, but gradually diminishes throughout
the flu season as more data are observed and incorporated into the model fitting. Forecasts
early in the flu season reflect the bimodal nature of peak timing in the non-2015 flu seasons.
That is, the forecasts for 2015 suggests there could either be an early peak to the flu season
at week 13, or the peak could occur later around week 20. The average forecast exhibits
a very sharp decline from week 13 to week 14, reflecting the decline in wILI from week
13 to week 14 in all non-2015 seasons (recall Figure 4). The reason the forecast exhibits
bimodality is because of the hierarchical discrepancy model. Importantly, the empirical
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coverage for the 95% nominal predictive intervals for all 2015.3 through 2015.30 model
forecasts was 95.2%. Empirical coverage will be discussed more in Section 5.2.
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Figure 7: Forecasts for the 2015 flu season. The panel label number denotes the “Week” of the
“2015.Week” model fit. Black, hollow circles denote observed data. Grey bands denote 95%
point-wise posterior predictive intervals for unobserved data while the black line is the posterior
predictive mean. Black, solid circles denote unobserved data that fell within the 95% point-
wise posterior predictive intervals. Black ‘X’s denote unobserved data that fell outside the 95%
point-wise posterior intervals. The empirical 95% coverage for all forecasts in 2015 was 95.2%.
The 95% point-wise posterior predictive intervals corresponding to the model compo-
nents of Equation 5 are presented in Figure 8 for various weeks of the 2015 flu season. In
the second row of Figure 8, we see the SIR component of the model approximates wILI.
As more observations are incorporated into the analysis, the infectious trajectory better
approximates the data. Though the infectious trajectory approximates the data, it is un-
able to match it exactly (as expected). Thus, there is a non-zero discrepancy, captured by
µt+δ2015,t and plotted in the third row of Figure 8. When the average infectious trajectory
underestimates the data, the discrepancy µt + δ2015,t is greater than zero and vice versa.
The discrepancy, thus, compensates for the inadequacies of the infectious trajectory. The
point-wise 95% posterior interval for µt + δ2015,t is typically larger for weeks corresponding
to unobserved data than weeks for observed data.
The discrepancy µt + δ2015,t is further decomposed into the common discrepancy µt and
season-specific discrepancy δ2015,t in the fourth and fifth rows of Figure 8, respectively. The
posterior mean and 95% point-wise posterior interval for µt is relatively unchanged for all
model fits in Figure 8. This is because µt is common to all seasons, meaning the complete
data from all 15 non-2015 flu seasons are informing the estimate of µt. The incremental
increase in data added to the analysis for season 2015 is a relatively small proportion
of the total data informing µt. We also see the estimate of µt captures the discrepancy
bump between weeks 10 and 15. Finally, note that the posterior mean and 95% posterior
interval for µT is roughly -4.56 (-4.64, -4.47) for all models displayed in Figure 8. The mean
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of logit(yj,T ) for all non-2015 seasons is -4.59. The identifying constraint of Equation 9
effectively sets µT equal to the average of logit(yj,T ), as supported by these results.
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Figure 8: Posterior predictive distribution for future wILI (top row) and posterior distributions
for the various components of Equation 5 (rows 2 through 5) for models 2015.5, 2015.10, 2015.15,
2015.20, 2015.25, and 2015.30 (columns from left to right). In the top row, hollow, black circles
are observed wILI. Solid, black circles are unobserved wILI that fell within the 95% predictive
band. Black ‘X’s are unobserved wILI that fell outside the 95% predictive band. In the second
row, hollow, black circles are observed wILI and solid, black circles are unobserved wILI. In all
rows, the black line and grey bands represent the posterior mean and 95% point-wise posterior
interval for the row-specific quantity, respectively.
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The season-specific discrepancy term, δ2015,t, does change throughout the season, as it
is capturing the season-specific discrepancy unaccounted for by the common discrepancy
and infectious trajectory. Also by the identifying constraint of Equation 9, δ2015,T is set
to -logit(I2015,T ). δ2015,t gradually reverts to near zero from week T to week 1, as was
encouraged by Equations 11 and 12.
Figure 9 displays the posterior credible intervals for σδ,j , the evolution standard de-
viation of the season-specific discrepancy trajectory. The larger the evolution standard
deviation, the more flexible δj,t is. Greater flexibility for δj,t is needed for seasons whose
wILI deviates more acutely from “typical” wILI flu seasons. From Figure 9, we see the three
largest σδ,js as measured by posterior means correspond to flu seasons 1998, 1999, and 2003.
These were also the three most “atypical” flu seasons as measured by MSE in Figure 2,
supporting the interpretation that σδ,j captures season-specific discrepancy flexibility.
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Figure 9: 95% credible intervals (line segments) along with means (points) for the prior and
posterior distributions for σδ,j for model 2015.3, with seasons ordered by descending posterior
means.
5.2 Model Assessment
For each of 16 flu seasons, we fit and forecast models Season.3 through Season.30. Recall
that when we fit, for example, model 2015.3, we forecast weeks 4 through 35 (32 forecasts)
of season 2015. When we fit model 2015.30, we forecast weeks 31 through 35 (5 forecasts)
of season 2015. For each complete season, we make 518 forecasts. Weighted ILI for weeks
34 and 35 are unavailable for seasons 1998 through 2001, thus 462 forecasts were made for
those seasons. The totality of all forecasts across all “leave-one-season-out” model fits was
8,064 forecasts. Each forecast is a 95% point-wise posterior predictive interval for a future
observation of wILI. The overall empirical coverage was 89.4%, suggesting the DB model
forecasts, on balance, exhibit undercoverage.
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(d) Week-ahead forecast.
Figure 10: Empirical forecast coverage (points) by various partitionings of forecasts. The overall
empirical coverage was 89.4% (dashed line). The solid line represents the nominal 95% coverage.
Figure 7 suggests that empirical coverage is correlated, with future wILI often either
falling within or outside predictive intervals on consecutive weeks. We can interrogate the
DB model’s forecasting accuracy by subsetting the 8,064 forecasts. Figure 10 plots empirical
coverage versus various partitionings of the forecasts, revealing both areas the DB model’s
forecasts perform well and need improvement as well as times in the forecasting process
that are inherently more difficult to forecast than others.
Figure 10a plots empirical coverage by flu season. We see empirical coverage ranges
from 100% during seasons 2005, 2006, and 2011 to 55.6% in 1999. The flu seasons whose
empirical coverage deviated most significantly below the nominal 95% coverage were also
the most “atypical” flu seasons as determined by MSE in Figure 2: 1998, 1999, and 2003.
Hierarchical models are powerful models for borrowing strength across a collection of similar
units (e.g., flu seasons). An underlying assumption of hierarchical models, however, is that
a new flu season is “similar” to the flu seasons that have already been seen (i.e., a new flu
season comes from the same superpopulation of flu seasons the observed flu seasons came
from). When a new flu season deviates from “typical”, forecasts struggle. If seasons 1998,
1999, and 2003 were removed from the coverage assessment, the overall coverage would be
94.6%. The forecast undercoverage appears to be driven by a few flu seasons, suggesting
more variability should be accounted for in the model.
Figure 10b plots empirical coverage by the week of the flu season. Empirical coverage
ranged from 100% on weeks 4 and 6 to 73.2% on week 20. We see a general trend of
declining empirical coverage from week 4 to week 20, followed by a recovery in coverage to
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week 35. Weeks near week 20 represent the most challenging period of the flu season to
forecast, as wILI for some of the later peaking flu seasons are still ascending to their peak,
while the early peaking flu seasons have been reverting to low levels for multiple weeks.
Though the range in wILI at week 20 is the same as at week 13 (both 0.055, see Figure 1
for reference), all wILI trajectories are ascending to week 13 while some are ascending and
some are descending to week 20. This ascending/descending distinction is an added source
of uncertainty for week 20 not shared with week 13, making it so challenging to forecast.
Figure 10c plots the “Week” of the Season.Week model fit. For example, the plotted
empirical coverage for “Week” 5 is the average empirical coverage over all forecasts made
when only the first 5 weeks of the flu season have been observed. The empirical coverage
ranges from 96.2% for Season.28 models to 80.8% for Season.14 models. There is a general
decline in empirical coverage in Season.5 through Season.14, with an upturn in empirical
coverage from Season.14 to Season.30. Forecasts for model Season.14 represent a fork in
the forecasting process. Recall all flu seasons exhibit a downturn in wILI from week 13
to week 14. That downturn either signifies the worst of the flu season has occurred or a
temporary decline in an otherwise still ascending flu season. Forecasts corresponding to
model Season.14, thus, exhibit a lot of uncertainty. The information in wILI for weeks 15,
16, and 17 provide much information about whether the flu season will continue to ascend
or descend.
Finally, Figure 10d plots the empirical forecast versus the week-ahead-forecast. Empiri-
cal coverage ranges from 96.4% for one-week-ahead forecasts to 84.3% for seven-week-ahead
forecasts. Empirical coverage generally declines from one to seven-week-ahead forecasts, and
then increases with increasing week-ahead-forecasts. The average empirical coverage for all
one to four-week ahead forecasts is 91.9%, representing an improvement when compared to
the overall empirical coverage of 89.4%. Seasonal flu forecasting represents an example of
forecasting where forecast accuracy does not decline with increasing week-ahead-forecasts.
Figure 1 illustrates why this is. Again, wILI is relatively well-behaved and predictable at
the beginning and the end of the flu season. The bulk of the uncertainty occurs in the
middle of the flu season. In October, it is easier to predict wILI in May (roughly 30 weeks
into the future) than it is to predict wILI in December (roughly 10 weeks into the future).
5.3 Model Comparison
Forecasting challenges are effective ways to both identify and improve predictive capabilities
in a myriad of fields, including influenza forecasting [Tetlock et al., 2017]. The CDC has
hosted an influenza forecasting challenge, open to the public, since the 2013–2014 flu season.
In the inaugural 2013–2014 challenge, over a dozen forecasting models participated in the
challenge [Biggerstaff et al., 2016]. Since then, the challenge has grown, with 29 forecasting
models participating in the 2016–2017 challenge [Epidemic Prediction Initiative, 2016].
The CDC’s flu forecasting challenge is an opportunity for the CDC to scope flu forecasting
capabilities. It is also an opportunity for teams to compare their forecasting models against
the leading forecasting models in the field. Competition drives innovation and incentives
iterative improvement.
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To see how the DB model compares to cutting-edge forecasting competition, we compare
the DB model to the 14 models that participated in the 2015–2016 flu forecasting challenge.
These models represent a diverse collection of mechanistic, machine learning, and statistical
models making use of numerous data sources including Internet based sources such as
Google, Wikipedia, and Twitter. The weekly submissions for all 14 models are publicly
available [FluSight Influenza Forecasting Challenge, 2016].
Model comparison follows the evaluation criteria of the 2015–2016 flu forecasting chal-
lenge [Epidemic Prediction Initiative, 2015b], comparing each model’s ability to accurately
predict seven targets throughout the flu season:
• Peak intensity (PI): the maximum value of wILI for the flu season.
• Timing of peak intensity (PT): the week the PI occurs.
• Onset: the start of the flu season, defined as the first of three consecutive weeks
of wILI above the national baseline [Epidemic Prediction Initiative, 2015a]. For the
2015–2016 flu season, the national baseline was defined as 0.021.
• One, two, three, and four week ahead forecasts: short-term forecasts.
Each week of the flu season, a submission for all targets is made in the form of a
probabilistic forecast. For each target and submission week, probabilities are assigned to
mutually exclusive and exhaustive bins such that the probabilities sum to one. For PI
and the short-term forecasts, bins range from 0 to 0.13, with bin widths of 0.005. For
completion, there is a catch-all bin from 0.13 to 1. Thus, for PI and short-term forecasts,
the probability space is partitioned into 27 bins. For PT and onset, each bin corresponds
to a week. There is an additional bin of “no onset” for onset, as there is no guarantee a flu
season will have three consecutive weeks of wILI above baseline.
The evaluation of each target is done by computing a logarithmic score. Let
pmod,wk,tgt = (pmod,wk,tgt,1, pmod,wk,tgt,2, . . . , pmod,wk,tgt,ntgt)
′ (15)
represent the vector of binned probabilities for model “mod” submitted on week “wk”
corresponding to target “tgt”, where pmod,wk,tgt,i corresponds to the probability assigned
to bin i = 1, 2, . . . , ntgt.
Assume the target falls in bin i∗. Then, the log score corresponding to pmod,wk,tgt is
defined as,
S(pmod,wk,tgt, i
∗) = ln(pmod,wk,tgt,i∗−1 + pmod,wk,tgt,i∗ + pmod,wk,tgt,i∗+1). (16)
That is, the log score is the natural log of the sum of the probabilities assigned to the correct
bin and the immediately preceding and proceeding bins. For example, if the forecasted
probability of the PT occurring on weeks 19, 20, and 21 are 0.1, 0.3, and 0.2, respectively,
and the true PT is week 20, then the log score is ln(0.1 + 0.3 + 0.2) = −0.51. A perfect
log score is 0 and is achieved if all the probability is assigned to the correct or immediately
adjacent bins. A score of -10 is assigned to all undefined natural log scores (e.g., ln(0) is
undefined), all late submissions, and all submissions where the sum of pmod,wk,tgt > 1.1.
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Good forecasts, as determined by Equation 16, are forecasts that concentrate appreciable
probability tightly around the bin of the true target value.
For the 14 participating models, the binned probabilities are publicly available. For the
DB model, bins were populated by simulating from the posterior predictive distribution for
each target and submission week.
Weighted ILI estimates are revised every week. For example, when wILI on week 3 of
the 2015–2016 flu season was first publicly released, it was 0.0135. The next week, when
week 4 was first publicly released, the estimate for wILI on week 3 was revised from 0.0135
to 0.0141. This process of revision can occur every week. These weekly revisions can cause
wrinkles when retrospectively comparing a new model (e.g., the DB model) to models that
participated in past forecasting challenges, as the retrospective model fitting is often based
on wILI estimates that were unavailable on the date real-time submissions were made. For
the comparison of the DB model to the other models, we used the wILI estimates that were
available for each submission week of the 2015–2016 forecasting challenge allowing us to
faithfully replicate the forecasting conditions. In general, though, the weekly wILI revisions
can cause problems with retrospective model comparisons.
For every target and model, we computed the average log score over all submission
weeks. The results are plotted in Figure 11. The DB model compared favorably to all
other models with respect to all targets. The DB model beat all other models with respect
to onset and two through four week ahead forecasts and ranked no worse than fourth for
all targets. Averaging over the log scores for all targets provides an estimate of a model’s
forecasting ability. The DB model beat all other models with respect to overall average log
score.
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Figure 11: Average log score for every target and model in the CDC’s 2015–2016 flu forecasting
competition (grey) and the DB model (black). The overall average log score is shown as ‘logscore’.
The numbers on the right represent the rank of the DB model relative to all other models where
1 is the best log score. The DB model had the best overall average log score.
As shown in Table 1, the DB model was the only model to rank first for more than one
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target, indicating that it was the best forecasting model with respect to multiple targets.
The DB model was also the only model to rank no worse than fourth with respect to all
forecasting targets, suggesting the DB model was not deficient at forecasting any flu season
target, in a relative sense. Five comparison models did not rank first for any targets but
ranked no worse than fourth for at least one target, while six models ranked worse than
fourth for all targets.
Table 1: The number of top 1 through top 4 rankings by each model. The DB model was the
only model to have more than one top 1 ranking and the only model to rank no worse than
fourth for all seven targets. Model 1 through Model 14 represent the anonymized comparison
models.
Model Top 1 Top 2 Top 3 Top 4
DB 4 5 6 7
Model 1 1 4 4 5
Model 2 1 1 1 2
Model 3 1 1 1 1
Model 4 0 2 2 2
Model 5 0 1 3 6
Model 6 0 0 2 3
Model 7 0 0 1 1
Model 8 0 0 1 1
Models 9 –14 0 0 0 0
Though the DB model had the best overall log score and appears to be one of the best
models for all considered targets, there is still room for improvement. Figure 12 illustrates
one such area and articulates why accounting for the weekly wILI revisions is important
for faithful retrospective comparisons between new models and flu challenge participating
models. The top of Figure 12 shows that on week 13, the DB’s log score for onset was
-10, indicating zero probability was assigned to the correct or neighboring bins of the true
onset (week 16). The bottom of Figure 12 reveals why this occurred. Based on the data
available through the first 13 weeks of the 2015–2016 flu season, week 11 was, by definition,
the onset (i.e., week 11 was the first of three consecutive weeks above baseline). Thus, on
week 13, the DB model forecasted week 11 to be the onset with probability one. Declaring
week 11 the onset, however, ignores the weekly wILI revisions. The very next week when
14 weeks of wILI estimates were available, week 11’s wILI estimate was revised and fell
below the national baseline, indicating it was not the onset. The scenario displayed in
Figure 12 articulates that the forecasts of the DB model are missing a source of uncertainty
caused by wILI revisions. It also articulates that using revised versions of wILI estimates
to retrospectively compare a model to forecasts based on currently available wILI estimates
gives an unfair advantage to the new model. The log onset score of -10 would not have
occurred for the DB model were forecasts based on wILI estimates available at the end of
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the flu season, biasing the log scores up.
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Figure 12: (Top) The weekly onset log score for the DB model. (Bottom) Weighted ILI estimates
available through the first 13 and 14 weeks of the 2015–2016 flu season, respectively. The grey,
horizontal line is the national baseline of 0.021.
Even without accounting for the uncertainty caused by weekly wILI revisions in the
forecasts, the DB model outperformed all models it was compared against, suggesting that
it is one of the leading flu forecasting models with room for improvement.
6 Discussion
In this paper, we introduced a novel dynamic Bayesian influenza forecasting model that
exploits discrepancy structure. The basic insight and motivation leading to the development
of the DB model is that the disease transmission model (e.g., the SIR model) and the data-
generating model are not equivalent; disease transmission is a component of but not equal
to the data-generating process. The data-generating model is non-exhaustively comprised
of a disease transmission process, a healthcare provider visitation process, an influenza-like
illness determination process, and a reporting process. Thus, even if a disease transmission
model more sophisticated than the SIR model were used, of which there are numerous (e.g.,
the SIRS model, the SEIR model), there might still be a disagreement between the best
version of the disease transmission model and the data. Rather than attempt to model each
component of the data-generating model, we acknowledge there will likely be a systematic
disagreement between the best version of the disease transmission model and the data.
We then model the commonalities of the discrepancy across flu seasons with a flexible,
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hierarchical model. The hierarchical discrepancy model allows us to leverage patterns in
the data the disease transmission model is incapable of capturing and not simply model the
discrepancy as white noise.
The DB model assumes future flu seasons will exhibit similar trajectories to past flu
seasons. We showed that the more dissimilar a flu season was as compared to the other
considered flu seasons, the worse forecasts were. Because of this underlying assumption,
the DB model would be inappropriate for forecasting pandemic influenza. A companion
model to the DB model that tracks how “dissimilar” a new flu season is compared to the
collection of observed seasonal flu seasons could be useful to gauge when the DB model
should be trusted and when it should not.
When compared to the forecasting models participating in the CDC’s 2015–2016 flu
forecasting competition, the DB model had the best overall score, was the only model to
rank first with respect to multiple targets, and never ranked worse than fourth with respect
to all forecasting targets. Comparisons were facilitated by the CDC coordinating the flu
forecasting challenge and making the submissions publicly available. These submissions
provide an excellent test case for future models to be compared against.
The work of Ginsberg et al. [2009] demonstrated the potential value of monitoring flu
outbreaks with Google search queries. The basic idea being, when individuals experience
symptoms of the flu, they may go to their web browser to search for more information. Thus,
an increase in searches for flu related terms may indicate an increase in flu incidence in the
population. The work of Ginsberg et al. [2009] sparked a large research effort to investigate
other digital surveillance sources and their possible connection to disease surveillance [e.g.,
Generous et al., 2014, Wilson and Brownstein, 2009, Polgreen et al., 2008]. Many forecasting
models have augmented wILI with digital surveillance data [e.g., Hickmann et al., 2015,
Brooks et al., 2015, Shaman et al., 2013], including those that participated in the 2013–2014
CDC flu forecasting competition [Biggerstaff et al., 2016]. Recently, the value of digital
surveillance data with respect to flu forecasting has been curbed [e.g., Lazer et al., 2014,
Priedhorsky et al., 2017]. In fact, as Biggerstaff et al. [2016] conclude from the 2013–2014 flu
forecasting competition, “not all digital data are equally accurate, and the algorithms and
methodologies underpinning these data require constant upkeep to maintain their accuracy.
. . . Influenza forecasting models informed by digital data are subject to the biases and errors
of their underlying source data.” The DB model does not use digital surveillance data.
Incorporating digital surveillance data may or may not improve forecasts; investigation
into this might serve as a next iteration of the DB model. It is worth noting, however, that
even without digital surveillance data, the DB model compared favorably to all comparison
models, some of which did make use of digital surveillance data. The results presented in
Section 5.3 suggest influenza forecasting can be improved without augmenting wILI with
digital surveillance data but rather focusing on statistical model development.
24
Appendices
A Fourth order Runge-Kutta approximation method
The SIR model does not have an explicit, closed form solution. We approximate the solution
to the SIR model with the fourth order Runge-Kutta (RK4) approximation to Equation 1.
We recursively define Sj,t, Ij,t, and Rj,t as described in Equation 17:Sj,tIj,t
Rj,t
 =
Sj,t−1 + 16 [kS1j,t−1 + 2kS2j,t−1 + 2kS3j,t−1 + kS4j,t−1]Ij,t−1 + 16 [kI1j,t−1 + 2kI2j,t−1 + 2kI3j,t−1 + kI4j,t−1]
Rj,t−1 + 16 [k
R1
j,t−1 + 2k
R2
j,t−1 + 2k
R3
j,t−1 + k
R4
j,t−1]
 , (17)
where
kS1j,t−1 = −βjSj,t−1Ij,t−1,
kS2j,t−1 = −βj [Sj,t−1 + .5kS1j,t−1][Ij,t−1 + .5kI1j,t−1],
kS3j,t−1 = −βj [Sj,t−1 + .5kS2j,t−1][Ij,t−1 + .5kI2j,t−1],
kS4j,t−1 = −βj [Sj,t−1 + kS3j,t−1][Ij,t−1 + kI3j,t−1],
(18a)
kI1j,t−1 = βjSj,t−1Ij,t−1 − γjIj,t−1,
kI2j,t−1 = βj [Sj,t−1 + .5k
S1
j,t−1][Ij,t−1 + .5k
I1
j,t−1]− γj [Ij,t−1 + .5kI1j,t−1],
kI3j,t−1 = βj [Sj,t−1 + .5k
S2
j,t−1][Ij,t−1 + .5k
I2
j,t−1]− γj [Ij,t−1 + .5kI2j,t−1],
kI4j,t−1 = βj [Sj,t−1 + k
S3
j,t−1][Ij,t−1 + k
I3
j,t−1]− γj [Ij,t−1 + kI3j,t−1],
(18b)
kR1j,t−1 = γjIj,t−1,
kR2j,t−1 = γj [Ij,t−1 + .5k
I1
j,t−1],
kR3j,t−1 = γj [Ij,t−1 + .5k
I2
j,t−1],
kR4j,t−1 = γj [Ij,t−1 + k
I3
j,t−1].
(18c)
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