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-  D e d i c a t e d  t o
M is s  G r a c e  L in t ,  m y  p a r e n ts , 
f a m i l y  a n d  f r ie n d s .
"... But 25 years ago last Saturday (or 26th June 1974), at the Marsh Supermarket in Troy, Ohio, 
the very first product -  a pack of Wrigley's Juicy Fruit gum -  was swept across the very first 
check-out scanner, and shopping would never be the sam e...."
-  Quoted from the article "Bar code checked out 25 years ago.” 
in New York Times, 28th June 1999.
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Two Chinese proverbs which mean
"Make unremitting efforts to improve 
oneself and strive to make progress”.
Abstract
This thesis describes a method for the recognition of objects in an unconstrained en­
vironment with a widely ranging illumination, imaged from unknown view points and 
complicated background. The general problem is simplified by placing specially designed 
patterns on the object that allows us to solve the pose determination problem easily.
There are several key components involved in the proposed recognition approach. 
They include pattern detection, pose estimation, model acquisition and matching, search­
ing and indexing the model database. Other crucial issues pertaining to the individual 
components of the recognition system such as the choice of the pattern, the reliability and 
accuracy of the pattern detector, pose estimator and matching and the speed of the overall 
system are addressed. After establishing the methodological framework, experiments are 
carried out on a wide range of both synthetic and real data to illustrate the validity and 
usefulness of the proposed methods.
The principal contribution of this research is a methodology for Tagged Object Recog­
nition (TOR) in unconstrained conditions. A robust pattern (calibration chart) detector 
is developed for off-the-shelf use. To empirically assess the effectiveness of the pattern 
detector and the pose estimator under various scenarios, simulated data generated using 
a graphics rendering process is used. This simulated data provides ground truth which 
is difficult to obtain in projected images. Using the ground truth, the detection error, 
which is usually ignored, can be analysed. For model matching, the Chamfer matching 
algorithm is modified to get a more reliable matching score. The technique facilitates re­
liable Tagged Object Recognition (TOR). Finally, the results of extensive quantitative and 
qualitative tests are presented that show the plausibility of practical use of Tagged Object 
Recognition (TOR).
The features characterising the enabling technology developed are the ability to a) 
recognise an object which is tagged with the calibration chart, b) establish camera position 
with respect to a landmark and c) test any camera calibration and 3D pose estimation 
routines, thus facilitating future research and applications in mobile robots navigations, 
3D reconstruction and stereo vision.
Key words: Object Recognition, Landmark Recognition, Empirical Evaluation, 
Matching, Pose Estimation, Camera Calibration.
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C h a p t e r  1
I n t r o d u c t i o n
Computer Vision largely deals with the analysis of pictures in order to emulate the per­
ception abilities of man. It is perhaps surprising that after many years of research the 
competence success of machine vision does not even begin to approach human perfor­
mance. Since a general purpose simulation of the human vision system has proved to be 
far more difficult than our intuition would lead us to expect, the majority of computer 
vision research to date had concentrated on particular, well-defined problems or appli­
cations. Restricting the scope of a system in this way permits the use of task-specific 
constraints which make it possible to achieve a useful and practical level of performance. 
One of the many machine vision problems is to understand the visible world by inferring 
3D information from one or more 2D images. If a vision system is to interact intelligently 
and effectively with its environment, it must be able to determine w hat objects are in its 
environment, and w here they are in that environment [75]. This holds true in a variety of 
industrial needs, including:
• identification of an object's pose in a cluttered environment, in order to perform pick 
and place operations;
• inspection of an object, either to ensure that it is present and correctly sited, or to 
measure and compare an object against its specifications;
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• vehicle navigation, in order for a mobile robot to determine it's position relative to 
a map of it's world.
All the above tasks involves the problem of recognition - deciding which objects are 
present in the scene, or the problem of localisation - determining the position of each 
object with respect to the sensor, or both.
The problem of object recognition is complex as objects have different appearance in 
the image when taken at different viewpoint, illumination, occlusion and background. 
Matching an object model with the image would result in an extensive search through 
the large pose space and in the various conditions as stated above. The alternative so­
lutions of reducing search space using invariants [131, 30, 31] and multiple views based 
techniques [1,11,120] would not fare better. The majority of successful 3D object recog­
nition systems to date have concentrated either on a very specific class of objects (e.g. 
polyhedra) or have been limited to environments with controlled illummation, viewing 
geometry, background etc. [35].
We propose a novel solution for recognition in an unconstrained environment. The 
technique involves tagging objects with special design patterns (see Figure 1.1a) designed 
such that a fast and robust detector can be built to detect the readily detectable patterns. 
By placing the design patterns on the objects of interest, pose determination problem can 
be solved easily. Identity of the objects is then verified by direct comparison of the image 
with a model projected to the image plane. This approach is known as Tagged Object 
Recognition or TOR.
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(a) Common camera calibra- Landmark
tion
Figure 1.1: The use of the calibration chart
Our main objective is to have a small, possibly 'wearable' 3D tag (see Figure 1.1b) that 
would support object recognition and localisation. In the context of photogrammetry, 
precision is of utmost importance. In our case we are constrained to a small 2D surface by 
practical considerations. Detection is a primary objective, as location error can be reduced 
by movements of an active observer. Precision is a secondary objective, since the more 
precise we are, the fewer changes in the view point will be needed to obtain an accurate 
pose estimate.
With this Tagged Object Recognition (TOR), visual recognition tasks are simplified by 
defining the scene as a collection of objects each tagged with a special design pattern. The 
object could be fixed (e.g. landmarks) or movable (e.g. books or vehicles). In this sce­
nario, the special design pattern or calibration chart attached to a landmark may serve 
two purposes. Firstly, it is designed specifically to facilitate computations of the relative 
position of the camera with respect to the object. Secondly, by allowing the transforma­
tion of the object into a canonical frame, object recognition can be simplified. Operating 
only on specific area near the pattern would also impose restriction on the processing of 
unnecessary details, background and noise in the scene. Using the approach, the objec­
tive of Tagged Object Recognition (TOR) can be realised and we should be able to perform 
object recognition wherever a tag is located .
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With this capability, a useful and practical level of recognition performance could be 
achieved, thus facilitating future research and applications in landmark and object recog­
nition, vision based mobile robot navigation, 3D reconstruction, scene modelling and 
stereo vision.
1.1 A im  o f  th e  re se a rch
The ultimate aim is to recognise a scene containing representative object/s from arbitrary 
viewpoints, in a widely varying contexts and environments. In detail, it means analysing 
the scene of 2D (e.g. landmarks) or 3D objects (e.g. books) attached with a special design 
pattern from a passive (e.g. a traffic surveillance camera) or an active observer (e.g. a 
moving camera mounted on a robot or a hand held camera).
The proposed approach involves several stages of processing. It includes pattern de­
tection [113, 77], pose estimation [123] and model acquisition and matching [111, 112]. 
First, the pattern detector [113, 77] is used to determine the presence of tag/s (i.e. the 
special design pattern/s) in the image. If the tag/s is/are detected, their pose/s is/are 
estimated [123]. Model matching [111, 112] is then performed to identify the tagged ob­
ject/s. Prior to this, models are acquired [111, 112]. Other crucial issues related to the 
individual stages that need to be address are the choice of the pattern, the reliability and 
accuracy of the pattern detector, pose estimator and matching and the speed of the overall 
system.
To demonstrate this technique, a general scene with landmarks and objects tagged 
with a special design pattern was chosen. Several images of the object/s of interest is/are 
taken from arbitrary viewpoints with a camera and cluttered background. Tagged Object 
Recognition (TOR) should identify the object and estimate the pose of the objects in the 
scene.
1.2 S u m m a ry  o f  c o n tr ib u t io n s
The major original contributions described in this thesis are as follows:
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• A methodology for Tagged Object Recognition (TOR) in unconstrained conditions 
has been developed. It copes with a wide range of illumination, unknown view 
points and complicated background. Since general object recognition is difficult, 
we introduce a practical simplification to the general problem by placing tags of 
specially design planar patterns on the objects that allow us to determine the pose 
easily. Once the chart is (or charts are) detected in the image, the chart pose in the 
camera coordinate system is known. To identify the object that is tagged by the chart 
we transform the edge map in the vicinity of the chart to a canonical frame and apply 
the modified Chamfer matching algorithm described later. The technique facilitates 
reliable Tagged Object Recognition (TOR). The results of extensive quantitative and 
qualitative tests are presented that show the plausibility of practical use of Tagged 
Object Recognition (TOR).
• A fast and robust pattern (or calibration chart) detector insensitive to the change 
of scale, chart orientation, lighting and moderate occlusion has been developed for 
off-the-shelf use. In contrast to previous efforts [107,53], we adopt a model based 
approach where the individual processing stages incorporate as much of the prior 
knowledge of the chart properties as possible to achieve robustness and accuracy. 
The proposed approach avoids the use of traditional remedies, such as wide ker­
nel filtering [90], which are notorious for degrading the positional information and 
shape of critical features such as corners and edges. Higher level knowledge of the 
chart design features is exploited to cope with occlusion and severe lighting condi­
tions. We show on a wide range of real data that the approach is robust over a range 
of scale, illumination and occlusion.
• To empirically evaluate the effectiveness of the calibration chart detector [113] and 
the pose estimator [123] under various scenarios, the use of simulated data gen­
erated using a graphics rendering process has been proposed. This simulated 
data provides ground truth which is difficult to obtain in projected images. Us­
ing the ground truth, the detection error, which is usually ignored in the literature
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[87,60,13,105,136], can be analysed.
♦ We have systematically assessed the performance of the automatic calibration chart 
detector [113]. Through simulation we establish the optimal set of control param­
eters and the rate of successful detection as a function of pose. We validate the 
simulation results on real images taken from a camera mounted on a robot arm. The 
results confirm the utility of such simulation studies. The feedback obtained sug­
gested a number of modifications for the chart detection system which led to a sig­
nificant improvement in performance. In particular, the chart design was changed 
to accommodate wider range and better stability in detection.
• For comparing the two binary edge maps, a modified technique based on Cham­
fer matching algorithm is utilised as it is reasonably simple to implement and very 
efficient in terms of computation. We modified the Chamfer matching algorithm 
(Borgefors[12]) to get a more reliable matching score. The algorithm is enhanced by 
augmenting the matching process by an additional step which promotes consistency 
of image gradient directions of the corresponding points. This enhancement helps 
to remove most random matches using the gradient direction agreement between 
corresponding points and upgrades the Chamfer matching algorithm to a more reli­
able and useful tool for correspondence analysis and matching. The pose estimate of 
the object is refined iteratively until a compound matching criterion is optimised. In 
addition, the point ratio or the ratio of the number of object points over the number 
of chart points is introduced as a pose and noise invariant benchmark to differen­
tiate between a positive or false match. In comparison with no pose minimisation, 
the proposed approach reflects more accurately the matching task and enhances the 
matching result. Extensive recognition test are conducted both quantitatively and 
qualitatively on a large number of images and the test results are promising.
1.3 O r g a n is a t io n  o f  th e  d is s e r ta t io n
The remainder of this thesis is structured as follows.
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• We start in Chapter 2 by surveying related literature on 3D visual recognition, be­
ginning by placing the problem of visual recognition in the context of the wider 
computer vision field. Since visual recognition is itself a wide-ranging subject, the 
review is focused on three important areas: 3D object recognition, pose recovery 
with emphasis on camera calibration and invariants.
• In Chapter 3, a robust pattern (or calibration chart) detector developed for the first 
stage of Tagged Object Recognition (TOR) is described. First, a detailed description 
of the processing steps is presented with the highlights of the key process such as 
adaptive thresholding, non maximum suppression, hysteresis thresholding, feature 
representation, the use of model constraints in segmentation and Attributed Rela­
tional Graph (ARG) matching. After establishing the methodological framework, 
we experiment with this technique on a wide range of real data to show the reliabil­
ity of the approach.
• Chapter 4 presents the results of a comprehensive empirical study designed to objec­
tively assess the performance of the calibration chart detection reported in Chapter 
3 and its pose estimation under various test conditions like different range, rotation 
and lighting. First, we describe the pose estimation technique used in the perfor­
mance evaluation. This is followed by an account of the empirical benchmarks, the 
process of generating synthetic and real images and the modifications to the design 
of the calibration chart respectively. Next, we present the results of the experiments. 
Finally, we discuss the effect of the improvements made to the chart detector and 
draw some conclusions.
• In Chapter 5, we investigate the next part of the proposed Tagged Object Recogni­
tion (TOR) approach, i.e. the model acquisition and matching using the modified 
Chamfer matching algorithm. First, we discuss the format of the model. The modi­
fications introduced to the Chamfer matching algorithm are then explained. This is 
followed by a description of the adopted matching strategy and optimisation of the 
modified Chamfer matching algorithm. Finally both quantitative and qualitative
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experimental results are presented.
• Finally, in Chapter 6, the thesis is concluded with a summary of the work done, and 
highlights of the research contributions. Possible future directions of the research 
are then discussed, in particular the use of non coplanar objects and the application 
of an active vision paradigm to the 3D recognition system.
C h a p t e r  2
S u r v e y  o f  R e l a t e d  L i t e r a t u r e
Computer vision emerged as subfields in computer science, artificial intelligence and elec­
trical engineering in the 1960s. (The landmark paper of Roberts on object recognition was 
published in 1965 [98].) It has since evolved into a vast and productive research field, 
whose wide-ranging scope encompasses such disparate disciplines as psychology, neurol­
ogy, geometry, optics and robotics. There are many problem subdomains within computer 
vision, e.g. image enhancement and restoration, character recognition, pattern matching, 
tracking, motion estimation and object recognition. Not surprisingly, an enormous body 
of literature is produced by the vision community every year [103,101].
Our work falls into the category of 3D visual recognition. Since visual recognition is 
itself a wide-ranging subject, the review is focused on three important areas: 3D object 
recognition, pose recovery with emphasis on camera calibration and invariants.
2.1 V is u a l r e c o g n it io n  o f  3 D  o b je c t s
In the introduction of the AI text by Charniak and McDermott[21], the goal of computer 
vision is stated as follows:
G iven  a tw o-dim ensional im age, infer the objects that produced it, including their 
shape, positions, colours and sizes.
9
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This quote accurately describes the approach taken in much of the object recognition 
literature, namely that a vision system must perform an inversion of the image formation 
process. In other words, from a single 2D image the vision system must determine the 
identity, position and orientation of the object that gave rise to it. This is a difficult prob­
lem because some information will always be lost when the 3D world is projected onto a 
2D image plane. In their survey of object recognition strategies, Suetens et al. [118] define 
the task as follows:
O bject recognition is the task o f  fin d in g  and labelling parts o f  a 2 D  im age o f  a scene  
that corresponds to objects in the scene.
This specification is less demanding than that of Charniak and McDermott since there 
is no requirement to infer any 3D information about the objects in the scene. However, in 
most practical applications, knowledge of where an object appears in an image is likely 
to be of limited value unless this knowledge can be related to the real world. For our 
purposes, object recognition means recognising and locating objects in the 3D world, not 
just in an image.
One of the first work to emphasise the concept of perceptual group in g  as an important 
stage in the recognition of three-dimensional objects from two-dimensional images was 
that of Lowe [72]. Prior to this, most vision research had focused on the reconstruction of 
depth information from two-dimensional images, with the implicit assumption that the 
easiest way to recognise solid objects was to match object models against reconstructed 
three-dimensional data. However, there is strong psychological evidence that reconstruc­
tion of explicit depth information is not a prerequisite to recognition in biological visual 
systems [10,45]. The work of Lowe and others (eg. [129, 128]) showed that recognition 
could be achieved by accumulating evidence in the image domain, and using this data to 
constrain matches to models of solid objects, rather than attempting to completely recon­
struct three-dimensional models in a wholly bottom-up fashion.
Lowe's vision system, called SCERPO, groups straight lines in the image on the basis 
of three perceptual cues: parallelism, collinearity and proximity of endpoints. Equations 
are derived from which the significance of each measurement can be estimated, taking
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into account such factors as the lengths of lines and the density of image features. A high 
significance indicates that a measurement is likely to have arisen only as a result of actual 
structure in the scene, and is very unlikely to be due to an accident of viewpoint. For each 
image line segment, candidate pairings are detected within a local region, and the prob­
ability that the configuration may be the result of an accidental alignment is estimated. 
Significant groupings are combined to form larger structures by searching for specific 
combinations of relations, e.g. trapezoid shapes are detected by searching for segments 
which have both endpoints in close proximity to the endpoints of two parallel segments, 
and Kanade's skewed symmetry relation [52] is used to test whether proximate segment 
pairs could be the projection of a bilaterally symmetric three-dimensional structure. The 
resulting groupings are ranked in order of decreasing significance so that the search for 
matches to object models can begin with the most perceptually significant groupings. 
Each grouping is compared in turn to every structure in the object model which is likely 
to give rise to that form of grouping. The viewpoint can be uniquely determined for all 
groupings containing 3 or more line segments, after which the model features that have 
not yet been accounted for can be projected onto the image plane and matched against 
image features to confirm the correctness of the original match. This is an example of 
the h ypothesise-verify paradigm, a very common approach in object recognition systems. 
A disadvantage of such approaches is that there are typically a large number of possible 
matches between the image features and the object models, particularly when dealing 
with a large model database, and so the verification stage must be performed many times 
during the recognition procedure.
Lowe's SCERPO system also relies on the view poin t consisten cy constraint [26, 71], a 
seemingly obvious but deceptively powerful concept that can be stated as follows:
The locations o f  all projected m odel fea tures in an im age m u st be consistent w ith  pro­
jection  fro m  a single view point.
It is this constraint that allows the backprojection of model features onto the image 
plane once the viewpoint has been determined, and is the basis of the hypothesise-verify
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approach. The problem of determining the location of the viewpoint, and hence the pa­
rameters of the perspective projection, given n  model/scene point correspondences, is 
known as the perspective n -p o in t (PnP) problem. Lowe's original system uses an iterative 
method to determine the projection parameters, but closed form solutions have subse­
quently emerged. At least three points are required for a finite number of solutions: Fis- 
chler and Bolles [29] derive a closed form solution for the P3P problem, and show that it 
admits a maximum of four solutions. A fourth point can be used to determine a unique 
solution. Horaud et al. derive an alternative analytic solution for four points by replacing 
the points with a pencil of three lines [46]. Dhome et al. solve the problem for the general 
case of three arbitrary lines [24].
A number of approaches proposed in the literature are variations on the theme of 
model-based recognition from single grey-level images. Most of these techniques can be 
grouped under the banner of "shape from inverse perspective projection" [39], i.e. the 
approach taken is to attempt to invert the projection process which gave rise to the image. 
The perspective projection process is described by the following equation:
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where the 3D scene point P =  (X , Y , Z ) T  projects to the image point p = (#, y ) T . The 
parameters / ,  kx / ky , u  and v  depend only on the imaging system configuration and are 
known as the intrinsic parameters of the projective transformation. They define, respec­
tively, the focal length, scaling, and optical centre of the imaging system. The extrinsic  
parameters R and T define the transformation between the object coordinate system and 
the camera coordinate system, i.e. the pose of the object with respect to the camera, and it 
is the goal of the methods described here to estimate this transformation. For this reason, 
the approach is also known as pose estim ation or extrinsic camera calibration.
Grimson and Lozano-Perez [36] describe an object recognition method based on local 
planar surface patches and their associated normals. The recognition problem is formu-
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lated as a search of an interpretation tree for a consistent match between s  measured surface 
patches and n  object model surfaces. At the first level of the interpretation tree, the first 
measured surface patch is matched to all n  object surfaces. At each subsequent level, each 
node of the tree is expanded by matching the next measured surface patch to all object 
surfaces. Thus the full tree represents n s possible interpretations of the scene. The tree 
is pruned using geometric constraints derived from points of interest within the surface 
patches and the computed normals to the patches. Heuristics are used to guide the search, 
and to terminate it when a sufficiently good match is found. The method is demonstrated 
using range data from a laser striping scanner. The only assumption made about the 
character of the input data is that it can be processed to obtain the position and surface 
orientation of planar patches on objects of interest in the scene. Unfortunately this is not 
generally true for 2D intensity images. Surface orientations can be computed if correspon­
dences between a stereo pair of images are available, but this is a non-trivial problem, and 
the approach is obviously not applicable when only monocular imagery is available. It 
is also possible to use controlled lighting conditions to compute surface orientations, but 
this approach is unlikely to be feasible in most practical situations.
Horaud [47] suggests backprojecting image features (lines and junctions) into 3D space 
to provide constraints on the pose of the object with respect to the camera. Each hypoth­
esis is generated by backprojecting a three-line image junction. Hypothesis verification 
is implemented as a depth-first search; at each step, a backprojected feature is compared 
against the list of image features. Positive matches refine the hypothesis until the list of 
predicted features is exhausted, whereupon the hypothesis is either accepted or rejected 
according to the amount of accumulated evidence. Unfortunately, for a reasonably large 
model database, the number of possible assignments of model vertices to image junctions 
will be large. Horaud suggests the use of prior knowledge about the scene being viewed, 
for example, the orientation of the ground plane with respect to the camera, and image- 
driven heuristics such as connectivity of junctions, to guide the search for the correct 
match, in order to maintain the speed of the system within acceptable limits.
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The method of Linnainmaa et al. [67] matches triples of connected vertices on the ob­
ject to triangles formed by three junctions in the image, where one junction is connected by 
a straight edge or contour to the other two. Each match is used to compute the three trans­
lational components of the object pose. This evidence is accumulated using a generalised  
H ou g h  transform , resulting in a ranked list of hypotheses of three of the six transformation 
parameters, along with the model/scene matches which produced each hypothesis. The 
rotational part of the transformation can be easily calculated given a hypothesis of the 
translation, and this information can be used to prune false matches using various geo­
metric constraints, e.g. visibility and uniqueness. Final verification is performed using the 
estimated transformation parameters to backproject the object model onto the image, and 
then comparing the predicted locations of vertices to their observed positions in the im­
age. Wong and Kittler [139] propose a composite feature consisting of a three-line junction 
and a two-line junction which share a common line segment.
Many approaches to recognition requires the extraction of features, such as extracted 
line segments, curves, corners, line groups, regions, or surfaces [72, 67, 47, 36]. The suc­
cess of these recognition systems depends on the extend to which they can extract their 
requisite features. With real images of real objects in unconstrained environments, the 
extraction of such features can be both time consuming and unreliable. In contrast to 
the feature-based recognition paradigm, a number of im age-based recognition systems have 
emerged. Beginning with the eigenface approach proposed by Turk and Pentland [124], 
these image-based approaches avoid extracting complex features from an image; instead, 
they retain the entire raw image as a single feature in a high-dimensional space. Turk 
and Pentland focused on the domain of faces and therefore did not require a large set of 
model views for each face. Nayar and Murase extended this work to general 3D objects 
where a dense set of views was acquired for each object [86]. Image-based approaches 
have several advantages such as: (1) simplicity of implementation, (2) time-complexity 
independence of scene complexity (number and types of scene features), (3) insensitivity 
to imperfections of the feature extraction process (e.g. missing or broken edges), and (4) 
suitability for implementation on parallel graphics/vision hardware (using the graphics
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hardware to synthesize hypothesized-object image, and then using the vision hardware 
to compare scene and model images). Although avoiding computationally costly and 
often unreliable feature extraction, these image-based approaches pay the price of sensi­
tivity to lighting conditions, image translation or rotation, and minor shape variation, all 
of which affect image pixel values and result in a change in the image location in some 
high-dimensional space.
There are several variations within the recognition b y  alignm ent paradigm [93]. One 
promising approach to object recognition and pose computation is through fitting 3D 
parametric models to 2D or 3D sensed data [69,49,92]. The main advantage of this ap­
proach is that a global view-independent model of roughly a few dozen parameters is 
obtainable via fitting the model to 3D sensed data. The primary disadvantages are that 
the models may not be sensitive enough to handle slight differences between objects or in­
stances of the same object and that complicated objects need to be modelled by composing 
parts, which mixes a segmentation problem with the alignment problem.
Another promising approach is the view -based approach, where 3D objects are modelled 
by a collection of 2D views of the object, with each view being fairly close in geometry 
and topology to a sensed image [44, 89, 22,125,104]. A method for planning sequences 
of views for recognition and pose determination of 3D objects of arbitrary shape was sug­
gested by Kovacic[55]. The advantages of view-based approach are that learning can be 
used in a straightforward manner to build models and that matching can be done with a 
representation that is close to the sensed data. The disadvantages are that the represen­
tation is verbose and full of seams and that the indexing scheme must not only produce 
candidate objects but also particular views of that object. In addition to the problems al­
ready mentioned above, some methods that attempt to match models to data from smooth 
objects suffer from the lack of salient feature points. This often results in iterative match­
ing methods in which good initial estimates of parameters are required.
A major problem with much research in the field of object recognition is concerned 
with characterising the performance of systems. Tests on real images can be extremely 
time consuming to perform, and authors often quote results based on experiments on
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just a handful of images. Also, the results of experiments on real images can often be 
difficult to analyse — generally the positions of either the sensor or the target objects or 
both are not precisely known, so the ground truth pose information is not available. Di­
rect comparisons between systems are difficult as there is a huge number of variables 
that may affect performance: lighting conditions, camera and lens configurations, reso­
lution of digitisers and frame grabbers, performance of low level image processing and 
feature extraction algorithms, types of test objects used, amount of clutter in the scene, 
etc. Simulations allow a large number of experiments to be performed quickly, with tight 
control over many of the parameters affecting system performance, and can provide use­
ful indications of how an algorithm will respond to particular types of image degradation. 
However, it is very difficult to accurately simulate all the potential sources of error in an 
image processing chain, and results obtained from experiments on simulated data should 
always be confirmed by experiments on real images.
2.2 C a m era  c a lib ra t io n
In the context of three dimensional (3D) machine vision, camera calibration is the process 
of determining the internal camera geometric and optical characteristics (intrinsic param­
eters) and/or the 3D position and orientation of the camera frame relative to a certain 
world coordinate system (extrinsic parameters). A large body of work exists on camera 
calibration in both the photogrammetry and computer vision communities. A survey of 
existing techniques was given by Tsai[122].
The accuracy of the internal camera calibration is a function of the complexity of the 
camera model adopted. The best results are obtained when a complete model including 
nonlinear distortions due to imperfections and misalignment of the optical system is used. 
However, for many visual tasks, the precision of the nonlinear model is not necessary.
Camera calibration is important if we wish to derive metric information from the im­
ages, although qualitative information can be obtained from uncalibrated cameras and a 
stereo camera pair, e.g. Zhang[140]. Work has been done to see how much knowledge
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can be obtained using uncalibrated cameras [28],[81], but the mainstream efforts in robot 
vision assume some means of calibration.
In some cases we do not need to find the camera parameters explicitly. In other words, 
the transformation is defined in terms of intermediate parameters which are combinations 
of the camera parameters. The intermediate parameters can often be found quite easily. 
It is possible to calibrate stereo systems in this way. In the case where there is no lens 
distortion, we could find the transformation between the 3D world coordinates and image 
locations in the image planes of the two cameras using homogeneous matrices [116],[33], 
We might never bother to actually break down the transformation matrices into internal 
and external parameters. We could make accurate measurements of the location of one 
object relative to another object in the scene. If on the other hand we wish to find the 
location of the camera relative to the objects in the scene we would be required to find the 
external calibration parameters explicitly. This is a more difficult problem [116].
Work on motion vision and pose estimation often uses the perspective projection 
model and assumes that the internal camera parameters are known. It is also assumed 
that the parameters that can correct for lens distortion are known. In the case of motion 
vision the structure of the world and the position of the camera are unknown and will be 
determined using a calibrated camera. For such work, accurately calibrating the camera 
parameters is critical.
Most of the standard techniques for camera calibration for machine vision use a set of 
calibration points with known world coordinates [122, 38, 56, 50]. These are sometimes 
called control points. In laboratories, control points can be obtained using a calibration 
object [64,135]. Outdoors, control points could be markings on the ground [106] or build­
ings whose positions can be verified from maps [116]. If the aspect ratio is unknown then 
a three dimensional calibration object is required [64] (i.e. the points cannot be coplanar). 
As a 3D object one can use a planar object with feature points clearly marked, which can 
be moved accurately in the Z direction, perpendicular to the plane of the points.
The typical statement of the calibration problem is the following: given a set of control 
points with known world coordinates (Xg,  Yg,Zg) and their location in the image (#*, yg)
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find the external and internal parameters which will best map the control points to their 
image points. The phrase "best" or "optimal" is vague and requires that some measure 
of optimality be defined. Most methods try to minimise the mean distance between the 
observed positions of the features on the image plane and the positions computed from 
the known world coordinates, the camera position, and the camera parameters.
To improve the accuracy of calibration, it is advisable [135] to use either stereo image 
pair or multiple views approach. Besides this, it is possible to use these camera parame­
ters to locate objects in space with an accuracy limited only by the accuracy of the feature 
detection in the image. The individual parameters can be found more accurately by using 
calibration points from a large volume of space and with a large variation in depth. One 
method [106] used multiple views of the calibration object from different camera positions 
with camera internal parameters kept constant. For each new view one gets six new ex­
ternal parameters to be calibrated but the internal parameters are forced to be consistent 
with all the views.
Camera calibration techniques can be broadly classified into two categories: closed- 
form methods and optimisation methods. Closed-form methods are simple and efficient 
but can have numerical instabilities due to the inadequacy of low level vision for extract­
ing image features. Optimisation methods can achieve desired accuracy but they require 
computationally expensive search procedures.
The closed-form method proposed by Tsai[122] is based on a pinhole camera model 
(Figure 4.1) with considerations of the radial lens distortion. This model describes a per­
fect perspective transformation of 3D space on a retinal plane. The intrinsic parameters for 
the pinhole model include the focal length and the principal point. The extrinsic parame­
ters of a camera express the relative locations of the camera with respect to the predefined 
world coordinate system.
There are variety of methods that use geometric objects whose images have some char­
acteristic that is invariant to the actual position of the object in space and can be used to 
calibrate some of the internal camera parameters. These methods do not require knowing 
or finding the position of the object relative to the camera.
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The plumb line method [15], which uses the images of straight lines for calibrating 
lens distortion, a method for finding the aspect ratio using the image of a sphere [88], 
and a new method which uses spheres to locate the principal point and estimate the focal 
length are described in [115].
In [20] the vanishing points of parallel lines drawn on the faces of a cube are used to 
locate the focal length and principal point. In [5] planar sets of parallel lines are rotated 
around an axis not perpendicular to the plane. The motion of the vanishing points due to 
the rotation is used to find the principal point.
Traditional methods of camera calibration use known world coordinates. It would be 
a great advantage to be able to calibrate a camera using only feature coordinates in the 
image plane. This cannot be done with a single image. Instead it requires camera motion. 
At least two images obtained either by the same camera and exploiting the principles 
of parallax [68],[61] or by two stationary cameras and exploiting the principles of stereo 
vision [76] are needed.
Gennery[34] proposes using nonlinear optimisation to calibrate a stereo system where 
the unknown parameters are the focal lengths and the relative position of the two cam­
eras. It is assumed that the camera has no radial distortion and that all the other camera 
parameters are known. No information is given as to the accuracy of the results.
The first 3D reconstruction techniques always involved a calibration stage, i.e. an off­
line evaluation of the camera parameters from a specially designed scene (a calibration 
chart for example). In fact these parameters can also be recovered on-line, from the scene 
which has to be reconstructed. This is sometimes called " self-calibration".
Several types of reconstruction are possible without calibration: Euclidean, affine and 
projective. Euclidean reconstructions preserves angles, proportions and shape. Affine 
reconstructions do not preserve shape but they preserve parallelism. Projective recon­
struction preserves none of these properties and is the poorest type of reconstruction.
The idea of self-calibration is to calibrate a camera by just moving it in the surrounding 
environment. The motion rigidity provides several constraints on the camera intrinsic 
parameters. These constraints are more commonly known as the epipolar constraint, and
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can be expressed as a 3x3, so called fundamental matrix. Hartley[43] proposed a singular- 
value-decomposition method to compute the focal lengths from a pair of images if all 
other camera parameters are known. Trivedi[120] tried to determine only the coordinates 
of the principal point of a camera.
The first investigations in self-calibration, proposed by Maybank and Faugeras, have 
used point correspondences. Faugeras[27] and Maybank[78] showed theoretically that 
when all the cameras have the same intrinsic parameters, an Euclidean reconstruction 
is possible with at least three images. At the same time, they proposed an algorithm 
using tools from algebraic geometry. For a projective reconstruction, only two images 
are necessary [28],[82]. The methods of Moons[83] and Koenderink[54] produce an affine 
reconstruction from two views in restricted cases: Koenderink assumes weak perspective 
effects and Moons supposes a translating camera.
However, the algorithm presented by Faugeras[27] and Maybank[78] was computa­
tionally expensive and very sensitive to noise, and is of no practical use. Luong, in coop­
eration with them, has developed a real practical system as long as the points of interests 
can be located with sub-pixel precision, say 0.2 pixels, in image planes [74],[28].
Based on this work, Zhang[140] proposed a self-calibration method for a binocular 
stereo rig from one displacement using a simplified camera model (i.e. the principal 
points are known). He has made this simplification because the position of the princi­
pal point is very difficult to be precisely estimated by calibration, and is in practice very 
close to the image centre. This has been shown experimentally together with a theoretical 
analysis described in [140]. The formulation, however, can be easily extended to include 
all parameters. Because of the exploitation of information redundancy in the stereo sys­
tem, this approach yields more robust calibration results than those obtained with only a 
single camera.
The case of lines has been studied more recently. There is the method of Hartley which 
gives a projective reconstruction from at least three images [41],[40] and the method of 
Luong[73] which produces an affine reconstruction under unconstrained camera motion 
and weak perspective effects (affine camera model). An active camera calibration tech­
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nique using variable state-dimensional filter was also proposed to improve estimates of 
the camera calibration parameters over time by incorporating new image measurements 
as they arrive [79].
However, it seems that there does not yet exist any self-calibration technique which 
can really be used online. This is because there is a large number of unknowns to be 
estimated and the problem is ill-posed.
2.3 In v a r ia n ts
A major disadvantage with many of the object recognition techniques described in Sec­
tion 2.1 is their reliance on the combinatorial matching of large numbers of image feature 
groupings against numerous compatible model features. In certain situations this may 
not be a severe drawback, e.g. if the scene is uncluttered, the model database is small or 
the speed of recognition is not critical. However, in more general situations where some 
or all of these restrictions do not apply, the exhaustive matching approach may be compu­
tationally infeasible. A better solution would be to extract from the image features which 
can be used to index directly into the model database and to access only a small number 
of potential matches. Since we generally have no prior knowledge of the viewpoint from 
which the image was obtained, this indexing can only be performed with features that 
remain constant as the viewpoint changes. Such features are known as invariants.
Invariants can be categorised according to whether the type of relationship that is pre­
served is qualitative, such as parallelism, intersection and tangency, or quantitative, e.g. 
ratios of distances. Effective indexing of a potentially large model database will be best 
achieved via numerical indices, hence only quantitative invariants will be considered 
here. Perhaps the best known of these is the cross ratio of four collinear points, defined 
as
(#3 — X\)(X4, — X 2 ) (
( x 3 - x 2 ) ( x 4 - x 1)
where { x \ ,  x 2 , £3, #4} represent the positions of each point on the line, e.g. (x$ -  x\)
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Figure 2.1: Cross ratio of four points on a line
is the (signed) distance between the first and third points. This quantity is very useful for 
the recognition of planar shapes from their 2D images as it is invariant to 2D projective 
transformations, as shown in Figure 2.1. In the figure, every set of four collinear points 
joined by a solid line has the same cross ratio, z
Various constructions can be used to derive related invariants for different geo­
metric configurations, e.g. for five coplanar points [62], or a conic and two coplanar 
lines [85,100]. As a general rule, the number of independent invariants of a given struc­
ture under a particular transformation group is equal to the dimension (i.e. number of de­
grees of freedom) of the structure minus the dimension of the transformation [85]. There­
fore, in the case of the planar perspective transform, which has dimension 8, a structure 
with at least nine degrees of freedom is required for the derivation of an invariant. The 
"conic and two lines" structure mentioned above fulfils this criterion, since a conic has 
five degrees of freedom, and the lines have two each. Five coplanar points have a total 
of ten degrees of freedom, hence two functionally independent invariants can be derived 
from this configuration. Unfortunately, in the case of 3D perspective projection, there are 
no general-case single view algebraic invariants [18]. There are three possible strategies 
to circumvent this limitation:
• Assume a simpler projection model than the full perspective projection.Obviously 
errors will be introduced under this assumption, as perspective projection is the 
correct model for a normal imaging system. However, in certain cases these errors 
will be negligible.
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• Combine information from more than one view. This approach entails a whole new 
set of problems, chief amongst them being that of correspondence — the determina­
tion of the feature in image B that that is the projection of the same scene feature as 
a given feature in image A.
• Create models of objects which consist of representative 2D views of the 3D object, 
and match image features to these 2D views rather than to the object directly.
• Divide the recognition process into two parts by first matching image feature group­
ings to generic object classes describing groups of projectively equivalent objects. 
The constraints provided by this initial class match can then be used to guide the 
search for a match to a specific object instance within the class.
A good example of the latter approach is the MORSE system of Mundy et al. [84]. 
The system is built around the concept of geometric object classes such as polyhedra and 
surfaces of revolution. This idea informs nearly all levels of the system architecture, from 
image feature grouping and the organisation of the object model database through to 
global 3D scene constraints. After a fairly standard low-level image processing stage con­
sisting of edge detection, edge linking, feature extraction and low-level feature grouping, 
the production of intermediate feature groups is driven by knowledge of the class proper­
ties — a separate grouper exists for each object class. Class based invariants are extracted 
from the grouped features and used to index a class-specific hash table of model features. 
The viewpoint consistency constraint is employed to distinguish between projectively 
equivalent objects. For each pair of such objects, a pair of specific object hypotheses are 
instantiated, from which two camera calibrations are derived. The hypotheses are com­
patible only if the two sets of intrinsic camera calibration parameters are identical.
In situations where perspective effects are negligible, the use of a full perspective pro­
jection model may not be necessary, and a simpler approximation may suffice. The most 
widely-used approximation to full perspective projection is the affine or weak perspective  
projection model. Under this assumption, all points on an object are treated as being at the 
same distance from the camera, and there are no perspective distortions. This simplifica­
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tion is implicit in many of the earlier model-based systems, since the perceptual grouping 
phenomena that the methods rely on, e.g. parallelism used by Lowe's SCERPO sys­
tem [70] and the approach ratio used by Brooks' ACRONYM [14], are preserved only un­
der the affine assumption. Such features are sometimes known as quasi-invariants. Since 
the plane affine group is of dimension six, four coplanar points are sufficient to derive two 
functionally independent invariants if an affine projection model is assumed for plane-to- 
plane projections. The affine model is equivalent to a parallel or orthographic projection, 
in which all rays from the scene to the sensor are assumed to be parallel, followed by a 
uniform scaling of the image to account for the increase or decrease in the size of the pro­
jection as the sensor is moved closer to or further from the scene. Affine projection is a 
reasonable approximation to true perspective projection if the distance of the object from 
the camera is much greater than the depth variation of the object. A factor of ten is usu­
ally assumed to be adequate [119] — this results in a typical error of 10% in the positions 
of points in the image. Thus methods that rely on an affine projection model can fail if 
the image contains severe perspective distortions. However, it is thought that the human 
visual processes also predominantly assume an affine projection model [75].
In cases where strong perspective effects cannot be ruled out, the affine assumption 
cannot be used, and one of the other two methods mentioned above is required. The 
integration of information from multiple views has received much attention over the past 
few years as new theories of so-called active vision  have emerged. The fundamental shift in 
emphasis of the active approach, which has also been characterised as animate or purposive  
vision, is that the vision system must actively seek out visual information and cues in the 
environment, rather than passively interpreting whatever stimuli happen to fall on it's 
sensor. There is no space here for an in-depth discussion of active vision ideas — the 
interested reader is referred to [2,1, 3, 4]. Instead, we will describe a few approaches to 
the recognition of 3D objects which make use of these ideas.
Mohan et al. [80] describe a method using Euclidean structural invariants computed 
from four points over a minimum of three frames. The invariant takes the form of a 6D 
vector derived from the Gramian matrix of a set of 3D basis vectors formed from four
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non-coplanar points on the object. It is shown in [132] that the invariant can be computed 
from four points with known correspondence over three or more images. Both model 
acquisition, which is performed on images directly, and recognition follow similar paths: 
the invariant is computed for every possible subset of four tracked feature points, and is 
used to index into a "shape table". Further discriminatory power is provided by the use 
of a reference point, whose affine coordinates with respect to the basis point set are used 
as indices to the hypothesis table in which votes are accumulated. The work assumes 
perfect segmentation of the input data, i.e. all input feature points belong to a single 
object. While this requirement may be easier to fulfil in the case of tracked moving points 
than for points extracted from a single image, the effect of spurious feature points on the 
performance of the algorithm is not addressed.
Vinther and Cipolla [127] describe a system using 3D affine invariants. The particular 
invariants used are the affine coordinates of object points relative to a 3D basis defined 
by four non-coplanar object points, in a similar approach to the work of Mohan described 
previously. The recovery of such invariants from a single unconstrained 2D image is 
not possible, but becomes relatively straightforward given multiple images and the point 
correspondences between them [85]. Invariants are estimated from sequences of images 
using a Kalman filtering technique, then used to index a precomputed lookup table con­
taining information about the object, basis points and reference point used to produce 
the relevant invariant. Votes are accumulated in a "recognition tree", and promising hy­
potheses are verified by performing a detailed match of predicted and observed scene 
edges. The major problems of the approach are the exponential growth of the lookup ta­
ble, due to combinatorics of using any subset of four points as a basis, and the difficulties 
associated with selecting a good four-point basis from the image, where all points must 
correspond to feature points on a single object. The authors suggest the use of more com­
plex features to tackle the first problem, and perceptual grouping techniques applied over 
several views for the second.
This technique of storing geometric information about an object in a lookup table 
which can be indexed at recognition time via invariants extracted from the scene is
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known as geom etric hashing [138], and was introduced by Lamdan, Schwartz and Wolf- 
son [57, 58, 59]. The aim of the approach is to concentrate the computational demands 
of the model-based recognition problem, as far as is possible, into an off-line model pre­
processing stage, thereby maximising the speed of the time-critical on-line recognition 
process. This is done by compiling large amounts of redundant geometric data about the 
objects to be recognised into a precomputed hash table. At recognition time, features ex­
tracted from the scene are used to index into the hash table, accessing promising object 
hypotheses almost instantaneously.
The geometric hashing approach describes objects and images in terms of point sets, 
typically corresponding to object vertices and image junctions. As in the work of Vinther 
and Cipolla described above, the invariants are the coordinates of feature points with 
respect to a coordinate basis defined by a minimal number of basis feature points. The 
number of points k required to define the basis depends on the set of transformations to 
which invariance is required. The properties of several transformations are summarised 
in Table 2.1.
Planar
Group DOF Distortions Invariant properties
Euclidean 3 rotation, translation length, area
Similarity 4 ..., scaling ratio of lengths, angle
Affine 6 ..., shear parallelism, ratio of areas
Projective 8 ..., perspective cross ratio, order of contact
3D
Group DOF Distortions Invariant properties
Euclidean 6 rotation, translation volume
Similarity 7 ..., scaling absolute conic
Affine 12 ..., shear parallelism of planes, ratio of volumes
Projective 15 ..., perspective intersection and tangency of surfaces
Table 2.1: Properties of planar and 3D transformations
Transformations inherit the invariant properties of those below them in the table. The 
minimum number of points required to define an invariant basis is equal to half the num­
ber of degrees of freedom of a transformation (rounded up to the nearest integer), hence 
planar affine transformations require a three point basis, and invariance to full 3D projec­
tive transformations would require an eight point basis.
2 .4 : D iscu ss ion 27
While geometric hashing is a powerful technique for model-based object recognition, 
it does suffer from a couple of drawbacks. Firstly, the formal description of the method 
assumes noise-free data, an assumption that cannot be justified in practice, and it has been 
argued that the performance of the method will degrade rapidly for cluttered scenes or in 
the presence of sensor error [35].
Beside, there is also considerable research on curves. Differential projective geometry 
was used for plane curves in e.g. [97,96,16]. More specialised approaches including the 
use of pairs of coplanar conics, can be found in [117, 126, 99, 7, 51]. More general 3D 
curves were studied in [133].
2.4  D is c u s s io n
In this chapter, we presented a necessarily brief and selective survey of the existing liter­
ature in the field of 3D visual recognition. We have concentrated our attention on those 
areas that are most closely related to the work described in this thesis, i.e. 3D object recog­
nition, pose recovery with emphasis on camera calibration and invariants. Self calibration 
techniques for 3D reconstruction have become popular amongst researchers. However 
there is still much work to be done before it can be used reliably in non ideal situations. 
From the survey, it has been found that the most readily available off-the-shelf technique 
is the package of Tsai[122] for camera calibration. In the work on camera calibration de­
scribed in the thesis this software is adopted as the main building block for object pose 
estimation. At the moment, successful 3D object recognition has mostly been demon­
strated either with a specific class of objects (e.g. polyhedra) or under a controlled envi­
ronment. Other recognition approaches using invariants [131,30,31] and multiple views 
based techniques [1,11,120] do not perform better. The interested reader is directed to 
[118,23,8] for more complete surveys of the wider object recognition literature. Thus the 
main conclusion is that the surveyed approaches are still too fragile for practical use. This 
conclusion motivates the approach adopted in the thesis whereby the object recognition 
process is aided by tagging objects of interest with a suitable label.
C h a p t e r  3
D e t e c t i o n  o f  t h e  C a l i b r a t i o n  C h a r t
3.1 I n tr o d u c t io n
Many computer vision applications involve processing steps which require a reliable de­
tection of markers or calibration charts. A classical example is the task of camera calibra­
tion (Tsai[122]) which can be accomplished only if predefined points on a common calibra­
tion chart are detected and accurately extracted from the image. Other examples include 
navigation markers which facilitate autonomous robot movement around the environ­
ment, object labelling to aid recognition (Matas[77]) and pose determination [123,38,50].
It is often assumed that the detection of calibration charts or markers which are de­
signed to enhance detectability is trivial; available implementations of the standard cal­
ibration procedure (Willson[137]) do not include detectors, taking image coordinates of 
points as input. In a typical calibration, only a single calibration chart is placed in the 
scene (see Figure 1.1a) and since the calibration is not updated frequently, it is not im­
practical if the detection task is done manually or semi-automatically and the calibration 
pattern is covering the whole image. The chart being placed in an extreme pose is not of 
interest. However, this is not realistic in many other applications like landmark recogni­
tion (Soh[112]) (see Figure 1.1b), where the approximate pose of the calibration chart is 
required and pose estimation has to be performed repeatably and in real time.
Figure 3.1 shows the comparison of the detection result of a common calibration chart
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between the Susan corner finder developed by Smith[107] and our calibration chart de­
tector [113]. It can be observed that some of the comers obtained by Susan detector are 
missing, inaccurate and/or incorrect.
Figure 3.1: The detection result of a common calibration chart using Susan corner finder 
(white squares) and our calibration chart detector(crosses and the orientation line).
Our experience suggests that generic low level processing approaches (Canny[19], 
Petrou[90]), which do not exploit the specific properties of a particular structures of a 
calibration chart are likely to fail in most but near optimum imaging conditions where 
the lighting, pose and scale of the object are all favourable. Even if features belonging to 
the chart are detected, they often must be segmented from the background manually [53]. 
Such a processing protocol is inconsistent with the aims of fully autonomous operation 
that the envisaged application presupposes.
In this chapter we address the problem of robust detection and extraction of calibra­
tion charts insensitive to the change of scale, chart orientation, lighting and moderate
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occlusion. In contrast to previous efforts [107, 53], we adopt a model based approach 
where the individual processing stages incorporate as much of the prior knowledge of 
the chart properties as possible to achieve robustness and accuracy. The proposed ap­
proach avoids the use of traditional remedies, such as wide kernel filtering, which are 
notorious for degrading the positional information and shape of critical features such as 
corners and edges. The higher level knowledge about the chart design is exploited to cope 
with occlusion and severe lighting conditions. The objective of the detector is to recognise 
high contrast convex and compact shapes, e.g. squares or circles (see Chapter 4 for other 
chart design), organised in an orderly pattern.
The final outcome of this recognition engine should contain coherence information 
between the segmented chart from the image and the model. In both sample set and real 
time demonstrations, the result proved to be promising and robust, i.e., without the need 
to change any input parameters. Except for unrealistic circumstances, we had achieved 
excellent detectability rates (96.7%) on our sample set of more than 300 test images and 
even in a real time demonstration. This sample set includes extreme conditions ranging 
from occlusion, bad lighting, noisy background, perspective effects to very small charts. 
The software implementation of the described pattern detector [109] has been used by 
several independent users and no problems have been reported.
The following section will give a birds eye view of the whole approach. Next, a 
detailed description of the processing steps is presented with the highlights of the key 
process such as adaptive thresholding, non maximum suppression, hysteresis threshold­
ing, feature representation, the use of model constraints in segmentation and geometric 
matching with Attributed Relational Graph (ARG).
3.2 T h e  b a s ic  a p p r o a c h
First, the reason for choosing a particular calibration chart model will be explained. This 
is followed by an outline of the entire scheme used to achieve the best model fit and the 
specifications of the chart detection algorithm.
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3.2.1 Characteristics of the calibration chart model
The design of the calibration chart, as shown in Figure 3.2, is simple and can be easily re­
produced for use as navigational landmarks or for camera calibration purposes in visions 
systems that employ local coordinates to model an extended scene.
y  Z  axis is towards the paper
(a) Good high resolution view (b) Coordinate system
Figure 3.2: The calibration chart model used.
From the chart in Figure 3.2, we can observe invariant properties that can be ex­
ploited to make the recognition process robust. Firstly, from the contrast between the 
black squares and white chart background, we can assume that the magnitude of the in­
tensity gradient for pixels on the chart is certainly highest locally and not far from the 
global maximum. Secondly, the compactness (i.e. p e r i m e t e r 2 / a r e a ), high over a large 
proportion of viewing angle, and convexity (i.e. c o n v e x  J iu ll .a r e a /c o m p a c t -a r e a ) , invari­
ant under perspective, of the squares can be used to remove most background features
satisfying the contrast criterion. Geometrically, we can also take advantage of the rela­
tionship between the size and distance of the squares as well as their linear configuration. 
The two small loops on the top left of the chart are employed to indicate the orientation 
of the model. The shape of the loops are not limited to squares but various other compact 
and convex shapes, e.g. circles (see Chapter 4 for other chart design), can be used as well.
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3.2.2 Overview of the processing strategy
The general plan devised to take full advantage of the chart model properties requires 
several stages of processing, namely the low level image preprocessing, feature extraction 
and segmentation. In order to make the system robust, individual blocks must be able 
to handle worst case scenarios. Furthermore, each block must provide the best possible 
output for the next block so that there will not be any need for an excessive computation 
at any stage to cater for inadequacies of the earlier stages of processing. Figure 3.3 shows 
the block diagram of the overall process.
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F igu re  3.3: T h e  b lo c k  d ia g ra m  o f  th e  ca lib ra tion  chart r e co g n it io n  p rocess .
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For image preprocessing, the Sobel operator is used for filtering and differentiating 
the raw image. A 3x3 mask of the Sobel operator is used to preserve the position accuracy 
and to facilitate the detection of the smallest feature of interest. This is followed by an 
adaptive thresholding for removal of low contrast background noise based on a local 
gradient histogram analysis. This is a more reliable method than thresholding globally. A 
non-maximum suppression is then applied to "thin" thick lines by finding the peak across 
the line profile and rejecting the rest. Next, hysteresis thresholding is introduced to trace 
the best edge map considering the changes in gradient along the string. After this, the 
boundary of each square is linked and a gap bridging is applied where necessary.
In the stage of feature extraction, the centre of gravity of each square is selected as the 
most stable and accurate feature (as shown later in Section 3.4.1 and Chapter 4) represent­
ing the squares on the chart. This is followed by a check on compactness and convexity 
constraints of the detected squares to eliminate unwanted loops.
To segment the calibration chart, Attributed Relational Graph matching (Bunke[17]) 
between the features extracted and the model is performed. Various model constraints 
are utilised to minimise the search space. This transforms the segmentation into a Maxi­
mum Weight Matching problem in the graph space. Finally, missing features (occluded or 
undetected) are predicted based on prior knowledge of the chart. To allow a more com­
prehensive testing, corners are computed from the intersections of the lines, which are 
fitted with orthogonal regression using the edge of the square.
In addition, an option for subpixel accuracy is introduced using optimal edge detec­
tion technique by Spacek[114]. This technique performs quadratic fitting among the 8 
nearest neighbours gradient to acquire the subpixel coordinate of each edge points. Thus, 
to improve computation efficiency, the gradient computed from sobel is used. With this 
option, the subpixel data computed will be used in subsequent stages after the low level 
preprocessing by sobel.
3.2.3 Chart detection algorithm
The processing steps of the chart detection algorithm are shown next.
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1. Edge detection with automatic thresholding
(a) Low level preprocessing using sobel operator
(b) Adaptive thresholding
(c) Non maximum suppression
(d) Hysteresis thresholding
(e) Boundary detection
2. Detection of closed loops
(a) High compact shapes are retained.
(b) Non convex shapes are removed.
3. Segmentation of the calibration chart
(a) Attributed graph matching
• Nodes are all the possible squares.
• Edges are the connections between each possible square.
(b) Constraints used
i. Distance between loops
ii. Area of loops
iii. Geometric structure of the chart
iv. Orientation marks
Details of the detection algorithm are described in the following section.
3.3 Im a g e  p r e p r o c e s s in g
In virtually all computer vision applications, the first stage of processing is to extract in­
teresting structures from the raw image data. This section describes the various processes 
required to extract the edges and object boundaries from the initial grey level image.
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3.3.1 Low level preprocessing
At the lowest level, a 3x3 mask of the sobel operator is used to filter the raw image ver­
tically and horizontally. This will create the gradient map of the image and enhance the 
edges. As compared to other higher order mask, the sobel operator provides a simple, 
effective and computational inexpensive way of obtaining an edge map.
3.3.2 Adaptive thresholding
In order to cater for a changing contrast in different parts of the image due to varying 
lighting conditions or shadow lighting, it is necessary to apply gradient thresholding us­
ing the local maxima of the various segments on the gradient map instead of using the 
global maximum for the entire image. Though simple, this adaptive approach based on 
local properties is only effective if a suitable choice of the local region size is made.
From the properties of the calibration chart (i.e. black squares on a white background), 
we can assume that the gradient along the edge of the chart's square will be among the 
highest locally. Experimentally, we have found that if any gradient is smaller than 1/4 
of a local maximum, it can be rejected quite safely. The local region size used is 32x32 
which is about the same area as the smallest chart that could be detected, i.e., smallest 
square being 3x3 pixels. Although the objective here is to detect all possible edge points 
locally, any incorrect edge points will still be filtered in the later stages, where the criteria 
is stricter.
3.3.3 Non maximum suppression
The function of non maximum suppression is to select the peaks of the gradient map 
among the hilly terrain of gradients. This will ensure locally that a sharp and thin edge 
is revealed among the gradient profile. As the function name implies, the output will not 
contain any non maxima. This step proves to be essential for images which are blurred or 
too noisy.
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3.3.4 Hysteresis thresholding
After obtaining the gradient map, each possible edge string is traced with the aid of hys­
teresis thresholding. The hysteresis thresholding is achieved by having an upper and a 
lower gradient magnitude limit. First, any pixel greater than the upper threshold limit is 
used as a starting point of the edge. The rest of the edge chain is then accepted as long 
as the gradient magnitude does not fall below the lower threshold limit and a junction is 
not met. Realising the fact that any edge point gradient within the chart must be among 
the highest globally, the global maximum is used as a threshold reference. One reason­
ably flexible assumption is that the upper threshold is close to the global maximum and 
the lower threshold is a fraction of the upper limit. Again through the experiments, the 
values of the upper and lower threshold is determined to be 1/8 and 1/40 of the global 
maximum respectively.
3.3.5 Boundary detection
The edge map is then transformed into an Attributed Graph space, where the nodes rep­
resent the end points of the edge or junctions and the edges represent the connection 
between the nodes. The edge attribute contains the edge points that formed the edge. To 
minimise the effects of noise, short branches of less than 5 pixel long are removed. Next, 
gaps of less than 8 pixel in size are bridged by placing a straight edge. This helps to join 
broken edges. Open branches or contours are then removed. The final closed boundaries 
are the closed loops or squares left behind.
3.3.6 Compactness and convexity
After the edges, loops or squares have been extracted, it is necessary to filter any irrelevant 
"snake" and/or irregular shaped loops using techniques involving the computation of 
the compact and convex hull area on all possible squares. The compactness of the loops is 
derived from the equation c o m p a c tn e s s  =  p e r i m e t e r 2 j  a rea . This compactness check will 
remove mainly any elongated polygons or long "stripes". Convexity is determined from 
the equation c o n v e x i t y  — c o n v e x  J m ll -a r e a /c o m p a c t -a r e a . This is used for filtering any
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irregular or convex shaped objects, i.e., star-shaped. It has been found experimentally 
that the compact ratio of 60 and convexity of 1.28 is a good upper cut off limit for the 
calibration chart.
3.4 F eature e x tra ction
This section describes the various stages of features extraction. This is mainly categorised 
into selection of suitable and accurate features and finding the centre of a polygon.
3.4.1 Feature selection
For feature selection, the centre of gravity of each square was chosen preferably as the 
most accurately represented feature against the traditional corners and edges. The impre­
cise nature of corners and edges is caused by the "shrinking" effect as shown in Figure 3.4.
Figure 3.4: The "shrinking" effect results in inaccurate corners and edges as compared to 
the centre of mass.
This is due to the corroding effects of black at the edges of the square. Though greatly 
reduced, this error arises even in the best lighting conditions. In contrast, when using the
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centre of the mass, this error is relatively scaled down or averaged out even in the worse 
lighting conditions, i.e. unfocused or blurred image.
3.4.2 Centre of gravity
In finding the centre of a mass, the Green's theorem approach was used instead of just 
looking for the mean of the boundary or the mean of all the points in the polygon. Though 
this function is slightly computationally expensive than the other two, it is capable of 
maximising the accuracy in the calculation of the centre of the polygon.
3.5 S e g m e n ta t io n  o f  c a lib r a t io n  ch arts
The organisation of this section is as follows. First, we shall discuss the basic concepts 
of the Graph theoretic approach adopted. This is followed by the description of all the 
independent local constraints for minimising the search space. Finally, the steps involved 
in the pattern matching process are shown. These procedures will make full use of all the 
prior knowledge about the model constraints.
3.5.1 The graph theory approach
The basic aim of the segmentation here is to recover the position and orientation of all 
the calibration points (i.e., the centre of the squares) of each possible chart. The con­
straints given by the model help to prevent a combinatorial explosion by limiting the 
relevant search space. The following will illustrate the Attributed Relational Graph(ARG) 
approach to organise the problem of correspondence analysis.
The nodes on the graph represent all the possible loops. The node's attributes consist 
primarily of the centroid and the area of the loop and a node weight. The node weight 
indicates the sum of the top two highest edge weights or the strongest connection among 
all the lines connected to this node. It is assumed that the best two edge weights will 
reflect the row and column of the chart.
We thus allocate an edge to represent the relationship between any 2 nodes or the
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connectivity of any 2 possible loops. This means a true edge represents the link between a 
square's centre and another nearest to it in the direction parallel to the chart's x or y axis. 
This will form a connectivity net of the chart model as shown in Figure 3.5.
Figure 3.5: The connectivity net
The edge attributes comprise the edge vector between the 2 nodes and an edge weight. 
The edge weight indicates how strong the connecting edge is based on the number of 
nodes and the way it's connected, i.e. edge weight = number of nodes connected in the 
same line or direction. For example, the edge weight in a row or column of a 4 x 4 chart 
should be 4.
3.5.2 Search distance constraint
From the calibration chart, the distance between the centre of one square and the other 
is ideally 2 times the side of a square. With the consideration of the perspective effects 
at different viewing angles, the distance has to be lengthened to cater for the worst case 
scenario. The scaling factor has been found to be approximately 1.8 for the "slimmest" 
square scenario. An example of the perspective effects is shown in Figure 3.6.
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Figure 3.6: The search distance constraints under extreme perspective effects
With this constraint, the search range for all possible edges is limited to those loops' 
centres that are less than the maximum distance between two loops centres. This saves a 
substantial computation time when a big chart or big search range is presented. Besides 
that, this restriction prevents false edges to be created with a similar but distant features,
i.e., when a node falls on the same line but is located 2 or more times further away than 
expected.
3.5.3 Area constraint
The fact that all the squares in the calibration chart have the same size makes the area of 
the loop a crucial criterion. This will further reduce the search space for all possible edges 
to those loops with about the same area. But occasionally, due to perspective projection 
at non-frontal views, those squares nearer to the camera appear slightly larger than those 
at the back. Furthermore, with minor occlusion and bad lighting, some loops appear only 
partially visible. Hence, their area may be smaller than the norm. With this in mind, 
an allowance of 25 percent is given to satisfy the worse case scenario of occlusion and 
shrinking edge map. A sample of such situations is shown in Figure 3.7 where part of the 
chart is occluded.
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Figure 3.7: One of the worse case scenario for area constraint where loops are partially 
visible.
3.5.4 1-Dimensional geometric constraint
It can be seen from the connectivity net (Figure 3.5) of the calibration chart that the edges 
along the same line are parallel to the model's x or y axis. Even at extreme perspective 
projections, all the edges parallel to the model axis will still fall approximately on the 
same line, as though each line may not be precisely parallel to the one beside it. This is 
shown in Figure 3.8.
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Figure 3.8: The 1-Dimensional geometric constraints
With this consideration, we can assumed that true nodes can be joined in straight 
lines to form up the rows and columns of the calibration chart in the image. Hence, lines 
of edges can be formed when similar edge vectors are found and a link can be made. This 
constraint is most useful in terms of organising the edges in an orderly line format.
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3.5.5 2-Dimensional structural constraints
Figure 3.9 shows different types of 2-Dimensional structural constraints.
Figure 3.9: 2-Dimensional structural constraints
A few constraints can be derived from the high level aspects of the chart topology. An 
obvious information to explore is the fact that on each true node, a row and a column of 
the calibration chart will intersect. The angle between the row and column is limited by 
the maximum perspective effects of the chart. Hence we can limit the number of pairs 
of lines to be used as the rows and columns of the chart. The minimum angle difference 
between the rows and columns of a chart in an image is tested to be around 0.4 radians.
Next, from the intersection of the row and column, we can assume that the top two 
strongest lines crossing the node to be the most complete lines and representing the edge 
weight of the row and column. This rule enables us to rank all the nodes in terms of the 
best connected node.
Furthermore, the high level pattern of the 4 by 4 chart reveals the fact that all rows 
and columns are parallel to each other. Practically, the lines are not really parallel. This 
is mainly due to the perspective effects when the chart is non-frontal. We can handle the
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perspective projection by allowing a tolerance on the comparison of the edge vectors.
Finally, another structural aspect of the chart is that we can assume the connectivity 
of all the nodes and edges on the chart to be among the strongest as compared to the 
background noise. With this, we can sort all the possible predicted charts in terms of the 
best connected chart.
3.5.6 Orientation constraint
The orientation of the chart can be determined by the 2 small loops on the top left of the 
chart in a diagonal formation. This small square is ideally 1/4 of the area of the bigger 
square surrounding it. Through experience, occasionally, one or both small loops cannot 
be detected due to the chart being too small or the lighting conditions being bad. It is very 
likely that the outer square will be affected and gone "missing" too. But a rule can be set 
such that if one or both of the outer squares are missing in those two specified positions, 
the chances that the missing squares correspond to the ones with small loops are higher 
than those for the normal ones. An example of the result is shown in Figure 3.10.
Figure 3.10: The orientation constraints
Due to the "shrinking" effects, the outer square appears to be smaller and by having a
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white foreground, the reverse of the shrinking effects occurs and the white small square 
within the outer square appears to be slightly larger. As a result, a tolerance factor is 
given to handle changes in the proportionality between the outer and the inner square. 
The practical range in the area ratio of the outer and the inner square was found experi­
mentally to be between 2 to 12 times.
3.5.7 Pattern matching procedure
A framework was devised below to make a full use of the constraints described before. 
The final outcome consists of all the possible charts sorted according to their connectivity 
and completeness. It must be noted that the edges referred here are the arcs connecting 
two nodes and differs from the edges found by Sobel operator.
1. The nodes on the graph are created using the features extracted previously. These 
include the centroid and area of all the loops.
2. The edges are then inserted based on the area (see Section 3.5.3 for details) and 
search distance constraints (see Section 3.5.2 for details).
3. A higher level feature grouping is generated based on the 1-Dimensional geometric 
constraint (see Section 3.5.4 for details). The output is a possible line formed using 
edges with an edge weight to indicate the strength of the connection.
4. All the edges that are connected to each node are sorted with the highest edge 
weight at the top of the list.
5. With the 2-Dimensional structural constraint (see Section 3.9 for details), the first 
two strongest edges of each node are used to represent the node weight.
6. All the nodes in the graph are then sorted with the highest node weight at the top 
of the list.
7. Assuming the best nodes represent the bulk of the true squares of the chart, the 
2-Dimensional structural constraint (see Section 3.9 for details) is used again to ob­
tained the best connected chart from each sorted node. This is done by searching
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neighbouring nodes of similar edge vectors and adding all these node weights to 
indicate the evidential support for the candidate chart.
8. All the possible charts are then sorted with the highest chart weight at the top of the 
list. In the case of possible charts having shared nodes, preference is given to the 
chart with a higher chart weight.
9. The detected charts are then orientated using the orientation constraint (see Sec­
tion 3.5.6 for details) and missing nodes are placed using the geometric properties 
of the model.
10. Finally, the ranked charts are presented with the highest possible chart at the top 
and the nodes on the chart are sorted in an orderly sequence based on the chart's 
orientation.
3.6 E x p e r im e n ta l re su lts
This section contains the results of an extensive quantitative testing of the recognition pro­
cedure described in this chapter. The images used for testing reflect the range of variation 
in quality, size and pose that can be found in realistic situations. The selection includes 
images with the content ranging from a single chart to the more difficult ones, which have 
a wide range of chart sizes, complicated background, occlusion, bad lighting condition, 
extreme perspective effects and multiple charts.
The output of this engine contains the x and y coordinates of the centroid of each 
recognised square in the image with respect to the coordinate axes of each chart. A 96.7% 
detection rate was achieved on a database of 319 test images and 50 "live" images (see 
Table 3.1). This database (see Appendix A) contains both indoor and outdoor images of 
tagged objects and traffic signs. The "live" test was performed with the system running 
continuously, processing images grabbed on-line. The physical size of the 4 by 4 calibra­
tion chart used in all the experiments is 140 mm by 140 mm.
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Experiment Total Success Fail Detection Rate Comments on failure
Initial test set (Indoor) 51 51 0 100%
Tagged objects (Indoor) 113 110 3 97.3% extreme viewing angles
Tagged traffic signs (Outdoor) 155 149 6 96.1% chart too small or
extreme viewing angles
on-line test 50 47 3 94% extreme viewing angles
Summary 369 357 12 96.7%
Table 3.1: Summary of the detection results from the image database
The processing time required varies from 0.22 to 0.35 seconds for a 376x288 image 
and 1 to 1.5 seconds for a 768x576 image depending mainly on the level of noise and the 
degree of difficulties. The distribution of the computation time is quite even, with the 
sobel filtering and segmentation taking approximately 20% each. All the above test were 
conducted on a Silicon Graphics (SGI) Power Challenge.
With reference to the example in Figure 3.11, the description below illustrates the de­
tection process of a sample image with the outcome at various crucial processing stages 1 
to 5. As observed, there are two charts in a cluttered and noisy image.
1. After an image preprocessing of Sobel operator, adaptive thresholding and non­
maximum suppression, local edges are detected. These includes edges in the charts 
and also cluttered noise in various parts of the image due to adaptive thresholding. 
The use of Sobel operator ensures recovery of small lines and structures. Though 
the results are still noisy at this stage, all the edges, including the acute angled small 
chart on the left, are successfully preserved.
2. Next, hysteresis thresholding and boundary detection is applied to connect open 
edges and detect close loops respectively. This removes most short branches and 
open contours which are located in the bottom half of the image. Now the image is 
left with the closed loops in the chart and some random loops.
3. In the stage of feature extraction, compactness and convexity constraints are 
checked to eliminate unwanted loops. In this image, the star structure is rejected 
as it fails the convexity test. Besides, elongated strips in the clutter are also removed 
due to the compactness constraint. At this stage, the image contains only loops with 
good convexity and compactness, (i.e. squares and circles)
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Input Raw Image
Detection Complete
Figure 3.11: The outcome at various stages of the calibration chart detection process.
4. During segmentation using geometric matching, structures resembling the 4 x 4
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chart is recovered. Geometric constraints illustrated in earlier sections aids the re­
jection of random structures. The output presents the centroids of the two charts 
and its orientation.
5. Finally, to allow further test, corners detection is performed using the intersections 
of the lines.
The following results are only based on part of the test set and categorised by the 
image content though some images may have some mix features of the others. These are 
namely single chart, small chart, occlusion or missing parts and multiple charts.
3.6.1 Single chart
This is the most common situation that could happen with no special lighting. But due 
to the perspective effects and odd orientation of the charts, sorting the centroid of each 
square in an orderly fashion becomes difficult as the possibilities are numerous.
When a big chart is presented, accuracy is usually a very important issue in the result 
obtained. With this in mind, the centroid becomes a good feature instead of corners or 
edges if the image quality is not near to perfect. This can be observed clearly with the big 
charts presented in Figure 3.12,3.13.
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i p
(a) Good and strong contrast (b) Normal dull lighting without external 
light source
p p i
* * *
-------
(c) Blurring effect due to unfocus lens (d) Shading effect due to bad lighting
     ....■S - 1-
' " i ' '.v!
(e) Dull image with lots of background noise (f) Normal dull lighting with lots of noise
Figure 3.12: The results from the most common situation (i.e. single chart) under various 
conditions.
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(b) Blurring plus shading spreading from top 
left
common situation (i.e. single chart) under various
(a) Extreme viewing angle
Figure 3.13: The results from the most 
conditions.
3.6.2 Small chart
In order to detect instances of small charts in the image, the low level processing tech­
niques have been designed to preserve the relevant features for a good estimation of the 
centroids. The smallest feature that can be captured is a 3x3 square. This implies that the 
smallest chart that can be detected is 24x24 pixel. The disadvantage of the ability to detect 
small objects is that many false hypothesis can be created from certain patterns of back­
ground noise which resemble the chart properties. The results of this section are shown 
in Figure 3.14.
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(a) Multiple small charts with extreme per­
spective effects
(b) Multiple small charts with extreme per­
spective effects
(c) Small chart tagged on a monitor (d) Chart tagged on an object
(e) Slight blurring (f) Rotation and blurring
F igu re  3.14: T h e  resu lts fr o m  the r e co g n it io n  o f  sm all charts u n d e r  v a r io u s  co n d it io n s .
3 .6 : E xperim ental results 5 4
3.6.3 Occlusion or missing parts
Partial occlusion of the chart can be easily recovered with a model based engine. The cen­
troid of the missing squares can be predicted with the aid of the geometric properties of 
the model. The problem faced lies mainly in the incomplete information available to built 
the model. The best connected chart is generated using the Maximum Weight Matching 
technique. A lower weight threshold can be set to avoid detecting charts which are too 
"loosely" connected. The results for this type of images are shown in Figure 3.15,3.16.
J
(a) Multiple charts with complicated back- (b) Dull and low lighting
ground
(c) Blurring and dull lighting (d) Varying lighting for different chart
Figure 3.15: The results from the effects of occlusion or missing squares and other condi­
tions.
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(a) Normal dull lighting (b) Misleading background which looks like
a "false" chart
Figure 3.16: The results from the effects of occlusion or missing squares and other condi­
tions.
3.6.4 Multiple charts
This advanced feature is used to detect the presence of more than one chart. This easily 
achieved using the Maximum Weight Matching approach in which the top few objects in 
the weight ranking list correspond to the different instances of the chart. The results are 
shown in Figure 3.17,3.18.
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(a) Bad contrast with complicated back­
ground
(b) Complicated background, e.g. telephone 
buttons
(d) Varying lighting with complicated back­
ground
(c) Varying lighting
(e) Varying lighting (f) Good lighting
Figure 3.17: The results o f  multiple charts recognition under different conditions.
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(a) Good lighting (b) Bad and shadow lighting
(c) Multiple charts with dull lighting (d) Varying lighting
(e) Complicated background (f) Noisy background
Figure 3.18: The results o f multiple charts recognition under different conditions.
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3.7  C o n c lu s io n
In this chapter, we have developed a recognition engine for detecting a specific calibration 
chart. Particular attention is given to the various simple but effective low level processes, 
feature selection and geometric matching techniques using graphs. It was specially noted 
that the use of the centroid of each object is preferable to the traditional corners and edges 
due to the imperfect lighting condition. Hypotheses are generated by matching the fea­
tures extracted from the image and their higher level groupings to their counterparts in 
the object model using the Attributed Relational Graph approach. The output is a list of 
ranked charts based on their connectivity weights using the Maximum Weight Matching 
technique. The motivation for building this package is mainly to fulfill the first stage of 
the Tagged Object Recognition (TOR), i.e. robust detection of the tag (calibration chart). 
In addition, this robust calibration chart detection also fills the gaps in the error prone 
detection processes prior to any camera calibration or pose estimation procedure.
The experimental results demonstrate the reliability and the detection speed. The sys­
tem is capable of handling a wide range of chart sizes, complicated background, occlu­
sion, bad lighting conditions, extreme perspective effects and multiple charts. It is noted 
that the extensive testing with real images has proven the system to be accurate and ro­
bust.
C h a p t e r  4
E m p i r i c a l  E v a l u a t i o n  o f  t h e  
C a l i b r a t i o n  C h a r t  D e t e c t i o n  a n d  P o s e  
E s t i m a t i o n
4.1 In tr o d u c t io n
Previously, a reliable detector for the calibration chart [113] has been reported in Chap­
ter 3. The detector was tested using a database of more than 300 images under various 
lighting and from different view points. However, this quantitative evaluation did not 
indicate the precision and detection limits, which are essential for practical use. The aim 
of this chapter is to fill this gap and to use the results of a more qualitative study as a 
feedback to optimise the processing strategy.
In related papers on precision of 3D measurements [87, 60, 65,13, 56, 63, 37, 135, 9], 
accuracy was reported to be about l/10th of a pixel using various techniques including 
cross ratios, self calibration and epipolar geometry. The analysis was mostly done with 
reference to the reprojection error of the detected features. Even if ground truth of the 
3D pose was available, the accuracy tests carried out were usually not extensive. In the 
published literature on 2D subpixel accuracy (eg. Shortis[105], West[136]), errors were 
reported to be better than 0.1 pixel, and in some cases better than 0.05 pixels. No detection
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results were obtained with referenced to real projected images. Similarly for both 2D and 
3D computer vision communities, experiments that requires the ground truth of projected 
images are usually avoided as they are time consuming and may require complicated and 
costly setups. Due to the difficulties, detection errors of a real projection from the world 
have not been assessed.
In this chapter we present an objective performance assessment of the detector using 
an approach which tests the detector under both qualitative and quantitative changes in 
the imaging conditions. This approach applies simulated viewing and illumination con­
ditions like different range, rotation and lighting to generate the corresponding images 
using a graphics rendering process. It also provides ground truth which is difficult to 
obtain in real images. The detection error, which is usually ignored, can be analysed with 
the ground truth available. Hence, a more accurate account of the total errors (i.e. both 
detection and reprojection error) can be evaluated. This result from a simulated projection 
is more realistic than detection and projection error in 2D or reprojection error in 3D and 
brings us a step closer to analysing a real world projection. Besides that, conditions such 
as the use of a wide angle lens which are very rarely explored can be tested easily. From 
these simulated tests, we demonstrate that computer graphics which is traditionally as­
sociated as a display or presentation tool can also be used as a simple and effective tool 
for computer vision empirical assessment by generating simulated images with extensive 
scenarios and providing readily available ground truth.
In order to confirm the validity of the results obtained on the simulated data, we re­
peat the experiments using real data collected by a camera mounted on a robot arm. We 
find that the control parameters are similar. The feedback from the experiment is used to 
improve the operational range and the precision of the detector. The results also deter­
mined a set of optimal parameter settings in which the detector exhibits stable and robust 
behaviour. The new enhanced detector is capable of operating reliably in a wider range 
of situations, e.g. acute pose, bad lighting and small charts. In addition to the changes 
in the detector, modifications are also made to the calibration chart design so that the ori­
entation of the chart can be recognised in a wider range of imaging conditions. We show
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that by redesigning the chart orientation marks which made the detector vulnerable to 
failure, the stability and range of the detection performance were significantly improved. 
The same detector (see Chapter 3) is used for detecting different chart designs. The work 
reported in this chapter follows closely the presentation in [108].
This chapter is organised into the following sections. First, we describe the pose es­
timation technique used in the performance evaluation. This is followed by an account 
of the empirical benchmarks, the process of generating synthetic and real images and the 
modifications to the design of the calibration chart respectively. Next, we present the re­
sults of the experiments. Finally, we discuss the effect of the improvements made to the 
chart detector and draw some conclusions.
4.2 P o se  r e c o v e r y
Many methods for 3D pose recovery rely on precise calibration [42,50,56,27,38,121], i.e. 
determination of camera's intrinsic parameters and the projective transformation (extrin­
sic parameters) between the camera and the world. However, from the survey in Chap­
ter 2, it is noted that one of the most established and withstanding package available so 
far is the work presented by Tsai[122]. This work is based on a 2-stage versatile camera 
calibration approach which will output a reliable camera internal characteristics (i.e. fo­
cal length, radial lens distortion and the position of the principal point) and external 3D 
properties (i.e. rotation and translation with respect to the input control points). Thus, for 
the pose evaluation, we intend to apply this camera calibration technique to aid the pose 
evaluation of the 3D tagged object.
4.2.1 The Camera Model
The camera model we employ is the basic pinhole model (see Figure 4.1) with 1st order 
radial lens distortion as used by Tsai [122]. The goal of camera calibration is to recover 
the projective transformation, such that 2D image points can be converted to their 3D 
world counterparts, on a ground plane, and vice versa. Four coordinate systems need to
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be determined in order to compute the transformation; in terms of the world, the camera, 
the camera sensor plane and the image. Three sets of data are required, the extrinsic and 
intrinsic parameters and details concerning the camera sensor.
The extrinsic parameters define the position and orientation of the camera with respect 
to the world, and comprise the rotation matrix (R) and the translation vector (T), such 
that a point in world coordinates (xw, yw,zw) can be defined in terms of its corresponding 
camera point (xc, yc, zc) as,
xc xw
Vc =  R Vw + T
Zc Zyj
The 3x3 rotation matrix can also be expressed as three parameters of rotation, the roll, 
pitch and yaw angles around the z, y, and x axes, respectively [32] using the orthogonal­
ity property. Together with the three elements of the translation vector TXi Ty and Tz this
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gives six extrinsic parameters in the calibration implementation. Transformation of the 
extrinsic parameters give the coordinates of a world point in terms of the camera coordi­
nate system with the origin at the optical centre and the z axis along the camera's optical 
axis.
The four intrinsic parameters, the focal length, / ,  the image centre Cx and Cy and 
a lens distortion factor, k are required for the remaining stages of transformation from 
the camera to image coordinate system. The next step is to convert from the camera 
coordinate system to the plane of the CCD sensor.
and (4.2)
z c
Ytt = f %  (4.3)
zc
where Xu and Yu are the coordinates on the undistorted (ideal) sensor plane.
Due to geometric lens distortion the sensor coordinates require adjustment with the 
lens distortion factor giving the true sensor position of the point,
X i =  2. and (4.4)(1 + Kp2)
Y* =  ( i r W  (4-5)
where p = sJX2 + Y2.
Finally, the image point is expressed by,
Xg =  dx lXdsx + Cx and (4.6)
Yi =  d-'Yi +  Cy, (4.7)
where dx and dy are the distances between the centres of the sensor elements and sx is
a scaling factor compensating for any uncertainty in the timing of the start of the image
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acquisition. In most recent advanced camera system, can be treated as ideal or one. For 
our present purposes, these three camera sensor parameters are assumed to be constant, 
the values of dx and dy are given by the camera manufacturer and % is taken as 1.0.
4.2.2 Camera Calibration
The process of camera calibration involves finding the optimal values for the parameters 
which correspond to the minimum error between points detected in an image and points 
re-projected into the image plane from the projective transformation and the known world 
coordinates of those points. The calibrated camera parameters are unlikely to be the same 
as those specified by the manufacturer of the camera. The parameters we determine are 
the effective parameters of the pin-hole camera model as opposed to the parameters of a 
thick-lens camera model.
The basic idea of the closed-form solution proposed by Tsai[122] is to use a physical 
constraint (radial alignment) to separate two groups of parameters. The constraint im­
pacts only on one of these two groups, and the values of its parameters can be obtained 
easily. Most of the extrinsic parameters are in one-to-one correspondence with the solu­
tions of linear equations which are not affected by radial distortion. An iterative compu­
tation gives the z component of the translation, the effective focal distance, and the radial 
distortion components. Whereas in the original formulation [123,122] the coordinates of 
the principal points were assumed to be known, they are computed as well in [64]. The 
advantage of the method is to avoid large scale non-linear minimisation, where the model 
remains quite accurate, since the radial distortion parameter, k, is taken into account. It is 
also very efficient and allows for the use of a plane calibration grid similar to the format 
of the calibration chart used here (see Figure 3.2). The basic coplanar calibration requires 
at least five data points.
A popular shareware package based on this method was implemented by 
Willson[137]. In his implementation, Tsai[122]'s closed-form method is used as the initial 
guess. Further non linear optimisation (Levenberg-Marquardt[95]) is applied gradually 
to all the parameters to attain a more accurate calibration solution. This fully optimised
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calibration requires at least 10 data points (i.e. = 1). It is pertinent to point out that this
method has to rely heavily on accurate input of calibration points. Some of the practical 
aspects of camera calibration are covered extensively in [66].
4.3 B e n ch m a rk s
There are several benchmarks used in our experiments:
• The detection error, Ed, is the difference between the detected position of a feature 
such as the corners or the centre of gravity of each square and its corresponding 
ground truth. The detection error measures the precision of the detector.
• Reprojection error, Er, is widely known to be the difference between the detected 
position of a feature such as the corners or the centre of gravity of each chart square 
and its reprojected position using the estimated calibration parameters. The repro­
jection error is commonly used to measure the accuracy of the 3D pose computation. 
However, it is apparent that this error does not reflect the precision of the detection. 
In order to accommodate ground truth, we used a measure with respect to ground 
truth, Erqd, to determine the total errors of both detection and reprojection. This 
modified benchmark is introduced to check the dominance of different errors and 
used to tune the chart detector to optimise its performance. To compute the intrinsic 
and extrinsic properties of the camera, we use Tsai's camera calibration algorithm 
[122] described earlier.
• 3D projection error, Ezd/ is the difference between the projected 3D pose of a fea­
ture such as the corners or the centre of gravity of each chart square and its corre­
sponding 3D ground truth position using the estimated camera parameters. The 3D 
coordinates of each feature in the model represent the 3D ground truth position.
In all the above mentioned benchmarks, the root mean square (RMS) error from the 
corners or centres of gravity is used. As stated in chapter 1, our emphasis is object recog­
nition so we are more interested in the errors in the image plane. Besides, intrinsic param­
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eters from a single view might be biased. Hence, evaluation of reprojection and overall 
error are more relevant in our case.
We evaluate the detector with different combinations of the control parameters 
settings. These include edges computed with and without subpixel accuracy (see 
Spacek[114] in Section 3.2.2) and corners computed based on the intersections of the edges 
of each square (i.e. single square fitting) or the edges of four squares in a line. However, 
it must be noted that fitting lines to four squares partly correlates the errors in the lines. 
Therefore, in the comparison of the reprojection error with and without single square fit­
ting, we would expect the error in the latter case to be smaller. The effect of using different 
features, i.e. corners or centre of gravity of each square, is also evaluated. Besides that, 
the detector is tested for various scene parameters such as camera distance, rotation angle 
and focus. For test data, synthetic images are used to analyse the detector's performance 
extensively. The ease of generating graphics rendered test images also facilitates a study 
of different calibration chart designs. The real images are then applied to validate the 
results.
4 .4  E x p e r im e n ta l se tu p
The experiments are carried out with both synthetic and real data. For synthetic data, 
different chart designs are also incorporated.
4.4.1 Synthetic images
Three dimensional graphics rendering is applied to create different sets of synthetic im­
ages of the calibration chart. The size of the 4 by 4 calibration chart used is 140 mm by 140 
mm. The graphics package used to generate the simulated image sequences is a freeware 
developed by POV-Ray(tm) [94]. It is simple to use and only requires the input parame­
ters as stated in this section. The rendering by POV-Ray(tm) is based on a pin hole camera 
model and the process allows changes to animation variables such as camera parameters, 
including focal length, focus, viewing distance and angle. The generated animations in-
4.4: Experimental setup 67
elude the following.
1. The camera changes its focus while viewing the chart (see Figure 4.2). This simulates 
the sharpness of the image or focus blur.
2. The camera moves away from the centre of the chart (see Figure 4.3). This tests the 
scale of the chart in the image that can be detected.
3. The camera rotates around the centre of the chart (see Figure 4.4).This tests the sen­
sitivity of the detection to the perspective effects in the image.
In the simulation, the resolution of the generated image is 640x480 and the camera 
focal length is set at 1mm to emulate the properties of a wide angle lens, where most 
detectors fail when there is a big foreshortening effect.
(a) Focus = 0mm (b) Focus = 0.028mm (c) Focus = 0.030mm
Figure 4.2: Changing focus at a viewing distance of 300mm. The middle image is the last 
correctly detected image.
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(a) Distance = 300 mm (b) Distance = 3300 mm (c) Distance = 3650 mm
Figure 4.3: Changing distance. The middle image is the last correctly detected image.
(a) Angle = 2 degrees (b) Angle = 10 degrees (c) Angle = 90 degrees
Figure 4.4: Changing rotation angle at a viewing distance of 600mm. The middle image is 
the first correctly detected image.
Figures 4.2,4.3,4-4 show samples of the animations. Each animation contains a se­
quence of 50 images. These animation sequences allow us to compute the detection and 
reprojection errors as a function of focus, viewing distance and angle.
4.4.2 Real images
Real images with a resolution of 384 by 288 are grabbed using a camera mounted on 
a Unimation PUMA robot arm. The physical size of the 4 by 4 calibration chart used 
in all the experiments is 140 mm by 140 mm. The experimental setup is designed such 
that the sequences are similar to the synthetic images. This enables us to compare the
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results from both sources. Since the robot arm has a limited operating envelope and pose, 
the real images only provide a subset of the range of conditions available in synthetic 
images. As the experiment involving a rotation of the camera around the chart is affected 
by the robot's pose limitations, a turntable was used to rotate the chart with respect to the 
camera.
For the experiment in scale change, it was necessary to find the absolute distance be­
tween the centre of the chart to the camera centre for the first pose. This was determined 
by a simple triangulation from 3 different views. The accuracy was sufficient for our pur­
pose. Subsequent poses were derived from the robot motion.
(a) Focus = 20mm (b) Focus = 30mm (c) Focus = 125mm (d) Focus = 130mm
Figure 4.5: Changing focus at a viewing distance of 2000mm. The second and third image 
from the left are the first and last correctly detected image.
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(a) Distance = 2000 mm (b) Distance = 2750 mm (c) Distance = 4100 mm
Figure 4.6: Changing distance. A ll the images in the sequence is correctly detected.
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Figure 4.7: Changing rotation angle at a viewing distance of 2000mm. The second and 
third image from the left are the first and last correctly detected image.
Figures 4.5,4.6,4.7 show samples of the real images. Each set contains a sequence of 18 
to 50 images. The resulting image sequences allow us to compute the reprojection errors 
as a function of focus, viewing distance and angle. As the ground truth of the chart is 
difficult to establish, detection errors for the real images are not computed.
4.4.3 Different calibration chart designs
In relation to the calibration chart design, we found that the factors (see experimental 
results in Section 4.5.1-4.5.3) affecting the detection performance include the following.
1. The early detection failure of the orientation marks.
2. The lack of precision and stability using comers of the squares compared to the 
centres of gravity.
With these in consideration, modifications have been made to the calibration chart 
design to improve its performance. The following designs (see Figure 4.8) are some of the 
possible alternatives. It should be noted that the same chart detection algorithm is used 
for recognising different chart designs as the design concept make the detection resilient 
to variations in the shape and missing orientation marks (see Chapter 3).
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(a) Square based chart (b) Circle based chart Q rcie based chart
with no marks with no marks
Figure 4.8: New designs of the calibration charts
Figure 4.8a shows a calibration chart with no orientation holes but with a missing 
square. The orientation is indicated by the missing square. To enhance the detection in 
handling wider viewing angles and scaling, we swap the squares for circles. Figure 4.8b 
shows a circle based calibration chart. Figure 4.8c shows a circle based calibration chart 
with no orientation holes but with a missing circle. The missing circle identifies the orien­
tation of the chart.
4 .5  R e su lts
The following segments contain the results from the three animation sequences, i.e. blur­
ring, rotation and zooming.
4.5.1 The blurring experiment
The following figures and table present the experimental results on changing camera fo­
cus. The range of the blurring applied in the case of the real captured images is different 
from the synthetic ones. For rendered images, the focus blur is a relative number (i.e. 
focus) defining the random deviation of the casted rays during the rendering process. For 
real images, the aperture (i.e. the ratio of the focal length to the diameter of the aperture) 
is changed to create blurring.
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(a) Square based chart using (b) Square based chart using (c) Circle based chart using 
corners centres centres
(d) Square based chart with no (e) Square based chart with no (f) Circle based chart with no 
marks using corners marks using centres marks using centres
Figure 4.9: The mean detection errors (w.r.t. ground truth) with changing camera focus.
As observed, the detector becomes more unstable as the image is less focused and 
the edges are less defined. This is not only due to the degradation of feature positional 
accuracy but more feature points are also undetected. Hence oscillation occurs as the 
number of detected feature points reduce, i.e. precision differs with smaller sets of feature 
points. It is observed from Figure 4.9 that the use of the centre of gravity as the detection 
feature yields a better precision than the use of corners even though the number of corners 
is four times greater than the number of centres of gravity. The average detection error 
for the centres of gravity and corners is about 0.45 pixel and 0.6 pixel respectively. By 
the means of a further investigation, we found that the feature points in this blurring 
animation are distributed greatly in depth. This shows that centres of gravity are also 
more perspective invariant than corners. The lack of projective invariance for the corners
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of the squares is caused by the feature detection errors. For the square centres, it is caused 
by the feature errors and the geometric foreshortening error. In this case, the geometric 
error is small due to averaging.
(a) Square based chart using (b) Square based chart using (c) Circle based chart using 
corners centres centres
(d) Square based chart with no 
marks using corners
(e) Square based chart with no 
marks using centres
(f) Circle based chart with no 
marks using centres
(g) Real data with square (h) Real data with square 
based chart using corners based chart using centres
Figure 4.10: The mean reprojection errors with changing camera focus.
In Figure 4.10, w e show  that the reprojection error increases as the focus worsens. The
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reprojection error is found to be as low as 0.02 pixel for synthetic data and 0.05 pixel for 
real data using subpixel accuracy. The figure also shows a dramatic failure of the detector 
when the images get out of focus. The blurring of the image causes the edge detector to fail 
and a consequent failure of the whole chart detection process. For the square based charts, 
the reprojection error appears to be much higher with single square fitting or corners 
computed based on the intersections of the edges of each square. Comparing this with 
the real data, the performance is consistent but the reprojection errors are much higher as 
real data contains more sources of error, e.g. bad lighting, imperfect imaging system, etc. 
(note: For real data, the range of the camera aperture is set such that the image goes from 
blur to sharp and then back to blur again.)
(a) Square based chart using (b) Square based chart using (c) Circle based chart using 
corners centres centres
(d) Square based chart with no (e) Square based chart with no (f) Circle based chart with no 
marks using corners marks using centres marks using centres
Figure 4.11: The mean reprojection errors (w.r.t. ground truth) with changing camera 
focus.
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Figure 4.11 shows the reprojection errors with respect to the ground truth. The results 
are quite similar to those obtained for the detection error. This means the detection plays 
a bigger part in the total error.
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(a) Square based chart using (b) Square based chart using (c) Circle based chart using 
corners centres centres
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(e) Square based chart with no 
marks using centres
(f) Circle based chart with no 
marks using centres
(g) Real data with square (h) Real data with square 
based chart using corners based chart using centres
Figure 4.12: The mean 3D projection errors (w.r.t. ground truth) with changing camera 
focus.
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The 3D projection errors shown in Figure 4.12 are about 0.02 mm to 0.20 mm. The 
graphs are quite similar to the reprojection errors due to their dependency on the projec­
tion parameters.
Mean Error before breakdown /  Amount of blurring at breakdown
Chart type Features
Single
square
fitting
Subpix
Detection 
w.r.t. 
ground truth
Reprojection
Reprojection 
w.r.t. 
ground truth
3D Projection 
w.r.t. 
ground truth
(Pix) 1 (pix) 1 (Pix) 1 (mm) |
Synthetic images generated using graphics rendering.
Squares Corners on on 0.60 0.020 0.16 0.023 0.59 0.020 0.12 0.028
Comers on 0.60 0.020 0.28 0.023 0.59 0.020 0.20 0.028
Comers on 0.60 0.020 0.03 0.028 0.59 0.020 0.02 0.028
Comers 0.60 0.020 0.04 0.028 0.59 0.020 0.02 0.028
Centres on 0.46 0.020 0.03 0.028 0.45 0.020 0.02 0.028
Centres 0.46 0.020 0.04 0.024 0.45 0.020 0.02 0.025
Squares Comers on on 0.59 0.020 0.12 0.024 0.59 0.020 0.12 0.024
(No Comers on 0.59 0.020 0.25 0.024 0.59 0.020 0.20 0.024
markings) Comers on 0.59 0.020 0.03 0.024 0.59 0.020 0.02 0.024
Corners 0.59 0.020 0.04 0.024 0.59 0.020 0.02 0.024
Centres on 0.44 0.020 0.03 0.028 0.44 0.020 0.02 0.027
Centres 0.44 0.020 0.04 0.028 0.44 0.020 0.02 0.027
Circles Centres on 0.48 0.024 0.02 0.026 0.48 0.024 0.02 0.026
Centres 0.48 0.024 0.04 0.026 0.48 0.024 0.04 0.026
Circles (No Centres on 0.45 0.022 0.02 0.024 0.45 0.022 0.02 0.024
markings) Centres 0.45 0.022 0.04 0.023 0.45 0.022 0.04 0.023
Real images grabbed using a camera mounted on a robot.
Squares Comers on on - - 0.20 115 - - 0.40 115
Comers on . - 0.34 115 - - 0.55 115
Comers on - - 0.10 120 - - 0.20 125
Corners - - 0.10 120 - - 0.20 125
Centres on - . 0.05 125 - - 0.10 125
Centres - - 0.05 125 - - 0.10 125
Table 4.1: Summary of the results for the blurring experiment
From the summary Table 4.1, we can see that the amount of blurring when the algo­
rithm breaks down for all the chart designs is about 0.02 for synthetic data and note that 
the centre of gravity is a more precise feature than corner. Besides, features computed 
with subpixel accuracy are preferred. This experiment proves the stability and range of 
the detector and its pose estimation for different image sharpness.
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4.5.2 The zoom ing experiment
This experiment tests the scale of the chart in the image that can be detected.
(a) Square based chart using (b) Square based chart using (c) Circle based chart using 
corners centres centres
(d) Square based chart with no 
marks using corners
(e) Square based chart with no 
marks using centres
(f) Circle based chart with no 
marks using centres
Figure 4.13: The mean detection errors (w.r.t. ground truth) with changing viewing dis­
tance.
From the Figure 4.13, we found that the detection error remains fairly stable as the 
range increases. We also note that the viewing distance of the detector significantly im­
proves by more than 900mm (note: camera focal length is 1mm) for charts without the 
orientation marks. As expected, the orientation marks fail to be detected before the stan­
dard squares when the chart becomes small. The peaks seen after the detector breaks 
down are caused by the false detection of the orientation marks. The orientation of the 
chart during zooming is fixed at 45 degrees tilted to the left. The detection rate recov-
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ers after the peak as the default orientation of the incorrectly detected chart in this case 
happens to be the same as the detected ones.
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(a) Square based chart using (b) Square based chart using (c) Circle based chart using 
corners centres centres
(d) Square based chart with no (e) Square based chart with no (f) Circle based chart with no 
marks using corners marks using centres marks using centres
(g) Real data with square (h) Real data with square 
based chart using corners based chart using centres
Figure 4.14: The mean reprojection errors with changing view ing distance.
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It can be seen from Figure 4.14 that the reprojection error increases slightly as the range 
extends. Furthermore, the use of corners is less stable and precise than the deployment 
of the centre of gravity for calibration. In Figure 4.14e, the calibration breaks down unex­
pectedly at about 1950mm because the chart is small and frontal.
(a) Square based chart using (b) Square based chart using (c) Circle based chart using 
corners centres centres
(d) Square based chart with no 
marks using corners
(e) Square based chart with no 
marks using centres
(f) Circle based chart with no 
marks using centres
Figure 4.15: The mean reprojection errors (w.r.t. ground truth) with changing viewing 
distance.
The results in Figure 4.15 shows the combination of the detection and reprojection 
error. However, it is noted that the total errors are dominated by the detection error.
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(a) Square based chart using (b) Square based chart using (c) Circle based chart using 
corners centres centres
(d) Square based chart with no (e) Square based chart with no (f) Circle based chart with no 
marks using corners marks using centres marks using centres
(g) Real data with square (h) Real data with square 
based chart using corners based chart using centres
Figure 4.16: The mean 3D projection errors (w.r.t. ground truth) with changing viewing 
distance.
The results of the 3D projection errors (see Figure 4.16) are consistent for both real and 
synthetic data.
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Mean Error before breakdown /  Viewing distance at breakdown
Single Detection Reprojection 3D Projection
Chart type Features square Subpix w.r.t. Reprojection w.r.t. w.r.t.
fitting ground truth ground truth ground truth
(pix) (mm) (pix) (mm) (pix) (mm) (mm) (mm)
Synthetic images generated using graphics rendering.
Squares Comers on on 0.60 1150 0.25 1150 0.59 1150 0.30 1150
Comers on 0.60 1150 0.30 1150 0.60 1150 0.40 1150
Comers on 0.60 1950 0.10 1750 0.59 1700 0.20 1750
Comers 0.60 3300 0.15 3200 0.59 3200 0.25 1800
Centres on 0.60 1950 0.06 3200 0.59 1900 0.15 3200
Centres 0.60 3300 0.08 3250 0.58 3200 0.20 3300
Squares Comers on on 0.60 2950 0.28 2500 0.60 2900 0.40 1600
(No Comers on 0.60 2800 0.30 2750 0.60 2800 0.50 1700
markings) Comers on 0.60 2900 0.10 2900 0.60 2900 0.15 2000
Comers 0.60 3200 0.15 3200 0.60 3200 0.20 1800
Centres on 0.60 2900 0.07 2900 0.60 2900 0.15 2950
Centres 0.60 3200 0.10 1900 0.60 1800 0.20 1900
Circles Centres on 0.60 2100 0.05 3250 0.60 2100 0.18 2950
Centres 0.60 2400 0.06 3250 0.60 2400 0.20 3200
Circles (No Centres on 0.60 2950 0.04 3000 0.60 3000 0.20 2950
markings) Centres 0.60 2800 0.06 2800 0.60 2800 0.22 2900
Real images grabbed using a camera mounted on a robot.
Squares Comers on on - - 0.32 3850 - - 0.85 3850
Comers on - - 0.45 4050 - - 1.00 3300
Comers on - - 0.26 3950 - - 0.65 >4100
Comers - - 0.28 3900 - - 0.70 3900
Centres on - - 0.10 >4100 - - 0.25 >4100
Centres - - 0.15 >4100 - - 0.35 >4100
Table 4.2: Summary of the results for the zooming experiment
The summary Table 4.2 shows that circle based chart with no orientation markings 
performs the best in terms of stability and range among the designs, achieving a range of 
3000mm for synthetic data. Again, the use of subpixel computation gives a slight advan­
tage in precision. From this experiment, the detector and its pose estimation is proven to 
operate reliably under a wide range of scaling.
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4.5.3 The rotation experiment
This tests the sensitivity of the detection to the perspective effects in the image.
(a) Square based chart using (b) Square based chart using (c) Circle based chart using 
centres centres centres
(d) Square based chart with no 
marks using corners
(e) Square based chart with no 
marks using centres
(f) Circle based chart with no 
marks using centres
Figure 4.17: The mean detection errors (w.r.t. ground truth) with changing viewing angle.
Figure 4.17 shows that the detector fails at an extreme viewing angle (around 10 de­
grees). For stability in the detection, the use of subpixel accuracy with the centre of gravity 
as the detection feature is the best choice.
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(a) Square based chart using (b) Square based chart using (c) Circle based chart using 
centres centres centres
«•• O Subpte*i & Sinai* Squar* Rlrtg■--- « SingU Squar* RtlngSubpix*
(d) Square based chart with no (e) Square based chart with no (f) Circle based chart with no 
marks using corners marks using centres marks using centres
(g) Real data with square (h) Real data with square 
based chart using corners based chart using centres
Figure 4.18: The mean reprojection errors with changing viewing angle.
As seen from Figure 4.18, the calibration is unstable and suffers an early breakdown 
for square based chart using corners as the detection feature. Besides, corners computed 
without single square fitting are obviously better in terms of precision. The unusual drop
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in reprojection errors of the real data (see Figure 4.18g) is due to a change in lighting from 
very bright to normal as the chart rotates. Comparing with Figure 4.18h, the use of the 
centre of gravity appears to cope better with bad lighting.
(a) Square based chart using (b) Square based chart using (c) Circle based chart using 
centres centres centres
(d) Square based chart with no (e) Square based chart with no (f) Circle based chart with no 
marks using corners marks using centres marks using centres
Figure 4.19: The mean reprojection errors (w.r.t. ground truth) with changing viewing 
angle.
The Figure 4.19 shows the results of the total error incurred for the rotation sequence. 
Again, it proves that the detection plays a more significant part.
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(d) Square based chart with no (e) Square based chart with no (f) Circle based chart with no 
marks using corners marks using centres marks using centres
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(g) Real data with square (h) Real data with square 
based chart using corners based chart using centres
Figure 4.20: The mean 3D projection errors (w.r.t. ground truth) with changing viewing 
angle.
From Figure 4.20, the results for the real images show consistency with the synthetic 
simulations. As expected, the graphs are quite similar to the reprojection errors.
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Mean Error before breakdown 7 Viewing angle at breakdown
Chart type Features
Single
square
fitting
Subpix
Detection 
w.r.t. 
ground truth
Reprojection
Reprojection 
w.r.t. 
ground truth
3D Projection 
w.r.t. 
ground truth
(pix) JdegL (pix) (deg) (pix) (deg) (mm) (deg)
Synthetic images generated using graphics rendering.
Squares Comers on on 0.60 10 0.10 25 0.60 10 0.15 20
Corners on 0.64 10 0.45 35 0.65 10 0.65 35
Corners on 0.60 10 0.04 20 0.60 10 0.05 20
Comers 0.63 9 0.25 20 0.64 9 0.35 20
Centres on 0.54 10 0.05 12 0.54 10 0.05 11
Centres 0.58 10 0.12 12 0.55 10 0.18 11
Squares Comers on on 0.60 10 0.09 20 0.60 10 0.15 20
(No Comers on 0.63 10 0.45 35 0.64 10 0.60 35
markings) Corners on 0.60 10 0.04 20 0.60 10 0.05 18
Comers 0.62 10 0.22 22 0.62 10 0.30 25
Centres on 0.54 10 0.04 10 0.53 10 0.05 10
Centres 0.55 9 0.10 10 0.54 10 0.15 12
Circles Centres on 0.57 10 0.04 10 0.57 10 0.05 10
Centres 0.57 10 0.05 10 0.57 10 0.08 10
Circles (No Centres on 0.57 10 0.03 10 0.57 10 0.04 10
markings) Centres 0.57 10 0.05 10 0.57 10 0.07 10
Real images grabbed using a camera mounted on a robot.
Squares Comers on on - - 0.35 30 - - 0.70 30
Comers on - - 0.60 30 - - 1.05 30
Comers on - - 0.25 30 - - 0.60 30
Comers - - 0.25 30 - - 0.50 30
Centres on - - 0.10 20 - - 0.15 20
Centres - - 0.15 20 - - 0.30 20
Table 4.3: Summary of the results for the rotation experiment
The summary (see Table 4.3) shows that the detector is capable of handling viewing 
angles exceeding 10 degrees with stability and precision when the centre of gravity is 
used jointly with subpixel accuracy computation. This experiment proves the reliability 
and precision of the detector and its pose estimation under different viewing angle.
4.6 D is c u s s io n  a n d  im p r o v e m e n ts  to  th e  ch art d e te c to r
Though a full error analysis of propagation through the system is too ambitious, it is 
possible to show the anticipated effect of a measurable or theoretical error [130] in feature 
detection (edge, corner, centroid or line) on the reprojection error using chi-square, x2, 
statistics [95].
Degree of freedom (DOF) =  Number of measurements - Number of parameter(4.8)
=  1 6 * 2 - 1 1
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21
Noise level, a, is estimated at about 0.5.
an =  AT(0,1) (4.9)
n
X2 on n degrees of freedom = Y xi (4.10)
Expected reprojection error
32
0.405 pixel (RMS)
Number of measurements
21cr2
DOF a2 (4.11)
The experimental reprojection errors shows 0.15 pixel for single square fitting and 0.05 
pixel for non single square fitting. As expected, non single square fitting has a smaller 
reprojection error as it is partly correlated. The predicted errors of 0.405 pixel from equa­
tion 4.11 reinforce the experimental results as they are well above the experimental re­
projection errors. This shows the reprojection errors caused by perspective in computing 
centroids of squares is insignificant.
From the three experiments we found the best chart design in terms of reliability and 
precision in handling different scene parameters is the circle based chart with no orien­
tation marks. These sets of results confirm that the redesign of the calibration chart im­
proves the performance of the detector under changing scale, focus, viewing angle and in 
terms of stability of the detection process.
For the control parameters of the detector, the use of subpixel accuracy with the cen­
tre of gravity as the detection feature gives the best performance. When comparing the 
projection errors obtained from the synthetic images with those obtained on real images, 
it is noted that synthetic images are similar but not identical to real images due to the 
unaccounted lens distortion, lighting, etc.
The use of the reprojection error with respect to ground truth as a benchmark gives a
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more effective measure of the performance as it indicates the overall error of both detec­
tion and pose estimation. With reference to the ground truth of synthetic data, the total 
error is significantly overwhelmed by the detection error. This shows that the detection 
errors in early 2D image processing dominate the overall errors of the 3D pose estimation.
The analysis of the results led to considerable enhancements in the detection algo­
rithm. In particular, the computation of parallel structures in graph matching was mod­
ified so that it could handle stronger perspective effects. Previously, parallel line vectors 
were determined based on the Euclidean distance of the vectors end points. This has been 
changed to the angular displacement between the two line vectors. The following sets of 
graphs show a comparison of performance before and after the enhancements.
(a) Square based chart using (b) Square based chart using
corners centres
Figure 4.21: Changing rotation angle before enhancements.
By comparing the results in Figure 4.21a,b(old) with those in Figure 4.19a,b(new), it is 
observed that the handling of acute viewing angle improves tremendously by 14 degrees 
and the response is more stable.
4 .7  C o n c lu s io n
The problem of performance characterisation of a chart detector was addressed. The over­
all performance from the detection and pose estimation in all the test conditions showed 
that edges computed using subpixel accuracy and the use of the centre of gravity as the
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reprojection feature gave the best results in terms of stability and precision. In the area 
of chart design, circles are preferred over squares for better handling of different poses 
and image quality as the detection of square corners usually breaks down earlier dur­
ing test. Under ideal conditions of simulation, the mean reprojection error was found 
to be as low as 0.02 pixel which is comparable to most findings reported in the litera­
ture [13] and the mean detection error for a projected image was found to be around 0.45 
pixel. With the total error dominated significantly by the detection error rather than the 
reprojection error, we belief that the detection error, which is normally ignored due to dif­
ficulties in obtaining it, is influential in the precision of the 3D pose estimation. In a real 
world projection, the detection precision would be even more crucial. On the other hand, 
the dominance of detection over reprojection error may just indicate there is a low level 
redundancy in the measurements when estimating the model. We also showed that sim­
ulation experiments can offer a useful systematic approach to performance assessment. 
In contrast to real images, simulated data generated by graphics rendering has associated 
with the ground truth which is essential for a quantitative evaluation of the detection per­
formance. Through simulation we established the optimal set of control parameters and 
the rate of successful detection as a function of pose. The confident range of distances, 
angles of view and focus for successful detection of and pose definition from the chart are 
2000-4100mm, 20-160degree and 55-125mm respectively. The results shows the specifica­
tions of the chart detector and also defines the ideal limits of Tagged Object Recognition 
(TOR), whose performance is bound by the chart detector. Besides that, conditions which 
are very rare in real images due to, for instance, limited robot operating envelopes, can be 
tested. We have validated the synthetic data results by experiments involving real images 
obtained from a camera mounted on a robot arm. The extensive simulations performed 
facilitated a comprehensive check on the calibration chart detector reliability. The results 
confirm the utility of such simulation studies. The feedback obtained suggested a number 
of modifications for the chart detection system which led to a significant improvement in 
performance. In particular, the calibration chart was also redesigned to increase its detec­
tion stability and range. Thus, a more robust calibration chart detection was achieved.
C h a p t e r  5
M o d e l  A c q u i s i t i o n  a n d  M a t c h i n g
5.1 I n tr o d u c t io n
If a visual recognition system is to interact intelligently and effectively with its environ­
ment, it must be able to decide which objects are present in the scene and determine the 
position of each object with respect to the sensor [35].
Conversely, if the 3D pose (with respect to the viewer) of an object is known, its iden­
tity can be confirmed simply by a direct comparison of the image with a model projected 
onto the image plane. In order to recognise objects without restrictions we have devel­
oped a system by placing a readily detectable small pattern of black squares or circles 
on a white background on the objects of interest. This pattern or chart was based on the 
design by Tsai[123] for camera calibration and a shareware exists for determining its 3D 
pose with respect to the camera [137]. A complex but highly robust technique described 
in Chapter 3 and in [113] has been developed to detect the chart over a large range of 
scales, in very difficult illumination conditions and in the presence of partial occlusion. 
Wherever the chart is (or charts are) detected in the image, the chart or object pose in the 
camera coordinate system is known.
Ideally, to identify the object that is tagged by the chart we transform the edge map 
in the vicinity of the chart to a canonical frame. Next, prestored edge maps from the 
object database (corresponding to a canonical view) are compared one by one with the
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transformed edge map and the map attaining a maximum score, if above a threshold, 
identifies the tagged object. With this Tagged Object Recognition (TOR), visual recogni­
tion task can be simplified by defining the scene as a collection of tagged objects either 
fixed or moving.
Matching methods can be loosely divided into three classes: algorithms that use the 
image pixel values directly, e.g. correlation methods; algorithms that use low level fea­
tures such as edges and corners; and algorithms that use high level features such as identi­
fied (parts of) objects, or relations between features, e.g. graph theory methods. Methods 
that use the image pixel values directly are very sensitive to any change between images, 
e.g. a modest shift in illumination may make matching between otherwise equal scenes 
impossible. The same structures in images from different sensors cannot be identified. 
High level matching methods are very insensitive to these disturbances. The drawback is 
that high level features must first be extracted and identified and that is, in most cases, a 
difficult recognition problem in itself. The modified Chamfer matching method presented 
here operates on an intermediate level representation. It matches edge points or other low 
level feature points, extracted from the digital images.
In this chapter we address the issues of the choice of the model, the problem of match­
ing the model and pose optimisation. To identify an object that is tagged by the chart we 
use the edge map in the vicinity of the chart. In contrast to previous effort, higher level 
features [72,70] need not be extracted since the edge map will contain sufficient informa­
tion about the model in terms of texture, shape and size. Besides that, edges are less sen­
sitive to changes in illumination compared to grey levels. For comparing the two binary 
edge maps, a modified technique based on Chamfer matching algorithm (Borgefors[12]) 
is utilised as it is reasonably simple to implement and very efficient in terms of com­
putation. We modified the Chamfer matching algorithm to get a more reliable distance 
score of the match. In particular, we have augmented the matching process by an ad­
ditional step which promotes the consistency of image gradient directions at the corre­
sponding (match) points. This enhancement helps to remove most random matches using 
the gradient direction agreement between corresponding points and upgrades the Cham­
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fer matching algorithm to a more reliable and useful tool for correspondence analysis and 
matching. The pose estimate of the object is refined iteratively until a compound match­
ing criterion is maximised. Under orthographic viewing conditions, the bias calibration 
result is still a sufficiently good initial estimate and within the region of convergence. As 
explained in chapter one, our primary emphasis is recognition as the object pose can be 
improved through other means, e.g. an active observer. In addition, a point ratio, i.e. the 
ratio of the number of object points over the number of chart points is introduced as a pose 
and noise invariant criterion to differentiate between a true positive and false matches. In 
comparison with no pose optimisation, the proposed approach reflects more accurately 
the matching task and enhances the matching result. Extensive recognition tests are con­
ducted both quantitatively and qualitatively on a large number of images and the results 
are promising. The work and results reported in this chapter adhere to the descriptions 
presented in [110].
This chapter is organised into several sections. First, we discuss the format of the 
model. The modifications to the Chamfer Matching Algorithm is then explained. This is 
followed by the matching strategy and optimisation of the Chamfer Algorithm. Finally 
experimental results are presented.
5.2 T h e  c h o ic e  o f  th e  m o d e l
Traditional methods of object recognition require the use of higher level structures like 
lines and ellipses as the object pose is unknown. Such higher level features and their re­
lationship make the complex problem of pose estimation computationally more manage­
able. However, they are notoriously difficult to detect which renders the whole approach 
highly unreliable. With Tagged Object Recognition (TOR), the object recognition process 
can be based on edge data only as there is no need to minimise the extensive search in 
the pose space since the pose is determined by other means [122]. In registered views, 
edges, which are the local maxima of a gradient magnitude map irrespective of the direc­
tion, provide stable information about the relative position and gradient direction of the
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object surface discontinuities and boundary even in different lighting conditions. Besides, 
edges contain sufficient object information in terms of texture, shape and size. Hence, the 
edge map around the chart is used to represent the object. This also gives a versatile and 
accurate object description.
5.3 T h e  m o d if ie d  C h a m fe r  m a tc h in g  a lg o r ith m
For matching two binary images, we used a modified technique based on the Chamfer 
matching Algorithm as it is quite insensitive to noise and other disturbances [12]. The 
Chamfer matching algorithm searches for the best fit of edge points from two different 
images. The first step of the algorithm requires to generate the distance map from a binary 
edge map (see Figure 5.1). This distance map associates with each pixel, its distance from 
the closest edge profile pixel. In Figure 5.1b, each pixel intensity on the distance map 
relates to the proximity to an edge point, i.e. the lighter shade pixel are closer to an edge. 
As the true Euclidean distance is costly to compute, we use a sequential Chamfer Distance 
Approximation. Two passes over the image are needed for this approximation. By placing 
another edge map over the distance map, the distances between the two edge maps can 
be read along the edge profile.
(a) Binary edge map (b) Distance map
Figure 5.1: The Chamfer distance map computation.
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The original Chamfer matching algorithm, as described above, only gives the dis­
tance to the nearest edge but the exact position of the nearest point is not computed. The 
modification was made to keep track of the nearest point as well. The additional point 
correspondence information is required to facilitate a more sophisticated matching of im­
age to models which makes use of the edge gradient measurements. The change requires 
an additional point map to store the nearest point. First, the point map is initialised with 
each point storing their own position. During the two passes, the current edgel will not 
only store the distance of the nearest pixel in the model but also the point map content of 
the nearest pixel. The final distance and position maps allow the user to read both the po­
sition of the nearest point and it's distance. This modified Chamfer Matching technique 
could be applied to other areas where point correspondence based on nearest distance is 
required to be computed efficiently.
The value from the Chamfer distance map divided by 3 is an approximation to the 
Euclidean distance. Some common approximations includes chessboard and cityblock 
distance [102]. By comparison with the well known cityblock distance, Chamfer distance 
offers a closer approximation to Euclidean distance [25]. The following is the procedure 
to generate the Chamfer distance map and point map from a reference profile.
1. Initialise distance (dist) map: 0 for edge and infinity otherwise.
2. Initialise point (point) map: each point storing it's own position.
3. for i = 2,..., rows-1
(a) for j = 2,..., columns-1
i. dist(i,j) = minimum{dist(i-l,j-l)+4, dist(i-l,j)+3,
dist(i-l,j+l)+4, dist(i,j-l)+3, dist(i,j)}
ii. point(i,j) = position of the closest edge point
4. for i = rows-1,..., 2
(a) for j = columns-1,..., 2
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i. dist(i,j) = minimum{dist(i/j)/ dist(i,j+l)+3,
dist(i+l,j-l)+4, dist(i+l,j)+3, dist(i+l,j+l)+4}
ii. point(i,j) = position of the closest edge point
5.4 M o d e l  a c q u is it io n  a n d  m a tch in g
The model or the edge map of each object can be segmented from the background using 
two ways. The first method uses a blank background where the model is captured at a 
controlled environment in a single view. This method gives the least noise and provides 
the best description.
The other approach utilises two or more images with different background and the 
model is segmented by matching the images in the same canonical frame. This second  ^
method is especially useful when the object is a fixture, e.g. a road sign. First, two images 
of the object with apparently different background (e.g. different viewpoint of the camera) 
are captured. The pose of the objects in both images are then registered [137]. Following 
this, the edge and their gradient direction are extracted. Next, the Chamfer distance and 
point map is computed on one of the images using the edge map. With the pose known, 
the edge map of the other image is transformed onto the image plane of the distance map. 
By superimposing the transformed edge map of the other image on the distance map, a 
set of distances that stand between them can be found along the edge profiles. This set of 
distances is used to differentiate between the model and the rest of the image.
Further, a gradient direction (i.e. the direction of the edge and not the direction to the 
nearest edge point) consistency constraint is used to eliminate random matches and noise. 
This is achieved by comparing the transformed gradient direction with the associated 
match point from the point map. It is assumed that the gradient direction would be quite 
different for a false match. It is noted that the edge gradient magnitude, as compared to 
the gradient direction, at the border of the object is more unreliable as it is dependable on 
the background. Thus, due to this instability, the gradient magnitude of the object was 
not used as a search constraint. Experimentally, we have found that if any edge gradient
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direction difference is more than 20 degrees approximately, it can be rejected quite safely. 
Examples of the model acquisition process using two images with arbitrary background 
and pose are shown in Figure 5.2,5.3. It can be seen that most random matches and noise 
have been successfully removed. It is noted that any occlusion of the model on both or 
either images would result in missing bits on the final model.
Image A
After correlation,
’Q
n p o r
^ \T\ Aj?
Model Acquired
Image B Edge Map Distance Map
Figure 5.2: Model acquisition using 2 images with arbitrary background and pose.
After correlation,
Image A
Image B Edge Map Distance Map
Transformed to "'•».» 
Same Canonical Viejy- "  "
Model Acquired
Figure 5.3: Model acquisition using 2 images with arbitrary background and pose
For the matching criterion, the cost function C or the distance score is given by the 
mean of the set of Chamfer (approximate Euclidean) distance between the two object's
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edge maps.
E  D(T(Pi))
C  =  Pi‘Pa ---------  (5.1)
■*a
Pi is a set of all the edge points in the image A. Pa is a set of edge points in image 
A which satisfy the gradient direction consistency constraint. Thus, outliers are rejected 
if the image gradient directions of the corresponding points differ over a limit. Npa is 
the number of edge points in Pa. D is the Chamfer distance of a point on the distance 
map of image B with a maximum threshold limit. From experience, we set the kernel 
threshold limit at a Euclidean distance of 5 (i.e. Chamfer distance of 15) so that we could 
ignore most of the unwanted correspondences caused by noise or random matches. T is 
the perspective transformation of a point in image A onto the same canonical frame of 
image B. There are 9 parameters to be optimised for the perspective transformation. This 
consists of the 3D rotation and translation (i.e. 3 parameters each), camera center (Cx, Cy) 
and focal length while radial distortion (n) remains constant as our experience found it 
fairly stable after initial calibration.
A problem occurs when the edge profile of one image extends over the other (eg. 
resulting from occlusion or undetected edges): then, the distance score will not reflect the 
best match anymore. To handle this, we match the two images in both ways, i.e. image 
A against image B then image B against image A. The lowest score is taken as the final 
distance score. This distance score can also be defined as the reprojection error.
For matching, a similar method is applied. However, in practice, we use a prestored 
distance map, point map, gradient direction map and pose from the object database and 
compare them one by one with the transformed edge map of the test image. Besides this, 
a geometric transformation is used to warp one image to another in order to minimise 
the distance between them (see Section 5.5 below), as expressed using a given distance 
measure (see Equation 5.1).
The map attaining the minimum distance between model and the image, if below a 
threshold (i.e. less than 1 pixel), implies a good fit between the edge points. However
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it does not necessarily identifies the tagged object. To recognise the tagged object, other 
stable criteria are introduced, i.e. point ratio and point per area ratio (see Equation 5.2,5.3). 
Both ratios are quite invariant to pose changes and noise as shown experimentally in 
Section 5.6.2. It is noted that the number of object points is not used as a criterion because 
it is not independent of the changes in the scaling and viewing angle of the object and 
also the noise in the image. But the point ratio and point per area ratio of the object 
remain quite constant despite varying poses as the number of object points is directly 
proportional to the number of chart points or chart area. In reality, the number of object 
points might differ due to random matches, bad lighting, extreme pose, noise and partial 
occlusion. From experience, if the point ratio error or the percentage difference between 
the model and the tagged object point ratio is greater than 30%, it is safe to reject the 
match. So to confirm a positive match, the point ratio of the tagged object must be similar 
or above those of the model (i.e. point ratio error less than 30%). A better match is one 
with a higher ratio. The criteria summarised in the following serve well by providing a 
clear distinction between a successful or false match.
_ . , ,. Number of Object PointsPomt ratio =  ——  ---------------------■;■■ (5.2)Number of Chart Points
_ . , ,. Number of Object PointsPomt per area ratio =  — j -------------  (5.3)r Chart Area
_ . . Model Ideal Pomt Ratio - Tagged Object Pomt Ratio „Pomt ratio error =  — T — —- .. - —1--------------------- x 100% (5.4)Model Ideal Pomt Ratio
5.5 O p t im is a t io n  o f  th e  C h a m fe r  a lg o r ith m
Initially, the pose estimation based on the special pattern can only transform the image to 
a region of convergence or close to the same plane as the other as the marker in relation 
to the object will be of relatively small size. From experiments, we found that we could 
not expect the transformation from a small chart to be accurate far away from the chart.
5.5: Optimisation of the Chamfer algorithm 99
However, even slight pose mismatches will make it impossible to compare the scene and 
model image directly. Thus a pose refinement [91] will have to be attempted first. This is 
done by minimising the Chamfer distances between the corresponding points or the cost 
function, C in Equation 5.1. Robust least square fitting is performed using a classic non 
linear optimisation technique developed by Levenberg-Marquardt[95]. The Levenberg- 
Marquardt optimisation on the cost function, C, iterates on the basis of the gradient of 
C, which is calculated by a forward difference approximation. Using the refined 3D pose 
parameters, we build a new transformed edge map. This new compensated edge map is 
superposed on the scene image distance map and a new set of distances is computed. The 
best match is obtained by finding the set of transformation parameters minimising this set 
of distances. This process is applied iteratively to achieve the best possible registration. 
Figure 5.4,5.5 show examples of the matching and optimisation processes. It is observed 
that the pose optimisation brings the initial cue of the transformation nearer to the model.
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Figure 5.4: Matching and optimisation.
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Figure 5.5: Matching and optimisation.
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The summary of the matching strategy using direct minimisation is shown next.
1. Model acquisition
• Blank background (single view) - the edge map is the model.
• Different background (two or more views) - model segmented by matching the 
images in the same canonical frame.
2. Initial pose estimation using the tag
• Approximate pose given by the small pattern of black circles on a white back­
ground on the object of interest.
3. Final pose optimisation
(a) Preprocessing
i. Inputs: Two images(A and B) of object tagged with a pattern.
ii. The initial pose, edge and gradient direction map of both images are com­
puted.
iii. The nearest point distances and position map of both images are com­
puted.
(b) Optimisation
i. For current pose estimation, the edge map of image B is transformed and 
superimposed onto image A's image plane.
ii. A set of distances between them can be found along the edge profiles of 
image B.
iii. Levenberg-Marquardt optimisation of the perspective model parameters 
using the cost function is applied.
(c) Positive match criteria
i. The map with the minimum distance is identified and if below a threshold 
it is accepted, (i.e. distance score less than 1 pixel)
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ii. Point ratio or point per area ratio of the tagged object must be similar or 
above those of the model, (i.e. point ratio error less than 30 %)
iii. If the edge profile of one image extends over the other, we match the two 
images in both ways and use the lowest score.
5.6 R e su lts
To verify the credibility of the proposed Tagged Object Recognition (TOR), tests are per­
formed both quantitatively and qualitatively. The physical size of the 4 by 4 calibration 
chart used in all the experiments is 140 mm by 140 mm. The images of the objects are 
taken approximately 1 to 3 metres away with a mobile Sony digital camcorder and the 
relative size of the object model is about 4 to 8 times the chart. The resolution of all the 
images used in this section is 384x288.
5.6.1 Quantitative test
A large database (see Appendix B) of images with tagged objects and landmarks has been 
assembled and recognition performance tested. Test images of multiple objects in com­
plex scenes are introduced and object recognition takes place. Figure 5.6,5.7 show the 
detailed recognition result of two samples. The best match is shown by segmenting the 
model from the test image. The outcomes of the tests shows a favourable distinction be­
tween a mismatch and a hit.
5.6: Results 104
Fitting
X
Test Image Match
Accepted
{ — r m
Fitting
aaa I
Model
Before Pose Optimisation After Pose Optimisation 
Figure 5.6: Object recognition in a complex scene with multiple objects.
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Figure 5.7: Object recognition in a complex scene with multiple objects.
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The model database has 23 models to quantitatively test the recognition process of 
TOR. This includes 12 models acquired using a blank background and 11 models obtained 
by matching two images of the model at different poses. For the test images, the database
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has a total of 120 tagged traffic signs, sign boards and common items. The images are 
captured using an off-the-shelf hand held digital cam-corder under a wide range of both 
indoor and outdoor imaging conditions where the lighting, pose and scale of the object are 
not always optimal. The database searching process matches every model in the model 
database against each test image in the database and the positive matches of individual 
model will be ranked in a descending order according to their ratio score.
Appendix B shows the final recognition results of TOR. Table 5.1 summarises the 
recognition results of 23 different models with an image database of 120 tagged objects. 
Though an overall success rate of 90% is achieved, it is considered to be excellent as the 
rejects are due to mainly extreme pose or too much occlusion, which results in poor match­
ing, and not instability in normal circumstances. With no false matches, it is proven that 
the boundary can be clearly defined simply using a threshold on the ratio score. The 
recognition rate for models that are acquired using a blank background is 93.2% while 
models that are acquired by matching two images of the model at different poses is 88.1%. 
This is understandable as there is more noise and random matches for models that are ac­
quired by matching two images of the model at different poses. Thus, a fewer objects are 
rejected using the models acquired using a blank background.
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Models acquired using a blank background
Model Test images Success False Reject Comments on failure
1 xerox paper 10 10 0 0 -
2 painting 1 6 4 0 2 extreme viewing angle
3 painting 2 1 1 0 0 -
4 fire exit 1 2 2 0 0 -
5 painting 3 2 2 0 0 -
6 plate 3 3 0 0 -
7 elect.eng. sign 2 2 0 0 -
8 fire exit 2 4 4 0 0 -
9 radiation sign 4 4 0 0 -
10 caution sign 4 3 0 1 sign too small
11 give way sign 1 2 2 0 0 -
12 give way sign 2 4 4 0 0 -
12 Summary 44 41 0 3 Recognition Rate 93.2%
Models acquired by matching two images of the model at different poses
1 snoopy cover 5 5 0 0 -
2 door 3 3 0 0 -
3 advance math cover 5 4 0 1 object too small
4 hp toner 7 3 0 4 extreme viewing angle
5 stop sign 20 18 0 2 extreme viewing angle
6 one way sign 1 15 15 0 0 -
7 one way sign 2 3 3 0 0 -
8 out sign 2 2 0 0 -
9 hump sign 5 4 0 1 too much occlusion
10 walk sign 7 6 0 1 extreme viewing angle
11 no entry sign 4 4 0 0 -
11 Summary 76 67 0 9 Recognition Rate 88.1%
23 Overall 120 108 0 12 Recognition Rate 90%
Table 5.1: Recognition results of different models with an image database of tagged ob­
jects.
A speed test is conducted on a Silicon Graphics Power Challenge. The processing 
time for matching two 384x288 images is between 2 to 10 seconds depending mainly on 
the level of noise and the degree of clutter. To improve the computation of the Chamfer 
distance map and point map, a more efficient way can be implemented using special 
hardware capable of performing parallel operations and capable of handling image data 
efficiently.
5.6.2 Qualitative test
To analyse TOR extensively, a qualitative test is required to indicate the operating limits 
and precision. The criteria used to evaluate the matching performance are defined in 
Equation 5.1,5.2,5.3,5.4. The mean reprojection error (Equation 5.1) or the distance score 
which measures the accuracy of matching has to be below 1 pixel to prove the closeness
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of the match between the two images. In addition, to qualify for a positive match, the 
point ratio (Equation 5.2) and point per area ratio (Equation 5.3) must be similar or more 
than those of the model ideal ratio. In another words, the point ratio error (Equation 5.4) 
must not be greater than 30%. The motivation behind this experiment is to prove the 
performance effectiveness of TOR using the appropriate empirical benchmark.
For a comprehensive assessment, various viewing conditions such as different range, 
rotation and blurring to the input test image of the object have been applied. The gener­
ated image sequences include the following.
1. The camera changes its focus while viewing the tagged object (see Figure 5.8). This 
simulates the sharpness of the image or the amount of noise.
2. The camera moves away from the tagged object (see Figure 5.9). This tests the scale 
of the tagged object in the image that can be detected.
3. The camera rotates around the tagged object (see Figure 5.10).This tests the sensitiv- 
ity of the detection to the perspective effects in the image.
In this experimental setup, real images of model "snoopy cover" are grabbed using a 
camera mounted on a Unimation PUMA robot arm. As the experiment involving a rota­
tion of the camera around the chart is affected by the robot's pose limitations, a turntable 
was used to rotate the chart with respect to the camera. For the experiment in scale 
change, it was necessary to find the absolute distance between the centre of the chart 
to the camera centre for the first pose. This was determined by a simple triangulation 
from 3 different views. The accuracy was sufficient for our purpose. Subsequent poses 
were derived from the robot motion.
5.6: Results 108
(a) Focus = 10 (b) Focus = 70 (c) Focus = 110 (d) Focus = 150
Figure 5.8: Changing focus. The second and third image from the left are the first and last 
correctly detected image.
(a) Distance = 1150 mm (b) Distance = 3150 mm (c) Distance = 3550 mm
Figure 5.9: Changing distance. The middle image is the last correctly detected image.
(a) Angle = 10 de- (b) Angle = 20 de- (c) Angle = 150 de- (d) Angle = 170 de­
grees grees grees grees
Figure 5.10: Changing rotation angle. The second and third image from the left are the 
first and last correctly detected image.
Figures 5.8,5.9,5.10 show  samples o f the real images. Each set contains a sequence
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of 18 to 50 images. The failures shown in the Figures are due to the undetected chart 
under extreme viewing conditions. The resulting image sequences allow us to compute 
the reprojection errors (i.e. distance score) and matching ratio score as a function of focus, 
viewing distance and angle. As the ground truth of the chart is difficult to establish, 
detection errors for the real images are not computed.
The following segments contain the results from the three image sequences, i.e. blur­
ring, rotation and zooming.
5.6.2.1 The blurring experiment
The following figures present the experimental results on changing camera focus. In this 
experiment, the aperture (i.e. the ratio of the focal length to the diameter of the aperture) 
is changed to create blurring.
5.6: Results 110
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(a) Point ratio
Moan Reprojection Error vs Changing Camera Focus
(c) Mean reprojection error
(b) Point per area ratio
Point Ratio Error vs Changing Camera Focus
(d) Point ratio error
Figure 5.11: Performance evaluation of TOR with changing camera focus.
As expected, TOR fails dramatically as more noise is introduced or as the edge map 
"fades" away. Figure 5.11a,b agrees with reality as the sharpest images are observed at a 
focus of about 100. The precision (see Figure 5.11c) of the match is about 0.7 pixel. The 
mean point ratio error (see Figure 5.lid ) is about -15%. This implies the tagged object 
average point ratio (12) is more than average model point ratio (8.03) or a very good 
match. The -15% point ratio error reflects a distinctive boundary between positive and 
negative (more than or equal to 30%) matches. As expected, the point per area ratio shows 
a similar response as the point ratio. Besides, the tagged object mean point per area ratio 
(2) is clearly over that of the model (1.7). Thus, it can also be used as a useful empirical
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criterion.
5.6.2.2 The zooming experiment
This experiment aims to establish the range of scale for which the object in the image can 
be detected.
Point Ratio vs Changing Viewing Distance Ratio ol Object Points over Chart Area vs Changing Viewing Distance
(a) Point ratio
Mean Reprojection Error vs Changing Viewing Distance
(b) Point per area ratio
Point Ratio Error vs Changing Viewing Distance
(c) Mean reprojection error (d) Point ratio error
Figure 5.12: Performance evaluation of TOR with changing viewing distance.
In Figure 5.12a, we observe that the point ratio dips slightly as the object moves further 
away. We also note that TOR breaks down at a viewing distance of about 3.15 metres (see 
Figure 5.12). The average reprojection error remains at about 0.3 pixel (see Figure 5.12c) 
when a positive match is detected. The average point ratio error of -30% (see Figure 5.12d),
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which is never near the 30% decision line of a false match, indicates a clear difference 
between good and bad matches (see Figure 5.12d). Again, the similarity between the point 
per area ratio and the point ratio (see Figure 5.12b) shows the same invariant property 
towards range changes.
5.6.2.3 The rotation experiment
This tests the sensitivity of the recognition to the perspective effects in the image.
Point Ratio vs Changing Viewing Angle Ratio ot Object Points over Chart Area vs Changing Viewing Angle
(a) Point ratio
Mean Reprojedfon Error vs Changing Viewing Angle
(b) Point per area ratio
Point Ratio Error vs Changing Viewing Angle
(c) Mean reprojection error (d) Point ratio error
Figure 5.13: Performance evaluation of TOR with changing viewing angle.
Figure 5.13 shows that TOR fails at an extreme viewing angle (around 20-30 degrees). 
This is quite reasonable considering the calibration chart detector as reported in Chapter 4
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broke down at about 10 degrees. The sharp peak shown in Figure 5.13a,b occurs at a view­
ing angle of 90 degree as the images for both model and tagged object are quite correlated. 
Further investigation found they are acquired at almost the same viewing angle. Hence, 
a better matching ratio is obtained. The mean reprojection error without ground truth 
(Equation 5.1) is maintained at about 0.4 pixel (see Figure 5.13c). The point ratio error 
shows a significant difference between successful and false matches, i.e. average point ra­
tio error of -20% as compared with 30% boundary for a negative match. Again, the point 
per area ratio (2.2) and point ratio (11) look similar (see Figure 5.13a,b) and the average of 
each ratios is well over the model ideal ratio of 1.7 and 8.03 respectively. Hence, the point 
per area ratio can also be used as a performance criterion.
Experiment
Breakdown
limit
Mean 
reprojection error
Mean 
point ratio
Mean point 
over area ratio
Mean point 
ratio error
Model "snoopy cover" ideal ratios 8.03 1.7 -
Blurring 70 and 110 0.7 pixel 12 2 -15%
Zooming 3150 mm 0.3 pixel 10 2 -30%
Rotation 30 and 160 degrees 0.4 pixel 11 2.2 -20%
Table 5.2: Performance summary of TOR with model "snoopy cover".
From the performance summary of TOR with model "snoopy cover" in Table 5.2, we 
observe that the mean reprojection error (Equation 5.1) of good matches is less than one 
pixel. This subpixel precision shows that TOR is capable of handling a wide range of im­
age quality, scale and viewing angle with accuracy. Besides, both criteria point ratio and 
point per area ratio are well over their respective model ideal ratios. This implies a very 
good match. Thus, a boundary can be defined reliably between a positive and false match 
using the point ratio in all the test scenarios. Besides, the similar response between the 
point per area ratio and point ratio proves that either can be used as a criterion to deter­
mine the matching performance. Finally, the wide performance limit of TOR in terms of 
changing image quality, viewing range and angles show the robustness of the technique.
5.7 C o n c lu s io n
We have shown from the experiments that the proposed matching scheme is capable of 
achieving a subpixel precision under a wide range of imaging conditions. There is also a
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clear distinction between successful and false matches using the point ratio or point per 
area ratio invariants. An excellent recognition rate of 90% is achieved in the quantitative 
tests performed. In the pose estimation, the mean reprojection error (Equation 5.1) after 
matching is around 0.5 pixel which is reasonable considering the presence of noise. In 
summary, in the quantitative tests of 120 tagged objects have been matched against 23 
models giving a total of 2760 matching combinations. For the qualitative experiments, 
extensive tests are performed to validate the limitations and stability of Tagged Object 
Recognition (TOR). The robust performance in both qualitative and quantitative experi­
ments shows the potential of TOR for practical use. Besides, the results demonstrates the 
utility of the proposed systematic empirical evaluation methodology.
We have successfully developed a robust and efficient technique for model matching 
of binary images using the modified Chamfer matching technique. The results show that 
the original Chamfer matching idea has been developed into a universally useful edge 
matching algorithm. The technique facilitates reliable TOR, where landmarks and objects 
are tagged with a special pattern. This provides enabling technology for vision based 
mobile robot navigation, 3D reconstruction and scene modelling.
C h a p t e r  6
D i s c u s s i o n  a n d  C o n c l u s i o n
In this chapter, we first discuss some practical aspects of Tagged Object Recognition 
(TOR). We then summarise the contributions made in this thesis. Finally, we focus on 
possible extensions of the proposed approach and discuss possible future directions of 
research.
First we consider the factors affecting the practical implementation of Tagged Object 
Recognition (TOR).
• Assumptions behind Tagged Object Recognition (TOR)
-  The object 3D shape should be composed of quasi planar surfaces as the edge 
map on the planar surface represents the object model.
-  Objects are tagged with the special planar pattern.
• Attractive properties of Tagged Object Recognition (TOR)
-  The edges which are coplanar with the canonical view of the object are used 
to model the object. Except for the tag, the entire object appearance can be 
preserved.
-  The applicability of the approach is almost universal as nearly all items (i.e. 
objects or landmarks) can be easily tagged with the special pattern without the 
need to restrict and/or modify the visual properties (i.e. appearance, shape,
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colour, size, etc.) of the objects in order to suit the recognition system. Besides, 
most common items exhibit some planarity in their structure.
-  The robustness of the pattern (calibration chart) detector gives early hints of the 
slightest presence of the pattern (calibration chart). Though the pose of the pat­
tern (calibration chart) might not be precise and the identity of the object might 
not be confirmed, the wider operating range provides a greater awareness of 
the image details normally undetected by other vision system.
-  Model acquisition can be performed conveniently on movable (e.g. books) or 
fixed (e.g. traffic signs) objects without the need for complicated setup, prior 
object information (e.g. metric, colour, shape, or size, about object) or a con­
trolled environment (e.g. blank background).
-  Pose recovery is made easier and more reliable as the pose estimate from the 
tag transforms the object to a region of convergence. This gives a reasonably 
good initial estimate for pose optimisation and the task of matching is thus 
simplified.
-  The computation of the Chamfer distance map is not very complex. In fact, in 
the implementation used here a large proportion of the CPU-time is used for 
shuffling pixel values. An efficient implementation should use special hard­
ware capable of performing parallel operations and capable of handling image 
data efficiently. The computation of the distance map can be made in parallel. 
Since the modified Chamfer matching algorithm can be implemented to per­
form the matching process in parallel, there is a huge potential for real-time 
recognition. Hence, matching could be made more efficient.
We believe from the above factors that this approach provides a practical and highly 
feasible solution towards recognition in an unconstrained environment.
6.1 S u m m a ry  o f  w o r k
In this thesis, we have considered object recognition using a tag (TOR).
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In Chapter 2, we presented a review of the literature in the field of 3D visual recogni­
tion. After examining the role of 3D recognition within the wider computer vision sphere, 
we identified three pivotal aspects of 3D visual recognition with particular relevance to 
the work described in this thesis: 3D object recognition, pose recovery with emphasis on 
camera calibration and invariants. The survey eventually led to the motivation of the 
work presented in the thesis.
In Chapter 3, we developed a fast and robust recognition engine for detecting a spe­
cific calibration chart. Particular attention is given to the various simple but effective low 
level processes, feature selection and geometric matching techniques. It was specially 
noted that the use of the centroid of each object is preferable to the traditional comers and 
edges for operation in imperfect lighting conditions. Hypotheses are generated by geo­
metric matching with Attributed Relational Graph the features extracted from the image 
and their higher level groupings to their counterparts in the object model. The output is 
a list of ranked charts based on their connectivity weights using the Maximum Weight 
Matching technique. The motivation for building this package is mainly to fulfill the first 
stage of the Tagged Object Recognition (TOR) scheme, i.e. robust detection of the tag 
(calibration chart). In addition, the robust calibration chart detection also fills the gaps 
in the error prone detection processes prior to any camera calibration or pose estimation 
procedure. The experimental results demonstrate the reliability and the detection speed. 
The system is capable of handling a wide range of chart sizes, complicated background, 
occlusion, bad lighting conditions, extreme perspective effects and multiple charts. It is 
noted that the extensive testing with real images has proven the system to be accurate and 
robust.
In Chapter 4, the problem of objective performance characterisation of a chart detec­
tor was addressed. The overall performance from the detection and pose estimation in all 
the test conditions showed that edges computed using subpixel accuracy and the use of 
the centre of gravity as the reprojection feature gave the best results in terms of stability 
and precision. In the area of chart design, circles are preferred over squares for better 
handling of different poses and image quality. Under ideal conditions of simulation, the
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mean reprojection error was found to be as low as 0.02 pixel which is comparable to most 
findings reported in the literature [13] and the mean detection error for a projected image 
was found to be around 0.45 pixel. With the total error dominated significantly by the 
detection error rather than the reprojection error, we belief that the detection error of a 
real projection, which is normally ignored due to difficulties in obtaining it, is influen­
tial in the precision of the 3D pose estimation. In a real world projection, the detection 
precision would be even more crucial. We also showed that simulation experiments can 
offer a useful systematic approach to performance assessment. In contrast to real images, 
simulated data generated by graphics rendering has associated with it the ground truth 
which is essential for a quantitative evaluation of the detection performance. Through 
simulation we established the optimal set of control parameters and the rate of successful 
detection as a function of pose. Besides that, conditions which are very rare in real images 
due to, for instance, limited robot operating envelopes, can be tested. We have validated 
the synthetic data results by experiments involving real images obtained from a camera 
mounted on a robot arm. The extensive simulations performed facilitated a comprehen­
sive check on the calibration chart detector reliability. The results confirm the utility of 
such simulation studies. The feedback obtained suggested a number of modifications for 
the chart detection system which led to a significant improvement in performance. In 
particular, the calibration chart was also redesigned to increase its detection stability and 
range. Thus, a more robust calibration chart detection was achieved.
In Chapter 5, we showed from the experiments that the matching is capable of achiev­
ing subpixel precision under a wide range of imaging conditions. There is also a clear 
distinction between successful and false matches using the point ratio or point over area 
ratio invariant. An excellent recognition rate of 90% is achieved in the quantitative tests 
performed. In pose estimation, the mean reprojection error of the matching is around 0.5 
pixel which is reasonable considering the presence of noise. In summary, the quantita­
tive tests involve matching 120 tagged objects with 23 models or a total of 2760 matching 
combinations. For the qualitative experiments, extensive tests were performed to validate 
the limitations and stability of Tagged Object Recognition (TOR). The robust performance
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in both qualitative and quantitative experiments shows the potential of TOR in practical 
use. Besides, the results confirm the utility of such a systematic empirical study. We have 
successfully developed a robust and efficient technique for model matching of binary im­
ages using the modified Chamfer matching technique. The results show that the original 
Chamfer matching idea has now been developed into a universally useful edge match­
ing algorithm. The technique facilitates reliable TOR, where landmarks and objects are 
tagged with a special pattern. This provides enabling technology for vision based mobile 
robot navigation, 3D reconstruction and scene modelling.
From the research, we demonstrate that Tagged Object Recognition (TOR) provides 
a realistic and reliable approach to 3D visual recognition. The future direction of the 
research has been outlined in the next section.
6.2 F uture D ir e c t io n
Due to the inevitable time constraint it has been impossible to investigate every possible 
avenue for improvements and extensions to the algorithms described in this work. We 
believe that the following ideas provide interesting and potentially rewarding directions 
for further research. It is intended in the long term that the new recognition module be 
integrated into a larger machine vision system employing knowledge from other sources 
such as colour, motion and temporal constraints.
6.2.1 Non coplanar objects
Currently, only the planar surface of the tagged object in the canonical frame is recog­
nised. We could expand this criteria to include objects with chart/s attached to its other 
surface/s. This will enable us to include a greater variety of objects of various size and 
shape, and add a further dimension to the description of the object. With this additional 
information, the possibility of a mismatch will be reduced as the discrimination between 
different objects will be amplified. Comparing with a tagged planar object, the pose of 
a tagged 3D object will be more accurate as the distribution of data points is likely to
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span the range of depths and there will be more point correspondences. Besides, the 
recognition module should be able to handle a wider range of viewing angles and would 
encounter a fewer cases of a complete occlusion as more surfaces of the object are intro­
duced.
6.2.2 Active vision
Until recently, the implicit assumption behind much work in the field of computer vision 
was that the visual system was a passive observer of it's environment. It has been shown 
that many common machine vision problems that are ill-posed or unstable for a passive 
observer become well-posed or stable for an active observer [2]. This implies that the use 
of the active approach instead of the traditional passive analysis of single 2D images may 
simplify rather than complicate many visual problems.
With this in mind, multiple views can be integrated to provide a more complete 3D in­
formation from different viewpoints. The integration of information from multiple views 
may be simplified by intelligent manipulation of the sensor. A suggestion of yielding 
more robust results would be to estimate the object pose over a large number of frames 
using Kalman filter. The role of intelligent path planning of the camera view point in 
determining object identity and pose could also be investigated.
Appendix A
Image Database for Testing the 
Calibration Chart Detector
The following image sets are used to quantitatively test the calibration chart detector. This 
database includes the following.
1. Initial indoor test set of 51 images (see Figure A.l).
2. Indoor tagged objects of 113 images (see Figure A.2,A.3).
3. Outdoor tagged traffic signs of 155 images (see Figure A.4,A.5).
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l.pgm lO.pgm ll.pgm 12.pgm 13.pgm 14.pgm 15.pgm 16.pgm
17.pgm 18.pgm 19.pgm 2.pgm 20.pgm 21.pgm 22.pgm 23.pgm
24.pgm 25.pgm 26.pgm 27.pgm 28.pgm 29.pgm 3.pgm 30.pgm
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31.pgm 32.pgm 33.pgm 34.pgm 35.pgm 36.pgm 37.pgm 38.pgm
39.pgm 4.pgm 4g.pgm S.pgm 6.pgm 7,pgm 8.pgm 9.pgm
cSO.pgm c81.pgm c82.pgm c83.pgm c84.pgm c85.pgm c86.pgm c87.pgm
c88.pgm c89.pgm c90.pgm 
Figure A.1: Test set
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Figure A.2: Tagged objects (set A)
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picfl0492.pgm pict0493.pgm picC0494.pgm pictD495.pgm pict0496.pgm pict0497.pgm pict0498.pgm pietD499.pgitL
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pict0S08.pgm pict0509.pgm picBD510.pgm pictOSll.pgm
Figure A.3: Tagged objects (set B)
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Figure A.4: Tagged traffic signs (set A)
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traflS.pgm traf!7.pgm traf!8.pgm trafl9.pgm traf2.pgm traf20.pgm traf21 .pgm traf22.pgm
traf23.pgm traf24.pgm traf25.pgm traf26.pgm tra<27pgm traf28.pgm traf29.pgm traf3.pgm
traf4S.pgm traf46.pgm traf47.pgm traf48.pgm traf49.pgm trafS.pgm
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Figure A.5: Tagged traffic signs (set B)
Appendix B
Image Database for Evaluating the 
Tagged Object Recognition (TOR)
The following 23 models are used to quantitatively test the recognition process of TOR. 
This includes 12 models acquired using blank background (model a-1) and 11 models 
obtained by matching two images of the model at different pose (model m-w). There are 
120 similar tagged objects to be recognised within the test images.
1. xerox paper (see Figure B.1,13.2).
2. painting 1 (see Figure B.3,B.4).
3. painting 2 (see Figure B.5,B.6).
4. fire exit 1 (see Figure B.7,B.8).
5. painting 3 (see Figure B.9,B.10).
6. plate (see Figure B.11,B.12).
7. elect.eng. sign (see Figure B.13,B.14).
8. fire exit 2 (see Figure B.15,B.16).
9. radiation sign (see Figure B.17,B.18).
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10. caution sign (see Figure B.19,B.20).
11. give way sign 1 (see Figure B.21,B.22).
12. give way sign 2 (see Figure B.23,B.24).
13. snoopy cover (see Figure B.25,B.26).
14. door (see Figure B.27,B.28).
15. advance math cover (see Figure B.29,B.30).
16. hp toner (see Figure B.31,B.32).
17. stop sign (see Figure B.33,B.34).
18. one way sign 1 (see Figure B.35,B.36).
19. one way sign 2 (see Figure B.37,B.38).
20. out sign (see Figure B.39,B.40).
21. hump sign (see Figure B.41,B.42).
22. walk sign (see Figure B.43,B.44).
23. no entry sign (see Figure B.45,B.46).
The results of the experiment are shown next. For each model, the recognition result is 
followed by its associated matching outcome. In the matching result, only the best match
out of the two (i.e. image A over image B or image B over image A) is displayed. Good
matches for each model are then ranked in a descending order in terms of their matching 
score.
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s/,7_adv.«iath< xero x_s eus09_r- 34 s/,8_xexo x_stest2850_r4.1 s/,9_xero x_stest2849_r31
Figure B.l: Result of Tagged Object Recognition (TOR) with model "xerox paper".
s/»ModelD_xexox_r5.6_al 4
s/,3_xero x_stest2851 j r -  46
s/,0_hp_toner, xero x s eusOl _ r -80
*/,4_xero x_s eus05_r- 46
s/,1 _xero x_stest2852_r- 51
s/,5_xero x s  eusl 2_r- 37
s/,2_xero x_stest2847jr- 50
s/,6_xexo x_s eusl 3_r- 35
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s/#Mo delO_xero xjrS 6_al .4 .ppm s/,0_hp_toner,xerox_seus01 _r-80 s/,l_xerox_stMt2852_r-51 s/,2_xtrox_sttst2847_r- 50
s/,7_adv.math,xeiox_seus09jr-34 s/,8_xerox_stfcst2850_r4.1 s/,9_xwox_stest2849_r31
s/,3_xero x_stest2851jr- 46 s/,4_xero x_s eusOS _r- 46 »/,5_x*xo x_s eusl 2_r- 37 s/,6_xero x_stus!3_r-35
Figure B.2: Matching result of Tagged Object Recognition (TOR) with model "xerox pa­
per".
s/#Modell_paintljrl4_a3 s/,0_pamtl_spi«fl443_r22 s/,1 _p aintl _spict0445_r35 s/,2_paintl_spict0444_r36
s/,3_paintl_spic«0450_r50
Figure B.3: Result of Tagged Object Recognition (TOR) with model "painting 1".
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s/#Modell_paintljrl4_«3.ppm s/,0_p#intl_spict0443_r22 s/,l_paintl_spictD445_r35 s/,2_pamd_spi«0444_r36
s/,3_p#intl_spictD450_r50
Figure B.4: Matching result of Tagged Object Recognition (TOR) with model "painting 1".
s/#Mo del2_p aint2 jr l  4_a7.1 s/,0_p aint2_spicti0462_r-1.1 e+02
Figure B.5: Result of Tagged Object Recognition (TOR) with model "painting 2".
Image Database for Evaluating the Tagged Object Recognition (TOR) 132
s/#Mo del2_p aint2_rl 4_a7.1 .ppm s/,Q_p amt2_spict0462_r-1.1 e+02
Figure B.6: Matching result of Tagged Object Recognition (TOR) with model "painting 2".
s/#Model3_fiieljrf5.3_a2.2 s/,Q_firel_spictfl471_r-55 s/,l_firel_spict0470_r-47
Figure B.7: Result of Tagged Object Recognition (TOR) with model "fire exit 1".
s/#Mo de!3_firel j 6 3_a2.2 .ppm s/,0_firel _spictD471 _r- 55 s/,1 _firel _spictJ0470_r- 47
Figure B.8: Matching result of Tagged Object Recognition (TOR) with model "fire exit 1".
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s/#Model4_paint3jrlO_a2.7 s/,0_paiitt3_spict0485_r-26 s/,l_paint3_spice0502_r-23
Figure B.9: Result of Tagged Object Recognition (TOR) with model "painting 3".
s/#Modd4jaint3_rlO_a2.7.ppm s/,0jpamt3_spicti0485_r-26 s/+jpaint3_spictQ502_r-23
Figure B.10: Matching result of Tagged Object Recognition (TOR) with model "painting 
3".
s/#Model5_platejrl.7_aD.49 s/,0_platt_spict0492jr-78 s/<l_plate_spict0490_r-S7 s/,2_plate_spict0491_r-34
Figure B.ll: Result of Tagged Object Recognition (TOR) with model "plate".
s/#Mode]5_plate_rl.7_aD.49.ppm s/,0_plate_spict0492_r-78 s/,l_plate_spictD490_r-S7 s/,2_plate_spict0491_r-34
Figure B.12: Matching result of Tagged Object Recognition (TOR) with model "plate".
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s/#Mo del6_elect_dir_r5_al s/,0_elect_dir_spictQ494jr- 49 s/,1 _elect_dir_spictfl495jr- 20
Figure B.13: Result of Tagged Object Recognition (TOR) with model "elect.eng. sign'
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s/#Mode]6_elect_dir_r5_al .ppm s/,0_elect_dir_spictQ494_r-49 s/,l_elect_dir_spict0495_r-20
Figure B.14: Matching result of Tagged Object Recognition (TOR) with model "elect.eng. 
sign".
s/*Model7_fire2_i6.7_al.8 s/,0_fire2_spict0499_r-69 s/,1 _fire2_spict0496jr- 65 s/,2_fire2_spictfl500_r-38
s/,3_fire2_spictfl497_r- 34
Figure B.15: Result of Tagged Object Recognition (TOR) with model "fire exit 2".
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w,,3 _ fire 2 _ s p ic t0 4 9 7 _ r - 34
Figure B.16: Matching result of Tagged Object Recognition (TOR) with model "fire exit 2".
s /,3 _ ra d ia tio n _ sp ic tfl5 0 5 _ r -17
Figure B.17: Result of Tagged Object Recognition (TOR) with model "radiation sign".
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s/#M ode]8_rad ia tion jr2 .5_a D .37 .ppm  s /,0 _ra d ia tion _sp ictfl5 0 7 jr -3 6  s /,ljra d ia tion _sp iM D 5 0 4 _r-3 5  s/,2_radiation_spictQ 506 j r -  34
s /,3_rad iatd on_sp ict0505_r-17
Figure B.18: Matching result of Tagged Object Recognition (TOR) with model "radiation 
sign".
s /# M o d e !9 _ ca u tio n l_ i8 .1 _ a 2 .1  s / ,0 _ c a u t io n l_ s tr a f7 _ r -3 9  s /,l_ ca u t i< m l_ s tra fl_ r l8  s /,2 _ ca u tlo n l _strafO _rl 9
Figure B.19: Result of Tagged Object Recognition (TOR) with model "caution sign".
s /# M o d e l9 _ ca u tio n l_ i8 .1 _ a 2 .1 .p p m  s /,0 _ c a u t io n l_ s tr a f7 _ r -3 9  s /,l_ c a u t io r t l_ s t r a f l jr l8  s /,2 _ ca u tio n l_ s tra O _ rt9
Figure B.20: Matching result of Tagged Object Recognition (TOR) with model "caution 
sign".
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s/#Mo dell 0_give_wayl _r5,5_a2 s/,0_give_wayl _strafl 1 _r-13 s/,1 _give_wayl _strafl 0_i8.6
Figure B.21: Result of Tagged Object Recognition (TOR) with model "give way sign 1".
s/#Mo dell 0_give_wayl _r5.5_a2 .ppm s/,0_give_wayl _strafl 1 _r-13 s/,1 _give_wayl _strafl 0_r8.6
Figure B.22: Matching result of Tagged Object Recognition (TOR) with model "give way 
sign 1".
s /# M o  d e ll 1 _ g jv e _ w a y 2  _r4 8 _ a l  .5 s /,0 _ g iv t_ w a y 2 _ s tr a f l 9 _ r -  29  s/,1 _ g iv t_ w a y 2 _ s t ia f l  7 _r0  61 s /,2 _g iv a _w a y 2 _stra f2 1  j r l  4
± ■ ■ j
m m
• •••• • • •
1 3  ■*
s /,3 _ g iv t_ w a y 2 _ s tra f2 0 _ r2 6
Figure B.23: Result of Tagged Object Recognition (TOR) with model "give w a y  sign 2".
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s /# M o d e ll 1 _g iv e_w a y 2  _r4 8 _ a l  .S.ppm s /,0 _ g iv e _ v 'a y 2 _ s tra fl9 _ r -2 9  » /,l_ g iv e _ w a y 2 _ s tra fl7 _ i0 .6 1  s /,2 _ g iv t_ v 'a y 2 _ sa a f2 1  _ r l4
s/,3_giv e_w ay2_stra f20_r26
Figure B.24: Matching result of Tagged Object Recognition (TOR) with model "give way 
sign 2".
s /t M o  d e ll 3 _ s n o  o p y r O  9 6 _ a 0 .96 s /,0 _ sn o  o p y _ s  e u s 0 2 _ r -  51 « / , l  _ sn o  o p y _ s  e u » l 0 _ a -  34 s /,2 _ sn o  op y ,h p _ton er_s  e u s 0 7 _ a -17
s/,3 _ sn o o p y , adv.m atli,h p_ton er_s  t u s 0 6 _ a -  8 .3  s /,4 _sn o  opy,h p_ton er_s  e u s 0 0 _ a -  8
Figure B.25: Result of Tagged Object Recognition (TOR) with model "snoopy cover".
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s /,3 _sn oop y ,a d v .m a th ,h p_ton er_seu s0 6 _a -8 .3  s /,4 _sn oop y ,h p _ton er_seu s0 0 _a -8
Figure B.26: Matching result of Tagged Object Recognition (TOR) with model "snoopy 
cover".
s /* M o  d t ll  3 _sn oop y _ i0  9 6 _ a 0 .96 .ppm s /,0 _ sn o o p y _ * e u « 0 2 _ r -5 1  s/,1 _ sn o  op y_« eu s l 0 _& - 34 s /,2 _ sn o o p y ,h p _ to n e r_ s tu s0 7 _ a -1 7
s /# M o d e ll4 _ d o o r_ i0 .3 2 _ a D .3 2  s / ,0 _ d o o r _ s p i« 0 5 0 8 _ r -3 8  s/,1 _ d o  or_sp ict0511 j -  31 s /,2 _ d o o r _ s p ic t0 5 0 9 _ r -1 8
Figure B.27: Result of Tagged Object Recognition (TOR) with model "door".
s /*M o d e ll4 _ d o o r_ i0 .3 2 _ a D .3 2 .p p m  s /,0 _ d o o r_ sp ictD S 0 8 _ r-3 8  s / , l_ d o o r _ s p i« D 5 U _ r -3 1  s /,2 _ d o o r_ s p ic «0 5 0 9 _ r-1 8
Figure B.28: Matching result of Tagged Object Recognition (TOR) with model "door".
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s /*M odtU  S_»dv,math_rO 5 7 _a0 .57 j/,0_*dv .m ath_s eus 11 _ r -  55 s/,1 _ad vm ath _s en«03 j r -  29 s/,2_sn o opy,a dv.m ath,hp_toiier_seus06_r2.7
s/,3_advjm ath, xero x_s eus09_ri 7
Figure B.29: Result of Tagged Object Recognition (TOR) with model "advance math 
cover".
s/,2_snoopy,adv.m «th,hp_toner_seus06_i2 7
s/,3_adv.mat&, xtxox_seus09 rl 7
Figure B.30: Matching result of Tagged Object Recognition (TOR) with model "advance 
math cover".
s/*M odell6_h p _ton er_ i0  52_a0 52 s /,0 _ h p _ to n tr_ s e u s l4 jr -3 8  s/,l_snoopy ,adv .m ath^ip_tonejr_stas06_rl7  s/,2_hp_t oner, xero x_stus01_r20
s/*ModellS_adv.math_iO.S7_a0.57.ppm s /,0 _a d v ra a th _«eu »ll_ r -5 5  * /,l_adv.m ath_seus03_r-29
Figure B.31: Result of Tagged Object Recognition (TOR) with model "hp toner".
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s /»M o dell 6_hp_toner_iO ,52_a0.52 .ppm #/,0_hp_toner_9tusl 4 _ r - 38 s /,l_ sn o  opy, adv.m ath,hp_ton«_9M i906jrl 7 s/,2_hp_toner, xero x_seus01 _r20
Figure B.32: Matching result of Tagged Object Recognition (TOR) with model "hp toner".
s / ,7 _ s t o p _ s id p 4 6 _ a -1 7  s /,8 _ s to p _ s id p 3 1  10  s /,9 _ s to p _ s id p 3 2 _ & - 4 s /1 0 _ s to p _ s id p 3 5 _ a l  2
s /1 5 _ s to p _ s id p 4 1 _ a 4 3  s /1 6 _ s to p _ s id p 3 6 _ a 5 5  s /1 7 _ s to p _ s id p 3 3 _ a 6 3
Figure B.33: Result of Tagged Object Recognition (TOR) with model "stop sign".
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s/ft M o  d e ll 7 _ s to p  _r5 _a 5  p p m
s /,3 _ s t o p _ s id p 3 0 _ a -  33
s / ,7 _ s t o p _ s id p 4 6 _ a -17
s /1 1 _ s t o p _ s id p 3 7 _ a !8
s / ,0 _ s to p _ s ic ip 7 2 _ a -  55 s/,1 _ s to p _ s id p 7 1  _ a - 4 9
s / ,5 _ s to p _ s id p 4 2 _ a -  28
s / ,9 _ s to p _ s id p 3 2 _ a -  4
s /1 3 _ sto p _ s id p 3 8 _ a 3 4 s /1 4 _ s to p _ s id p 3 9 _ a 3 5
s /,4 _ s t o p _ s id p 4 3 _ a -  33
s /,8 _ s to p _ s id p 3 1  _ a - 10
s /1 2 _ s to p _ s id p 6 9 _ a 2 4
s /,2 _ s t o p _ s id p 6 7 _ a -  44
s / ,6 _ s t o p _ s id p 4 7 _ a -18
s /1 0 _ * to p _ s id p 3 5 _ a l 2
s /1 5 _ sto p _ s id p 4 1  _a43 s /1 6 _ s to p _ s id p 3 6 _ a 5 5 s /1 7 _ s to p _ s id p 3 3 _ a 6 3
Figure B.34: Matching result of Tagged Object Recognition (TOR) with model "stop sign".
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s /# M o  d e ll 8 _ o n e _ w a y l _ r4 .1 _ a 4 .1 s /,0 _ o n e _ w a y l _ s id p l  2 _ a -  95
s /,5 _ o n e _ w a y l _ s id p l  9_a 7
s /,7 _ o n e _ w a y l _ s id p 2 3 _ a 3 6 s /1 0 _ o n e _ w a y l _ s id p l  6 _a 4 7
s / l l_ o n e _ w a y l_ s id p 0 8 _ a 5 4  s /1 2 _ o n e _ w a y l_ s id p 2 5 _ a 5 7  s /1 3 _ o n e _ w a y l _ s ia p 2 6 _ a 6 2  s /1 4 _ o n e _ w a y l_ s id p 2 4 _ a 7 2
Figure B.35: Result of Tagged Object Recognition (TOR) with model "one way sign 1".
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s /IM o  d e ll 8 _ o n e _ w a y l _r4 .1 _ a 4 .1 .ppm
s /,3 _ o n e _ w a y l _ s id p l  4 _ a -  0.51
s /,7 _ o n e _ v 'a y l _s ia p 2 3 _a 3 6
s /,0 _ o n e _ v a y l  _ s id p l  2 _ a -  95
s /,4 _orte_w »y l _ a id p l8 _ a 6 .3
s /,8 _ o n e _ w a y l _ s id p l  1 _a39
s/,1 _ o n t_ w a y l _ s id p l  3 _ a -  26
s /,5 _ o n e _ w a y l _ s id p l  9_a7
s /,9 _ o n e _ w «y l _ s id p l  5_a44
s /,2 _ o n e _ w a y l _ s ia p 0 9 _ a -  6.2
s /,6 _ o n e _ w a y l _ i i a p l  0_#28
s /1 0 _ o n e _ w a y l _ s id p l  6_a47
s /ll_ o n e _ w a y l_ s id p 0 8 _ a 5 4  s /1 2 _ o n e _ w a y l_ s id p 2 5 _ a 5 7  s /1 3 _ o n e _ w a y l_ s id p 2 6 _ a 6 2  s /1 4 _ o n e _ w 'a y l_ s id p 2 4 _ a 7 2
Figure B.36: Matching result of Tagged Object Recognition (TOR) with model "one way 
sign 1".
s /# M o d e ll 9 _on e_w a y 2 _ iO  ,9 3 _a 0 .93 s /,0 _ o n e _ w a y 2 _ s tr a f2 5 _ a -58  s/,1 _ o n e _ w a y 2 _ s tra f2 2 _ a - 38 s /,2 _ o n e _ w a y 2 _ s tra f2 6 _ a 0 .38
Figure B.37: Result of Tagged Object Recognition (TOR) with model "one w a y  sign 2".
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s /»M o d e ll9 _ o n e _ w a y 2 _ i0  93_a0.93 .ppm  s/,0_<m e_u 'ay2_stra<25_a- 58 s/,1 _o n t_ w a y 2 _ s tra f2 2 _ a - 38 s/,2_one_w 'ay2_stra(26_aD .38
Figure B.38: Matching result of Tagged Object Recognition (TOR) with model "one way 
sign 2".
s/#Model21_out_rl 4_al .4 s/,0_out_straf56_a-93 s/,1 _out_straf58_a- 44
Figure B.39: Result of Tagged Object Recognition (TOR) with model "out sign".
s/#Modd21_out_rl ,4_al .4 .ppm s/,0_out_straf56_a-93 s/,l_out_straf58_a-44
Figure B.40: Matching result of Tagged Object Recognition (TOR) with model "out sign".
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s /# M o d e l2 2 _ h u m p _ r i .4 _ a l.4  s /,0 _ h u m p _ s tra f3 5 _ a -4 8  s /,l_ h u m p _ stx a f2 8 _ a -4 6  s /,2 _ h u m p _ s tra f3 0 _ a -3 3
s/,3 _h u m p_stra f3 2 _«6
Figure B.41: Result of Tagged Object Recognition (TOR) with model "hump sign".
s /# M od tl2 2 _h u m p  _ r l  ,4 _ a l .4. p pm  s /,0 _ h u m p _ scra f3 5 _ a - 48  s /,l_ h u m p _ s tra f2 8 _ a -4 6  s /,2 _h u in p _str ftf3 0 _a -3 3
s /,3_h u m p_stra f32_a6
Figure B.42: Matching result of Tagged Object Recognition (TOR) with model "hump 
sign".
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s /# M o d e l2 3 _ w a lk jr l 2 _ a l .2 s / ,0 _ w a lk _ s tra f3 6 _ a - 53  s/,1 _ w a lk _ stra f5 2 _ a - 47  s /,2_w alk _stra f41  _ a -  43
s /,3 _ w a lk _ s tra f3 8 _ a -3 6  s /,4 _w a lk _scr  a f5 3 _ a -  3 .8  s /,5_w alk_scraf51  _ a 7 .5
Figure B.43: Result of Tagged Object Recognition (TOR) with model "walk sign".
s /# M o d d 2 3 _ w a lk _ r l 2 _ a l  ,2 .ppm  s /,0 _ v 'a lk _ s tr a f3 6 _ a -5 3  s/,1 _ v 'a lk _ s tra fS 2 _ a -4 7  s /,2_w alk _stra f41  _ a -  43
s /,3 _ w a lk _ s tx a f3 8 _ a -3 6  s /,4 _ w a lk _ s tr a f5 3 _ a -3 .8  s/,5_w alk _stra f51  _ a 7 .5
Figure B.44: Matching result of Tagged Object Recognition (TOR) with model "walk sign".
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s /# M o d e l2 4  _n o_en try _r l ,9 _ a l .9 s /,0 _ iu > _en try _stra f6 6 _a -5 6  s/,1 _ n o _ e n tty _ s tta f7 0 _ a - 33  s /,2 _n o_ex itry _stra f6 4 _a -1 4
s /,3 _ n o _ e n try _ s tra f6 7 _ a 5 .7
Figure B.45: Result of Tagged Object Recognition (TOR) with model "no entry sign".
s /# M ode l2 4 _n o_en try _r l 9 _ a l  9 p p m  s /,0 _n o_tn try_stira f6 6 _a - 56  s/,1 _no_er\try_straf70_a- 33  s /,2 _n o_en try _s tra f6 4 _a -1 4
s/,3 _n o_en tx y _stia f6 7 _a 5 .7
, _ o _ tn tf s c
Figure B.46: Matching result of Tagged Object Recognition (TOR) with model "no entry 
sign".
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