The kernel function of RBF is replaced by grid cells, and then a hidden layer is added. Then, we get the grid cell neural network model.The contribution of grid cells neural network model is as follow. Compared with the RBF neural network model, the grid cell neural network model can be used to fit the 3-D objective function with fewer cells.
The kernel function of RBF is replaced by grid cells, and then a hidden layer is added. Then, we get the grid cell neural network model.The contribution of grid cells neural network model is as follow. Compared with the RBF neural network model, the grid cell neural network model can be used to fit the 3-D objective function with fewer cells.
A. Design of Networks
In this section, we describe our neural network inspired by grid cell in details. The architecture of our proposed network is given in Fig. 1 . Our network contains four layers, including input and ouput layers, and two hidden layers. The input to the network is two dimentional while the ouput is a scalar. The first hidden layer is designed according to the firing principle of grid cells. Consequently, the units in this layer is refered to as grid cell units. The second hidden layer is a standard nonlinear activation. When the input is greater than 0, the output is sigmod, and when the input is less than 0, the output is 0. One synapse away from the hippocampus, grid cells in medial entorhinal cortex discharge bountifully at many locations of the environment, expressing periodic triangular grid firing maps in two-dimensional open field maze. In this study, we investigate the functional advantage of grid codes in the hippocampalentorhinal circuit from the perspective of model learning. We build neural network models to learn the mapping from space to an abstract variable, which could be used in cognitive processes such as decision-making or motor control. The network using grid code as spatial input achieves better learning accuracy with fewer number of cells than the radial basis function network, which assumes place cell inputs. Our result shows that grid representations constitute better spatial representation in the task of model learning, and may help associative cortex better read out the information held in memory circuits.
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INTRODUCTION
Scientists have identified cells in the brain that are related to spatial coding, including place cells, grid cells, head direction cells, border cells, and velocity cells [1] . The reason why people walk in space without getting lost is precisely because of the presence of these cells, which is equivalent to the built-in GPS in our brain [2] . The grid cell is equivalent to a coordinate system for efficient encoding of the spatial characteristics, it has a global discharge, the discharge distribution of regular triangle-pattern [4] . So we can use the grid cell with global discharge characteristics to replace local discharge cell of the traditional artificial neural network, the neural network model can use less cell to represent more information and encode the 2-D space more effectively [5] . Therefore, the purpose of this subject is to establish the neural network model of 2-D grid cell, and compare the fitting results of the objective function in the same three-dimensional space with the RBF neural network model. The results show that compared to the RBF neural network model, the grid cell neural network model can use less cell memory more information.
We introduce a novel neural network model based on grid cells.The Gauss kernel function in the RBF neural network model has partial discharge characteristics in the 2-D space. The larger the memory space is, the more information it needs to memorize, and the more cells are needed. So we want to be able to remember more information with fewer cells. Then the grid cell with the global discharge characteristics is considered.
978-1-5386-3742-5/17/$31.00 © 2017 IEEE (9) In Layer A, the design of the grid units follows the cosine grating model in [22] but with slightly different definitions, as given in Eq. (1) the kernel function of this layer is as follow.
The final output of the network denoted by if is a linear combination of the output in Layer B: 
(10)
K is the number of cells in this layer.
Consequenly the updating rule of V and W are listed as follows:
B. network training
In this section we describe how we learn the parameters of the network. As the connection between the input layer and the grid cell units are predetermined. We only need to learn those connection parameters from Layer A to Layer B, i.e W, and subsequent connection from Layer B to the output layer, i.e. V.
We learn network through stochastical gradient descent method. The learning objective is to minimize the difference between the network output and the desired output:
if is output of the network, y is the ture output of the data The gradient of the error function Eq.(l1) with respect to V and W are given as follows:
. Nx2
Pp is the random selection of the base phase.
where t is the learning rate.
III. RESULTS
A. object function
P1 is the base phase in the x-y coordinate system. P2 is the base phase in the e1-e2 coordinate system.
The output of the grid cell units ai = Gi(x) will pass through a nonlinear activation function as given as follows:
5 sets of learning samples and testing samples are generated.
The sample parameters are shown in the table 1 and tablet 2.
The purpose of different sample methods are used in collection the learning samples and testing samples for the network is to test whether the neural networks can learn from a small amount of randomly distributed data to uniformly distribute data. u is the width of the Gauss kernel function. From table 5, we can draw the training error and the testing error curve as shown below. Compared to the RBF neural network, the grid cell neural network can learn the model with fewer cells.
As can be seen from table 7, for Sample group 5, the cell number of RBF neural networks increases to 2250, that is, 15 times of the grid cell neural network, and its learning effect is comparable to that of the grid cell neural network.
As can be seen from table 6, for Sample group 4, the cell number of RBF neural networks increases to 700, that is, 4.6 times of the grid cell neural network, and its learning effect is comparable to that of the grid cell neural network. From Figure 6 and Figure 7(b) , we can get the table 7 as follows.
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IV. DISCUSSION The Gauss kernel function of the RBF neural network acts as partial discharge in space, equivalent to the place cell. The kernel function of the grid cell neural network acts as a global discharge in the space, and the discharge form assumes a triangular distribution. As shown in Table 6 and table 7 , compared to the RBF neural network, the grid cell neural network can learn the model with fewer cells. As shown in Figure 2 , the learning results of the RBF neural network are better than that of the grid cell neural network; As shown in Figure 3 , the learning results of the RBF neural network are better than that of the grid cell neural network; As shown in Figure 4 , the learning result of the grid cell neural network is better than that of the RBF neural network; As shown in Figure 5 , the learning result of the grid cell neural network is better than that of the RBF neural network; As shown in Figure 6 , the learning result of the grid cell neural network is better than that of the RBF neural network. As shown in Figure 7 , when the number of cells in the RBF neural network increases to a certain extent, the result of the learning is comparable to that of the grid cell neural network.
From Figure 2 to figure 6, we can get table 5, as shown below. Fig. 8 . Error curve of training and testing (a) The blue curve is the training error curve of the grid cell neural network, the red curve is the training error curve of RBF neural network; (b) The blue curve is the testing error curve of the grid cell neural network, the red curve is the testing error curve of RBF neural network.
As can be seen from figure 8, when the cell number of the grid cell neural network and the RBF neural network is 150, the training and testing error of the grid cell neural network is smaller than that of the RBF neural network, and the growth is not obvious with the increase of the sample range. From Figure 5 and Figure 7 (a), we can get the table 6 as follows.
