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Abstract
We consider features of the Hamiltonian formulation of the Whitham method in the presence
of pseudo-phases. As we show, an analog of the procedure of averaging of the Poisson bracket
with the reduced number of the first integrals can be suggested in this case. The averaged bracket
gives a Poisson structure for the corresponding Whitham system having the form similar to the
structures arising in the presence of ordinary phases.
1 Introduction. Hamiltonian structures in the Whitham
method.
In this paper we consider the Hamiltonian formulation of the Whitham method for multi-dimensional
systems having some additional property. Namely, we consider multi-dimensional systems which
possess the so-called “pseudo-phases” having special physical or geometrical meaning. This property
manifests itself in particular in the definition of the multi-phase solutions of the corresponding systems
and in the form of the corresponding Whitham equations. Our considerations here will be devoted to
the Hamiltonian formulation of the Whitham equations which will be connected with the procedure
of the averaging of multi-dimensional Poisson structures in the presence of pseudo-phases. So, we
consider the evolutionary systems
ϕit = F
i(ϕ,ϕx,ϕxx, . . . ) ≡ F
i(ϕ,ϕx1 , . . . ,ϕxd, . . . ) (1.1)
i = 1, . . . , n , ϕ = (ϕ1, . . . , ϕn), with d spatial dimensions, and their m-phase solutions which are
usually written in the form
ϕi(x, t) = Φi
(
k1(U) x
1 + . . . + kd(U) x
d + ω(U) t + θ0, U
)
(1.2)
with some 2π-periodic in each θα functions
Φi (θ,U) ≡ Φi
(
θ1, . . . , θm, U
)
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Here the functions kq(U) = (k
1
q(U), . . . , k
m
q (U)) and ω(U) = (ω
1(U), . . . , ωm(U)) represent the
“wave numbers” and the “frequencies” of the m-phase solutions. The parameters θ0 represent the
“initial phase shifts”, which can take arbitrary values on the family of the m-phase solutions.
Let us say also here that the function f(x) represents a quasiperiodic function on Rd with the
wave numbers (k1, . . . ,kd) if it comes from a smooth function f(θ) on the torus T
m:
f(k1x
1 + · · ·+ kdx
d + θ0) → f(x
1, . . . , xd)
under the corresponding mapping Rd → Tm.
Let us call a smooth family of m-phase solutions of (1.1) any family (1.2) with a smooth depen-
dence of the functions Φ(θ,U) on some finite number of parameters U = (U1, . . . , UN).
Here, however, we will need to generalize the definition of m-phase solutions of system (1.1)
to include the presence of the pseudo-phases in the consideration. Let us say that the method of
pseudo-phases was introduced by Whitham in [47] in connection with the Lagrangian structure of
the Whitham system for the Korteweg - de Vries (KdV) equation. In this paper the appearance
of pseudo-phases will be connected with the geometrical or physical meaning of the field variables
(ϕ1, . . . , ϕn). Namely, it appears quite often that a part of the variables (ϕ1, . . . , ϕn) represents in fact
some geometrical (or physical) “phase” variables growing linearly with the spatial or time variables.
Thus, we have to separate the variables (ϕ1, . . . , ϕn) into two parts(
ϕ1, . . . , ϕn
)
=
(
ρ1, . . . , ρn1 , φ1, . . . , φn2
)
, (n1 + n2 = n) , (1.3)
representing the “density-type” and the “phase-type” variables respectively. Now, we will put slightly
different conditions for the variables (ρ1, . . . , ρn1) and (φ1, . . . , φn2) in the definition of the m-phase
solutions of (1.1) putting
ρi(x, t) = Ri
(
k1(U) x
1 + . . . + kd(U) x
d + ω(U) t + θ0, U
)
, i = 1, . . . , n1 (1.4)
φj(x, t) = Ψj
(
k1(U) x
1 + . . . + kd(U) x
d + ω(U) t + θ0, U
)
+
+ pj1(U) x
1 + . . . + pjd(U) x
d + Ωj(U) t + τ j0 , j = 1, . . . , n2 (1.5)
with some 2π-periodic in each θα functions R(θ,U), Ψ(θ,U).
It is natural to put also the normalization∫ 2pi
0
. . .
∫ 2pi
0
Ψj (θ + θ0, U)
dmθ
(2π)m
≡ 0 , j = 1, . . . , n2 (1.6)
According to the meaning of the variables φj(x, t), only their spatial or time derivatives have in
fact the physical sense, so, the right-hand part of system (1.1) in the variables (ρ,φ) should contain
only the spatial derivatives of φj(x, t). We can rewrite then the initial system (1.1) in the variables
(ρ,φ) in the form
ρit = A
i (ρ,ρx,φx,ρxx,φxx, . . . ) , i = 1, . . . , n1
φjt = B
j (ρ,ρx,φx,ρxx,φxx, . . . ) , j = 1, . . . , n2
(1.7)
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The functions Ri(θ,U) and Ψj(θ,U) are then defined by the system
ωαRiθα − A
i
(
R, kβ11 Rθβ1 , . . . , k
βd
d Rθβd , k
γ1
1 Ψθγ1 + p1, . . .
)
= 0
Ωj + ωαΨjθα − B
j
(
R, kβ11 Rθβ1 , . . . , k
βd
d Rθβd , k
γ1
1 Ψθγ1 + p1, . . .
)
= 0
(1.8)
(summation over repeated indexes) with normalization conditions (1.6).
In this paper we will need in fact to put more special requirements to the definition of the pseudo-
phases in the general Whitham scheme. In particular, we will assume in this paper that the values
(k1, . . . ,kd, ω,p1, . . . ,pd, Ω) represent independent parameters on the family Λ ofm-phase solutions
of (1.7) such that the number of the parameters U on Λ is not less than
m(1+ d)+n2(1+ d). Thus, we will assume here that the family Λ has N = m(1+ d)+n2(1+ d)+ s,
(s ≥ 0) parameters except the initial phase shifts, which can be chosen in the form
(U1, . . . , UN ) = (k1, . . . ,kd, ω,p1, . . . ,pd, Ω, n
1, . . . , ns)
where (n1, . . . , ns) are some additional parameters in the set (U1, . . . , UN) (if any). In general, the
parameters (U1, . . . , UN) can be chosen in different ways, we just assume that they do not change
under the initial phase shifts on Λ. The parameters τ j0 , j = 1, . . . , n2, as well as θ
α
0 , α = 1, . . . , m
represent the initial phase shifts on the family Λ.
Another important requirement on the pseudo-phases in our scheme will be considered in the
next chapter and is connected with the Hamiltonian structure of system (1.1).
As it is well known, in the Whitham approach ([45, 46, 47]) the parameters (U1, . . . , UN) become
“slow” functions of coordinates and time. More precisely, we have to make the coordinate change
xq → Xq = ǫxq, t → T = ǫt, ǫ → 0 and introduce the slow functions Sα(X, T ), α = 1, . . . , m,
Σj(X, T ), j = 1, . . . , n2. We try to construct then the asymptotic solutions of the system
ǫ ρiT = A
i (ρ, ǫρX, ǫφX, ǫ
2ρXX, ǫ
2φXX, . . . ) , i = 1, . . . , n1
ǫ φjT = B
j (ρ, ǫρX, ǫφX, ǫ
2ρXX, ǫ
2φXX, . . . ) , j = 1, . . . , n2
(1.9)
with the main term having the form
ρi(0) = R
i
(
S(X, T )
ǫ
+ θ0(X, T ) + θ, U(X, T )
)
, i = 1, . . . , n1 ,
φj(0) = Ψ
j
(
S(X, T )
ǫ
+ θ0(X, T ) + θ, U(X, T )
)
+
1
ǫ
Σj(X, T ) + τ j0 (X, T ) , j = 1, . . . , n2 .
(1.10)
Substituting the functions from Λ it is easy to get the relations
SαT = ω
α(U) , SαXq = k
α
q (U) , Σ
j
T = Ω
j(U) , ΣjXq = p
j
q(U)
in the zero approximation, which gives the compatibility conditions
kαq T = ω
α
Xq , p
j
q T = Ω
j
Xq , k
α
qXp = k
α
pXq , p
j
q Xk
= pjkXq (1.11)
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for the parameters (k1, . . . ,kd, ω,p1, . . . ,pd, Ω) on the family Λ.
The second part of restrictions on the parameters (U1, . . . , UN ) in the Whitham method is given
by the requirement of the existence of the first correction (ρ(1), φ(1)) to solution (1.10)
ρi ≃ ρi(0) + ǫ ρ
i
(1)
(
S(X, T )
ǫ
+ θ, X, T
)
φi ≃ φi(0) + ǫ φ
i
(1)
(
S(X, T )
ǫ
+ θ, X, T
)
on the space of 2π-periodic in θ functions (see [26]).
The functions (ρ(1)(θ,X, T ), φ(1)(θ,X, T )) are defined by the linear system
Lˆ[U(X,T ), θ0(X,T )]
(
ρ(1)(θ,X, T )
φ(1)(θ,X, T )
)
= f1(θ,X, T )
where Lˆ[U(X,T ), θ0(X,T )] is the linear operator given by the linearization of the left-hand part of system
(1.8) on the corresponding functions from Λ and f1(θ,X, T ) is the first ǫ-discrepancy defined after
the substitution of (1.10) in (1.9).
The operator Lˆ[U(X,T ), θ0(X,T )] represents a differential in θ operator with periodic coefficients at
every fixed X and T . We get then that the second part of the Whitham system should be given by
the orthogonality of the function f1(θ,X, T ) to all the left eigen-vectors of Lˆ (the eigen-vectors of
the adjoint operator) corresponding to the zero eigen-values at every fixed (X, T ).
We should say, however, that the orthogonality of f1(θ,X, T ) to all the left eigen-vectors of Lˆ
with zero eigen-values is imposed usually just in the one-phase situation. In this case we have usually
just a finite number of such eigen-vectors depending regularly on the parameters (U1, . . . , UN ). The
corresponding orthogonality conditions together with conditions (1.11) give then a regular system
of hydrodynamic type which represents the Whitham system in the one-phase situation. Another
important thing taking place in the one-phase situation is the possibility of constructing of all the
corrections ϕ(n) in all orders of ǫ and representing the asymptotic solution as a regular series in
integer powers of ǫ.
This situation, however, does not usually take place in the multi-phase case where the behavior of
the eigen-vectors of Lˆ is usually much more complicated. Thus, the kernels of the operators Lˆ and Lˆ†
depend usually in highly nontrivial way on the parameters U, being finite- or infinite-dimensional for
different values of (U1, . . . , UN ). In this situation it is natural to define the “regular” orthogonality
conditions just by the requirement of orthogonality of f1 to the “regular” set of the kernel vectors
of Lˆ† which is usually finite also in the multi-phase case. Thus, we assume here that the kernels of
the operators Lˆ and Lˆ† contain just a finite number of linearly independent “regular” eigen-vectors,
i.e. the eigen-vectors smoothly depending on the parameters U. The “regular” Whitham system is
defined in this situation by conditions (1.11) and the orthogonality of the discrepancy f1(θ,X, T ) to
all the regular left eigen-vectors of Lˆ corresponding to the zero eigen-value.
Let us say that the first correction ϕ(1) to the asymptotic solution (1.10) can not be found here in
such a simple form as in the one-phase situation. However, as the investigations of this situation show,
the corrections to the main approximation ϕ(0) still vanish as ǫ→ 0 even in the multi-phase case (see
[5, 6, 7]). So, despite the high non-triviality of the next approximation in this case ([5, 6, 7]), the
regular Whitham system still plays very important role in consideration of slow-modulated m-phase
solutions.
It is not difficult to see that the Whitham system imposes restrictions just on the functions
U(X, T ) and does not contain the parameters θ0(X, T ) and τ0(X, T ). Indeed, the functions θ0(X, T )
and τ0(X, T ) can be considered just as ǫ-corrections to the functions S(X, T ) and Σ(X, T ), so the
constraints arising on the first step include just the main terms S(X, T ) and Σ(X, T ), while the
restrictions on θ0(X, T ) and τ0(X, T ) arise in the higher approximations (if they exist) (see [26]).
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For the correct construction of the modulated solutions and a good definition of the Whitham
system we have to require in fact one more thing from the family Λ. Namely, the correct procedure
of constructing of modulated solutions can be implemented on the “complete regular families” Λ of
m-phase solutions of (1.7). Let us give here the corresponding definition. Let us consider the set of
parameters U in the form
U = (k1, . . . ,kd, ω,p1, . . . ,pd, Ω, n
1, . . . , ns)
It is easy to see then that the vectors
ξ(α)[U, θ0] = (Rθα(θ + θ0, U), Ψθα(θ + θ0, U))
t , α = 1, . . . , m ,
η(l)[U, θ0] = (Rnl(θ + θ0, U), Ψnl(θ + θ0, U))
t , l = 1, . . . , s ,
and ζ(j)[U,θ0] = (0, . . . , 1, . . . , 0)
t ((n1 + j)th position) , j = 1, . . . , n2
represent regular (right) eigen-vectors of the operators Lˆ[U,θ0] corresponding to the zero eigen-value.
Definition 1.1.
We call family Λ a complete regular family of m-phase solutions of (1.7) with n2 pseudo-phases
if:
1) The values kp = (k
1
p, . . . , k
m
p ), ω = (ω
1, . . . , ωm), pq = (p
1
q , . . . , p
n2
q ), and Ω = (Ω
1, . . . ,Ωn2)
are all independent, such that the total set of independent parameters on Λ can be represented in the
form
(U, θ0, τ0) =
(
k1, . . . ,kd, ω, p1, . . . ,pd, Ω, n
1, . . . , ns, θ0, τ0
)
2) The vectors ξ(α)[U, θ0], η(l)[U, θ0], and ζ(j)[U, θ0] are linearly independent and represent the max-
imal linearly independent set of the kernel vectors of Lˆ[U, θ0] smoothly depending on the parameters
U;
3) The operator Lˆ[U,θ0] also has exactly m+ s + n2 linearly independent left eigen-vectors corre-
sponding to the zero eigen-value
κ
(q)
[U](θ + θ0) = κ
(q)
[k1,...,kd,ω,p1,...,pd,Ω,n]
(θ + θ0) , q = 1, . . . , m+ s+ n2 ,
defined for all values of U and depending smoothly on the parameters U.
Let us call the regular Whitham system for a complete regular family of m-phase solutions of
system (1.7) with n2 pseudo-phases the conditions of orthogonality of the discrepancy f(1)(θ,X, T )
to the vectors κ
(q)
[U(X,T )](θ + θ0(X, T ))∫ 2pi
0
. . .
∫ 2pi
0
κ
(q)
[U(X,T )] i(θ + θ0(X, T )) f
i
(1)(θ,X, T )
dmθ
(2π)m
= 0 (1.12)
1A more detailed discussion of the phase shift θ0(X, T ) can be found for example in [21, 22, 31, 8]. We should note
also that the phase shift can play rather important role in the weakly nonlinear case, leading to nontrivial corrections
to the Whitham system ([38], see also [32, 8]).
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(q = 1, . . . , m+ s+ n2) and the compatibility conditions
kαpT = ω
α
Xp , p
j
l T = Ω
j
Xl
(1.13)
kαpXl = k
α
lXp , p
j
lXk
= pj
k Xl
(1.14)
α = 1, . . . , m, p, l, k = 1, . . . , d, j = 1, . . . , n2.
For our further purposes it will be convenient to separate the evolutionary part of the Whitham
system and purely spatial constraints. So, let us call here relations (1.12) - (1.13) the evolutionary part
of a regular Whitham system. The relations (1.14) will be considered then as additional constraints
for the evolutionary system (1.12) - (1.13).
The evolutionary part of a regular Whitham system provides exactly
m(d + 1) + n2(d + 1) + s independent relations for N = m(d + 1) + n2(d + 1) + s parameters
U = (k1, . . . ,kd, ω,p1, . . . ,pd, Ω, n) at every X and T . We can assume also, that in generic case
the derivatives UT can be expressed in terms of the spatial derivatives UXl , such that we can write
the evolutionary part of a regular Whitham system in the form
UνT = V
νl
µ (U) U
µ
Xl
(1.15)
for general set of parameters U.
Following B.A. Dubrovin and S.P. Novikov we will call systems having the form (1.15) the systems
of Hydrodynamic Type in d spatial dimensions.
The Hamiltonian theory of systems (1.15) was started by B.A. Dubrovin and S.P. Novikov who
introduced the concept of the Poisson bracket of Hydrodynamic Type ([9, 10, 11, 12]). The local
Poisson brackets of Hydrodynamic Type (Dubrovin - Novikov brackets) can be represented by the
following general form
{Uν(X), Uµ(Y)} = gνµ l (U(X)) δXl(X−Y) + b
νµ l
λ (U(X)) U
λ
Xl δ(X−Y) (1.16)
(summation over repeated indexes).
The theory of brackets (1.16) is best developed in the case of one spatial (d = 1) dimension.
Thus, expression (1.16) with non-degenerate tensor gνµ defines a Poisson bracket for d = 1 if and
only if the tensor gνµ(U) represents a flat pseudo-Riemannian (contravariant) metric on the space
of parameters U, while the functions Γνµγ(U) = − gµλ(U) b
λν
γ (U) (g
νλ(U) gλµ(U) ≡ δ
ν
µ) represent
the corresponding Christoffel symbols. As a corollary, every Dubrovin - Novikov bracket in one-
dimensional case can be written in the canonical (constant) form
{cν(X) , cµ(Y )} = eν δνµ δ′(X − Y ) , eν = ±1
using the flat coordinates cν = cν(U) of the metric gνµ(U).
It’s not difficult to see also that the functionals
Cν =
∫ +∞
−∞
cν(X) dX , P =
∫ +∞
−∞
1
2
N∑
ν=1
eν (cν)2(X) dX
represent annihilators and the momentum functional of bracket (1.16) for the case d = 1. The
systems of Hydrodynamic Type are generated by the functionals of Hydrodynamic Type
H =
∫ +∞
−∞
h(U) dX
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according to the Dubrovin - Novikov bracket.
The Hamiltonian approach plays very important role in the theory of integrability of the Hydro-
dynamic Type systems in the case of one spatial dimension. Thus, according to the conjecture of
S.P. Novikov, any system of Hydrodynamic Type which can be written in the diagonal form
UνT = V
ν (U) UνX
and is Hamiltonian with respect to some local bracket of Hydrodynamic Type is integrable. The
Novikov conjecture was proved by S.P. Tsarev ([43, 44]), who also suggested a method of integration
of systems of this kind. The method suggested by Tsarev (the generalized hodograph method) can be
applied in fact to a wider class of “semi-Hamiltonian” systems, which contains all the diagonalizable
Hamiltonian systems as a subclass. As was shown later, the class of “semi-Hamiltonian systems”
contains also the systems, Hamiltonian with respect to the Mokhov - Ferapontov bracket ([35]) or
the Ferapontov brackets ([16, 17]), which can be considered as the weakly nonlocal generalizations of
the Dubrovin - Novikov bracket. Let us give here the references on papers [35, 16, 17, 18, 19, 41, 30]
where the detailed discussion of the weakly nonlocal Poisson structures can be found.
Let us say, that the theory of the Dubrovin - Novikov brackets in the multi-dimensional case is
more complicated than in the case d = 1. The most general properties of the multi-dimensional
brackets (1.16) were investigated in [10, 36, 37]. However, the investigation of the brackets (1.16)
in d > 1 dimensions still represents one of the most interesting branch of the theory of infinite-
dimensional Poisson structures.
The Hamiltonian formulation of the Whitham method was also suggested by B.A. Dubrovin and
S.P. Novikov who introduced the procedure of “averaging” of Hamiltonian structures in the theory
of slow modulations ([9, 11, 12]). This approach is connected with the Whitham method for the
evolutionary systems
ϕit = F
i(ϕ,ϕx, . . . )
having a local field-theoretic Poisson structure
{ϕi(x), ϕj(y)} =
∑
k≥0
Bij(k)(ϕ,ϕx, . . . ) δ
(k)(x− y)
with the local Hamiltonian of the form
H =
∫
PH(ϕ,ϕx, . . . ) dx
The procedure of averaging of local field-theoretic Poisson brackets was first developed in the
case of one spatial dimension and gives a local Poisson structure of Hydrodynamic Type for the
corresponding Whitham system. The method of B.A. Dubrovin and S.P. Novikov is connected with
the conservative form of the Whitham system and is based on the existence of a set of commuting
local integrals
Iν =
∫
P ν(ϕ,ϕx, . . . ) dx
which number is equal to the number of parameters Uν on the family Λ.
The integrals Iν should satisfy the relations
{Iν , H} = 0 , {Iν , Iµ} = 0 ,
7
such that we can write for the time evolution of the densities P ν(ϕ,ϕx, . . . ):
P νt (ϕ,ϕx, . . . ) ≡ Q
ν
x(ϕ,ϕx, . . . )
with some functions Qν(ϕ,ϕx, . . . ). In the same way, the calculation of the Poisson brackets of the
densities P ν gives the relations
{P ν(x) , P µ(y)} =
∑
k≥0
Aνµk (ϕ,ϕx, . . . ) δ
(k)(x− y)
where
Aνµ0 (ϕ,ϕx, . . . ) ≡ ∂xQ
νµ(ϕ,ϕx, . . . )
with some local functions Qνµ(ϕ,ϕx, . . . ).
It is natural to define the procedure 〈. . . 〉 of averaging of any expression f(ϕ,ϕx, . . . ) over the
phase variables on Λ putting
〈f〉 =
∫ 2pi
0
. . .
∫ 2pi
0
f (Φ, kαΦθα, . . . )
dmθ
(2π)m
The Dubrovin - Novikov bracket on the space of functions U(X), where Uν ≡ 〈P ν〉, is defined by
the formula
{Uν(X) , Uµ(Y )} = 〈Aνµ1 〉(U) δ
′(X − Y ) +
∂〈Qνµ〉
∂Uγ
UγX δ(X − Y ) (1.17)
The Whitham system can be written now in the form
〈P ν〉T = 〈Q
ν〉X , ν = 1, . . . , N
and can be proved to be Hamiltonian with respect to the bracket (1.17) with the Hamiltonian of
Hydrodynamic Type
Hav =
∫ +∞
−∞
〈PH〉 (U(X)) dX
The Jacobi identity for bracket (1.17) was first proved in [28] using some regularity assumptions
about the family Λ. A more detailed consideration of the justification of the Dubrovin - Novikov
procedure in the single-phase and the multi-phase situations was presented in [33]. In particular, it
was first shown in [33] that the justification of the procedure can be done also in the presence of
“resonances” which can arise in the multi-phase situation. Let us note, that in [27] it was shown also
that the method of averaging of the Lagrangian functional ([47]) can be also considered in terms of the
Dubrovin - Novikov procedure for a wide class of local Lagrangian systems. In [29] the generalization
of the Dubrovin - Novikov procedure for the weakly nonlocal brackets was also suggested.
Let us say that the investigation of the Hamiltonian properties of the Whitham systems was of a
great interest since the pioneer works of B.A. Dubrovin and S.P. Novikov. Besides that, the general
theory of the Dubrovin - Novikov brackets appeared to be extremely important in many subjects. As
the most striking example, we can point out here the theory of the Frobenius manifolds built by B.A.
Dubrovin and based on the theory of compatible Dubrovin - Novikov brackets (see e.g. [13, 14, 15]).
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Among the papers devoted to the Hamiltonian structures of the Whitham systems we would like
to cite here also the papers [42, 2] where the local and the weakly nonlocal Hamiltonian structures
for the famous integrable hierarchies were considered.
Unfortunately, we can not present here the complete list of papers devoted to the Whitham
approach. Let us just give here some incomplete list of classical papers where the fundamental
aspects of the Whitham method were discussed [1, 3, 4, 5, 6, 7, 9, 11, 12, 20, 23, 24, 25, 26, 38,
39, 40, 45, 46, 47]. Let us say also, that we will discuss here just the Hamiltonian properties of the
multi-dimensional Whitham systems in the case of the presence of the pseudo-phases.
In paper [34] the procedure of averaging of multi-dimensional local field-theoretic Poisson brackets
was suggested. The approach used in [34] can be considered as a generalization of the Dubrovin -
Novikov procedure to the multi-dimensional case. According to the approach of [34] we consider
the regular Whitham system for a complete regular family Λ of m-phase solutions of system (1.1),
parametrized by the values (k1, . . . ,kd, ω, n, θ0). We assume now that system (1.1) is Hamiltonian
with respect to a local field-theoretic Poisson bracket
{ϕi(x) , ϕi(y)} =
∑
l1,...,ld
Bij(l1,...,ld)(ϕ,ϕx, . . . ) δ
(l1)(x1 − y1) . . . δ(ld)(xd − yd) (1.18)
(l1, . . . , ld ≥ 0), with a local Hamiltonian of the form
H =
∫
PH (ϕ,ϕx,ϕxx, . . . ) d
dx (1.19)
Like in the Dubrovin - Novikov procedure we have to require here the existence of N (equal to
the number of parameters (k1, . . . ,kd, ω, n)) first integrals
Iν =
∫
P ν (ϕ, ϕx, ϕxx, . . . ) d
dx (1.20)
such that their values can be chosen as the parameters (U1, . . . , UN ) on the family Λ. We assume
also that all the integrals Iν commute with each other and with the Hamiltonian H
{Iν , Iµ} = 0 , {Iν , H} = 0 (1.21)
according to bracket (1.18). For the time evolution of the densities P ν(x) we can write
P νt (ϕ,ϕx,ϕxx, . . . ) = Q
ν1
x1 (ϕ,ϕx,ϕxx, . . . ) + . . . + Q
νd
xd (ϕ,ϕx,ϕxx, . . . )
with some functions Qνl.
In fact, we have to put also some additional requirements on the family Λ and the set of the
integrals Iν . Namely, we have to require that the family Λ represents a regular Hamiltonian family
of m-phase solutions of system (1.1) and the set (I1, . . . , IN) represents a complete Hamiltonian set
of commuting integrals. So, we put in fact the following requirements:
1) The family Λ represents a complete regular family of m-phase solutions of system (1.1) ac-
cording to Definition 1.1;
2) The bracket (1.18) has the same number of annihilators (N1, . . . , N s) on the space of the
quasiperiodic functions with the wave numbers (k1, . . . ,kd) for every fixed values of (k1, . . . ,kd);
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3) The values of the functionals (I1, . . . , IN) on the family Λ represent the set of parameters
(U1, . . . , UN) on this family;
4) The Hamiltonian flows, generated by the functionals (I1, . . . , IN) according to bracket (1.18),
generate on Λ linear phase shifts of θ0 with frequencies ω
ν(U), such that
rk ||ωαν(U)|| = m
5) At every “point” of the “submanifold” Λ, having “coordinates” (k1, . . . ,kd,ω,n, θ0), the linear
space generated by the variation derivatives δIν/δϕi(x) contains the variation derivatives of all the
corresponding annihilators N q of the bracket (1.18), such that we can write
δN l
δϕi(x)
∣∣∣∣
Λ
=
N∑
ν=1
γlν(U)
δIν
δϕi(x)
∣∣∣∣
Λ
for some functions γlν(U) on Λ.
Under the requirements formulated above the set (I1, . . . , IN) can be used for construction of
a local field-theoretic Poisson bracket for the regular Whitham system on a regular Hamiltonian
family Λ of m-phase solutions of system (1.1). The corresponding procedure in the absence of the
pseudo-phases can be formulated in the following way:
The pairwise Poisson brackets of the densities P ν(x), P µ(y) can be represented in the form
{P ν(x) , P µ(y)} =
∑
l1,...,ld
Aνµl1...ld(ϕ,ϕx, . . . ) δ
(l1)(x1 − y1) . . . δ(ld)(xd − yd)
(l1, . . . , ld ≥ 0). In the same way as in the one-dimensional case, we can also write here the relations
Aνµ0...0(ϕ,ϕx, . . . ) ≡ ∂x1 Q
νµ1(ϕ,ϕx, . . . ) + . . . + ∂xd Q
νµd(ϕ,ϕx, . . . )
according to relations (1.21). Let us say, however, that the averaged Poisson bracket does not have
in general the form (1.16) for d > 1, which is connected with the fact that the Hamiltonian structure
should be defined now just on the “submanifold” in the space of functions U(X), given by the
constraints kαqXp = k
α
pXq , α = 1, . . . , m, q, p = 1, . . . , d. To define the corresponding Poisson
bracket we have to introduce the coordinates Sα(X) (α = 1, . . . , m) on this submanifold, defined
by the relations SαXq = k
α
q (X). It is easy to see, that the spatial derivatives of the functions S
α(X)
provide just md coordinates on the family Λ, connected with the wave numbers of the solutions. For
the remaining m+ s coordinates we can use just arbitrary independent values Uγ , γ = 1, . . . , m+ s
from the full set Uν = 〈P ν〉, ν = 1, . . . , N on Λ. The corresponding regular Whitham system on Λ
can then be written in the form:
SαT = ω
α (SX, U
1, . . . , Um+s) , α = 1, . . . , m ,
UγT = 〈Q
γ1〉X1 + . . . + 〈Q
γd〉Xd , γ = 1, . . . , m+ s ,
(1.22)
where 〈Qγp〉 = 〈Qγp〉(SX, U
1, . . . , Um+s).
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It can be shown then that the Hamiltonian structure of system (1.22) is given by the Poisson
bracket {
Sα(X) , Sβ(Y)
}
= 0 ,
{Sα(X) , Uγ(Y)} = ωαγ (SX, U
1(X), . . . , Um+s(X)) δ(X−Y) ,
{Uγ(X) , Uρ(Y)} = 〈Aγρ10...0〉 (SX, U
1(X), . . . , Um+s(X)) δX1(X−Y) +
+ . . . + 〈Aγρ0...01〉 (SX, U
1(X), . . . , Um+s(X)) δXd(X−Y) +
+ [〈Qγρ p〉 (SX, U
1(X), . . . , Um+s(X))]Xp δ(X−Y) , γ, ρ = 1, . . . , m+ s ,
(1.23)
with the Hamiltonian functional
Hav =
∫
〈PH〉
(
SX, U
1(X), . . . , Um+s(X)
)
ddX
Let us note here, that although just a part of the integrals Iν is formally used in the final
construction of the Hamiltonian structure, the presence of the complete Hamiltonian set (I1, . . . , IN)
plays an important role according to the scheme of [34]. The requirement of existence of the complete
set of local conservation laws is actually rather strong in the multi-dimensional (d > 1) situation.
Thus, for most of the integrable multi-dimensional systems the procedure, formulated above, can not
be used for general m > 1 since only a finite set of local conservation laws is usually present in this
case. On the other hand, the procedure usually works well in the single-phase (m = 1) case both in
the integrable and non-integrable situations.
In this paper we are going to investigate the question if the necessary number of the integrals Iν
can be reduced still keeping the procedure of the bracket averaging well-justified. As we will show,
the number of the integrals Iν can be reduced in the case when a part of the phase variables θ0 can in
fact be represented as the pseudo-phases. As the analysis of different examples shows, this situation
actually takes place quite often. Moreover, in many cases the existence of the multi-phase solutions
for non-integrable systems is caused in fact by the presence of the pseudo-phases, playing the role of
additional phases of the solutions. Thus, in many physical systems, the additional phases arise due
to the presence of some global additional symmetries, corresponding to the additional integrals of the
system. The multi-phase solutions can be considered in this case in fact as the periodic waves with
the parameters (k1, . . . , kd, ω) in the nontrivial vacuum, while the additional parameters separate
different vacua carrying permanent current. The simplest example of such situation can be given
just by the nonlinear Shro¨dinger equation with d spatial dimensions, so we consider this example at
the end of the paper.
In the next Chapter we will consider the procedure of the bracket averaging in the presence of
the pseudo-phases.
2 The regularity conditions and the bracket averaging.
As we said in the previous Chapter, we will consider here systems (1.1) which can be represented
in the Hamiltonian form with some local field-theoretic Poisson bracket (1.18) and the Hamiltonian
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functional (1.19). Let us say, that the space of fields ϕ(x) has a pseudo-phase structure with n2
pseudo-phases if we have a (almost everywhere) free action of a n2-dimensional Abelian group G
n2
on the target space (ϕ1, . . . , ϕn). We will say here, that the pseudo-phase structure is compatible
with the Poisson bracket (1.18) if the Poisson bracket is invariant under the action of Gn2.
Easy to see that for the variables (ϕ1, . . . , ϕn), represented in the form (1.3), the compatibility of
the pseudo-phase structure and the bracket (1.18) means that the functions Bij(l1,...,ld) depend just on
the spatial derivatives of the fields (φ1(x), . . . , φn2(x)). We can see, in particular, that the coefficients
Bij(l1,...,ld) represent quasiperiodic functions on the family Λ defined by formulas (1.4) - (1.5).
We will say also here that the Hamiltonian system (1.1) is compatible with the pseudo-phase
structure if both the bracket (1.18) and the Hamiltonian functional (1.19) are invariant under the
action of the group Gn2.
According to the scheme of the previous Chapter, we are going to consider the Hamiltonian
system (1.1), which is compatible with the action of the Abelian group
(ρ1(x), . . . , ρn1(x), φ1(x), . . . , φn2(x)) →
→ (ρ1(x), . . . , ρn1(x), φ1(x) + τ 10 , . . . , φ
n2(x) + τn20 ) ,
(2.1)
and a complete regular family Λ ofm-phase solutions of system (1.1) (or (1.7)) with n2 pseudo-phases,
represented by relations (1.4) - (1.5) and (1.6).
Let us define now a regular Hamiltonian family Λ of m-phase solutions with n2 pseudo-phases.
Definition 2.1.
We call family Λ of m-phase solutions of system (1.1) (or (1.7)) with n2 pseudo-phases a regular
Hamiltonian family if :
1) It represents a complete regular family of m-phase solutions of system (1.1) (or (1.7)) with n2
pseudo-phases in the sense of Definition 1.1;
2) System (1.1) (or (1.7)) represents a Hamiltonian system compatible with the pseudo-phase
structure given by the action of the group (2.1);
3) The Poisson bracket (1.18) has on Λ constant number of “annihilators” given by linearly
independent quasiperiodic solutions v
(l)
i (x) of the system∑
l1,...,ld
Bij(l1,...,ld)(ϕ,ϕx, . . . )
∣∣∣
Λ
v
(l)
j, l1x1... ldx
d(x) = 0 ,
where v
(l)
i (x) have the same wave numbers (k1, . . . ,kd) as the corresponding functions ϕ(x) ∈ Λ.
Let us consider now a set of the functionals Iν , having the form
Iν =
∫
P ν (ρ, ρx, φx, ρxx, φxx, . . . ) d
dx (2.2)
Thus, we assume here that the functionals Iν are invariant with respect to the action of the group
Gn2 and the densities P ν depend just on the derivatives of the fields φ. The functionals (2.2) can be
considered on the space of rapidly decreasing functions just putting
Iν =
∫ +∞
−∞
. . .
∫ +∞
−∞
P ν (ρ, ρx, φx, ρxx, φxx, . . . ) dx
1 . . . dxd
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or on the space of quasiperiodic functions, putting
Iν = lim
K→∞
1
(2K)d
∫ K
−K
. . .
∫ K
−K
P ν (ρ, ρx, φx, ρxx, φxx, . . . ) dx
1 . . . dxd
We will define also the variation derivatives of the functionals Iν using the variations of ρ(x), φ(x)
with the same (rapidly decreasing or quasiperiodic) properties as the original functions. Easy to see
then that in both cases just the standard Euler - Lagrange expressions for the variation derivatives
can be used. It’s not difficult to see also, that the functionals Iν are also well-defined on the functions
from the family Λ, having the form (1.4) - (1.5).
Let us assume everywhere below that the functionals (2.2) are defined in the appropriate way in
accordance with the corresponding situation.
The pairwise Poisson brackets of the densities P ν(x), P µ(y) can be written in the form:
{P ν(x) , P µ(y)} =
∑
l1,...,ld
Aνµl1...ld(ρ,ρx,φx, . . . ) δ
(l1)(x1 − y1) . . . δ(ld)(xd − yd)
where
Aνµ0...0(ρ,ρx,φx, . . . ) ≡ ∂x1 Q
νµ1(ρ,ρx,φx, . . . ) + . . . + ∂xd Q
νµd(ρ,ρx,φx, . . . )
for some functions Qνµq(ρ,ρx,φx, . . . ).
Definition 2.2.
We call a set (I1, . . . , IQ), Q = m(d + 1) + n2 + s, of commuting functionals (2.2) a complete
Hamiltonian set on a regular Hamiltonian family Λ of m-phase solutions of system (1.7) with n2
pseudo-phases if:
1) The values of the functionals (I1, . . . , IQ) on any submanifold, given by the constraints
p1 = const, . . . , pd = const ,
in the space of parameters on Λ, give a complete set of parameters (U1, . . . , UQ) on this submanifold,
excluding the initial phase shifts;
2) The Hamiltonian flows, generated by the functionals (I1, . . . , IQ), generate on Λ linear phase
shifts of θ0 with frequencies ω
ν(U), and linear phase shifts of τ0 with frequencies Ω
ν(U), such that
rk
∥∥∥∥ωαν(U)Ωjν(U)
∥∥∥∥ = m + n2
3) At every “point” of the submanifold Λ the linear space generated by the variation derivatives
δIν/δϕi(x) contains the variation derivatives of all the corresponding annihilators of the bracket
(1.18), such that we can write
v
(l)
i (x, U, θ0) =
Q∑
ν=1
γlν(U)
δIν
δϕi(x)
∣∣∣∣
Λ
for some functions γlν(U) on the family Λ.
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We can see then that in the presence of a complete Hamiltonian set of the commuting functionals
(2.2) the parameters U on the family Λ can be also chosen in the form (U1, . . . , UQ, p1, . . . ,pd),
where Uν = 〈P ν〉. We will also assume here that the Jacobian of the coordinate transformation
(k1, . . . ,kd, ω,p1, . . . ,pd, Ω, n
1, . . . , ns) → (U1, . . . , UN)
is different from zero whenever the values Uν represent a complete set of parameters on Λ excluding
the initial phase shifts θ0, τ0.
Let us consider now the functionals
Jν =
∫ 2pi
0
. . .
∫ 2pi
0
P ν
(
ρ, kβ11 ρθβ1 , . . . , k
βd
d ρθβd , k
γ1
1 φθγ1 + p1, . . .
) dmθ
(2π)m
(2.3)
on the space of 2π-periodic in each θα functions ρ and φ.
The variation derivatives of the functionals Jν
ζ
(ν)
[U](θ + θ0) =
(
δJν
δρ1(θ)
∣∣∣∣
Λ
, . . . ,
δJν
δρn1(θ)
∣∣∣∣
Λ
,
δJν
δφ1(θ)
∣∣∣∣
Λ
, . . . ,
δJν
δφn2(θ)
∣∣∣∣
Λ
)
(2.4)
represent left eigen-vectors of the operator Lˆij[U,θ0] with zero eigenvalues, which depend regularly on
parameters U on Λ. Since the number of independent parameters (k1, . . . ,kd) on Λ is equal to md,
we can claim that the number of linear independent vectors (2.4) should not be less thanm+n2+s for
a complete Hamiltonian set of the functionals Iν on Λ according to the first requirement of Definition
2.2. Thus, we can formulate here the following Proposition:
Proposition 2.1.
Let the set of the functionals (I1, . . . , IQ) represent a complete Hamiltonian set on a regular
Hamiltonian family of m-phase solutions of (1.7) Λ with n2 pseudo-phases. Then the linear span of
the vectors (2.4) contains all the regular left eigen-vectors κ
(q)
[U](θ + θ0) of the operator Lˆ
i
j[U,θ0]
with
zero eigen-values.
From the other hand, for a complete Hamiltonian family Λ we can then claim also, that the number
of the linearly independent vectors (2.4) is exactly equal to the number of κ
(q)
[U](θ + θ0) representing
all the linearly independent regular left eigen-vectors of the operator Lˆij[U,θ0] with zero eigen-values.
As a corollary, we can formulate here the following Lemma, which will be rather important in our
further considerations.
Lemma 2.1.
Let the set of the functionals (I1, . . . , IQ) represent a complete Hamiltonian set on a regular Hamil-
tonian family Λ of m-phase solutions of (1.7) with n2 pseudo-phases. Consider the corresponding
functions
kαp = k
α
p
(
U1, . . . , UQ, p1, . . . ,pd
)
in the coordinate system (U1, . . . , UQ, p1, . . . ,pd). Then the functionals
kαp
(
J1, . . . , JQ, p1, . . . ,pd
)
have identically zero variation derivatives w.r.t. ρ and φ on Λ.
Proof.
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Indeed, the conditions of the Lemma imply that the number of the linearly independent vectors
ζ
(ν)
[U](θ) on Λ is equal to m+ n2 + s. As a corollary, we can write md independent relations
Q∑
ν=1
λτν(U) ζ
(ν)
[U](θ + θ0) ≡ 0 , τ = 1, . . . , md
with some functions λτν(U) on Λ.
For the corresponding coordinates Uν on Λ we can write then the relations
Q∑
ν=1
λτν(U) dU
ν =
d∑
q=1
m∑
β=1
µ
(τ)
(βq)(U) dk
β
q (U)
with some matrix µ
(τ)
(βq)(U).
Since the values U = (U1, . . . , UQ, p1, . . . ,pd) represent a coordinate system on Λ, the matrix
µ
(τ)
(βq)(U) is invertible and we can write the relations
dkβq =
md∑
τ=1
(µˆ−1)
(βq)
(τ) (U)
N∑
ν=1
λ(τ)ν (U) dU
ν
for every kβq , which gives the proof of the Lemma.
Lemma 2.1 is proved.
As a corollary of Lemma 2.1 we can claim that the functionals kαp (I
1, . . . , IQ, p1, . . . ,pd) generate
zero flows on the family Λ. Using Definition 2.2 we can write then
Q∑
ν=1
∂kαp (U
1, . . . , UQ, p1, . . . ,pd)
∂Uν
ωβν(U1, . . . , UQ, p1, . . . ,pd) ≡ 0 (2.5)
Q∑
ν=1
∂kαp (U
1, . . . , UQ, p1, . . . ,pd)
∂Uν
Ωjν(U1, . . . , UQ, p1, . . . ,pd) ≡ 0 (2.6)
for the functions kαp (U
1, . . . , UQ, p1, . . . ,pd) on Λ.
Finally, let us note also, that in the presence of a complete Hamiltonian set (I1, . . . , IQ) for a
regular Hamiltonian family Λ of m-phase solutions of (1.7) with n2 pseudo-phases we can claim
in fact, that the number of annihilators of the bracket (1.18) on Λ is equal to the number of the
additional parameters (n1, . . . , ns). Indeed, according to the requirements (2)-(3) of Definition 2.2,
the number of the linearly independent vectors (2.4) is equal to m + n2 + s, where s is the number
of annihilators of the bracket (1.18) on Λ. Comparing this number with the number of the vectors
κ
(q)
[U](θ + θ0) we get the required statement.
Let us discuss now the procedure of the bracket averaging. Our considerations here will follow in
many features the scheme of [33, 34].
Let us introduce the extended field space ϕ(x) → ϕ(θ,X), where all the functions ϕ(θ,X) are
2π-periodic in each θα, and consider the Poisson bracket
{ϕi(θ,X) , ϕj(θ′,Y)} =
∑
l1,...,ld
ǫl1+···+ld Bij(l1,...,ld)(ϕ, ǫϕX, . . . ) δl1X1...ldXd(X−Y) δ(θ − θ
′) (2.7)
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on the space of fields ϕ(θ,X).
For convenience we will define here the delta-function δ(θ−θ′) and its higher derivatives δθα1 ...θαs (θ−
θ′) on the space of 2π-periodic functions by the formula
∫ 2pi
0
. . .
∫ 2pi
0
δθα1 ...θαs (θ − θ
′) ψ(θ′)
dmθ′
(2π)m
≡ ψθα1 ...θαs (θ)
Also we put here the rule
δ S ≡
∫ 2pi
0
. . .
∫ 2pi
0
δ S
δϕi(θ)
δϕi(θ)
dmθ
(2π)m
in the definition of the corresponding variation derivatives.
Consider now the submanifold K in the extended field space defined by the following conditions:
1) For given functions {S(X), Σ(X), U(X)} the functions ϕ(θ,X) ∈ K are defined by the for-
mulas
ρi(θ,X) = Ri
(
S(X)
ǫ
+ θ, U(X)
)
, i = 1, . . . , n1 ,
φj(θ,X) = Ψj
(
S(X)
ǫ
+ θ, U(X)
)
+
1
ǫ
Σj(X) , j = 1, . . . , n2 (2.8)
where the values U represent the full set of parameters on Λ excluding the initial phase shifts.
2) The functions U(X) are connected with the functions S(X) and Σ(X) by the relations
kαq (U(X)) = S
α
Xq , p
j
q (U(X)) = Σ
j
Xq (2.9)
where kq and pq are the corresponding wave numbers and “pseudo wave numbers” defined on the
family Λ.
Thus, the elements ϕ(θ,X) ∈ K are parametrized by the functions {S(X), Σ(X), U(X)} with
relations (2.9) and are connected with the zero approximation (1.10) for the modulated m-phase
solutions of (1.7). In the presence of a complete Hamiltonian set of integrals Iν the parameters U
can be chosen in the form (U1, . . . , UQ, p1, . . . ,pd), where U
ν ≡ 〈P ν〉 and pq are given by relations
(2.9).
Let us introduce the functionals
Σi(X) = ǫ
∫ 2pi
0
. . .
∫ 2pi
0
φj(θ,X)
dmθ
(2π)m
(2.10)
It is easy to see that the values of Σi(X) on the functions ϕ(θ,X) ∈ K coincide with the
corresponding parameters on K. We can consider then the parameters Σ(X) and (p1(X), . . . ,pd(X))
as the functionals on the whole extended field space, having the appropriate values on the submanifold
K.
To introduce the analogous functionals for the parameters Uν(X) let us introduce the functionals
Jν(X) =
∫ 2pi
0
. . .
∫ 2pi
0
P ν (ρ, ǫρX, ǫφX, . . . )
dmθ
(2π)m
, ν = 1, . . . , Q,
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and consider their values on the submanifold K.
Easy to see that we can write on K:
Jν(X) = Uν(X) +
∑
l≥1
ǫl Jν(l)(X) , ν = 1, . . . , Q (2.11)
where Jν(l) are some local functions of (U
1(X), . . . , UQ(X), p1(X), . . . ,pd(X)) and their spatial deriva-
tives which are polynomial in the derivatives and have grading degree l in terms of the total number
of differentiations with respect to X.
Let us say that the higher terms in (2.11) are in fact not uniquely defined on K due to the
compatibility relations (1.14). It is in fact sufficient for us that the terms Jν(l)(X) can be chosen
in some definite way in every order l ≥ 1. Let us note also that the corresponding choice affects
the definition of the functionals Uν(X) just in the higher orders in ǫ (l ≥ 1) which is actually not
important for the construction.
Transformation (2.11) can be also inverted as a formal series in ǫ, such that we have
Uν(X) = Jν(X) +
∑
l≥1
ǫl Uν(l)(X) , ν = 1, . . . , Q (2.12)
on the submanifold K. Now the functions Uν(l) represent local functions of
(J1(X), . . . , JQ(X), p1(X), . . . ,pd(X)) and their spatial derivatives, polynomial in the derivatives,
and having degree l in terms of the total number of differentiations w.r.t. X. Now, we can consider
the values Uν(X) as the functionals on the whole extended field space.
Let us put for simplicity the boundary conditions kα1 (X
1, 0, . . . , 0) → 0, X1 → −∞, for the
functionals kα1 (U,ΣX) on the extended functional space and define also the functionals S
α(X) by
the formula
Sα(X) =
∫ X1
−∞
kα1 (X
′1, 0, . . . , 0) dX ′1 + . . . +
∫ Xd
0
kαd (X
1, . . . , Xd−1, X ′d) dX ′d (2.13)
Now, all the parameters on the submanifold K are defined as functionals on the whole extended
field space. Let us note that on the submanifold K we naturally have the relations SαXq = k
α
q (X)
which are in general not true outside K.
Let us consider now the Poisson brackets of the functionals, introduced above, on the submanifold
K. According to the definition of the functionals Σ(X) and Definition 2.2 it is not difficult to get
the following relations for the brackets of Σ(X) and Uµ(Y) on K:{
Σj(X) , Σl(Y)
}∣∣
K
= O(ǫ2) , (2.14)
{
Σj(X) , Uµ(Y)
}∣∣
K
= ǫΩjµ(X) δ(X−Y) + O(ǫ2) , (2.15)
j, l = 1, . . . , n2, ν = 1, . . . , Q.
Using relations (2.6) and (2.14) - (2.15) we can then write{
Σj(X) , kαp (Y)
}∣∣
K
= O(ǫ2) (2.16)
for the functionals kαp (U
1(X), . . . , UQ(X), ΣX1 , . . . ,ΣXd).
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The pairwise Poisson brackets of the functionals Uν(X) have the order O(ǫ) everywhere on the
extended field space and we can write on K:
{Uν(X) , Uµ(Y)}|K = {J
ν(X) , Jµ(Y)}|K + O(ǫ
2) =
= ǫ 〈Aνµ10...0〉(X) δX1(X−Y) + . . . + ǫ 〈A
νµ
0...01〉(X) δXd(X−Y) +
+ ǫ [〈Qνµ p〉]Xp δ(X−Y) + O(ǫ
2) , ν, µ = 1, . . . , Q
Let us prove here the following important Lemma:
Lemma 2.2.
Let (I1, . . . , IQ), Q = m(d + 1) + n2 + s, represent a complete Hamiltonian set of commuting
functionals on a regular Hamiltonian family Λ of m-phase solutions of (1.7) with n2 pseudo-phases.
Consider the corresponding functions kαp (U) = k
α
p (U
1, . . . , UQ, p1, . . . ,pd) on the family Λ.
Consider any functional I˜ of the form
I˜ =
∫
P˜ (ρ, ρx, φx, ρxx, φxx, . . . ) d
dx , (2.17)
leaving the family Λ and the parameters U invariant and generating on Λ linear shifts of θα0 with
frequencies ω˜α(U) and linear shifts of τ j0 with frequencies Ω˜
j(U). Let us consider the functionals
J˜(X) =
∫ 2pi
0
. . .
∫ 2pi
0
P˜
(
ρ, ǫρX, ǫφX, ǫ
2ρXX, ǫ
2φXX, . . .
) dmθ
(2π)m
Then the functionals kαp (U
1(X), . . . , UQ(X), ΣX1 , . . . ,ΣXd) have the following Poisson brackets
with the functionals J˜(Y) on K:{
kαp (X) , J˜(Y)
}∣∣∣
K
= ǫ [ ω˜α(X) δ(X−Y) ]Xp + O(ǫ
2)
Proof.
Consider the dynamical system generated by the functional
J˜[q] =
∫
J˜(Y) q(Y) ddY (2.18)
with compactly supported q(Y) according to bracket (2.7).
It is easy to see that in the main order (O(1)) the corresponding evolution leaves invariant
the submanifold K, generating the shifts of the functions S(X) and Σ(X) with the frequencies
ǫ q(X) ω˜(X) and ǫ q(X) Ω˜(X) respectively. As a result, we can decompose the dynamical system on
K into two parts:
1) The dynamics along the submanifold K giving the shifts of parameters S(X) and Σ(X) with
the frequencies ǫ q(X) ω˜(X) and ǫ q(X) Ω˜(X);
2) The additional dynamics of the order O(ǫ) having the form
ϕit = ǫ η˜
i
[q]
(
S(X)
ǫ
+ θ, X
)
with some 2π-periodic in each θα functions η˜i[q](θ, X) on K.
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The first part gives the following evolution of kαp (X) on K:
kαp t = ǫ (q(X) ω˜
α(X))Xp
according to the definition of the functionals kαp (X) on K.
To get the contribution of the second part to the evolution of kαp (X) we can change in the main
part the functionals kαp (U
1(X), . . . , UQ(X), ΣX1 , . . . ,ΣXd) to k
α
p (J
1(X), . . . , JQ(X), ΣX1 , . . . ,ΣXd)
using (2.11) - (2.12). It’s not difficult to see then that the main contribution of the corresponding
dynamics to the evolution of kαp (X) is given by the convolution of the variation derivatives of the
corresponding functionals kαp (J
1, . . . , JQ, p1, . . . ,pd), defined on the space of 2π-periodic in each θ
α
functions (ρ(θ), φ(θ)), with the functions η˜i[q](θ, X) at every given X. According to Lemma 2.1 we
get then that the corresponding contribution is absent in the order O(ǫ).
Finally, we can write on K:{
kαp (X) , J˜[q]
}∣∣∣
K
= ǫ (q(X) ω˜α(X))Xp
which is equivalent to the assertion of the Lemma.
Lemma 2.2 is proved.
As a corollary from Lemma 2.2 we can write, in particular{
kαp (X) , U
µ(Y)
}∣∣
K
= ǫ [ωαµ(X) δ(X−Y) ]Xp + O(ǫ
2) (2.19)
for the functionals Uµ(Y), using the analogous relations for Jµ(Y) and relations (2.12).
From relations (2.5), (2.16) and (2.19) it is not difficult to get then also the following relations
on K: {
kαp (X) , k
β
q (Y)
}∣∣
K
= O(ǫ2) (2.20)
Using the definition (2.13) of the functionals Sα(X) and relations (2.16), (2.19), (2.20), we can
write then the following relations for their Poisson brackets on K:
{Sα(X) , Σj(Y)}|K = O(ǫ
2) ,
{
Sα(X) , Sβ(Y)
}∣∣
K
= O(ǫ2)
{Sα(X) , Uµ(Y)}|K = ǫ ω
αµ(X) δ(X−Y) + O(ǫ2)
(2.21)
It will be convenient now to choose the parameters on the family Λ in the form(
k1, . . . ,kd, p1, . . . ,pd, U
1, . . . , Um+n2+s
)
(2.22)
where Uγ ≡ 〈P γ〉, γ = 1, . . . , m + n2 + s, represent just a subset of the set U
ν , ν = 1, . . . , Q =
m(d+ 1) + n2 + s, and to consider the functionals{
S(X), Σ(X), U1(X), . . . , Um+n2+s(X)
}
as completely independent “coordinates” on K according to (2.9). Let us say that the subset {Uγ}
can be chosen in arbitrary way just to give a functionally independent system (2.22). For convenience,
we will denote now by U just a set of the functionals Uγ : U = (U1, . . . , Um+n2+s).
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Let us introduce also the “constraints” gi(θ,X) near K just putting in general form:
gi(θ,X) = ϕi(θ,X) − Φi
(
S(X)
ǫ
+ θ, SX, ΣX, U(X), Σ(X)
)
where Φi represent the right-hand part of relations (2.8). We have to note that the functionals
gi(θ,X) are not independent. Thus, the following relations for the “gradients” of gi(θ,X) can be
written on K: ∫ ∫ 2pi
0
. . .
∫ 2pi
0
δG(Z)
δϕi(θ,X)
∣∣∣∣
K
δgi(θ,X)
δϕj(θ′,Y)
∣∣∣∣
K
dmθ
(2π)m
ddX ≡ 0 (2.23)
where G(Z) represents any of the functionals Sα(Z), Σj(Z) or Uγ(Z).
Using Lemma 2.2 we can write also the relations{
gi(θ,X) , J˜[q]
}∣∣∣
K
= O(ǫ)
for any functional J˜[q] defined by (2.18) with J˜(Y) satisfying the requirements of Lemma 2.2. In
particular, for the functionals
J[q] =
∫
Jµ(Y) qµ(Y) d
dY , U[q] =
∫
Uµ(Y) qµ(Y) d
dY
with compactly supported qµ(Y), µ = 1, . . . , Q, we can write{
gi(θ,X) , J[q]
}∣∣
K
= O(ǫ) ,
{
gi(θ,X) , U[q]
}∣∣
K
= O(ǫ) (2.24)
Using the definition of the functionals Σj(X) and relations (2.21) we can write the same relations
also for the functionals Σ[p] =
∫
Σj(Y) pj(Y) d
dY , i.e.{
gi(θ,X) , Σ[p]
}∣∣
K
= O(ǫ) (2.25)
We will need now another important Lemma:
Lemma 2.3.
Let Λ be a complete regular family of m-phase solutions of system (1.7) with n2 pseudo-phases
and system (1.12) - (1.14) represent the corresponding regular Whitham system on Λ. Let system
(1.7) has the first integral I˜ of the form (2.17) such that we have
P˜t (ρ, ρx, φx, . . . ) = Q˜
1
x1 (ρ, ρx, φx, . . . ) + . . . + Q˜
d
xd (ρ, ρx, φx, . . . )
on the solutions of (1.7). Then the Whitham system (1.12) - (1.14) implies the relation
〈P˜ 〉T = 〈Q˜
1〉X1 + . . . + 〈Q˜
d〉Xd .
Proof.
Easy to see that for any time dependence of the parameters on the family Λ we can write:
〈P˜ 〉T =
∫ 2pi
0
. . .
∫ 2pi
0
(
δJ˜
δρi(θ)
∣∣∣
Λ
RiT (θ) +
δJ˜
δφj(θ)
∣∣∣
Λ
ΨjT (θ)
)
dmθ
(2π)m
+
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+ kβq T
∂J˜
∂kβq
∣∣∣
Λ
+ pjq T
∂J˜
∂pjq
∣∣∣
Λ
where the functional
J˜ =
∫ 2pi
0
. . .
∫ 2pi
0
P˜
(
ρ, kβ11 ρθβ1 , . . . , k
βd
d ρθβd , k
γ1
1 φθγ1 + p1, . . .
) dmθ
(2π)m
is defined on the space of 2π-periodic functions for any given parameters (k1, . . . ,kd), (p1, . . . ,pd).
Let us also introduce the functions
Π˜
(l1...ld)
ρ i (ρ, ρx, φx, . . . ) ≡
∂P˜ (ρ, ρx, φx, . . . )
∂ρi
l1x1...ldx
d
,
Π˜
(l1...ld)
φ j (ρ, ρx, φx, . . . ) ≡
∂P˜ (ρ, ρx, φx, . . . )
∂φj
l1x1...ldx
d
, l1, . . . ld ≥ 0
We can then write according to (1.7)
ǫ Q˜1X1 + . . . + ǫ Q˜
d
Xd ≡
∑
l1,...,ld
ǫl1+···+ld
(
Π˜
(l1...ld)
ρ i A
i
l1x1...ldx
d + Π˜
(l1...ld)
φ j B
j
l1x1...ldx
d
)
The fulfillment of conditions (1.14) permits us to introduce the functions S(X), Σ(X) and con-
sider the functions P˜ (ρ,ρx,φx, . . . ) and Q˜(ρ,ρx,φx, . . . ) on the submanifold K.
Easy to see that the operators ǫ ∂/∂Xp on the submanifold K can be naturally represented as a
sum of kαp ∂/∂θ
α and the terms proportional to ǫ. So, let us introduce on K the natural expansion
for any expression f(ρ,ρx,φx, . . . ) invariant under the action of the pseudo-phase group:
f(ρ,ρx,φx, . . . )
∣∣∣
K
=
∑
l≥0
ǫl f[l]
[
S(X)
ǫ
+ θ; k1, . . . ,kd,p1, . . . ,pd,U
]
where f[l] are smooth functions of the arguments (k1, . . . ,kd,p1, . . . ,pd,U) and their X-derivatives,
polynomial in the derivatives and having degree l in terms of the total number of differentiations of
these parameters w.r.t. X. Since the common phase shift is not important in the integration w.r.t.
θ, let us also assume below that the phase shift S(X)/ǫ is omitted in the functions f[l] after taking
all the differentiations w.r.t. X.
We can write then (summation over all the repeated indexes):
〈Q˜1〉X1 + . . . + 〈Q˜
d〉Xd =
∫ 2pi
0
. . .
∫ 2pi
0
(
Q˜1X1[1] + . . . + Q˜
d
Xd[1]
) dmθ
(2π)m
=
=
∫ 2pi
0
. . .
∫ 2pi
0
∑
l1,...,ld
(
Π˜
(l1...ld)
ρ i [0] A
i
l1X1...ldXd [1]
+ Π˜
(l1...ld)
ρ i [1] A
i
l1X1...ldXd [0]
+
+ Π˜
(l1...ld)
φ j [0] B
j
l1X1...ldX
d [1]
+ Π˜
(l1...ld)
φ j [1] B
j
l1X1...ldX
d [0]
) dmθ
(2π)m
=
=
∫ 2pi
0
. . .
∫ 2pi
0
∑
l1,...,ld
(
Π˜
(l1...ld)
ρ i [0] k
γ1
1
1 . . . k
γ1
l1
1 . . . k
γd
1
d . . . k
γd
ld
d A
i
[1] θγ
1
1 ...θ
γ1
l1 ... θ
γd
1 ...θ
γd
ld
+
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+ Π˜
(l1...ld)
φ j [0] k
γ1
1
1 . . . k
γ1
l1
1 . . . k
γd
1
d . . . k
γd
ld
d B
j
[1] θγ
1
1 ...θ
γ1
l1 ... θ
γd
1 ...θ
γd
ld
+
+ Π˜
(l1...ld)
ρ i [0]
(
ωβRiθβ
)
l1X1...ldXd [1]
+ Π˜
(l1...ld)
ρ i [1] ω
β Riθβ l1X1...ldXd [0] +
+ Π˜
(l1...ld)
φ j [0]
(
Ωj + ωβΨj
θβ
)
l1X1...ldX
d [1]
+ Π˜
(l1...ld)
φ j [1] ω
β Ψj
θβl1X1...ldX
d [0]
) dmθ
(2π)m
=
=
∫ 2pi
0
. . .
∫ 2pi
0
(
δJ˜
δρi(θ)
∣∣∣
Λ
Ai[1](θ,X) +
δJ˜
δφj(θ)
∣∣∣
Λ
Bj[1](θ,X) +
+
∑
l1,...,ld
(
ωβ
X1
Π˜
(l1...ld)
ρ i [0] l1R
i
θβ (l1−1)X1...ldXd [0]
+ ωβ
X1
Π˜
(l1...ld)
φ j [0] l1Ψ
j
θβ (l1−1)X1...ldXd [0]
+
. . . + ωβ
Xd
Π˜
(l1...ld)
ρ i [0] ldR
i
θβ l1X1...(ld−1)Xd [0]
+ ωβ
Xd
Π˜
(l1...ld)
φ j [0] ldΨ
j
θβ l1X1...(ld−1)Xd [0]
)
+
+ Ωj
X1
Π˜
(10...0)
φ j [0] + . . . + Ω
j
Xd
Π˜
(0...01)
φ j [0] +
+
∑
l1,...,ld
(
ωβ Π˜
(l1...ld)
ρ i [0] R
i
θβ l1X1...ldX
d [1] + ω
β Π˜
(l1...ld)
ρ i [1] R
i
θβ l1X1...ldX
d [0] +
+ ωβ Π˜
(l1...ld)
φ j [0] Ψ
j
θβl1X1...ldX
d [1]
+ ωβ Π˜
(l1...ld)
φ j [1] Ψ
j
θβl1X1...ldX
d [0]
)) dmθ
(2π)m
We can see that the last four terms in the expression above represent the integral of the value
ωβ ∂P˜[1]/∂θ
β and so are equal to zero. It’s not difficult to see now that the expression 〈P˜ 〉T −
〈Q˜1〉X1 − . . . − 〈Q˜
d〉Xd can be written in the form:
∫ 2pi
0
. . .
∫ 2pi
0
(
δJ˜
δρi(θ)
∣∣∣
Λ
(
RiT − A
i
[1]
)
+
δJ˜
δφj(θ)
∣∣∣
Λ
(
ΨjT − B
j
[1]
)) dmθ
(2π)m
+
+
(
kβq T − ω
β
Xq
) ∂J˜
∂kβq
∣∣∣
Λ
+
(
pjq T − Ω
j
Xq
) ∂J˜
∂pjq
∣∣∣
Λ
The last two terms of the above expression are obviously equal to zero according to relations (1.13).
As for the first term, we can see that it represents the inner product of the variation derivative of the
functional J˜ on Λ with the first ǫ-discrepancy of system (1.9) after the substitution of the main term
(1.10). Since the variation derivative of the functional J˜ on Λ represents a regular left eigen-vector
of the corresponding linear operator Lˆ[k1,...,kd,p1,...,pd,U] with zero eigen-value, we can claim that it
is given by a linear combination of the corresponding vectors κ
(q)
[k1,...,kd,p1,...,pd,U]
(θ) on the complete
regular family Λ. We can see then that the first term of the above expression is equal to zero view
relations (1.12).
Lemma 2.3 is proved.
Using Lemma 2.3 we can replace in fact the Whitham system (1.12) - (1.14) by the equivalent
system
SαT = ω
α (SX, ΣX, U) , Σ
j
T = Ω
j (SX, ΣX, U) ,
UγT = 〈Q
1γ〉X1 + . . . + 〈Q
dγ〉Xd ,
(2.26)
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γ = 1, . . . , m+ n2 + s, for the coordinates(
S(X), Σ(X), U1(X), . . . , Um+n2+s(X)
)
on the submanifold K.
Let us note also that in the case when the values
(k1, . . . ,kd, p1, . . . ,pd, U
1, . . . , Um+n2+s)
give the full set of parameters on Λ (excluding the initial phase shifts), it is not difficult to get from
Proposition 2.1 and Lemma 2.1 that the linear span of variation derivatives of the functionals Jγ ,
γ = 1, . . . , m+ n2 + s, contain all the regular left eigen-vectors κ
(q)
[k1,...,kd,p1,...,pd,U]
(θ) of the operator
Lˆ[k1,...,kd,p1,...,pd,U], corresponding to the zero eigen-value.
The question studied in this paper can in fact be formulated as follows: do the ǫ-terms of the
Poisson brackets of the functionals(
S(X), Σ(X), U1(X), . . . , Um+n2+s(X)
)
on K give a Poisson structure for the Whitham system (2.26)? It appears that this question can be
associated actually with the procedure of the Dirac restriction of the Poisson bracket on a submanifold
([28, 33, 34]). Thus, the positive answer to this question depends on the resolvability of the systems
Bˆij[0](X) βj[q]
(
S(X)
ǫ
+ θ, X
)
=
{
gi(θ, X) , J[q]
}∣∣
K[1]
,
Bˆij[0](X) αj[p]
(
S(X)
ǫ
+ θ, X
)
=
{
gi(θ, X) , Σ[p]
}∣∣
K[1]
, (2.27)
at every X, where
Bˆij[0](X) =
∑
l1,...,ld
Bij(l1...ld)
(
S(X)
ǫ
+ θ, X
)
×
× k
α1
1
1 (X) . . . k
α1
l1
1 (X) . . . k
αd
1
d (X) . . . k
αd
ld
d (X)
∂
∂θα
1
1
. . .
∂
∂θα
1
l1
. . .
∂
∂θα
d
1
. . .
∂
∂θ
αd
ld
is the Hamiltonian operator (1.18) on the family Λ, and the right-hand parts of systems (2.27) are
given by the first non-vanishing terms of the brackets of constraints with the functionals J[q], Σ[p] on
K, having the order O(ǫ) according to (2.24) - (2.25).
The resolvability of systems (2.27) obviously depends on the properties of the operator Bˆij[0](X)
on the torus Tm. Easy to see that for generic values of (k1(X), . . . ,kd(X)) the foliation leaves
defined by the set {kq(X)} are everywhere dense in T
m. However, we can see that for special values
of kq(X) the closures of orbits of the abelian group generated by the set of constant vector fields
(k1(X), . . . ,kd(X)) on T
m can define tori of lower dimensions Tk ⊂ Tm. Let us denote here by
M the subset in the space of parameters on Λ corresponding to the generic case Tk = Tm for the
corresponding values of kq. It is easy to see that the subset M has the full measure in the space of
parameters on Λ.
In general case, the operator Bˆij[0] has a finite number of “regular” eigen-vectors with zero eigen-
values, smoothly depending on the parameters on Λ. However, for special values of parameters
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the set of linearly independent eigen-vectors of Bˆij[0] with zero eigen-values can be infinite, which is
connected, in particular, with the dimension of the closures of foliation leaves defined by the set {kq}.
Easy to see that, according to our definition of the quasiperiodic function and Definition 2.2, the
vectors
v
(l)
i (θ + θ0, k1, . . . ,kd, p1, . . . ,pd, U) =
Q∑
ν=1
γlν (k1, . . . ,kd, p1, . . . ,pd, U)
δJν
δϕi(θ)
∣∣∣∣
Λ
(2.28)
l = 1, . . . , s, represent the regular eigen-vectors of the operator Bˆij[0] on Λ, corresponding to the zero
eigen-value. It is not difficult to see also that on the set M vectors (2.28) are the only linearly
independent kernel vectors of Bˆij[0] smoothly depending on θ. Thus, we can see that vectors (2.28)
give in fact the full set of the linearly independent regular kernel vectors of the operator Bˆij[0] on Λ.
Using relations (2.28) we can claim that the right-hand parts of systems (2.27) are automatically
orthogonal to the regular kernel vectors of the operator Bˆij[0](X) on Λ in the presence of a complete
Hamiltonian set of the first integrals (I1, . . . , IQ). Indeed, according to (2.23), the convolution of any
Poisson bracket {gi(θ,X) , F}|K with the variation derivatives δU
γ(Z)/δϕi(θ,X), γ = 1, . . . , m +
n2+ s, on K are identically equal to zero. It’s not difficult to get then, that for F = J[q] or F = Σ[p]
this property gives in the main order in ǫ the orthogonality of the right-hand parts of (2.27) to the
corresponding variation derivatives (2.4) at every given X. As we mentioned already, the variation
derivatives of the corresponding functionals Jγ give in fact the maximal linearly independent subset
in the space generated by (2.4), so we get actually the same property for all the vectors (2.4). From
relations (2.28) we get then the analogous property for the vectors v(l)(θ,X).
In particular, we can claim that systems (2.27) are always resolvable in the case of one-phase
regular Hamiltonian family Λ with arbitrary number of pseudo-phases. Indeed, the operators Bˆij[0](X)
represent in this case skew-symmetric operators with regular spectra, such that the nonzero eigen-
values of Bˆij[0](X) are separated from zero.
It can be noted also that in some examples the operators Bˆij[0](X) do not contain a differential part
and reduce to ultralocal operators acting separately at different points of Tm. The corresponding
systems (2.27) represent in this case pure algebraic systems and are usually trivially solvable. The
consideration of the multi-phase situation is not different then from the single-phase one in the case
of existence of the multi-phase solutions. Nevertheless, in the general case operators Bˆij[0](X) have
more complicated structure described above. As a result, systems (2.27) can be not solvable on the
space of 2π-periodic in θ functions for some “resonant” values of the parameters on Λ.
Let us formulate the Theorem which permits actually not to separate the single-phase and the
multi-phase cases in the known examples.
Theorem 2.1.
Let system (1.1) be a local Hamiltonian system generated by the functional (1.19) according to the
Hamiltonian structure (1.18). Let Λ be a regular Hamiltonian family of m-phase solutions of system
(1.1) with n2 pseudo-phases and (I
1, . . . , IQ) represent a complete Hamiltonian set of commuting
integrals (1.20) for this family, invariant under the action of the pseudo-phase group.
Let the parameter space U contain a dense set S ⊂ M where the systems (2.27) are solvable on
the space of the smooth 2π-periodic in each θα functions. Then:
24
1) The bracket{
Sα(X) , Sβ(Y)
}
= 0 ,
{
Σj(X) , Σl(Y)
}
= 0 ,
{
Sα(X) , Σl(Y)
}
= 0 ,
{Sα(X) , Uγ(Y)} = ωαγ (SX, ΣX, U(X)) δ(X−Y) ,
{Σj(X) , Uγ(Y)} = Ωjγ (SX, ΣX, U(X)) δ(X−Y) ,
{Uγ(X) , Uρ(Y)} = 〈Aγρ10...0〉 (SX, ΣX, U(X)) δX1(X−Y) + . . . +
+ 〈Aγρ0...01〉 (SX, ΣX, U(X)) δXd(X−Y) +
+ [〈Qγρ p〉 (SX, ΣX, U(X))]Xp δ(X−Y) , γ, ρ = 1, . . . , m+ s
(2.29)
obtained with the aid of the functionals (I1, . . . , IQ), satisfies the Jacobi identity.
2) The averaged Hamiltonian structure is invariant with respect to the choice of the functionals
(I1, . . . , Im+n2+s) among the set (I1, . . . , IQ) (and the choice of the set (I1, . . . , IQ)).
The proof of Theorem 2.1 coincides in detail with the proofs of Theorems 3.1 and 3.2 in [34],
given in the absence of the pseudo-phases. Let us say, that the considerations represented in [34]
can be repeated without substantial changes also in the presence of the pseudo-phases considered in
the way described above. So, let us omit here the proof of Theorem 2.1 and just make a reference to
[33, 34].
Thus, Theorem 2.1 gives us a possibility to generalize the bracket averaging procedure to the case
of the presence of the pseudo-phases.
Using Theorem 2.1, it is easy to prove that the Whitham system (2.26) is Hamiltonian with
respect to the averaged Poisson bracket (2.29) with the Hamiltonian functional
Hav =
∫
〈PH〉 (SX, ΣX, U(X)) d
dX (2.30)
Indeed, including the Hamiltonian H in the set of the functionals
(I1, . . . , Im+n2+s) it is easy to see that the functional (2.30) generates system (2.26) according to
bracket (2.29).
Finally, we consider here just a very simple example of the generalized nonlinear Shro¨dinger
equation in d ≥ 1 dimensions:
iψt = ∆ψ + V
′
(
|ψ|2
)
ψ (2.31)
Equation (2.31) is Hamiltonian with respect to the Poisson bracket{
ψ(x) , ψ¯(y)
}
= iδ(x− y) , {ψ(x) , ψ(y)} = 0 ,
{
ψ¯(x) , ψ¯(y)
}
= 0 (2.32)
with the local Hamiltonian functional
H =
∫
PH(x) d
dx =
∫ (
∇ψ∇ψ¯ − V
(
|ψ|2
))
ddx (2.33)
Bracket (2.32) has d momentum functionals
Iq =
∫
Pq(x) d
dx =
i
2
∫ (
ψ ψ¯xq − ψxq ψ¯
)
ddx (2.34)
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and the “particle number” functional
N =
∫
PN(x) d
dx =
∫
ψ ψ¯ ddx (2.35)
commuting with the Hamiltonian (2.33) and with each other. Bracket (2.32) is non-degenerate, and
in general the functionals (2.33) - (2.35) represent the full set of local integrals of system (2.31) for
any d ≥ 1.
Equation (2.31) has a natural family of “two-phase” solutions given by the product of two periodic
functions:
ψ(x, t) = ei(px+Ωt+τ0) Φ(kx + ωt+ θ0) (2.36)
where the complex-valued function Φ(θ) satisfies the equation(
Ω− p2
)
Φ + i (2pk − ω) Φθ + k
2 Φθθ + V
′
(
|Φ|2
)
Φ = 0 (2.37)
Equation (2.37) is equivalent to the system
i (2pk − ω) Φ Φ¯ + k2
(
Φθ Φ¯ − Φ Φ¯θ
)
= i A ,(
Ω− p2
)
Φ Φ¯ + k2 Φθ Φ¯θ + V
(
|Φ|2
)
= B ,
where A and B are two real constants which are fixed by the 2π-periodicity conditions for the
functions ReΦ and ImΦ. After fixing of the constant “complex phase” of the function Φ(θ), the
form of the functions Φ(θ) is parametrized by the three parameters (k2, 2pk − ω, Ω − p2) and is
the same for all d ≥ 1.
The form of the two-phase solutions ψ(x, t) depends on the 2d + 2 parameters
(k1, . . . , kd, ω, p1, . . . , pd, Ω). It is very well known that the properties of the corresponding solu-
tions depend on the form of the potential V (|ψ|2). We will consider here just the possibility of the
averaging of bracket (2.32) on the full family Λ of these solutions.
It is easy to see that system (2.31) can be represented as a system with a pseudo-phase. Indeed,
putting ψ = ρ eiφ we can represent (2.31) in the form:
ρt = 2∇ρ∇φ + ρ∆φ , φt = −
∆ρ
ρ
+ (∇φ)2 − V ′(ρ2)
The Poisson bracket (2.32) and the functionals (2.33) - (2.35) can then be written as:
{ρ(x) , φ(y)} = −
1
2ρ(x)
δ(x− y) , {ρ(x) , ρ(y)} = 0 , {φ(x) , φ(y)} = 0 (2.38)
H =
∫ (
(∇ρ)2 + ρ2 (∇φ)2 − V (ρ2)
)
ddx , Iq =
∫
ρ2 φxq d
dx , N =
∫
ρ2 ddx (2.39)
The pseudo-phase group is acting in evident way: ρ(x) → ρ(x), φ(x) → φ(x) + τ0, and it is
easy to see that the bracket (2.38) and the functionals (2.39) are invariant under the action of the
pseudo-phase group.
The corresponding solutions (2.36) can now be represented in the form (1.4) - (1.5):
ρ(x, t) = R
(
k1x
1 + · · ·+ kdx
d + ωt+ θ0, U
)
,
φ(x, t) = Ψ
(
k1x
1 + · · ·+ kdx
d + ωt+ θ0, U
)
+ p1x
1 + . . . + pdx
d + Ωt + τ0
(2.40)
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where the functions (R(θ), Ψ(θ)) satisfy the system:
ωRθ = 2k
2RθΨθ + 2kpRθ + k
2RΨθθ ,
Ω + ωΨθ = −k
2Rθθ/R + k
2Ψ2θ + 2kpΨθ + p
2 − V ′ (R2)
(2.41)
So, solutions (2.36) can be considered here as a family of one-phase solutions with one pseudo-
phase. Using relations (2.41) it is not difficult to construct the corresponding operator Lˆ[U,θ0] and to
prove that the family (2.40) represents a regular Hamiltonian family of one-phase solutions with one
pseudo-phase. It is not difficult to check also that the functionals (2.39) provide a coordinate system
on any submanifold given by the constraints p1 = const, . . . , pd = const in the space of parameters,
and that (2.39) represent a complete Hamiltonian set of commuting integrals according to Definition
2.2.
Thus, we can claim that the procedure of constructing of the averaged Poisson bracket on the
family (2.40) is well justified in our case.
For the construction of the averaged Poisson bracket we can use just two integrals from the
set (2.39). All the calculations can in fact be made in the initial coordinates ψ(x) for the bracket
(2.32). It is most convenient to take the integral N and one of the integrals Iq to construct the
multi-dimensional averaged bracket. For the Poisson brackets of the densities PN(x), Pq(x) we get
the following relations:
{PN(x), PN(y)} = 0 , {PN(x), Pq(y)} = PN(x) δxq(x− y) + PN,xq δ(x− y) ,
{Pq(x), Pq(y)} = 2Pq(x) δxq(x− y) + Pq,xq δ(x− y)
It is easy to get also the relations ωN = 0, ΩN = 1, ωq = kq = SXq , Ωq = pq = ΣXq for the
frequencies corresponding to the flows generated by the functionals N and Iq on the family Λ.
As a result, we define the averaged Poisson bracket on the space of fields
(S(X), Σ(X), U1(X), U2(X)):
{S(X) , S(Y)} = {Σ(X) , Σ(Y)} = {S(X) , Σ(Y)} = 0 ,
{S(X) , U1(Y)} = 0 , {Σ(X) , U1(Y)} = δ(X−Y) ,
{S(X) , U2(Y)} = SXq δ(X−Y) , {Σ(X) , U
2(Y)} = ΣXq δ(X−Y) ,
{U1(X) , U1(Y)} = 0 ,
{U1(X) , U2(Y)} = U1(X) δXq(X−Y) + U
1
Xq δ(X−Y) ,
{U2(X) , U2(Y)} = 2U2(X) δXq(X−Y) + U
2
Xq δ(X−Y) ,
(2.42)
where U1 ≡ 〈PN〉, U
2 ≡ 〈Pq〉.
It is not difficult to check by direct calculation that after the introduction of the action variables
Q1(X) =
(
U2(X) − ΣXq U
1(X)
) /
SXq , Q2(X) = U
1(X)
the bracket (2.42) acquires the canonical form. It is easy to check also that the action variables
represent in fact the same functionals for all the brackets (2.42) with different q = 1, . . . , d. Thus,
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all the brackets (2.42) represent in fact the same bracket in different coordinates. It can be also
checked that the averaging procedure gives also the same bracket for any other choice of the pair of
functionals from the set (2.39). The Whitham system is generated by the Hamiltonian functional
Hav =
∫
〈PH〉 d
dX ≡
∫
〈PH〉
(
SX, ΣX, U
1(X), U2(X)
)
ddX
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