The small/wide-angle X-ray scattering (SAXS/WAXS) system on the DUBBLE CRG beamline at the ESRF is used for both static and time-resolved measurements. The integrated system developed for control and data reduction deals effectively with the high rates of incoming data from the different detector systems, as well as the presentation of results for the user. To ensure that the data may be used directly by a wide range of packages, they may be recorded in a number of output formats, thus serving as a practical test bed where developing standards may be compared and contrasted. The software system implements proposals raised at the canSAS meetings to promote a limited set of standard data formats for small-angle scattering studies. The system presented can cope with a volume of results in excess of 10 Gbytes of data per experiment and shows the advantages achieved by minimizing the dependence on raw-data formats.
Introduction
Users of neutron and X-ray large-scale facilities, as well as of laboratory instruments, often encounter the tedious problem of dealing with raw and reduced data in different formats, which they analyse with program suites, often requiring yet other input ®le formats. For many users this is a consequence of performing their experiments in different centres, each employing local data formats. The problem becomes even more acute if the user is conducting timeresolved experiments or performing scanning measurements with Xray micro-beams. In these cases, the volume of data to be processed can become very large. A typical quantity of data acquired during such a single experimental session can exceed 10 Gbytes. Frustration and time-waste on reformatting data, e.g. writing one's own data format interchange and transcription programs, are often the inevitable consequences. These problems were recognized and debated at the canSAS workshop in Grenoble (Bras et al., 1998) by participants representing 22 major facilities in Europe, USA and Japan. The results were summarized in a number of requirements to make the interchange between software packages easier. The canSAS II workshop in Brookhaven (Irving, 1999) represented an attempt to bring data handling issues and especially the results of the actions arising from the previous workshop before the larger SAS community.
The data acquisition/reduction software development undertaken at the SAXS/WAXS station of the DUBBLE CRG beamline at the ESRF (Bras, 1998) was designed with the outcome of both workshops in mind. It is aimed at providing the user with a¯exible data acquisition, reduction and pre-analysis toolkit, which is capable of both reducing the toil of conversion of the collected data into the user's preferred format and streamlining the regrouped data. These data are prepared, together with the most relevant experimental parameters, ready for the entry sections of some of the most commonly used data analysis programs.
The DUBBLE beamline has been designed to perform simultaneous (fast) time-resolved SAXS and WAXS measurements. It allows the users to work with a reasonably high¯ux (1.2 Â 10 12 photons s À1 ) in the energy range 5±30 keV. High count-rate proportional wirechambers/area detectors or, alternatively, linear detectors, are used to collect SAXS data down to 1 ms per frame. A microstrip gas-chamber detector is employed for gathering WAXS data. In combined SAXS/ WAXS time-resolved experiments (Bras & Dolbnya, private communication) the number of collected frames to be processed can easily become very large, particularly when area detectors are employed. To meet the challenging requirements of beamline operation, particular care was taken in designing, implementing and testing the data acquisition software.
The data acquisition software
The DUBBLE data acquisition software consists of three main components: the data acquisition module, the on-line display module and the off-line data reduction package. A schematic layout of the beamline acquisition system is shown in Fig. 1 . One can identify three software levels in the system. The lowest layer is represented by the device drivers, which are directly coupled with the acquisition hardware. The second layer consists of the device servers, which enable the communication between the device drivers and the high-level software. The control software runs on a VME crate under the operating system OS9. The third (or user) level consists of an application interface (API) written in the high-level language IDL (Version 5.0, Research Systems, Inc., Boulder, Colorado, USA) which provides at the same time a graphical front panel to the user for the purposes of experiment control and a driving mechanism for the detector hardware. In addition, the operating-system level of the software provides simple migration of existing data collections via a disk server from the local beamline workstation disk to the mass storage disks of the ESRF central computer facility. Fig. 2 shows the data acquisition front panel, which presently runs on HP-UX workstations. It combines dials, switches, graphics, etc., called from pull-down menus, and provides an interface for interactive operation. The dialogue windows allow the entry of different detector types with no need for the user to change the experimentalparameter log ®le manually. The time-frame generator module, which is software controlled and is essential for time-resolved experiments, plays a central role in the whole data acquisition architecture. The synchronization of data collection is ensured since both the SAXS and the WAXS detector share this module, irrespectively of the detector type. The start of counting of the WAXS detector is triggered by a signal sent from the SAXS detector hardware. An editor for data collection in spreadsheet mode allows the user to set the time-frame operations, de®ning a set of dead and live frame pairs within a measurement cycle, and for all cycles needed in an experimental run. The detector control system uses the TACO protocol (Goetz et al., 1996) for communication between the device servers and the graphical user interface. In order to run the on-line visualization software under the UNIX operating system, a BIT3 fast data link has been introduced between the VME crate and the beamline control workstation. This con®guration provides a higher degree of stability and reliability than if the visualization software were to run only under the OS9 operating system.
There were several reasons for adopting a commercial package, IDL, as a solution for our user-level software system. Products like IDL provide standardized software modules to perform many of the tasks that normally need to be coded explicitly, as well as an attractive and user-friendly development kit. Via the online data link, users can view one-dimensional and two-dimensional data (images) in snapshot or live mode, as a series of images in a cyclic way, and perform graphical manipulations on them, including zooming, slicing, changing colour maps, etc. Hence software development overheads were considerably reduced and future extensibility simpli®ed. Furthermore, this can be adapted for individual needs with little specialized computer knowledge.
The data reduction software and the problem of data formats
The data reduction part is to pre-process the acquired data in order to cast them into an analysable form. Various types of interactive operations on SAXS two-dimensional raw data are accessible to the user, starting from the graphical user interface (GUI) shown in Fig. 3 . The pre-processing toolkit contains standard data reduction facilities, such as calibration, background subtraction, extraction of part images, calculation of radial and angular intensity distributions for any selected angular segment, masking out of unphysical intensity values, linear combinations of images, etc. Using the GUI, a set of operations can be applied to whole sequences of selected data frames. A single button launches a script-driven background process to perform the reduction.
From the start of the development project, the aim was to satisfy the wide needs of the users by offering a number of export data formats. The data analysis structure at DUBBLE is illustrated in Fig.  4 . Raw data are produced in OTOKO/BSL format by the data acquisition system. At the data reduction stage, the user has the choice of using the OTOKO/BSL program suite (http://srs.dl.ac.uk/ ncd/computing/manual.otoko.html; http://srs.dl.ac.uk/ncd/computing/ manual.bsl.html) or, alternatively, the ESRF reduction routines (SAXS, a package for Small Angle X-ray Scattering, http:// www.esrf.fr/computing/scienti®c/index.html) or the PSI (Paul Scherrer Institute) NeXus browser (Neutron and X-ray Data Format, http://lns00.psi.ch/NeXus and http://www.neutron.gov/NeXus) along with the data treatment package LAMP (http://www.ill.fr/Yellow-Book/D20/DataTreatment/manual/front.htm). The resulting data formats are EDF (http://www.esrf.fr/computing/scienti®c/index.html), OTOKO/BSL and NeXus. In the last phase, the user would like to perform some in-depth analysis of his data. For this purpose, an easy link to the executable modules of two model-®tting programs, PDH (Glatter, 1977) and GNOM (Svergun, 1993) is established in the DUBBLE software via button clicking. Data are converted automatically into the entry format required by PDH or into the sasCIF format (Malfois & Svergun, 2000) , which can be read in by GNOM and additionally into the ILL ®le format. This format is commonly used at ILL, Grenoble .
Data formats
The multi-detectors typically deliver data as frames. The OTOKO/ BSL format offers an ef®cient method for storing these multiple data frames, with a minimum of overheads, and allows the graphical procedures to treat incoming and stored data in a similar fashion and to display sections and angular scans. The details of the experiment are maintained in the experiment log ®le as text. Writing and accessing some more complex raw data formats can, at present, only be achieved with lower data acquisition rates. Table 1 shows some of the characteristics of the input and output data formats available on DUBBLE, such availability enabling complementary measurements to be merged together. It also illustrates the need for provision of platform-portable browsers when data are stored in complex structures. If data are permanently archived, then often the user will return to the raw data. The resultant data treatment sequences are thus complicated by having to adapt them to the different raw-data formats employed. The practical impossibility of conserving a permanent archive for the DUBBLE beamline has thus led to some simpli®cation of data treatment procedures by requiring data pre-processing into accepted standards.
Where program suites like IDL can have extended functionality with the inclusion of additional data access libraries, these must be implemented for each hardware platform. IDL and an increasing number of commercial packages do have HDF (Hierarchical Data Format) libraries included as standard, but are unlikely to offer direct interfaces for the other complex raw data ®le formats described here.
The treated data are the ®nal data that the user will wish to take away. Often it is possible to reduce the ®nal volume of data by regrouping the counted events and by selecting only instrument parameters relevant to the measurements. It is generally desirable to propagate and save the statistical errors with regrouped data.
All the above formats are portable, extensible,¯exible and selfdescribing, but, more importantly, constitute a base for exchanging data information between user groups. The ASCII-based formats have typically a section including instrument parameters, followed by a multi-column table of scattering vectors, intensities and, possibly, statistical errors and scattering-vector errors. Sometimes these data are simply extracted into spreadsheet software for simple analysis and comparison.
The IDL NeXus application program interface to read/write NeXus ®les, the Fortran programs to prepare and read sasCIF ®les, and the ESRF reduction C routines have been included in the graphical environment of our software. Owing to the modularity of the software design, it will be straightforward, at a later stage, to add conversion routines for new data formats.
Stratagems for data exploitation ± canSAS requirements
The canSAS workshops held in Grenoble and Brookhaven provided a forum for discussion of data formats of SANS and SAXS data. The SAS community there present appraised the problems encountered by a considerable number of user groups and especially those of large-scale facilities in exchanging huge amounts of data (tens of Gbytes or more). These problems mainly lie in the differences in raw data ®le formats provided by the various data acquisition software systems. In addition, regrouped data are frequently stored in different formats. It was recognized that in order to obviate this problem, a standardization of the data format output/input (universal format) of data acquisition and data analysis software would be highly desirable. An attempt in this direction was made by establishing a dictionary of relevant SAS items describing instruments, samples and data, and in particular a minimum set of indispensable parameters without introducing much redundancy with regard to the purposes of the individual users and operators. The need to promote a limited set of acceptable standards for data export, with appropriate interchange utilities, was recognized. The most complete method for describing one-dimensional SAXS data to date, namely the draft sasCIF format, arose following the canSAS meeting. Extending the formalism of the core CIF (Crystallographic Information File of the International Union of Crystallography) and using dictionary extensions appropriate to SAS experiments, instrument parameters in name±value pairs and sets of data can be placed in a text ®le, providing a complete description of a measurement. This sets a starting point for establishing a dictionary, which could be shared by all self-describing SAS data.
For multi-dimensional self-described data (including large timeresolved data sets, etc.), NeXus offers promise as an interchange format, and, at a number of sites, is already being adopted, especially for raw data. New facilities were thereby encouraged to support one or both of these formats, NeXus and sasCIF. Practical use will help re®ne these format speci®cations. As long as no universal format exists, code developers are strongly encouraged to write conversion tools to which scientists can adapt their own routines.
The data acquisition and data reduction system described in this work was developed with the intention of resolving, at least in part, the issues raised above. At the canSAS II workshop, one of the authors volunteered to make the DUBBLE beamline available as a test bed for the implementation and support of NeXus and sasCIF utility programs, as well as to provide translation routines for the already existing SAS data formats.
At the same time, it was also clear that some manual timeconsuming steps had to be eliminated in the data piping mechanism towards results elaborated by data ®tting tools. In the light of this and of the features described in the previous sections, one can say that the primary goals of the authors' software development have been achieved.
Conclusions and future consolidation
There is now considerable momentum to work towards a simple onedimensional ASCII ®le standard, to satisfy the simplest needs of experimenters. Final rati®cation of the draft sasCIF standard will provide a permanent archival method for a growing class of experiments. There are clear attractions for storing multi-dimensional data in more complex ®le structures, like NeXus; this would allow data browsers to be used to the full potential of the HDF format, for example, in automatically assigning scales to the multi-component multi-dimensional data. There remain basic needs for establishing dictionaries of parameter names which are commonly accepted.
The present variety of programming environments (languages and commercial packages) is an impediment in the path of achieving a standardized treatment package, and no general consensus has been reached up to now to converge on any one technology. The available analysis programs could constitute a basis for establishing a joint software development project. The community could fund a programming effort to develop and maintain code, improve interoperability and create a consistent interface to the program set, with a Web site containing codes and documentation. It is felt that the joint effort of all institutions in this respect will be a necessary step towards better ef®ciency in user data treatment.
The facilities provided by the data acquisition/reduction software described here are a ®rst pragmatic attempt to alleviate the data processing and management problems besetting users of scienti®c institutions with SAS/WAS instruments.
A progress report of the DUBBLE software development activities will be presented at the next canSAS workshop to be held prior to the next international SAS conference.
Program availability
The program is implemented in IDL on an HP 9000/715 running HP-UX 10.20. Versions running under other UNIX systems (Solaris, IRIX, Linux) are available, as well as an extension module for XOP (X-ray oriented programs, http://www.esrf.fr/computing/scienti®c/ xop). XOP is distributed free of charge to research institutes and non-pro®t organizations and is well tested. Now that this new module is available, we are encouraging experimenters to use this license-free run-time version of the software on their home systems; initial reports indicate no problems have been encountered with Linux systems.
