This article is devoted to the Friedrichs inequality, where the domain is periodically perforated along the boundary. It is assumed that the functions satisfy homogeneous Neumann boundary conditions on the outer boundary and that they vanish on the perforation. In particular, it is proved that the best constant in the inequality converges to the best constant in a Friedrichs-type inequality as the size of the perforation goes to zero much faster than the period of perforation. The limit Friedrichs-type inequality is valid for functions in the Sobolev space H 1 .
Introduction
This article deals with Friedrichs-type inequalities for functions defined on domains which have a periodic perforation along the boundary. The size, shape and distribution of the perforation are described by a small parameter. It is assumed that the perforation is "rare", i.e., the size of the local perforation is much smaller than the period of perforation. Moreover, we consider the case where the functions satisfy a homogeneous Neumann condition on the part of the boundary corresponding to the domain without perforation and vanish on the perforation. The questions we are interested in are; how does the best constant in the Friedrichs-type inequality depend on the small parameter and what happens in the limit case where the parameter tends to zero? In particular, we will prove that the best constant converges to the best constant in a different type of Friedrichs inequality. The limit inequality is valid for all functions in the Sobolev space H 1 .
Similar questions, with different types of microheterogeneities in a neighborhood of the boundary, were studied in [1] [2] [3] [4] [5] . In [1] (see also [2] ), domains with a periodical perforation along the boundary were considered and the precise asymptotics of the best constant in a Friedrichs-type inequality was established. It was assumed that the size of perforation and the period were of the same order. Two different cases with non-periodical perforation were considered in [4, 5] . The convergence of the constant, as the size of perforation tends to zero, to the constant in the limit inequality was proved. In [3] , a Friedrichs-type inequality was proved for functions vanishing on small periodically alternating pieces of the boundary. The length of the pieces where the functions vanish was assumed to be of the same order as the length of the period. In particular, the precise asymptotics of the best constant, with respect to the small parameter describing the heterogeneous boundary condition, was derived.
Preliminaries and statement of the problem
Let Ω ⊂ ℝ 2 be a bounded domain such that the boundary, ∂Ω, is Lipschitz continuous.
Suppose that coordinates (x 1 , x 2 ) are used in Ω. Introduce local coordinates (s, t) in a small neighborhood of ∂Ω in the following way: choose the origin O ∂Ω and a point P(s, t) in a neighborhood of ∂Ω. Then, t is the distance from P to the boundary and s is the counter clock-wise length of the boundary from O to the point P 1 (s, t), where P 1 is the point for which t = |PP 1 | (see Figure 1) . Consider a semi-strip B = {ξ ℝ 2 : 0 <ξ 1 < 1, ξ 2 > 0} and a closed set T μ ⊂ B depending on a small parameter μ (0, 1] which characterizes the size and the shape of the perforation (see Figure 2) . We study the case when T μ is shrinking in a uniform way as μ goes to zero. Moreover, we assume that T μ is uniformly bounded with respect to μ, i.e., there exists r ℝ, r > 0 such that T μ ⊂ {ξ ℝ Let T 1 μ be 1-periodic extension of T μ with respect to ξ 1 and T ε μ is the image of T 1 μ under the mapping s = εξ 1 , t = εξ 2 , where ε is a small parameter,
Define the domain ε = \T ε μ (see Figure 2) . Further, we assume that μ = μ(ε) and that
Hence, ε > 0 is a parameter which describes both the size of the perforation and the length of the period.
Consider the following spectral problem:
Here ν denotes the unit outward normal to Ω. The limit problem for (2) depends on how fast the size of the perforation goes to zero relative the length of the period. It was proved in [6] (see also [7] ) that if the perforation is "rare", i.e., the size of the local perforation goes to zero much faster than the period of perforation, then the limit problem for (2) is the Robin boundary value problem
:
where 0 <p < ∞. The precise meaning of that the perforation is rare is given in (14) later on. The faster the size of the local perforation goes to zero the smaller p will be. There is a critical speed which gives that p is equal to zero, see [6, 7] . In such situations the limit problem is of Neumann type. The limit problem is of Dirichlet type (p = ∞) when the size of the local perforation does not go to zero "fast enough" relative the period of perforation.
According to the general theory of elliptic operators, there exist countable sets {λ k ε } and {λ k 0 } of eigenvalues of (2) and (3) which satisfy
Using the same arguments as in [4] , it follows that λ 1 ε > 0. This together with the variational formulation of the smallest eigenvalue of (2) lead to the following Friedrichs-type inequality for functions u H 1 (Ω) which vanish on T ε μ :
where K ε is the best constant and is given by
In the case with p = ∞ (Dirichlet boundary conditions in the limit problem) the smallest eigenvalue λ 1 0 for the limit problem is related to the best constant in the Friedrichs inequality for functions in H 1 0 ( ). Indeed, via the variational formulation of λ 1 0 we have that
where the best constant is given by A geometrical proof of that K ε K 0 was presented in [4] for the case p = ∞. The goal of this article is to answer the following questions, in the case 0 <p < ∞: (1) Is there a Friedrichs-type inequality related to the limit Robin boundary value problem? (2) If the answer on the first questions is yes, how is then K ε related to the best constant, K 0 , in this Friedrichs-type inequality. We will see that there is such a Friedrichstype inequality and we present a result describing the asymptotic relation between K ε and K 0 . Moreover, as a result of our analysis we also obtain the convergence of the eigenvalues, λ k ε → λ k 0 , for the case 0 <p < ∞.
The main results
The following Friedrichs-type inequality holds for functions in H 1 (Ω):
Proposition 1 There exists a constant K 0 > 0 such that
for any u H 1 (Ω). Moreover, the best constant is K 0 = 1/λ 1 0 , where λ 1 0 is the smallest eigenvalue in the limit problem (3).
Proof. The variational formulation of the smallest eigenvalue of the limit problem (3) is
For details, see paragraph 2.5 in [8] . From this, it is clear that the inequality (7) holds. It also follows that the best constant is 1/λ 1 0 . Let us define the following set of functions:
Note that solutions of the limit problem (3) belong to W. We remark that an inequality of the form (6) cannot be valid for functions in W. Indeed, Proposition 2 There is no C > 0 such that the inequality
holds for all functions in W. Proof. We prove the statement by a counter example. Let
Define the function u m such that u m = m + p on K m and u m = m on ∂Ω. It is possible to construct a smooth transition from K m to ∂Ω such that ∂u m /∂ν + pu m = 0 on ∂Ω and
in Ω\K m for some constant k. Note that ∇u m = 0 on K m and that |Ω\K m |~1/m (m eans asymptotically equal to). We get that
We will now consider how to estimate the difference between the best constants, K 0 and K ε , in the inequalities (7) and (4) . First, observe that by Proposition 1 and (5) we have that
To estimate |1/λ 1 ε − 1/λ 1 0 | we will use the ideas in the general method for estimating the difference between eigenvalues and eigenvectors of two operators defined on different spaces, which was introduced by Oleinik et al. [9] , see also [10] .
For the readers convenience, we review the main ideas in the method mentioned above. Indeed, let H ε and H 0 be separable Hilbert spaces with the inner products 
The sequence of operators A ε is uniformly compact in the following sense: if we take a sequence {f ε }, where f ε H ε , such that sup ε ||f ε || H ε < +∞, then there exist a subsequence {f ε k } and vector w 0 V such that
Let us also introduce the spectral problems for operators A ε , A 0 :
where δ lm is the Kronecker symbol, the eigenvalues μ k ε , μ k 0 are repeated according to their multiplicities. The following lemma holds true (see [9, Chapter III]).
Lemma 3 Suppose that the conditions C1-C4 are valid. Then, there is a sequence {β k ε }such that β k ε → 0 as ε → 0, 0 < β k ε < μ k 0 and the following estimate: 
where Σ: = ∂B ∩ {ξ 2 = 0} (see Figure 2) . Moreover, we define the number p as
In fact, the number p corresponds to the ratio between measure of small set T μ and the length of period, i.e., it describes how much of the Dirichlet condition per cell of periodicity we have.
We will now prove the following estimate for |K ε -K 0 |: Theorem 4 Let K ε and K 0 be the constants in (4) and (7). If 0 <p < ∞ is defined by (14), then there exists a constant C, independent of ε, such that
Proof. By (9) we will have an estimate of |K ε -K 0 | if we have an estimate of |1/λ 1 ε − 1/λ 1 0 |. In order to obtain such an estimate we will use the result in Lemma 3. Indeed, we introduce two auxiliary problems:
and the corresponding limit problem
where f L 2 (Ω) and p satisfies (14). The fact that (17) is the limit problem for (16) for any f was established in [6] . More precisely, it was proved that if u ε H 1 (Ω ε ) and u 0 H 1 (Ω) are weak solutions of (16) and (17), then u ε ⇀ u 0 weakly in H 1 (Ω) as ε 0 which implies the convergence
Note that here and from now on, u ε is assumed to be defined in whole Ω and vanishing on T ε μ . Let us now prove the following estimates for the solutions of (16) and (17):
and
where k 1 and k 2 are independent of ε. First, we recall that using the technique developed in [4] (see also [5] ), one can prove the following Friedrichs-type inequality for functions w belonging to H 1 (Ω) and vanishing on T ε μ :
where K does not depend on ε. In particular, the inequality (21) implies that the solution of (16) satisfies the estimate
By choosing u ε as the test function in the weak formulation of (16), we have
Using the Hölder inequality and (22), we obtain that 
Suppose that the contradiction holds: i.e., that for any m there exists w m H 1 (Ω)\{0} such that
By the inequalities (7) and (25), we have that
From (25) and (26), it follows that v m 0 in H 1 (Ω), which contradicts to (24).
Thus, the estimate (23) is proved. Choosing u 0 as a test function in the weak formulation of (17) leads to the identity
By applying (23) to u 0 , using (27) and the Cauchy-Schwarz inequality, we get that
which is estimate (20) with k 2 = 1/M. To estimate |1/λ 1 ε − 1/λ 1 0 | we will now use the method, which was described above, for estimating the difference between eigenvalues. Indeed, define the spaces
2 (Ω) and the restriction operator R ε : H 0 H ε . Define the operators A ε and A 0 in the following way: A ε f = u ε and A 0 f = u 0 , where u ε and u 0 are the weak solutions of problems (16) and (17), respectively. Let us verify the conditions C1-C4.
The condition C1 is valid with c = 1. Indeed, take f V. Then,
as ε 0 due to the fact that measure of T ε μ → 0 as ε 0. Let us verify the condition C2. First, we prove that the operator A ε is self-adjoint. Let f and g be functions in L 2 (Ω ε ) and define u ε = A ε f and v ε = A ε g. If we chose v ε as test function in the weak formulation of (16) with f in the right-hand side and u ε as a test function in the case when the right-hand side is g, then we obtain that
Hence,
Now, we prove the operator A 0 is self-adjoint. Define u 0 = A 0 f and v 0 = A 0 g, where f, g L 2 (Ω). According to the weak formulation of (17), we find that
That the operator A ε is positive follows from
. Similarly, we obtain that A 0 is positive. Indeed, the weak formulation of (17) gives
Next, we show that A ε and A 0 are compact operators. Let {f n } be a bounded sequence in L 2 (Ω ε ). Then, estimate (19) implies that there exists a constant c such that
Hence, there exist a subsequence of {u ε, n } andũ ε ∈ H 1 ( ε ) such that u ε,n k ũ ε weakly in H 1 (Ω ε ) and thus strongly in L 2 (Ω ε ) which exactly means that A ε is compact. 
as ε 0. Let us verify that the condition C4 is satisfied. Consider a sequence {f ε }, where
due to (19). The Rellich imbedding theorem implies that the sequence {A ε f ε } is compact in L 2 (Ω). Thus, there exists a subsequence {ε k } and w 0 L
(Ω) such that
From this, we deduce that
Hence, all the conditions C1-C4 are valid. Let l ε be an eigenvalue of the -Δ operator with the boundary conditions given in (16) and v ε the corresponding eigenvector. In this notation, we have that -Δv ε = l ε v ε and thus A ε (l ε v ε ) = v ε . From this, it is evident that A ε v ε = (1/l ε )v ε . From this, it follows (10)). In the same way, we can deduce that μ k 0 = 1/λ k 0 . Using the estimate (12), we have 
Remark 6
The result established in Theorem 4 is valid for a wide class of domains with perforation along the boundary. It is possible to estimate the difference |K ε -K 0 | more precisely in some partial cases. For some particular cases, it is in fact possible to construct an asymptotic expansion for K ε with respect to ε as ε 0 via the method of matching of asymptotic expansion (see, e.g., [11] ).
We end this work by giving an example where the result in Theorem 4 is applicable. Example 7 Consider a semi-strip B = {ξ ℝ 2 : 0 <ξ 1 < 1, ξ 2 > 0} and a bounded domain T ⊂ B with smooth boundary ∂T. Let T μ = {ξ ∈ B : μ −1 (ξ − ξ 0 ) ∈T, ξ 0 ∈ B}, μ ∈ (0, 1]. For this case, the following estimate was derived in [6] for sufficiently small μ <μ 0 , μ 0 (0, 1]:
Let us choose μ(ε) = e -A/ε , where A > 0. Then, ln μ(ε) = -A/ε. In this case, the estimate (34) leads to
Hence, h μ(ε) /ε 2π/A = p. By (15) and (35), we have that
It can be observed that if μ(ε) = ε a , a > 0, then (34) gives that h μ(ε) /ε ∞. This means that the perforation is vanishing too slow in order to have Robin boundary conditions in the limit problems (3) and (17). Remark 8 The result obtained in this article can be generalized to higher dimensional domain. The crucial step is to prove the estimate similar to (31). This is a good future research problem.
