Abstract. We compute the expected degree of a randomly chosen element in a basis of weight vectors in the Demazure module Vw(Λ) of sl2. We obtain en passant a new proof of Sanderson's dimension formula for these Demazure modules.
Introduction
The traditional way to study the dimensions of weight spaces of a given representation is by means of their generating function, the character. While the character comprehends all weight multiplicities, it may be difficult to extract meaningful information from it. For example, the characters of irreducible representations of semisimple Lie algebras are explicitly given by Weyl's character formula. But to estimate weight multiplicities in representations with a large highest weight, more meaningful information can possibly be obtained from the fact that for N → ∞ the weight distribution of V (N λ) converges weakly to an absolutely continuous measure with piecewise polynomial density. This fact is commonly not deduced from Weyl's character formula but by symplectic geometry [DH82] . Similarly, given the character of a representation, one can immediately write down the character of its tensor powers T N (V ), namely ch T N (V ) = (ch V ) N . To extract meaningful information, one could interpret this probabilistically as a convolution product of measures, saying that weights in tensor powers are distributed like sums of independent random variables, identically distributed according to the weight distribution of V . Then, by the central limit theorem and careful analysis, one can derive statistical information and estimates of weight multiplicities in high tensor powers [TZ04] .
In this article, we take a probabilistic point of view on weight multiplicities in Demazure modules of the affine Lie algebra g of type A
(1)
1 . As g is of rank 2, its weight distributions are discrete measures on the plane. Some examples are shown in Figure 1 . If we think of g as sl 2 , the extended loop algebra of sl 2 , natural coordinates on this plane are the the eigenvalue for 1 0 0 −1 ∈ sl 2 , the finite weight, and the eigenvalue for a scaling element, the degree. This suggests to start the analysis with the description of the marginal distributions corresponding to the finite weight and the degree.
The distribution of the finite weight is explicitly known. Namely, the finite weight is distributed like a sum of independent random variables, all but one distributed identically [San96b] . This fact has received much attention subsequently and has been generalized considerably [KMOU98, FL06] . Strangely, the other marginal distribution, the distribution of the degree, seems to have escaped attention so far. Some examples are shown in Figure 2 and 3. Note that, even though the pictures suggest that the central limit theorem holds, the degree is not distributed like the sum of independent random variables. The lack of attention is especially astonishing as in the case of irreducible highest weight representations the degree distribution yields Macdonald's identities for Dedekind's η-function [Kac90, §12.2]. The purpose of this article is to determine the expected value of the degree distribution in the case of a Demazure module of sl 2 (Theorem 4.1). Even though we prefer a probabilistic language, our result can equivalently be stated as follows: Let ch V be the character of a Demazure module for sl 2 . We compute the Taylor expansion at 0 of the basic specialization of ch V up to order 1.
We calculate the expected degree by induction on the number of Demazure operators in Demazure's character formula. The natural coordinates to do this are not the finite weight and the degree, but coordinates dual to the simple roots of g. The actual induction follows a snake-like pattern (Figure 4 and 5). Our strategy dictates that we must express the expected degree of a weight in a given Demazure module in terms of statistical information about the weight distribution of the previous Demazure module. It turns out that this involves not only the expected value, but also a second moment (Lemma 3.6). For this reason, we cannot apply an induction argument at this point. By what appears to be a coincidence to us, the necessary second moment can be expressed purely in terms of the variance of the finite weight. This variance is known by [San96b] , thereby yielding a recurrence relation and consequently an explicit formula.
The horizontal axis corresponds to the finite weight, the vertical axis to the degree. Light gray corresponds to the weight multiplicity 1, black to the maximal occurring weight multiplicity in a given Demazure module.
Notation and conventions
Let sl 2 be the affine Kac-Moody algebra corresponding to the extended Dynkin diagram of sl 2 . Note that this can be realized as the extended loop algebra of sl 2 and in that spirit letb ⊃ĥ be the Borel and Cartan subalgebra in sl 2 corresponding to their a priori fixed counterparts in sl 2 . Denote by α 0 and α 1 the simple roots and by α ∨ 0 , α ∨ 1 the simple coroots. Let s 0 , s 1 be the simple reflections and W aff = s 0 , s 1 the Weyl group. For w ∈ W aff and a dominant integral weight Λ = mΛ 0 + nΛ 1 denote the associated Demazure module by V w (Λ). All weights occuring in V w (Λ) are elements of the lattice Γ = Λ + Zα 0 + Zα 1 ⊂ĥ * . We usually make dependencies on the Weyl group element w explicit in the notation, while dependencies on the highest weight Λ remain implicit. Demazure's character formula allows the computation of the character of V w (Λ) by an iterated application of certain operators on the monomial e Λ , as follows. We introduce the convention that −1 i=0 a i = 0 and k i=0 a i = −a −1 − · · · − a k+1 for k < −1. Note that this is natural in the sense that Gauss's summation formula
extends to all k ∈ Z, operator D j associated with a simple reflection s j acts on monomials e λ as
For an arbitrary Weyl group element w ∈ W aff we choose a reduced de-
Demazure's character formula now states that the character of V w (Λ) can be computed as ch Vw(Λ) = D w e Λ . Let Meas c (Γ) denote the set of measures with finite support on the lattice Γ. Affiliated with the Demazure module V w (Λ) is its weight distribution
We abbreviate the corresponding weight distribution by µ N,j = µ w N,j for j ∈ {0, 1}. The space Meas C c (Γ) of complex measures with finite support on Γ is isomorphic to the complex vector space generated by {e λ : λ ∈ Γ} by the isomorphism δ λ → e λ . The Demazure operators act on the latter hence via this isomorphism on the former by
for j ∈ {0, 1} and λ ∈ Γ. Demazure's character formula now becomes
Recall that the expected value of a function f : Γ → R with respect to a nonzero measure
, and the variance of f is Var µ (f ) = Cov µ (f, f ).
Lemmata
For this section we fix a dominant integral weight Λ = mΛ 0 + nΛ 1 , and the lattice Γ = Λ + Zα 0 + Zα 1 . Define coordinates a, b on Γ such that
We start by gathering information about the operation of the Demazure operators associated with simple reflections on measures in Meas c (Γ).
1 Of course, we have to assume that D0µ(Γ) = 0 and D1µ(Γ) = 0, respectively, which we silently do here and in future similar situations. 
, and
Proof. Let µ = λ∈Γ p λ δ λ . Then
The computation is analogous for
By setting k = 0 in Lemma 3.2 we obtain:
Corollary 3.3. Let µ ∈ Meas c (Γ). Then, the total mass of D 0 µ and D 1 µ is given by
and
Resolving those equations for the weight distribution µ w we derive the following dimension formulas for the Demazure module V w (Λ).
Corollary 3.4. Let N ≥ 0. Then the following dimension formulas hold:
Proof. We restrict to the Weyl group elements starting in s 0 , for the argumentation in the other case is similar. For N = 0 one has µ 0,0 (Γ) = δ Λ (Γ) = 1, and if N = 1, then
We proceed by induction on N ≥ 2.
The second equation follows from Corollary 3. If we consider two consecutive applications of Demazure operators associated with simple reflections, Lemma 3.2 for k = 1 can be stated as follows.
Lemma 3.6. Let µ ∈ Meas c (Γ). Then we have the following equations:
Proof. We prove the first assertion, the second being analogous. From Lemma 3.2 we obtain E
2 by Lemma 3.1, the second factor of the right-hand side is
Note that Lemma 3.6 is not a recurrence relation for the expected degree, as covariances of the previous distribution are involved.
Lemma 3.7. Let µ ∈ Meas c (Γ). Then
Proof. Let us first treat Cov
and with µ = λ∈Γ p λ δ λ we have
For the last equation see Lemma 3.1. The same argument shows that Cov D 1 µ (a, a − b) = 0. The remaining claims follow from the bilinearity of the covariance. To be precise,
The computation of Cov D 1 µ (b, a − b) is essentially the same.
The variances appearing in Lemma 3.7 can be computed via Sanderson's formula [San96b, Th. 1] for the real character of the Demazure module V w (Λ). 
Proof. We only compute µ N,0 , the computation for µ N,1 being analogous. Let q be a variable. For k ≥ 0 we define the q-integer . Hence
Combining Lemma 3.6, Lemma 3.7, and Lemma 3.8, we finally obtain recurrence relations.
Lemma 3.9 (Recurrence relation). Let N ≥ 2. Then the following recurrence relations hold:
Proof. The equations follow directly by replacing the covariance in Lemma 3.6 with the variance as computed in Lemma 3.7. Subsequently, substitute this variance by its value as computed in Lemma 3.8. Depending on the parity of N one has to keep track during this procedure of the leftmost simple reflection in the Weyl group element w N,j defining the measure µ N,j = µ w N,j .
Main theorems and conclusions
Theorem 4.1 (Expected degree). Let Λ = mΛ 0 +nΛ 1 be a dominant integral weight and N ≥ 1. Choose a basis of weight vectors in the Demazure modules V w N,0 (Λ) and V w N,1 (Λ). Then the expected degrees of a randomly chosen basis element are given by the following formulas, respectively. summand of (4.1). The third summand is the initial value of the recursion,
2 . The proof of (4.2) is similar. Here we deduce
for even N ≥ 2, and
for odd N ≥ 2 from (3.5) and (3.6), respectively. From Lemma 3.1 we get
by periodic application -again in this order -of (4.7), (4.9), (4.8), and (4.10), as illustrated in Figure 5 . The first summand of (4.2) collects the contributions of the applications of (4.7) and (4.8). The second summand collects both the initial value and the contributions of the applications of (4.9) and (4.10).
We compute the maximal occurring degree in a given Demazure module for comparison with the expected degree.
Lemma 4.2. Let Λ = mΛ 0 + nΛ 1 be a dominant integral weight and N ≥ 0. The highest degree of a weight is
Proof. By an easy induction on even N , one proves that the coefficients of
(m + 2i(m + n)) and x − y = − From Theorem 4.1 we can immediately derive asymptotic statements when the parameters N, m or n become large. Let us first treat the case when the length of the Weyl group element, that is N , tends to infinity. Corollary 4.3. Let Λ = mΛ 0 + nΛ 1 be a dominant integral weight and j ∈ {0, 1}. Then the limit ratio of the expected and maximal degree in V w N,j (Λ), as N tends to infinity, is given by
.
Similar asymptotic statements hold with respect to the coefficients of the fundamental weights Λ 0 , Λ 1 , i.e. m and n, respectively. Corollary 4.4. Let N ≥ 1 and j ∈ {0, 1}. Then the limit ratios of the expected and maximal degree in V w N,j (mΛ 0 + nΛ 1 ), as m or n tend to infinity, are given by 
Proof. Both claims can be derived from Lemma 4.2 and we will demonstrate this in the case of the Demazure module V (σs 0 ) N (Λ). Note that (σs 0 ) N = w N,0 if N is even, and equals w N,1 σ when N is odd, and σ(Λ) = nΛ 0 + mΛ 1 . By Lemma 4.2 the maximal degree of a weight in V w N,0 (Λ) is N/2 m + (m + n)( N/2 −1) N/2 , and is equal to N/2 (n+2m)+(m+n)( N/2 −1) N/2 in V w N,1 (σ(Λ)). The formula claimed above for V (σs 0 ) N (Λ) unifies those case considerations.
As expected, for the Demazure modules V (σs 0 ) N (Λ) and V (σs 1 ) N (Λ) one obtains the same limit ratio for large N as in Corollary 4.3. But the limit ratios with respect to the coefficients of the fundamental weights Λ 0 and Λ 1 are slightly different.
Corollary 4.7. Let N ≥ 1 and j ∈ {0, 1}. Then the limit ratios of the expected and maximal degree in V (σs j ) N (mΛ 0 + nΛ 1 ), as m or n tend to infinity, are given by (n → ∞, m fixed).
Further questions
The first natural question which comes to mind is, what is so special about sl 2 ? Based on [San96b, Th. 1, (1.2)] one is immediately tempted to include type A (2) 2 in the considerations presented here. But it is not clear to us how to adapt the covariance-variance reduction (Lemma 3.6 and Lemma 3.7) to this case.
In higher rank examples we only know the distribution of the finite weight for specific elements of the Weyl group by [FL06] . Hence we would have to restrict our attention to sequences consisting only of those elements to be able to develop a recurrence relation. Even in those cases one runs into similar problems as for type A (2) 2 when trying to adapt the covariance-variance reduction.
Another potential continuation of the present discussion would be to compute the variance of the degree distribution. For example, one can readily express the variance of the degree in terms of statistical information of the previous weight distribution. This involves a third moment which would have to be expressed in terms of the distribution of the finite weight. A more ambitious question is, does the degree distribution with a reasonable scaling converge for large N ?
