Abstract-This paper presents a hybrid framework of feature extraction and hidden Markov modeling (HMM) for two-dimensional pattern recognition. Importantly, we explore a new discriminative training criterion to assure model compactness and discriminability. This criterion is derived from the hypothesis test theory via maximizing the confidence of accepting the hypothesis that observations are from target HMM states rather than competing HMM states. Accordingly, we develop the maximum confidence hidden Markov modeling (MC-HMM) for face recognition. Under this framework, we merge a transformation matrix to extract discriminative facial features. The closed-form solutions to continuous-density HMM parameters are formulated. Attractively, the hybrid MC-HMM parameters are estimated under the same criterion and converged through the expectation-maximization procedure. From the experiments on the FERET database and GTFD, we find that the proposed method obtains robust segmentation in the presence of different facial expressions, orientations, and so forth. In comparison with the maximum likelihood and minimum classification error HMMs, the proposed MC-HMM achieves higher recognition accuracies with lower feature dimensions.
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INTRODUCTION
T WO-DIMENSIONAL pattern classification plays a crucial role in real-world applications. To build high-performance surveillance or information security systems, face recognition has been known as the key application attracting enormous researchers highlighting on related topics. Traditionally, template-matching methods using eigenface by principal component analysis (PCA) and fisherface by linear discriminant analysis (LDA) are popular for face recognition [2] . PCA serves as a feature extraction approach where a transformation matrix is estimated by maximizing the total scatter of transformed features. LDA estimates the transformation matrix through maximizing the ratio of between-class scatter to within-class scatter [11] , [12] . Discriminative features are extracted for template matching using the nearest neighbor classification rule [10] . In contrast to template-matching methods, the statistical paradigm based on the hidden Markov model (HMM) has been powerful for many pattern recognition applications including speech recognition [32] , information retrieval [25] , optical character recognition [30] , and face recognition [27] , [33] . Generally, HMM is effective in representing a timeseries signal such as speech data where time alignment is a critical concern. It can be also extended to align a 2D image signal with spatial variations, for example, facial expressions, orientations, with/without eyeglasses and beard, and so forth [33] . Statistical decision rules could be employed for face recognition.
In the literature, Samaria and Young [33] used raw pixel values as observation data for modeling HMM states. Each state contained useful statistics characterizing a block of spatial information. However, pixel values were sensitive to environmental variations and noises. The dimension of observation pixels was too high to implement real-time face recognition. We should extract the facial features prior to building HMMs. In [19] , [28] , the discrete cosine transform acted as feature extraction for HMM modeling. The extracted coefficients represented low-frequency energy in subimage data. However, using the same cosine basis vectors, it is difficult to represent subimages in different facial areas. Nefian and Hayes III [27] applied the Karhunen-Loeve transform where the basis vectors were estimated via the eigenanalysis of the total scatter matrix. The estimated basis vectors were fitted to the training data. Kim et al. [18] exploited the second-order block-specific feature vectors derived through PCA processing of the original, as well as residual, face images. Also, the waveletface features were extracted so as to throw away redundant noise information in the high-frequency band [7] . Sequences of these feature vectors were obtained to train HMM parameters [4] , [18] , [27] .
On the other hand, the object image could be blocked in a sequence of subimages and characterized by a one-dimensional (1D) state sequence similar to applying 1D HMM for the recognition of a time-series speech signal. More practically, 2D HMM was motivated to model vertical and horizontal features using a matrix of HMM states [22] . Each state was allowed to flexibly skip to neighboring states in the vertical, horizontal, or diagonal directions. The computation complexity grew rapidly when the number of states increased. To alleviate the computation overhead, the pseudo 2D HMM [21] , the embedded HMM [27] , [28] , and the low-complexity HMM [29] were presented for face recognition. HMM parameters were estimated via the maximum likelihood (ML) criterion where the likelihood of the extracted features was maximized.
Previously, the processes of feature extraction and statistical modeling were individually performed from different aspects. Model discriminability was not assured. In this paper, we are concerned with two issues in establishing HMMs for 2D object recognition. The first issue involves a hybrid process of feature extraction and model estimation. We merge the two processes under the same objective function. Second, we develop a new discriminative training criterion derived by a statistical hypothesis test theory. By maximizing the confidence toward accepting the hypothesis that subimages are from the target HMM state against the competing HMM states, the maximum confidence (MC) criterion is exploited for discriminative training. This algorithm is realized by the expectation-maximization (EM) algorithm [9] and essentially distinct from the discriminative estimation using the minimum classification error (MCE) [16] , [17] and minimum mutual information (MMI) [1] , [3] criteria, which were presented for speech recognition. Recently, the support vector machine principle was merged to build a large margin HMM [15] , where margin was expressed by the difference of the discriminant functions between the target and competing models. HMM parameters using these approaches were estimated via a gradientdescent algorithm. In this study, we simultaneously estimate the transformation matrix and HMM parameters through pulling out the log-likelihood difference between the target model and candidate models. The discriminative transformation is performed to obtain salient features. A new Viterbi decoding is implemented to align features into the corresponding HMM states. Discriminative feature extraction and HMM training are accomplished by the same optimization procedure. Consistently, we use the MC as the classification rule in the test session. In the face recognition experiments, we show the superiority of the proposed MC-HMM to ML and MCE-based HMMs.
In the next section, we will survey the discriminative training algorithm and its application to feature extraction. The HMM topology for face recognition is illustrated. In Section 3, we derive the MC criterion for joint feature extraction and face modeling. The EM algorithm is formulated for estimation of MC-HMM parameters. Section 4 reports experimental evaluation on face recognition. The convergence property and computation time using MC-HMM estimation are investigated. Finally, the conclusions drawn from this study are summarized in Section 5.
DISCRIMINATIVE TRAINING FOR 2D PATTERN CLASSIFICATION
We are developing discriminative feature extraction and HMM. The MCE algorithm [16] , [17] is introduced. We also survey discriminative feature extraction [13] , [35] and describe HMM [18] , [28] for face recognition.
Minimum Classification Error Training
Minimum classification error (MCE) training aims to estimate model distributions fP ðX Ã c j Þ; c ¼ 1; Á Á Á ; Cg in a fashion that classification errors of training data X ¼ fX 1 ; Á Á Á ; X T g are minimized. The confusion between target model Ã c and competing model " Ã c can be alleviated. The trained models Ã ¼ fÃ 1 ; Á Á Á ; Ã C g should be general for the classification of the test data. This paradigm is different from the ML training only concerning the goodness of fit of the training data to target distributions. MCE was originated from the Bayes decision theory [10] via performing a three-step procedure. Using log likelihood as discriminant function gðX; Ã c Þ ¼ log P ðX Ã c j Þ, the first step was to calculate the misclassification measure dðX; Ã c Þ¼ÀgðX;
where was a tuning parameter in antidiscriminant function GðX; " Ã c Þ determined from C À 1 nontarget models. Second, we determined the smoothed zero-one loss function as lðX; Ã c Þ ¼ ½1 þ expðÀdðX; Ã c ÞÞ À1 with ! 1. The third step was done through minimizing the expected loss or Bayes risk
1ðÁÞ was the indicator function. The solution to this optimization was obtained by a gradient descent algorithm
where i was the iteration index, and " was the learning rate. MCE has been developed for speech recognition [16] , [17] and handwritten character recognition [14] . When switching from a classification (multiclass) problem to a verification (binary class) problem, MCE training was extended to minimum verification error (MVE) training so that type-I and type-II errors were minimized to achieve discriminative utterance verification [34] .
Discriminative Feature Extraction
In 2D pattern recognition, LDA was known as a discriminative feature extraction where a transformation matrix W was estimated by maximizing Fisher's ratio criterion
where S b and S w were between-class and within-class scatter matrices, respectively. LDA extracted the most discriminative features by W T LDA x [2] . The solution to the LDA method was obtained by finding the eigenvectors of S À1 w S b [12] . In [24] , the PCA-plus-LDA method was exploited to tackle the singularity of S w [6] . No statistical classification rule was available for this nonparametric approach. Also, the MCE criterion was feasible to extract discriminative features through a transformation matrix producing the minimum expected loss [13] W MCE ¼ arg min
which was realized by an iterative learning procedure. In [35] , a feature transformation matrix was calculated by MCE optimization of the objective function expressed as Fisher's ratio criterion. This approach was combined with the transformation of the Gaussian parameters for speech recognition. In this study, we highlight on the discriminative feature extraction and HMM for face recognition. Subsequently, we address the HMM representation of a facial image. where ! q nm l nm , q nm l nm , and AE q nm l nm are the mixture weight, mean vector, and covariance matrix of embedded state q nm and mixture component l nm , respectively. The structural HMM parameters are constructed with the constraints for probability parameters,
P Nn;mþ1 ¼1 a q nm q n;mþ1 ¼ 1, and P N l lnm¼1 ! q nm l nm , ¼ 1. In [27] , [28] , ML training of embedded HMM parameters was developed for face recognition. With the trained parameters ¼ fÅ v ; A v ; Å h ; A h ; B h g, the most likely class of a test image X t is decided according to the likelihood function given the optimal sequences fŝ n ;q nm ;l nm g of superstates, embedded states, and mixture components. The decision objective is approximated by
Different from a fully connected 2D HMM, the model complexity using an embedded HMM is reduced because the skip between embedded states in different superstates is prohibited.
MAXIMUM CONFIDENCE HIDDEN MARKOV MODEL
Maximum Confidence Criterion
In this study, we strive toward simultaneously estimating feature transformation W and HMM parameters through maximizing the confidence of accepting the hypothesis that observation vectors X are from target HMM Gaussians rather than competing HMM Gaussians [23] . The features and HMM parameters are estimated for discriminative face recognition. To build a new objective function, we set up a null hypothesis and an alternative hypothesis as follows: H 0 : observation data X are from target HMM Gaussians. H 1 : observation data X are not from target HMM Gaussians.
According to the Neyman-Pearson Lemma, the optimal solution is obtained by a likelihood ratio test
given likelihood functions P ðX H 0 j Þ and P ðX H 1 j Þ. The null hypothesis is accepted if the LR is greater than threshold , which is determined by setting a significance level for the distribution of test statistics of LR. The higher the LR measured, the stronger the confidence X belongs to target HMM states. In [8] , the MC criterion was applied to select reliable parameters for unsupervised speaker adaptation. Here, we perform facial modeling through optimizing the accumulated LR of target models to competing models or equivalently maximizing the confidence of fitting X closer to target parameters Ã and farther from competing parameters " Ã. We are minimizing the confusion of the estimated HMM parameters. This problem is also viewed as verifying the correctness of data alignment to the corresponding HMM states. We align a facial image into segments of forehead, eyes, nose, mouth, and chin. A reliable state alignment is desirable to estimate compact model parameters. The MC criterion is established for discriminative feature extraction and HMM using the log-likelihood ratio
where class-dependent model parameters contain the feature transformation matrix and HMM parameters Ã ¼ fW; g.
Hybrid Feature Extraction and HMM Modeling
Considering D-dimensional observation vector x tnm , we perform feature extraction W AE qnmlnm gg from a sequence of frames X ¼ fx tnm g. To resolve the incomplete data problem in MC parameter estimation, the EM algorithm [9] is applied. In expectation step, we take an expectation of confidence measure over HMM states and mixture components 
where N g is the total number of Gaussians. Parameters Ã and Ã 0 are the current estimate and new estimate, respectively. In this study, we incorporate a discriminative factor 0 < < 1 to alleviate the influence of competing models in MC estimation. For each block x tnm , the likelihood function of competing models is determined from N g À 1 Gaussians. In the maximization step, we maximize the auxiliary function QðÃ 0 jÃÞ with respect to new estimate Ã 0 to find MC-HMM parameters. The estimation of initial state probabilities and transition probabilities fÅ v ; A v ; Å h ; A h g is the same as that by ML training [27] , [28] . We are concerned with finding solutions to the transformation matrix, mixture weights, HMM mean vectors, and covariance matrices. The model parameters can be simplified to Ã ¼ fW; B h ¼ f! qnmlnm ; qnmlnm ; AE qnmlnm gg. Considering the Gaussian parameters with reduced rank [20] , we expand the auxiliary function QðÃ 0 jÃÞ to 
However, we cannot find a closed-form solution to new estimate W 0 . The gradient-descent procedure is employed to find the optimal solution
where " is the learning rate, and the gradient is computed by 
MC-HMM Viterbi Algorithm and Implementation Procedure
Referring to ML-HMM [27] , [32] , we introduce a doubly Viterbi segmentation to obtain optimal state and mixture component sequences fŝ n ;q nm ;l nm g for MC-HMM. There are two stages in the MC-HMM Viterbi algorithm. In the first stage, we perform 1D Viterbi decoding in the horizontal direction for feature vectors at each row fx tn1 ; Á Á Á ; x tnM g using HMM parameters fÅ h ; A h ; B h g of superstate s n . This operation is done individually for all rows n ¼ 1; Á Á Á ; N and superstates s n ¼ 1; Á Á Á ; N s . For each block x tnm matching with s n , we determine the best confidence score along a single path h ðq nm Þ ¼ max qn1;ÁÁÁ;qn;mÀ1 LLRðx tn1 ; Á Á Á ; x tnm ; q n1 ; Á Á Á ; q n;mÀ1 ; q nm Ã j Þ; ð17Þ which accounts for the first m feature vectors and ends in the embedded state q nm . We also record the best emitting stateq n;mÀ1 from backtracking variables h ðq nm Þ that maximizes the confidence score criterion. By induction, we have h ðq nm Þ ¼ max 1 qn;mÀ1 Nq h ðq n;mÀ1 Þ Á a q n;mÀ1 q nm Á LLRðx tnm ; q nm Ã j Þ; ð18Þ h ðq nm Þ ¼ arg max 1 qn;mÀ1 Nq h ðq n;mÀ1 Þ Á a q n;mÀ1 q nm :
In this way, we recursively find h ðq nm Þ and h ðq nm Þ for m ¼ 1; Á Á Á ; M. In the termination, we obtain the best confidence scores h ðq nM Þ in different rows n ¼ 1; Á Á Á ; N. Using these scores, the second stage is to perform 1D Viterbi decoding in the vertical direction. Similar to (18) and (19), we compute the best score v ðs n Þ and identify the best emitting superstate v ðs n Þ at n ¼ 1; Á Á Á ; N. Eventually, we perform backtracking in the vertical directionŝ n ¼ v ðŝ nþ1 Þ at n ¼ N À 1; N À 2; Á Á Á ; 1 to retrieve the optimal superstatesŝ n and, subsequently, perform backtracking in the horizontal directionq nm ¼ h ðq n;mþ1 Þ for m ¼ M À 1; M À 2; Á Á Á ; 1 to retrieve the optimal embedded statesq nm . The MC-HMM Viterbi algorithm is completed. The implementation of segmental MC-HMM estimation is shown in Fig. 2 . We start from a uniform segmentation using the initial features of training images. The initial HMM parameters are estimated. Blocks of input images are realigned into superstates and embedded states through the MC-HMM Viterbi algorithm. Having optimal sequences fŝ n ;q nm ;l nm g, we calculate MC-HMM parameters B 
Classification Rule and Relation to Other Methods
We have presented the MC estimation of transformed features and HMM parameters. Consistently, we apply the same MC objective to build a classification rule. Namely, the most likely class of test image Y ¼ fy nm g is searched with the highest confidence score
When matching Y with a class model Ã c ¼ fW; Å v ; A v ; Å h ; A h ; B h g, the confidence score can be approximated using the optimal sequences fŝ n ;q nm ;l nm g obtained by the Viterbi algorithm 
This MC classification rule is different from the rules in [16] , [17] , [27] , [28] . In general, MC-HMM adopts the same HMM topology as ML-HMM [27] , [28] . The differences between ML-HMM and MC-HMM come from the objective, as well as the joint processing of feature transformation and HMM estimation. Although MC-HMM and MVE [34] concern the same MC criterion for discriminative training, MVE tackles the verification problem, whereas MC-HMM resolves the classification problem. The LLR function in MC-HMM is similar to the misverification measure in MVE. Also, MC-HMM and MCE-HMM [16] , [17] deal with the same classification problem. MCE-HMM applies gradient decent algorithm to estimate HMM parameters. State alignment is fixed and pretended to be true during the iterative procedure. Modeling performance shall be limited if state alignment is not suitable. MC-HMM parameters are derived using the EM algorithm with closed-form solutions to HMM parameters. State alignment is continuously updated during EM iterations. Different from the MCE-HMM for speech recognition, the MC-HMM here is developed for face recognition.
EXPERIMENTS
Experimental Setup and Implementation
In the experiments, we carried out ML-HMM [27] , [28] , MCE-HMM [16] , [17] , and MC-HMM for facial modeling and classification. ML-HMM was referred as the baseline system. The Face Recognition Technology (FERET) database [31] and Georgia Tech Face Database (GTFD) [5] , [26] (http://www.face-rec.org/databases) were used. In the FERET database, we selected 153 persons with a total of 1,154 images and evaluated the effect of different numbers of classes from C ¼ 20 to C ¼ 153. For each person, three strict frontal images were used for training, and the remaining images with different facial variations were used for recognition. Also, the GTFD contained 750 images from 50 persons ðC ¼ 50Þ. We randomly selected five images for training and the other 10 images for recognition [5] , [26] . The FERET database and GTFD covered strong facial variations, which were feasible to investigate model robustness. All images were manually cropped to the size of 92 Â 104. Each gray-level image was blocked in a left-right and top-down manner using a 6 Â 6 sliding window ðD ¼ 36Þ with onepixel frame shift. Feature dimension d and discriminative factor in the MC criterion were varied for comparison. We reported recognition accuracy (in percent) averaged over test images in all classes.
In the implementation of ML-HMM and MC-HMM, we fixed 20 EM iterations in parameter estimation. Using MCE-HMM, we performed 10 iterations with the initial HMM parameters and state alignment obtained by ML-HMM. We implemented the MCE algorithm with control parameters ¼ 1, ¼ 0:1 and " ¼ 0:01. In MC-HMM, a small learning rate " with sufficient iterations was used in the estimation of class-dependent transformation matrix W . Without loss of generality, we initialized W through LDA. The embedded state was viewed as a class index to calculate scatter matrices. Feature transformation matrix W d was associated with the first d eigenvalues. Starting from an initial transformation matrix, we could estimate feature transformation W d to build low-dimensional HMMs. In HMM implementation, the embedded state had one mixture component with a full HMM covariance matrix.
Evaluation of the Convergence Property and Facial Segmentation
First of all, we evaluate the performance of facial modeling using MC-HMM in two perspectives: convergence of parameter estimation and segmentation of facial images. The FERET database is used. In the evaluation of the convergence property, we illustrate the relation between LLR and EM iteration. LLR is averaged over all HMM states. No feature transformation is done in this experiment, that is, d ¼ 36. This evaluation is conducted under different discriminative factors , which are related to by ¼ Á ðN g À 1Þ. Specially, the case of ¼ 0 means that the competing hypothesis is neglected in the training procedure, which is equivalent to realize ML-HMM. In Fig. 3 , a larger produces a higher LLR. LLR oscillates in preceding EM iterations if larger discriminative factors, for example, ¼ 0:2 and ¼ 0:01, are applied. The MC criterion holds the convergence property when a sufficiently small is considered, for example, ¼ 5 Â 10 À3 , ¼ 10 À4 , and ¼ 0. Such a result coincides with the property illustrated in Appendix B, that is, a sufficiently small or should be specified to assure the increase of the auxiliary function during the EM procedure. Hereafter, we fix ¼ 10
Also, we compare the segmentation of facial images using ML-HMM and MC-HMM through Viterbi state alignment. The MC-HMM with feature dimension reduction to d ¼ 16 is considered. FERET test images are investigated. Typically, the HMM state represents spatial characteristics in the image data. State alignment shall be matching facial features if HMM parameters are well trained. In Fig. 4 , the horizontal lines show the boundaries of superstates. Within a superstate segment, white dots denote the alignment of block data into embedded states. Obviously, state alignment using MC-HMM is much better than that using ML-HMM. The MC-HMM with a reduced feature dimension obtains quite good alignment in characterizing not only the vertical facial segments via superstates but also the horizontal tiny textures via embedded states. MC-HMM matches a face image with target HMM states against competing states. We can align image blocks into the best states with the highest confidence. Such discriminative training is superior to ML training where only the data fitting to the target model is concerned in state alignment. Using discriminative models, classification performance should be desirable for the test data.
Classification Performance Using the FERET Database
To evaluate 2D pattern classification performance, we carry out ML-HMM, MCE-HMM, and MC-HMM for face recognition. Generally, facial variations in FERET test images are considerable. Using strict frontal images as training data, we are evaluating the robustness of trained models in the presence of different facial poses and expressions. We compare recognition accuracies (in per In addition to ML-HMM and MC-HMM, we examine the performance of MCE-HMM, which is known as a popular discriminative training algorithm. We also carry out MC-HMM with d ¼ 36. For a comparative study, non-HMM methods using eigenface and fisherface [2] are implemented. The cases of C ¼ 50 and C ¼ 100 are investigated. As displayed in Fig. 6 , HMM methods are significantly better than non-HMM methods. MCE-HMM and MC-HMM do outperform ML-HMM. MC-HMM achieves the best classification performance. These results show the superiority of HMM modeling to eigenface and fisherface. It is effective to develop discriminative models through optimizing the confidence of accepting data coming from target states rather than competing states. For the case of C ¼ 50, ML-HMM obtained a recognition accuracy of 89 percent, which is improved to 92.4 percent using MCE-HMM and 94.4 percent using MC-HMM with d ¼ 16. When MC-HMM with d ¼ 36 is implemented, we achieve an accuracy as high as 95.6 percent. Eigenface and fisherface only attain accuracies of 80 percent and 81.3 percent, respectively. Nevertheless, HMM methods suffer from computation overhead. Such overhead is proportional to the dimension of HMM parameters. It is crucial to perform feature extraction prior to HMM modeling. In Figs. 7 and 8, we report training and recognition times (in seconds) of eigenface/fisherface and MC-HMM with varying feature dimensions. Computation times are measured per class on a personal computer with a Pentium IV 2.4 GHz CPU and 1 GB of RAM. We find that MCE-HMM and MC-HMM involve intensive training time compared to ML-HMM. Recognition time is comparable for different HMMs. We do reduce computation times by feature transformation. For example, the recognition cost of MC-HMM is greatly reduced from 1.67 seconds with no feature extraction ðd ¼ 36Þ to 0.43 seconds with feature extraction ðd ¼ 16Þ. Basically, the processing time is dominated by the cost of calculating the likelihood score, which is highly dependent on the feature dimension. Relatively, the computation of feature extraction is not obvious. This reveals the importance of feature dimension reduction for HMM modeling. Definitely, eigenface and fisherface are realized with comparable and quite low training and recognition times.
Classification Performance Using GTFD Database
Next, we examine the recognition performance of HMM methods over GTFD. The effect of feature extraction is investigated. In Fig. 9 , we compare the recognition accuracies of template-based algorithms using eigenface (68 percent) [28] and fisherface (70.2 percent) [5] and model-based algorithms using ML-HMM, MCE-HMM, and MC-HMM. 
CONCLUSION
We have presented the MC-HMM framework for 2D pattern classification. 
This differentiation is determined because the target mean 0 q nm l nm in (11) appears in not only the likelihoods of the aligned observations fx tnm t ðq nm ; l nm Þ ¼ 1 for all t; n; mg but also those of the other observations fx tnm t ð" q nm ; " l nm Þ ¼ 0; ð" q nm ; " l nm Þ 6 ¼ ðq nm ; l nm Þ for all t; n; mg. The second term in (22) denotes the differential due to the likelihoods from the competing observations. By setting (22) to zero, we obtain a new estimate of the HMM mean vector in (12) . Similarly, we calculate differential @QðAE 0 qnmlnm AE q nm l nm Þ= @AE 0 qnmlnm and derive a new HMM covariance matrix in (13) . However, the estimation of probability parameter ! 0 q nm l nm is 
APPENDIX B PARAMETER CONVERGENCE IN MC-HMM ESTIMATION
To illustrate the convergence of MC-HMM estimation, we carefully rewrite MC criterion LLRðX Ã 
In (27) , the first term must be nonpositive using the inequality log x x À 1 X s;q;l P ðs; q; l X; Ã j Þ log P ðs; q; l X; Ã 0 j Þ P ðs; q; l X; Ã j Þ X s;q;l P ðs; q; l X; Ã j Þ P ðs; q; l X; Ã 
If the discriminative rate in the second term is sufficiently small, we can guarantee the decrease of HðÃ 0 Ã j Þ during EM iterations. EM convergence in MC-HMM estimation is illustrated.
