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1. CURRICULUM VITAE 
Name: 
Address: 
Date of birth: 
Marital Status: 







Married, with two children. 
1. 1 General Statement of Career 
I obtained my engineering training with a company manufacturing 
large steam turbine and alternating equipment for the 
electrical power supply industry. My higher education was 
gained at Durham and Birmingham Universities. I was awarded the 
degree of B.Sc. from the former in 1955. From the latter, I 
received the degrees of M.Sc. in 1958 and Ph.D. in 1961. I am 
a corporate member of both the Institution of Mechanical 
Engineers and the Instititution of Electrical Engineers. 
I spent two further periods working in industry, one of 3 years 
as a control engineer with Bristol Siddeley Engines, Coventry, 
and the other for a period of 2 years as a Senior Scientific 
Officer at the Admiralty Underwater Weapons Establishment, 
Portland. 
For the last 27 years, I have been a Lecturer, then Senior 
Lecturer at Leeds University, teaching control engineering and 
engineering dynamics to final year honours students reading for 
undergraduate degrees in Mechanical Engineering, and Control 
Engineering. 
Chief among my terms of reference, on being appointed to the 
department, was to create an undergraduate course in Control 
Engineering. This course ran successfully for some 10 years. 
In consequence control engineering is no~ an established 
component in the honours degree courses given in both 
Departments of Mechanical Engineering and Electronic and 
Electrical Engineering. 
I organized and made a major contribution to 24 short courses 
in control engineering. Each course was of five days duration 
and most of the participants, totalling over 500, came from 
industry or the armed forces. The course material varied from 
year to year, ranging from elementary to advanced levels. 
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My research interest, until recently, has been in the fields of 
modelling and control. In this period I have supervised 25 
postgraduate students, 21 were awarded Ph.D. degrees, 2 M.Phil 
degrees and 2 M.Sc. degrees. 
In the same period, I was active in a number of industrial and 
research projects. The principal of these were:-
l. Head Wrightson Ltd (1973-1976) 
I acted as a consultant to this firm advising on sinter plant 
control. The design problem was large inherent transportation 
delays in moving the raw feed stock to the mixing drum and from 
the drum to the strand for sintering. 
2. S.E.R.C. Grant B/RG/44672 (1973-78) 
The attitude control problem of a three axis flexible satellite 
was identified. A control design procedure was proposed to 
improve satellite pointing accuracy. 
3. S.E.R.C. Grant GR/A/51204 (1978-80) 
An optical attitude measurement system was proposed for 
incorporation into a satellite control system. This 
measurement scheme was designed to minimize the effects of 
gyroscope drift and random torque variations caused by 
environment noise. 
4. S.E.R.C. Grant GR/B/41049 (1980-84) 
A Teaching Company, of which I was leader, was formed between a 
local company and the University, to improve the company's 
manufacturing efficiency, product quality and to provide an 
industrial environment for a training in research. 
5. S.E.R.C. Grant 88501763 (1988-1991) 
To develop a machine vision system for robotic assembly, a 
linked project (CASE) was undertaken with the Ford Motor 
Company, Dagenham. 
The published results from these projects are included in the 
publications listed. 
I was external examiner for the Bachelor of Science course in 
Mechanical Engineering, at Sheffield City Polytechnic from 1979 to 
1984. From 1985, I have been external examiner of the Open 
University course (T394) in Control Engineering. I have been 
external examiner for a number of Ph.D. candidates from other 
Universities and internal examiner for a number within my own 
department. I have also acted as an examiner for mature applicants 
for membership of the Institution of Mechanical Engineers. 
2 
My contribution to University administration has been a period on 
the Board of the Faculty of Engineering (6 years), a member of 
Senate (3 years) and the Academic Staff Committee (2 years). I have 
also been a member of a number of appointing committees for academic 
staff. 
1. 2 Current Commitments 
My principal commitments are:-
a) Teaching 
I lecture to first year students in Pascal programming and to 
third year students in Control and Machine Vision. The latter 
two courses, which I created and developed are popular with 
students. I supervise laboratory periods in computing, 
measurement and engineering applications. 
b) Research 
Together with a colleague, Dr R.M. Baul, I currently supervise 
10 postgraduate students, 9 registered for the degree Ph.D. and 
1 for an M.Sc. All the projects are in the area of 
manufacturing. 
c) Administration 
I was appointed Admissions Tutor for the Department of 
Mechanical Engineering in September, 1989, and elected to the 
University Committee on Promotion and Progression in May, 1988. 
1. 3 Prizes of the Institution of Mechanical Engineers. 
1. William Sweet Smith Prize, 1988, for the paper:-
Knowledge representation database for the development of a 
fixture design expert system [60]. 
2. Joseph Whitworth Prlze, 1989, for the paper:-
Experimental evaluation of 'shape from shading' for engineering 
component profile measurement [65]. 
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1.4 List of Publications 
KEY * Postgraduate student 
"' Research Engineer 
I . The Application of Analogue Computer Techniques to the Design 
of Aero-Engine Control Systems. Saville, H. and Gill, K.F. 
Brit. I.R.E. Convention on Electronics in Automation 1957, 
p. 1-15. 
2. Influence of Exhaust Induction Systems on Air Consumption of a 
Two-Stroke Oil Engine. Wright, E.H. and Gill, K.F. The 
Engineer, Vol. 216, No. 5618, 1963, p. 501-506. 
3. Theoretical Analysis of the Exhaust System of an Oil Engine. 
Wright, E.H. and Gill, K.F. The Engineer, Vol. 218, 
No. 5666, 1964, p. 311-319. 
4. Analysis of a Gas Turbine Fuel System. Schwarzenbach, J. 
and Gill, K.F. The Engineer, Vol. 219, No. 5688, 1965, 
p. 209-218. 
5. Heat Transfer through a Piston by Electrical Analogy. 
Coney, J.E.R. and Gill, K.F. The Engineer, Vol. 221, 
No. 5753, 1966, p. 643-646. 
6. Theoretical Analysis of the unsteady gas flow in the exhaust 
system of an engine. Wright, E.H. and Gill, K.F. J. Mech. 
Eng. Sci., Vol. 8, No. 1, 1966, p. 70-90. 
7. Dynamic Characteristics of a Hydrostatic Thrust Bearing. 
Schwarzenbach, J. and Gill, K.F. The Engineer, Vol. 222, 
No. 5770, 1966, p. 309-312. 
8. Determination of Root Loci. Gill, K.F. and Walker, P.H. The 
Engineer, Vol. 223, No. 5801, 1967, p. 479-481. 
9. Stability Analysis for the Practical Engineer. Gill, K.F., 
Schwarzenbach, J. and *Harland, G.E. The Engineer, 
Vol. 224, No. 5822, 1967, P. 247-254. 
10. Design of an optimum relay - type governor for a gas-turbine 
engine. Gill, K.F. and Schwarzenbach, J. Control, Vol. 12, 
No. 118, 1968, p. 322-327. 
11. A theoretical look at the use of functional non-linearities in 
a gas turbine control system. Part 1. Gill, K. F. and 
Schwarzenbach, J. Control, Vol. 10, No. 99, 1966, 
p. 465-468. 
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12. A theoretical look at the use of functional non-linearities in 
a gas turbine control system. Part 1 . Gill, K. F. and 
Schwarzenbach, J. Control, Vol. 10, No. 100, 1966, 
p. 531-535. 
13. Design Analysis of Model Reference Adaptive Control Systems 
Applied to a Gas-turbine Aircraft Engine. Gill, K.F., 
Schwarzenbach, J. and *Harland, G.E. Proc. I.E. E., Vol. 115, 
No. 3, March 1968, p. 460:-466. 
14. Pseudo-random signal testing applied to a Diesel engine. 
*Harland, G., *Panko, M., Gill, K.F. and Schwarzenbach, J. 
Control, February 1969, p. 137-140. 
15. Automatic Control of Pulsating Air Flow. Gill, K.F., 
Imrie, B.W., and *Harland, G.E. A Symposium on the 
Measurement of Pulsating flow, April 1970, University of 
Surrey. Organised by the Institute of Measurement and 
Control, p. 77-85. 
16. A Study into the use of p.r.b.s. pressure disturbances to 
measure sonic velocity in a two phase flow system. 
Gill, K.F. and *Reed, E.W. Proceedings I.M.E. 1972. 
Vol. 186, 39172, p. 449-455. 
17. Theoretical design of an adaptive controller for an internal 
combustion engine. Gill, K.F., *Harland, G.E., and 
Schwarzenbach, J. Control and Instrumentation. 
October 1972, p.50-53. 
18. A practical investigation into the validity of the electrical 
analogy used to represent the dynamic characteristics of a 
pipe restriction. *Ali, M.A., *Reed, E.W., Gill, K.F. and 
Imrie, B.W. International Symposium on Measurement and 
Process Identification by Correlation and Spectral 
Techniques, Bradford Univ., Jan. 1973. Published by 
Institution of Measurement and Control. 
19. Measurement by correlation of small amplitude pressure wave 
propagation velocity in a gas-solids flow. *Reed, E.W., 
Mobbs, F.R. and Gill, K.F. International Symposium on 
Measurement and Process Identification by Correlation and 
Spectral Techniques, Bradford Univ., Jan. 1973. Published 
by Institution of Measurement and Control. 
20. Design of model reference adaptive control for an I. C. engine. 
*Harland, G.E., and Gill, K.F. Measurement and Control. 
Vol. 6, April 1973, p. 167-173. 
21. A Guide for the practising engineer into the use of correlation 
techniques. *Reed, E.W. and Gill, K.F. Journal of Royal 
Electrical and Mechanical Engineers. No. 23, April 1973, p. 
11-13. 
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22. An experimental technique for minimizing resonance within a 
ducted fluid .. *Reed, E.W. and Gill, K.F. J.M.E.S. 
Vol. 15, No. 2, April 1973, p. 95-101. 
23. A correlation method for measuring reflection coefficients of 
sharp edged orifices for small amplitude pressure waves. 
*Ali, M.A., *Reed, E.W., and Gill, K.F. J.M.E.S. Vol. 15, 
No. 5, October 1973, p. 321-325. 
24. An investigation of non-reflecting end conditions within a duct 
using pseudo random pressure pulses. *Reed, E.W., *Ali, 
M.A. and Gill, K. F. Journal of Sound and Vibration ( 1974) 
33(4), p. 391-397. 
25. Effects of flexibility on a momentum stabilized communication 
satellite attitude control system. *Gething, J.M. 
"'Holt, J.A. *Smart, D.R., and Gill, K.F. Proc. I.E.E. Vol 
120, No. 5, May 1973, p. 613-619. 
26. Pseudo random pressure pulses used to determine the shape of 
reflected waves from an opening. *Reed, E. W., *Ali, M.A., 
and Gill, K.F. Measurement and Control. Vol. 7, No. 1, 
January 1974, p. 31-34. 
27. Pseudo-random binary-sequence pressure-pulse testing in the 
study of flow behaviour. *Reed, E.W., *Ali, M.A., and 
Gill, K.F. I. Chen. E. Symposium Series. No. 38, 
Strathclyde University, April 1974. 
28. Relay Control of undamped linear systems using Lyapunov's 
Second Method. *Gething, j.JVI., and Gill, K.F. Proc. I.E.E. 
Vol. 121, No. 4, April 1974, p. 301-306. 
29. The measurement of pulsating gas flow velocities using P.R.B.S. 
pressure pulses. *Reed, E.W., *Ali, M.A. and Gill, K.F. 
Measurement and Control. Vol 7, No. 9, September 1974, 
p. 346-348. 
30. Dynamic analysis of flexible space vehicles having uncoupled 
control axes. *Smart, D. R., Gill K.F., *Gething, J.M., and 
"'Holt, J.A. The Aeronautical Journal. December 1974, 
No. 768, Vol. 78, p. 560-569. 
31. Attitude control of a flexible space vehicle by means of a 
linear state observer. *Smart, D.R., and Gill, K.F .. The 
Aeronautical Journal. Vol. 79, No. 770, February 1975, 
p. 86-95. 
32 A digital state observer for the attitude control of a flexible 
space vehicle. "'Smith, E. H. and Gill, K.F. The 
Aeronautical Journal. Vol. 79, No. 779, November 1975, 
p. 506-509. 
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33. An attitude control system for a flexible satellite providing 
active damping of flexural motion. *Gething, J. M., and 
Gill, K.F. The Aeronautical Journal, March 1976, Vol. 80, 
No. 783, p. 134-139. 
34. Flexible Space vehicle control based on state observation and 
Lyapunov's Method. '~'smith, E.H., and Gill, K.F. E.S.A. 
Symposium on the dynamics and control of non-rigid 
space-vehicles. ESRIN -Frascati - Italy, May 1976. 
35. Data collection for plant control studies. *Fenna, D.S., 
Gill, K.F., and Jowett, A. Institution of Mining & 
Metallurgy Transactions/Section C, Vol. 85, March 1976, 
p. 7 - 14. 
36. The estimation of natural frequencies by use of sturm 
sequences. *Longbottom, G., and Gill, K.F. The 
International Journal of Mechanical Engineering Education. 
Vol. 4, No. 4, October 1976, p. 319-328. 
3 7. Controlling the attitude and two flexure-modes of a flexible 
satellite. 'I' Smith, E. H. and Gill, K.F. The Journal of the 
Royal Aeronautical Society. January 1977, No. 442, 
p. 41-44. 
38. On the design of optimal discrete observers with particular 
reference to a flexible communication satellite. 
'I' Smith, E.H., and Gill, K.F. The Journal of the Royal 
Aeronautical Society. April 1978, No. 534, p. 174-178. 
39. Dynamic modelling and multi-axis attitude control of a highly 
flexible satellite. *Longbottom, G., '~'Tate, D., and 
Gill, K. F. A link between science and application of 
automatic control. Proc. of the 7th Triennial World 
Congress of the IFAC. 1978, Vol. 3, p. 2435-2441. 
Pergamon Press, Oxford. 
40. Textbook: System modelling and control. Schwarzenbach, J. and 
Gill, K.F., 1978, Edward Arnold Ltd. 
41. The effect of mass flow rate on the reflection behaviour of 
small-amplitude pressure waves from duct terminations. 
*Ali, M.A., Gill K.F., and Imrie, B. W. The Journal of 
Mechnanical Engineering Sciences. Vol. 20, No 4, August. 
1978, p. 229-235. 
42. Attitude control of a flexible satellite in a noisy 
environment. *Fenton, J. '!'Horton, D. and Gill, K.F. Proc. 
lEE, Vol 126, No. 12, December 1979, p. 1307-1310. 
43. Flexible spacecraft attitude control using a simple PD 
algorithm. *Fenton, J., and Gill, K.F. Journal of the Royal 
Aeronautical Society. May 1981, No. 890, p. 185-189. 
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44. Attitude estimation and control of a flexible spacecraft using 
inertial and optical measurements. v Horton, D. , *Fenton, J. 
and Gill, K.F. Journal of the Royal Aeronautical Society. 
June 1981, p. 240-243. 
45. Controlling systems with long time delays using 
pole-positioning technique and optimal-linear-regulator 
theory. *Badrah, S.M.M. and Gill, K.F. Trans. Inst. M.C., 
Vol. 3, No. 3, July. 1981, p. 115-120. 
46. Flexible spacecraft attitude measurement and control scheme 
incorporating static estimation. *Fenton, J., v Horton, D. , 
and Gill, K.F. Optimal Control Application and Methods. 
Vol. 3, 1982, p. 23-40 (1982) John Wiley & Sons Ltd. 
47. System modelling and control (Second Edition). Schwarzenbach, 
J., and Gill, K.F. 1984, Edward Arnold Ltd. 
48. A justification for the wider use of fuzzy logic control 
algorithms. *Daly, S., and Gill, K.F. Proc. Inst. Mech. 
Engrs. Vol. 199, No. C1, 1985, p. 43-49. 
49. The fuzzy logic controller: An alternative design scheme. 
*Daly, S., and Gill, K.F. Computers in Industry. Vol. 6, 
No. 1, February 1985, p. 3-14. 
50. Identification of surface roughness. *Mulvaney, D.S., Newland, 
D.E. and Gill, K.F. Proc. Inst. Mech. Engrs. Vol. 199, C4, 
1985, pp. 281-286. 
51. A design study of self-organising fuzzy logic controller. 
*Daley, S. and Gill, K.F. Proc. Inst. Mech. Engrs. 
Vol. 200, No. C1, 1986, p. 59-69. 
52. Performance of a telescopic dual-tube automotive damper and the 
implications for vehicle ride prediction. *Hall, B.B. and 
Gill, K.F. Proc. Inst. Mech. Engrs. Vol. 200, No. D2, 1986, 
p. 115-123. 
53. A characterization of surface texture profiles. *Mulvaney, 
D.J., Newland, D.E. and Gill, K.F. Proc. Inst. Mech. Engrs. 
Vol. 200, No. C3, 1986, p. 167-178. 
54. Identification of surface texture signals. *Mulvaney, D.J., 
Newland, D.E., and Gill, K.F. 8th lASTED INTERNATIONAL 
SYMPOSIUM on measurement, signal processing and control. 
TAORMINA- ITALY, September 1986. 
55. A study of fuzzy logic controller robustness using the 
parameter plane. *Daley, S., and Gill, K.F. Computers in 
Industry. Vol. 7, No.6, December 1986, p. 511-521. 
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56. A comparison of orthogonal transforms in their application to 
surface texture analysis. *Mulvaney, D.J., Newland, D.E. 
and Gill, K.F. Proc. Inst. Mech. Engrs. Vol. 200, No. C6, 
1986, P. 407-414. 
57. Attitude control of a spacecraft using an extended 
self-organising fuzzy logic controller. *Daley, S. and 
Gill, K.F. Proc. Inst. Mech. Engrs. Vol. 201, No. C2, 1987, 
p. 97-106. 
58. Performance evaluation of motor vehicle active suspension 
systems. *Hall, B.B., and Gill, K.F. Proc. Inst. Mech. 
Engrs. Vol 201, No. D2, 1987, p. 135-148. 
59. The drying and curing of latex-backed carpets. Baul, R.M., 
Gill, K.F., and Holme, I. Conference of the Textile 
Institute Floorcoverings Group, Blackpool, September 1987. 
Textile Progress, 19, No. 3 (1988) p. 50-59. 
60. Knowledge representation database for the development of a 
fixture design expert system. *Darvishi, A.R., and 
Gill, K.F. Proc. Inst. Mech. Engrs. Vol. 202, No. Bl, 1988, 
p. 37-49. 
(Awarded William Sweet Smith Prize) 
61. Use of fuzzy logic in robotics. *Wakileh, B. A.M., and 
Gill, K.F. Computers in Industry. 10 (1988) p. 35-46. 
62. A complete description of surface texture profiles. 
*Mulvaney, D.J., Newland, D.E., and Gill, K.F. Wear, 132 
(1989) p. 173-182. 
63. Comparison of a fuzzy logic controller with a P + D control law. 
*Daly, S. and Gill, K.F. Transactions of the ASME. 
Vol. 111, June 1989, p. 128-137. 
64. An experimental evaluation of normalised Fourier descriptors in 
the identification of simple engineering objects. 
*Nikravan, B., Baul, R.M., and Gill, K.F. Computers in 
Industry. 13 (1989) p. 37-47. 
65. Experimental evaluation of 11 shape from shading 11 for engineering 
component profile measurement. *Al-Kindi, G.A.H., 
Baul, R.M. and Gill, K.F. Proc. Inst. Mech. Engrs. Vol. 203, 
1989, p. 211-216. 
(Awarded Joseph Whitworth Prize) 
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1.5 Papers Under Review 
66. Robot control using self-organising fuzzy logic. 
Accepted by the journal Computers in Industry. 
67. A contribution to fixture design rules: An expert system. 
Accepted by the International Journal of Production Research. 
68. A comparison of orthogonal transforms in engineering computer 
vision. 
Accepted by Proc.lnst.Mech.Engrs. 
69. Monitoring and assessment of engineering surface texture using 
computer vision. 
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2. STATEMENT OF CONTRIBUTIOO AND ORIGINALITY 
As an engineer, my research and scholarship has been in response to 
identified industrial requirements as shown by my publications in the 
learned society literature. This work has been concerned with the 
modelling, measurement and control of engineering processes. For ease of 
presentation, the material is grouped under the following headings: 
1. Gas turbine modelling and control. 
2. Satellite modelling and control. 
3. Non-steady gas flow in ducts. 
4. Gas flow measurement. 
5. Publications of a general nature. 
6. Textbook on Modelling and Control. 
7. Measurement and control in manufacture. 
I acknowledge the enjoyable collaboration I have had with colleagues and 
postgraduate students over the years, which has resulted in publications 
under joint authorship and are a reflection of an equal partnership. Almost 
all of the work presented was conceived and initiated by me. The progress 
of all work undertaken by students was supervised by me at all times. OVer 
ninety per cent of the papers published were actually written by me. Where 
a research student's work has been used, I list his name first. 
2.1 Gas turbine modelling and control 
(Papers 1, 4, 10, 11, 12, 13) 
Tr.2 aim of a control system is twofold. Firstly, it is to relieve tl":? 
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operator of the arduous and sometimes impractical task of controlling a 
system and secondly, it is to enable the system to function more 
efficiently. Early control systems, starting with the Watt governor of 1788 
were developed by trial-and-error design and adjustment; only limited, if 
any, consideration was given to theoretical analysis. The variations 
possible in the lines of approach when seeking satisfactory systems resulted 
in many failures, and intuitive knowledge gained by people with years of 
practical experience was an important factor in the development of a 
successful system. With the entry of the gas turbine engine into military 
service and the demand for improvements in its dynamic performance, the 
trial and observation approach to system design became unacceptable. 
In the late 1940's and early 1950's, attempts were made to achieve the 
required aircraft engine dynamic performance by the utilization of fuel 
scheduling speed control. For example, · ·imple pump, throttle valve and a 
means of altitude compensation were fitted to the Meteor and Vampire 
aircraft. 
To employ fuel scheduling, a thorough knowledge of the full operational 
requirements of the aircraft is necessary. For aircraft of the early 
1950's, this information was available and the systems proved acceptable 
when temperature variation about standard atmospheric conditions was 
negligible. Readjustment was required, however, for tropical operation. 
As flight specification became more demandi11g, fuel scheduling inaccuracies 
widened and it was impractical to continue ernploy~ng open loop controllers 
for more advanced military aircraft engine control. The 3-term controller 
was introduced into the system [ 1] and papers [ 4, 10, 11, 12] represent a.n 
extension to the work. 
As more severe performance requirements for military aircraft developed, 
attendant difficulties of design, production and maintenance of the 
controller for scheduling loop adjustment would result and the need for 
adaptive control became apparent [13]. 
The six pieces of work cited above made a useful contribution to the 
knowledge available to practitioners working on engine systems. 
2.2 Satellite modelling and control 
3 
(Papers 25, 28, 30, 31, 32, 33, 34, 37, 38, 39, 42, 43, 44, 46, 48, 49, 51, 
551 571 63) 
In January 1958, Explorer I became the first United States satellite to 
achieve orbit. The vehicle l<··JS designed to be spin stabilised about its 
principal axis of minimum moment of inertia, which is stable only if the 
structure of the vehicle is totally rigid. The gyroscopic precession of the 
spin axis, however, excited vibrations of four relatively small whip 
antennae. The energy dissipated, due to structural damping within these 
antennae, caused the unstable motion to increase to such an extent that the 
minimum energy dynamic state was reached, when the vehicle was spinning 
about its axis of maximum moment of inertia. 
Similar problems occurred in Al~utte I, launched in September 1962, the 
Orbiting Geophysical Observatory saL~llite, OGO III, launched June 1966, and 
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Mariner 10, launched October 1973. The effects of interaction between 
control systems and structural dynamic responses had been appreciated for 
some time in the fields of aircraft and missile attitude control; it was 
now observed in space satellites. 
Although the possible effects of interaction between control systems and 
vehicle structure was more generally appreciated, the control system design 
technique employed assumed a rigid vehicle, on which to design a system for 
attitude stabilisation. Simulation of the control system and the flexible 
dynamics of the controlled vehicle was used to ensure that attitude 
stabilisation specifications were not exceeded due to interactive effects. 
The author considered that, with increasingly stringent attitude 
stabilisation and power requirements, problems of structural interaction 
would become ili·iGh more important in the future. In particular, the high 
power requirements would lead to the adoption of large area solar arrays. 
These are lightly constructed so as not to impose too severe a weight 
penalty at launch, their construction inevitably implying extreme 
flexibility. In consequence high pointing accuracy has to be achieved in 
the presence of a high degree of structural flexibility. Technological 
ingenuity was able to provide the necessary modifications to ensure that, in 
any particular system design, the required specifications were met. The 
cost of space technology, however, requires that the most efficient solution 
be achieved. Hence, the question aruse as to whether detailed consideration 
of structural flexibility, at the outset of a control system design study, 
should be made to produce a more efficient solution. 
The outcome of such studies are reported in [25, 28, 30, 31, 32, 33, 34, 37, 
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38, 39, 43] and represents a general appraisal of the effects of flexibility 
on attitude control system design, especially for highly flexible satellite 
configurations. 
The stringent pointing requirements of a highly flexible craft places a 
severe demand upon attitude measurement systems making it necessary that 
problems of sensor anomalies such as noise, non-linearities and gyroscope 
drift be minimized. The work presented [42, 44, 46], investigates the 
problem and gives an analysis of an inertial optical measurement system and 
studies a control scheme for improving vehicle pointing accuracy in the 
presence of flexibility and attitude sensor noise. 
Turning to more recent work [48, 49, 51, 55, 57, 63], this has been 
principally concerned with the application of fuzzy logic to industrial 
p.ucesses. The shortcomings of previously proposed analysis and design 
methods are discussed and a novel approach to the selection of controller 
parameters is presented [48, 49]. The method is based upon a stability 
constraint formulated from Lyapunov's second method as applied to discrete 
systems. 
It is argued in the literature that a fuzzy logic controller should only be 
adopted when conventional control cannot be utilized successfully; its 
range of application will be extremely limited. The fuzzy logic controller 
d~SJ;:' :tys insensitivity tc. process c!Iange; its robustness is studied [55] to 
strengthen the justification for its wider use. Models of an idealized 
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flexible satellite and a more complex earth resources satellite are used to 
investigate robustness. The attempt to obtain a quantitative measure of the 
fuzzy logic controller robustness is based on the use of the parameter plane 
technique; its limitation was recognised. 
Qualitative studies [51 1 57] reveal that areas exist where the fuzzy logic 
scheme is superior to more conventional controllers. These studies 
emphasize the benefits that might be gained from the more general adoption 
of the approach [63]. 
2.3 Non-steady gas flow in ducts 
(Papers 2 1 3 6) 
My choice of research topic for my PhD studies at Birmingham Ur • .:.versity was 
largely influenced by earlier work which I carried out in industry on the 
design of a variable geometry intake for a gas turbine. The work was a 
preliminary control study into likely problerns 1 which could occur in 
supersonic flight. 
The project involved the analysis of wave action in a plain duct-conical 
diffuser by the theory of characteristics 1 a topic which I believed relevant 
to the earlier work on gas turbine intakes. 
2.4 Gas flow measurement 
(Papers 15, 16, 18, 19, 22 1 23, 24, 26 1 27, 29, 41) 
In most industrial situations 1 pulsating flow invariably occurs and the need 
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for developing an appropriate means of metering is highly desirable. The 
square root law devices for measuring steady flow are well established and 
widely accepted because of their accuracy and simplicity. Experimental work 
[15] revealed the presence of flow pulsations, caused in metering errors 
when a square root law device and a manometer combination are used. 
The published work suggested that one possible source of error, encountered 
when metering pulsating flow using a constriction manometer arrangement, 
could be attributed to the dynamic characteristic of the constriction with 
special reference to the relative phase shift between the pressure signal 
measured upstream and the corresponding pressure signal measured downstream 
of the constriction. Of course before the measurement of such dynamic 
characteristics can be made (reported in [18]), all reflected wave action 
must be suppressed. 
An investigation of reflections of pressure waves within a duct was carried 
out to find experimental means of minimising end reflections [22, 23, 24, 
26, 27, 41] in an attempt to produce a non-reflecting duct end condition, 
i.e. the theoretically infinitely long pipe configuration. 
The application of small pseudo random binary sequence pressure pulses was 
used to demonstrate an experimental means of measuring the mean flow 
velocity of a pulsating gas flow without the use of pipe constrictions [29]. 
From this work, a novel method was developed to mea~ure sonic velocity L16] 
in gas solids flow which was later shown to be valuable in the modelling of 
two phase flow systems [19]. 
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2.5 Publications of a general nature 
(Papers 5, 7, 8, 9, 14, 17, 20, 21, 35, 36, 45, 52, 58, 59) 
The projects of this section are largely the outcome of industrial 
enquiries. Although it does not form part of my main research thrust, the 
combination of modelling and controller design is very closely related. 
Described in [5, 7, 8, 9, 21, 36] is the application of classical 
theoretical techniques written in a manner more suitable for the industrial 
engineer. Problems associated with process identification is reported in 
[14, 35] and the application of adaptive control to an operating engine in 
[ 17 1 20] • 
Reported in [45] is a solution to a problem largely created by a 
manufacturer, because insufficient .. ::..hought had been given to process 
control. A sinter plant had been designed and its layout agreed before 
serious attention was given to control. It was later realised that the 
lengths of conveyor employed on the plant for movement of feedstock would 
introduce long time delays and these delays would cause difficulty when 
tuning the proposed 3-term controller. Process disturbance, largely caused 
by variations in raw feedstock composition, is compensated for by changes in 
strand speed, which in turn affects the rate of sintering. 
Similarly, in another investigation, .J. telescopic dual-tube automotive 
damper [52] was manufactured for sale before an analytical dynamic study was 
undertaken. The subsequent predicted performance was largely supported by 
experiment. The work continued into the performance evalutions described in 
[58] on active suspension, a subject now receiving much attention. 
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In the carpet industry, one operation in the continuous production of 
broadloom carpet is drying and curing of the latex backing. In the past 
manufacturers have made only a minimal attempt to optimize energy usage; 
the work reported in [59] is one of the few on-line studies on this matter. 
The results attracted much interest from both inside and outside the 
industry. 
2.6 Textbook 
A major effort of scholarship in the mid-1970's was the preparation of a 
textbook on control theory [40] which was published in 1978, reprinted 
twice, and selected by the British Council for publication in an ELBS 
edition. An updated and expanded second edition [47] was published late 
1984, and reprinte'1 1n 1986. An expanded third edition is in preparation. 
The book, intended for both students and practising engineers, has been 
widely adopted. It is standing the test of time in a field, which has seen 
a proliferation of books on this topic. 
2.7 Measurement and control in manufacture 
(Papers 50, 53, 54, 56, 60, 61, 62, 64, 65) 
The current area of research is manufacturing, a most rewarding area to have 
entered. The Institution of Mechanical Engineers awarded the William Sweet 
Smith Prize for paper [60] and the Joseph Whitworth Prize for paper [65]. 
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My introduction to this research area was the identification of surface 
texture signals. The analysis of surfaces is common to us all. Running a 
finger over a material yields knowledge, which is not available from a 
simple visual inspection; for example, its smoothness gives information as 
to how firmly it has to be gripped in order to pick it up. Information 
relating to shape is also important, but this is normally investigated as 
part of the visual identification process rather than being a tactile 
examination. 
In the field of engineering, an assessment of the surface finish produced by 
a manufacturing process is often required in order to predict the 
performance of the component. Until recently, the sole design criterion for 
surface texture was that the mean amplitude of the measured surface 
undulations should be within specified tolerance limits. Consequently, it 
('i,,ls only necessary to obtain a single roughness parameter to indicate the 
'average height' of the surface undulations; this is still the only 
parameter normally quoted. 
The continually increasing demands being placed on the components of 
mechanical systems has led to the necessity for a more precise description 
of the form of surface texture data. The work carried out [50, 53, 54, 62] 
was aimed at meeting this need by considering methods of improving the 
characterization of surface texture data by the application of orthogonal 
tr._._isforms [56] . Except for limited use of the Fourier transform for this 
purpose, no reference could be found to any previous work on the subject. 
It was considered that the ability to carry out on-line measurement and real 
time assessment of a component surface would enhance the control of a wide 
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range of manufacturing processes and allow current performance to be 
estimated. One physically realizable approach to the continuous monitoring 
of surface finish would be to use computer vision. In [69] the capability 
of a machine vision system to monitor texture is explored experimentally and 
confirms the importance of surface colour, lighting conditions, surface 
geometry and tarnishing when interpreting the measurement data. 
Symbolic models of image features can also be employed; shape from shading 
is one such analytical approach. Application of this allows a 
representation of shape suitable for surface contour measurement and object 
recognition [65]. 
Developments in robotics, machine vision and expert systems are disciplines 
being combined to create the integrated manufacturing system. Part of my 
work has been to study control algorithms [61, 66] that might v. suitable 
for use with a robot utilizing vision [64, 68] for component recognition and 
handling. A robot that can 'see' and 'feel' will be able to perform a 
greater variety of more complex tasks with the minimum of human 
intervention. 
Jigs and fixtures are links in the production chain. They ensure that 
manufacturing tolerances are maintained and precise duplication is possible. 
Developed in the work presented [60, 67] is a prototype fixture design 
·expert syshnn to meet the demands of the Flexible Manufacturing ;::·::stem. No 
.... major published work employing the expert system is available and the ,"'uthor 
believes the work must be among some of the earliest attempted. The system 
proposed provides a database to encompass most of the facilities required in 
the manufacturing environment. The individual data structure employed for 
object class representation includes a sufficient number of attributes to 
ensure unique representation to permit efficient information retrieval. 
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SUMMARY 
The problem of aero engine control s~·~tems is shown to have reached the degree of com-
plexity at the pre~ent time that makes it necessary to embark on analogue methods of simulation 
in nrder to predict the behaviour of the system. The parameters to be controlled are discussed 
and the way in which interaction may affect the individual loops is explained together "ith a 
reYiew of the requirements of a control s~·stem from the pilot's handling, and the perfonnance 
,·lew puints. As illustrations, examples of control system functional components are used to 
illm:trate the methods of adaptation of a practical hydraulic s~·stem to analogue methods. The 
me of the computer results is discussed in fonnulating an optimum system design. 
I. Introduction 
When the gas turbine engine was introduced 
into Service use in the Meteor and Vampire 
aircraft about 12 or 13 years ago the control 
systems used largely fulfilled the promise of 
early writers that the complication of the 
highly developed piston engine carburettor or 
fuel injection system could be left behind. In 
their place we were to be blessed with simple 
systems involving only a pump, throttle valve 
and means of altitude compensation. No longer 
would it be necessary to worry about such 
things as mixture strength, boost controls, 
fuel enrichment over-rides, etc. This was, of 
course, true in those days when piston engines 
were stretched to the limits to produce the 
performance demanded and when the thrusts 
of early jet engines gave such big improvements 
in aircraft performance that the engine per-
formance was no longer a limiting factor and 
the engine control requirements could easily be · 
met by the simpler system. 
The first systems used. known as the 
Barometric Pressure Control or B.P.C. system 
* Manuscript first received 14th May 1957, and in 
final form on 30th May 1957. (Paper No. C V /8.) 
! Armstrong Siddcley Motors Ltd., Coventry. 
U.D.C. No. 681.142: 621.454. 
were only suitable for very limited applications 
and were soon replaced by "flow scheduling" 
systems. The B.P.C. system delivered fuel to 
the engine at a controlled pressure. Since the 
flow was a function of this pressure, the flow 
requirements could be matched to this con-
trolled pressure to schedule the flow under any 
flight conditions. Inaccuracies at altitude with 
this system have made it only suitable for very 
limited uses. Hence the flow schcculir.g sys•.:m 
was introduced. 
In the flow scheduling system, the fuel 
required for any flight condition is metered to 
a value which is calculated from the known 
engine performance data as for the B.P.C. 
system, but the fuel is measured by w~:ans uf a 
pressure drop across .. 'a metering orifice of 
known area. 
The parameters used for metering the fuel 
flow in both systems were the throttle position 
and the atmospheric ram pressure. This ram 
pressure is the total head pressure due to 
aircraft altitude and forward speed and there-
fore is sensitive to these two main operating 
variables of the aircraft in flight. Only the 
variation of atmospheric temperature is then 
not accounted for in the schedule system. 
It can be seen in Fig. 1 that a scheduling 
system based on the ram pressure can only give 
an approximately correct fuel flow over the 
complete flight speed range of the aircraft. For 
aircraft of several years ago this variation only 
amounted to an error of about ± 1 per cent. 
on engine speed when temperature variations 
about standard atmospheric conditions were 
neglected. 
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Fh!. 1. Fuel flow as a function of ram pressur.;: for 
a schedule system. 
However as speed ranges have increased in 
recent years this scheduling inaccuracy has 
widened until it is now completely impracticable 
to use a single pressure parameter to schedule 
the fuel. For instance, the total variation of 
engine speed for an aircraft capable of sonic 
speeds at sea-level, when temperature variations 
from arctic to tropical have to be considered 
as well, may amount to ±400 rev/min. on 
an engine datum speed of 8000 rev /min. 
Those who would prolong the use of 
scheduling systems have devised methods of 
correction to maintain a certain amount of 
compensation and so the fuel system has grown 
like a Christmas tree with possible additions 
such as air temperature corrections, augmentor 
valves, pressure potentiometer devices etc., 
until we are now in danger of arriving at 
systems which are equal in complexity to the 
piston-engine carburettor system. 
The advent of high supersonic speeds has 
now made accurate scheduling extremely 
difficult and it has therefore become clear that 
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a new approach based on closed · loop, or 
governing systems instead of the open loop or 
scheduling system has become necessary. 
Speed governors have been used on aero 
engines in the past but they have taken the 
form of top speed limiting devices and ha\e 
not been the primary functional element of the 
control system. As a result the governor bas 
taken the second place in design and its 
development has not kept pace with the 
requirements. 
These comments relate to pure jet engines. 
In the case of propeller turbine engines. 
development has followed slightly different 
lines, since a further variable is available. 
namely propeller pitch. Thus the fuel flow 
can control engine pO\ver supply while the 
propeller pitch can be used to control the pm\e~ 
loading. Hence the engine speed can be chosen 
to give optimum efficiency conditions. The 
development of propeller control systems for 
piston engines was readily adapted to turbine 
engines and used for governing the speed while 
the fuel flow remained basically a scheduling 
system. 
Such governing systems 1\'hich have been 
attempted for pure jet engines have been 
developed by trial and error design and adjust-
ment with only limited consideration given to 
the theory of stability. The variations possible 
in arriving at a satisfactory system r;::sultcd in 
many wrong lines of approach being tried 
without success. 
This trial and error method would eventually 
provide satisfactory test-bed running, but then 
in flight testing much the same proccdun:: had 
to be adopted. The possibilities of this method 
together with the use of intuitive knowlt:dge 
gained by people with years of practical 
experience, however, should not be relied upon 
completely in the unknown realms of supersonic 
flight, where the slightest suggestion of 
instability in some control loop may prove 
disastrous. 
It is therefore clear that only a full theoretical 
approach with practical design considerations 
linked at the outset will now suffice for future 
aero engine control systems. 
If we now accept that this arproach is 
necessary the methods of carrying this out must 
be considered. Full mathematical methods are 
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available and are well known so far as analysis 
of linear systems are concerned. In addition, 
methods have been developed by which 
non-linearities may be introduced. 
The calculation, however. is an extremely 
long and tedious process particularly when 
building up a control system where many 
possibilities may require separate investigation. 
The arithmetical work may, of course. be 
considerably eased by application of digital 
computer techniques. This method however 
can carry out no further work than could in 
principle be done by manual methods, the only 
saving is in time. 
In a digital machine. the numerical value of 
a quantity is directly· represented by a train of 
electrical pulses following each other in time 
sequence. Each pulse represents a digit 
(generally in the binary scale for ease of 
manipulation l and each train of pulses. known 
as a "word," represents a number on which 
arithmetic or;erarions are to be performed. 
Since a word generally consists of a large 
number of digits a very high degree of 
accuracy may be obtained: for example, if a 
change is made in the least significant digit of 
a binary number of. say. fourteen digits. the 
change produced is one part in 211, i.e. one part 
in 16,384. The arithmetic operations per-
formed on the numbers within a digital 
computer take place at very high speed, of the 
order of milliseconds. so that where many 
calculations have to be carried out on large 
quantities of similar data, a digital computer 
h:~s obvious advantages. 
Information is generally fed into a digital 
computer by means of punched tape and the 
output is produced in the form of typewritten 
sheets of numbers or as a punched tape. If the 
results of a computation are required in the 
form of graphs, for instance, these would have 
to be plotted manually or additional equipment 
would be required involving the expenditure 
of larger sums of money than the £:?.0,000 to 
£50,000 required for a basic digital installation. 
Fortunately the results required by a control 
engineer are not wanted in highly accurate 
mathematical form but more in a qualitative 
pictorial form. This being so, a method of 
solution where the results are presented on an 
oscilloscope in the form of a continuous 
function of time provides the ideal form of 
solution. In this way the results appear directly 
in the form that would be seen by an observer 
watching the actual machinery being controlled. 
The apparatus to produce results in this 
form is the analogue computer. It will be seen 
later that this machine may be used to 
incorporate the non-Jinear effects met in 
practical systems: that it may simulate com-
pletely in an electrical form the exact behaviour 
of a mechanical system; or when the system 
becomes more complex and when individual 
components have been investigated separately 
it may be used to solve the combined 
simultaneous differential equations representing 
the transient behaviour of the complete system. 
Fig. 2. Analogue computer for aero .:nJ:ine control 
problems. 
In an analogue machine, a quantity is 
represented by a voltage on some suitable scaie. 
The voltages are therefore true analogues of 
the variables under consideration and not a 
numerical representation digit by digit. The 
basic computing element is the d.c. amplifier 
which can be set up to perform summatiOn. 
integration, differe:uiation etc. By the inclusion 
of further units, non-linear relationships can 
also be studied. An analogue computer result 
is obtained in the form of a voltage varying 
with time. This can be measured on a cathode-
ray oscilloscope or plotted in graphical form 
using a pen recorder. Consequently, the 
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accuracy of the results is generally not greater 
tlnn 0·5 to 1·0 per cent. of the full-scale value 
unless special precautions are taken, which may 
require more expensive equipment than the 
£3,000 to £15,000 needed for a general purpose 
machine. 
Figure 2 shows a typical analogue computer 
set up to investigate the problem given later 
in this paper. 
One of the advantages of an analogue 
computer lies in its ability to be a small machine 
for small problems and to be easily extended to 
deal with more complex problems. As the results 
are produced instantaneously on switching 
on. the machine enables the engineer to set up 
a model of his system :.1nd to study the effects 
of including or excluding certain portions and. 
after observing the results. to make changes in 
the most suitable parJmeters and to see 
immediately their effects. 
A further ad\·antage of an analogue computer 
is that it can be operated in real time, that is, 
the variables in the machine change at the same 
rote as t!1e vari3ble in the problem. As a 
result the machine can be used to simulate part 
of a system under design and can be operated 
\\"ith existing machinery to determine their 
combined performance. 
There is a danger \vhen considering the 
applications of analogue computers in attempt-
ing to simulate too big a problem at once. One 
should not depart too radically from a parallel 
theoretical cc)nsideration of the problem and 
the methods d-::scribecl in this p:.1per provide a 
means of making a step-by-step attack on 
complicated control problems without losing 
an understanding of the order of the results to 
be expected ;.llld at the same time making the 
most economical usc of computing equipment. 
It is difficult to generalize on the amount 
of equipment necess2ry for any type of problem, 
but from experience gained on the problems 
of aero engine control, it does appear that 
complicated computer "set-ups" become un-
\Vieldy. It is thought that the simplifying 
techniques explained later will enable most 
problems to be reduced to a practical size. 
Additional space, however. must be available 
on the computer for the non-linear elements, 
multiplias, etc., when required. 
In conclusion, a digital machine provides very 
accurate results at high speed but is generally 
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only economic if used for large numbers of 
calculations and where numerical answers are 
required. An analogue machine is more 
suit::!ble for less accurate work where immediate 
flexibility in operation and real-time working 
are useful and where graphical results ~1r2 
required. 
2. Requirements of Aero Engine Control 
Systems 
It is proposed now to di~cuss the man\ 
requirements that have to be saristiecl hy an 
aero engine control system. 
These differ to some extent :1ccording to the 
application of the engine. For instance. an 
engine in a fighter ::!ircraft will be handled 
much more roughly than in a bor:1ter cr 
passenger transport aircraft. On the orher 
hand. the :1ccuracy of control cf an er:gine in a 
transport aircraft will require to be hig1;e:-. in 
order tint the engine may be: left to continue 
to run at its most economical condition for long 
periods without attention by the tlight enginc:~r. 
These differences are mainly in degree and 
in any case it is necessary to have a control 
system which will allow the engine to respond 
rapidly to throttle movements, be able to limit 
over-shoots and oscillation, have a high degree 
of accuracy over a wide range of operating 
conditions. and prevent engine damage due to 
stalling. combustion blow-out, exceeding the 
limiting engine speed, or exceeding limiting 
engine temperatures. In addition tho: s:,src:-:~ 
requires to be compact, designed to wry strict 
weight requirements. and have safcry featur.?s 
to prevent engine damage in the event of any 
failure of the control. 
Considering these points w~ finu tbt the fir,~ 
four relating to response, overshoot. damping. 
and accuracy are all concerned with the 
dynamic characteristics of the system and the 
engine. and it is these that have to be 
determined by an analysis of the system. 
So far as speed control is concerned, the 
t<V_get should be to produce stable governing 
svstems with an accuracv of not less than 
:±:20 rev/min. in 8000 ·rev/min. and with 
overshoots on acceleration of not more than 
100 rev/min. Damping should be such that the 
oscillation virtually disappears within 2 cycles. 
Additional controlling requirements which 
will produce closed loops interacting on the 
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main speed governing loop are required for jet 
p1pe temperature control, variable nozzle 
controls. reheat controls, and variable intake 
controls. Any of these ma.y be required on a 
given engine installation depending on the 
aircraft application, and in a full study the 
interaction of the closed loop would require 
investigation. 
However, the principal loop and the one 
requiring highest performance on an engine 
installation is the speed governor and this wiii 
be considered further in the following sections. 
3. Control S~·stem Development Using 
Computer Techniques 
The system to be analyseJ here by way of 
example is one which does not exist in its 
entirely on any present engine but it is hoped 
by me:.tns of the exampk to sho\\' how the 
control system design can be developed along 
lines which will pro\·ide the optimum operation 
for a given application. 
We shall assume that initial discussion 
between the engine and accessory manufacturers 
have suggested a svstem based on a variable 
displace;;ent piston. type pump and an altitude 
corrected flow control. The pump is engine 
driven and its displacement is varied by means 
of a servo-opera ted piston controlled by the 
flow control signal. The flow control me:1sures 
the fuel flow as a pressure drop across a 
restrictor and this pressure drop is compared 
with a selected pressure drop and the error 
signal used to control the pump servo piston. 
It can be seen ho\v that if we control the 
restrictor size by means of an altitude control, 
and the selected pressure drop by means of the 
pilot's throttle; we have a simple "schedule 
system" described earlier. This principle uses 
the well-known hydraulic equation for turbulent 
flow through a restrictor where flow is propor· 
tiona! to the restrictor size and the square root 
of the pressure drop across it. 
In our example we propose to retain the 
altitude control but to vary the selected pressure 
drop, and therefore thl.! fuel flow by means of 
an engine speed error sensing device. This then 
controls the fuel flow to maintain a governed 
rate of revolutions and we have replaced the 
scheduling system by a speed-controlled closed 
loop system. 
This system can then be represented in block 
diagram form as shown in Fig. 3. where it can 
be seen that the main loop (shown in doubk 
lines), has two subsidiary loops. 
It should be noted that the retaining of the 
altitude corrected flow control when "closing 
the loop'' has two advantages. In the first 
place, as the aircraft is flown to high altitude, 
the range of fuel flow allowed by the fuel 
system from idling to full throttle is consider-
ably reduced. Secondly as t11e ·'gain·· of the 
engine (rev I min. change for fuel flow change) 
increases with altitude, the gain of the fuel 
system (fuel flow change for re\)min. change 
on governor) is reduced by the altitude control. 
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Fig. 3. Block diagram of engine cvntrvl prvt.:..::1i1. 
In our example, with the altitudt! control 
retained we would expect that on open loop. 
or scheduling control, we would have a possiblt! 
engine speed variation of, say, ::: 400 rev j min. 
about a datum and our aim is to reduce this 
wander to less than ± 20 rev I min. It is 
necessary to restrict overshoots and to achieve 
change in selected datum in the minimum 
possible time. For the purpose of illustratil)il 
of the techniques to be adopted, we shall 
neglect the special requirements of acceleration 
control, idling datum shift. jet pipe kmperature 
control etc. and investigate solely the behaviour 
of the loop shown in Fig. 3. 
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3.1. Linearized Analysis of Proposed System 
Components 
3.1.1. Flow control and pump 
In order to establish the complete transfer 
function for the flow control and pump system 
it is necessary to have a preliminary idea of the 
type of system envisaged. In our example this 
is taken to be of the form shown in Fig. 4 
which shows how the pump displacement lever 
is moved by the control valve 1~ through a 
hydraulic amplifier. This valve h is moved by 
the flow control to establish a balance between 
the pressure drop across the restrictor /c and 
the load applied by the throttle lever W. 
Restrictors f3 and /i represent the fluid friction 
in the pipe lines to the diaphragm chamber 
when movement is taking place following a 
disturbance. 
It should be noted that this is the basic 
concept of the devised system; deviations in 
performam:e and their effects will be considered 
later when the initial design analysis of the 
whole loop has been carried out. 
We shall now establish the individual 
transfer functions for the pump and flow 
control showing the response of the fuel flow 
change to a change in throttle position W. 
Modifications will be made later to show how 
the speed signal is to be introduced to the flow 
control. 
To simplify the mechanism of analysis we 
will assume that L:. implies th.:! total small 
variation of any parameter about a datum value. 
At this stage it is implied that the analysis to 
follow is linearized and Nyquist criterion for 
stability would be used to estimate the system 
performance if analogue techniques were not 
used. 
The pump and flow control are considered 
separately as follows: 
(a) Pump: Fixed Speed. 
The flow equation for an incompressible 
fluid flowing through a restriction is 
Q = f v' (·~P) (gallons per hour say) 
The linearization of this type of equation 
can be achieved in many ways, but for 
simplicity we shall take logarithms and 
differentiate. The quantities and suffices are as 
defined in Fig. 4 and it is noted that 
Q=fuel flow 
P =fuel pressure 
f= flow number, which is a function of 
restriction over coefficient of discharge 
and fluid density 
A =area 
R =spring rate 









Fi~. ~. Schematic diagram oi th~ pump Jnd ftuw 
cuntrol system. 
:::.IP_- p) 
2tP_- P .. l. 
i.e. :::.Q,,= (Q/' ·), t:.t~-'- (2rPQ~iP l .·) ~P, 
' • ¥ I) ' . - I {J 
Since in our case P., is const:.1nt. ..::,.p., = 0. 
......... (1) 
Similarly it can be shown that 
d 
:::.Qs = .:::..Q~,-:- 13A, dt 2:.x 
= C:::,Q ,~-'-- K fl:::.Q 00 .. 00 .('2) 
where 13 is a conversion factor and x is 
displacement of piston. 
.:::.Q,=K,.:::..tP,- PJ 
:::.Qr=.:::,.Q, +t:.Q 
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Consider out-of-balance loads on the pump 
servo piston. 
A ,::,.P1 = A,.::..p~- R~i::..x- K.::..Pl 
i.e. (Al+K)2.P1=A,::.P,-R,!:::.x ......... (6) 
where 
Kl= (~:~ )o 






All constants K], K,. etc. are computed from 
the steady state or datum conditions. The 
method outlined above is condensed but shows 
the technique used in arriving at the pump 
operational equations (I) to (6), all of which 
have to be satisfied simultaneously when 
considering the performance of the system. 
Combining equations (1) to (6) gives a 
complete pump transfer function of the form: 
Qr - -/3, 
f, - 1-:- t,p 
which is a simple first-order lag with respect 
to the response of fuel flow Q1.· to a change in 
valve flow number, f,. 
/3 1 is the frequency invariant gain constant 
and r 1 is the time constant, both of which are 
only constant for a given set of values of pump 
delivery pressure and flow datum. 
(b) Flow Control 
By following the same procedure we obtain 
the following equation giving the transfer 
functions for the flow control in terms of fuel 
flow and throttle signal 
{3,.::..Qr=O + r,p)::.f,=B,::,.w ......... (7) 
3.1.:!. Gas turbine engine 
The transfer function of the engine itself is 
calculated from the known aerodynamic 
characteristics of the engine components. In 
our example we will c;onsider the engine 
transfer function to consist of two simple time 
constants and one time delay lag. The time 
constants represent the effects of engine rotor 
inertia and the inflation time of the engine air 
space. The time delay is an item not yet 
fully understood, but it has been shown by 
response testing to exist on some engines and 
it may be connected with the type of com-
bustion chamber or fuel burning ·system used. 
i::..N Kexp(-~p) 
.6.QF = (1 +•1p) (1 +t!p) 
Typical values which will be used in the 
investigation given here representing sea-level 
static operation of an engine arc:-
K=2·5 rev/min. per galjhr: ;=0·10 sec: 
r1=0·8 sec; r,=0·05 sec. 
3.1. Analogue Compurer Analysis of Sysle111 
Having decided on the characteristics of \vhat 
might be termed the invariable components of 
the system, namely the pump and flow control 
and the engine itself, we are now able to 
consider the type of system to be used for 
closing the loop and satisfying the control 
system operational requirements. 
We are free to vary within limits the 
constants of the fuel system components but 
not the form of equations. We are given an 
entirely free hand however to specify the type 
and behaviour of additional equipment which 
may be added and we will therefore examine 
in detail some of these possibilities to show 
how the choice can be made. 
It is necessary to review the way in .,,.hich 
a speed governor behaves on an aero engine 
to appreciate the way in which engine speed 
may vary. (See Fig. 5.) 
If we are to use a pure "scheduling system," 
it bas been stated that we may expect a total 
speed variation at a fixed throttle position of 
± 400 rev I min. Conversely, the fuel flow 
required for constant speed can vary by 
± 160 gal/br using the engine characteristic 
quoted above. 
In order to provide a governing system to 
maintain engine speed within ± 20 rev/ min, a 
loop gain of the order of 20 is required. It 
will be shown, however, that this is impossible 
with a system using only proportional control 
because of instability. In practice a lower gain 
must be employed and means providt.:d of 
7 
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eliminating the resulting change of speed or 
"creep" as it is known. 
3.2.1. Proportional governor control 
An additional valve is now to be added .to 
the flow control so that the pressure difference 
appearing across the diaphragm (in Fig. 4) in 
the flow control may be made some variable 
proportion of that across the main metering 
orifice fc. 
Hence (P/- P/)= k(P 1 - P3) 
Now the pump and flow control system works 
so that (P/- P/) is kept to the value selected 
by W and hence we can vary (P1 - P3) and also 
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Fig. 5. Engine fuel requirements and governor rate 
curve. 
This additional means of fuel flow control is 
provided by putting a fixed restrictor at f3 and 
a variable restrictor f; as a bleed from the 
diaphragm chamber as shown in Fig. 6. 
The operation of the flow control is now as 
follows. There are three means of varying the 
controlled fuel flow:-
(a) The size of the metering orifice f E is altitude 
controlled and therefore provides approxi-
mately the required proportional control of 
fuel flow with change of height. 
(b) The spring force is varied by the input signal 
W which would be linked directly to the 
throttle to provide schedule fuel control. 
The governor signal could be combined with 
the throttle linkage to act on the movemei1t 
W but it is an advantage to separate this by 
the addition of the third control. 
(c), which is the variation of the restrictor /; as 
described above. This avoids the necessity 
8 
HTURH TO PUMP INLET 
Fig. 6. Scrap view of tlow control showing addition 
of control orifice f;· 
for the governor signal going through J liu\\ 
control throttle servo. which n.:cess<!rih· 
would add a large time const~tnt to rhc> J,_,op. 
The equation for the !low control now ne.::ds 
to be modified to include the effect of this 
governor controlh:d bleed and hence a r.::lation-
ship is established for the response of the valve 
t~ following a change of C 
The complete flow control equation is given 
by 
where f3~. f3:, and {3, and r~ are constants for the 
flow control. 
The pilot's throttle will control both \\". 
\Vhich schedules a fuel flow, and the ~elec1cJ 
governor datum. Hence to obtain th.:: full 
system 2nalysis and results for a ster change 
in throttle position both inputs ..:,w and ....:,/, 
must be retained in this equation. 
0 
GOVERNOR INPUT -:-l 
TO FLOW CONTROL ~ \ 
~!fURN TO PUMP INLET I 
Fig. 7. Application of governor speed signal to 
movement of valve / 5• 
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Fi~:. 8. Computer set-up for complete system. 
Figure 7 now shows th~ way in which the 
speed error signal is applied to the valve lift 
through a normal governor weight and spring 
device driven directly from the engine. The 
governor datum is altered by the cam on the 
spring linked to the pilot's throttle and the 
system gain is determined by the governor 
spring rate. 
The change in the flow number of the flow 
control valve f, is given directly by the 
linearized equation f,=Z,N, where N, is the 
speed error. 
The system is fully linearized and can be 
applied to the analogue computer by standard 
Nore.-Read QF for QE and QFI for Q£1 throughout. 
The signal input to amplifier 6 is - QF and not Or. 
methods. Fig. 8 shows the computer set up 
for the complete system. When simulating a 
proportional governor, the coefficients "b" and 
"c" are zero and the limiters are out of circuit. 
The potentiometer "a" is used to represent the 
adjustment to loop gain provided by changing 
the spring rate. 
Figure 9 shows the result of a step change 
in selected engine speed from 8000 to 8600 
rev f min when the gain is adjusted to 6. The 
9 
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results throughout are shown for an engine 
operati_!lg under conditions when maximum 
positive errors exist. With this gain the band 
width of possible variation is ± 80 rev 1 min 
and is not acceptable. In addition overshoot 
and damping are poor and additional means 
Fi11. 9. Response of engine to throttle change from 
8000 rev /min-8600 rev /min with proportional 
system. Loop gain =6. 
are required of improving these conditions. It 
is seen that there is an initial overshoot of 
240 rev I min above the selected datum. 
3.2.2. Removal of steady state error 
A method of improving the accuracy of the 
governor other than by increasing the gain· must 
now be found. We can accept the error for a 
short period of time, say 6 seconds during 
which time some means is needed of trimming 
out the error. This can be done in several ways 
and for our purpose here we will consider a 
direct approach where the error continues to be 
removed until the governor weights and arm 
have returned to a unique position. This 
position will only be reached when the speed 
error is zero. 
The controlling influence of the governor on 
the fuel flow relies on a change in /;. Hence 
some way to modify f, must be found in order 
that the governor arm may be allowed to retain 
its unique position with zero speed error. 
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This can be done as shown in Fig. 10 where 
f, has now been replaced by f;' and /:,''. Hae 
the valve f;' is in parallel with a long taper 
needle /;", so that the effective flow number {:. 
is now the sum of f;' and f:.". The position of 
j;' is controlled by a piston having a fixed 
pressure difference across it. A bleed hole 
allows fuel through the piston and out of a 
further variable restrictor valve controlled by 
the governor arm. It can be seen that the 
needle valve piston is stationary only when the 
flow through the pi~ton rcstrict0r f <"CJlla!s that 
through f,. With a constant pressure drop 
across j;' this condition will exist when the 
governor arm is in its unique position. 
It is noted that the system as described will 
wander if the supply pressure to the engine P, 
varies. Addition of a constant pressure \'alve 
across [,' is therefore necessary_ 
The equation for the governor IS now 
modified as follows: 




=Z,N,+Z~ ~'(since f, x N..) 
. BLEED 
orA;"""' 
'II' f" II I! 






Fig. 10. :\1ethod of removing ste~dy st~le -:rror 
The integrating constant Z" is adjusted by the 
dimensions of the system. On the computer 
set up in Fig. 8 this integration is introduced 
by adjustment of potentiometer "b" to give th..: 
best rate of removal of the error without too 
great an increase in the value of the overshoot. 
Figure 11 shows the results of this computer 
test when the integrating constant has been 
chosen so that the possible ± 80 rev I min error 
can be corrected in a time of 6 seconds. It is 
seen now that the initial overshoot has been 
1 0 
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Fig. II. Response of engine with additiun of 
integrator-removal of steady state error. 
increased to about 400 rev/ min due to the 
introduction of the integration. 
3.2.3. Limitation of initial overshoot 
The initial overshoot which is seen to be 
of the order of 240 rev I min on Fig. 9 and 
400 rev I min on Fig. 11 requires reduction. 
This overshoot could be reduced by lowering 
the loop gain but the rate of response would 
also suffer and the system would become too 
· sluggish. Alternative means must therefore be 
found to limit the overshoots. 
The method to be described is an addition 
to the governor flyweight system. Use is made 
of hydraulic pressure for transmitting signals 
PRESSURE OIL SUPPLYj 
Fig. 12. Method of reducing overshoot of engine 
speed. 
and bellows for changing the pressure into an 
applied force. The rate of change of engine 
speed, or derivative signal, is derived by 
measuring the force needed to accelerate a 
floating inertia weight at the same rate of 
acceleration as the engine. Fig. 12 illustrates 
how this force is measured. 
The inertia weight is carried inside a rotating 
shell running on a direct drive from the engine, 
normally on an extension from the flyweight 
governor. Oil is supplied through the drive 
shaft and a fixed restrictor, to a pressure 
diaphragm and a variable restrictor. As the 
engine accelerates the inertia weight lags 
slightly so closing the variable restrictor. 
This builds up pressure in the diaphragm to 
apply an accelerating force to the inertia 
weight. When in equilibrium it is seen that the 
change of oil pressure in the diaphragm is 
always proportional to the rate of change of 
engine speed. This pressure is then applied to 
a second diaphragm on the governor arm 
to bias the force applied by the governor 
flyweights. 
The signal applied to the governor arm is 
then proportional to the rate of change of 
engine speed, but because flow is required to 
inflate the diaphragm it is subject to a single 
inflation time constant. 
The total effect on f; is then given by: 
[ 
Z1P ] , . z~ :::,/; = Z1 ..:- 1-::;=--- 1\,, - . N, . T>p p 
where the second term in brackets represents 
the effect of the inertia weight. 
On the computer ~et up in Fig. 8 this effect 
is introduced by adjustment of the potentio-
meter "c." Fig. 13 shows the results when the 
optimum setting of the potentiometer is chosen. 
It is seen now that the overshoot has been 
restored to 240 rev I min with the proportional 
control of Fig. 9. This would still be too 
high an overshoot when accelerating to 
maximum revolutions although would probably 
be accepted for lower ranges. A non-linear 
means of reducing this overshoot at maximum 
revolutions is shown later. 
Figure 14 shows the effect of the derivative 
term only on the proportional governor when 
it is seen that the overshoot is reduced from 
240 to 160 rev/min. 
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Fie:. 13. Response of engine with addition of 
integrator and derivative term-zero ste::tdy state 
error ::tnd reduction of overshoot. 
Fig. IS. Effect of increasing derivative term 
Increasing the derivative term produces a 
destabilizing effect as shown in Fig. 15. 
3.3. Results of Linear Analysis 
Taking a survey of the results so far we can 
see how the response of the engine to a step 
change in throttle position (i.e. selected engine 
speed) has been improved by the addition of 
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Fig. 16. Engine response with schedule system only. 
When the optimum values have been chosen 
from this linear analysis the values of th.:! 
constants can be specified ai1d the detail design 
of the system components can commence. 
For comparison the response of the engin-: 
with a scheduling system only is shown in 
Fig. 16 for a speed change of 600 rev I min when 
it can be seen at once how the response to 
throttle movement has been improved by the 
governor (see Fig. 13). 
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ANALOGUE COMPUTER FOR AERO ENGI~E CONTROL PROBLEMS 
We have of course only considered one 
particular engine operating condition (namely, 
sea-level static) in our work given here. As 
stated before, ·the engine is to operate under 
manv combinations of altitude and forward 
speed. Governing at different engine settings 
must be considered, and variation in the engine 
transfer function allowed for when the engine 
is used to supply power for aircraft services or 
compressed air for cabin pressurization, etc. 
The study must cover all the possible variations 
before the constants for the various control 
components can be finally specified. 
~- Introduction of Non-Linearities 
When the work has progressed so far and the 
basic operating constants have been specified 
so that the mechanical design of the com-
ponents can proceed. it is necessary to make a 
much deeper exploration of the system. In 
particular when the components have been 
\!iven detailed design consideration. the possible 
~ources of additional disturbances must be 
considered. The flow control and pump for 
example must be examined to make an 
assessment of where 
(a) friction forces may affect their operation; 
(h) limitation of travel of valves and pistons 
may put restriction on the control; 
(c) the types of valves proposed do not have 
linear characteristics; 
(d) their position is to be affected by fuel 
pressures under the val\'e seats. 
Where it is thought that any of the effects 
may constitute an important modification to 
the basic transfer function it is necessary to 
modify the constants given for the design of 
the system or recommend changes in the type 
of de~i\!n to reduce their effects. In some cases, 
of cou;se, the effect may be beneficial in which 
case recommendations can be made so that the 
effect can be retained as a permanent design 
feature. 
Finally consideration should be given to the 
possible introduction of deliberate non-linear 
effects. These may be used in certain cases to 
make further improvements in the response of 
a system. 
4.1. Examinm ion of Pracrical De sign 
Components 
Typical pump and flow control diagrams 
which illustrate practical designs based on the 
principles we have been considering are shown 
Fig. 17. Schematic diagram of components of hypothetical fuel system. 
]:, 
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in Fig. 17, where it can be seen that many 
additional features have to be added to make 
the system a reality. 
The need for the original simplified diagrams 
where basic considerations only arc used can 
now be seen. 
In considering th~ cases of the pump and 
flow controls as shown in Fig. 17 the following 
are the major non-linearities which should be 
considered and applied to the computer: 
(a) Friction of seal on pump servo piston. 
(b) Limitation of travel of pump servo piston. 
This provides a maximum fuel flow stop 
which may help to limit overshoots on 
acceleration to maximum revolutions. 
(c) Limitation of travel on valve at the end 
of the pump servo pressure line. !This is 
shown as valve fc in Fig. 4.) The type 
of valve chosen is called a "half-ball 
valve'' and the change of flO\v number is 
approximately proportional to the valve 
lift over a limited range. 
(d) Friction in push rods between the 
half-ball valve, the diaphragm and the 
throttle spring. 
Fig. 18. R.:sponse of system with limitation on 
pump displacement. 
A similar survey could be made of the other 
components in the system such as the governor 
arm and its associated items previously 
discussed. 
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For the purpose of illustration we shall 
consider the effect of (b) above. Limitation of 
maximum fuel flow is used on some existing 
simple governor systems in order to achieve 
satisfactory handling without the use of 
derivative devices. 
The wav in which fuel flow limitation can 
affect ove;shoot of engine speed is shO\vn by 
the computer results given in Fig. 18. This 
non-linearity has been applied to the computer 
set-up shown in Fig. 8. The results given are 
for proportional control only. It can be seen 
that the maximum overshoot is reduced from 
:!40 rev j min to 120 rev I min. A similar 
improvement would be shown with the deriva-
tive and integral terms added bringing the 
maximum overshoot to acceptable limits. 
Other non-linearities can be treated in a 
similar way on the computer. 
5. The Present Position and Future Trends 
The examples given in the preceding sections 
show in a general way the development of a 
suitable fuel governor system for an aero 
engine. The procedure followed illustrates 
how a system based on an initially conceived 
idea of a pump and flow control may be 
developed to give the required handling and 
stability c!laracteristics. The full work would. 
of course. include considerations of altitude and 
high forward speed operation where the engine 
"gain .. may cover the range from 2 to 10 and 
its main time-constant vary from 0·8 sec to 
11 sec. 
The system as determined for the sea-level 
case may require either some compromise in 
results to satisfy also altitude conditions or 
additional components may be required. so 
extending the procedure described. 
The control engineer must of course bear in 
mind the many other requirements of the 
system in addition to the governing require-
ments and these must also be developed 
alongside the governing system. 
The development of an aero engine from its 
initial project stage to bench and flight testing 
is a process occupying several years of work, 
and as yet a control system based on this type 
of investigation has not yet reached a testing 
state on a new engine. When such a stage is 
reached, considerable bench and flight testin)! 
time will be saved. 
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ANALOGUE COMPUTER FOR AERO ENGINE CONTROL PROBLEMS 
L=>L=>z==» u 
loOOSTf·- NIHv•t 
Fig. 19. Complete hypothetical fuel svstem 
On systems which have been analysed by 
;omputer techniques equivalent test-bed 
running has shown results to be quite consistent, 
bearing in mind that the method still requires 
further development as mentioned below. 
The importance of following up the analysis 
work with response testing as the manufactured 
components become available cannot be over 
emphasized. At its best. the mathematical 
analysis of the behaviour of each component 
must simplify the component. Any important 
deviations from the theoretical design therefore 
should be found as soon as possible so that 
their effects may be studied. Where non-
linearities are involved, the normal response 
testing techniques fall down since the output 
of the component is then sensitive to input 
amplitude as well as input frequency. It is 
therefore necessary to carry out response testing 
with varying amplitude as well as varying 
frequency. 
In conclusion it will be an advantage to 
discuss briefly the way in which further 
development of computer techniques will enable 
more reliable predictions to be made. Accuracy 
is limited at the moment by incomplete 
knowledge of the engine behaviour when 
operating under transient conditions away from 
its normal steady state working line. The 
engine transfer function quoted earlier is true 
only for small disturbances and the values of 
the constants as weB as the assumption of 
strict linearity must be Ill doubt for larger 
disturbances. 
With the development of engine simulation 
over greater operating ranges will come th~ 
possibility of incorporating acceleration controls 
and the determination of the most desirable 
form of such controls. This is a subject which 
at the moment occupies a considern b!e prnpN-
tion of the available flight testing time. Any 
assistance that can be given to reduce this 
testing therefore would be of considerable 
advantage. 
Figur: 19 shows a complete fuel system (not 
including the governor) where other essential 
items have been included to show that the 
pump and flow control loop is but one con-
sideration in the system. The other items arc 
essential components which cater for the other 
running and starting problems on the engine, 
conditions which require very full consideration 




6. Conclusions and Acknowledgments 
A review has been given of the present state 
of analogue computer application to aero 
engine control system development together 
with specific examples taken for the purpose 
of illustration. It can be seen that whilst the 
present techniques provide very real assistance 
in control system design, refinements are 
necessary, particularly in our ability to under-
stand engine transient conditions. 
This paper has shown the benefits to be 
gained by analogue simulation in the field of 
engine control system design. 
As further non-linear effects are appreciated 
simulation techniques must be developed by 
co-operation between the computer designers 
and the control system engineers. The 
preparation of this paper has been an example 
of this co-operation and the authors are 
indebted to the managements of Elliott Bros. 
and Armstrong Siddeley Motors for permission 
to carry out this work. 
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Analysis of a Gas Turbine Engine 
Fuel System 
By J. SCHWARZENBACH, M.Sc.,* and K. F. GILL, M.Sc., Ph.D.• 
Linearised control theory is applied to the design of a hypothetical fuel 
control system in order to determine the most suitable combination of terms in 
a governor three-term controller. The results obtained from frequency 
response techniques are compared with those obtained from transient per-
formance data, and this information is used to determine the usefulness of 
root locus plots in the design of the system. It is shown how over-simplification, 
before qualitative understanding of components becomes quantitative. may 
lead to completely misleading results. The conclusions are drawn that 
estimation of system performance is possible from harmonic respons~ <lata 
providing experience has been gained in the design and testing of similar 
systems of known harmonic response characteristics; the Nichols chart is the 
most convenient method of display for obtaining the harmonic response 
characteristics of the system; the Root Locus method is superior to the 
harmonic response method when design information is necessary on the 
transient response characteristics of the system ; experience with the root 
locus method gives a more clear picture of the effects on system performance 
arising from the introduction of additional elements into the system loop 
than is possible from harmonic response data; and that neglect of 
apparently small valued time constants without preliminary system investi-
gation could result in incorrect selection of compensating term coefficients 
during system design. 
THE demand for ever incrc<~sing engin~ performance has brought about the 
need for greatly improved accuracy of speed 
control. The control systems required for 
accurate scheduling for installations working 
on widely and continuously varying load 
requirements are extremely complex, and 
difficult to design and calibrate, and most 
current design applications are based on 
closed loop control theory. The effect of 
closing the scheduling loop of any system is 
to alter both the static and the dvnamic 
response of the system. It may make the 
system more accurate, faster. or smoother. 
or it mav introduce instabilities which will 
make the system unstable. depending on the 
nature of the feedback signal used. To 
facilitate a clearer understanding of such 
systems. a hypothetical system has been 
analysed using the well proven linear control 
theory, and the results are presented in this 
report. 
• ~partmen1 0( ~«baoir;;iil Enaineenn;. Unher.;ity Or Leeds. 
Nome>ndature: 
~:}~Pump ser\'o piston areas. 
o 1-a"-Equation coefficients. 
~)-Potentiometer sellings (see Fig. 4). 
/-Generalised ftow number. 
/ 1-Flow number of ahitude controlled 
metering orifice. 
!:-Flow number of pump servo half-
ball valve. 
~: !-Flow restrictors. 
[, 
/ 1 =/'1 +/;," }-Integrating ~hanism flow restric· 
, tors. 
/ 1 -Derivalive mechanism ftow re· 
/, strictors. 
~:! }-Polynominals ins. 
G(,)-Transfer [unction for (Flow Control 
+Pump+Engine). 
G1(.}--Transfer function for governor. 
/-Engine rotor inenia. Kl--Gam parameters for characteristic 
K · equation. 
K1- ,-Equation constants. 
k-lntegration constant. 
1. THE HYPOTHETICAL SYSTDI 
The hypothetical system investigated was 
based on a previous study(') indicating the 
use of an analogue computer for the design 
of an aero-engine fuel control system. The 
purpose of the present investigation is to 
determine the relative usefulness of the 
different techniques available for analysis of 
system stability and performance. The 
transient response of the simulated system to 
a step input in speed selection is used as a 
criterion to determine the influence on 
system performance of the variation in the 
basic settings of each term (proportionaL 
integral and derivative) in the "three term" 
gov~rnor controller unit used in the system 
analysed. The optimum combination of 
these three governor coefficients is also 
selected from the transient response data, 
since a step input can be characterised as the 
most severe disturbance to which any linear 
control system can be subjected. 
The techniques to ·be discussed in this 
Mp-Peak resonance amplitude. 
m--Fucl pump para.ntet.:r. 
N-Generali.sed engine speed. 
Nc--Engine speed error. 
N'r-Go"·ernor derivati,·e mechanism 
speed parameter. 
N~-Selccted engine speed. 
N.-Actual engine speed. 
P--Generalised pressure. 
Pc-Compressor delivery pressure. 
PLP"-l.P fuel pressure 
P 1-Pump delivery pressure. 
P~-Pump servo pressure. 
P~-Turbine inlet pressure. 
P,-Servo pressure (derivative control). 
!>-Modified laplace operator. 
Q-Generalised fuel fto"·· Q1-Fuel pump delivery ftow Q..-Engine fuel ftow. 
Q J-Pump servo flows. .. 8:: -Flow control servo ftoY..~. 
Q,,- ,,.--Governor servo Hows. 
q-Engine air mass ftoy... 
q-r-Turbine air mass flow. 
R-Universal ga5 constant. 




article, namely root locus plots and Nichols 
charts, are fully described in many text-books 
and research papers on control theory. and a 
useful bibliography is given at the end of the 
article. The more familiar Nyquist diagrams 
used in system frequency analysis are 
included in the report for interest, but the 
Bode diagrams are not included, since all the 
relevant information is equally well displayed 
on a Nichols chart. 
It must be understood that system diagrams 
or engineering drawings of control systems 
are generally too congested with detail to be 
immediatelv usable. It is, therefore, essemi:ll 
to use a dear-cut method of simplificauon 
when dealing with systems of a complicated 
nature. otherwise the study will be burdened 
with much unnecessary detail. The "blod. 
diagram" (such as in Fig. 2l is the usual 
method of system representation to show in a 
compact way the inter-relationship between 
the elements in an otherwise complex system 
arrangement. Tlte preparation of an eq ui,·a-
lent schematic diagram (as in Fig. I) is the 
first convenient step towards establishing 
the principle components and p:trameters in 
the system, and thereafter the preparation ,,f 
the block diaeram follows a; a lo~ic:il 
development. -It is generally unwise tt' 
oversimplify the schematic representation 
until it is certain that the diaeram truh· 
represents the dynamic problem to-be :tudied. 
The dynamic tquation~ us.?d ir, this 
analysis have been t!xpressed in th~ LJ.pl.1.:~ 
Transform notation. and this enabks. the 
complete mathematical description c,f the 
dynamic system behaviour to be specified 
with the minimum of writ in~. Further. wh..:n 
the behaviour of the system is described with 
the aid of transfer relationships. it is often 
possible by inspection alone to deduce man,· 
interesting :Jroperties of the system. 
2. SYSTEM AND SIMULATOR CIRCL:IT 
2.1. DESCRtPnos OF FLOw CosTROL SYSTE\1 
The system used in the investigation is 
shown schematically in Fig. I. The units 
comprising the system are all hypothetical 
items assumed to be represem:nive of 
proprietary items commercially avail~blc. 
The three basic elements sho\'."n in Fi~. I "re · 
(a) Pwnr.-This unit is as.~umr:rJ To bt~ " 
variable displacement engine-driven pump 
which i:, cuntrullt:U by ffil;!an:::, of an int~grai 
positional hydraulic servo. 
(b) Flow Control Va!re.-This de, ice moni-
tors the pressure drop across a metering 
orifice / 1 and uses the signal to position the 
T-Engine torque. 
T:-Compressor Uciivery t-:nlpt=l .. lLut~o:. 
T 3- Turbine inlet temper::uure. 
W-Throttle movement. 
V1-Combustion zone SC"\:ondary volume. 
V,-Combustion zone pnmary volume. 
x-Pump servo piston displacement. 
j.·~ >.-Diaphragm movementc;.. 
J1 -Governor proportional term. 
Z ~-Governor integral term. 
Z 1-Govemor derivative term. 
z-lntegrating lever arm movement. 
e~-Angular displacement or inertia d•~~.: 
of derivative mechani~m. 
:S,-~:}-Frequency invariant gain terms. 
A-Finite change from stCOldy \tate 
datum. 
-: 1--:1- Time constants for control elements. 
T..-Engine rolor inertia lag . 
Tr'-Combustion zone inflation Jag. 
~-'•4-'ae-Equation constants. 
w,.-Systcm natural frequenc;·. 
cup-Peak resonance rrequency. 
~-Damping f~tor. 
Subscript a--Datum condition. 
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'""' 
half-ball valve j, of the pump positional 
servo. The hydraulic principle used is well 
known commercially. 
(c) Go,.emor.-Basically this unit is a 
hvdraulicallv actuated three term controller. 
The hydrauiic circuit shown in Fig. I is one 
possible way of obtaining proportional. 
deri,·ative and integral action. The numerical 
values chosen in the anaivsi::. :ue assumed to 
be practically possible ;_.ith this form of 
compensation device. 
2.2 DESCRIPTION OF ANALOGUE C!RCt:IT 
The analysis of the hypothetical system was 
carried out on a "!'ACE" 221 R analogue 
computer, and the circuit layout used is 
shown in Fig. 4 with each control element 
and the engine indicated in separate blocks. 
Variation in the coefficients of the governor 
was achieved by alteration of the potentio-
meter settings a, b and c. Variation 
of the engine fuel requirements about any 
engine operating datum could be achieved by 
variation of the potentiometer setting d, 
and the associated initial conditions were 
introduced in the normal way. The setting 
used for each potentiometer in the circuit is 
indicated. together with the multiplying 
coefficients for each amplifier. 
3. THEORY 
3.1. DERIVATION OF TRANSFER FUNCTIONS 
In order to derive a complete set of transfer 
relationships for the hypothetical control 
system under consideration it is necessary to 
make certain plausible assumptions. The 
most important of these is to assume that 
perturbations about the datum conditions 
are small, and hence that a linearised theory 
can be applied. The equations describing 
the transfer relationships for the four parts 
into which the system has been subdivided 
Fig. J-Diagr.im of engine 
(b) Flow Control Vall'e.-
(1 +~,s)~f,=~,:>QF-~o.:>f, -:J,.:>IV . (c) 
where~ •• ~. and~. are gain constants and ~" 
a time constant. the numerical values for 
which are obtained from the characteristics of 
the flow control valve. 
(c) Gm·ernor.-
. 131 
fuel control S)'slem and 
can be derived separately as outlined in the 
Appendix, and these are quoted below. 
(a) Pump.-
(I) 
where ;~ 1 and ~~ .. are frequency invariant gain 
constants and ~.the time constant due to Jag 
Fig. 2-Mulliloop feed-
bad. control system 
in the controlling servo. The numerical value 
for each of these constants for the particular 
datum conditions used can be calculated 
from the normal flow/speed characteristics 
of the pump. 
~.v,.- j_~~~-;--7~;"' ~ It I 
z., Z, and z, are the loop variables for the 
proportional. integral, and deriYatiYe terms 
N, 
Fig. 3---Reduction of system in Fig. l 
of the governor respectively, and ~, is the 
lag in the error sensing u~it. 
(d) E11gi11e.-
where :-, is the rotor inertia lag. -:-,.' the- com-
bustion zone inflation lag. and ~. the fre-
quency invariant gain term derived from the 
engine performance characteristics. 
The system can now be represented most 
conveniently by the block diagram. Fig. ~­
and it can be seen that the system comains 
two minor feedback loops in addition to the 
main feedback loop. lt is assumed for this 
analysis that the engine is operating with an 
all speed governor at constant altitude and 
forward speed, and the change in values of 
terms p 1 (total intake pressure! and IV will be 
zero and hence are not included on the 
block diagram. 
3.2. DEVELOP~IFST Of (HARACIERISTIC 
EQUATIO~ 
3.2.1. Block Diagram Reduc1in11.-The 
block diagram (Fig. 2) may be simplified by 
·--·------::;;·--;~;::~-;--~-~-;~·~·-:~:-J 
\I .,.,f. ~"; I 
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combining the transfer relationships for the 
flow control valve, pump and engine. Bv 
manipulation of Equations (I), (2). and (5i. 
and by substitution of the numerical values of 
the gain and time constants quoted in 
Appendix I, the following relationship is 
obtained: 
G(s)- tJ.N, 337 500 
tJ.f, 5'+31 ·6s'+5638s'+ 115 OOOs 
+ 135 ()()() 
' (6) 
A reduced block diagram can now be 
drawn. Fig. 3, and this simplified diagram 
in which minor feedback loops no longer 
appear can more readily be used for analvsis. 
3.2.2. Closed Loop Transfer Functioii.-
The closed loop transfer function for Fig. 3 
is: 
G,(s) G(s) 
I +G,(s) G(s) 
Hence the characteristic equation is: 
I +G 1(-') G(s)=O 
For the single-termed proportional governor 
arrangement (i.e .. Z,=Z,=O) in conjunction 
with Equations (3). (4) and (61. the character-
istic equation becomes numerically equal to: 
s' ~ 41 · 6s 1 ·c 5954s3 ·c 17 380s'-'- I 285 OOOs 
-'-(1 350000-;-K)~o 
where K=3·375.·.10'Z, 
In order to reduce the variation in the 
magnitude of the equation coefficients it is 
useful lQ introduce the variable p=D·ls. 
which transforms the characteristic equation 
to: 
p5 - 4 ·16p'-59. 54p'-17 ·38p' -118 5p 
·"ti3·5+K'J=U (71 
where K '=33 75Z, 
r-~--.,--.---~10,--,--,--, \: ! 
\ 91---'c-· --+----i ~""~ 1 J ! i! 
' ' r'-...._; ~· a ! I. .1 \I i 77 \ i AU oiiOOTS V~Rr f----'-. ---'-
1 
.. ----i 
\ I ClOSE TO POl.£ j 
~~--~--,---~6r-----~~ 
f i\ 1 j i l 
1 : \ 1 i : i I 
I l I \i I !~' 
r---1 ---;i---t-i --;--}----;1-- 3 I .If / 
P' 1. \z,-60 lv-·~~~ I ! z,•l< \ ,. ,<'it> §~--~~~~\ ~~~~---1-~ 
, - 1 z,.,~o---._ •·.,,., 1 \R ; ! ] ~~:'•IJ • 
i 5 • -~31 2 -I __. .=--/ __ ...il---!3 












Fig. 6-Roor conrour plol 
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3.3. CONSTRUCTION OF ROOT LOCUS 
The basic steps in the construction of the 
root locus plot( '· 3) are outlined below for the 
above characteristic equation, Equation (7). 
(a) Starting points: The loci start at the 
poles of G1(s) G(s) for K=O i.e. the factors 
of Equation (7). which are: 
(p-0·1~5) ( p ·c I) ( pC-2) ( p+0·52 
""j1 · 32) (p""O· 51-j 7 ·32) 
tb) Ending points: There are no zeros, 
hence all loci move ultimatelv to infinitv. 
approaching asymptotes at 36'. 108', 180\ 
252' and 324'. 
(c) Number of loci: Since there are no 
zeros and five poles there will be five loci. 
(d) Intersection of asymptotes: This lies 
on the real axis at p= -1 ·04. 
(e) Loci on real axis: There will be loci 
between p=-0·125 and p=-1·0, and to 
the left of p=-2 · 0, since along these 
sections of real axis the total number of 
poles and zeros to the right of each section is 
odd. 
(/) Intersection with imaginary axis: By 
use of the Routh criterion this is found to 
be at :'::jl ·49. 
(g) Breakaway point: A breakaway point 
exists on the real axis between p= -0 · 125 and 
p= -1 ·0, and can be found as a real root of 
the equation dK{dp;,O, and is p= -0· 50. 
(h) Using the above information the 
general shape of the loci can be drawn 
approximately, and then more accurate 
curves found by obtaining by trail and error 
several points on the loci using the angle 
condition. 
(i) Values of K can then be calculated 
using the magnitude condition, and the 
position of the required roots found. 
The root locus plot for the proportional 
system obtained with the above information 
is shown on Fig. 5, and roots for Z 1 =I · 0, 2 · 4 
and 6·0 are indicated. 
21 I 
3.4. DEVELOPMENT OF RooT CoNTOURS 
To study the effects on the dosed loop 
system poles resulting from th~ addition of 
integr<ll and/or derivalive ~umpensdliDn it is 
necessary to rearrange the closed loop 
transfer function in the manner sho"n hclnw. 
Consider the introduction oi an integral 
term into the governor equation. The closed 
loop transfer function is now: 
33 75(z,- 1~') 
p'+4·Jop' -5Y· 54p'-iiJ.Jilp'- 1:s:sp 
+ 13 5+ 33 ;s(z, ;-{cf,;) 
and this can be written as: 
3375(Z,+ ~~) 
p'+4 .J6ip·d9 · 54p'·-171 . 3Sr'"" 1~8 · 5p 
---=-=c:7."",o("'13:...·"-.5 - 3 3 . 7 5 z ') 
I, 3·375Z, ·- ··-
., p(p'·--4-!6p 1 ~9-5~;:1.:-~?!·18;~ 
+128·5p+l3·5+33·75 Z,) 
from which the characteristic equation is: 
3·375 z. 
1 + p(p'~4-:Jnp'+59· 54p'+ ~-'='71,...·""3""8p-,,---­
+128·5p-cl3·5·i-33·75 Z,) 
' . . . (8) 
0 
It can be seen that the coefficient Z. now 
appears only as a multiplying factor: and 
hence the conventional root locus technique 
can be applied. The poles of Equation (8) 
will include the roots of Equation (7), and 
for any given value of Z, a set of conto~r:. 
can be drawn. In a similar fashion the 
closed loop transfer function for the addition 
of a derivative term can be manipulated to 
yield a characteristic equation amenable to 
the same process. The two sets of root 
contours obtained by the addition of an 
integral term. and a derivative term respec-
tively to the proportional governor are 
shown in Fig. 6 for the single value ofZ 1 =2·4. 
19 
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Ia) TrJ.nsicnt resron~e. 




Fig. 7-Eifert of changes fn loop gain of proportional 
system 
TEST I 
4. PROCEDURE AND RESULTS 
To obtain a clear understanding of what 
effects on the system performance resulted 
from changes in the value of each term in the 
governor controller, the simulated system 
was investigated for both transient and 
harmonic responses. The harmonic response 
tests for various combinations of the coeffi-
cient settings of the governor terms were 
carried out, using a commercially available 
transfer function analyser. and the resulting 
Nyquist plots are shown in Figs. 7(b), 8(b\. 
9(b) and IO(b). This information was then 
transferred to the !'<ichob chart 'hown in 
Fig. 13. The transient response to a step 
input for the same governor settings is given 
in Figs. 7(a). S(a). 9(a) and I O(a). Given in 
Table I is a summary of the more important 
d:.ta obtainable from all these test~. toeether 
with the values of the governor coeffi-cients 
for each test. 
The root locus and root contour plots for 
the same sets of governor coefficients were 
constructed in the conventional way as 
described in Sections 3.2. 3.3 and 3.4. The 
root locus plot for the proportional system 
is shown in Fig. 5, and two representatiYe 
sets of root contour plots are shown on 
Fig. 6, only one-half of the symmetrical plot 
being included. 
5. DISCUSSIOI' OF RESULTS 
5. I. HARMONIC ANALYSIS 
True sinusoidal svstem excitation is seldom 
encountered in practice, but the technique of 
frequency response analysis finds justification 
in its ease of application. and in the practical 
-~------~~~~---
rEST 8 
TIM£ - SECONDS 
(a) 
20 
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usefulness of results obtained from it. 
This technique enables comparisons between 
systems to be carried out in an intelligent 
fashion. and is the basis for system synthesis. 
It is essential. however, for the design of 
certain svstems to know the transient 
response characteristics of the system, and 
methods are available to enable the frequency 
response data('·') to be translated into 
transient response data. The classical solu-
tion of system equations is generally pre-
cluded because of the complex nature of 
practical systems. 
Experience in both linear control theory 
and engine governing suggests that acceptJble 
t:ngine sysu:m perfurmam.:e t.:an be ad1ie\'cU 
if the harmonic response characteristics of 
the system lie within the following limits: 
Mp i·l-1·4 
(J)P. 1·1 c/sec. to 1·6 c/sec 
Phase margin 40'-50' 
Gain margin 6 dB-10 dB 
Band width. . I ·I c'sec to I· 5 c!•ec 
The associated transient performance charac-
teristics considered to be acceptable are: 
Ri~c: tim: 
!'"..:ulin11 111"11<' .. 
Jni1ial cntrlhom . . 
;-.;um~r of n~ill.Ltton\ 
~IJ,imum 
n ! ~~-~r . .i> 
~~ :t• .•nJ, 
-j~. 
and such values should be obtained with the 
above ham1onic response characteristics. 
5.2. NYQUIST DIAGRAMS 
Fig. 7(a) shows typical transient per-
formance curves for a proportional system 
in which the loop gain ha' heen changed 
from 2 · 5 to I~· I. The etfect of increasing 
TIME. - SECONDS 
(a) 
Z£1!.0 HEADT HATE 
!RII:OA 
-4 -J -l s -6 - s -4 - J -2 _, •• lo 
rurs o-•~ 
-7 . __ ."'\ 
w -o·J 'ffs~ 1.2 
-8 (b) 
(al Tramic:nz response. (bl Nyqui.u dia~ta.m. 





(o) Transient respon.e. (b) Nyquist diqram. 
Fig, 9-Eirect of addition of intogrut trrm 
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the loop gain can be seen to increase the 
magnitude of the initial engine speed over-
shoot and result in a more oscillatory 
response. i.e. less damping. The Nyquist 
plots associated with these transient curves 
are shown in Fig. 7(b): similar frequency 
points on each Nyquist diagram have the 
same argument. but a changed loop magnifi-
cation value. For a loop gain of six the 
system behaviour is reasonable in so far as it 
most nearly meets the desired values specified 
in Section 5.1. but there exists a steadv state 
error which is unacceptable. To achieve 
isochronous governing. i.e. the elimination 
-1 
-I J ~ lo 
STU-Dt HATE EAAO.It 
. 
TIM[ - SE.CONDS 
(o) 
(") Tr..~n~lent respoMe. 




Fig. 10-Effect of addilion of deriHlliYe term 
of this steadv st~J.t~ error, without seriouslv 
affecting the system performance it i"s 
necessary to introduce .. compensation'' into 
the svstcm. 
nie effect on the transient respon>e of the 
addition of imeor"l and derivative action to 
the governor loop can be seen in Fig. 8(al. 
which shows the elimination of the steady 
state error and modification to the form of 
the transient response curve. The reshaping 
of the Nyquist plots as a result of introducing 
this compensation is shown in Fig. 8(h). 
The effect of the integral and derivative 
terms individually can be seen in the transient 
response curves. of Figs. 9(a) and IO(a) 
respectively. Curves for two values of each 
term are shown, together with that for the 
simple proportional system. the values of the 
terms having been selected as those which 
give the most acceptable performance. It 
is evident. particularly from the respective 
Nyquist diagroms. Figs. 9(b) and IOih), that 






DATUM S£UCTION CHANGED 
AS A FUNCTION OF !!.!!. ,, 
DATUM 
Fig. 11-Spt>ed response to unit step input 
the effect of the inte•ral term is the more 
pronounced. The reason for the introduction 
of the intcf!r:.tl term is to eliminate the stead\' 
state erro~. while the introduction of thC 
deri\'ati\'e term resuils in a reduction in the 
amplitude of initial speed overshoot. prefcr-
ahh· to a value below that which e~isted 
before the introdu<·tion of the integral term. 
One physical explanation of why deriva-
tive action achieves this can be understood 
from examination of the hypothetical speed 







would result from a step change in selected 
engine speed. 
The new selected speed datum during the 
transient period is effectively changed by the 
action of the derivative term. and the "'""· 
nitude and direction of this change is detc~­
mined by the magnitude and sign of the 
term d/dt (/\'). The engine governor behaves 
as though the engine has reached the selected 
speed. and causes a subsequent change in 
fuel, thus "anticipating'' and acting to 
reduce the engine speed overshoot. 
The functioning of the integral term i> 
illustrated in Fig. 12. It will be realised thcli 
true isochronous governing can ne\·cr he: 
achieved in conjunction with stable linear 
operation. but a·technique for achic,ing Ih~ 
snmc result can be realised bv the imroductil'n 
of integral action into the go\·ernor uniL 
At fir.:,t. when the tmnsicnt response is mc:-1 
violent. the integral action h"s little etl<ct. 
and the governor behaves as a proportional 
device. As the amplitude of the oscillations 
decreases the integr"l mcch"nism becomes 
more effective and reduces the speed crrDr 
by "biasing·· the proportional governnr 
characteristics to achieve isochronous condi~ 
tions. The chane:e in the: value of thi!) bi~b· 
in2. with en2ine J'Oadinrr. is determined bv the sp~ed error~ - · 
5.3. ~ICHOLS CHARTS 
Nyquist plols lwving cunstant .\/ l:linttlur" 
superimposed can be used for hoth tilL' 
analYsis and desil!n of sen·o svstems. but 
e:enc.rallv it is mo~e con\enienl l0 ha\'t: th;.., 
inft)fmaiion transpos(!d to the form cf ;:: 
Nichols chart. The specifications for the 
design of servo systems using the frequencv 
domain criterion i.e. bandwidth. resonance 
peak. resonance frequency: gain margin and 
ENGINE SPf£0 
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phase margin are more easily studied using 
the gain-phase plane of this chart. The 
information obtained from the Nyquist 
diagrams for the tests conducted has been 
plotted in Fig. 13. and the salient points of 
interest taken from these Nichols charts are 
shown in tabular form in Table I. 
For the linear proportional governor 
7 
__,_-
system it is apparent from tests 1-3 that for 
no value of loop gain can all four require-
ments for the transient response be realised. 
For a loop gain of 6 the most promising 
transient values result; for lower loop gains 
the rise time and speed error becomes too 
high. and for higher loop gains the initial 
overshoot is excessive and the response too 











• TEST 5. 
o THT6. 
• TE.H7. 
.o TEST /2. 
lEE 
TA!LE I 
O·t'::! :---=- :.:."'~-~':::-'.::".:.·'----,::;:----,-,.,.----:-',:---.,.!-,-----,~---LI __ __j 




FHASE SHIFT - DE.GRE.£5 
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M 1·0 
oscillatorv. The same conclusion would be 
drawn frOm examination of the harmonic 
re5ponse characteristics since for the higher 
and lower gain settings they are in less agree-
ment with the desired values given in Section 
5.1. To achieve the desired performance 
compensation must be introduced to the 
proportional system of loop gain 6. 
Inspection of Table I. for the various com-
binations of governor terms. shows that the 
hannonic response characteristics can be best 
achieved with the governor settings of test 
12. The transient performance data dt> 
not quite satisfy the suggested values stated 
in Section 5.1 . 
The settling time is too high. bl.it it cir. b~ 
seen from Fig. 8(a) that after a time of three 
seconds the speed error is within tolerable 
limits for most engine installations. With a 
band width of I· 5 seconds a greater P<'>Si-
bilitv exists that control could be lost if the 
noise/signal ratio became too high. Although 
the harmonic requirements are att:Jined tht: 
ma\imum overshoot is still hioh and could 
only he further reduced (with the maintenance 
or the other requin:d characteristil:s) b) thl' 
introdul'tion of some nt1n-line:lr element in 
1 he .;ystem. 
5.4. Roor Locus At--:D KooT Co' rOLR 
PLOTS 
The application of harmonic response Jata 
to the design of linear control systems is a 
very useful tool providing the system speci-
fications are known in terms of the gain 
margin. phase margin. resonance peak M, .. 
and bandwidth. If. however. it is necessarv 
to have transient response informauo;1 
during system design for systems in which the 
gain constant is a variable to be chosen. thco 
the graphical methods based on frequency 
domain studies become very laborious. time 
consuming and generally a most unrealistic 
approach. 
Knowledge of the position of the roots of 
the characteristic equation of a ser\'f) sysrem 
plotted in the complex plane makes a complete 
analysis of the system beha\ iour possihi~. 
M t·l ' "- , ?~·oJa ''';<-·...;..' _____ ___j A method that enables these roots to be 
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by the location of the complex conjugate 
poles and those nearest the origin will govern 
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this mode. Any other pole or zero will have 
less and less effect the farther it is to the left 
•of the complex conjugate poles. 
Further, a system with a real pole nearer 
the origin than the nearest pair of complex 
conjugate poles will display a slow, i.e. over 
damped, response since the response is 
determined by the pole nearest to the origin. 
A zero positioned near a pole will reduce the 
value of the coefficient of the time function 
whilst the coefficient of the time function will 
be increased if two poles are located close 
together. 
To illustrate this, consider as an example 
the transfer function relating engine speed to 
desired engine speed, i.e. the closed loop 
transfer relationship. for the proportional 
governor system. This is obtained. for the 
desired value of the loop gain. by means of 
the root locus plot of Fig. 5 and is: 
N,(p.l 8·1 
N; TiJJ~(p-2 48J(p-0·56-7 3~j)(p 
+0· 56-7 ·32j)l p+O· 34-,-0· 79j)( p 
-'-0-34-0-79j) 
and for a unit step input in selected engine 
speed the Laplace Transform for N,(p) is: 
8 ·I 
N,Cp)=pcp--2-4B)(p-O s6c-7·32j) --· 
(p;-0-34-c0·79i) 
It can be shown('). that if y(s)=j(s)!gisl. 
where f(s) and g(s) are polynomials ins. the 
degree of{(sl being lc:;;s than tlwt of g(s). 
and if 
g(s)- {.\--a,) L1 ~a"!) ... (.,-a,·; 
where a 1• a 2, . . . au are const:JntS, which 
may be real or complex but must be different. 
the Laplace Inverse is: 
lit)= ~--------/(a,) e"r' ·----- --. 
· L-(a, -a,) .. (a, -ar- 1)(a, -a,.,. 1) •• (a, -a,d 
r---,1 
(9) 
Application of this theorem to the proportional 
governor system will result in an analytical 
"pression from which the engine transient 
speed response can be plotted. Since the 
predominant pair of complex poles are 









Fig. 14-Polc confiRUJ"3tion or proportional system 
poles ( -0· 56 =':: 7 · 32j) can be neglected, thus 
requiring Jess mathematical manipulation to 
obtain the desired expression. Also since the 
distance of the real pole from the origin is 
more than five or six times the distance from 
the origin of the complex conjugate poles 
this pole could be neglected without detect-
able error resulting. Including this pole, 
but neglecting the distant pair of complex 
conjugate poles, the Laplace Transform now 
becomes: 
8·1 
N,(p)= p( p+ 2·48) (p-0- 34 :':.0· 791) 
which yields the solution: 
N (t)=4 · 35 { I -0 · 14-4<>--"."-1 · ~e-'·" sin (7 · 9t 
-l-0 81) :. 
It can be found that this third pole will 
have negligible effect on the value of N(t) for 
time values greater than 0·05 seconds. 
This equation was evaluated and plotted 
in Fig. 15, together with a copy from the 
/·0 
TIME- SfCONDS 
Fig. 15-Tr.m.!)icnl response of proportional ~~slem 
computer solution for the proportional 
S\'Stem. The results are in excellent acree-
ment and are indicative of the power oi' the 
root locus technique for obtaining trans11::nt 
respon~t! data. 
It can be d~tcrmineJ from thi~ "reduceJ 
root configuration'' that the value of the 
natural frequency of the system will be 
w.,= 7 · 9 radtsec .. and the associated damping 
factor is ~=0·40. since the distance from the 
origin to the governing complex poles gives 
the value of the natural frequency. and the 
damping factor is determined from the 











* Fig. 16-Melhod of detennining w,. and -~ from the 
pole location 
is in fact the root configur3tion of a second 
order svstem. which means the resonant 
frequency can be~alculated from the equa-
·tion wp= w" v 1 -: 2 and Fig. 17 shows the 
transient response for di!Ierent values of 
damping factor. 
Plausible approximations of this nature 
always enable vital information on system 
behaviour to be computed quickly and easily. 
5.5. EFFECTS OF OVERSIMPLIFICATION 
It is necessary during system design to 
produce a simplified system that will truly 
represent the dynamic behaviour of the 
physical system. Generally, in order to 
determine whether any small time lag can be 
neglected, the minor loop containing the 
element under examination should be in-
vestigated to determine the loop behaviour 
with and without this Jag included. For 
instance. consideration of the engine alone 
would suggest that the effects of the inflation 
Jag would be small in comparison with those 
215 
of the inertia Jag. However, Fig. 18 shows a 
marked change in system transient response 
as the inflation Jag is varied from 0 in Test 14 
to 0·1 in Test 15. 
The harmonic response data (Fig. 19) 
indicates the effect of the chan~e in inflation 
lag on loop performance to b~ a change in 
cross-over frequency from approximately 
I· 6 c/s to 8 · 5 cfs. which again clearly 
indicates that the inflation Jag should not be 
neglected. 
The root locus plot for the system with 
zero inflation Jag shows a completely changed 
Fig. 17-Transient response ro unit !ltep input location 
' .,..£.!· 
!--TE.STI. 
-+--..L.---:---cl --- T£51 1~. 
~--·-·"""· 
I 
TIME - SECONDS 
Fi~. 18-Chan~e in lransient response ""ifh t:han~c in 
n~lut Q( eng!~~ !n~<!!il)fl I~K 
Fig. 19-N,.·quist plot ~win~ change- in region -I.JO 
witb change in inHatlon lag 
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root configuration (Fig. 21) to that for the 
system with inflation lag of 0·05 (Fig. 5). 
The limiting frequency for stability can be 
seen to be 54 radfsec. compared to 15 radfsec. 
for the latter case. 
Considering each unit in association with 
the system as a whole it might be assumed that 
time Jags of 0·1 seconds were small in 
comparison with those for the fuel pump and 
the engine. and could be neglected without 
detectable error. Neglecting the error lag in 
addition to the inflation lag would result in 
the changed system performance shown 
in Fig. 20. Test 16. the Bode diagram being 
used as it shows the effect most clearlv. This 
diagram shows a very pronounced resonance 
peak at approximately II cis giving rise to a 
very low gain margin. The high phase 
margin for this test further illustrates the 
changed system performance to be expected. 
and the errors resulting from such assump-
tions. 
6. SUi\1:\<IARY OF CONCLUSIONS 
I. Faster engine speed response and a 
reduced steady state speed error can be 
obtained by closing the loop of a propor-
tional scheduling system. The speed error. 
\Vhich is the most serious disadv::uHaQ:c. 
could be further reduced by increasing t-he 
loop gain. but this leads to a more violent 
oscillatorv motion. The larger initial over-
shoots resulting on selectio-n of a higher 
speed datum could cause mechanical failure; 
the selection of a lower speed datum for a 
high performance aircraft could lead to 
engine "blowout''. with possible loss of the 
aircraft at low altitude due to lack of sufficient 
time to effect relight procedure. 
Fig. 20-Bode diagrom 
-3 -1 









Fig. 11-Rool locus plot for proportional s~srern 
Milhour inflation l:.~g 
2. The elimination of the steady state speed 
error is possible by the introduction of an 
integral term within the governor loop. but 
this eives rise to an increase in the value of the 
initial overshoot. Jmprovement in the 
transient response. however, can be achieved 
by additional compensation in the form of a 
derivative term. 
! • 1 1, \ \1 
-JOf-j .:.' ..:.....+-------+--,----,---;;-"-t-_,_ t 
f~£QUE.NCY - CYCUS fU. S£COND 
24 
Jan. 29. 1965 T 1-1 E E N G I N E E R 
3. The suggested transient response charac-
teristics listed in the article are acceptable 
values for most engine systems. and could 
form the basis for the design of practical 
engine systems. 
4. Design procedure using transient re-
sponse data is usually lengthy and cornpk\, 
and harmonic response techniques are nwre 
readily applied. Experience has shown that 
to achieve an acceptable transient response 
the harmonic re.;;ponse characteristics list~d 
in the article can h~! u"eJ Js th~ h~1si' for 
design. 
Table I shows thl' \·ariation.., in harmoni(" 
data whil·h can be c.\p~:l·lcd fllf typi~ai 
tr~nsient perform~nce characteristics. 
5. At the design stage it is more conveniL'n! 
to plot the h:lTmonic resp0:1se ch:u:1ctcri.stie;; 
on a Nichols chart since the values of peJk 
resonance. phase margin. &c .. c~n be obtained 
directlv from the chart. Hnwe\·er. it is ~ll 
times difficult to appreci:11e the 5ignifican\"c 
of changes which occur in the harmcn!c 
response data as a result of modifi.c~uion to 
svstem design. The root locus method is :1 
method by- which better understanding is 
gJined. 
6. Th!.! r~...10l lo<.:u' method for new dL"...,i~n~ 
gi\·es a better phy::;ical pictuiC' or the ~y;;r"Cm 
performance. since the result of changes 111 
design and in values of design p~nameters 
can be more fully underswod by the changes 
that occur in the numbers and po5ition of 
poles and zeros plotted in the s-plane. 
7. During the initial stages of design. when 
simplification of the system equotions is 
necessarv. mdividual timr.: COibtJnts which 
may be considered of SCCC'ndary importance 
can onl\' be neglected when inYCSti:!ation 
has sho.,;·n their etrect on the loop perivrm-
nnce to be small. 
APPE'<DIX 
DERIYATION OF TRA'\SFER 
RELATIO:-ISHIPS 
I. GAS TL•RB!;>;[ ES<;!;>;[ 
(a) Inertia of Rotor S.l'.'ilem.- The torque 
reiJtionship for a gas turbine engine can be 
expressed as a function of engine speed. 
engine fuel flow and .:ngine air m<Iss flow. 
i.e. T~T(N. Q.q) 
During any period of unsread~· running 
rnnrlitinno;; the- flurtn:Jtion in Pn~m~~ torrp!!' 
will be dT. i.e. 
aT aT aT dT~a/\1·""'-a<? "O .. ·a-q·'''' 
and for an enlline runnimz with a choked 
propelling nozzle the air mass flow will be 
sensibly constant. i.e. dq=O 
aT aT dT~aN. dN~aQ. dQ 
For a single rotor engine system. and by the 
application of Ncv.:ton·s i;:l\\' for a rotatir,g 
body, the dynamic equation of motion can be 
written as: 
where 
I= inertia of the rotor system. 
Nand Q arc the values for engine speed and 
fuel ftow respectively measured from 
the selected steadv state datum 
condition. · 
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The Laplace transfonn of this is: 
( ar ) 
[
_!_ s"-J]N(s)= ·, a~T; Q(s) ( ar) . _. -a;:; 1 -aNI 
where the tenn I 
ar 
oN 
has the dimensions of time and is the time 
constant of the rotor system. 
For equilibrium conditions (s-O).it follows 
that 
Ntsl_ J amq_ 1.. _,, 
Q(s)- l -oT/oN J -,,, 
which is the slope of a steady-state operating 
Curve relating engine speed to engine fuel 
flow. 
Hence the engine transier function is 
N(s) ~-Q(s)=J+hs for the rotor system (10) 
(b) Comhustion Zone li!flation.-With a 
step increase in turbine inlet temperature T3 , 
the turbine mass flow changes from IJo to 
__ q_,_ 
I . D. T,. 
'''I- T3 
since it can be assumed thnt 
is a constant valu!.!. 
Initially, since the inflation Jag is very 
small compared to the rotor inertia lag. it 
can be assumed that the engine is constrained 
to run at constant rotor- speed. then the 
turbine mass flow. having suddenly dropped 
from q0 to 
will gradually rise again to q0 • 
Let the primary and secondary combustiL'n 
zone volumes to be inflated be at temperatures 
T, and T, respectively. 
Then the mass flow to inflate the combus-
tion zone is 
v2 d , . v~ d q,-q,=RT~ di (P 17 RT; di ( P) 
where 
q 0 = How ~nto zone. 
qT= flow to turbine wheel. 
Now 
q, { P} V,P, d( P ) 
.·. q,- 1 :..r, P, = RT, dr J>; 
~ 1-r, 
-'- V,P, t!...(.!...) 
· RT, dr P, 
i.e.q{l 
V,P,[ V, T.J d ( P) 
= RT; I+V, Ta dr T, 
for small perturbations about a selected 
datum engine running speed, 6T3/T3 <t. I 
hence it can be seen that the inflation time 
constant can be calculated from 
whence the complete linearised engine trans-
fer relation can be written as 
N(s) ~' . til) Qi.;) ( 1- Ts)(\-'-T,'s) · · · 
2. FUEL PUMP 
The !low equatiOn for an incompressible 
fluid flowing through a restriction is 
Q~J, .. ~p 
Logarithmic differentiation results in the 
linearisation of this equation 
. ..>Q -'f.-'(P-PI.P) 
Le.Qo =?;7UP-PL~)~. 
where oP=P-PJ.p 
Application of this equation to the system 
shown in Fi~. I. and considerin£ the pump 
running at n:Zed speed. results in the fv!lowing 
equations: 
1 Q.q\ ( Qll \ 
-'Q.,·"\-;, J;r, 7 ;c?>-P-;;.Jio 
Since is is assumed Pu is canst. ..>Pu=O 
.· . ..>Q.,=K, -'/,-7-K, ..>P, 
Similarlv it can be shown that 
d ..>Q,=~Q .. ~ 13 A, di (:lx) 
=-'Q.,~K,s1Q 
(lcl 
' . (13) 
where 13 is a conversion factor and x is the 







From consideration of force balance on the 
pump servo piston: 
where 
and 
(A,-'-K,)..>P,=rm~Q,-A,..>P, . (17) 
K,=(1;'). 








The numerical values of the coefficients 
K1• K ,, &c .. are evaluated from use of the 
pump flow characteristics about the selected 
datum condition. 
Combining Equations (12) to (17) gives 
the complete transfer function: 
~c -~. 
D.f, -1+~, .. 
for the pump running at constant speed. 
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The numerical value chosen for :~ 1 is 450 gall' 
hour/in and "• is 2 · 5 seconds. For the 
variable speed pump the linearised tramfer 
relation is 
3. FLUW COSTROL VAL\'[ 
By adopting the same procedure the 
transfer relationship for the Aow control 
valve in terms of fuel Row and thruttle 
signal can be shown to be 
(1~-~.sl-'/,=~,,-'Q-:;,..>J,-:l,~ll' ' (19) 
It is assumed. however. for this analvsis th~t 
the governor is working as an Gll·speed 
device and, therefore. -' 11'=0. From tho 
flow characteristics of the tlow control \ :1]\·e. 
the numerical \'alue of>·· i5 3 g p.h rn. :: is 
3 g.p.h.'in and c, is 0·1 se,·. 
4. GOVERSOK 
(a) Derirmire Action.-From Fi~s. l and 
12 it can be seen that the fo!IL)\\"in!! are the-
basic equations for the part of the go,·ernor 






..>Q.,= -'Q.,-'- ..>Q,, -..>Q;.; 
Force equations on bellows: 
.lP~=[-L~.'l.t·1 
.'lP1=:-t,sN,' 
Angular displacement of inecti:t disc· 
.l'::l:=:.t,. J(St· -S't') dt. Ai::.u ..l:x:.. -:lp.::..f-
Combining these equations nnd '>implifying 
gives a result of the form: 
_; Z, (I ~~,sl s .\', 
.\'~=~~ 
z-
Fig. lJ--Gol"emor lnlpgr.lling mechanb,m 
For the system used ~.,=0. ~,=0· I sec. and 
z, is variable. 
(b) Integral Acrwn.-Applymg similar 
reasoning to Fig. 2~ yields the result 
6[,'=.!.-': 
IIi k.\ 
where k is the constant of integration (vari-
able). 
The overall transfer function for this 
three-term governor device is then: 
. fs(s)= { Z, +~:+(I:~~ lsJ N,.(s) 
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Design of an optimum relay-type 
governor for a gas-turbine engine 
by K. F. GILL, M.Sc., Ph.D. and J. SCHWARZENBACH, M.Sc. 
A governor based on a relay-type principle, 
utilizing' a minimum time-response switching criterion, 
has been incorporated into a hypothetical aircraft gas-turbine-engine speed-control loop. 
The change in performance for different approximations to the theoretical switching criterion 
has been investigated. The types of governor arrangement studied, are limited to those 
which can be implemented hydraulically, without undue complexity. 
ONE IMPORTANT DYNAMIC-PERFORMANCE REQUIREMENT 
for aircraft-engine speed-control systems, is that the 
output response to an input step variation approximates, 
as closely as possible, to a step function. In practice, 
provided that the rise time is 0·3s maximum, the settling 
time to the selected speed datum is 2s maximum, 
initial overshoot is ~25 %. and there are not more 
than It oscillations to datum, then the dynamic per-
formance is considered to be acceptable. By changing the 
emphasis on these requirements, it becomes possible to 
consider forms of governor arrangement other than the 
conventional two-term or three-term controller. In 
particular, by accepting sustained small-amplitude 
oscillations, an alternative type of governor in the form 
of a 'bang-bang' regulator becomes worthy of con-
sideration. Reduction of the initial overshoot, towards 
the amplitude of the constant oscillations, would lessen 
the rise-time requirement, provided that the 'settling 
time' is maintained within the 2s maximum.It is assumed 
that isochronous governing is essential for multi-engine 
installations and, hence, integral action must be retained 
in any modified governor arrangement. 
It is usually preferable to have hydraulic rather 
than electronic controllers for aircraft-engine applica-
tions, because high ambient temperatures in the engine 
nacelles would create cooling problems in the 
latter controller. Also, the available high-pressure 
fuel provides a convenient source of power for servo-
elements' actuation. With this preference in mind, any 
proposed governor arrangement should be capable of 
simple realization in a hydraulic system. 
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Fig. 1 Block diagram of engine 
and fuel control system 
'• \".:.,-£._ ......... ;.:,;.;.-~.!';""~=;:;:'l•::=-t..:::.:-.;.l....:;.~ 
-~---~-~-'t 
Flow control " 
valve 
To have appropriate data available for comparison. 
it was decided to use a hypothetical engine system (1) 
in this investigation. The aim of the previous work 
was to determine the optimum coefficients for a three-
term controller meeting the dynamic requirements 
quoted above. It was not possible to satisfy these 
requirements completely and, hence, alternative 
governors, utilizing component non-linearities, were 
investigated (2). This resulted in the possibility of 
simplifying the governor by replacing the derivative 
and integral terms with a two-rate integral term. The 
value of the latter's integrating coefficient was increased 
for small error-signal values, and provided some 
improvement in dynamic performance. The present 
paper is an extension of this work. 
Fig. I shows two systems used in the present investi-
gation, which was carried out on a Pace 231 R analogue 
computer. The computer circuit configuration (fig. 2) 
shows the engine, fuel pump, flow-control valve, 
governor, and optimum switching-curve generator, 
for system B. The minor circuit changes necessary to 
obtain system A are not shown. 
Optimum switching curve 
For a second-order system, an expression can be 
derived for use as a switching curve, which gives the 
minimum-time response for this type of relay-governor 
control unit. The use of such an optimum switching 
curve theoretically permits the final condition to bt 





Fig. 2 Computer circuit 
for engine and fuel control 
system (system~B) 
N; + 
Fig. 3 Reduced block diagram 
irrespective of the initial conditions. If the order of 
the gas-turbine engine system being studied could be 
reduced to two, without sensibly changing the overall 
dynamic performance, then the idea of optimum 
switching can be used. 
The composite transfer function for the engine, 
pump, and flow control valve is-
337500 
G(s) = . 
s~ -i- 31·6s3 -'-5638s" -i-115000s...:... 135000 
Two of the characteristic-equation roots are pre-
dominant and, hence, this can be simplified to-
2·4 
G1(s) = (1 +O·Ss)(l +0·05s) 
To satisfy the requirement for isochronous governing, 
system A (fig. I) has been chosen as the simplest arrange-
ment. From the reduced block diagram (fig. 3), when 
the system is autonomous-
Ni = 0 
-1·4K 
Ne(s) = 
s2(l +O·Ss)(l +O·ls)(l-i-0·05s) 
-1·4K 
s2(l +O·Ss) 
Ne(t) = -1·4K (t -0·8 -:-O·Se-1•251 ) 
which, upon differentiation, gives-
file(/) = - 2·4K(l-e-1 ' 251) 
These equations describe the phase-plane trajectory 
(fig. 4) for zero initial conditions. The optimum 
switching curve and a typical trajectory, for a given 
initial condition, are also shown in this figure. 
The augmentation of this switching curve requires 
the generation of the derivative signal, Ne(t), with 
which are associated certain practical difficulties. 
Because of noise susceptibility, the development of a 
true differentiating device is impracticable and a suitable 
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Fig. 4 Theoretical and 
practtcal switching 
curves (system A) 
Nomenclature 
c Coefficient for parabolic approximation. 
D Half-width of dead-zone. 
E Peak amplitude of forcing function. 
G(s) Transfer function of engine, pump, and 
flow-control valve. 
G1(s) Approximation toG (s). 
G1(s) Transfer function of linear proportional 
integral governor. 
K Gain term in switching device. 
Ne Speed error signal. 
Ne 1 Speed error at which swi:ching should 
occur for minimum time response. 
No Engine speed. 
s Laplace operator. 
'" Angular frequency. 
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approximation to this function must be used. The 
approximation generally includes a small time-constant 
in the derivative mechanism. The value of this time 
constant is a function of the signal/noise ratio for the 
differentiator input. 
For a governor, including a differentiating device, 
to be acceptable, the dynamic system performance 
must show an appreciable improvement over that for 
the non-linear governor previously investigated (2). 
To augment the switching signal, the theoretical 
error (determined by the switching curve) is compared 
with the actual error, and switching is arranged to 
occur when their difference is zero. 
Tests conducted 
In an attempt to discover the accuracy with which the 
practical switching curve must match the theoretically 
predicted one, a number of trigonometric functions 
were generated and each fitted the curve with varying 
degrees of accuracy. The functions chosen could be 
easily generated hydraulically, and are: (a) two straight 
lines; (b) a parabola; and (c) a single straight line. 
Transient responses were obtained for step-function 
inputs of different magnitudes. The more suitable 
switching curves were then chosen, and further tests 
carried out in which the dynamic engine coefficients 
of engine primary time-constant and gain were varied 
by a factor of three. 
The rise time, maximum overshoot, amplitude of 
persisting oscillations and settling time (for the more 
significant tests of system A) are given in tables I and 
2, and typical response curves are shown in figs 5 
and 6. For comparison, the dynamic behaviour of the 
system fitted with a linear proportional and integral 
governor is also shown. 
To eliminate the steady-state oscillations, it is 
necessary to introduce a dead-zone in the switching 
relay, which results in the loss of isochronous governing 
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Fig. 5 Transient step responses for variations in the form 
of switching curve (system A) 
linear gorernor 
lx gain 
J' lag lest 29 
lime lsi 
Time lsi 
Fig. 6 Transient step responses for variations in engine 
parameters (system A) 
conditions. The dead-zone required, in this case, was 
very large and resulted in unacceptably large steady-
state errors. 
In an attempt to avoid this difficulty, the alternative 
governor arrangement of system B was studied. The 
integrating action which has been introduced, in 
parallel with the switching action, is slow and has 
been neglected in the development of the theoretical 
switching curve (fig. 7). Transient response results, 
for this alternative arrangement, are listed in tables 
3 and 4, with typical responses shown in fig. 8. The 
effect of dead-zone is shown in fig. 9. 
Discussion 
A dose approximation to the switching curve is possible, 
over a limited range, by the use of a hyperbola or a 
parabola, particularly around the origin. The shape of 
the switching curve makes it impossible to fit either 
CONTROL April 
Table 1 Effect on the transient step response of different 
approximations to the theoretically optimum switching 
curve-system A (K=15) 
§o E_g ~-;; 
:.<"" :=~ ~ ~ ~·~ -~ 
(if different 10 fr 
previous columns) Vi Actual switching curve 
I 2 0·10 
2 1·8 0·20 
3 0·3 0·44 
4 0·6 0·06 0·20 1·5 
5 0·4 O·ll 0·14 0·8 
6 3 0·22 
7 0·5 0·26 0·23 1·8 
8 2·2 0·12 
9 3·6 0·12 
10 5 0·10 
II 5 0·10 
12 2 0·13 
13 0·4 0·20 0·28 1·2 
14 0·3 0·72 0·80 I 5 
I 5 0·7 0·07 
16 0-4 0·15 
17 0·3 0·32 0·31 2 
27 0·25 l~osc. 0·14 1·3 
only 
2 "' flnitial slope 0·1 
I 0 :;; c {Fmal slope 0·4 0· 5 ~ " ~ Break-poant 1·0 
~ ~~ ~ I~itial slope 1·0 
I ~ Fmal slope 0·15 
0·5 Break-point 0·1 
1 -E !l ::-.. c = 0·03 
: h·~ ~: g:?~ 
I C::<: :... c = 0·32 
I u Slope = 1·0 
I ,_; Slope = 0·5 
I - Slope = 0·25 
I -§, Slope= 0·125 
' ·=I 
I E (slope= 0·]5 
0·5 Cll J 
Linear system with P+ I 
governor G1(s) = [2-4 + (O·S;s)! 
Table 2 Effect on the transient step response of changes 
in engine parameters and the addition of dead-zone-








u (if different to ~ , ~= v:·u 
" .:t•: ~ previous columns) T <:st conditions r-
2 1·8 0·20 Basic engine ~Two·Se!:!mcnt 
IS 1·9 0 46 3 x gain appro.\i: 
19 1·3 0·09 3;.: lag 1 mat ions 
20 0·9 0·26 3 :<(gain & lag) fcoeff.s as test 
2. table I). 
5 0·4 0·11 0 14 08 B<tsic engine Two·segm~nt 
21 0·3 0·32 0·25 1·7 3 X gain approxi-
:!2 0·7 0·04 0·22 4 3;.: lag i mation 
23 0·3 0·12 0·36 4 3 x(gain & lag) (coetf.s as test 
LS, table I) 
16 0-4 0·15 Basic engine (linear 
24 0·2 0·44 0·50 1·3 3 x gain , switching 
25 0·9 0·07 0·20 1·9 3 >:lag j curve (slope 
26 0·4 0·18 0·28 1·1 3 x (gain & bg) . = 0·35) 
27 0·25 I~ osc. 0·1~ I 3 Basic engine r Linear 
18 0·10 >6 osc. 0·64 3-8 3 :..: gain ! governor 
29 1·10 0 0 I I 3 xlag 1 Gfs) = 
30 0·25 I~ osc. 0·26 1·7 3 X (gain & lag) . [2·4 + (0·8!s)' 
31 (0·5) Steadv-state 6 Dead-zone width = 2 :..: 0·~5 
error ·±0·25 (minimum value which 
32 (0·5) Steady-state 4 eliminates oscillation) 
error :::O·JO Dead-zone width= 2:·. 0·3 
of these functions over a wide range. A choice has to be 
made, therefore, between a good fit near the origin 
only, and a poorer fit over a wider range. Although 
the hyperbola appears to give a better approximation 
over a wide range, and there is no significant difference 
if the only requirement is for a good fit near the origin, 
the hyperbola provided no noticeable improvement 
to the dynamic behaviour shown by a parabolic 
switching curve. Consequently, no results are presented. 
Easier approximations to implement are two linear 
segments or a single straight line, but these suffer the 
disadvantage that an accurate fit near the origin is 
impossible. 
Two-segment approximation to 
switching curve 
In an attempt to obtain a good approximation to the 
ideal switching curve, and one which is simple to 
augment hydraulically, a function comprising two 
straight lines and a single break-point was investigated. 
Sample results are shown as tests 1-3 (table I and 
fig. 5) for the approximation, shown in fig. 4, using 
small, medium and large steps. It can be logically 
deduced that the slope near the origin primarily governs 
the amplitude of steady-state oscillations, while the 
slope remote from the origin dictates the rise time and 
magnitude of initial overshoot. Adjustment of both 
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the break-point and the slope of the two straight lines, 
to give small-amplitude oscillations and a fast rise 
time with little overshoot for a medium-sized step 
input, results in a switching curve shown in fig. 4 and 
the speed responses of tests 4-6. Surprisingly, although 
the latter switching function is of quite different shape 
to the theoretical switching curve, the transient re-
sponses (for all step sizes) show a marked improvement 
over those obtained with the better fitting curve. From 
these results. it would seem unnecessary to use a larger 
number of segments; moreover, it would be incon-
sistent with the design philosophy of a simple governor. 
Parabolic approximation 
The parabolic relationship between Ni! 1 and .'iie is-
Ne1 = c(\'e)' 
where the coefficient, c, dictates the region in '' hich 
there is close agreement between the parabola and the 
ideal switching curve. For increasing values of c. the 
changes in dynamic system behaviour are sho" n as 
tests 7-10 for the medium-sized step. Table l shows 
that there are two main changes in transient beil::~,·iour 
of the engine system for increasing values of c. (i.e. 
increasing rise time and decreasing amplitude ot per-
sisting oscillations). This is consistent with the fact 
that switching occurs earlier than it does in the optimum 
case, and implies that a practical compromise must be 
made between a fast rise time and small persisting 
oscillations. 
Straight-line approximation 
As a logical extension suggested by the results of the 
preceding approximations, and because it would he 
the simplest to implement hydraulically, a single 
straight-line approximation to the switching curve 
was investigated. Results for different slope values 
are given as tests 11-17; the best of these (tests 15-17). 
with switching curve Ne1 = 0·35 ;\'e. are margin::!!ly 
poorer than the best obtained from the two-segment 
approximation (tests 4-6). 
Changing engine dynamics 
Changing flight conditions experienced by ~:rcraft 
engines result in large changes in their dynamic 
characteristics. The most significant are the changes 
in engine prim'!ry time-co{1stant and engine gain 
constant. To ensure that satisfactory dynamic beha\'iour 
is maintained with the chosen type of governor, tests 
were carried out in which these engine parameters were 
increased by a factor of three, both separateiy and 
simultaneously. Results are shown as tests 18-26 
(table 2 and fig. 6) for the two-segment switching curves 
previously described. For comparison, the transient 
response has been obtained for the system controlled 
by a linear governor with the transfer function-
G,(s) = [2-4 ..!... (0·8/s)] 
The results for the engine operating with this gm·ernor. 
under the same conditions, are given as tests 27-30. 
The switching curve with large slope ncar the origin. 
again gives the best transient behaviour, but this is 
generally inferior to that of the linear system. 
Introduction of dead-zone 
In order to reduce the amplitude of the steady-state 
oscillations, or eliminate them completely, it is necessnry 
to introduce a dead-zone into the switching characteris-
tics. This effect is present inhere:-~tly, to some degree, 
in all practical systems. The magnitude necessary to 
give a particular reduction in the amplitude of the 
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Fig. 8 Transient step responses (system B) 
inspecting the plot of the characteristic equation-
! +N(w,E)G(s) = 0. 
Complete elimination is achieved, theoretically, by 
satisfying the expression-
(rrDj2K)> IG(s)/180°1 
where lD is the width of the dead-zone. Satisfying this 
requirement, for the switching curve with large slope 
near the origin, requires D > 22% of the step size. 
The associated steady-stale speed error is quite 
unacceptable. 
System B 
System A has been shown, in general, to give a poorer 
performance than the engine with a linear proportional 
326 
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Table 3 Effect on the transient step response of different 
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Table 4 Effect on the transient step response of changes in 
engine parameters and the addition of dead-zone-
system B 
eo 
t g;2 ~z ., ~ ~ -~~ ~~ .&J c ~ UE ~ ·~ =~';; -> ~ ~g~ e.o tn".= N (if different to ·:;. 
~ -~ ~~-~ prev1ous fr u columns) cr. Test conditions 
38 0 30 0·16 Basic engine 'I Two-secmcnt 
46 0· 15 0·3~ 0·36 0·35 3 .'<gain ._approx(mJ.lion 
47 0·9 0·04 0·08 I ·8 3 ·-:lag j (coerf.s as :est 
48 0·35 0·10 0·16 07 3 :<(gain & 38, table 3) lag) 
49 0·7 0·05 2 l 
44 0·35 0·10 I ~Basic engine 
50 0·2 0·20 0·5 t 3 :-:gain 51 O<! 0·16 0·10 0·4 2 Linear 52 0·15 0·36 0·30 0·3 I switching 
53 0·1 0·68 0-40 0·2 0·5 ) curve (slop!! 
= 0·10) 
54 1·5 002 2 ~ 3 .dag 55 0·9 0·02 I 
56 0-4 0·05 0·05 0·6 0·5 t J :.; (gain & lag) 57 0·6 0·04 2 58 0·35 0·08 0·08 0·45 I 
59 0·2 0·20 0·5 ) 
60 0 35 0 8·0 Dead-zone width = 0· I 6 
61 (2·0) 0 6·0 Dead-zone width = 0·32 
plus integral governor. System B was created to satisfy 
the isochronous-governing requirement. The effect 
of the integral action was neglected during the develop-
ment of the theoretical equations which specify the 
switching function. This arrangement suffered the 
disadvantage that the switching curve was only operative 
for limited regions of initial conditions; the system 
only functioned for other regions because of the slow 
integrating action. The phase-plane trajectories and 
theoretical and actual switching curves are shown in 
fig. 7. 
Tests, similar to those for the previous system, were 
undertaken and the results showed similar trends. 
Results of the tests are given in tables 3 and 4, and 
sample transient responses are shown in fig. 8. 
Approximations, utilizing a parabolic switching 
curve, were investigated first (tests 33-36), and the 
best response (test 34) is shown in fig. 8. The two linear-
segment approximation (test 38) gave the best response 
for the different combinations of slope and break-
point investigated, and this was superior to the parabolic 
approximation with amplitude of steady oscillations 
reduced by 30% for a 0·35s rise time. A switching 
curve with high slope near the origin, and low slope 
beyond this region, gave an inferior response, unlike 
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!dead-zone width= 0·32J 
Time lsi 
Fig. 9 The effect of dead-zone on transient step response 
(system B) 
approximation (test 44) gave an improvement over 
both of these. This improvement was maintained with 
engine-parameter variations, and system B, with this 
linear switching curve, showed a clear improvement 
over the linear proportional plus integral governor-
provided that small-amplitude persisting oscillations 
are acceptable. The size of dead-zone required to 
32 
eliminate these oscillations, is considerably smaller 
than with system A, and fig. 9 shows the resulting 
types of transient response with test 60 being the most 
suitable. 
Conclusions 
I. The logical arrangement for a 'bang-bang' type 
of governor (system A) gives a generally poorer per-
formance than the linear two-term governor. Further-
more, if steady-state oscillations are reduced in this 
system, by the use of a dead-zone, then the steady-state 
speed error makes the system even more unacceptable. 
2. System B, although not utilizing the true criterion 
for minimum time response, shows an improvement 
in system dynamics over that for the linear system. 
3. The switching curve which gives the best transient 
performance, is also the one which could most easily be 
implemented hydraulically. 
4. Controlled size of the dead-zone can be used to 
eliminate any persistent steady-state oscillations, with-
out the loss of isochronous governor conditions for 
system B. 
5. The performance of system B with changing 
engine dynamics is superior to that of the linear s:•stem. 
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K. F. GILL, M.Sc., Ph.D., and J. SCHWARZENBACH, M.Sc., University of Leeds 
0 A three-term governor for a gas turbine engine system is studied with a view to 
reducing its physical complexity and increasing its reliability without damaging its 
dynamic behaviour. 
El The significance of internally generated pressure noise on the performance of 
different possible hydraulic control systems is assessed. 
Gi.l A root-locus plot is used to predict the approximate transient behaviour of the 
non-linear system 
0 The correlation between harmonic response criteria for the linear and non-linear 
systems is examined 
It turns out that a simplified governor with improved dynamic performance can be 
obtained by removing the derivative term of a linear three-term controller anc 
modifying the integral term to give double rate integral action. Pressure nc-isE 
generated within the pump of a hydraulic system is found to have neqligible effec:. 
The authors conclude that general trends in the dynamic behaviour of simple non-
linear systems can be predicted from modified root-locus and harmonic response 
diagrams, but that for more detailed information further experience with non-linear 
systems must be obtained. 
PRESE~T PERFORMAl'CE SPECIFICATIONS Of air-
craft engines, such as continuously varying 
load requirements, rapid response, and iso-
chronous governing, have made it necessary 
to replace the earlier scheduling systems with 
more complex closed-loop systems. Generally 
the loop is closed on a three-term line:u 
governor with proportional. integral and 
derivative terms. 
Hydraulic governor units arc usually more 
attractive for this purpose than their electrical 
counterparts, since high ambient temperatures 
in the engine nacelles raise problems of cooling. 
A further strong factor influencing the choice 
of hydraulic components for engine control 
systems is that high-pressure fuel is the most 
convenient source of power for actuation of 
servo-elements controlling fuel pump stroke, 
inlet guide vane position. etc. 
The hydraulic governors used are highJ;-
complex and hence costly to manufacture. 
difficult to calibrate and service. :md suscep-
tible to iailure. and. in our opinion. an:-
scheme that c:m reduce this C<.lmpicxny ·xou::. 
be useful. Our theoreucal study here sho\\; 
that, by sekctive usc of ;"tmctional nor.· 
line:uitics within an otherw1se linear governor. 
a simpler system with better pcriorm:1nce 
characteristics can be achie,·ed. 
The investigation is based on a hypotheticai 
aero-engine fuel system fc'r whid1 w~ ha,·.: 
published the results of a study to determine 
the most suitable combination of terms in a 
three-term governor (/). The most difficult 
of the three terms to generate hydraulically. 
and possibly the most difficult to design. 
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doing research on the optimizing control of 
internal combustion power plants. 
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because of its susceptibility to noise, is that of 
derivative action. The remaining two terms are 
necessary for stable operation, if isochronous 
governing is to be achieved, but the best 
system performance obtainable from pro-
portional and integral governor terms alone 
is generally not acceptable. The aim of the 
34 
investigation has been to find the form of 
non-linear function which, when used in 
conjunction with proportional and integral 
terms in a governor, gives the most acceptable 
system performance, and to compare this 
with that obtainable from the three-term 
controller. 
SYSTEM AND SIMULATOR CIRCUIT 
The engine and its speed control system are 
shown schematically in fig. I. The control 
system comprises three basic elements, 
assumed to be representative of units which are 
commercially available. 
They are: 
• FUEL PUMP. Assumed to be a variable-dis-
placement engine-driven pump, controlled by 
means of an integral positional hydraulic servo-
mechanism. 
• FLOW CONTROL VALVE. Monitors the pressure 
drop across the metering orifice, /" and uses the 
signal to position the half-ball valve, /,, or the 
pump positional servo-mechanism. 
• GOVERNOR. Shown in two basic forms, indicated 
by separate blocks in fig. 1. The first is one 
possible way of obtaining a hydraulically actuated 
three-term controller with proportional, derivative 
and integral action. The other is a non-linear 
device, basically similar to the three-term 
controller, but with the portion generating the 
derivative term replaced by a profiled valve, f,. 
This second block is a schematic representation 
of the non-linear controller which gave the most 
acceptable system performance of the types 
investigated. 
The block diagram for the system under 
consideration, together with the component 
transfer-functions, is shown in fig. 2, and in its 
reduced form in fig. 3. The transfer-functions 
for the linear system have been derived (J), 
and that for the non-linear governor is 
developed in Appendix I of the present article. 
The hypothetical engine system with the 
various alternative governor arra_ngements 
studied has been analysed on a Pace 221 R 
analogue computer. The circuit layout for the 
two arrangements of fig. I is shown. in fig. 4. 
the engine, fuel pump, flow control valve, and 
governor being indicated by separate blocks. 
The circuit was programmed in such a way 
that the effect on engine performance of 
variation in governor characteristics, i.e. 
loop gain, integrating coefficient, and deriv-
ative coefficient or parameters of the different 
non-linear functions, could be easily studied. 
NOMENCLATURE 
D Limiting value of rev/min error signal 
E Rev/min error signal 
G, Transfer relationship of governor 
G, Transfer relationship of ~ngine and 
fuel system 
iH Closed-loop system gain 
Mp Peak resonance amplitude 
Ne Describing function 
N, Engine speed error 
N, Selected engine speed 
N. Actual engine speed 
p Modified Laplace operator 
Laplace operator 
Wp Peak resonance pulsatance 
Non-lineartwo-term governor 
Fig. 1 Schematic diagram of 
engine fuel control system. 
466 
Linear three- term governor 
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Flow control valve 
Fig. 2 Block diagram of engine and fuel control system. 
Go·1ernor Engine and fuel system 
337500 
G2(s) = .• TJI·t.•3 ...1. S638.s~ + IISOOO• +nsooc 
Fig. 3 Reduced block diagram. For linear governor G1 = f(s) 
For non-linear governor G, = f(s.N,) = 2-4.C..0·8/s..,-8N,fs 
2-4-i-0·8/s+0·12s. 
Linecr three-terr.. ;o,rern~: 
Fig 4 Computer .circuit for engine and fuel control system. 
PERFORMANCE CRITERION 
The investigations have been restricted to 
'range speed governing· within an engine 
speed range of 8000-8600 revimin, chosen 
to be representative of many actual engines. 
Full-range speed gaverning from ground 
idling to maximum engine speed is not 
practically possible: the shape of the com· 
pressor characteristics much below engine 
speeds of this range make it essential to 
limit engine acceleration to avoid compressor 
surge· and stall. Fortunately full-range speed 
governing is not generally n&cessary because 
of the restricted operating range requirement 
when irl flight. 
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The criterion chosen to compare system 
performance for the different governor con-
1igurations studied is the transient response 
of the simulated system to a step change in 
selected speed, which can be considered as the 
most severe disturbance to which a system 
must respond. The following characteristics 
arc considered necessary for acceptable 
transient performance: 
• rise time to selected speed datum, 0·3 s max. 
• settling time to selected speed datum, 2 s max. 
• initial overshoot, 25% max. 
• number of oscillations, I~ max. 
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RESULTS AND DISCUSSION 
TABLE 
Test number 2 3 4 5 6 7 8 
SYSTEM CHARACTERISTICS 
Governor characteristics 
Proportional · Proportional+ 
Terms integral derivative 
,---'-------; .------'---; r--'-----. 
Value Zt 2-4 60 1·0 2·4 2·4 2·4 2·4 2·4 
ValueZz 5·0 8·0 5·0 
ValueZ3 0·12 0·60 0·12 
Loop gain 6·0 15·1 2·5 6·0 6·0 6·0 6·0 6·0 
TRANSIENT RESPONSE CHARACTERISTICS 
Rise time to selected datum, s 0·26 0·20 0·45 0·32 0·30 0·31 0 27 0·30 
Overshoot.% 36 68 26 62 78 31 35 52 
Number of oscillations 1 ·5 5·5 0·5 2·5 4·5 20 3·0 2·0 
Settling time, s 1 ·6 3·1 1·4 2·7 4·5 1 ·7 1·7 1 ·8 
STEADY STATE 
Speed error Ne.% 9·5 3·3 21 5 0 0 9·5 9·5 0 
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Fig. 5 Transient response. 
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9 10 11 12 13 14 15 16 
Proportional, integral Proportional 
and derivative 
---·---
2·4 1·0 1·0 2-4 2·4 2-4 24 2-.: 
5·0 5·0 0·8 0·8 0·8 
0·60 0·12 0·12 0·12 0-48 
6·0 2·5 2·5 6·0 6·0 60 60 60 
0·21 0·30 0·31 0 21 0·16 0·26 0 30 0-7; 
46·5 50 24 33 34 9·5 33·5 0 
long 
2·5 2·0 0·5 1 ·5 2·5 1·0 25 0 
2·4 4·0 5·3 55 55 1 ~ -~ 3·0 0·/:· 
0 0 0 0 0 9·5 9·5 9·5 
Linear three-term governor 
In an attempt to achieve the required syst"::~ 
performance the system response ·.vas i::-
vestigated for various combinations of c,o. 
etncients of the three terms in the line:.~~ 
controller(]). From table I it can be seen th::.• 
the desired transient response requirements 
were not fully attained. The best syster:: 
response results with all three terms in use. 
and the nearest approach to the performance 
criteria specified earlier tin the section entitkc 
Performance criterion) is Test 12 with a rise 
time of 0·21 s, overshoot 33 "~, oscillatior:s 
IJ·, and settling time 5 ~ s. 
The transient response cur\'e for this test 
is shown in dimensionless form in fig. :. 
After a 4 s interval the speed ~rror is sensibi' 
zero. and after a period of 3 s is withi~. 
acceptable lim irs for moq engine tnsuJ.ibtioP.~. 
The overshoot is. however. considerabi,· 
larger than the 25 ~ ~ maximum specified. anc 
could in practi<.:e result in mechanical engine 
failure on selection of a higher speed datum. 
Conversely, the selection of a lower speed 
datum for high~perforrnance aircraft wouid 
lead to engine ·blow-out',~ with possible 
loss of aircraft at low altitud~ owing to lack 
of sufficient time for the relight procedure. 
References 
1. Schwarzenbacll and GiH: 'Anal;sts of a l{;.t'i> lUrbtr.t 
enginefuelsystem', The En~in~er, Vol.:; 19, e.~O'J. Jan. 196:'" 
To be continueci 
•Blow-out is the jargon term for flame e.~tinction. 
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A theoretical look at the 
use of functional non-linearities 
in a gas turbine control system 
K. F. GILL, M.Sc., Ph.D., and J. SCHWARZENBACH, M.Sc., University of Leeds 
For the reasons given last month the linear 
three-term controller does not give an ideal 
system performance. 
Effect of noise 
It has generally been thought that the noise 
generated at the outlet of high-speed plunger-
type hydraulic pumps could have considerable 
effect on the correct functioning of the deriva-
tive term with certain types of component 
layout. Certain conunercially available pumps 
have ripple suppressors to reduce the ampli-
tude of the pressure fluctuations. 
A theoretical study of such a unit indicated 
that the frequency of the pressure fluctuations 
wpuld be at some frequency exceeding 200 cjs 
(Hz), the actual magnitude depending on 
the rotational speed and on the number of 
plungers in the pump. The amplitude of the 
pressure oscillations would not exceed ::!::: 10% 
of mean delivery pressure, provided that the 
length of the delivery pipe and the flow 
velocity were not excessive. 
Noise signals composed of two saw tooth 
waveforms with suitably displaced frequencies 
and amplitudes were used to simulate the type 
of pressure ripple which might occur in 
practice. This signal was injected into the 
various points in the simulated governor 
unit where the effect would be most marked. 
For both the linear and non-linear systems 
studied no noticeable change in engine speed 
response occurred at these frequencies. 
To show an effect it was necessary to reduce 
the signal frequency by a factor of ten, and 
only when frequencies of the order of 5 
cjs {Hz) were used did the effect become 
serious. At these lower frequencies the 
amplitude of any noise signal which might 
be present would be considerably smaller 
than the ::!::: 10 ~~ mentioned above, and could 
be ignored. 
Non-linearities investigated 
An essential design criterion for aircraft 
engines is that governing be isOl.:hronous. 
In single-engined aircraft this relieves the 
pilot of unnecessary attention to engine 
control; with multi-en~:ncd installation, :he 
problems associated \\ ith engine synchroniz-
ation are greatly reduced. Further, isochronous 
governing allows fuel requirement predictions 
to be more accurate for any given flight plan. 
It will be realized that system operation 
can never be stable if a linear isochronous 
governor of integral action aione is used. 
Introduction of non-linear effects into the pure 
integrating governor results in a combination 
of rise time and overshoot which is greatly 
inferior to that obtainable with a linear 
proportional +integral controller. In the latter 
case the desired transient response is still not 
achievable. Hence in this work the governors 
investigated have all contained proportional 
and integral action, and various types of non-
linearity have been introduced in turn in an 
attempt to improve upon the transient charac-
teristics of the linear three-term controller. 
The main types of non-linearity investigated, 
together with the resulting transient per-
formance characteristics, are shown in table 
2. A first attempt to improve the transient 
performance characteristics of the system 
using a simple linear proportional + integral 
governor was made by restricting the exce~s 
fuel available to accelerate the engine. The 
coefficients of the terms of the two-term 
controller were adjusted so that the rise time 
531 
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System Type of non-linearity 
(a) High loop gain with limit to 
proportional band at ±20 rev/min 
+linear integrating coefficient 
(b) High loop gain with limit to 
proportional band at:::: 15 rev/min 
+deadband of:= 10 rev/min 
+linear integrating coefficient 
(c) Two-r.:.te proportional governor 
with increase in rate at::: 175 
rev/min 
+linear integrating coefficient 
(d) Medium loop gain 
+two rate integra ring coefficient 
with decrease in value at 
±50 rev/min 




Step Proper- Integration Rise Over- Set1ling Number Steady- Comments 
size. tional coefficient time,s sheet time.s of state 
rev/min governor time,s 'Yo as cilia- oscilla-
gain t1ons tions. 
re/min 
600 25 0·08 0·7 13 1·1 87 Rise time too high, and 
300 25 0·08 0·5 21 0·8 80 oscillations in steady state. 
150 25 0·08 0·25 40 0·6 90 For small signal size overshoot 
30 25 0·08 Unstable large+ instability. 
GOO 36 0·08 0·8 10 2·4 
300 36 0·08 0·5 31 2·6 
75 36 0·08 0·15 66 1·6 
600 6 and 15 0·5 0·2 42 2·0 
250 6 and 15 0·5 0·25 42 2·2 
125 6 and 15 0·5 0·25 47 1·8 
600 6 0·86 and 0 08 0·3 11 1·6 
300 6 0·88and0 08 0·3 13 Z·O 
100 6 0·88and 0 08 0·25 35 2·1 
50 6 0·88 and 0 08 0·25 68 2·5 
Not 6 o·9 0·21 33 4 
applicable 
became acceptable, and, in order to bring 
the overshoot to within the acceptable limit 
of 25 ~ ~. it was necessary to restrict the engine 
overfuelling to a value within 5 ~~ of the 
required steady-state fuel ftow. This limitation 
unfortunately increased the rise time appreci-
ably, so the possibility of a physical system to 
achieve this form of fuel ftow characteristic 
was not further investigated. 
The introduction of further non-linearities 
outside the governor unit was not considered 
since they could not be readily achieved on 
the physical system. The only realistic way to 
achieve the desired transient response was to 
add simple non-linearities, which could 
easily be physically produced, to the two-term 
governor unit itself. The non-linearities chosen 
for investigation were limitation of linear 
characteristics, dead band, hysteresis and 
double-rate 'linear' characteristics. Of these 
hysteresis proved to be of no greater advantage 
than dead band, and more difficult to produce 
physically. 
Examination of the table shows that: 
II System (a) is completely unacceptable owing 
to the relatively large steady-state oscillations, 
which would result in objectionable beat notes in 
multi-engined installations. 
II In system (b) the limits imposed to obtain a 
more satisfactory system than (a) were such that 
would be impossible to achieve in practice. 
II System (c) was an attempt to eliminate the 
steady-stale oscillations of (a) by reduction of the 
proportional system gain for speed errors less 
than 100 rev/min. The shortcoming of this 
otherwise satisfactory system was the high initial 
overshoot which occurred with all sizes of step 
rev/min input. 
None of the tested systems using non-
linearities applied to the proportional term of 
the governor unit gave a performance which 
was considered to be sufficiently satisfactory. 
It was therefore decided to operate on the 
integral term of the governor, and system (d) 
is that which produced the most acceptable 
performance. The high percentage overshoots 
0 System no mote satisfactory 
26 than system (a). Also, limits too 
1G narrow for practical design. 
2 0 Excessive overshoot. 
2 0 
It 0 
1 0 System performance improved 
2 0 over three-term controller. 
2 0 System potentially simpler. 
2 0 Large% overshoots for sma II step 
sizes are small in absolute value. 
1i 0 Derivative coefficient 0·12. 
associated with small rev;mm steps can be 
tolerated because of the small absolute 
rev/min errors which they represer.t. This 
system satisfies the requirement for physical 
simplicity and ease of introduction into 
g01·ernor units, and one possible method is 
illustrated schematic:llly in fig. 1. 
Comparison with the performance of the 
three-term governor controller shows that 
equally acceptable system performance has 
been achieved from this two-term controller 
incorporating a simple functional non-linearity. 
This arrangement should give a cheaper and 
more reliable unit. 
Root locus 
The block diagram, including transfer reiation-
ships, for the non-linear system (d), is shown in 
fig. 3. The transfer relationshio for the 
g~vemor depends on a describin.g function 
(2), R,, as well as the Laplace operator s. 
The describing function (see Appendix 1) is-
R.=-rr!Jl2 arc sin (!!.) -2(~) / [1-( !2)']; E E,.... ,E, I 
where D is the limiting value of the error 
signal E. 
The closed-loop transfer relationship for 
the non-linear system (fig. 3) is-
G,.G,(s) 
I +G,. G,(s) 
from which is obtained the characteristic 
equation-
p' +4·16p' +59·54p' + 171 ·4p3 + 128·5p' + 
94·5p+(0·27+3·38R.) = o 
where p = 0· Is has been introduced to reduce 
the variation of the equation coefficients. 
The root locus in fig. 6 is constructed in 
the normal way. Indicated are the positions 
of the important roots for the two values of 
integrating coefficient used. As an aid (3) to 
accuracy in the region of interest, graticules 
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re constructed on which the contribution of 
lle distant pair of complex conjugate poles 
o the angle and magnitude conditions can 
e specified. They eliminate necessity for 
.aving the distant poles on the diagram. If 
b.e describing function is a function of ampli-
l!de only, then roots can be indicated on the 
lot for various values of the describing 
mction for the quasi-linear system. The 
Jots for JV. = 1 are the roots for a linear 
vstem with an integrating coefficient of 
·8 s, while those for JV. = 0 are the roots of 
linear system with an integrating coefficient 
f 0·8 s. Study of the plot will show which 
)Ots are dominant, and how the system damp-
lg and natural frequency change with varia-
on in the value of the describing function. 
he value of the real root indicates the amount 
f damping, and the position of the complex 
)njugate pair of roots indicates the frequency 
r oscillation. If the describing function is, in 
jdition, frequency-dependent, then a separate 
wt locus plot is necessary for each value of 
TOr amplitude, and the labour involved in 
mstructing the loci makes the method 
1practicable. 
Since the integrating coefficient has only 
10 discrete values, exact solutions for the 
sponse to different inputs can be obtained. 
':te roots obtained from the root locus plot 
n be used to calculate the transient response 
a step change in input, if the appropriate 
itial conditions are introduced at the 
:ginning of each linear segment. The 
•mputational time, 'even for a simplified 
stem such as this, is extremely lengthy, and 
nee of doubtful practical value. The 
:hnique would be to adopt the final values 
one linear section as the initial conditions 
r the next linear section, and in this way a 
~cewise-linear exact solution for the system 
;ponse to a step change could be computed. 
~- 6 Root locus. 
Strictly, the describing function is only 
·applicable to systems with sinusoidal inputs. 
However, for a step input it does permit 
broad conclusions to be reached about the 
system transient behaviour. As the step size 
decreases from 600 to 100 rev/min. the 
numerical value of the describing function 
changes from 0 to 0·06 and this causes little 
variation in the position of the roots. Hence 
it would be expected that there would be no 
marked change in system transient response 
for error step sizes within this range. For 
error sizes less than 100 rev/min. no general 
conclusion of this nature can be reached 
since the movements of the poles are in 
opposite directions along the separate loci, 
and only numerical evaluation will show which 
is the most prominent component. Inspection 
of the non-dimensional transient response, 
fig. 5, shows tllat if the step size of 50 rev/min 
is ignored the transient response curves for 
the other steps are very similar. For the larger 
step sizes an overshoot of less than 20%. a 
rise time better than 0·3 s, and a settling time 
better than 3 s can be expected, results better 
than achieved with the linear system. 
Polar plot 
A polar plot can be obtained for the simple 
non-linear system. The plot is analogous to 
the Nyquist diagram for the linear system. 
Shown in fig. 7 is the polar plot for the open-
loop system together with the negative inverse 
describing function, --I(N,. The curve 
shows that the system is stable. If the curves 
had intersected at some value of D/ E, sustained 
periodic oscillation of amplitude E would 
have occurred, which would be unsatis-
factory. 
The mathematical explanation for the 
Z2 = O·a z2 = s·e 
'N,=o, N, =O·s .N. = J·o 
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Fig. 7 Polar plot of G(s) and 1/N, with M contours. 
construction of the M-circles is given m 
Appendix 2. The M-contours are moved to 
the left of the diagram with decreasing values 
of D/E, and for this system the value of 
resonance peak, Mp, will decrease as the 
value of D/E decreases, and the system will 
become more stable. Fig. 7 shows the M-
contours for the range of major interest in 
linear system harmonic analysis. The value of 
D/E chosen to reposition theM-contours for 
the range of M of 1·2 to 1·5 is 0·6. 
For the linear system, i.e. DIE = 1, the 
value of the main harmonic performance 
figures are M p = 3, wp = 1 c/s (Hz), phase 
margin 17c. The introduction of the non-
linear element shows a reduction of Mp to 
1·2, and an increase in the phase margin to 
CONCLUSIONS 
A governor unit with a proportional term and 
using a simple functional non-linearity in the 
form of a double rate integral term results in a 
system performance comparable with that 
obtainable from a linear three-term governor 
The complex design for the derivative term 
could thus be effectively replaced by a 
relatively simple modification to increase the 
value of the integrating coefficient for values 
of error signal within a chosen small rev/min 
band. 
Noise from the pressure ripple of plunger 
pumps, which can have considerable ampli-
tude, is at a frequency at which it is greatly 
attenuated by the lags in the system. No effect 
of noise on the engine speed response could be 
detected, either with the linear three-term 
governor or with any of the non-linear 
governor system investigated. Lower-
frequency noise has a greater effect on the 
48°; the value of wp becomes 0·24 c/s (Hz). 
The value of Af p determined in this way for 
any fixed value of DIE does not have the 
same meaning as in the linear system but 
does give some indication of the relative 
stability of the system. In terms of transient 
response, with the larger initial error the small 
M p and small w p indicate a small overshoot 
and slow rise time respectively, but as the 
transient dies out and the signal amplitude 
decreases the damping decreases (M P gets 
larger) and the system gets faster (wp in-
creases). 
Experience with this type of polar plot may 
lead to the evolution of fresh criteria which can 
be used in the harmonic design of systems 
containing simple functional non-linearities. 
linear three-term governor because of the 
derivative term than on the corresponding 
two-term controller with double rate integrat-
ing coefficient. 
For systems with a simple non-linearity 
the root locus technique gives a useful 
indication of the possible change in transient 
response with changing magnitudes of error 
signal. The theoretical evaluation of the exact 
transient response curve using information 
from the root locus diagram requires a large 
amount of computational effort. 
A modified Nyquist diagram on which a 
family of M-contours can be plotted for each 
magnitude of error signal is a useful guide to 
the type of system harmonic performance to 
be expected. However, experience with this 
type of diagram would be necessary before 
system stability and performance could be 
predicted with confidence. 
CONTROL October 1966 
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Appendix 1 : Describing function for governor integral term 
See fig. 8. Boundary conditions are-
41 
Ne' (t) = sin wl 0 < wt <a 1T-a<wf<1T+a E 
21T-a<wt<2rr 
Ne'(t) = 0 a<wl<-rr-a 1T+a<wt<21T-a 
Owing to the symmetry of Ne'(l), the magnitude of 
fundamental component can be written as-
. +D 
ItS 
1 J2" A = - Ne' (1) sin wt d(wt) 
1T 0 
= ~ { J: sin wl sin wl d(wt) + 
J::: sin w/ sin wl d(wt) 
+ Jlw sin wt sin wl d(wt) J)_ 
2n-a 
= ~{ 2a-2 sin a v(l-sin2a) } 
Now sin a = D/E. Therefore-
A= (E/1r) {2 arc sin (D/E)-2 (DjE)v[l-(D/E)1]) 
Therefore-
lire= (1/7T){2 arc sin(D/E)-2(D/E)-2(D/E)v[1-(D/E)']} 
Appendix 2. 1\1-contour 
Consider a unity feedback control system containing a 
non-linear element which can be represented by the des-
cribing function N., where N. is a complex number and a 
function of the input signal amplitude and frequency. It 
follows that the closed-loop system transfer function is-
No(s) N, (E,w) G(s) 
-- = 
N,(s) 1 + Ne (E,w) G(s) 
Let the co-ordinates of the Nyquist plot of G(s) be-
G= x+jy 
and for the describing function-




N, (E,w) G(s) 
1-i- Ne (E,w) G(s) ; 
v[(ax-by)2 +(ay+ bx)2 ) 
M = ----------
y'[(l +ax- by)2+(ay+bx2)]' 
which on expansion and rearrangement gives the general 
equation of a circle with centre at-
aM• bM' 
x. =-
(a2 +b2) (M'-1) Yo=+------(a2+b1) (M•-1) 
and radius-
Ro = 









For the linear system the centre of the M-contours would 
be-
M" IM~1 I X'o = Y'o = 0. Radius= AP-1 
If these are now constructed on the oc axis-
a b M• 
Xo= ---
v'(a1+b') M 2-l. 
Yo=----
y'(a1+b1) M'-1 
IOL 0 ctober 1966 
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Fig. 8 (a) Input to non-linear element, N,(t). 
(b) Output from non-linear element N,(t) 
Taking the point c as the new -I, jO point, the new co-
ordinates of the M-contour are-
a M" 






a1+b1 M 1 -1 
M 
v(a'+b1) M 1 -1 
ro = ----
2. Chestnut and Mayer: ServomechaniSms and regulating system design, 
Vol. II, Ch. 8. John Wiley and Sons. 





Design analysis of model reference adaptive control 
systems applied to a gas-turbine aircraft engine 
K. F. Gill, M.Sc., Ph.D., C.Eng., A.M.I.Mech.E., M.I.E.E., J. Schwarzenbach, M.Sc., and G. E. Harland, B.Sc. 
Synopsis 
A gas-turbine aero-engine speed-control system has been investigated on an analogue computer to determine 
the po~stbthty ofusmg a model reference adaptive control device to maintain constant dynamic behaviour 
of engme speed trrespecllve of altitud~ and aircraft forward speed. A conventional type of speed-control 
arrangement has been used m the mam loop, and an auxiliary feedback loop has been introduced which 
btases the flow-control umt by an amount which is proportional to the derivative of engine speed. The 
constant of proportwnabty ts the param7ter which is being changed by the adaptive loop. The adjustment 
ts such that a mtmmum m the value of mtegral of error squared is sought, where the error signal used is 
the mst~ntaneous difference between engine and model speed outputs. The results suggest that it would 
be phystcally reasonable to produce such a controller, and that substantially similar dynamic behaviour 
ts obtama?le under changmg environmental conditions. Such a loop could be added to existing speed-control 
systems without major modifications in design. 
List of principal symbols 
a = engine gain 
b = engine primary time constant 
G(s) = overall transfer function 
c.(s) = governor transfer function 
GM(s) = model transfer function 
k = parameter varied by adaptive loop 
Ni = desired speed 
N0 = engine actual speed 
s = Laplace operator 
E = speed error (Ni - N 0 ) 
I. = adaptive loop gain 
{; = damping factor 
wn = undamped natural frequency 
Introduction 
Gas-turbine-engine speed-control svstems in use todav 
generally can be considered to comprise ihree major control 
devices; namely an acceleration control unit, a flow-scheduling 
control unit and a governor control unit. Each of these has 
overriding control within a specified region of the range of 
operation of the engine. 
The most severe requirement for an engine is that it should 
be capable of accepting a demand for a 'slam· acceleration 
from ground idling speed to any selected engine speed and 
giving the fastest possible response rate. The full flow from 
the flow scheduling unit under these conditions would create 
a gas pressure in the combustion diafuber sufficient to give 
aerodynamic stall conditions in the compressor, resulting in 
a severe reduction in engine thrust. The acceleration control 
unit, which gives a scheduled fuel flow controlled by the 
compressor delivery pressure, is used to a void this condition 
by restricting the fuel flow in such a manner that a predeter-
mined margin from the stall condition is maintained through-
out any acceleration. 
To achieve satisfactory engine running at speeds between 
ground idling and a speed somewhat less than that used for 
engine cruise conditions, the flow scheduling device meters 
the fuel flow according to throttle position and atmospheric 
ram pressure. This ram pressure is the total head pressure 
due to aircraft altitude and forward speed, and is therefore 
sensitive to these variables of the aircraft flight path. During 
most of the flight path the engine is under the control of the 
governor, which takes over control at some engine speed a 
little below that used for cruise conditions. 
Theoretical studies have previously been undertaken by the 
authors• on the an11lysis of a hypothetical gas-turbine-engine 
control system. A 3-term hydraulic governor controller with 
proportional, integral and derivative terms was considered, 
but it was found that completely acceptable transient per-
Paper 5469 C, first re<:eived 2nd August and in revised form 23rd 
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formance could not be obtained. This form of governor 
controller is a highly complex and expensive unit, and in an 
attempt to reduce the complexity and susceptibility to failure 
a simpler form of controller was investigated. 2 This resulted 
in the derivative term being replaced by a nonlinearity in the 
integral term to give a system with dynamic characteristics 
which were sensibly the same as those for the system with the 
best 3-term controller. 
Both of these studies assumed that the engine installation 
was operating under steady environmental conditions, and no 
attempt was made to allow for changes in these conditions. 
Different flight conditions, such as altitude and forward 
speed, result in changing dynamic characteristics of the 
engine system. An engine control system must, to give good 
dynamtc performance under all operating conditions, adapt 
itself to such changes. 
The approach used in practice is to determine a series of 
governor parameters, each attempting to give the desired per-
formance at a particular altitude and forward speed, and to 
adjust these parameters automatically as predetermined func-
tions of measurable quantities. This form of scheduling of 
governor gain parameters has been referred to as open-loop 
adaptation.l 
The success of such adaptation is dependent on being abl~ 
to generate sufficiently accurately the governor gain constants 
for the wide range of possible operating conditions. 
While such open-loop adaptation is being used successfully, 
requirements for engine and aircraft performance are 
becoming increasingly severe, and this brings attendant 
difficulties of design, production and maintenance of the 
controller for scheduling loop adjustment.4 Attempts have 
been made. in other fields to produce closed-loop adaptive 
systems where an ideal performance is specified, and the 
system attempts automatically to minimise the difference 
between its actual and ideal ix:rformance. 
Various approaches to the design of closed-loop adaptive 
systems have been described, 5-7 and these tend to fall into 
two classes. In one the dynamic response of the system is 
continuously forced into correspondence with an ideal 
response defined by a model, and this is termed a 'model 
reference adaptive control system'. ~- 11 In the other, the 
system performance is characterised by a single value, a 
performance index, 12 · 13 and the system operates to maximise 
or mimimise this value. 
The hypothetical gas-turbine-engine system previously 
studied 1• 2 has now been modified to include closed-loop 
adaptation using a model for reference, and the present 
paper describes the behaviour of the composite system with 
a model whose dynamic behaviour can be described by a 
second-order differential equation, where the damping factor 
g and undamped natural frequency w" are chosen to give 
the ideal response. This is the simplest possible model and 
is representative to a good approximation of the closed-loop 
engine system. Inspection of Figs. 5 and 6 of Reference I 
PROC. lEE, Vol. 115, No. 3, MARCH /968 
shows that there is just one pair of predominant roots for the 
engine system chosen, with either proportional governor alone 
or with a proportional-plus-integral governor. Integral action 
must be included since isochronous governing is essential. 
Fig. 1 
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2 Description of system and simulated 
circuit 
The system considered in this investigation is shown 
in block-diagram form in Fig. I. The transfer functions 1 for 
sea-level conditions are: 
2·4 + 0·8/s 
governor: G1ts) = 1 + O·ls 
-3 3 
flow control valve: Gis) = 1 + O·ls' Gk) = 1 + O·ls 
-450 
fuel pump: G4(s) = 1 + 2 .55 , G5(s) = 0·2 
2·5 
engine G6(s) = (1 + 0. Ss)(l + 0 ·05s) 
Auxiliary feedback loop: G?(s) = ks 
where k is the parameter to be adjusted by the adaptive loop. 
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The value> of the engine gain and engine primary time 
constant are increased by a factor of 3 to represent altitude 
conditions. The control Jaw for the adaptive controllers is 
that of steepest descent. 
The investigation has been carried out on an analogue 
computer, and the circuit layout for the system is shown in 
Fig. 2a. Shown in Fig. 2b is an alternative arrangement for the 
adaptive loop, where a multiplier has been replaced by a 
relay, thus giving a somewhat cheaper circuit. To obtain the 
N 0(s) _ aks + O·Sa 
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system. The most logical parameter for adaptation in a 
gas-turbine-engine speed-control system is that of the 
governor proportional gain term. To a first approximation 
the transfer function of fuel pump, flow control and gas 
turbine can be represented by the second-order function 
(I + bs)(; + O·OSs)' which can be verified by inspection of 
Figs. 5 and 6 of Reference I, and then the overall transfer 
function is 
N;(sl- 0-005bs4 + {0·005 + 0·15b)s3 + {0·15 + b)s2 +(I + ak)s + O·Sa (I) 
It can be seen that poor adaptation would result from adjustment of parameter k, since it fails to influence the high-frequency 
components of the transfer function. 
A second possibility would be to use a proportional feedback loop around the engine and fuel system. The form of the 
transfer function in this case is: 
N 0(s) 2·4as + 0·8a 
N;(s) = 0·005bs4 + {0·005 + O·J5b)s3 + (0·15 + b + O·lak)s2 +(I ..,- ak + 2·4a)s + 0·8a (2) 
This can be seen to be an improvement over the first system. 
A better behaved system results if the derivative of engine speed is fed back across the engine and fuel system as shown in 
Fig. I, the transfer function being 
N0(s) 2·4as + O·Sa 
N;(s) = 0·005bs4 + (0·005 + 0·15b + O·lak)s3 + (0·15 + b + ak)s2 + ll + 2-4a)s + O·Sa (3) 
required gain setting in the auxiliary feedback loop, a quater-
square multipler is used. The operating level is moved away 
from zero by using a fixed bias in order to avoid malfunction-
ing of the multiplier at and ncar zero input voltage, and also 
to improve accuracy at small voltages. In a practical system 
this operation would be performed by a positional servo-
mechanism. 
3 Dynamic performance criteria 
The system with adaptive loop is nonlinear, which 
makes it necessary to clearly specify the types of system 
forcing function to be considered. If the system dynamic 
behaviour is studied using repetitive step and impulse input 
functions at both high and low frequencies. information is 
obtained about deterministic signals. Random-noise inputs 
cover the case of stochastic signals. If the system adapts 
satisfactorily with each of these types of forcing function. 
one can assume with confidence that the system will be 
satisfactory for any arbitrary input. The results obtained from 
repetiti,·e step inputs can be compared with the results in the 
previous reports. 
The adaptive loop must be such that there is good selectivity 
which yields a sharply defined optimum as a function of the 
system parameters used. The criterion chosen must also be 
easy to measure and apply. 
The most obvious parameter to use when dealing -with 
transient behaviour is tha-t of an error function, where the 
error £ is the instantaneous difference between engine and 
model speed outputs. Because of the nature of the relation-
ship between this speed error and most system parameters, 
it is possible to use gradient methods to minimise speed error 
functions. The primary advantage of gradient methods is that 
they give to the controller a well defined course of action, 
and the gradient method considered in this paper is that of 
steepest descent. 
The performance parameter selected for study is £ 2• No 
results have been presented for the parameter 1£1, since the 
j£j minimisation has the inherent shortcoming that, as the 
minimum is approached, the rate of change of dkfdt becomes 
increasingly small since the first order derivatives of £ tend 
to zero. The £ 2 minimisation does not have this distressing 
characteristic; its gradient is always steeper than 1£1 in the 
neighbourhood of the minimum. 
4 Design of adaptive loop 
The basic object of the adaptive loop is to maintain 
constant system dynamic behaviour, which mathematically 
implies a constant closed-loop transfer function for the 
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Inspection of this relationship shows that the coefficients 
associated with the high-frequency terms can be maintained 
sensibly constant by changing k, better performance resulting 
from changes in a than b. For successful adaptation the model 
must have dynamic characteristics of the general form of 
eqn. 3. It is reasonable to neglect the highest-order term, and, 
by choosing sea-level conditions a= 2·4, b = 0·8 as the 
design datum and dividing the numerator into the denomi-
nator, eqn. 3 reduces to one of second order: For k = 0 · 2, 
which was chosen to give a damping factor g = 0·7, this 
equation is 
N0(s) = 34 
N;(s) s2 +8·0s+34 (4) 
Fig. 3 
Dynamic beha.•iour of J ,2Jt 
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For the second-order system with g = 0 · 7 and undamped 
natural frequency w. = 6rad/s, the rise time is 0· 5s, the 
.settling time is Is, the maximum overshoot is 5% and there 
is no undershoot. This is broadly within the generally accepted 
performance requirements of 0 · 3 s maximum rise time, 2s 
maximum settling time, initial overshoot 25% maximum and 
number of oscillations = Jt. Eqn. 4 then specifies the para-


















Typical adap1a1ion to repeliti••e s1eps 
a Sea level 
b Altitude 
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Typical adaptation to repetitive-impulse inputs 
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The law of steepest descent for the single-variable case is 
. () 
k = -.:\'ilk/(<) . (5) 
ln this case a function ·which yields a well defined optimum 
is f <2dt. Fig. 3 shows the dynamic behaviour of this function 
with changes in the gain k of the chosen auxiliary loop, 


















applied to the engine and model system with auxiliary loop 
gain fixed. The families of curves represent fixed instants of 
time within the transient. The implementation of the steepest-
descent law in this case, however, leads to severe practical 
difficulties. 
Choosing instead the function f(•) = •"· to make the con-
troller more practicable. eqn. 5 becomes 
J "· k =- 2,\ ·~kdt u. (6) 
model response 
engme response 
2 6 B 
Fig.& 





















RESPONSE TO REPETITIVE STEP INPUTS 
Test 
Firsl step Second step (if different from first) Number of 
num- Test condition /, S~Cl,SpiO Comments ber Overshoot Rise time Settling time Oscillations Overshoot Rise time Settling time Oscillations 
·' 
% s s ., s s ,. 
Model I Model ··-- 5 0·5 I ! - C = 0·7, w. = 6rad/s 
2 Engine only 
-
14 0·3 2 I! 
~ } Engine with 2 6 0·3 2 I - 0·4 1·8 0 2 S.L. 8 - 0·2 2 I - 0·8 I· 5 0 2 Deteriorates adaptation 0·1 9 0·3 2 I 8 0·3 2 I >4 Very slow improvement Basic adaptive 
loop 6 Engine only 
-
28 0·3 I· 5 I! -
i } Engine with 2 - 0·6 0·6 - 3 0·7 1·0 t 2 adaptation Altitude 8 32 0·3 2 ! goes unstable 0·2 9 0·3 0·8 ! - 0· 5 0·5 0 2 
10 2 8 0·3 1· 5 I - 0·4 1·5 t 2 
II S.L. 8 3 0·3 1·4 1 - 0·9 0·9 0 2 
Simplified adap- 12 Engine with 0·2 10 0·3 1·5 I I 
live loop 13 adaptation 
Altitude I 2 5 0·4 0·8 ! - 0·6 0·6 0 2 141 8 - 0·9 0·9 0 1 15 0·2 14 0·3 1·2 I 8 0·3 1·0 t 2 
---------- -- ---- - ----- -- -- -- - -- -- --- ------------ -
S.L.-Sea level 
Table 2 
RESPONSE WITH CHANGING ENGINE AND MODEL PARAMETERS (,\ = 2s) 
First step Second step (if different from first) 
Test number Test condition ---------- Number of Comments 
I Settlins time steps to adapt Over!.hoot Rise time Oscillations Overshoot% Rise time Sculins time Oscillations 
------
~'~ s ' Y. s s 
Basic adaptive loop 16 Engine only High gain 68 0·1 4 >6 -
17 With adaptation 36 0·15 0·5 I - 0·6 0·6 0 2 
18 Engine only High time -- I I 0 -
19 With adaptation conslant 25 O·li 2 I I 
---
20 High initial conditions -- 2 2 0 - I· 5 I· 5 - >4 
21 Model only "'• = 3rad/s 5 1·0 2·4 l -
22 With adaptation w., = 6 O·J 2 I - 1·0 1·0 0 >4 Very gradual change 
3 rad/s 
23 Model only w., = 12 rad/s 5 0·3 0·8 i -
24 With adaptati~m w.= 12rad/s 22 0·3 1· 5 I No improvement 
--
I 
Simplified adaptive 25 Model w., = Jrad/s 6 0-3 1·0 I - 1·4 1·4 0 2 
loop 26 12rad/s 17 0· 25 1·2 1 I 





RESPONSE TO SQUARE-WAVE, REPETITIVE-IMPULSE AND RANDOM-NOISE INPUT (A= 2s) 
I Input signal 
Amplitude ratio Number of cycles Input engine/model frequency (peak-to· peak) to adapt 
rad/s 
Basic adaptive loop S.L. 6 0·94 I 
Square-wave 12 1·84 2 
Simplified adaptive S.L. 6 0·96 3 
loop 12 1·78 4 
Basic adaptive loop S.L. 6 1·27 4 
S.L. 12 1·91 2 
Altitude 6 1·12 I 
I Altitude I 12 1·74 I 




I Altitude I 6 I 2·02 -I Altitude I 12 2·09 -
loop Results similar to those for basic adaptive loop 
Simplified adaptive I 
--~--------------------------------------------
Random noise (power-density spec-
trum Hat from 0 · I to IOcfs) 
For either system, at sea level and altitude, response is very similar to that shown in 
Fig. 6. Control is good in all cases, with engine response rather more oscillatory 
than model response 
S.L.=Sea level 
The mechanisation of the equation results in the adjustment 
of k until i:lllk J E2d! is zero, but at a rate other than that 
dictated by the law of steepest descent for this integral 
function. 
The value of ll•/vk is difficult to generate, and can only be 
obtained in practice on the basis of certain assumptions 9 
The variable k can be represented as a variable sensitivity 
factor, shown in the block diagram of Fig. I as the additional 




8k = G(s) Gt(s) (7) 
where G~s) is the overall transfer function of the complete 
system for ok = o. Also, when considering changes in N08k 
only, 
(8) 
Around the design condition, where the engine and model 
response are similar, a reasonable approximation in eqn. 7 
would be to make G(s) = GM(s). 
Hence 
VE G,\1(s) . I· 25s . M = - Gl(s) No::: - I + 3sG,..,(s)No (9) 
and this can be used in the generation of the adaptive law 
for control. 
5 Results and discussion 
Typical engine and model speed responses to repetitive-
step, repetitive-impulse and random-noise inputs are shown 
in Figs. 4, 5, and 6, respectively. The salient characteristics 
of a number of responses for step inputs for tests which show 
most clearly the effect of changes in altitude condition and 
adaptive loop gain are given in Table I. Table 2 shows the 
effects of various other changes, these being the hypothetical 
changes of engine gain only and engine primary time constant 
only, and also the effect of a very large initial value of k instead 
of the very small value used in other tests and the effect of 
variation in the natural frequency of the model. Table 3 lists 
observations made from study of the response curves for 
square-wave, repetitive-impulse and random-signal inputs. 
To determine the quality of the adaptive loop, the initial 
conditions chosen for k in all tests required large corrective 
action by the adaptive loop. In spite of this, as can be seen 
from Table I, there were few cases in which the optimum 
value of k was not reached within two step changes. The 
tests where adaptation occurred more slowly were all for 
extreme conditions which would not occur in practice. Study 
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of Fig. 4 and Table I gives a clear indication of the improve-
ment in system dynamic behaviour obtainable by the use of 
an adaptive loop of the form described in this paper. 
In an attempt to predict the range of A for which the 
adaptive loop is stable a Lyapunov function was sought. but 
without success. Experience on the computer shows that a 
suitable maximum value of this parameter can readily be 
obtained with a reasonable degree of certainty for any given 
range of conditions. For the system considered in this 
investigation :1 = 2s was used. and this was 25 ~~of the value 
for which the system showed signs of instability at altitude. 
Tests not listed in Table I confirmed clearly that the 
system represented by eqn. 3 was far superior to those of 
either eqn. I or eqn. 2, as predicted in Section 3.2. The opti-
mum value of k obtained from the simplified theory and used 
in the determination of the model characteristics is confirmed 
by results shown in Fig. 3 obtained from the computer 
study. The effect predicted in Section 3.2, that adaptation 
with changes in engine gain alone would be better than that 
possible for changes in primary engine time constant. is 
clearly confirmed by tests 16-19 of Table 2. 
Tests 1-3 and 21-24 show how critical it is to choose the 
natural frequency of the model correctly for the system under 
investigation. It would appear that the estimation of 6 rnd/s 
for the model was a reasonable one, and in practice it could be 
advisable to be conservative in the choice of this value by 
choqsing a somewhat lower natural frequency. 
From the assumptions made in the derivation of v•fvk. 
this value will not be obtained very accurately, particularly 
when large changes of k must be made. It is thus logical to 
investigate whether the simplification obtainable by using a 
simple switching circuit generating the function (sgn) Q•/llk)• 
will give a satisfactory dynamic behaviour. Tests were carried 
out for a selection of the earlier test conditions, and sample 
results are included in Tables I -3. From these it can be seen 
that the deterioration in the results is slight. 
6 General conclusions 
With the increasing. severity of the specifications 
required to be met by aircraft-engine control systems, the 
hydraulic units currently utilised in the speed-control loop 
are becoming very complex, and hence difficult to service and 
adjust and more prone to failure. As a result there is a trend 
towards the use of electronic control units, which makes the 
consideration of the use of adaptive control feasible. The 
additional components in the adaptive loop suggested by the 
authors are themselves well established and developed, and 
it would be realistic to introduce these in a new design of 
electronic speed control system. 
It has been shown in this paper that useful simplification 
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can be made by utilising a relay to replace the multiplier 
required for correct functional operation of the chosen control 
law. without affecting the dynamic behaviour markedly. It is 
realistic to use a second-order model for an engine of this 
type, and J £ 2dt is a satisfactory performance criterion to use. 
Prediction of the optimum values of adjustable parameter k 
and model natural frequency w 11 are possible theoretically. 
Parameter adjustment takes place whenever any normal 
input signal or disturbance exists. and for all normal para-
meter changes system adaptation is complete within two 
transients. 
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Effects of flexibility on a momentum-stabilised 
communication-satellite attitude-control system 
J.M.Gething, B.Sc.,J.A.Holt,M.Sc., C.Eng., F .R.Ae.S.,D.Smart, B.Sc., and K. F.GUl, M.Sc., Ph.D., C.Eng., M.J.Mech.E. 
Indexing terms: AYtificial satellites, Attitude control, Satellite links 
ABSTRACT 
Transfer functions are derived for the coupled roll-yaw-axes control system of a momentum-stabilised satellite. 
First-mode approximation to the flexural response of movable solar paddles is included in the dynamic equations. 
The performance of the control system for varying degrees of flexibility is studied using root-locus techniques. 
The presence of a single flexural mode in the system transfer functions causes an additional pole- zero patr to 
appear on, or just to the left of, the imaginary axis in the root-locus diagrams. Instability, recognised by root-loci 
crossing into the right half s plane does not occur. However, flexible modes could be excited by disturbing forces. 
and, depending on the amplitude of the ensuing motions. would seriously degrade the attitude performance of the 
S3tellite. 
LIST OF SYMBOLS 
Ai = ith appendage subbody 
a = appendage subscript 
(a) = appendage axis set 
(b) = rigid-body axis set 
F =vector of external forces applied to composite 
vehicle 
B =angular-momentum vector for composite vehicle 
h = 3 x 1 matrix of wheel angular-momentum components 
-hw = pitch component of wheel angular momentum 
I = 3 x 3 diagonal matrix of composite-vehicle principal 
moments of inertia 
K = 6n x 6n structural stiffness matrix for the flexible 
appendage 
Kc = controller gain 
Ks = system gain 
M = 6n x 6n diagonal matrix whose components are the 
masses and moments of inertia of the subbodies 
m = scalar total mass· Of the composite vehicle 
(n) = inertial axis set 
q = 6n x 1 matrix of translational and rotational defor-
mation co-ordinates of the flexible appendage 
Q = flexible stiffness coefficient 
ri = 3 x 1 matrix of position co-ordinates of the ith sub-
body with respect to the vehicle mass centre when 
undeformed 
r = 6n X 6n matriX With diagonal entries the 3 X 3 mat-
riceS r 1 , 0, f2, ... , fn, 0, and off-diagonal entries 
zero 
r = rigid subscript 
R = flexible inertia coefficient 
s = Laplace operator 
T = vector of external torques applied about the compo-
site-vehicle centre of mass 
T = 3 x 1 matrix counterpart ofT 
T = superscript denoting matrix transposition 
U = 6n x 1 matrix of external forces and torques applied 
to the subbodies. 
Paper 6925 C:.first received lsi December 1972 and in re-
vised fcn·m 27111 Fe/n'uary 1973 
M,-.Gething,Mr.Smm·t and Dr. Gill are with the Department 
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9JT, England. Mr. Holt is with /he Elect>·onic & Space Sy.<-
tems Group, Britilffl Aircraft Corp01·ation, Filion, Bristol, 
England 
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X = inertial position vector of the centre of mass of 
composite vehicle 
X = 3 x 1 matrix counterpart of X 
a = roll-control-torque yaw-offset angle 
ll = paddle rotation angle 
y 1 =1st-mode component of 6n x 3 matrix y 
7J = 6n x 1 matrix of modal co-ordinates 
e 1 2 3 = roll, pitch and yaw Euler angles 
fJ ' ' = 3 X 3 transformation matrix expressing rotation of 
body fixed axes (b) relative to inertial a.:"<es (n) 
8 e = roll error signal 
A = 6n x 1 matrix of external forces and torques acting 
on the subbodies 
j5 = elemental position vector of the composite vehicle 
~EO ~OK = matrix summation operators defined in terms of 
' the 3 x 3 identity matrix E, and lhe 3 ;.: 3 null 
matrix 0 as follows: 
~EO = (EOEO ... )T 
2:0 £ = [OEOE ... )1' 
T = controller lead time constant 
cp = 6n x 6n modal-transformation matrix 
w = 3 x 1 matrix of rigid- body angular rates 
w0 =orbit angular velocity 
"'x = nutation angular velocity of the rigid-centre body 
0 = 6n x 6n diagonal matrix of mode natural frequencies 
n 1 = 1st- mode natural frequency 
The tilde notation over a matrix is used to denote the matrix 
counterpart of the vector cross product; thus, for example, 
ab"' a X b 
The tilde matrix is formed from the component£ c.;f the oribi-
nal matrix as in the following example: 
INTRODUCTION 
The design of space-vehicle attitude-control systems is 
usually carried out with the assumption made that the craft 
is rigid. The next decade will see the use of high-power tele-
communication satellites using large extendable solar-array 
and antenna systems for which the assumption of rigidity is 
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no longer valid. This study attempts to determine how a con-
trol system designed for a rigid vehicle is affected by the 
presence of flexibility in the vehicle's dynamic equations. 
Previous investigations into the effects of flexibility on atti-
tude-control systemsl-3 have dealt with spin-stabilised 
satellites with comparatively rigid antenna systems. The aim 
of these investigations has been to determine the feasibility 
of the proposed system in meeting the desired mission objec-
tives when flexibility is introduced into the system equations. 
To the authors' !mow ledge, no published work has attempted 
to look beyond current projects and make a general apprai-
sal of the effects of flexibility on control-system perform-
ance. 
By defining flexibility coefficients that can be varied to give 
a wide range of fundamental frequencies of vehicle flexible 
motion, this study hopes to fill this gap and provide a better 
understanding of the effects of flexibility on attitude-control 
systems. 
Hybrid co-ordinate dynamic analysis 1 ·5 is used to formulate 
a simple, but representative, dynamic model of a 3-axis-
controlled satellite with a flexible solar array. A momen-
tum-stabilised satellite employing a fixed flywheel is used 
as the basis of the study. The presence of the flywheel 
causes crosscoupling between two of the control axes, and 
leads to characteristic nutation in response to control or 
disturbance torques. Control of the coupled axes is achieved 
using a pseudorate pulse-modulated control system. s-a 
Flexibility coefficients in terms of the flexible-solar-array 
moment of inertia and structural stiffness are defined. 
Classical linear control theory is used to derive transfer 
functions for the controller and vehicle dynamics. A numeri-
cal root-locus Sl'Jdy is carried out for a range of values of 
the flexibility coefficients, so that possible regimes of insta-
bility can be highlighted. 
In this study, the effects of sensor dynamics and signal noise 
have not been considered. These effects are secondary to 
the problem of flexibility, and their inclusion would only 
serve to cloud the fundamental nature of the problem. 
2 FLEXIBLE MODEL 
The configuration of an idealised flexible vehicle represen-
tative of a class of momentum-stabilised satellites is shown 
in Fig. 1. The satellite is assumed to be in synchronous or-
bit around the Earth. Reference axes, aligned with the satel-
lite's principal axes. are defined as follows: axis 1. the roll 
axis, is nominally directed along the line of flight; axis 2, the 
pitch axis, is directed normal to the orbit plane; axis 3, the 
yaw axis, is directed along the vector from the satellite 
centre of mass to the centre of the Earth. The axis set is 
therefore seen to be rotating at orbit rate about the negative 
pitch axis. 
Fig. 1 
Get~eral catzjiguratiot~ of flexible model 
a Roll at~d yaw CDtllrol jets 
b Vehicle orbit rate w 0 
c Wheel spit~ vectm· h 
d Paddle angle {:! 
e Line of flight 
f Momentum wlzeel 
g Pitch-catz/rol jets 
h Horizon sensor 
Jet offset angle 
j Towards centre of Earth 
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Flexibility is introduced into the satellite configuration in the 
form of solar-array paddles which can rotate with respect 
to the satellite main body, about the pitch axis. Paddle flex-
ure is considered in a direction normal to the paddle sur-
face, I.e. simple bending of the paddles about the roll and yaw 
axes. The paddles are assumed to be stiff in all other direc-
tions, the corresponding stiffnesses being an order of magni-
tude greater than the bending stiffnesses. Higher-frequency 
modes will, in general, fall outside control frequencies, and 
their effects will be secondary. 
A momentum wheel with nominally constant angular momen-
tum is mounted with its momentum vector aligned with the 
negative pitch axis. The pseudorate control systemG uses 
roll-error information provided by a rigidly mounted hori-
zon sensor to determine the pulse frequency of the gas- jet 
control torques. The presence of the momentum wheel trans-
forms yaw-attitude errors into roll errors which are detec-
ted by the roll-horizon sensor. Yaw-restoring torque is 
provided by the momentum wheel. Damping of the yaw mo-
tion is achieved by offsetting the roll-control torque in the 
orbit plane by the angle a. No yaw sensor is required. Pitch-
axis control is by gas jets actuated by a separate control 
system, and is not considered further. 
A block diagram of the coupled roll-yaw-axes control loop 
is shown in Fig. 3. 
3 ANALYSIS 
A schematic of the ilexible satellite is shown in Fig. 2. The 
hvbrid co-ordinate analysis considers the satellite in rw,, 
parts: a rigid centre section housin£ the various \"ehicle 
systems and a flexible appendage. Distributed co-ordinates 
are used to model the flexible appendage motion, while dis-
crete eo-ordinates are retained to describe the motion of the 




Lmnpcd-pm·ameter model o(t1e.rible solar mTay 
(iJ Body li.red axes (hi 
!ii) ith suhlwdy tli 
(iii) Appendage fixed axes (a} 
(iv! Deformed position 
(v) Inertial axes (nJ 
(vi) lnertiallv fixed point 
It is only intended here to give an outline of the analytical 
method and quote the results. A full derivation of the flex-
ible-appendage equations may be found in Reference 1. 
The flexible appendage is idealised as a set of n subbodies 
Ai(i = 1, n) connected by massless elastic constraints. New-
ton-Euler equations of motion are written for each subbody. 
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The resulting 6n 2nd-order total differential equations are 
then expressed as a single matrix equation of order 6n in 
terms of the deformation co-ordinate matrix q as 
U=Mq+Kq (1) 
Classical modal analysis is employed to find a transforma-
tion matrix <f> so that the substitution in eqn. 1 of 
(2) 
followed by premultiplication by <f> T yields the uncoupled set 
of equations 
f!2 is the diagonal matrix of the mode natural frequencies 
and 11 is the column matrix of modal co-ordinates 
(3} 
The centre body is considered to be fixed against rotation, 
yielding the fixed- free bending modes. Mode frequencies are 
therefore independent of the momentum device housed in the 
centre body. Eqn. 3 can be reduced in order by deleting the 
equations for those modes whose contribution to the overall 
response is small. 
The Newton-Euler equations of motion for the composite 
vehicle are written in vector form as 
F= mX (4) 
and 
In expanding eqn. 5, it is necessary to solve the momentum 
integral for the composite vehicle 
(5) 
where ii defines the position of the elemental component dm 
of the composite vehicle with respect to the vehicle mass 
centre. The total angular momentum of the composite vehicle 
will comprise the angular momentum of the undeformed com-
posite vehicle (including a contribution due to the presence of 
the momentum wheel) and the angular momentum due to ap-
pendage flexure. In its flnal form, the matrix torque equation 
for the class of momentum- stabilised satellite considered 
may be written as 
(7) 
The full form of eqn. 3 describing the response of the appen-
dage flexible modes is written 
Eqns. 7 and 8 are used to arrive at a simplified dynamic 
model of the flexible satellite. 
The authors have shown• that, for the flexible array configu-
ration considered in this study, the contribution to the dyna-
mic response of the satellite of the lowest-frequency mode 
Is an order of magnitude greater than that due to any higher-
frequency modes. In applying eqns. 7 and 8 to the flexible 
model, therefore, only the lowest-frequency components of 
the modal equations have been retained. 
It is convenient to express the lowest- frequency mode res-
ponse tn the appendage fixed axis set (a) (see Fig, 2). Define 
'h as the lowest-frequency modal co-ordinate in the direc-
tion of paddle flexure and !1 1 as the corresponding mode 
natural frequency. Eqn. 8 may be written as a scalar equa-
tion In 1) 1 as 
(9} 
*SMART, D. R., GILL,K.F.,GETH!NG,J.M.,a>~d HOLT, 
J.A.: 'Deterioration;, limit cycle pe1}0n11ance of a space-
craft attitude control s~·stem i11 the prese>~cc of structural 
flexibility (to be published) 
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where y1 is the 1st-mode component of the 6n x 3 matrix 
which expresses the relative contribution to the response of 
each mode of vehicle angular accelerations. In arriving at 
eqn. 9, the effects of disturbance torques have been ignored, 
and, to confine the study to attitude rotations, the vehicle 
centre of mass has been assumed to be nontranslating. 
The first mode form of eqn. 7 may be written in terms of the 
scalar roll and yaw components as 
T 1 = I1w1 - h2w 3 + Yl7i1 cos {3 
T 3 = I 3w3 - h2w 1 + y 1Tij 1 sin {3 
(11) 
(12) 
where the components of the 3 x 1 matrices T. wand hare 
expressed in the body-fixed axis set (b). while 'h is expres-
sed in appendage axes (a) as before. r 1 T is the lsi-mode 
component of the 3 x 6n matrix 
(13) 
recognised as the transpose of eqn. 10 and expressing the 
summation of the contributions of each mode to the compo-
site vehicle motion. 
Eqns. 9, 11 and 12 are formulated with respect to the body 
fixed-axis set (b). The orientation of these axes v.'ith res-
pect to the orbit reference axes are given by the standard 
Euler angles 81 , e2, 83 , denoting roll, pitch and yaw motion, 
respectively. For small rotations, the body rate w is related 
to the Euler angle rate 8 by 
(14) 
The last term in eqn.14 reflects the fact that the orbit refer-
ence axes are rotating with orbit angular velocity w0 about 
the negative pitch axis. 
Using eqn.14 and ignoring 2nd-order terms, the satellite 




and h2 has been replaced by the value of the pitch compon~ 
ent of wheel momentum -hw· 
Laplace transformation of these equations is now performed 
to obtain the roll and yaw transfer functions. Elimination of 
the modal co-ordinate TJ 1 from eqns.16 and 17 yields terms 
involving the product y 1y 1'1, This is the 1st-mode compon-
ent of the matrix product yyT. which can be shown to be the 
contribution of the flexible appendage to the satellite total 
moment of inertia. Thus y 1y 1T Is identified as the moment 
of inertia of the flexible solar array about the appendage 
axis a 1 : 
(18) 
To make use of this relationship, the satellite total moments 
of inertia about the roll and yaw axes are subdivided into 
rigid and flexible components: 
11 = Ia + I1a cos2 {3 + I3a sin2 13 
13 = I3r + I 3a cos2 {3 + I1 a sin2 {3 
(19) 
(20) 
where I1R and I3R are the roll and yaw moments of inertia 
of the rigid centre body with respect to the (b) axes, and 11a 
and I3a are the corresponding moments of inertia of the flex-
Ible array with respect to the (a) axes. The paddle angle {3 
gives the rotation of axis set (a) relative to (b). 
To simplify the resulting equations, moment-of- inertia sym-
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metry is assumed for the rigid body and the flexible solar 
paddle. Thus the following identities follow: 
ltr = IJr = Ir 
l1a = IJa = la 
(21) 
The flexible inertia coefficient R is defined as the ratio of 
flexible to rigid moments of inertia: 
R = l1a = l3a = l1a = 13a = ~ 
llr 11 r 13r 13r lr 
(22) 
The control-torque offset angle a (see Fig. 1) causes a com-
ponent of the roll-actuated control torque T c to be applied to 
the yaw axis. Assuming that external disturbance torques 
are small compared with control torques, the roll and yaw 
components of torque are 
(23) 
T 3 =-Tcsina 
The relationships of eqns.15- 23 are used to derive the roll 
and yaw dynamics transfer functions. After some consider-
able manipulation, the transfer function for the ro!l dynamics 
is written 
age inertia, Indicated by the value of R, and also of the struc-
tural stiffness of the flexible appendage Ka· To incorporate 
variations in this parameter in the root-locus study, the 
flexible stiffness coefficient Q is defined as 
Q =Kalla (28) 
To a good approximation, !1 1 can be expressed in terms of 
the corresponding appendage moment of inertia and struc-
tural stiffness as 
(29) 
Using the definitions of Q in eqn. 28 and R in eqn. 22. eqn. 29 
can be written 
!1t = Q/R (30) 
Both Q and R may be varied to achieve different structural 
representations of the flexible appendage. 
4 ROOT- LOCUS STUDY 
Root-locus plots for a range of the flexibility coefficients 
Q and R are presented. The constant system parameters, 
are listed in Table 1. 
cos a s 4 (1 + R cos2 i3- R cos ;3 sin il tan a)+ s 2 (1 + R)!1y + (s2 + njl)(w 0 + stan a)w~ 
I ( 1 + R) I u.·, "-\2 l 
R . sl{s2 + (1 + R)n;'} ~ -·- u.· 0 s2{(2 + R)s2 + 2(1 + R)nYJ} + -·- (s~ + ny)(s2 + u.• 0 2)\ 
. 1 ..- R 1 + R 
(24) 
The plots have been obtained on an ICL l906A computer 
4 
w~ has been substituted for the term hw/1~, being the satel-
lite-nutation angular velocity for zero appendage moment of 
inertia. IR(1 + R) represents the satellite total moment of 
inertia. The yaw-dynamics transfer function can be found 
similarly. 
using a root-finding algorithm to compute the roots of the 
characteristic equation. The time taken for a 6th order 
characteristic equation with 50 gain increments was about 50 s. 
Eqn. 24 can now be combined with the transfer function for 
the pseudorate control system to arrive at the open-loop 
roll transfer function. 
A block diagram of the pseudorate pulse-frequency control-
ler is shown in Fig. 3. 
This type of control system avoids the need for attitude-rate 
information by approximate integration of the control- system 
output signal in the feedback-lag circuit. This provides 
approximate rate information. Linearisation of the control-
ler yields the following transfer function relating the control 
torque Tc to the roll error signal &e: 
(25) 
where Kc is the controller gain and ; is the controller 
lead time constant: The controller provides proportional and 
derivative control action. 
Combining eqns. 24 and 25 provides the open-loop roll trans-
fer function 
As a basis for evaluating the effects of flexibility, the root 





Block diagram of coupled roll-yaw-axes co11lrol s\'slem 
81 (s) Ks(s + ~)[s4{1 + R(cos2 .B- cos .:l sin f3 tan a)}~ s2(1 + R)!1~ .._ (s2 + np(w 0 +stan a)w~J G1 (s) =-- = Be(s) (26) 
where the system gain 
K __ K..=c-_• _c_o_s_a_ 
5 
- Ir(1 + R) 
(27) 
is a measure of the velocity imparted to the satellite by the 
control torque. 
The characteristic equation of the closed-loop-roll control 
system is derived from eqn. 26 assuming unity feedback. 
1st-mode natural frequency !1 1 is a function of the append-
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TABLE 1 
PARAMETERS FOR NUMERICAL ROOT-LOCUS STUDY 
IR = 100 kgf m2 
hu_, = 50 kgf m(s1 (50 Nms) 
"'N = 0·5 s- 1 
"'o = 0·73 x l0-4 s-1 
(! = 50 
T = 10 5 
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plot consists of two complex pairs of poles and three real 
zeros. Approximate factorisation of the open-loop transfer 
function (eqn. 26) for R = 0 reveals that the poles represent 
the values of the nutation and orbit frequency components of 
the rigid-body motion. The nutation oscillation is damped by 
the zero associated with the controller lead time constant, 
while two further zeros resulting from the roll dynamics 
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Fig. 4 
Root locus (or rigid t·e/iicle 
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Root locus far .r?exible vehicle-:f?exw·e about roll axis 
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Roo/locus fm· vehicle-flexure ahout roll axis 
Control transfers to upper-valued pole 
R= l·O.Q= 0·1,{3= 0 
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A set of root loci for a typical flexible configuration (R = 1) 
is presented in Figs. 5-9. The effect of varying the append-
age stiffness coefficients Q is Illustrated. In Figs. 5 and 6, 
the paddle angle /3 = 0", i.e. paddle flexure is about the roll 
axis, while, in Figs. 7-9, the paddles are rotated through 90'. 






Roo/locus fo>· r7exible c·chicle-J7cxlfl'C about \WI' axis 
lsi -mode po/e-zo·o pair almost Cllllcciled 
R= T·O,Q= 0·5,(3= 90' 
Fig.B 
Root locus far ;7exib/e uehicle-,r7exure ahoul yn11· n ,.;, 
Pole-zero-pole combiuation ar-t):·oachcs ,-cal r:.ds 




Roo/locus fm· flexible vehicle-,t1exure about rau· ux1s 
Control transfers to upper-mlued pole 
R= J·O,Q= O·OS,iJ= 90' 
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The presence of the first flexural mode results in an addi-
tional pair of complex poles and zeros on the imaginary 
axis. For values of Q such that the flexural-mode frequency 
0 1 Is large compared with the rigid-body nutation frequency 
wN (Flgs. 5 and 7), the open-loop roll transfer function 
(eqn. 26) approximately factorlses to give the poles and 
zeros listed in Table 2. 
TABLE 2 
POLES AND ZEROS OF THE OPEN-LOOP ROLL TRANS-
FER FUNCTION FOR !1 1 » wN 
Poles Zeros 
± iwo -1/r 
± i"(1 + R)n 1 -woltan a 
- w~ tan a/(1 + R) 
. w!'i 
±)--
1 + R 
± jn 1 (13 = O'l ± i-1(1 + R)n 1 {f3 = 90'l 
That this factorisation is only true for n 1 >> wN can be seen 
by observing the change in the values of the complex poles 
and zeros as the appendage stiffness, and hence n •, is re-
duced (Figs. 6, 8 and 9). The pole-zero pair associated with 
the flexural mode moves towards the real axis, as would be 
expected. However, the nutation poles, nominally constant 
for a given R (see Table 2), also decrease in value. It is 
difficult to ascribe identifiable algebraic labels to the open-
loop poles for 0. 1 close tow,. 
It will be seen from the Figures that the lead-term zero 
continues to 'damp' one pair of open-loop poles. The effect 
of the controller zero is transferred from the lower- to the 
higher-frequency locus as Q decreases in value (e.g. Figs. 
5 and 6). 
The value of the complex open-loop zero is affected by the 
paddle angle {3, as shown in Table 2. The effect of this change 
can be seen by comparing Figs. 6 and 8, where change in the 
position of the zero causes control to transfer from the 
lower-valued to the higher-valued pole. For a higher Q 




-0·4 -0·2 0 
Fig. 10 
Co11stanl-gai•l roo/ conlollrs for varying i>1ertia •·atio R a11d 
a range of stiffness coefficient Q-fle.mre about roll axis 
System gain Ks = 2·0 
Paddle a11gle fJ = 0 
Axes not to same scale 
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(Figs. 5 and 7), increasing {3 causes the zero to approach 
closely the higher-valued pole and the locus stays close to 
the Imaginary axis. Thls apparent 'cancellation' of the pole 
by the zero means that this component of the response Is 
largely unaffected by the control action, but would be excited 
by external disturbances. 
For a gain Ks of 2·0, the loci corresponding to two of the 
three pairs of complex poles lie on the real axis. The posi-
tions of the other loci are largely determined by the value 
of the complex pair of zeros, and vary depending on Q and 
R. This effect is demonstrated in Fig,lO, in which constant-
gain root contours are presented for varying inertia ratios 
R and for a range of stiffness coefficients Q. The contours 
are for a zero-fJ paddle configuration. Q and R range from 
0·1 to 5·0. (Note that the real axis has been exaggerated to 
demonstrate the effects.) 
It will be seen that the contours stay inside the left half-
plane. Instability, recognised by the contours crossing into 
the right halfplane, does not occur. For a given stiffness Q, 
the contours show that the responses become more damped 
for initial increases In the appendage moment of inertia. 
For higher values of R, the contours approach the origin, 
resulting in a reduction in ;>ffective damping. 
The corresponding root contours for a paddle angle {3 = 90' 
are similar in shape, but are very much closer to the imagin-
ary axis. The effect of increasing the paddle angle {3 is to 
make the response more oscillatory. This is to be expected, 
since, at ;3 = 90', paddle flexure affects only the yaw response 
and can only be controlled indirectly by the roll-actuated 
control system 
5 CONCLUSIONS 
Hybrid co-ordinate dynamic analysis has been used pre-
viously for complex structural systems involving large 
numbers of flexural modes. As presented in this paper, it 
has proved to be a useful method for deriving single- mode 
transfer-function equations for an idealised flexible satel-
lite. The use of separate co-ordinate svstems to describe 
the rigid and flexible motion of the sate'tlite allows the rigid-
body configuration to be fixed while the parameters describ-
ing the flexible motion are varied to give a range of flexural 
frequencies and different degrees of interaction between the 
flexible and rigid sections of the craft. Axis crosscoupling 
due to the presence of a momentum wheel is handled without 
difficulty by choosing the reference axes for the flexible 
motion to be fixed with respect to the rigid centre body 
containing the momentum device. 
For the single-mode model considered in this paper, the 
addition of a flexible appendage to the rigid satellite control 
system causes an additional pole- zero pair to appear in the 
root-locus diagrams on, or just to the left of, the imaginary 
axis. Instability, recognised by the root loci crossing into 
the right halfplane, does not occur over the wide range of 
flexibility parameters investigated. However, excitation of 
the flexible mode by disturbing forces of sufficient amplitude 
could seriously degrade the attitude performance of the 
satellite. 
Deformations and angular velocities have been assumed to 
be small in arriving at the mathematical expressions for the 
dynamic response of the flexible satellite. The analysis is 
therefore restricted to small motions of the satellite about 
its steady operating condition. This paper has been concern-
ed with small transient motion, and the authors would hesi-
tate to extend the results to situations during, for example, 
the launch and insertion into orbit stage of a satellite mis-
sion, where the appendages undergo large deformations and 
high angular rates are experienced. 
For the flexible configuration considered In this paper, the 
first-mode flexural response provides a close approxima-
tion to the flexible motion, the first-mode amplitudes being 
an order of 10 or more greater than those due to the higher 
modes. The inclusion of higher-order modes in the analysis 
causes further pole-zero pairs to appear in the root-locus 
diagrams, on or to the left of the Imaginary axis, at increas-
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lng distances from the origin. The arguments concerning 
the effect of the first mode on the rigid system would apply 
equally to these higher modes, and their presence would not 
alter the overall conclusions. 
The effect of structural damping has not been Included in this 
paper. This term Is Inherently small In mechanical systems 
of this type, and Is, In any case, difficult to estimate for a 
vehicle operating In a space environment. 
The dynamic characteristics of attitude sensors, control 
valves and gas jets have not been Included In the control-
system transfer functions. These could be simple time de-
lays or more complex nonlinear functions, depending on the 
requirements of the satellite mission. These effects are 
thought to be secondary In nature, and their Inclusion In a 
study of this kind Is Inappropriate. 
The experience gained from this paper leads the authors to 
the opinion that severe degradation of the attitude perform-
ance of a satellite could arise from excitation of all or some 
of the flexural modes of the flexible appendages. The magni-
tude of this problem will certainly increase as solar arrays 
and antennas Increase in size to meet the inevitable demand 
for more powerful communication satellites. To overcome 
the problem, some means must be found for the direct con-
trol of the flexible motion. This may involve direct measure-
ment of the flexural response using accelerometers, strain 
gauges or some other form of instrumentation. U this 
approch is not feasible because of problems of Instrumenting 
lightweight structures and drift of the measuring devices 
over long periods of service, an alternative line of approach, 
and one currently being investigated by the authors, is to 
use Luenberger-observer or Kalman-ruter techniques on the 
available output information to form estimates of the un-
known flexible states. These can then be used in an appro-
priate control law to provide feedback information to a con-
troller. 
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Finally, it must be stressed that, to arrive at a valid scheme 
for the design of control systems for flexible craft, detailed 
Information Is required concerning mission objectives, ex-
ternal disturbances and the availability of suitable instrumen-
tation. 
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Relay control of undamped linear syste·ms using 
Lyapunov's second method 
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ABSTRACT 
A method is presented for the application of Lyapunov•s second method to the synthesis of relay-control systems 
for plants that have undamped responses. A technique is presented for overcoming the problems associated with 
the solution of the Lyapunov :natrix equation when the plant eigenvalues have zero real part. The method is 
applied to the attitude control of a flexible space vehicle. 
LIST OF SYMBOLS 
= plant matrL'C 
= mat::-L'C of damping terms 
= modified plant matrix, A,. = A + An 
=plant-input matrix 
= ma.'Cimum value of the control ui 
= solution matrix of Lyapunov matrix equation 
=right-hand side of Lyapunov matrix equation,Q =I 
= flexible/rigid inertia ratio 
=roll-, yaw-control torques 
= matrix of controls 
= Lyapunov function 
= plant state 
= flexural-interaction coefficicN 
= artificial-damping coefficient in An 
= fundamental bending-mode co-ol'dinate of solar 
array 
= roll·, yaw-attitude angle 
= eigenvalue 
=fundamental bending-mode frequency of solar array 
= nutation frequency of rigid satellite 
= orbit freq-.1ency 
INTRODUCTION 
The use of Lrapunov's second method to design state-ver.tor 
feedback relay-control systems has been widely reported.l-5 
However, the method requires the solution of the Lyapunov 
matriX equation, wluch is not known to exist ior undamped 
linear systems that have eigenvalues with zero real part. 
Tl:is paper presents a method for the design of control loops 
for such systems, which has been applied to the attitude con-
trol of a flexible communication satellite. 
In an earlier publication,& the authors discussed the prob-
lems of llexibility of attitude control of a particular class of 
communication satellite. Eigen analysis of the resulting plant 
equations revealed that the eigenvalues occurred as complex 
pairs with zero real part, which can be seen by reference to 
the root-locus plots given in the earlier paper. This result 
made the direct application of the Lyapunov method impos-
sible, and led to the method described in this paper. 
.i.'ilper 7101 c;jirst received 7th A~st and in revised form 
~oth December l9?Y" 
·yr. Gethi"'f was formerly, and Dr. Gill&s,with lhe Deparr-
.ment of Mechanical Engineering, University of Leeds, 
.!-eeds LS2 9JT, England. Dr. Getlling is now with the · 
pcjenlific Services Department, CEGB,Pcwtishead, near 
P-'•lnl. England . . .. . . . ' · 
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2 LYAPUNOV'S SECOND METHOD 
2. 1 Basic theory 
A brief account of the basic Lyapunov theory is given to pro-
vide the foundation of the modified method described. A 
fuller treatment may be found in Reference 1. 




where x is the state vector of the system and u is the control 
signal to be determined. 
If the autonomous system dx/dt =~is asymptotically stable, 
a Lyapunov function for the system will be 
V(x) =xTpx 
in which P is a positive-definite symmetric matrL'C. 
To ensure aS}'mptotic stability generally, tt.e V -function 
(eqn. 2) :r:1ust satisfy the following condHions: 
(a) V(x) and all its state derivatives must be continuous 
(b) V(x) > 0 for x ,. 0 
V(x) = 0 for x = 0 
(c) dV(x) = dV(x) < 0 for x ,. 0 
dn dt 
dV(x)= 0 for x = 0 
dt 
(d) V(x) ... ao as II x II ... ao. 
(2) 
It is seen that the quadratic form (eqn. 2) satisfies conditions 
a, band c, and it only remains to show that (dv /dx)(x) is a 
negative-definite function to satisfy the third condition. 
Differentiating eqn. 2 yields V(x) as 
dV(x) = :i:Tpx + xTpi 
dn 
Substituting from eqn.l, V(x)_ becomes 
(3) 
dVbt):xT(ATp + PA)x + 2uTBTpx (4) 
dn · .. 
The flr~t i~rm ·on the ~lght -liand side of this equation is 
made negative-definite by ~etting · 
_ATp;i-PA=.,-Q· (5) 
·sot• 
·where·Q·I.S-a· posmve-ihifinite ·symmetnc matriX; iiormaliy 
'tlle'wiit matrix. 'A.Syiiiptotic stability of the controlled system ts guaranteed by'chooslilg"u to make the second term · · · 
.negative-definite. It is normal practice to choose u to make 
:the second term as negative as possible. This leads to a 
:·control law for a relay element 1n which the outputs ui take 
'their maximum permitted value with a sign opposite to the 
:value of the feedback signal BTPx: 
(6) 
·where Mi Is the maximum value of the control ui. 
.A vector block diagram for the system Is shown in Flg.l. 
~=========~ sT P I<============::J 
Fig.l 
Vector block diagram of LyapwzoL' rela~· cmzt1·ol system 
2.2 Application to undamped linear systems 
When any two of the eigenvalues of the plant matrLx A of 
eqn.l are equal in value and opposite in sign, as when they 
occur as a complex-conjugate pair with zero real part, the 
Lyapunov equation (eqn. 5) cannot be solved for P. This 
situation is a characteristic of systems that exhibit undamp-
ed free respol'-:es. 
Mathematically, the condition for the existence of a solution 
to eqn. 5 may be expressed as follows: II >.1 and >.i are any 
two eigenvalues of A, a solution to eqn. 5 exists, ohly if 
(7) 
To overcome this problem, a modified plant matrL"t A11 is 
formed from the original plant matrix A by the addition of a 
matriX or artificial-damping terms An· This causes the 
eigenvalues of A11 to have negative real parts, thus guarantee-
ing a solution to the Lyapunov equation. 
2. 3' Choice of .AD 
The method of modifying A takes the original set of dynamic 
equations in the characleristic form for undamped 2nd-order 
_systems,-
· .. d2yf -, 




and inserts artificial damping in terms of a 'damping' coer~· 
flcient t to achieve the characteristic equations for damped 
motion · 
(9) 
Carrying out the state-vector manipulations of these two sets 
of equations for the system, the additional damping terms 
can be isolated into a separate matrL't of damping terms A0 , 
which comprises terms that are either zero or some function 
of the coefficient t. The solution P of the Lyapunov equation 
for A11 , 
~p + PA11 =-Q (10) 
is found and used in the feedback law of eqn. 6. 
3 APPLICATION 
This method has been used to design the control loops for a 
system of three coupled 2nd-order equations describing the 
motion of a flexible communication satellite. s The equations 
describe the motion of the roll and yaw a.:•es vf the satellite, 
and the fundamental bending mode of flexure of solar-array 
panels. A 2-input control system applying control torques to 
the roll and yaw axes of the satellite has bee:J implemen!ec! 
and evaluated using digital simulation. A blcck diagram ·)f 
the 2-input control system is given in Fi;;. 2. The dcadb:c:d 
(9Plx 1 
Fig.2 
Block diagram fur 2-i>rput control system 
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!iuu!re-nt in a· relay ·switch his been included to prevent un-
'Wa.nted rrulsing of the gas tiLrusters. 
SiX state vectors are defined for the system as follows: 
x~__= 17 1 the_ bending-mode deformation co-ordinate 
d'll 
x2 =Tt 
x3 = 8 1 , the satellite-roll attitude 
dB, 
x4 =dt 
x5 = R3, the satellite-yaw attitude 
. d96 
x6 =dt (11) 
The c'Jntrol vector u !.hen :omprise!: the roll and yaw 
torques, u1 = t 1 , u2 = t 3 • Collecting the 1-order state equa-
tions for the system into a single matrix equation in the form 
of e~."- 1 yields the matrices A and Bas follows: 
A;:: 
r 0 0 0 0 
1-(1 -'- R)fly 0 ')'W:;Wo 0 0 yws 
I 
I 0 0 0 0 0 I 0 0 ~-,0:-~r -~s~·o 0 -w,., 
0 0 0 0 1 
I 0 0 0 u:,JI-;- R ~~"'0/I + R 0 
B= (12) 
ro 
-y/lr 0 1/Ir 0 
1/Ir(l : R)] lo 0 0 0 0 
(13) 
The 'dar:~ping' matrix A0 is found as 
A, .fl 
0 0 0 0 
-(1 + R)~n1 0 y~wN 0 
0 0 0 0 
;-~!"! 1/Ir 0 -\wN 0 
0 0 0 0 
10 
The modified A matrix is found from 
(15) 
For a particular set of system parameters, the Lyapunov • ·.· 
equation (eqn.10) can now be solved for P. A description of 
the solution method and Fortran subroutine is contained in 
Appendix 7 
4 DIGITAL-SIMULATION RESULTS 
The flexible satellite and Lyapuuov control scheme have been 
modelled& in Fortran on an ICL1906A computer using 
Nottingham Algorithm Group (NAG) library subroutlnes9 to 
perform the integrations. Results are presented in computer-
plotted form in Figs. 3-7 for the set of system p;.~ameters 
given in Table 1, which show the effect of varying the value 
of the artificial-damping coefficient ~ over a range. 
TABLE 1 
PARAMETERS FOR DIGITAL S:UVIULATI0!-1 
Satellite parameters 
Inertia ratio, R 
1st-mode frequency, !'"1 
Nutation frequency, ws 
Orbit frequency, w0 
Roll and yaw rigid inertia, lr 










= 1·0 s-1 
=l·os-1 
= o- 73 X 10-~ s-l 
= 100 kg/m2 
= 10 
;. = O·Q5 rad 
;,; = o· 02 rad:s 
e3 = o· 05 rad 62 = O· 02 rad/s 
= I·O Nm 
= o·os 
Fig. 3 shows the free response of the flexible satellite to 
initial conditions on the roll and yaw attitude and attitude 
rate, given in Table 1. This is seen to consist of three un-
damped interacting 2nd-order responses for the roll-,yaw-
and bending-mode motion. Figs. 4-7 shov.· the response of the 10 
._0 0 0 0 -\;.;~/1 -;-R !i4) controlled system for values or \of o- 01. o· L 1· 0 and 10· 0. 















2-illput relay control, artificial da~pinJr ;, O·Ol. 
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.These plots are oDtained In response to the ·same -lnitiar con-
-ditions aS the lree response shown In Fig. 3. As well as the -
lime trajectories_ of the roll, yaw and flexible solar-array 
motion, the plots show the operation or the roll and yaw gas 
Ulrusters. - · 
From these Figures, it is clear that Increasing the value of \ 
gives a marked improvement in system performance up to a 
value of \ of 1· 0. Further increase to a value or 10· 0 causes 
the control action to break down. 
Figs. 4-6 suggest that the damping exhibited in the system 
transient behaviour bears a direct relation to the value of \ 
used to modify the A matrix and obtain a solution of the 
Lyapunov equation. Eigen analysis of the modifed A matrix 
A,. for these particular parameter values yields a value of 
artificial damping in the three 2nd-order systems oC about 
11 
O• 71n the best case-Fig. &:'.That th1s ls close to-the generally 
accepted optimum value Cor fast response of 2nd -order . 
systems may be coincidental 
The breakdown of the control action shown in Fig. 7 for a 
value or \ = 10· 0 Indicates that there ·is a limit to the modi-
fication procedure. Eigen analysis of the modifed A matrL-: 
here shows that two of the three pairs of eigenvalues charac-
terising the system lie on the real axis, and the modified 
system is far removed from the original undamped plant 
description. 
5 CONCLUSIONS 
A novel method for the application of Lyapunov's second 
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that have undamped responses is presented.- The method-is 
user! to derive the control system for" a 6th-order plant des-
cribing the coupled roll- and yaw-attitude motion of a st~ace 
satellite with Uexible solar arrays. 
The method involves modifying the plant A t....trix to obtain 
a solution P to the Lyapunov matrix equation. This is then 
us<.:tl in a feedback hw to control the original plant. A digital 
simulation of the control system_ indicates that best perfor-
mance is achieved by modifying' the A matrix so that 2nd-
order components have a damping factor of about o· 7, 
Further applications of this method to other systems are 
necessary to determine if a damping factor of O· 7 in the 
modified plant matrix will give the most rapid plant control 
for the minimum control action. If this· can be shown to be 
so ,this approach offers a direct solution to the design of 
control loop lor systems having undamped eigenvalues. 
E:-..iension of the method is clearly possible to systems 
having low damping. 
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7 APPENDIX 
7. 1 Solving the Lyapunov matrix equation 
Having determined a modified plant matrix AM, a solution 
matrix P of the matrix equation 
(16) 
is required, where P and Q are positive-definite symmetric 
matrices. 
Several methods for the solution of this particular matrix 
P.quation have been suggested.lO The method used solves 
eqn. 6. 23 in this work by direct solution. 
Since P and Q are symmetric matrices of order n, the solu-
tion of eqn.16 is reduced to solving for the l,:,n(n + 1) distinct 
elements of P. Eqn.16 can be reformulated into the equi\•a-
lent set of simultaneous equations for the required elements 
of P: 
Dp=-q (li) 
where the volume matrices p and q are comprised of the 
upper diagonal elements of the matrices P and Q, ordered as 
follows: 
P = (Pu•P12,P22•P'')>P2J•PJJ · • 
q = [qll,ql2•q22•ql3>q23•q33 .. 
.. ]• 
..]• 
The matrix D is formed from the elements ~i of AM as 
follows: 
(18) 
---roll -----yaw ------mode 
0458 
037<: 
0281 n ,., 








·ron ,b n n11R 
_, c=:J uu u ~-----~ 
yaw
1L:PII n LJ 
_, u u l._j 
Fig.7 
2-input relay control, artificial damping = 10•0 
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D=. 
2au 2a2i 0 2a31 0 0 
--au ·au+ a22 &21 a32 all 0 
·o 2a 12 2a22 0 2a32 0 
: 0 au + aJJ al3 a23 a21 aJl 
0 al3 a2J al2 a22 + a33 a32 
0 0 0 2al3 2a23 2a33 ..•. 
(19) 
The set of simultaneous equations for the elements of p des-
cribed by eqn. 17 may be solved digitally for high-order 
systems. To facilitate this, a systematic method for formu-
lating the D matrix is used.ll In this method, the elements of 
D are obtained as the sum of n auxiliary matrices formed 
from the elements of A • as follows: 
(a) Set up the following symmetric integer array J of order 
n x n: 
2 4 7 11 
2 3 5 8 12 
4 5 6 9 13 
J= 
7 8 9 10 14 
11 12 13 14 15 
.. l~n(n T I) 
306 
13 
·•n which;tn any row, the terms up to,and including, the 
diagonal are obtained by· adding 1 to the value of the 
preceding element ln the row. The first element in each 
row or column ls found by adding 1 to the diagonal 
element of the previous row or column, starting v.ith the 
value of 1 for the first diagonal element. 
(b) Formulate the first auxiliary matrix of order l-2n(n + 1) 
by considering the first row of the above array. The 
integer nu.mbers missing from the row correspond to 
rows and columns of zeros in the auxiliary matrL". The 
remaining elements of the auxiliary matrix are filled by 
the elements of A • substituted in their correct order. 
(c) Multiply by 2 the row in the auxiliary matrL" corres-
ponding to the Integer in the diagonal p0sitian of the 
array J, i.e. row 1 for the first auxiliary matrL". 
(d) Repeat the procedure for each of the n rows of the arrJy 
J, the matrix D then being found as the sum of the n 
matrices so formed. 
This process is used in the Fortran subrouting Lyapunov, 
which uses the Nottingham Algorithm Group (NAG) library 
subroutine F04AEF ,available on lhe ICLl~UtiA machine to 
solve for the elements of the vector pin eqn.l7. The full 
matrix P is reformulated from the elements of p. A pri:::ou: 
of the subroutine is given. 
lf the subroutine is used in an attemot to solve for P when 
the condition for its existence is not' satisfir,d, it is found 
that the matrix D is singular, and hence the numerica.i rou:ine 
iails to lind a solution. 
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1. INTRODUCTION 
Increasingly stringent attitude stabilisation requirements 
are the current trend in both experimental and commercial 
satellites as is seen in the current Jntelsat, ESRO and UK 
communication stud:es. These craft must be lightweight. 
c:>mpact and rugged during the launch phase but after 
mission capture such requirements no longer apply. The 
increasingly high power requirements of such craft are 
met by the use of large flexible solar ~ rrays which are 
packed away during launch and unfurl when the craft 
becomes operational. For the three-axis stabilised craft 
being studied reaction jets are used to achieve the high 
pointing accuracy required. Such actuators may be hot 
or cold gas systems or in the future may be electric 
enginesi11 • The broad spectral content of these actuators 
will inevitably excite modes of vibration in a wide range 
of frequencies. The influence of these highly resonant 
modes on the performance of on-board controllers, 
needing a relatively high bandwidth of 0-10 Hz, to achieve 
high pointing accuracy of up to a few ~econds_of arc_may 
lead-to-design difficulties~ -
The dynamic analysis of flexible space craft has been 
considered previouslyl'l-SI and is modified by the authors 
for use when no rotors, flywheels or sliding masses are 
present. The advantages of the modifications are simpli-
city of block diagram representation of the plant. ease of 
simulation and because the equations for overall motion 
·are not coupled with the modal equation of vibration. the 
degree of flexibility can be altered without recourse to the 
complete analysis. In the published worketl a vector is in-
troduced denoting the translational motion of the mass 
centre of a structure due to deformations of flexible 
appendages. This allows the composite body translational 
equation to be written very simply. A logical extension 
for the case where no rotating or slidhg components are 
present is to introduce a corresponding rotational vector. 
This extension is present here and the authors consider 
it represents an improvement, especially in ease of com-
putation over the previous equations. 
The dynamic analysis section describes a completely 




Lower case letters are used for vectors or scalars and 
upper case for matrices where possible. 
a, a rotation of centre of mass due to deformation 
;:, C translation of centre of mass due to 
deformation 
D inertia diadic 
E identity matrix 
F force matrix 
g linear momentum 
h. if angular momentum 
i. 7. I' subscript denoting ith element. Inertia matrix, 
ll1, 
inertia tensor 
K stiffness matrix 
Ill, f3 mass representation 
0 null matrix 
p,-P -·co•ordinate -orma:SS elements· 
c/. Q deformation vectors 
R. r modified matrix or r, undeformed geometry 
definition of structure 
T torques applied 
U, II general matrix, deformation co-ordinates 
v, w gent al matrices 
w, w rate of rotation, co-ordinate of m~.:::: :'ement 
.T, 
from mass centre 
X co-ordinate of mass centre 
time varying transformation matrix 
0 angular co-ordinates 
1/J angular velocity of axis set 
f.L general vector 
<I> eigenvector matrix 
rf> rotational deformation of elemental mass 
'I) transformed deformation co-ordinates 
n eigenvalue matrix 
X external forces and torques 
A damping matrix, diagonal 
Smsri/GIII/Gerhlng/Hotr .Aoronsu_llca/ .Joumsl DeceinberJ.tJf..<t 
'is inherent in mechanical systems of this type, and under-
'going unforced vibration. Orbital kinematics are not 
considered. The vectors denoting translational and rota-
'tional motion are derived explicitly in terms of defor-
mation co-ordinates. 
' The body is modelled on a lumped parameter basis for 
the above derivation. Using this model, equations are 
written for the motion of the n-subbodies so defined. An 
eigen transformation is applied to these equations at which 
point a symmetric damping matrix may be included. In 
tre present form co-ordinate truncation reduces the order 
o · the mathematical model which means ignoring higher 
fr~quency modes of vibration unless such a frequency 
corresponds to a disturbance or control frequency. To 
complete the analysis equations are written to incorporate 
composite body motion in space. 
The aim of the investigation is to see what problems 
might arise when control systems operate in the presence 
of structural flexibility. The reaction jet system of atti-
tude stabilisation will highlight these problems since it will 
excite modes in a wide range of frequencies. Very tight 
specification on pointing error, 0·0 I degrees, is employed 
again, to accentuate any problems that might arise. A 
control law is selected on the basis of conceptual simplicity 
and ease of simulationCl31• There is little value in applying 
a sophisticated control scheme where adverse effects due 
!c1 flexibility may be shrouded by control scheme com-
j:lexity. The control law used employs a switching strategy 
based on attitude error only. The advantage o' the system 
is that no error measurements are required. This informa-
tion is either noisy or unreliable in practice. If ra·e gyros 
are used, there is the weight and reliability renalty to be 
considered and differentiation of position signals gives 
noisy data. 
The operation and design of the system is fully 
described in section 5.1. No:se free attitude information is 
assumed in this preliminary work to avoid involvement 
with sensor civnamics. Square edged thrust pulses are 
assumed from the reaction jets and time delays between 
command and "thrust on-thrust off'' are not considered. 
These assumptions are justified because of the short pulse 
time of the order of I 0 ms in a limit cycle in the region 
~f I 0 minutes period. 
The paper is presented in two sections, the first deals 
with the dynamic analysis of a completely unconstrained 
flexible structure, and introduces the concepts of modal 
~nalysis and truncation of the derived equations. The 
second section gives a detailed description of the vehicle 
chosen for study and the control system employed. 
Nomenclature is, as f:lr as possible, consistent with that 
generally employed in previous publications on similar 
topics. 
2. DYNAMIC ANALYSIS OF A GENERALISED FLEXIBLE 
STRUCTURE 
Consider a general elastic structure with no rotating or 
sliding components as shown in (Fig. 1). The total struc-
ture can be idealised as series of point masses and inertias 
interconnected by massless elastic constraints. Structural 
damping, inherently small in mechanical systems of this 
type, is neglected and all deformations are assumed small. 
For the body in an undeformed state, a point X is defined 
as the centre of the mass and is considered fixed within 
the material of the body at this point With X at the origin 
a set of reference axes are defined, for convenience these 
will be the undeformed structures inertial principal axes. 
As the body deforms, point X moves and the axes move 
with it in translation and rotation. Vector c and vector 
Aeronautical Journal December 1974 Smarr/ Gill/ Gerhing/Hotr 
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angle a define this movement about the original position as 
shown:-point X moving from its original position which is 
denoted as X' in Fig. I. 
2.1. Mathematical derivation of c and a: 
Consider then, two sets of axes passing through the struc-
tures mass centre which, when the structure is undeformed. 
are coincident. These axes are the principal axes of the 
structure and as the body moves in space they move with 
it. Overall motion, translation and rotation, is defined bv 
the motion of these axes with respect to an inertiallv fixed 
set. providing the structure does not deform. \Vh~n the 
structure deforms the axis set which is fixed within the 
material of the body at the mass centre move with respect 
to the second set of axes, which are considered to be 
unaffected by structural deformation. One set of axes then 
define the "rigid body" motion, the motion of the other 
set define motion with respect to the "rigid body" position 
due to structural deformation. This motion, due to de-
formation, is defined by vector c and vector angle a. 
Under free vibration, axes i, 2. 3, the "rigid body" 
axes. are then those about which linear and angular 
momentum are zero. For the submass A; define a position 
vector from X' as W; then 
{I) 
where the r; define the undeformed geometry of the 
structure and II; is due to elastic deformation. The II; and 
$;, the equivalent rotational deformation co-ordinate, 
cause changes in c and a. 
For the undeform~d body, the centre of mass is at point X 
and by definition 
(2) 
When the body is deformed with no external forces acting 
this definition is written as 
13i 
the centre of mass still being at X', the point X detin;d 
previously having moved through vector c. 
Equation (3) becomes, when substituting from (I) 
2m,c+ ~m1ri+ ~tniu,=O. 
j - • - ' -
Figure 1. 
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The second term is zero by (2) and 
I 
c=-- Im,u1 
- f3 I -
f3 being the scalar total mass I m1 
I 
or 
If g be the linear momentum of the system, then 
c=I m1 dd (x+ w,) 







Since X' is the centre of mass then the linear momentum 




d ~m, dr ~,=0. 
(7) 
(8) 
If w is the angular velocity of the axis set in which 
DIcit w, is computed then equation (8J becomes 
(9) 
The second term is zero by equation (3) and so 
(10) 
If h is the angular momentum of the system, then 
d h=-:!. D 1 • t/J1 + ~ (x+ w;), m, -d (.-.;.II',) 
' i- - t- -
(II) 
D' being the inertia diadic of the ith submass. 
Expanding the vector cross product of equation (IJ) 
gives 
d d h=ID1 •t/J1 +~x.m1 -d x+~.m1 -d w,+ 
- 1 1- /- 1- 1-
'<' d .... d 
k w1•m1 -d x+.-. w1 .m1 -d w,. (12) 
I- I - 1- I -
The second term can be ignored as is usual with rotational 
problems since this is the moment of linear momentum. 
The third term is zero by equation (8) and the fourth term 
is zero by equation (3), hence: 
d h=!D1 •1/11+ !w1.ml -d w,. 
- I I - t-
Substituting from equation (I) 





the second term is zero by equation (8) and expanding the 
third term gives 
h=ID1•1/J1 + !r,. 1111-dd c+Ir,.m,!. r1+ 
-1 1- t-1- dt-
..... d .... d .... d 
_r1m"' -dt u1 +k u,. m1 -d c+k u,.m,- r, 
I - - I - I - I - dt-
{15) 
The vector t/J' giving the inertial velocity of each s:: '.·: · ~ss 
and consists of three components. The overall rc:~~=.:nal 
velocity of the body w. and the term a due to deform:.tions 
and also the angular velocity of each submass due to 
deformation !f!'· The vectors _: !!.• and !:.! are all in a 
reference frame rotating with angular velocity w+a. 
Making these substitutions in (15) and neglecting second 
terms in small variables u, c and a and their time deriva-
tives (15) reduces to - -
h=! D' •(w+ a+ <h'J+I r, Am, (WA rJ +~ riAm,(a r,) 
-( --- j- -- j- -
+! r, Am, (w A u,) +! r,, m, u, + ~ u, Am, (wAr,) (J 6) 
·- - ,_ - -
Making the assumption of small overall rates o: ~:gid 
body rotation and using that 
~ D' · w+! r, Atn; (w.r;)=fl· w (Ji) 
f - ·- -- -
/ 1 being the inertia tensor for the composite body, then 
( 16) reduces to 
h = I1 • w + I1 ,a + ! D' ci>' + ! '" m, u, (18) 
- - ' - ~- -
Since momentum is conserved when no external forces act 
and since there will be some internal structural damping 
eventually bringing !!.•· a and cp' to zero then 
(19) 
and 
J'·a+~D'·ci>'+ Ir,. m,u,=o. 
- ' - _,- --
(20) 
The time integral of equation (20) is 
/ 1 •a+! D1 ·cp'+ !r1 ~m,u1 =const=0. (21) 
- I - I- -
since, for the undeformed case when the u,, cp, and a are 
all zero the constant is zero. - - -
Equations (4) and (21) are now, for convenience, 
written in matrix notation and this is best achieved by 
defining the following. 
E = 3 x 3 identity matrix. 
0 = 3 x 3 null matrix. 
I EO= lEO EO . .. orr } the order being apparent from 
! OE= IOEOE . .. OEI~' the context. 
M is the mass-inertia matrix of the n subbodies, null 
except for the 6 x 6 block diagonal elements. 
Q = lu11 U11 U11 tPt1 tP11 • • • tPa1l 1 
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1 is the 3 x 3 inertia matrix of the total body about axis 
set I 2 3. 
r ~I -r~ this forms the vector cross product terms. 
Ris 6n x 6n subdivided into 3 x 3 elements and null except 









Using this notation and equations (4) and (21) 
I 
:_= - ~ "I.E0 1MQ . (22l 
a= -1- 1 ('I,EO'MR+'I.OPM) Q (231 
c and ex being 3 x I column matrices 
These vectors, c and ex represent the translational and 
rotational motion of the body fixed axis set due to elastic 
deformation of the structure. 
2.2. Force and Torque Equations for Lumped Parameter 
Model 
The expression for c and a are not time dependent, they 
are merely functions of the deformation co-ordinates and 
1re equally valid when the body deforms under external 
forces and torques. These external stimuli may be 
disturbances such as solar radiation pressure. gravity 
gradient torques. or on a space vehicle, control actuators. 
To facilitate investigation of forced motion, an inertial 
reference frame is required. Define an axis set (n) and an 
inertially fixt;_d point. If_J_be .the vector from-the reference 
point to-point X. the mass centre of the body and 8 the 
transform from one axis set (n) to the body axes (b), then 
J(n) = 8,J(b) (24) 
where 8 is time varying. 
The vector position !!.• of submass A, is then from Fig. I 
(25) 
The angular position 8, is 
(26) 
To each submass, A,, apply the Euler equation 
(27) 
(28) 
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now g1 =8~ +~+ ~;+(~+ ~) ~+ _:;+ ~,) 
+ 2 (B+ a).(c+ riJ+ (8-+a>-1 (8'+ a). (c+ r,+ IIJ I. (29) 
------ ---
(30) 
substituting for (}' 
!!_,=D'·(B+a ... j)+W.+a>, ~h' 
+<B+a+~'>• D··<o+a+·~·> (31) 
Using equations (22l, (23), (27), (2Sl and (31), assuming 
small rates of rotation and ignoring second order terms. 
the following matrix equation results 
F=1'Y~EO(JX -(MR'I.EO-M'I.OE) 0+ M (E -'I.EO"I.EO' 
~ +(R'I.EO-'I.OE)J- 1 (!EO'AiR+ "I.OE',\·'1) )Q 
(32) 
Matrix F compnsmg the column of forces and torques 
applied to each submass. This matrix must include ex-
ternal forces and torques as well as those internal to the 
structure and is written as 
F=(X-KQ) (32) 
where K is the structural stiffness matrix with respect to 
X fixed, A contains all external, non-structural forces and 
torques. 
The 6n simultaneous equations in matrix equation (32> 
must now be supph•mented by equations describing the 
overall motion of the body in space. Because of the 
definition of vectors c and a which isolate the actual mass 
centre from the deformation equations, these can be 
written as 
(3-l) 
which are equations describing rigid body motion. A 
rigorous derivation of equation (35) is given in .. reference (16). . . -
F, and T, denote all possible forces and torques ex-
ternal to the composite body. 
For convenience, equations (34) and (35) are written as 
(36) 
Pc being the 6 x I matrix of forces and torques applied to 
the composite body, Me is the mass inertia matrix of the 
undeformed structure and C is the b x I matrix of 
accelerations. 
Equations (32) and (36) together describe the motion of 
the flexible body. 
3. MODAL ANALYSIS AND TRUNCATION 
Equation (32) is a set of 6n coupled second order 
equations. For even small n this represents an unwieldy set 
to handle computationally and it is probable that much of 
the higher frequency information is unnecessary. To ease 
the computational difficulty, and to facilit~ te retention of 
relevant information only, a modal analysis is applied. 
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The computational technique employed is described in 
Appendix I and an example is given in Appendix 2. A 
check on the results of Appendix 2 is given in Appendix 
3. The example also highlights the differences between 
the analysis in the previously published work"1 and that 
presented in this publication. 
Equation (32) has the general form 
(37) 
the 611 equations being coupled. Classical modal analysis 
is used to uncouple the equations. Using the linear trans-
formation 
(38) 
<II being the matrix of eigen vectors of the homogeneous 
part of the equation, normalised that 
and premultiply by cfl1 then 
<39) 
Here, fl is the diagonal matrix of undamped natural 
frequencies for the flexible structure. 
In the uncoupled form, a diag-
onal matrix representing struc-
tural damping may be included 
and notes dealing with this are 
included in Appendix 4. 
Co-ordinate truncation is pos-
sible when the equations are 
uncoupled and is performed by 
deleting rows and columns from 
the matrix equation. It is shown 
that for the application con-
sidered, only the lowest frequency 
mode of vibration proved to be 
of significance. It is the lowest 
frequency mode which has the 
highest amplitudes in response 
to a given input. It was found 
that the smaller amplitude high-
er frequency modes did not affect 
the simulated system to any 
extent·comparable Witli the effects 
of the fundamental mode. 
The equations resulting from 
the analysis are summarised as 
P=M,.C (36) 
cf> 1U=~+fl"'T] (39) 
~=- i ~E01MQ (22) 
a=l-1 (!.EOrMR+!.OE1M) Q (23) 
where U, the matrix of excitations to equation (39) is a 
function of external forces and of terms C in (36). Re-
membering that Q=<ll.,. then values c and a of equations 
(22) and (23) can be calculated and finally the pointing 
attitude of any mass can· be calculated. These equations 
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are presented in numerical form for the test vehicle in the 
following section, ue equations (40)-(4:!). 
4. MODEL OF VEHICLE USED FOR INVESTIGATION 
The space vehicle chosen to investigate the control prob-
lem associated with craft incorporating large flexible 
appendages is shown schematically in Fig. 2. The aim is 
to study the attitude control of a representative vehicle 
comprising a complex ftexible structure. 
The body length is 1·4 m and its width 1·0 ;.~. :-lie 
total mass is 284·0 kg and is assumed to be of ur.::.;;m 
density for the purpose of computing moments of inenia. 
The solar arrays shown in the figure are 3·18 m long and 
I m wide consisting of fibreglass facing sheets on a resin 
core. The thickness of the facing sheets is 1·02 x 10-• m 
and of the core 6·45 x 10-' m. Torsional and bending 
stiffnesses for the core are assumed zero. For the facing 
sheets the bending st;ffness is 2·07 x 1010 N /m' and the 
torsional stiffness is 3·1 0 x I 0' N I m'. The total mass of the 
solar arrays is 16 kg. 
The lumped parameter model of the vehicle was 
carried out on the basis of six point masses, as shown 
together with the centre body. The six masses were con-
sidered as points possessing both mass and inenia. 
The paddles are divided into three equal lengths, :~ .: :l 
the submasses considered to be at the cen·re of mas: :·f 




. Jjbr_e glass facing 
resin 
corer:::::::::::;;; 
Paddle cross sect ion 
Figure 2. 
sheet 
Since very little Euler coupling of the axes of rotatio:J 
is present, only one axis attitude control need be cot:-
sidered, the others being similar. Translation equation• 
can be ignored, since only attitude control is of importance 
and so the mathematical model can be evaluated as: 
T3= 165·7 B3 
~1 +4·509'1)1 =12·59~.01 } 
'IJr+ 109·1 'l)a=4·342 e. 
?j,+ 1101 'l)s= -3-357 01 




The equations describe rotation about axis 3 since thif 
is the motion most affected by ftexibility. 
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.The blocK lltagram represemauon 
for these equations is given in Fig. 3. 
'The authors ·feel this to be an 
improved representation over those 
suggested in earlier published 
'work~' .from the point of simula-
tion and separation of flexible 
appendage motion from composite 
body motion. 
In analogue simulation of a plant 
of the form of the figure, it may be 
d~sirable to alter the mode frequen-
c:es. This can easily be achieved by 
r~setting one value. For such a 
change to be made on simulations 
based on the analysis of references 
(2-8) a far more complicated pro-
cedure will be followed. Indeed this 
would involve alterntion of para-
meter values in the rigid body block as well as the modal 
blocks and fairly lengthy calculation of the new values. 
5. CONTROL SYSTEMS 
5.1. Control Studies Applied to Model of Flexible Satellite 
In recent years, there have been many control laws(._,, 
suggested for application to satellite attitude stabilisation. 
\'ery few of these look at the problems associated with 
bxibility at the outset and the majority have failed to 
mention such problems in the final stages of simulation. 
The approach up to the present time seems to have been 
to design control loops on the basis of a rigid structure 
and then to adjust the appropriate control parameters to 
meet the system specification in the presence of non-rigid 
components. The purpose of this section is to follow such 
a procedure in an attempt to discover what problems arise, 
not necessarily to overcome them. 
Each of the three axes of rotation is to be controlled 
separntely. This normally means using gas jets and because 
of the wide spectral content these will excite modes in an 
extensive frequency range and any control problems 
should become apparent. The philosophy of the control 
law (13) chosen for implementation is unsophisticated 
naking for ease of design and simulation. For a rigid 
•:ehicle with no external disturbances however, it does 
force a very efficient limit cycle in terms of gas usage, a 
very irnponant requirement in most mission specifications. 
In the presence of external forces and torqu~s'- the 
control system- may not sta15ilise the attitude of a space 
craftn•J. The study presented here does not require inves-
tigation of behaviour in the presence of such external 
disturbances and the system is therefore suitable in this 
application where limit cycle operntion only is considered. 
5.2. Minimum Impulse Control System for Attitude 
Stabilisation 
The control scheme is described using the error phase 
;:Jlane, Fig. 4. Starting from point i.e the trajectory coasts 
:o switch line SWI where a fixed pulse is metered from 
the control actuators. This pulse is set to the minimum 
impulse capability of the reaction jets. As SW2 is reached, 
so another puis: is demanded, each time reducing the 
error rate. The number of switch lines and the size of 
each pulse each produces is fully described In the pub-
lished worktu1• A backup switch is also required and its 
hysteresis is denoted by the dilferent positions of the "on" 
and "off" lines. The trajectory converges, if certain con· 
ditions are metiUI to an unsymmetric limit cycle which is 
the most efficient possible, using the minimum reliable 






impulse possible from practical gas jets. The vertical 
switch lines are easily generated using comparators or 
Schmitt triggers for which the hysteresis can be varied. 
It is not necessary to strive to reduce this hysteresis, in 
fact the propeny is most desirablell31• One obvious attrac-
tion of this control strategy is that no rate information is 
necessary. In practice, this is difficult to achieve when 
rates are low and any strategy which does not require 
this very inaccurate information is worthy of consideration. 
The Schmitt triggers can be used to drive monostable 
multi-vibrators to meter the correct length of pulse to the 
reaction jets. 
Such a system is designed for the satellite modelled in 
section 4 (Fig. 2), assuming it to be rigid. The point:ng 
accuracy is one hundredth of a degree with a minimum 
impulse of 0·05 Nm for 10 ms. For the rigid vehicle with 
no external torques applied, the limit cycle magnitude is 
determined by the inner switch lines. In any practical 
design, consideration of disturbance torques plays a vital 
part deciding control parameters but for the purpose of 
this study, the inner switch lines are set at +I x IO-' 
degrees. The backup switches are set at ± 2 x 10::; degrees 
with two intermediate lines. 
6. RESULTS OF SYSTEM SIMULATION 
The space craft model and control system of section 
4 and 5.2 respectively were simulated on a PACE :231 R 
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The Figs. 5(al-5(e) shown are plots of (0 +a), the 
attitude of the centre body, against time. AU results were 
obtained by observing the vehicle attitude starting from 
an initial condition on error just sufficient to enter the 
backup switch. Every pulse from the reaction jet and the 
.associated pulse. direction-are -indicated· on-the graphs;-Th:e · 
first plot, Fig. 5(a), shows the behaviour of the rigid 
vehicle and is used as a reference criterion for the evalua-
tion of the performance with flexibility present. The 
limit cycle is unsymmetric, having a single pulse at each 
of the inner switch lines, never going beyond these switch-
ing boundaries. Figure 5(b) shows the behaviour with the 
lowest frequency mode of equation (41) pre!ent. It was 
found throughout that the higher frequency modes of the 
appendages had little effect on the centre body attitude 
anc: the spacecraft performance degradation resulted from 
the lower frequency components. This obserVation is 
signific;.nt in that it allows for extensive truncation of the 
modal equati-:lns. The lumped parameter analysis used is 
inherently an approximation approach. If greater accuracy 
in mode frequency is required, the possibility of using a 
distributed 01 continuous parameter approach, normally 
not used because of the computational difficulty in hand-
ling the coupled partial differential equations may be 
employed. The computational difficulties are greatly re-
duced when only one, the lowest frequency of vibration, is 
required. Figure 5(b) then shows operation similar to that 
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in Fig. 5(a) but at one point a double pulse occurs at each 
switch line. This doubles the frequency of the limit cycle 
and increases gas usage. For the mode amplitude shown 
in Fig. 5(b), this problem could be overcome by increasing 
the hysteresis of the switch line. 
The double pulse is caused by the a term resetting the 
trigger and firing it a second time. There is, however, a 
limit to the extent of allowable hysteresis which will be 
dictated by consideration of external disturbance torques. 
It is this reason that varying hysteresis does not prove an 
acceptable solution for the general case. Figures 5(c}-~,<!) 
show operation with varying degrees of flexibility. Tile 
modal frequency change from one case to the next is the 
square root of ten, the frequency decreasing each time. 
This would result from changes in stiffness of the ap-
pendage structure and could be achieved by decreasing the 
core thickness in the sandwich comprising the paddle 
cross-section. It is shown that increased gas usage and 
poorer stabilisation result from the increased flexibility. If 
the mass of the appendages were increased in addition to 
the mode period, greater deterioration in performance 
would be inevitable. 
7. CONCLUSIONS 
For a class of space vehicle which is slowly spinn.';:g, 
having low net angular momentum and no sliding m:!::~s 
or steerable components, the Euler equations for attitude 
motion reduce to three independent equations, illustrating 
that no cross coupling exists between axes. Attitude 
stabilisation can be accomplished by three independent 
control channels. 
For this class of vehicle, the approach to the dynamic 
analysis presented in this paper has two major advantages 
over work previously reported. One advantage is the ease 
of simulation in terms of rigid body equations which are 
completely divorced from those describing the motion of 
the flexible components. The other major advantage is 
the ability to change the parameters within the equations 
representing the non-rigid elements without recourse to the 
revision of the complete analysis. As mission requireme:ns 
change during engineering design of a space vehicle, so 
will the structure of the craft alter to a greater or le:~:r 
extent. These variations in structure should be easily 
handled by the analysis. The structure of the vehicle 
chosen for investigation is, in the authors' view, represen-
tative of vehicles ot the next generation and is based on 
present day engineering practice. For this vehkJ~ Ule_ 
fundamental rriode of flexure of ihesolar "'arrays will be 
altered by decreasing the thickness of the resin core. This 
will cause a change in the eigen values of the linear 
transformation used in section 3 but will not alter the 
eigen vectors. As a result, the only change in the mathe· 
matical model will be in the equations describing motion 
of the flexible components. The rigid body equation is 
unaltered and only the modal frequencies of the append-
ages change. Changes in mass of the appendages do at:ect 
the rigid body equation but this can be occomplisheC: by 
~imply recalculating the total moment of inertia of ·;be 
vehicle when in an undeformed state. Modification of the 
modal equations is also easily carried out 
For this investigation, the flexible solar arrays have beer 
subdivided into three equal length sections, each having tht 
same mass. The authors appreciate that this may not bt 
the best approximation and it may be better for a designel 
vehicle to segment the arrays by matching the total inertia 
of the model and craft and also the fundamental fre-
quency of modal vibration. 
A method of eigen analysis!UI is employed which 
avoids the necessity of inverting a cumbersome maslt 
Smart I GII/I Gathlngl Holt 
matru. From experience in the use of this method, it 
appears to be insensitive to ill conditioning, giving equal 
root solutions where they arise. The computational time 
to give a complete solution to the eigen value problem 
is Jess than that required by a procedure necessitating mass 
matrix in version. 
From the simulation stuuy of the mathematical model 
and control system, it became apparent that only the 
fundamental mode of flexure marked•Y infiuenced the atti-
tude performance of the vehicle. This was to some extent 
the result of the reduction in modal amplitude with in-
·;reased modal frequency. The higher frequen~y modes of 
the appendages had little effect on the centre body atti-
tude, the system performance degradation resulting only 
from the lower frequency component. This observation is 
significant in that it allows for extensive truncation of the 
modal equations. 
The simulation of the test vehicle (incorporating struc-
tural flexibility) and control system demonstrate tho: 
deterioration in performance, especially in terms of gas 
usage and hence operational life. For the problem con-
sidered, that of limit cycle in the absence of external 
disturbance torques, the parameter in the control system 
which might be varied in an attempt to obtain improved 
performance is the hysteresis of the switch lines. The level 
of allowable hysteresis will, however, m any representative 
~nvironment where disturbances will be present, be 
;:o\'emed by the magnitude of these disturbances. Tuning 
of control parameters will not then, alleviate the difficulties 
encountered due to structural flexibility, The deterioration 
in performance observed will be increased if the mass of 
the fiexible appendages is increased, thus causing greater 
interaction between the plant and its controller. 
It can be concluded that present day techniques of 
design of control systems using rigid body dynamics alone 
are not adequate and that appreciation of the infiuence of 




The equ:ttions for modal deformation take the general 
form 
(43) 
in the homogeneous case, where K is the stru~tur::l stiff· 
ness matrix and M is a modified mass matrix. We can 
write this as 
(M'+K)y=O (44) 
or (-wM+K)y=O (45) 
putting I J.L= w" (46) 
then p.Ky= My. (47) 
We require the roots of 
det (M- p.K) = 0 (48) 
Since K is positive definite115>, then there exists a real 
orthogonal matrix R such that 
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(M-p.K)=RD(D- 1Rr!I4RD-'-p. )DR'. (51) 
Put P= D-•RrMRD-1 -. (52) 
then det (lvl- p.K) = det (R)' det (D)' det (P- p./). (53) 
and det CR)' = 1 (54) 
det (Df= TT/3/. (55) 
The zeros of (P- pl) are then those of (M- p.Kl. Now P 
has a set of normal eigen vectors Z;. with 
Pz,=p.,;:, (56) 
D-'R'MRD-';:,=p.,z,. (5i) 
MRD-'z,=p.,RDz, . (58) 
MRD- 1z,=p.,RD (DR 1RD-'z,) (59) 




thus X, are the vectors of the complete system. 
Note 





A problem arises in determining the structural stiffness 
matrix. The most convenient method is to determine the 
influence coefficients a; then K =a-•. The eigenvalues of 
K are the reciprocal of those of a and the vectors are 
the same. 
Proof R 1 KR = diag <(3,)' (66) 
I 
R•K-'R=R 1aR= diag({JJ'q.e.d.. (67) 
A flow chart for the computation is given (Fig. 6). 
The value of this approach to the eigen-analysis is that 
matrix inverses are avoided and the matrices K or a and 
P are symmetric and positive definite therefore simple 
Jacccbi methods may be used in computation. The 
method does not appear sensitive to iU conditioning giving 
equal root solutions where they occur. All computation 
was performed on a K.DF9 digital computer using stand· 
ard eigen value routines to find the eigen solutions of the 
symmetric matrices K or a and also P. Using a Kidsgrove 
translation of the complete programme EBMDSGJ, the 
run time for the eighth order case given in Appendix 2 
was of the order of I 0 seconds. 
APPENDIX II 
Application of Eigen-Analysis to Simple Test Vehicle 
The test vehicle used here is similar to that used in Ref. 2 
and is so chosen to highlight the differences in the two 
methods of analysis. In the reference the analysis con· 
strains the centre of mass against rotation and so the 
frequencies will be different in instances where such 
rotation occurs. The test vehicle~ !Ld.epicted in. fig. 7. 
~Tnestrucfure consists of four elastic booms attached to 









---1.::: 5·59 Hz 
~ ~ 
3·34 Hz 313Hz 
~ ~ ~~-06Hz 3·01 Hz 
~ 
()"/ ~ 
·31Hz 1·Cl. Hz 
Fiaure 8. The vectors c and a giving the motion of sue .. :y 
• mv may be found from Equations (22) and (23). 
which carries a point mass in each case of I lb mass. The 
centre body m. is considered as a point having both mass 
and inertia, the mass is 4 lb and its inertia is spherical of 
value 18 lb /ft2• 
The two longer booms, length I are 4 ft in length 
whilst for the shorter ones, h = 2 ft. Structural stiffnesses 
are defined as in Ref. 2 on the basis of the cantilever 
natural frequency. These frequencies are set at 0·90 and 
1·81 Hz respectively: in the 1-2 and 1-3 planes of the 
vehicle when attached to a fixed centre body m •. The 
corresponding frequencies for the short beams are 2·71 
and 4·52 H, in the 1-2 and 2-3 planes respectively. 
Taki~~ the hom~g~neoiJS part _of equation_ (3~) 
M ( E- ~EO~E01 ~ + (R~EO ~ ~OE) I- 1 
(~EOTMR+~E01M))Q+KQ=0. (68) 
the eigen value analysis was applied and the vectors 
normalised such that 
(69) 
N being the matrix coefficient of Q. The results are given 
in Fig. 8. The four modes which do not contain a c·~?tre 
body rotation• are in accord with the results in R.~_:. 2, 
but the rotational modes are obviously nol A simple cneck 
on these frequencies is made using Lagrange equati?n 
techniques and this does verify the values of frequencl~ 
obtained. The check on frequencies is to be found ID 
Appendix 3. 
"These modes are marked with an asterisk. 
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APPENDIX Jll 
ENERGY METHODS TO CHECK NATURAL FREQUENCIES 
OF MODES OF VIBRATION 
Consider two of the booms of the test vehicle of Fig. 7 
to be reduced to zero length. The tip masses may be 
combined with the centre mass. The motion will be 
:1ssumed rotation about the axis of the contracted booms 
as shown in Fig. 9. 
Writing expressions for the kinetic and potential energy 
K.E. =!1~' + !-m,(ar, + i•,'f+ !;H,(ar,+ ,;,r (70\ 
P.E. = tk,u,• + fk:ui . (71) 
but u,=u,: m,=m,=l; 1=18; r,=r,=r: k1 =k,. (7:!\ 
The Lagrangian function then becomes 
(73) 
Taking the partial differentials and writing the two 
Lagr:~nge equations gives 
(74) 
(75) 
Eliminating a, yields 
jj ( t- 9:r) +ku=o (76) 
from which the natural frequency is 
(77) 
For the case where the longer booms are in flexure 
k = 129 1 bf / ft and r = 4 ft. Substituting these values the 
natural frequency is 3·01 H, which corresponds easily with 
the results from the eigen-analysis. In the ca~e where the 
longer booms are contracted, the above equations give 
5·-U H, and the digital analysis gives 5·43 H,. 
APPENDIX IV 
Equation (39) of section 3.1 was 
(39) 
This does not include any energy dissipation or damping 
terms. If some estimate of the damping factor for each 
mode is available, then a diagonal matrix representing 
this can be included in (39) to give · 
(78) 
in the standard fashion. 
for a space vehicle, an estimate of the inherent struc-
tural damping is virtually impossible to obtain. Normal 
vibration tests are not accurate because of the environ-
ment in which they are carried out. Aerodynamic energy 
losses arise which will not be present in a space environ-
ment In common with all engineering systems of this 
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Figure 9. 
type, the structural damping coefficient will be low, of 
the order of 0·1 or less, and this will certainly not cause 
marked changes in the natural frequencies of vibration. 
In the simulation carried out for this report, the damping 
terms have not been included. This omission is not con-
sidered to be of great importance and should only serve 
to highlight the effects of flexibility. 
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Attitude control of a flexible space vehicle by means 
of a linear state observer 
D. R. SMART" and K. F. Glllt 
1. INTRODUCTION 
The two philosophies for the attitude control of flexible 
space vehicles that appear practicable are: firstly, the 
complete control of all the plant states, in the sense that 
all states tend to some bounded value as time tends to 
infinity; and secondly, to control the rigid body''' to lie 
within some bounded region and allow the vibrations 
within the structure to behave in an uncontrolled manner. 
If the former strategy is implemented. not only is the atti-
tude of some part of the structure, for example a radio 
antenna. controlled to lie within some bounded region, but 
the modes of structural vibration are also explicitly con-
trolled. The second method requires less state information 
than rhe first and is the less complex of the two. 
The adoption of either approach to the control prob-
lem. however, will require more state information than is 
available from an attitude sensor. No presently available 
sensors are sufficiently precise to allow accurate, noise 
free rate information to be obtained directly, especially 
when this rate is low, as in the case of minimum impulse 
limit cycle operation. The model reference approach to 
obtaining this information''' has been shown inadequate. 
and the use of such devices as strain gauges on the flexible 
appendages to measure deformations add additional ele-
ments which are liable to failure. To achieve the desired 
control a method must be found which will provide the 
required information. Work has been carried out on state 
observers('- 10' and on Kalman filtering' 11• 1''· and the imple-
mentation of these methods should provide possible 
avenues of ·approach~- The state- obserVer technique is 
primarily implemented using analogue devices whilst the 
Kalman filter uses digital equipment. This requirement 
would be satisfied by the use of a small on-board digital 
computer which would either be in the form of a special 
purpose machin• ··onstructed for the specific task of state 
estimation, or it a computer is available on-board for 
other functions, this could be time shared to achieve the 
same result. 
This paper presents an investigation into the prac-
ticability of using a state observer to obtain information 
necesary for attitude control. The theory of state obser-
vers is presented in a brief form and a digital computer 
program is developed for the solution of the observer 
erua•ions. This program is used to design a total state 
o.-se;ver for the flexible space vehicle, which has been 
described in reference (1), and it is used in an analogue 
simulation. Finally, the results of this simulation are 
presented and discussed. 
•Electronic aud Spuu Systems Grortp, British Aircraft Cor-
porativlo, FiltOio, Bristol. 
tDepartment of Mechanical Engineering, University of Le~Js. 
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NOTATION 
b vector formed from elements of B 
q vector formed from elements of QE 
vector formed from elements ofT 
X plant state variables 
y plant output vector 
u plant input vector 
z observer state variables 
A plant dynamic matrix 
B plant input matrix 
H plant output matrix 
D observer dynamic matrix 
E observer input rna trix 
G observer onput matrix 
T observer transformation matrix or torques 
applied to vehicle 
lm, In identity matrices of order 111 and n respectively 
Q product of E and H 
QE matrix Q extend 
i, j integers denoting one of a number of mJ.aix 
or vector elements 
t, to, r, time, start time, end time 
2. OBSERVABILITY AND CONTROLLABILITY 
The conditions of plant observabilitv and contro!labilitv"" 
are essential if an observer is to be developed and. a·s a 
prerequisite, the definitions are given in this section. 
(i) A system is said to be completely observable in the 
interval 1, ~ t1 if the initial states x (t.) can be deter-
mined from the outputs y (t) observed over the 
same interval. 
For a plant 
x=Ax+Bu 
if the matrix 
) . (I) 
·-· I H' A'H' A 1 H' A' H1 
has rank not less than n, the >:stem is ~0n!plecd; 
observable. 
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Iii) A system is said to be completely controllable if 
tbere exists a finite control u over the interval 
10 __,. 11, which transfers tbe system from an initial 
state x (10 ) to an equilibrium state : (11) in this 
intervif. 
For the plant described in eqn. (I), if the matrix 
2 a-t I B AB A 8 ° •• A 8 I 
has rank not less than n, then the plant is said to 
be completely controllable. 
3. THE LINEAR STATE OBSERVER 
It has been shown111 that a completely observable n'th 
order system 
.i=Ax+Bu (2) 
with I independent inputs 
Y=H:r: (3) 
can be observed with a (n -/)th order linear dynamic 
system. Suppose that the dynamic system comprising the 
observer has the form 
Z=D~.J..Ey+ Gt1 (4) 
such that it is driven by the plants outputs y as well as 
the plants inputs u. The observer must, of course. be 
controllable with respect to the plant outputs. That is, 
D and E must form a controllable pair. If an estimate 
A 
x of the plant states is to be achieved from a linear 
combination of the observer outputs, then an equation 
of the form 
Z=T.t (5) 
must hold. Differentiating this equation with respect to 
time yields 
(6) 
an9 using_eqns. (3) and (4Lyields 
z=D:+EHx+Gu. (7) 
Equating the right hand sides of these two equations 
gives that 
T.i=Dz+EH.t+Gu. (9) 




The solution of eqn. (9) is only possible if the eigenvalues 
of matrices D and A are different. A further condition 
on the dynamics of the observer then is that its eigenvalues 
can be arbitrarily chosen providing they are not the same 
as those of A . 
Using eqn. (7) and o;ubtractiue eqn. (~) after jlreo·1Ulti .. 
plying it by T yields 
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z-Ti=D"Z+EHx+ Gu-TAx- TBu 
which reduces to 
i-Ti=D(z-Tx) 
The equation in the variable('!.- Tx) has the ~elution 




and it can be seen that if the initial conditions are chosen 
such that 
z (0)= Tx(O) (14) 
tben it is possible to guarantee that ::_ can be exactly re-
constructed from y and z. 
The ·Observer- may- be designed by choosing the 
matrices D and E which must form a controllable pair. 
The choice of D specifies the dynamics of the observer 
and eqns. (9) and {10) can be solved to complete the design 
Equation (5) may be augmented by the output equation 
of tbe plant to give 
(15) 
and the state estimates x are g1ven by 
(16) 
4. SOLUTION OF THE • •r JERVER PROBLEM 
The solution of eqns. (9) and (I 0) and the calculation oi 
the inverse of the square matrix of eqn. ( 16) can rr.ost 
readily be performed on a digital computer. To reconstruct 
all the unmeasurable plant states. a third order dynamic 
state observer is required. The only information required 
for the implementation of the control strategy selected. 
however. is the "rigid body" position and velocity which 
would require a first order observer only. It was decided. 
however, in the light of future work. to develop a total 
state observer. In conjunction with this. the digital pro-
gramme_ for the. solution. of eqn. (.9) was made a--general-
one, capable of accepting and solving an observer prob-
lem of any order. 
Matrix T of eqn. (9) is of order m x n, matrix A is 
tr x n. D is m ,.. 11, H is I:.: n and E is m " l. The method of 
solution developed was to exte-nd the ord~r nf the pron"-"" 
in the equation by using Kronecker products1131 • This pro-
duct, sometimes called the direct product, is defined as 
(17) 
If A is m X n and B is I X p, then A e B is (ml) X (np) par-
tioned into mn blockl.. The brackets of eqn. (17) indicate 
the i, j partition of the product which is composed of the 
element a,1 of matrix A multiplying eact· el,.ment of B. It 
may be shown 1131 that 
AX=B 
where X is an n x m matrix, can be written as 
(18) 
where ! is the column vector of dimension mn composed 
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of the rows of X placed in order down the column of :f 
and b is formed in the same way from B. Also 
where X is m x n can be written as 
(19) 
If the product EH of eqn. (II) is written as Q, it can now 
be seen that 
Um ~A!) t+ (D 01.) t=q (20) 
- - -
or t=l Um @Al)+(D t;Jl,J 1-'q (21) 
- -
The matrix (1,. 0 A!) which will be called AE, for A ex-
tended. is composed of n x n partitions each one contain-
ing the matrix A 1. (D 01 ,J, called DE, is composed of 
n x n partitions, the i. fth partition being the identity mat-
rix multiplied by the i, fth element of D. Matrix vector 
q, called QE, is formed from the rows of Q taken in turn. 
TI these extended matrices are formed then the vector t 
can be found from 
t=(AE+DE)-'QE . 122) 
and this can be reduced to T by taking the first n ele-
ments as the first row of the m x n matrix T etc. The 
Fortran program. developed for the solution of the ob-
server equations. uses the method described and in this 
way finds the matrix T when D and E are specified. This 
matrix is then partitioned with H as described in eqn. (1-1) 
and its inverse is found using a library subroutine. A< a 
check on the inversion subroutine's accuracy, the o -
server transformation matrix and its inverse are multiplied 
together and the result is output. Finally the matrix TB 
is formed. A flow diagram for the program is given in 
Fig. I and the actual program is included in Appendix I. 
5. DESIGN OF THE STATE OBSERVER 
The dynamics of the flexible space vehicle which has been 
described in the earlier paper"1 will again be used. Only 
the fundamental mode of flexure will be included and the 
d~namic eql!atjQn describing-this- vehicle -may be-written 
as: 
(23) 
7i + 4· 5097] = 0·076T 
and the output equation is 
(24) 
y being the attitude of the centre body of the vehicle. 
Figure 2 shows the vehicle dynamics using the variable 
:c, as the i'th state variable. From this figure, the eqns. 
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Figure 2. 
TOTAL STATE OBSERVER 
FLEXIBLE SPACE VEHICLE MODEL 
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x=A .t+B u 






The matrices A, B and H must be input to the observer 
programme and it remans to specify the observer dynamic 
matrix D and its input matrix E. It has been stated that 
D will be of order 3 x 3 and it was decided to make it a 
series of 3 first order filters. This not only simplifies the 
simulation of the observer but it also makes clear the 
value of the time constants of the observer since these 
will be the reciprocal of the diagonal elements of D, all 
other elements being zero. E must be chosen to form a 
controllable pair with D and this can be done by ensur-
ing that no element of E is zero. Considerable difficulty 
was encountered in the initial attempts to design a suit· 
able observer. It was found that with the diagonal ele· 
ments of D set to -1, -2 and -3 respectively and all 
the elements of E set to I the observer transformation 
matrix contained extremely large numbers, of the order 
of 10'. Whilst a digital solution of the observer"s dynamic 
equations would have been possible, an analogue solu-
tion would have required gains of 10' in the simulation 
to produce a solution. Clearly this would be physically 
impossible to implement and modification to the observer 
dynamics was necessary. From trial and observation it 
was found that, with the diagonal elements of D equal 
to -0·5, -0·3, -0·1 respectively and the elements of E 
equal to 0·2, the transformation matrix contained accept-
able numbers. The first order filters in the observer have 
time constants of 2, 3·33 and 10 seconds respectively and 
the responses of these should be adequate to produce an 
acceptable estimate of the plant state. The attenuation to 
signal frequencies of 5 rad/ sec is of the order of 20 dbs 
and the observer should adequately suppress all noise fre-
quencies, although no such investigation is attempted here. 
The digital computer solution to the observer problem 
is given in Fig. 3. 
6. SIMULATION 
The linear state observer developed is incorporated in a 
control scheme that e!!lpJoys the_ yet .switching- -law 
descfibea-earlier•u~fhe-output from the torquing circuitry 
is used to drive the dynamics represented by eqns. (25) and 
(26) and the state observer is represented by the labelled 
block shown in the complete analogue circuit diagram 
of Fig. 4. 
The simulation was carried out on a PACE 231RV 
analogue computer with limited parallel logic facilities. 
The logic elements included on the machine do not incor-
porate monostable devices needed for the generation of 
the accurately timed pulses supplying command to the 
torquing mechanisms. It was decided to use a series of 
integrated circuit monostable multivibrators which are 
readily available in TTL form to provide this function. 
The analogue computer diode logic was found to be in-
sufficiently fast to drive the edge triggered monostables 
and a series of Schmitt triggers were built using solid 
state components. These triggers together with a buffer 
stage between them and the integrated circuits were found 
to work to complete satisfaction, the monostables being 
capable of driving the diode logic on the machine. Time 
scaling of the . simulation was achie,•ed using the lol!ic 
facilities of the analogue computer 
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Assignment Sheet 
Principal Amplifier Outputs Potentiometer Settings 
p Q 
00 -.(,= -9 06 0·076 ()() 0·006 
01 ;c,=9 II 0·051 04 0·03 
05 -;c,= -a 12 0·5903 05 0·076 
06 ;c,=a 13 0·6615 07 0·4509 
08 .r1 +.t3 =9+a 14 0·4989 08 0·2 
10 -Z, 15 0046 10 0·5 
II -Z, 16 0·132 II 0·3 
15 -Z, 17 0·1205 13 0·35 
12 -xt 14 T fl 0 variable 
A 






Initial checks on the simulation were carried out using 
the system states ;c1 and ;c, as the control variables. In this 
way the operation of the jet switching logic could be 
evaluated. Before transferring to control on the observed 
states, results were taken which show the quality of in-
formation produced by the observer. The first trace of 
Fig. 5 shows the "rigid body" trajectory x, = 9 whilst the 
second trace shows the estimate of this state which has 
been produced by the observer. The observed "rigid body" 
attitude rate is shown in the lower trace. The recording 
facilities available did not allow a record of the actual 
28 
attitude rate to be taken. This can be reconstructed by 
differentiating the position signal and it can be seen that 
this will produce a trace very similar to the observed atti-
tude rate shown. The slight overshoots which are appa-
rent on the lower trace are a result of the pen recorders 
response characteristics and they were not present when 
the signal was displayed on an oscilloscope. The qualiry 
of these results indicates that the jet switching logic was 
working satisfactorily and that the observed states are in 
very close agreement with those of the plant. 
The results given in Fig. 6 show operation when using 
the observed "rigid body" position and actual attitude 
rate as inputs to the switching logic circuits. The first trace 
is the observed rigid body position and the second trace 
shows the actual position of the centre body of the 
modelled vehicle, (9 +a). The oscillatory components of 
the attitude variations due to structural deformations 
have been almost completely removed by the state ob-
server. The bottom trace shows the observed velocity cf 
the "rigid body". Comparison of Figs. S and 6 shows that 
negligible deterioration in performance of the attitude 
stabilisation system results from the use of the ob~erved 
state. It was found, and this is evidenced in Fig. 7 that 
when both the observed variables were used for control 
purposes a slight deterioration in performance occurred. 
The bottom trace shows the observed velocity and it can 
be seen that the nominal value of this is increased com-
pared with the two previous cases. An increase in the 
limit cycle frequency has resulted which will cause in-
creased gas usage and reduced mission life. The top tr~ce 
showing the ·'rigid body" attitude and its estimate shown 
below this appear to be in close agreement and one may 
be tempted to attribute the deterioration in performance 
to the slight inaccuracies in the attitude rate estimate. It 
is more likely, however, that the effect is caused by a 
combination of errors in both the estimated state vari-
• . 
abies x, and x,. The extra cost of the degraded perf<-
ance is of the order of 20% in terms of increased gas 
usage as can be seen from the 20% decrease in limit cyck 
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original gain in performance of a rigid vehicles control 
by the use of the improved jet switching law. It is sug-
gested that the performance of this system for the atti-
tude control of flexible space vehicles is comparable with 
the perfOr!!!<!I!Ce_of .other- systems- which-have-tJeefl SUg-
-gested for the control of vehicles which do not incorporate 
flexible appendages. 
In any actual design study, a reasonable estimate of 
the vehicle's overall moment of inertia is possible. A simi· 
Jar statement cannot be made with regard to modelling of 
large flexible appendages and errors in the estimated 
modal frequencies will result. In an attempt to evaluate 
the effect of such errors, the sensitivity of the overall 
system to this parameter was investigated. It was found 
that changes in the mode frequency of ·± 50%, without 
adjustment of the observer parameters, caused no detect-
able change in the performance of the attitude stabilis-
ation system. An error of such magnitude would never 
arise in the modelling of a physical system and it may be 
concluded that no real problems due to such errors in 
modelling should occur. 
As was mentioned earlier, a realistic estimate of the 
appendage damping factor would be Jess than 0·1. A 
study was made to determine what effect on· vebicle per· 
formance the inclusion of structural damping would have. 
Sm1ut and Gill 
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A value of 0·05 was chosen and comparisons oi Fig>. 6 
and 8 gives this information. The inclusion of this damp-
ing factor appears to improve the attitude performa!:JC~ 
_ ancl_ the _results shown-in Fig: S are· very -similar£o those 
of Fig. 5, which shows the performance to be expected 
from a rigid vehicle. No explicit investigation into the 
effect of noise on attitude sensor output is undertaken 
although this is not considered to constitute a major prob-
lem. Attenuation of noise frequencies of 5 rad/sec (0·8 
Hzl is of the order of 20 dBs. This should provide ade-
quate attenuation for any noise occurring at frequencies 
above this value and ensure the minimum degradation 
of the quality of estimated state information in the 
presence of expected noise contamination. 
This work indicates that the use of a linear state ob-
server in the attitude control system of a flexible space 
vehicle is quite feasible. The inclusion of a linear state 
observer, together with the improved switching law. 
makes possible craft performance comparable with that 
to be expected from a totally rigid vehicle. To compensate 
for the uncontrolled structural deformations, however, it 
will be necessary to use n smaller dead-band region en-
suring that the ftexural component of attitude motion 
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APPENDIX I 
Digital computer program for the solution of linear 
state observer equation 
1300 
SEC 
The computer program given in this appendix was devel· 
oped for use on the ICL 1906A computer using Fortran IV 
as the programming language. 
A flow diagram for the program is given in Fig. I and. 
together with the explanation given earlier, its operation 
should be understandable. The program is designed to 
solve-the -matrix-eqUation --
TA-DT=EH 
for the matrix T given A. D. E and H. The method of 
solution involves the use of Kronecker or direct products 
of matrices and these products are formed within the 
program. The input data are the matrices A, D. E and H 
together with their respective orders. The output is the 
required observer transformation matrix. 
PROGRAM NOMENCLATURE 
Integers 
In common with the Fortran convention for integer 
variables. all integers are designated by the letters i to n 
inclusively. 
92 
i, j, k general integer variables 
l row dimension of plant output matrix H 
m order of observer dynamic matrix D m = n - I 
n order of plant dynamic matrix 
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A (10, 10) plant dynamic matrix, input 
AA (100, 100) working area 
AE (100, 100) Kronecker product of A with /111, A 
extended 
AG (100, 100) working area for inversion subrou!Ir.e 
A/NT (IOl working area 
_A/NV_(IO, 10) working area for inversion subroutine 
B (10, 10) plant input matrix, input 
D (10, 10) observer dynamic matrix, input 
DE (100, 100) Kronecker product of D with In, D 
extended 
E ( 10, I 0) observer input matrix, input 
H (10, 10) plant output matrix, input 
Q (10, 10) product of E and H 
QE (100, I) Q extended 
T (100, I) observer transformation matrix 
WKSP (100) working area. 
Subroutines 
F04AEF. NAG library subroutine to solve general 
matrix equation 
also used for inversion of matrix by putting B to identify 
matrix before subroutine call. 
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C THE PROGRAM SOLVES THE LUENBERGER OBSERVER 
C PROBLEM PLANT EQUATIONS XDOY=AX+BU AND Y=HX 
C IF A IS N"N AND H HAS ROW DIMENSION L THEN AN 
C OBSERVER OF ORDER N-L IS REQUIRED TO PRODUCE ALL 
C THE PLANT STATES 
C IF N-L=M AND THE OBSERVER EQUATIONS ARE 
c ZDOT=DZ+TBU+EY THEN DIS OF ORDER M•M AND THIS CAN 
C BE CHOSEN TO ACT FASTER THAN THE PLANT 
C I·E· CHOOSE D FOR INPUT TO THE PROGRAM 
C E CAN NOW BE CHOSEN BUT IT MUST FORM A CONTROLLABLE 
C PAIR WITH D. 
C THE PROGRAM INPUT IS N, M, L. NB. A. D. E. H. BAND THE OUTPUT 
C IS IS ALL THE INPUT DATA PLUS THE MATRIX TB 
C AND THE INVERSE OF T /H. 
C THE PLANT STATES ARE GIVEN BYX=INV (T/HI Z/Y _ 
C WHERE T /H IS T PARTITIONED ABOVE H. 
DIMENSION A (10, 10), D (10,101. AE (100. 100), DE (100,1001 
DIMENSION B (10, 10). E (10, 10), H (10, 10), Q (10, 10), QE (100, 11 
DIMENSION AG (100. 100), AINV (10, ·tO). WKSP (1001 
DIMENSION T (100, 11. AA (100, 100), BB (100, 1 ), AINT (10) 
1 FORMAT (10A8) 
2 FORMAT (1N1/4X. "TOTAL STATE OBSERVER"I/7X, 10A81 
3 FORMAT (4101 
6 FORMAT (100EO.OI 
8 FORMAT I//5X, "MATRIX A" f(10X, 4E14.4ll 
10 FORMAT I//5X,"MATRIX D"f(10X,3E14.411 
12 FORMAT I//5X, "MATRIX E"f(10X. E14.4)) 
14 FORMAT (//5X. "MATRIX H"f(10X. 4E14.4)) 
16 FORMAT I//5X,"MATRIX B"f(10X, E14.4)) 
18 FORMAT (//5X. "MATRIX T8"f(10X. E14.4ll 
C ORDER OF INPUT DATA N. M. L. N8 
C ARRAYS, A BY ROWS TNMB•D, E. H, S ALL BY ROWS 
C AL . 'N FREE FORMAT WITH DELIMITER A SPACE 
C READ AND WRITE TITLE 
READ ( 1. 1) AI NT 
WRITE (2, 2) AINT 
C READ ARRAY DIMENSIONS 
READ (1, 31 N, M. L, NB 
C READ IN A. D. E. H. B 
C NOTE A WRITTEN BY ROWS BUT READ INTO COLUMNS 
C 1-E- READ AS TRANSPOSE 
READ (1. 6) ((A (J.Il.J=1, N1.1=1. Nl 
READ (1, 6) ((D {1, Jl. J=1, M), 1=1. Ml 
-READ(l;-6)-((E (I~J), J=1;[J,-t=f. M} 
READ (1. 6) ((H {I,J),J=1. Nl.l=1. Ll 
READ (1,6) ((B (I,J),J=1,NB),I=1,N) 
C WRITE OUT INPUT DATA 
WRITE (2, 81 ((A (J, II. J=1. Nl. 1=1, Nl 
WRITE (2,10) ((D (I,JI. J=1. M),l=1, MJ 
WRITE (2. 12) ((E {1, JJ. J=1, L), 1=1. M) 
WRITE (2, 141 ((H (I, J), J=1, N). 1=1. L) 
WRITE (2, 161 ((B {1, Jl. 1=1, NJ. J=1 NBJ 
C FORM EXH=Q OF ORDER M•N 
DO 50 1=1, M 
D050J=1,N 
0 (1, JJ=O.O 
D050K=1.L 
50 Q (I,J)=Q {I,JJ+E (I, KJ•H (K,J) 
C EXTEND Q TO VECTOR OE BY PUTTING ROW ON TOP OF ROW 
DO 551=1, M 
DO 55 J=1. N 
55 QE ((I-1)•N+J.1)=0 (I,J) 
C EXTEND A BY FORMING KRONECKER PRODUCT WITH IM 
C (IM•AJ=AE 
C CALL PRODUCT AE OF ORDER MN.MN 




C INITIALISE AE 
MN=M"N 
DO 60 1=1, MN 
DO 60J=1, MN 
60 AE(I,J)=O.O 
DO 65 K=1, N 
D0651=1.N 
D065J=1,N 
65 AE ((K-1)"N+1. (K-1)"N+J)=A (I,J) 
C EXTEND D BY FORMING KRONECKER PRODUCT WITH IN, 
C (D"INI=DE 
C CALL PRODUCT DE OF ORDER MN"MN 
C INITIALISE DE 
DO 70 1=1. MN 
DO 70J=1. MN 
70 DE (I, Jl=O.O 
D075K=1,M 
D075J=1,N 
DO 751=1, N 
75 DE ((K-1) "N+I. (J-1) "N+Il=D (K,J) 
C SUBTRACT (AE-DEI PUT IT IN AE 
DO 80 1=1, MN 
DO 80J=1, MN 
80 AE (1, J) =AE (I, J)- DE (I, Jl 
C CALL SUBROUTINE TO SOLVE (AE-DE) "F=AE"T=QE SOLVE FORT 
IFAIL=1 
C CALL F04AEF (AE, 100. QE. 100, MN, 1, T, 100, WKSP, AA. 100, BB. 100 
I FAIL) 
IF IIFAIL·EQ·O) GO TO 90 
WRITE 12. 85) !FAIL 
85 FORMAT(/ 15X, F04AEF FAILS TO SOLVE EOUS .. IF AIL= ,11) 
C WRITE OUTT 
WRITE (2,18) (T (1. 1),1=1, 12) 
C REDUCE T AND PARTITION WITH H. ORDER N"N 
C CALL IT MATRIX AA 
90 D0951=1,M 
DO 95J=1, N 
95 AA (I,J)=T ((1-1) "N+J.1) 
C PARTITION H INTO LOWER N-M=L ROWS OF AA 
DO 100 1=1. L 
D0100J=1.N 
100 AA (1+M.J)=M (I.J) 
C FORM MATRIX TB 
DO 1011=1. M 
DO 101 J= 1. NB 
A (I, J) =0.0 
DO 101 K=1, N 
101 A II. Jl=A II. J) +AA II. K) "B IK. Jl 
WITE (2. 1S) ((A (1. J). J=1. NB), 1=1, Ml 
C PUT AG TO IDENTITY MATRIX 
D01021=1.N 
DO 102 J=1. N 
102-AG (I; J)"'O 
DO 1031=1. N 
103 AG II. 1)=1 
IFAIL=1 
C INVERT AA BY SOLVING EQUS WITH UNITY RHS 
CALL F04AEF (AA. 100, AG, 100. N. N. AINV, 10, WKSP, A. 10, D. 10. IL 
IF (IFAILtEOtOl GOTO 110 
WRITE 12. 105) 
105 FORMAT II /5X, "F04AEF FAILS TO INVERT AA") 
C OUTPUT MATRIX AINV 
110 WRITE (2,115) ((AINV II. Jl. J=1. Nl.1=1, Nl 
115 FORMAT (I 15X, "OBSERVER TRANSFORMATION MATRIX" I 
C (10X, 4E14.4)) 
C CHECK ON INVERSION ROUTINE BY FORMING PRODUCT 
DO 120 1=1. N 
D0120J=1,N 
A (1, Jl =0.0 
DO 120 K=1, N 
120 A (I,JJ=A (I,J)+AA II, K) "AINV (K,Jl 
C WRITE OUT A AS CHECK 
WRITE (2, 125) ((A (1, J). J=1, N), 1=1. Nl 
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A digital state observer for the attitude control 
of a flexible space vehicle 
Dr. E. H. SMITH and Dr. K. F. GILL 
Department of Mechanical Engineering, The University of leeds 
1. INTRODUCTION 
A space vehicle is usually required to maintain a specific 
orientation with respect to Earth. If flexible appendages 
(such as panels of solar cells) are associated with the 
vehicle. the problem of controlling the attitude of the space-
craft becomes more complex n'. In this paper, attention 
will be directed towards the control of this class of vehicle 
when the control law suggested by Hughes'" is em-
ployed. This approach requires that the attitude and its 
rate of change with time are available in satisfactorily 
noise-free forms. The measurement of attitude is physically 
possible. but the measurement of rate is not. Con;equently 
a Luenberger state observer'"' was employed by the authors 
to reconstruct the rate information. A similar approach 
was adopted earlier"' where an analogue model of the 
observer was employed. It was found that in some situa-
tions the design procedure for the observer stipulated that 
very large amplifier gains should be incorporated into the 
model, and great care was needed to avoid this problem. 
Digital computers are widely used during space mis-
sions and thus a discrete model of the observer has tts 
attractions over its analogue counterpart. Such a model 
would reduce the amount of hardware required, and 
would not be subject to the design restrictions imposed 
by an analogue model. This paper describes some work 
which was performed using a discrete observer for a flex-
ible space vehicle of the type described earlier·". 
2_. NOTATION 
a, anuular acceleration due to control torque 
f, angular acceleration due to disturbance torque 
time 
y attitude of centre-body 
x state variable matrix 
z observer state variable matrix 
A vehicle dynamic matrix 
B vehicle input matrix 
D observer dynamic matrix 
E observer input matrix 
G observer input matrix 
H vehicle output matrix 






flexural component of attitude of centre-body 
minimum burn-time of control jets 
rigid component of attitude of centre-body 
dead-band of control jets 
torque applied to vehicle 
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3. THE DYNAMICS OF THE SPACE VEHICLE 
The vehicle consists of two, substantial. flexible solar 
panels attached to a rigid centre-body-a detailed descrip-
tion is given in Reference I. It is shown in this paper·" 
that only the fundamental mode of flexure of the panels 
has any significant effect on vehicle performance. 
The attitude, y. of the centre-body can be expressed a' 
a function of two independent components, H and a. The 
component. H. is the attitude of the cmtre-buuy assuming 
rigid panels, and a is a measure of the contribution from 
the flexible panels. Hence. the vehicle dynamics can h~ 
described by the following equations: 
(ll 
;.; .;_ 4·509 C/ OC. 007fi <2i 
and. y = H + 0·076 H 
Integration of eqn. II l yields. 
H= HHJOfi04 ;-l t .,- k, 
(5) 
-where k1 and k, are integr:ttion constants. Integration 
of cqh. 12) gives, 
a=(0·076-r/4·509-k,l ,14·509sin flv4·50'J) 
+ k, cos (I\"' 4·509) (6) 
1'1 = (k1 - 0·076 T /4·509) cos (I .,I 4·5091 
+ k, sin IT ,q·509)/.; 4·509 + <Hl7fi ;-:' 4·509 
(7) 
-where k, and k, are the constants of integration. 
Equations (4) to (7) were used in the digital simulation 
of the vehicle dynamics. For the design of the observer, 
it w:1s convenient to rewrite equations (I) to (3) in state-
space notation. This can be eft'ected by introducing, 
Smith end Gill Aeronautical Journal November 1975 
Thus, in matrix form, 
~I 0 0 0 X! 0 
~· 0 0 0 0 x, 0·00604 + T ~3 0 0 0 x, 0 
x, 0 0 -4·509 0 x, 0·076 
X! 
Y~: I 0 0·076 0' x, 
x, 
.r, 
or }·= AJ+ BT (!!) 
Y=H.J (9) 
4. THE STATE OBSERVER 
Equations (8) and {9) describe a 4th order system with 
:1 single output. It has been shown1" that the state of 
the system can be reconstructed with a 3rd order linear 
dynamic observer of the form, 
(10) 
I Matrices A and D must form a controllable pair and 
have different eigenvalues). An estimate of the plant state 
can be obtained from a linear combination of the observer 
outputs, if 
It has been shown 111 that the phmt and observer matrices 
are rei a ted by, 
TA -DT=EH (II) 
(12) 
Now matrices A. B and H arc known from the dynamics 
of the vehicle. thus equations (II) and (12) contain four 
unknown matrices D. E, G and T. Clearly, by specifying 
two of these four matrices, the remaining two can be 
evaluated. In this work. matrices D and E were specified. 
leaving G and T to be determined from e11uations (11) 
iilid (121. l'f.-itrlx T was ohtained from -equation(II) by 
the method of Kronecker products thus enabling G to be 
evaluated from equation (12). 
Equation (I 0) represents three uncoupled, first-order, 
non-homogenous, differential equations, which were 
modelled discretely as three, first-order. difference equa-
tions. This modelling was effected in the following way: 
Consider a first-order, non-homogeneous, differential 
equation, 
q (I)-'- dq (I)= f (I) (13) 
If the forcing function, f( tl. is considered to be con-
stant over a small time period, !lt. equation (13) can be 




Thus equation (14) is a representation, in difference form, 
of equation (13). 
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6. THE CONTROL OF THE VEHICLE 
No attempt was made to control the deflection of the 
flexible panels, and it was assumed that no structural 
damage would occur as a consequence. 
As noted earlier, the control law employed was that 
suggested by Hughest'1• In addition to attitude inform-
ation, a knowledge of the rate of change of attitude was 
required. Simple on-off gas jets were employed on the 
space vehicle centre-body and these possessed deadbands 
of ± 8,1 as shown in Fig. I. The resultant trajectory in 
the phase-plane is illustrated in Fig. 2, where a single-
pulse limit-cycle can be seen. Starting from point a, the 
vehicle coasts with power-off under a constant disturbance 
force which results in a constant acceleration, /,. At b. 
the jets fire to retard the vehicle at an acceleration of 
(a,+/,), until point a is again reached. If the minimum 
burn-time of the jets is 8 seconds. it can be shown that 
the deadband should be set so that, 
11,1 = (a,8)'/( 16/,). 
In addition, a variation of rate within the region ±a/>:'::! 
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-0·1251 0·1350 -0·01 0·0005101 
-0·0009380 0·001125 -0·0001 876 0·000003327 
1·846 -1·777 0·1316 13·15 
-185·5 133·5 -7·414 1·184 
Figure 5. 
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6. RESULTS AND DISCUSSION 
lllustrated in Figs. 3 and 4 are the results of two separate 
simulations, the only difference between them being that 
different initial conditions pertained at time=O sees. Both 
simulations employed the same matrices A, B etc. which 
are listed in Fig. 5, and also in both cases the observed 
values of attitude and rate were used for control purposes. 
The attitude, y, of the centre-body can be compared, 
in Fig. 3(a), with the observed value in Fig. 3(c). It can be 
seen that the deflection, a, due to appendage flexure is 
virtually eliminated by the observer. Because of the good 
quality of the reconstructed attitude and rate information, 
a stable limit-cycle is achieved, the jets firing only once 
per cycle, as illustrated in Fig. 3(h). Much larger values of 
a occur in Fig. 4 because of the value of the initial 
conditions. In this case also, the observer behaves satis-
factorily. producing acceptable state information for con-
trolling the vehicle. 
The digital state observer, therefore, is seen to provide 
a practical engineering solution to the problem of obtain-
ing accurate information on the state of a flexible space 
vehicle. This implies that existing control devices used on 
rigid spacecraft can also be employed on flexible vehicles, 
thus reducing development costs. 
Aetonauticaf Joumal November 1975 Smith end Gill 
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An attitude control system for a flexible satellite providing 
active damping of flexural motion 
J. M. GETHING 
Formerly University of Leeds, now CEGB. Portishead 
K. F. GILL 
Department of Mechanical Engineering, University of Leeds 
1. INTRODUCTION 
A great deal of interest bas been shown in recent years in 
the problem of flexibility in spacecraft structures. Much 
published work bas been devoted to analysing the dynamic 
interaction between deformation of flexible appendages 
and attitude control systems. A limited number of publi-
cations have sought to find ways of providing some form 
of active control of flexible motion. Where this. bas been 
attempted idealised systems consisting of flexible coupled 
pendulums0 i or rotors''' have been considered. 
The problem of flexibility may be tackled in three ways. 
Where the flexure can be shown to be secondary in nature, 
careful design of the attitude control system can ensure 
that interaction is kept to a minimum. To this end sur-
veys of structural flexibility effect in spacecraft are invalu-
able to the design engineers. Where the flexural motion 
has a more dominant effect, as will follow from the in-
evitable increase in power requirements for communica-
tions, then a more direct approach will become necessary. 
Two approaches present themselves. For small but dis-
rupture flexural motion it could be considered as a well 
defined ·noise· in the attitude sensing system. Removal of 
this 'noise· by suitable filtering processes would provide 
clean attitude information to operate control systems and 
avoid unnecessary control action in response to small 
interactive motion due to flexure. Where this approach 
fai!Sto satisfY tlie aemanas of -fine a1irtucfe controf then 
active control (damping) of the flexure motion may be-
come necessary. 
In this paper a state-vector feedback relay control sys-
tem is described which has been applied to the attitude 
control of the coupled roll-yaw axes of a momentum-
stabilised communication satellite. Structural flexibility is 
introduced into the system equations in the form of the 
fundamental bending mode of solar array panels. The 
feedback law to the roll and yaw axis (thrusters) is de-
rived using Lyapunov's Second Method suitably modified 
for application to undamped systems. 
In an earlier paper"l Gething et a/. discussed the effects 
of flexibility on the attitude control of a particular class 
of satellite and concluded that some form of direct con-
trol of flexural motion would be necessary for satellites 
having large flexible appendages. This paper extends that 
work and, to avoid inclusion of unnecessary detail, refer-
ence is made to the earlier paper1' 1 for a description of 
the satellite and derivation of the system equations. 
Paper received 14th October 1915. 









pitch component of wheel angular momentum 
moment of inenia about the roll and yaw 
axes 
1, moment of inertia of rigid satellite for sym· 
metric roll and yaw configuration 
P solution matrix of Lyapunov matrix equation 
T or * superscript denoting matrix transposition 
t1• 3 roll-. yaw-control torques 
R flexible inertia coefficient 
Q right-hand side of Lyapunov matrix equation 
u control vector 
x plant state 
ex roll-control-torque yaw-offset angle 
'Y flexural-interaction coefficient 
{3 solar array paddle rotation angle 
7)1 the solar array fundamental bending-mode 
co-ordinate 
el. 3 roll-. yaw-attitude angle 
.{}1 the solar array fundamental bending-mode 
frequency 
CrJ0 orbit angular velocity 
CrJN nutation angular velocity of the rigid-centre 
~ody ~-
2. SATELLITE DYNAMICS 
The configuration of the satellite considered is shown in 
Fig. I. Satellite stabilisation is provided by a fixed mo· 
mentum wheel which couples the motion at the roll and 
yaw axes. 
The satellite dynamics may be represented by three 
coupled second order total differential equations describ-
ing the roll and yaw attitudes and solar array fundamental 




'1J1 + .0217]1 = - 'Y (61 cos f3 + IJ3 sin {3) } 
It= ftj}l + h"'(}3 + h,.CrJ081 + 'Yr~1 cos {3 
t3 = 1.}3 - h,.(}1 + h,.CrJ.83 + 'YT7J1 sin {3 
(I) 
These equations may be transformed into a sixth order 
state matrix equation of the form: 
(2) 
by defining the six state variables, x1 ••• x6, as follows, 
Golhlng ond Gill Aeronoullcel Journol Morch 1976 
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!1 WHEEL SPIN VECTOR 
SOLAR ARRAY ANGLE 
II 
JETS 
TOWARDS CENTRE OF EARTH 
Figure 1. Configuration of the flexible satellite. 
x, = 71 1, the solar array tirst bending mode co-ordinate 
x,=7J, 
x, = t/1• the satellite roll attitude 
x,=ll, 
X;= (}3, the satellite yaw attitUde 
x,=9, 
(3) 
The control vector, 11, comprises the roll and yaw 
torques, t1 and r,. 
Substituting these relationships into equations I and 
eliminating first-order terms appearing on the right-hand 
side of the equations, the matrices A and B of equation :!. 
for a f3 = 0' solar array configuration. !see F:g. I). may 




__ 0_ 0 0-
-(I+RHV 0 '}'WxWo 0 0 Yw_, 
0 0 0 I 0 0 
Y0,'/1, 0 -WxWu 0 0 -W.v 
0 0 0 0 0 
0 0 0 w,fl+R - w_,-w./1 + R 0 
[ -y/1, 0 0 0 1/1, 0 0 0 B= 1//,(~+Rll r 
(4) 
(5) 
A full derivation of these matrices may be found in Ref. 5. 
3. CONTROL METHOD 
A block diagram of the control scheme is shown in Fig. 2. 
It will be seen from the figure that a set of feedback 
gains B1P are generated which operate on the system 
states x in order to derive the switching controls u. The 
key to the method is the evaluation of the matrix P from 
Aeronautical Journal March 1976 Gething and Gill 
the Lyapunov matrix equation, 
A'P+PA = -Q (61 
The controls II; are then given by 
II;=- M; sgn (B'Pxl; . (7) 
where M. is the maximum value of the control 11 •• Full 
descripti~n of the derivation of these equations ~nd in 
particular the solution of equation 6 for undamped linear 
systems are given in Refs. 5 and 6. 
As applied to the flexible satellite this control scheme 
can take two forms as shown in Fi~s. 3 and 4. Shown in 
Fig. 3 in the application to a 1-inp~t control system with 
thrusters acting about both roll and yaw axes. Figure 4 
shows a modification where a single thruster offset from 
both roll and yaw _a~~s iLY5!!.d and_a_componem_of-the 
th-rust appiTesabout the controlled axes. In this case the 
control torques are given by 
[ '~] = [ c~s a] T,. t, -sm a (8) 




Figure 3. Block diagram for two-input control system. Figure 4. Block diagram for one-input control system. 
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Figure 5. Free response to initial conditions. flexure about roll ,3=o·. 
the control vector is now a single control torque T. and 
the matrix B is of order 6xl. For the array orientations 
{3 = Q the matrix B. of equation 5 becomes 
B = 0 - y cos _ 0 ~ 0 - sm a [ ., . ]r I, I, 1,(1 +R) 
(9) 
In order to prevent limit cycling of the relay control a 
smal deadband is included in the relay characteristics. 
The terms in the feedback matrix P obtained by solving 
equation 6 will vary depending on the choice of weighting 
matrix Q. This allows various system states to be differ-
entially weighted to achieve differing control emphasis. 
4. DIGITAL SIMULATION 
A digital simulation of the transient response of the 
coupled rolls yaw axes and first mode flexural-response 
of the satellite under the action of the one-input and two-
input control schemes was performed in order to assess 
the relevance of control system parameters and different 
satellite configurations. An assessment of the 'cost' of 
controlling the flexural motion was also carried out in 
terms of gas usage by the control jets and the effect on 
the roll and yaw motion. 
136 
The simulations were performed on a ICL !906A cL>m-
puter using the FORTRAN program L YCON. The time 
responses -of--the satellite -states-were found at discrete 
time intervals by numerical integration of the first order 
state equations equation 2. The integrations were per-
formed using the NAG library subroutine D02AEF which 
uses Gear's methodl71• The time interval between integra-
tions dictates the minimum g'ls jet on-time. 
A full description of the program and listings can be 
found in Ref. 5. 
6. SIMULATION RESULTS 
The operation of control system in one-input and two 
input forms for various system weightings (matrix Q) is 
illustrated in Figs. 6 to 10. i\~ a basis for comparison the 
uncontrolled free response of the satellite is shown in 
Fig. 5. These results were obtained for a particular satel-
lite and controller configuration and initial conditions on 
the roll and yaw axes. These are listed in Table I. 
The results are presented for flexure about the roll 
axis only, since similar results were obtained for yaw axis 
flexure. A complete description of the simulation results 
can be found in Ref. 5. 
In order to aid these comparisons a summary of the 
pertinent data, the integral error squared (IES) of the 
Golhing and Gill Aeronaurlcal Journal March 1976 
TABLE I 
PARAMETERS FOR SIMULATION STUDY 
R=l·O 








=0·73 X JQ-• s- 1 






Control system parameters 
Control Torque 
Relay deadband 
'Damping' coefficient { 
Diagonal elements of Q 
0 1 =0·05 rad. 
0:; = 0·05 rad. 
01 =0·02 rad/s. 





time responses OYer the run length. the average steady 
state error and the gas jet on-time, is contained in 
Table II. 
Figures 6 and i show the response of the one and l wo 
input systems with equal weighting on the st:nes. i.e. Q 
is the unit matrix. For the two input system the roll and 
yaw attitudes are brought sensibly to zero reference 
within two nutation cycles. the flexural motion is damped 
after about five mode oscillations. The control action is 
seen to be progressive. first reducing the rigid body 
attitudes. then when these are sufficiently small tr.msfer-
ring to the flexural motion. The gas-jets stop pulsing 
after about 25 seconds. The action of the one input 
system Fig. 7, is. as would be expected, inferior to this. 
adequate control being achieved after about 35 seconds 
compared with 20 seconds for the two input control. How-
ever from Table II it can be seen total gas on-time for 
the 2nd case was 25·1 seconds against 28·8 seconds for 
the first case. 








the flexural mode states, simulation results were obtained 
for weightings of 100, 1000, and 10 000 on x1 and x,. th~ 
flexural mode states (equation (3)}. This was achieYed by 
so modifying the first two diagonal terms of the Q matrix. 
Figures 8, 9 and 10 show the results of this on the two 
input control. (cf Fig. 6}. Inspection at Table II shows 
that with Q~,, set at 100 there is a marginal improYement 
in the flexural response, the IES figure being about :?.J ·,. 
less. The roll and yaw responses are unchanged. The 
price is a slightly increased roll gas jet on-time. Increas-
ing Q~,, to 1000 fFig. 9) improves the flexural response 
significantly. i.e. about 34·;, less on JES. with only a 
slight deterioration in the roll yaw response. Howe,·er the 
gas usage has been increased by a factor approaching 4 
as indicated bv the thruster on-time. Further incre:.1se in 
Q~,, to 10 ooo' results in greatly reduced flexural motion 
but unacceptable deterioration in the roll and ya"· 
attitude response and cor.tinual gas-jet thrusting. 
As a final indication of the worth of controlling the 
flexural motion a simulation run was performed with the 
mode states removed from the feedback calculations 
making them effecti\'ely uncontrolled with the exception 
of that through interaction with the rigid body control. 
Fig. II presents the results of this and it can be seen th~t 
the roll and yaw responses are littk affected but because 
of the interaction of the flexural motion on the roll :1xi,; 
dvnamics the roll thruster is continu:llly actiYated anJ 
the tot:I! gas jet ,,n-time ;, up t-y a facwr of :· ... o 1 Tat-!e II!. 
6. CONCLUSIONS 
A control scheme for a flexible spacecraft has been 
presented which can achic\'e o;igniticant saYings in gas-
usage and hence payload when flexural interaction with a 
control axis could cause unwanted gas-jet firing. By 
increasing the weighting on the flexural states significant 
reduction in flexural motion can be achieYed but only at 
the expense of increased gas-usage and. in the limit. the 
rigid body attitude performance of the craft. 
In order to apply this scheme. information is required 
regarding all the state variables comprising the vehicle 
response. Where direct measurement is not possible. 
some form of state estimation will be required pos,ibly 
in\'olYing the use of the techniques of K:dman ,. or 
Luenbcrger"'· 
.~r J ..... -..-.";-'----------5-0-----------~,00 
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.108 j 
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Figure 6. Two-input control flexure about roll Jl=o·. 
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DIGITAL SIMULATION RESULTS 
Integral-error-squared Steady-state Gas-jet 'on'-time(s) 
I F error (rad). I I Figure Parameter Roll Yaw value Roll Yaw Roll Yaw Offset 
Two-input, Q=l, 
~ B=O' I 0·012 I 0·039 I 0·199 I 0-()()()6 I 0·0003 I 14·0 I I 14·8 
One-input, Q=l, 
~ B=0° I 0-()25 I 0·072 I 0·643 I Q-002 I 0·003 I I 25·1 I 
Two-input, B=0° 
~ Q1,a=IOO 0·012 0-()39 0·194 ~~ 14·8 ~ 14-6 Q1,•=IOOO 0·013 0-<>43 0·131 0·: 74·2 33-9 Q1,a=IOOOO 0·154 0·250 0·034 98·3 92·2 
Two-input, Q =I, node states uncontrolled 
I I 0·013 I 0·039 I 0·274 I 0-()()()2 I 0·0001 I 44-6 I 14·2 
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Figure t t. Two-input control mode states uncontrolled. 
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FLEXIBLE SPACE VEHICLE CONTROL BASED ON STATE OBSERVATION AND LYAPUNOV'S METHOD 
Or. E.H. Smith and Dr. K.F. Gill 
Dept. of ~techanical Engineering, The University, 
Leeds LS2 9JT, England. 
ABSTRACT 
A control scheme for a single-mode flexible 
satellite is described which uses an application 
of Lyapunov's Second ~ethod to derive the switch-
ing law for a relay controller. The method 
requires complete knowledge of the 'state' of the 
system. Because such information is not normally 
available, a Luenberger observer is employed to 
estimate the states from the output of an attitude 
sensor. It is shown that flexure can be contr~l­
led and a high pointing-accuracy maintained, even 
i the presence of severe plant and input mismatch, 
using existing control equipment. 













plant state vector at kth sampling 
instant 
estimated plant statevector at kth 
sampling instant 
attitude of centre-body 
observer state vector at kth sampling 
instant 
continuous plant matrix 
discrete plant matrix 
continuous plant-input matrix 
discrete plant input matrix 
observer matrices 

















discrete Lyapunov function at kth 
sampling instant 
change in Lyapunov function 
flexural component of centre-body 
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On earth-orbiting satellites electrical power 
is usually generated by panels of solar cells, 
The panels are often cantilevered from the centre-
body (see Fig, 1) and their flexure can cause 
problems in vehicle control. In particular, the 
pointing accuracy may be affected by panel vibra-
tion and this problem will become more acute as 
the power requirements - and hence the panel 
sizes-increase. It is not current practice to 
actively control panel flexure, but this approach 
may prove to be unsatisfactory for the next gene-
ration of vehicles, In this paper a state-vector 
feedback control algorithm based on Lyapunov 
methods1 is developed for application to a vehicle 
of the type illustrated in Figure 1. A Luenber-
ger2 observer is employed for state estimation and 
it is shown that the panel deflections can be 
satisfactorily controlled and a high pointing-
accuracy maintained. 
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3. VEHICLE DESCRIPTION AND DYNAMICS 
The satellite is illustrated in Figure 1, 
where it can be seen that two large solar panels 
are attached to a relatively small and rigid 
centre-body. A small constant disturbance torque, 
td' acts on the vehicle and a control torque of 
!Tc can be applied from thrusters mounted on the 
centre-body. The attitude, y, of the vehicle in 
relation to a fixed reference is measured by an 
instrument mounted on the centre body. It has 
been shownl that only the fundamental flexure-mode 
of the panels has any significant effect on vehicle 
behaviour and hence the dynamical equations are: 
.. 
e = 0.00604t (1) 
.. 
a + w 2 a • 0.076T (2) 
a 
and, y = a + 0.076a (3) 
where "' 2 a • 4.509 (rads/s)
2 
These are illustrated in block diagram form 
in Figure l. 
It is convenient to formulate the state-vari-
able equations by choosing: 
. 
X 1 :a '3; X.2 a ? ; X3 = :1; Xt. 2 "l 
Thus, 
where, 
~ • Ax • Bt 










8 = ~[~·--1 
0.076 J 















The design of an observer for analogue imple-
mentation can be restricted by the maximum poten-
·tiometer gains available on the analogue machine4 • 
This problem does not arise with digital computers 
and hence it is more satisfactory to design a dis-
crete observer for implementation on a remote or 







to formulate the discrete state-variable equations 
as: 
(6) 
y(tk) • H~(tk) (7) 
where, [ 6t 0 0 Al • 0 0 ',, '". :'"" .1 0 0 cos(w3 !lt) 
0 0 -·.ua.sin(wa.1) :os(o&la~t) 
and At is the sampling interval. 
Equations (6) and (7) describe a fourth-order 
system with a single output which can, therefore~ 
be observed by a third-order Luenberger observer 
of the form: 
:Ctk+l) • D:Ctk) + Ey(tk) • Gt(tk) (8) 
Luenberger•s approach proposes that the estimated 
state-vector, ~(tk)' is linearly related to the 
215 
observer output, :Ctk)' by: 
!(tk) • T!Ctk) (9) 
If a state-error vector, ~x(tk) is defined as 
~x (tk) • !Ctk) - ~(tk) (10) 
then Eq. (9) becomes: 
:ctkl • T~(tlr.J - T~x(tk) (ll) 
Substitution of Eqs. (7) and (ll) into Eq. (8) 
yields: 
T~(tk•l) • T~x(tk•l) • DT~(tk) • DT~x(tk) • 
E~(tk) .. GT(tk) (12) 
And substitution of Eq. (6) into (12) yields: 
~t(tk•l) • O~z(tk) + M~(tk) • Nt(tk) (13) 
where, ~:(tk) = T~x(tlr.) 
M • DT • EH - TA 1 ( 14) 
~ • G - TBt (15) 
By assigning M and ~ to be null matrices, Eq. 
(13) becomes, 
(16) 
If the observer is stable, the scalar values 
of ~: and ~x will decay with time, thus ensuring 
that ! approaches ~· 
Since M and N are null matrices, Eqs. (14) 
and (15) yield: 
TAt - DT • EH (17) 
G = TB 1 (18) 
Following a policy adopted earlier 5 , the solution 
procedure involves the specification of 0 and E. 
Eq. (17) will then yield T (the method of Kronecker 
products being employed6 ) which can be used to 
calculate G from Eq. (18). 
In the solution method adopted here, the 
ele111_en~s _Qf~l!!"e_~r_bitrarHy_selected_to_be 
-unity; that is the plant output was fed directly 
into the observer. The only restriction which 
must be applied to 0 is that the observer must be 
stable. Within the limits imposed by this res-
triction, the selection of a matrix 0 was based 




the pattern of convergence with time 
between the observed and actual states. 
the low-pass filtering characteristics 
of the observer. 
the observer's ability to deal with plant 
and input mismatch. 
4.2 Convergence Pattern 
At time t.O, when the observer is activated, 
the value of z(-~t) is unknown and hence z(O) 
cannot be evaluated. It is generally most 
appropriate, therefore, to assume that the obser-
ver output is zero at taO, and thus the estimation-
error vector, £ (0), is non-zero. Examination of 
the variation with time of scalar value of t 
revealed that it oscillated about the :ero -x 
level before becoming sensibly zero. The larger 
the eigenvalues of 0, the more rapid was the decay 
time but the greater were the initial excursions 
from the zero level. 
4.3 Filtering Characteristics 
The plant output, y, will generally be conta-
minated by noise. Since the observer will act 
as a low-pass filter, the possible corruption of 
the estimated states by noise on the plant output 
will be affected by the observer's filtering 
characteristics. It was desirable, therefore, 
to make the observer as slow as possible to atten-
uate the higher noise frequencies. To enable the 
filtering performance to be assessed more quickly, 
0 was chosen to be a diagonal matrix possessing 
eigenvalues within a few per cent of each other. 
4.4 Plant and Input ~ismatch 
It is unlikely that the dynamic characteris-
tics of the actual plant will be identical to the 
theoretical values assumed for the processes of 
observer and controller design. That is, there 
will be a mismatch between the actual and theore-
tical parameters. Additional mismatch may exist 
between the actual and assumed plant inputs. The 
observer and the controller must be able to cope 
with these mismatches and simulations were under-
taken to ensure-that no deterioration in perfor-
mance occurred. 
S. CONTROLLER DESIGN 
Consider a discrete Lyapunov func~ion, 
V(x(tk)), of the quadratic form: 
V (!!(tk)-)- " ~T (tk)P~(tj() (19) 
where P is a positive-definite, symmetric matrix. 
The change in V over a single time period is: 
6V(~(tlr.)) " V(~(tk•l)) - V(~(tk)) (20) 
and for asymptotic stability, ~V(t ) should be a 
negative ~uantity. Appropriate sdbstitution in 
Eq. (20) reveals that: 
ov (~(tk) J 
a/Pa1 
The first term on the right-hand side of Equation 




where Q is a positive-definite, symmetric matrix. 
If no restrictions are imposed on t(t ) then 6V(~(tk)) can be minimised by equatinA 
a(6V(tkll 




In the case studied here the input, t(tk)' is 
limited to three possible torques: the constant 
disturbance torque, td' acting alone, or the two 
torques occurring when the jets fire, namely 
(td+tc) or (td-tcl· Thus a control law of the 
following form must be adopted: 
t(tk) ~ t 11 when IB11PA1~(tk) i < 5 (2~) 
T t(tk) • td-tc sign (81 PA 1 ~(tk)) when 
T IBI PA\~(tk) I > 0 (25) 
where : 5 is the dead band in the control jet actu-
ator. It is seen, therefore, that the jets are 
fired in response to a weighted sum of the plant 
states and the weighting is influenced by the plant 
matrices, A and 8, and the Lyapunov matrix, P. 
This last matrix can be obtained from Equation (22) 
by the method of Kronecker products. The process 
is facilitated by rewriting Eq. (22) as, 
A1TP • PA1" 1 • ·QA1·1 (26) 
The plant under consideration is composed of 
two uncoupled, second order systems. The 
'rigid-body' component, e, is obtained from a 
purely inertial system (Eq. 1)) and the 'flexure• 
componen~. ~. pertains to an undamped system 
(Eq. (2)). Thus the free-system is not asymptoti-
cally stable and this is reflected in the inability 
to obtain a unique, positive.Jefinite symmetric 
matrix, P, from Eq. (26). 
fii order to- us if the Lyapunov-method, there-
fore, an approach adopted elsewhere for continuous 
systems has been employed. 1 This involves the 
introduction of artificial resistance terms into 
the equations of motion of the plant in oTder to 
yield two systems possessing damped natural fre-
quencies. The resulting modified discrete plant 
matrix, Am' and its transpose are then used to 
replace A1 and its transpose in Equ. (26), and a 
positive-definite, symmetric matrix, P , is evalu-
ated. The resulting expression for m 
AV(~(tk)) is then, 
T T , ~V(~(tk)) • ~ (tk)(A1 PmA1-Pm)~(tk) • t•(tk) 
T T lit Pm81• t(tk)l\ Pm,\l~tk) (27) 
The similarity in form between Eqs. (21) and (Z7) 
is apparent and thus a control law similar to that 
expressed in Eqs. (24) and (25) is employed, but 
with P replaced by Pm. 
The objectives of the simulations discussed 
in Section (6) were four fold: 
(1) to examine the vehicle performance with 
different values of Pm and assess fuel 
usage, 
(2) to select a Pm which enabled a high 
pointing-accuracy to be maintained, 
(3) to control panel flexure to be within 
acceptable engineering limits, so avoid-
int mechanical failure, 
(4) to achieve (1)•(3) in the presence of 
plant and input mismatch and with exist-
ing hardware. The latter would obviate 
the need for any new monitoring or con-
trol equipment and thus associated 
problems such as "cabling" or "in-built" 
redundancy" would not require considera-
tion. 
6. SI~~LATION RESULTS ~~0 DISCUSSION 
The simulations are presented in two parts to 
illustrate: 
(1) the influence of Pm on the control 
system, 
(2) the effects of plant and input mismatch. 
Common to all the simulations are the list of 
basic parameters contained in Table 1. 
6.1 The Influence of Pm 
The elements of P are influenced by the 
magnitulles of the artii'icial resistance terms 
introduced into the plant equations, (l) and (:). 
The effect of these terms is best summarised bv 
quoting the undamped natural frequency, ~. and' 
the damping factor, '• of each modified equat:on. 
- -The control -system_perfonnance_ with _cHffer~!!g 
values of appendage and centre-bod)' dar.tping 
factors, ~ and ' respectively, and centre-body 
undamped n!tural frequency, ~ , is illustrated in 
Figures (3)•(6). The systemcbehaviour with ~c 2 = 
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0.010(rad/s} 2, (Figs. (3) and (4)) was unsatis-
factory because centre-body and appendage motion 
was too erratic and fuel consumption was excessive. 
(Both simulations were terminated after 100 sees]. 
In the two cases when w 2=0.100 (rad/s)2, (Figs. 
(4) and (5)), the behaviour was excellent: the 
overall attitude,y, and appendage flexure, 3, 
came quickly under control and remained within 
close limits. For the case of ~a • ~c • 0.5 
(Fig. (4)) the jet firetime during the ZOO second 
simulation was 2.88 seconds. The corresponding 
value for Figure (5) was 2.36 seconds. It is 
































these two simulations occurred during the first 10 
seconds during which the effects of the initial 
transients decayed. 
For the purposes of the mismatch investiga-
tions, the controller was designed with: 
C.•O·I: W:. •OCIOUWJ$151~ 1 
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~a • 0.9; ~a2 • 0.100 (rads/s)Z 
~c • 0.9; "'c 2 • 4.509 (rads/s)2 
The observer was designed on the basis of the 
unmodified plant equations, as outlined in 
section 3. 
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6.2 The effects of plant and input mismatch 
Mismatch is best described by the mismatch 
factors, ma and me• given by: 
ma • (actual wa)/(assumed wa) 
mi • (actual td)/(assumed td) 
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Both factors were varied across the range 0,5•2 and 
a summary of the results for a set of 200-second 
simulations is contained in Table 2. It can be 
seen that satisfactory performance is achieved over 
the range ma • O.S, mi = 1 to ma = mi • 2 and the 
simulations corresponding to these two limits are 
illustrated in Figures (7) and (8). Unsatisfac-
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this result is represented in Figure (9). 
The control jet firetime in the presence of 
no plant or input mismatch was 2.36 sees, Table 
2 reveals that the only significant departure • 
from this value occurs when the appendage mismatch 
factor, ma• is 0.5. 
7. CONCLUSION 
A control scheme for a highly flexible 
satellite has been presented which controls solar-
panel flexure and maintains a high pointing-accu-
racy, even in the presence of :onsiderable ?lant 
and input mismatch, As in current practice, the 
scheme is implemented with control jets and a 
single attitude-sensor mounted on the CE!J!!r_e-_Q_q_<!y. 
- - - - -- -- -- ----- --- --
The controller design is based on a Lyapunov, 
state-vector-feedback principle which operates on 
a weighted sum of the plant states. A Luenberger 
observer is employed for state estimation. This 
removes the need for transducers to sense appen-
dage motion and vehicle rate, thus simplifying the 
hardware requirements. 
The authors have considered the problem of 
noise on the sensor output, The major source of 
low frequency noise is the structural vibration 
and this is controlled by the control scheme. 
Any high-frequency noise will be attenuated by 
the inherent filtering characteristics of the 
observer. Hence it is believed that sensor noise 
can be negl4Cted. 
219 
If this control scheme were employed in the 
next generation of satellites, no costly redevelop-
ment of existing control equipment would be requi-
red and the experience gained with current vehicles 
would be directly applicable. 
There is every indication that the design 
approach presented can be extended for the solu-
tion of the 3-axis control problem. 
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DISCUSSION 
A. Beysens (HATRA): 1. How do you observe the 
torques (disturbing and control)? 
50 
2. What is the sensibility of the pointing to the 
observer errors? 
3. Has the transfer function of the sensor been 
taken into account in the loops, including noise? 
4. What are the performances of such a design in 
terms of total accuracy (with noise), consumption, 
number of thruster actuations, minimum thruster on-
time? 
5. What are the results when you assume a null 
damping of the flexible modes? 
Author: Than!< you for your questions. To tal<e 
them in order: 
l. Neither torques were observed; their values 
were assumed and these were input to the observer. 
2. The mismatch factors used in the paper measure 
the uncertainty in disturhing torque and appendage 
natural frequency. We have not separated tne 
effec~s due to mismatch caused by the observer fr~m 
those caused by the controller. However, I think 
am correct in saying that the steady-state offset 
apparent in the results could be a measure of ~he 
observer errors, although I am not totally sure of 
this point. 
3. The sensor's transfer function will be consider-
ed in a paper in the near future alcng with the 
effects of noise. However, we do point out in the 
paper that the observer is made as slow as possible, 
thus enhancing its low-pass filtering character-
istics. 
~. I can give you information regarding fuel usage; 
this is contained in Table 2 of the paper, where 
thruster firing-times are presented for 200-second 
simulations. The thrusters had a minimum burn-
time of 0.01 second. The le"el of pointing accuracy 
achieved was of the order of 1.50 x 10-~ degrees 
when the deadband, 6, of the thrusters was lo-5. 
5. The control scheme -:annat be implemented ·•i tn 
~ero artificial damping and thus no simulat1ons 
were performed. I should emphasise that the 
dampi~g_ i~_p~~1y_a~iricial.and is introduced in 
orde-r to obtain a unique, positive-definite 
symmetric matrix, P • Thus the controller thinks 
that the plant is 171damped whereas this is not the 
case in reality. 
P. Vo-Han (HATRA): How does your control system 
compare with a conventional design in terms of gas-
jet mass budget and number of firings? How about 
performance in the case of sensor noise? 
Author: The control torque employed in a more 
conventional design where flexure was uncontrolled 
(References 4 and 5 of the paper) was different 
from that employed here and thus any comparison 
would have no significance. ! would refer you to 
the answer given earlier in relation to the problem 
of sensor noise. 
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G.T. Tseng (RCA): Your control scheme includes a 
Luenbe~ge~ obse~ver. Could you indicate how you 
select the convergence criterion during the pole 
allocation process in developing the observe~? 
Author: In the paper, we derive an estimation-
error vector which can be expressed as a function 
of the initial states. The problem is simplified 
by ensuring that the diagonal elements of the matrix 
Dare always very close to each other in magnitude, 
and that the elements of E are unity. The proced\U'e 
for pole selection then entails the variation of 
one parameter (namely one element of D, the other 
element being a fixed proportion of this) and obser-
vation of the behaviour of the estima~ion-error 
vector with time. Selection of the elements of D 
can then be made at this stage or a full simulation 
can be undertaken and pointing accuracy, fuel usage 
etc. can be assessed. The chosen structure of D 
enables one to quickly assess the filtering 
characteristics of the observer and thus determine 
the possible corruption of the estimated states by 
noise on the sensor output. Some of this will be 
contained in a paper which we intend to publish 
shortly. 
F.R. Vignero>~: The method appears to work in some 
cases and breaks down in others. Is there any 
reason for this? 
Author: The method was conceived as a pertur~ation 
approach in which very small levels of damping were 
employed. It was found that much higher damping 
levels than those first employed resulted in much 
more acceptable control. At very hi~ levels of 
the damping factor (say around 10) control broke 
down. There appears, therefore, to be a region in 
which acceptable performance is achieved and 
further work is required before a deeper understand-





Controlling the attitude and two flexure-modes of 
a flexible satellite 
1. INTRODUCTION 
Many space satellites consist of a pair of highly-flexible 
solar panels attached to a relatively rigid centre-body, the 
recently launched crs is a good example. The panels 
supply electrical power to the communications equipment 
and attitude sensors which are usually mounted on the 
centre-body. It would appear that in the current genera-
tion of vehicles the flexure of the panels does not degrade 
the quality of the attitude control. This may not be so, 
however. in the next generation of satellites which will of 
necessity carry much larger solar panels. lf the same 
high pointing accuracy is to be maintained in these 
vehicles and problems due to structural damage are to be 
avoided, then the flexure of the panels will have to be 
controlled. __ - - -
--In-d-esigning control loops for flexible space satellites 
many workers have considered only a single mode of 
flexure in the dynamic model of the vehicle (see, for ex-
ample, Refs. I, 2, 3, 4 and 5). It is likely, however, that 
additional modes will have a significant effect on vehicle 
performance and thus the authors present here an exten-
sion of their 'single-mode' control schemeUI to a vehicle 
exhibiting two, dominant flexure-modes. 
A Luenberger observer is employed for state estimation 
and the controller is designed on the basis of Lyapunov's 
stability principles. 
3. VEHICLE DESCRIPTION AND DYNAMICS 
The satellite consists of two large solar panels attached to 
a relatively small and rigid centre-body. A small, constant 
disturbance torque, '~'•• acts on the vehicle and a control 
torque of ±T, can be applied from thrusters mounted on 
the centre-body. The attitude, y, of the vehicle in relation 
to a fixed reference is measured by an instrument mounted 
on the centre-body. 
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2. NOTATION 
k sample number 
time 
.T plant state vector 
x estimated plant state vector 
y attitude of centre-body 









discrete plant matrix 
discrete plant-input matrix 
observer matrices 
plant output matrix 
Lyapunov matrix 
Qbser_ver matrix_ . 
discrete Lyapunov function 
change in V 
a 1 first flexure-mode component of centre-body 
attitude 
a, second flexure-mode component of centre-
body attitude 
8 deadband 
8 rigid component of centre-body attitude 
w, undamped natural frequency of first mode 
w. undamped natural frequency of second mode 
.,. torque 
'' damping factor of first mode 
,, damping factor of second mode 
Subscripts 
c centre-body or control torque 
d disturbance torque 
m modified matrix 
Superscripts 
T matrix transpose 
- 1 matrix inverse 
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The dynamical equations are : 
6=0·00604T 
a,+ cu,'a, = 0·076-r 
a,+ cu,'a, = 0·038T 





where cu1'=4·509 (radsls)' and cu,2=9·000 (radjs)', the 
two frequencies associated with the dominant flexure 
modes. 
It is convenient to express these equations in discrete. 








~(1>+1)= A 1~ (r.) + B1T (t•) 
y (r.) = H:__<r.> 
... 100 
... 



















cos (cu1At) sin (cu1At) I cu1 0 0 
0 0 - cu1 sin (CLI!At) cos (cu1At) 0 0 
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4. OBSERVER DESIGN 
Since the plant is sixth-order with a single output, a fifth-
order observer is required of the general form: 
The estimated state-vector, x (r.), is linearly related to 
the observer output by, -
(8) 
It is shown elsewhere"1 that the estimated state vector will 
converge onto its real counterpart if the following rela-
tions apply: 




By specifying D and E, T can be obtained from equation 
(9) thus enabling G to be evaluated from equation (10). 
Details of the design approach are contained in Ref. 5, 












0 0 0 0 cos (cu,Ar) sin (cu,At)f cu, 
0 0 
B,= 
0 0 - cu, sin (CLI,Ar) cos (~r) 
0·00604 (At') 12 
0·00604At 
0·076 (l-CLI!'At)lcu11 
0·076 sin (cu1At) I cu, 
0·038 (I - e»t1At) I cu,1 
0·038 sin (cu,At) I cu, 
and At is the sampling interval. 
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Figure 2. 
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5. CONTROLLER DESIGN 
A discrete Lyapunov function, V (x (1 .)), is defined by : 
V (x (r.)) = x 1 (r.) Px (1.) ()I) 
- -
-where P is a unique, symmetric, positive-definite matrix. 
The change in V between sampling instants is given by: 
~v (x (1.)) =Vex (1•+1))- V (x (r.)) (121 
- -
and, for asymptotic stability, this should be always nega-
tive. Now substitution of equations (5) and (II) into ( 12) 
yields: 
+ 2-. (t,.) B,'PA~ (t,.) (13) 
Considering the right-hand side of this expression, the first 
term will be negative definite if, 
A,-'PA,-P=-Q (I~) 
-where Q is a positive-definite, symmetric matrix. The 
second term in equation (13) is always positive, but the 
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Figure 3. 
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selection of the input torque, -.. One method for satisfy-
ing equation (14) is to specify Q and then solve for P. 
Provided that the matrix P thus obtained is symmetric 
and positive-definite, then equation (11) is satisfied and 
hence a satisfactory Lyapunov function has been found. 
Unfortunately, the system under consideration here can-
not be asymptotically stable because of the structure of 
equations (I), (2) and (3), and this is reflected in the 
inability to obtain a unique, symmetric, positive-definitive 
matrix, P, from equation (14). In order for the approach 
to be successful, artificial resistance terms are introduced 
into equations (1\, (2) and (3) in order to furnish them 
with complex eigenvalues possessing negative real pans. 
The resulting discrete plant matrix, A"" of the modified 
system is then employed in equation (1~). i.e. 
A,. -'P..,A,. -P,,,= -Q (15) 
and the unique matrix, P m• obtained from this equation is 
then symmetric and positive-definite. Further details of 
the approach can be found in reference (5), but it is 
noted here that the degree of modification of equations 
(I), (2) and (3) is measured by the hypothetical damping 
factors, ,, and , 2, added to equations (2) and (3) and the 
hypothetical natural frequency, w" and damping factor. 
~,.introduced to equation (I). 
The control law developed from the appro:1ch is: 
-. (r.)=T,, when q~ I) 
or T (t1.)=;,--,, sign (q) when !qi >a 
-where q=B,TP,,.A,x (r.) and ±a is the valve overlap or 
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8. SIMULATION RESULTS AND DISCUSSION 
In the 'single-mode' model employed earlierl'l only equa-
tions (I) and (2) were applicable. It was found that satis-
factory control could be achieved with: 
~.=0·9; w(=O·l (rads/s)' 
and 
{,=0·9. 
The results from a 200 second simulation, (1), utilising 
these parameters are presented in Fig. 1. With the intro-
duction of a second mode, the above parameters remained 
fixed and an additional damping factor, [,, was introduced 
and assigned the value 0·9. The results- from simulaion 
(2) run under these conditions are illustrated in Fig. 2. 
In both simulations, the pointing accuracy is very high 
after about 100 sees, but an offset in v from the zero 
value is evident in simulation (I). The first mode in 
simulation (2) is not controlled as well as in simulation 
()) and this is achieved at the expense of a larger total 
jet firetime-2·4 sees in simulation II) and 11·5 sees in 
simulation (2). The amplitude of oscillation of the second 
mode reduces with time and although the rate of decay 
is low, the oscillations are, at least, reducing not increas-
ing. 
Simulation (3) is illustrated in Fig. 3 and it can be 
seen that an increase of w/ to unity does not effect a 
significant increase in performance. However, improve-
ment in performance was achieved in simulation (4) for 
which the controller parameters were : 
It can be seen, from Fig. 4, that the amplitude of the 
second mode is reduced by about one half and the first 
mode is very quickly reduced. The jets fired for a total 
of 9·1 seconds during the 200 second simulation, most of 
the firetime being registered in the first 25 seconds. An 
extension of the run-time to 800 seconds revealed that a. 
was further reduced to lie within a band of ± 3·5 X 10-• 
radians, a, was still small and the high pointing accuracy 
was maintained !Fig. 5). 
7. CONCLUSIONS 
A 'two-mode' model of a flexible SP<!C~ vehi(:le _ _is_pre-
sented-anlnt is llemonstratedth:it -the controller can be 
designed to control both flexure-modes whilst maintaining 
a high pointing-accuracy. This is achieved at the expense 
of an increased fuel usage over simulations with a 'single-
mode' vehicle. 
The controller is designed on the basis of Lyapunov's 
stability principles and is implemented as a state-vector-
feedback algorithm. The need for transducers to sense 
flexure is removed by the employment of a Luenberger 
observer for state estimation. 
Thus the control scheme is implemented with a single 
attitude-sensor and control jets mounted on the centre-
55 
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new equipment is required 
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The Editor regrets the following typographical error occurred in the paper The aero 
engine and its progress-fifty years after Griffith by F. W. Armstrong (THE AERo-
NAUTICAL JOURNAL, p 499, December 1976): 
p 501, !he, lines 17 and 18: after 'aircraft' read 'which included some discussion 
on the possibilities of jet propul-'. 
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1. INTRODUCTION 
The electrical power consumed by an Earth-orbiting satel-
lite is usually generated by panels of solar cells. On a 
vehicle such as the ESA Orbital Test Satellite the panels 
are attached. in cantilever fashion, to a relatively rigid 
centre body upon which are positioned the communication 
systems, attitude sensors and control equipment. The pay-
load limitations of the launch vehicle imply that the 
relatively large solar panels must be of a lightweight 
construction and they are very flexible structures as a 
consequence. Currently-operating satellites do not appear 
to be troubled by the flexure of their solar panels. How-
ever, it is likely that attitude control problems will arise 
in the next generation of vehicles which will be equipped 
with considerably larger panels of solar cells. 
Earlier work·"" has shown bow a flexible vehicle can 
achieve a good pointing accuracy if the effects of flexure 
can be removed from the output of the attitude sensor. 
This was achieved by the employment of a Luenberger·" 
state observer. Attitude and rate information were ob-
tained from the observer and these were employed in a 
control law proposed by Hughes"'· No attempt was made 
_in_ this~ scheme -tO- control the-panel flexure; ~buht-has-oeen 
shown'" that this can be achieved with a control law 
based on Lyapunov stability methods. 
In this paper attention is directed towards the esti-
mation error incurred by the observer. The influence of 
the observer dynamics on the estimation error is investi-
gated and an optimum observer is designed that when 
incorporated within the Lyapunov control scheme'" will 
guarantee a high pointing accuracy, minimise fuel con-
sumption and suppress appendage motion in a flexible 
space vehicle. The ideas presented, however, can be used 
for control system design in other industrial spheres. 
2. VEHICLE DYNAMICS AND CONTROLLER DESIGN 
The study relates to a vehicle which consists of a rigid 
centre body (mass 160 kg) having, attached in cantilever 
fashion. a pair of highly flexible solar panels (6 metres 
long by I metre wide) capable of generating 1 kW of 
electrical power. Simple on-off jets are attached to the 
Paper No S24. 
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NOTATION 
k sample number 
t time 
~~ sampling interval 
A 




respectively x1 =lJ: :c,=iJ: x,=a; x,=a 
rigid component of centre body attitude 
flexural component of centre body attitude 
centre-body attitude (i.e. plant output) 
observer state-vector 
discrete plant matrices 
observer matrices 
plant output matrix 
observer matrix 
centre body along with an attitude sensor. Only single 
axis control is considered and it is assumed that the 
optical sensor gives an error free indication of the attitude 
of the centre body. 
The vehicle model can be described in discrete form bv 
the following state variable equations: -
:_ (t" ... ;) =A,::_ (t,) + 8 1; (t•) 
y (I•) = H._:: (t,) 
and the numerical values of the plant, plant input and 
plant output matrices are : 
[ 'i 0·01 0 'J A,= 1·0 0 0 0 0·999 0·01 0 -0·045 0·999 
['~"1 B,= 0·0000604 0·0000038 
0·00076 
H= [1·0 0 0·076 0] 
The control algorithm presented permits the develop-
ment of discrete state vector feedback control law that 
Smith and Gill Aaronaurics/ Journal April 1978 
have been shown 151 to maintain a high pointing accuracy 
and suppress appendage motion in a highly flexible satel-
lite. The law is based on the Lyapunov stability method 
and for completeness is briefly described. A discrete 
Lyapunov function, V (x (tJ), is defined by: 
where P is a unique, symmetric, posmve definite matrix. 
The change in the Lyapunov function between sampling 
intervals, is given by: 
(I) 
and for asymptotic stability, ~V (x (t,J), should be a nega-
tive quantity. Appropriate substitution in eqn. I reveals 
that: 
~V <;: (1.))= ;:r (t,J (A/PA 1 -P):: (t,J 
+ T_7 (1,) B,'PB1~ (IJ 
+ 22:_' (1,) 8 11 PA 1:: (1.). 
Considering the right-hand side of this equation, the 
first term will be negative definite if 
where W is a positive definite, symmetric matrix. The 
second term is always positive, but the third term will 
remain negative for the appropriate selection of the input 
torque, ;-. The solution of eqn. 2 for P will ensure that 
P is poSitive definite and symmetric, thus satisfying the 
Lyapunov requirements. 
In choosing 7' it is assumed that no restncllons are 
imposed on the values which it may take. In practise. 
however, the thrusters are relay operated with a finite 
dead b::md (/)). hence the control law which is developed 
from the above approach is: 
;-II.)=;-, when. q; :Sc) 
T (1.) = '"- ; 1 sign (q) when i q ; >r"i 
where q=B/PA 1.dt,) and ::o is the valve overlap, or 
the dead band in -the control jet actuator. The operation 
--. 
" l'l • 
! 
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of the control scheme"' depends on reconstructed state 
information from a Luenberger observer. This paper seeks 
to produce an optimal observer and thus the theory of 
observers and a technique for assessing estimation error 
is presented in the following section. 
3. THE THEORY OF OBSERVERS 
A fourth-order plant"1 with a single output, y (t,J. can 
be observed by a third-order discrete observer of the 
form: 
13) 
It will be stipulated that the obsen·er output. :: 11 ), 1s 
1\ 
related to the estimated state vector, x (1 1_.). by: 
II 
z (1.)= Tx (1 1 • .J. 
If the estimation-error vector, fr I 11.), is defined as: 
" ~ (1,) =::. (1,.) -.t (I;.) 
then eqn. 14) becomes: 
;: II,J= [x IL 1- Tf,.ll:_l. 16) 
Substitullon oi the state variable equations and eqn. 6 inw 
eqn. 3 yields: 
where 
M=DT-rEH- TA 1 
N=G-TB,. 
If .H and N are null matrices. eqn. (i) becomes: 
~' (I<.;.J = D~, U:) 








Provided that the observer is asymptotically stahle. the 
vector f, It,,) will decay with time to a sensibly zero level 
- II 
and hence the estimated state vector, x It,), will converge 
on to the actual vector, x It,.). 
The observer described is of a reduced order because 
the information contained in the plant output is utilised 
to formulate the estimated state vector. This technique 
can be demonstrated by forming the following adjoined 
equation from eqns. (6) and )' !I,)=H.r!t:) 
[.E_(IJ]=[_!_] ( )-'- [~,(1,)] -- H X t,' --y (1.) - 0 (14) 
Since e, lt.) decays with time, an estimate of the state 
vector is obtained from : 
; (1,) = (..!..] -· [.: (1.)] 
- H y(tJ 
(15) 
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and the estimation-error vector is given by: 
< l _[I] _, [~' u,J J ~ 1"- H --0- (16) 
From eqns. (II) and (8) it can be shown that at the kth 
sampling instant, 
{17) 
Now the value of the observer output at time= 0 cannot 
readily be evaluated because the observer output at the 
time instant immediately before is not known. It is most 
simple, therefore, to assume that z (0) is zero, and hence 
II -
x 10) is also zero. Therefore, the error vector at time=O 
is given by, 
~(0)= -_:!OJ. (18) 
Combining eqns. {16), ( 17), and (I 8) yields: 
[ T] _, [ D"T] ~,(I,)=- li -o- :_WJ. (19) 
Thus, the error vector at any instant can be obtained from 
a knowledge of the initial states of the plant. lt is note-
worthy that this information can be obtained at the design 
stage for any chosen observer before a full scale simula-
tion study is undertaken. 
In order to implement the observer, values must be 
assigned to the matrices D. E, G and T which are related 
according to eqns. 111) and 113). If T and Dare specifieJ. 
then E can be obtained from eqn. I 121. However, in this 
100 ..------.--------: (,_.., 
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case, H cannot be inverted because it is not square. The 
approach adopted here is to specify D and E and solve 
eqn. 112) for T by the method of Kronecker products';'· 
G is then evaluated from eqn. 113). 
If the dependence of the estimation errors upon the 
observer liynamics is to be studied, a number of restric-
tions must be imposed on matrices D and E in order to 
reduce the number of independent variables. These re-
strictions are : 
1 I) D is a diagonal matrix 
121 the elem~nts of D differ from each other by only a 
few per cent 
1.') the clements of E are made equal to unity. 
Restrictions i I) and 12) above permit the observer matrix 
to-be- characterised--by only-one· element, -a,,, ·of -D.-In 
the work presented here, dn was used for this purpose. 
The imposition of (I) and 12) also facilitates the assess-
ment of the low-pass filtering characteristics of the 
observer. 
Jn Fig. I the sensitivity of the estimation errnr nf th~. 
rigid component of centre body attitude, (J, to the value 
assigned to d 11 is illustrated. It can be seen that as the 
speed of the observer is increased (i.e. as d11 decreases) 
the initial excursions from the zero level increase, but the 
error settles more quickly to a sensibly zero value. A 
method for selecting the 'best' value for d 11 is discussed 
in the next section. 
4. SIMULATION RESUlTS AND DISCUSSION 
A number of 200-second simulations were undertaken 
employing different observers. The total thruster on-time 
was evaluated for each run and these are plotted against 
the first element, d 11 , of the observer matrix, D, in Fig. 2. 
The same controller was employed in all simulations. In 
the case where the firetime was tOO seconds, the simulation 
was terminated after 100 seconds of run time. 
It can be seen that there is a substantial region in 
which a very low firetimc can be achieved, but it is also 
Smith snd Gill Aeronsuticol Journal April 1978 
apparent that inappropriate selection of observer dynamics 
can produce excessive jet firing times. 
The performance of the vehicle when dn = 0·9803, a 
point within the low firetime region in Fig. 2, is illustrated 
in Fig. 3 and this confirms that the authors have achieved 
their objectives of minimising fuel consumption while 
maintaining good attitude control and the suppression of 
panel flexure. Similar results are achieved with values 
of d,. selected for any point within the low firetime region 
of Fig. 2. It is interesting to note that with d 11 = 0·9803 
the addition of another higher-frequency flexure mode 
results in vehicle performance of comparable quality to 
that illustrated in Fig. 3 without any significant increase 
in fuel consumption"'· 
It is recognised that the width of the low firetime 
region in Fig. 2 leaves considerable room for manoeuvre 
in selecting all the control loop variables so that the best 
possible design compromise can be achieved. Based on 
the experience gained in this work, and as a useful staning 
point in the iterative process of observer design, the 
authors recommend the following : 
(i) D to be a diagonal matrix possessing eigenvalues 
within a few per cent of each other (this also facili-
tates the evaluation of the filtering characteristic of 
the observer), 
(ii) the nominal eigenvalue of the D matrix to b~ 
59 
initially about one half of the lowest plant eigen-
value. 
The ideas presented for observer design are thus simple 
and logical in their approach and should recommend 
themselves to engineers concerned with the design of 
control systems for many forms of industrial plant. 
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DYNAMIC MODELLINe AND MUL TI-AX1S A TTITIJDE 
CONTROL OF A HIGHLY FLEXIBLE SATELLITE 
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• Departmmt of Meclulnical Engineering, Uniwrsity of Leetb 
• • Department ofMeclulnicc.l and Production Eng inuring, Huddersfield Polytuhnic 
Abstract. The paper describes a dynamic modelling procedure and control 
algorithm design based on state vector feedback. The results presented are 
most encouraging, and indicate that an optimal control algorithm will reduce 
fuel usage, whilst maintaining a high pointing :~ccuracy. In addition, 
appendage flexure is suppressed to within acc:eptab le engineering lir.d ts, 
which will a\'oid possible mechanical failure. 
1-:e,-words. Attitude control, Control-syster.~ synthesis, linear systeJ:IS, State 

















As spacecraft technology develops, the 
precise control of vehicle attitude becomes 
of increasing importance for the aiDing of 
telescopes, cameras and antennae. Many of 
these craft consist of flexible solar panels 
attached to a relatively rigid centre-body, 
the Orbital test Satellite (OTS) is a good 
exan:ple. 
It would a~pear that for the current genera-
tion of space \'chicles, the flexure of the 
p:~ne_~_A_oes 1~_oL d~gr<~ode__!h\l _qu;l_li tY of __ the 
attitude control. However, this may not be 
so for the next generation, whi~~ will of 
necessity, carry much larger solar panels. 
This study relates to a space vehicle which 
consists of a rigid centre body having 
attached in a cantilever f:~shion a pair of 
highly flexible solar panels capable of 
generation between 5 to 7 kW of usable power. 
Simple on-off jets arc attached to the centre 
body along with au attitude sensor. The 
perfor:n:~ncc of the roll and >'aw axis control 
is presented; it has been assumed that the 
optical sensor gives an error-free indica-
tion of the attitude of tht! centre body. 
DYNAMIC ~IODEL 
The first major step in the control system 
design process, requires the evaluation of 
Q,R cost f~~ctlonal matrices 
~ state vector 
y vehicle attitude 
a. flexural cowponent 
t
1 control torque 
c 
t d disturbance torque 
e centre-body attitude 
the structural characteristics; these are 
shown in block diagrar.~ form, Fig. 1, to give a 
clear pictorial representation of the dynamic 
~~del. It contains elements whose n~~erical 
values are dependent on the physical geometry, 
elasticity and ~Ass distribution within the 
structure of the proposed space vehicle. 
Before deciding how to ~or::~ulate the equations 
of motion for a specific space vehicle, it is 
convenient to consider four categories of 





and i v) 
N-body-models 
discrete paraneter models 
distributed parameter ~dcls 
finite element models 
These categories overlap as some spacecraft 
features are common to two or more, but, in a 
particular application the choice is govented 
by the physical geometry of the vehicle, nnd 
the severity of the ~pccification for the pro-
po~cd mission. In this prescnt3tion finite 
element (Longbottom, 1973), hybrid co-ordinate 
(Smart and others, 1974) and transfer rn:~trix 
(Peste! & Leckie, 1963) approaches, which 
incorporate the ideas of c:~tegories (ii), (iii) 
and (i v), are adapted. 
For the purposes of comparison, three alterna-
tive mass ~trix representations have been 
used to demonstrate the subsequent variations 
in the numerical values of the computed natural 
2435 
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frequencies. Mass model A: the si~lest 
possible approach uses a MyUestad type 
(1944) lumped parameter model for the appen-
dages, and a concentrated mass and moment of 
inertia, located at the central plane for 
the vehicle capsule. Mass model B: a modi-
fication to 'A' to allow for the mismatch of 
the actual, and modelled ~aments of inertia, 
for the appendage elements. ~lass model C: 
an Archer (1953) type consistent mass matrix. 
The three computational procedures are app-
lied to a hYPothetical vehicle, which is 
considered, -by·-the· authors-, to-be represen-
tative of the next generation of space 
vehicles; this comprises of a 2.2m wide, 
400 kg, 160 kg m2 capsule, and two solar 
panels, each being 18 m long by 2 m wide, 
havin§ a uniformly distributed mass of 2.5 
kg m- , and a flexural rigidity, for bending 
calculation purposes of 90 Nrn- 2. The 
natural frequencies for the various ~Mdels 
considered, are shown in Table 1. 
It can be seen that the model 'A' frequencies 
arc in agreement for all six modes, for each 
of the three methods of calculation consi-
dered. Simi lnrly, the mode I '8' values 
found bv the finite element and transfer 
matrix ~cthods, arc in agreement with each 
other, but differ frorn the corresponding 
model 'A' values. A similar situation 
,us ts for mode I 'C' as regards the four 
lower modes, but some variation exists in 
the fifth and sixth modes. The authors 
conclude that the calculated natural 
lOlL AilS 
contn:t1 tOf"q\11 . , •••• SO • 10 .. .., ,_ 
sa~1• tnt•r-YI1. , . . • . O.lS UCl 
frcque~cies are more dependent on the choice 
of mass distribution model, than the analyti-
cal procedure. 
Having written the computer progra~~cs to 
apply both the finite element, and the hybrid 
co-ordinate concepts. to the solution of a' 
particular problem, the authors found the 
finite element ~ethod to be the more tractable 
of the two. The addi. tional axis trans forma-
tion involved in the use of hybrid co-
rdinates, nullifies the doubtful advantage of 
being __ able -to -repres-ent the -capsuTe-as a-trufy 
rigid body, with the subsequent reduction in 
the number of degrees of freedom. Also, the 
distribution of the applied excitation torque 
between the various uncoupled modes, and the 
transformation of the responses back to the 
original co-ordinates. is a more co~licated 
computational procedure for the case of the 
hybrid co-ordinate method. 
The transfer matrix method, as applied here, 
provides a convenient procedure for the 
evaluation of the various natural fr~qucnci es. 
The use of low order matrices reduces the 
magnitude of computation, when coqparcd with 
the previous two methods. However, diffi-
culties were enco~~tered as a result of 
differencing two large numbers, and in conse-
quence a modified approach was found to be 
necessary for the fourth, fifth and sixth mode 
frequencies; the published literature (Peste! 
& Leckie, 1963) highlights this inherent 
problem in the evaluation of higher natural 
frcquenci es. 
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I llybrid I Mode Finite Element ~thod Coordinate Trans fer ~tat ri x Po!ethod No ~let hod 
Hodel A ~todel 8 Hodel C ~lode l A ~lodel A ~todel 8 :-.tode1 C 
1 0.0455 0.0511 0.0512 0.0485 0.0484 0.0510 0.0512 
2 0. 15 7i 0. 1909 0.174 2 0. 1577 . 0.1576 0.1909 0.1740 
3 0.2568 0.3213 0. 3005 0. 2569 0. 2568 0. 3213 0. 2996 
4 0.4707 0.6105 o. 5335 0.4707 0.4707 0.610~ o. 5296 
5 0.6227 0.6886 0.8283 0.6227 0.6226 0.6887 o. 7175 
6 1.0034 3. 2881 1.0612 1.0040 1.00->l 3.2880 o. 8303 
TABLE 1. Natural frequencies (rad/s) for the spacecraft specified. 
To conclude, the authors believe that the 
numerical values computed for the distributed 
mass model •c•, should be the most accurate. 
Table 2 shows the effect of increasing the 
nur.:ber of elements in the model from eight to 
fourteen. The results clearly indicate, in 
the case of 'C', that, for control system 
design purposes, a model comprising of eight 
elements is adequate. 
114 Element ~todcl 8 E 1 em en t ~!Ode II 
~!ode I 
~lode 1 A 1-todel C ~!ode 1 A. Model C 
1 0.0497 0.0505 0.0485 0.0512 
2 0.1693 0.1738 0.15 77 0.1742 
3 0.2869 0.2995 0. 2568 o. 3005 
4 0.5097 0.5292 0.4707 0. 5335 
5 o. 7638 0.8203 0.6227 0.8283 
6 0.9966 1. 0488 1.0034 1.0612 
TABLE 2. Structural natural frequencies 
(rad/s) 
COSTROL ALGORITiiM DESIGN 
The algorithos presented permit the development 
of discrete state vector feedback control laws; 
these are shown to maintain a high pointing 
accuracy, and suppress appendage flexure in a 
highly flexible space vehicle. The contr~l 
Tawsarif basedonthet:yapu.-rov stability -
method, and optimal control theory. For com-
pleteness, these techniques are described 
briefly in ~his section. 
Lyapunov Controller 
A discrete L)"apunov function, V(~(tk)), is 
defined by: 
T T . T 
= (tk).(A .P.A.-P)~(tk) +! (tk). 
(BT.P.B)!(tk) • 2~T(tk).(BT.P.A) 
~(tk) (3) 
Considering the right-hand side of this expres-
sion, the first term ~ill be negative definite 
if: 
A1 .P.A- P = -Q (4) 
where 'Q' is a positi·:e definite, syrmetric 
matrix. The second ter:r. is always positive, 
but the third te!'::l ~ill remain r.egative for 
the appropriate selection of the input torque, 
T. The solutio;1 of Eq. 4 for 'P' ~ill ensure 
that 'P' is positive definite and S)'l!!l:ICtric, 
thus satisfying the assumption in Eq. 1. 
Optimal Controller 
The optir.\31 feedback matrix is based on the 
ouadratic cost f~~ctional (~agarth & Gopal, 
i975) defined as: 
T T J = I ( ~ Q~ + ~ R c) ( 5) 
where 'Q' is a positive semidefinite real 
S)"::llletric matrix, and 'R' is a positive defi-
nite real symnetric matrix. The feedback law 
(Hewer, 1971, 1973). where a steady state 
exist~, is given by: 
!(x) = -(BT.K.il + Rc_.B.K.A~(tk) (6) 
where 'K' is the unique positive definite solu-
tion of the algebraic discrete Riccati 
equation: 
K = A1 .K.A- AT.K.B.(BT.K-B•R)-l.BT.K.A•Q (7) 
Of the solution methods available for Eq. 7, 
the one adopted is due to Hewer (1971), using 
the recursive algorithm: 
V(=(tk)) = ~T(tk) .P.=(t~) (!) ~j =A- B.Lj (8) 
where 'P' is a unique, S)"~etric, positive 
definite D'.:ltrix. The change in the Lyapunov 






= (BT.Vj.S•R)- 1 .B1 .Vj.A 
OV(~(tk)) = V(~(tk+l)) - V(~(tk)) (2) for j " 1, 2, 3, ... etc. 
(9) 
(10) 
and for asymptotic stability, OV(tk)' should be This yields K = jLimm v. which, by substitu-
a negative quantity. Appropriate substitution tion in Eq. 5 gives thelrequired feedback 
in Eq. 2 reveals that: matrix for optir.:u:n control. 
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The Kronecker products method of solution for 
'Vj' requires the formation and inversion of a 
matrix of order 'N2', where 'N' is the order 
of the plant matrix. To obviate this require-
ment an iterative solution method was adopted 
(Smith, 1968) . 
Tne initialisation of the algorithm requires a 
choice of the variable ~~trix 'L ' such that 
all the eigenvalues of'¢' are le~s than unity 
is absolute value. Thi~ is achieved by appli-




fori= 1, 2, 3, ,(n-1) where the integer 
'n' is arbitrarily chosen such that 2(n-l)>N. 
For commencement of the recursive procedure, 
'Di' and 'Hi' are given the intial values: 
0 1 s
1
.R- 1.B (13) 
( 14) 
Fro:il which t!le final values 'On' and 'lin' are 




= (R+li1 .HnT.Dn.Hn.B)- 1.B1 .11nT.Dn.H.A. (15) 
permits the solution of the discrete Riccati 
equation as presented above. Care must be 
taken to choose a sufficiently large value of 
'n' to permit a ~~chine solution of Eq. 15. 
If 'n' is too small, then the resultant matrix 
to be inverted is ill-conditioned. 
~ben choosing '• for both control methods, it 
is assu_~d thai there are no restrictions 
imposed on the values it may take. In prac-
tice, the thrusters are relay operated with a 
finite deadband '6', hence the control law 
becomes: 
t(\l = td-when \qls6-
Td•'c sign (q) when lql>6 
where q T B .P.A.=(tk) for the Lyapunov con-
troller 
and q K.=(tk) for the optimal controller. 
Results and Discussion 
The results presented are for the plant 
depicted in Fig. 1, in which the satellite 
paraaeters arc given together with the control 
and disturbance torque, and the sample 
interval. 
The response represented by Figures 2, 3 ~ 4, 
for a highly flexible vehicle having a single 
vibrational mode and using the Lyapunov con-
troller, sh~~ that both roll and yaw attitude, 
and appendagr. flexure, arc adequately control-
led. A typical roll axis response when using 
an optimal controller is shown in Fig. S, 
which is seen to be comparable to tho5c for 
the Lyapunov control. The yaw and appendage 
responses are not included since these form a 
similar pattern. The fuel usage does, how-
ever, show a marked improvement in the latter 
case; clearly, optimal control algorithms are 
worthy of further study for possible inclusion 
in future space craft designs. 
The feedback matrix in both controllers were 
selected by using a range of "weighting" 
values for the diagonal elements of the 'Q' 
matrix; these valves were chosen such that no 
one state was dominant. The authors' 
attempts to find an automatic precedure to 
overcome the trial and observation approach 
has, as yet, proved unsuccessful. Experience 
indicates that the displacement teTDS should, 
for example, be about three orders in magni-
tude greater than the velocity terms. In 
addition, it was also found necessary to 
separate the centre body and mode terms, in a 
similar manner, which in essence gives pre-
ference to the vehicle attitude, over that of 
appendage flexure. The values used for the 
simulations arc given in the respective 
figures. 
On extending the above ideas to a three mode 
model, the response, sho•n in·Figs. 6 ~ 7, 
indicated a surprizing change in vehicle per-
formance. The Lyapunov control algorithm was 
unable to maintain the high pointing accuracy 
achieved with the single mode dynamics, and 
variations in the actuator deaciband did not 
improve the response. lt should be noted 
that the fuel consumption appeared to be 
unaffected b)' the addi tiona! vibrational modes. 
The optimal control algorithm, however, main-
tained pointing accuracy, but showed a marked 
increase in fuel usage. The author's have 
not been able to find a 'Q' matrix that will 
reduce the fuel consumption, whilst still 
maintaining an acceptable degree of pointing 
accuracy. 
The mathematical techniques employed in co~u­
ting-the-feedback.-·J!I:ltrices, -requi·red-the ·usc 
of a modified plant r.~trix, which results due 
to inserting resistance terms (Smith & Gill, 
1976). Further details on the problems in 
controlling unstable linear systems arc given 
by Smith, Tate & Gill (1978). 
The authors have considered the proble~ of 
noise on the sensor outputs, the ~jor source 
of low frequency noise being the appendage 
vibration, which is S~?rressed by the control 
scheme described. 
One aim is to eliminate the need to measure 
flexure, by use of a Luenberger observer to 
predict·the process states (Smith & Gill, 
1976). It was found, however, that with the 
plant description chosen, it was only possible 
to desi~1 an observer for single axis control; 
with multi-axis control, the observer matrix 
'T' is singular, and in consequence state 
estimation is impossible. The usefulness of 
these control algorith~ depends on finding a 
solution to this problem. 
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The effects of a variation in the panel angle 13. 
on system performance was found to be negli-
gible for the mismatch conditions taken (!20 
degrees), but control algorithm adaptation will 
have to be considered seriously in a full 
engineering design stud)'. 
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Attitude control of a flexible satellite in 
noisy environment 
J. Fenton B.Sc., D.N.L. Horton B.Sc., and K.F. Gill B.Sc., M.Sc., Ph.D., C.Eng., M.I.Mech. E, M.I.E.E. 
!lldcxillg terms: Arri[icial satellites, Attitude control, Comrol system synthesis, Discrete srstems. Lyapllllc>r 
methods, Stability, State estimatio11 
Abstract 
A method is presented for the design of a discrete. state-vector feedback controller operating on an open·lvclp 
unstable process. Kalman !lite ring is used for state estimation and the effectiveness of this technique is evaluJted 
for high levels of noise. 
List of symbols 





















plant state vector at kth sampling insrant 
estimated pbnt state vector at kth sampling instant 
centre body attitude at kth sampling instant 
process noise signal at kth sampling instant 
measurement noise signal at kth sampling instant 
control signal at kth sampling instont 
discrete plant matrix 
discrete plam input matrix 
plant output matrix 
unit matrix 
error-covariJnce matrix :.It kth sampiin~ inst:.tnr 
Lvapunov matrix 
state-weighting matrix 
process-notsc covanJncc rnJtrlx at kth sampling instJn! 
dis.:rete Lyapunov !unction Jt kth s:..~mpling inst;.~nt 
meJsurement noise covariJih:t' mJtrix at kth sJmpling 
instJnt 
R:l!' ratio 
sum of panel llexure modes. ith panel ilexure mode 
solar panel angle 
Kronecker delta, dead band 
rigid component of centre-bodv attitude 
process· and measurement-noise standard deviations 
c denotes control torque 
Bold type denotes vector quantity 
S~tpcrscn'p rs 
T Jenott>s mJtrix runsposc 
. Jcnutes estim:.He vf 
Introduction 
With the increasing use ol spacecraft in the ile!Js of 
astronomy'. surveillance and cummunicaiions. evolves the need t"or 
precise control of vehicle attitude to aim telescopes. cameras and 
antennas. A typical conllguration of such a vehicle is that of a 
relatively small rigid centre body. attached to which is a pair of solar 
panels as shown in Fig. I. This layout allows simple adaptation to a 
wide varietv of missions. and it is envisaQed that these vehicles will be 
capable o( accurate station keeping fo; up to seven years with a 
pointing accuracy of better than± 0·2° on all three axes. 
For the present generation of space vehicle. it is not current 
practice to actively control the panel tlexure as it would appear that 
this does not signil!cantly affect the attitude. It is envisaged, however. 
that as vehicle power requirements. and hence the size of their solar 
panels increase. this problem will become more acute. Fc1r this reason. 
a mathematical model ol a hypothetical craft of similar geometrical 
configuration to the above. but with much larger solar panels than 
those possessed by present vehicles. has been derived. 
The problem to be studied is the attitude control of such a vehicle 
when subjected to random disturbance torques in association with 
noisy attitude measurements. The approach adopted is to apply an 
optimal-filtering technique to estimate attitude information that may 
be used in conjunction with a state·vector feedback algorithm to 
control the panel flexure and orientation of the craft. The use of this 
control scheme removes the need to measure the panel flexure and so 
avoids the associated instrumentation problems. 
Paper 8418C, firsr receh~ed 13th fune and in revised form 28th Auqust 1979 
The authors ore with the Deportment of Mechanical Engineering, University n( 
Leeds, Leeds LS2 9/T, England 
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Control of thl' vehiL'ie is cf!"ecteJ by simple on/~H-1 g:.~sj1.'IS JttJ,.:h.-?J 
tu the centre boJy anJ an ;Jttitude sensor. The pcrfurnl;Jnce uf tilt? rQl! 
axis control is presented: that uf the YJ\\' beha\·ing in :1 Sinnl:H 
manner. 
Fig. 
Scht>IJl(Jlic dit.-~'1'(.111! (IJ reliit·it' 
2 Dynamic model 
The craft consider~d comprises a :::·::: m wtci~. ~UO K;. 
I 60 kg m' capsule. and two solar panels, each being IS rn long by 2 m 
wide. having a uniiormly distributed mass of 2·5 kg/m' and a tlexural 
rigidity for bending calculation purposes of 90 Nm' . 
The dynamic model was derived from equations t'ormubted on 
the basis of the finite-element approach, with three alternati,·e mass· 
matrix representations: mass model A. the simplest possible approach. 
uses a Myklestad type'·' lumped-parameter mode! for the appenJl;es 
and a concentrated mass Jnd moment of inertia. located at th~ .:e:1tr:1l 
plane for the vehicle capsule; mass model B, a moJiilcatiun tu .'1 
allowine for the mismatch of the actual and modelled moments of 
inertia:~mass model C: ;Jil ...\rcher 3 ·4 type consistent mJss matrix. 
Th~ numeric:tl values ~iven in T;Jb]e I si1t1\\. ;,;le;,.tri\· ti!Jt muJ.;oj .-\ 
frequen.:ies Jre in agreen;ent for all six modes fnr e;ch nftile t~l~'-"c 
methods of caicuiation employeJ. Simtlarly. the rnot1ei B \'aiuL>s ;·o~1nJ 
b1· the finite element' and transfer matrix' method are in aeree:ocent 
\\:ith each other, but they differ from the corresponding ;-:oCc: A 
values. A similar situation exists lor model C with the four lower 
modes, but some variation exists in the fifth and sixth modes. This 
indicates, as would be expected, that the calculated natural frequencies 
arc more Jependent un the choice or mass-Jistribution moJel than 
the analytical procedure adopted. 
The effect of inc;eo.sin~ th~ numbc: of ekmen:s fro:n 8 to 1·1 '.'.'lS 
investigated. but the changes were so small, particularly with model C. 
that the authors believe a model comprising eight elements is adequate 
for control-system design purposes. 
In the solution of this particular problem it was founJ that the 
additional a.xis transformation involved in the use of the hvbri~ 
co-ordinate method'' nullifies the doubtful advantage ol being Jbk ''' 
represent the capsule as a truly rigid boJy, with the subsequc~t 
rcJuction in the number of degree of freedom. 
3 Control algorithm design 
The algorithm presented permits the development of a 
discrete state-vector feedback control law. This is shown to maintain a 
high pointing accuracy in a noisy environment and suppress appendage 
flexure in a highly flexible space vehicle. 
The control law is based on the Lyapunov stability method. anJ 
fur completeness this technique is briefly described. 
The process shown in Fig. 2 can be represented in discrete form "' 
A 1 x(rk) + B,u(rd + B, r(th) 
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where u(l") is the input at the kth sampling instant. and r(lh) and 
w(tk) arc noisy process :.md me~surement signals, respe~tively. It is 
a,;sumeJ that r(l 1, I JnJ "'(11,) arc zero-mean uncorrelateJ white· 
noise sequences with (O\'JriJnce mJtrices 
R(I,,Jo,,, 
IV( lh )o,,i 
f: ir(rk)rT(ri)) 
F:' {"'(I h) w T (l i)) 
where 61, 1 is the Kronecker delta. 
(3) 
(4) 
The disaere Lyapunov function V{xUr.): cJn be defin~d as 
i'ollc,ws (for ease ol presentation a single-input case is considered here): 
(5) 
whcr~ Pis J positi\·c-definJte symmetric m:Hri:x. TI1e ch:1nge in V over 
~sampling pcriuJ is 
Substitution of ~qns. I JnJ 5 inw eqn. 6 yields 
.:;J·[xli, 1] = .Yr(l")(.·t{'P.1 1 -PJxl: 1,! + u:li,!B;rP/1 1 
~ ~11(!~,:)8/'P.~ix!!h) (7) 
For J given V3lues ~._rr· x(!i,· ), A 1 • ·B 1 Jtll1 P, ~ V will be 3 mimmum 
when: 
o(.:;l') = 0 anJ 
au 
The second conditi~Jn is sJtisfieU, since 
cB'['PB1>0 (8) 
This is a\wJys oositi\··.:- bec:.~usc P is positiv£' def!nit~. Thus the 
minimum v:.~\ue ~f ..11· occurs \>.,'hen the first Jerivative is 1.ero. i.e. 
when 
""''" = - [B!'P.-1 1 x(r, )j Wf PB1 f' 
.:;J'[x(rhlLnin = xT(r,)(.·l/'1'.·1 1 - P)x(l,) 
- [B{ PA1 x(r,,)]: tB/PB 1 f 1 
Thl! first term is nc~:Hive Jetlnitc if 
A ifl1 - P = - (j 
Fig. 2 
Stare-~·ariablc diagram of the process usillg maJS moJcl A 
iJ = solar panel ani! it' 
Control 10r4uc = 0·2 S Nm 






HybriJ Transfer matrix method 
co-ordinate 
methoJ 
model A moJcl .-\ model B model C 
0·0485 0·0484 0·0510 0·05!2 
0·1577 0·1576 0·!909 0·!740 
0<!569 0·2568 0· 3213 0·2996 
0·4707 0-4 707 0·6104 0·5296 
0·6227 0·6226 0·6887 0·7!75 
I 0040 1·0034 3·2880 0·8303 
where Q is a positive-definite symmetric matrix. (The solution of 
eqn. II for P will ~nsure that P is positive definite and sym111etric. 
thus SJtisfying the assumption in eqn. 5.) The second term in eqn. I 0 
is positive Jetlnite. ht.::rh.:e ..ll'nun is negative dellnite. Asymptntic 
stability is therefore guaranteed. 
In choosing u· according to eqn. 9 it is assurn~d tlut no restrictions 
are imposed on the values which 11 may take. In this applicati<Jn. 
itt)wcver. this is not the case since control is effe.:rcd by on/off ~:Js 
jets. Thus the contrnl sign<JI u cJn h~ ?ern or -:: uc ::!Ild will be reb(ed 
to llmfn by 
ll = Umin ±a (12) 
where a is a variable quantity. Substitution of eqn. 12 into eqn. 7 
,·ieJJs 
. .:;V[x(tl<)] = .:;J·fx(l,)]min +a'B{PBI (!~) 
This shows that if a is sufficient!~· brge. j.J. may bc.;urne postti\·e. 
Clearly. the aim will be to minimise a by switching the relay according 
l0 the foUowing controilJ\\': 
11 = 0 wht'n itt; <O 
u = -lie sign (ct) when lql ;?.!: 5 ( 14b I 
where q = B[ PA 1 x(1 1,) and b is a dead bJnd in the gas-jet values. 
Substitution of cqn. 10 into cqn. 13 reveals that J ~,is neg:Hive 
Jefinite if 
(I 5) 
Eqn. 15 establishes the regions in which ~Vis negative and is shown 
unshaded in Fig. 3. It is dear from this illustration that if the value of 
lie is too great or li is too small asymptotic stJbility cannot always be 
guaranteed. The use of this Figure enables the minimum valtJe ·or dead 
band to be found for a given thruster toryue. 
To summarise. therefore, we must select a positive-deilnite 
symmetric m:Hrix Q Jnd solH: eqn. 11 for F.7·10 This maaix is rht:n 
u;e~ tu -:alculate the ·;aJue ofB[ P.J 1 • which is then pmtmuitiplieJ '" 
the stJtc·ve.:tor x(f 1:) to ~cner;Jlt! cj. Th~ ..:ontrul is then ~witched (Jn 
th~ .'.if!n of q. wiih th.: itt..:lusidll ur ;J ~vncctlv dwst:ll J~au b:lilJ = :). 
A vaJ~e of O·OOOc rauiJns (0·0 !5°) WJS used t'or each a \.is. which i; in 
excess of the minimum value obtainable from Fig. 3. 
4 State estimation 
For the system described by eqns. I to 4. the optimal :east· 
squared estimate of the plant states 5 is given hy 
:i:(r 1,. 1 ) ·= .4 1 .\'(1") + B 1 uif,) +F. (I,) 
ll'(r1,. 1 )-H [A 1 .i(r1,) + B 1 u(r.)j) (16) 
Fig. 3 
Rexions vi .:ll. ncgari1•c dcjlnite 
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where f.:(ln). the Kalman gain malrix, is derived from 
M(l,..,) = A,(J~;,:(ln)I{)M(l")AT+B,R(l")B{ (17) 
f.:(ln•i) =M(ln. 1 )!11'[IJM(th•i)!IT+W(I1,. 1 )]- 1 (18) 
and .\1(11,) is de lined as the covariance matrix of the error in rhe besr 
linear estimation, or 
( 19) 
In order to provide acceptable stale estimation and rhe abilily 10 
reject high·frequency noise, lhe Kalman filter mus1 operate berwcen 
two limits, which are 
(i) rhe case when the filler gain is so low thai it auenuJies rhe 
measured signals JS well :1s the nuise to such a Jcgr!.!c that inJJcquatL' 
stJtc estimJtion r~sults') 
(ii) rhe siiUJiicll1 where the Iilier has such a wide bandwidrh and hi~h 
gain that it passes lhlise as well JS the required St:.ltcs. . 
If Jct.:uratc nuise stJtistit.:s for the plant cxisl. then J filter c:Jn he 
obtJin~J from 3 solutiun or eqn~. I b. 17 :mJ 13 which reprCS('!ll 311 
adaprive oprimal filter. 
A solution of these equarions for rhe case of a illghl\ ilc\lble 
s:.llellitc could creJte the neeU for suhstanlial !lll·hoarJ ..::nmputing 
power: and rhis. coupled wilh the fact th31 tl,e noise signals arlecting 
the cralt c:1nnot be iJentifieJ with confidence. poses the follo,vini 
questions: 
(a) the effcctiv~ness of J stJtiunary tllter in preJictin~ useful pbnt 
stJt~s for Lontr0l 
lh) the need for an aJaptive filter and the frequl'n~..·y wnh whh.'h it 
\Vould hJ':e to be upJJted to :.tvoiJ brgc comrutJtinnal LOSL 
The stead\'·stale filter gain JS aficcrcd b)· the ratio Ti= fl. II' I. If 
Tis ~mJ.ll. i.e. the meJrurcmcnt noiSL' .:ontJnunatllHl is hit!h ll'l:.Jtiv ... · 
to the pro.:~ss noise. then the lllJ!!nituJ~ of th~ !liter ~ain is low. 
pl:.h:in~ more reli:mce lHl the prcJictcJ rathl'r tllJn the mcJsurrJ 
V;Jiuc. 
There(ore the thirJ Jre.:t vf interest is the? l'ITCL'I that v:.~rying T 
has un the Lonuol of the cra!"t JnJ the :1mount o!' fuel used since 
this repres~nts a condition of mismatch bi.!t\veen the actual noise the 
plant experiences and rhat assumed in the comput3tion of the filter 
gain. 
5 Simulation results and discussion 
A number !)C simulation runs \\.'JS undertJken emnluvln~ 
both stJtiona[\' :JilJ adaptive Kalman iilrers for St31e estimali~n .. Tit~ 
results are presented in two pans to illustrate: 
(il the intluen.:c thJt varying T h:1s nn the vehi~le perfurrnaJH.:c 
(ii) the ~ffe-.:tiVL'!lt.'SS uf J stationary tllter L·mnp:HcJ with an JJJpuw 
flltt:r unJc; -:-11ndiiion~ ul" .,.arying nDis~ SL1tisti~.:s. 
Table 2 
51\IL'l ..ITIO:o; I'AKA\ILTEKS 
Or-=0·1~5\m 
Ow = O·OOS raJ 
Dead bJnd o = 0·0002 r3d roll and vaw 
lnitiJI conditions= 0·0~) rad roll and VJW 
Control torqu~ = 0· ~5 ·'m · 
il = 30° 
10 0 
0·001 
I 0·0 LCT05 
0·001 
Q 0·001 0·000000 I 
0·001 












Fuel usage, s Control 
roll yaw 
1· 5 I·~ 5 poor 
3 1·25 18· 25 poor 
I 01·00 63·50 good 
223·00 152·00 good 
4 26·50 193·75 good 
795·50 519·50 good 
1383· 25 989·50 good 










6 Variation of T 
The noise stJtistics were kept ~.·unst:mt w1th or= 0 125 \m 
nnJ au, = 0·005 raJ, which represented J noisy disturh:JllL'C tlHljUo..' 
with a Sl3ndard deviation of half the conrrol IUflJUe and an 3!111Uck 
sensor noise with :1 st:1ndanJ Jeviation ut' 0<~5°. These clmJitinns 
were considered to be a rigorous test fur the control svsrcm Jcsit.:.ncJ. 
The currccr value ofT fur the oprimal liltcr was thcrci;>re · 
( :f ) = 6c5 
' w. 
Twas varied in lhc range of 1-10000 and 3 summary of the rcsu!ls 
for a set of simulations. ea.:h of 3000 s. is contained within TJbk c 
together with a list of basic parameters ~omnwn to all the simuLHillllS. 
The control perform:1ncc was considered 'gooJ' if th~ m:.~jm tunsic!ll 
decayed within 600s. The estimator was :..~lso good if tilL' stJil'S 
reproduced possessed pred1Jillin:Jntly silllilJ! dlJraLl<..'risttL'S Ill ;'h:tSL' 
and amplirudc. 
h can be seo.?n that acceptable control is Jchie-vcJ for :.1 \\'Ilk r:Jil~ ... • 
of T. whkli slhnvs that tht.• filt~r still pnw1Jcs good St:.lto..' cstinl:!IL'5. 
even with ~.·unsiderabk rni~match between thi..! actual JllJ :Jssumc...i 
noise statistics. However, a~ the Jlher g:1in is inuc:.~s~.·J ... ·pntrul 15 
:..~chieved nnly by excessive fuel consumpti~,)n. 
A comparison can be m;..~de between the results fur r:.Ihtt'S ~11 T 
of 625 and 10000 from Figs. 4a and band Sa and b. rcspc,·li,·el\'. 
Frum Fig. -+b. it is noteworthy that the majority 1)f tho..· j.:ot !·ir•.'tilllt' 
occurred \Vithin the transient perioJ. and !'rum Fi:!. -+u. th:.~t the it:b 
ceased 10 iire Dnce rho dcJd bJnd was enrered. - . 
This is not lhe cJsc when T = 10 000. sin.:e I he jc~< :Jrc t1rin!' 
almost continuously {Fig. Sb l. whereas the tr:Jnsient response 1 Fi~. ~a I 
is similar to th:.It of Fig. 4a. This d~arly shllWS that noist: ·is 1Jo..'in~ p~sscd 
b\· the highcr-g:1in filkr to pcrturh lhe vrhkk JnJ :;u JL"IirJlt: thl' 
1hrustcrs. 
7 Adaptive-filter performance 
In order to compare the Jdaptivc :1nJ sutinn~n:,· (ilt~rs. tl! ... · 
Simulation run time \Vas incrc;JseJ frum 3000 ru oOOO ). l;il' nu~::~..: 
X 10"2 
~'i, .•• ::} II "'1/.N'~..- ""w'~ j ,_ 
y 1 .r a' dzvv r I I 1"11{1 Vi'M' 
2 :.1 
y 1 . r ~ c= JvvfA~WfOI''tvffw "'I ·..,Jtlo·itJ·W,~~ 
c . l 
• -:"~e 'w'"-·\i~~~~· .... ~ """"''~iWM"'-Jfll..'fllt'• 
I 
-' = J 
& . rod 
:1 
'_klir~~t;;;'r;J::fr4~,if4'r+'fl~lrl: ~W,"-Mk,'W,~IJI1 ~1Yf1W.tt,t.l~~y""';;'""G:_..... -wwf.<l>~,IW!J~~~IH: ~~' ftij~1~.~~\. 
l•meo s 
a· 
:'~ ~ - 'l ; ;· J 
0 -- I . 
~ r c i 0 •: I ~ "' 0 





Fig. 4 b 
Slllllliarwll resuifJ withnflt noise mismutch 
130'! 
statistics were initially as for the preceding Section and then the 
measurement noise was stepped up by a factor of five after 2000 s 
had elapsed. The starting filter gain was computed using the initial 
noise statistics and then updated every 500 s as the simulation 
progressed. 
Fig. 6 presents the results of the stationary fllter (T = 625) and 
Fig. 7 those of the adaptive filter. The behaviour of the system with 
the stationary ftlter was affected considerably by the sudden noise 
jump, which caused the panels to vibrate continuously as the thrusters 
were fired to counter the disturbance, resulting in a large fuel 
consumption. 




;, .:.:~~ ..... .,.,.,.,.,oM., 
crroy 
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Fig. 5 o 
Simulation remllS •n-tlt mismaich 
The adaptive filter reacted much better: the fuel usage was halved 
and the panel vibration was less pronounced, showing the results of 
enhanced noise reJection properties. 
8 Computional cost of adaptive filter 
It was found only necessary to recompute the Kalman-liller 
gain every 500 s and then relatively few iterations were needed before 
convergence. The c.p.u. time used was evaluated for a set of runs on a 
PDP 11/70 minicomputer and this was in the region of lOs. represent-
ing a small fraction of the time the vehicle was being observed. 
9 Choice of 0 matrix 
The feedback control matrix was selected by using a range of 
weighting values for the diagonal clements of the Q matrix and ob-
serving the results of the simulation runs. The values were chosen so 
that the displacement terms were weighted several orders of magnitude 
higher than the velocity terms. In addition it was found necessary to 
separate the centre body and mode terms in a similar manner, which 
in essence gives preference to the vehicle attitude, over the panel 
flexure. The Q matrix used for the production of the simulation 
results is contained within Table c. 
10 Sensitivity of control scheme to process variations 
Although the control and filter gains were evaluated 
assuming a constant value of {l, which normally varies with time, these 
1310 
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were found to proviLie acceptable control even when :..1 mismatch 111 ~ 
of 'l0° was present. 
The simulation study indicated that up to :t 30''o variJtinn in the 
flexible frequencies could be tolerated in the presence ,,r noise. and 
large variations are possible with reduced noise levels. This JUstilics 
the use of the simple mass nwdel A in the rroduction of the prnccss 
model. 
11 Conclusions 
The control algorithm employed gave good pointing accuracy, 
0·12° r.m.s., for the noise statistics given in Table 2. This indicates 
that good state estirmtion was achieved even with mismatch between 
the actual and assumed noise statistics. 
The use of Fig. 3 aids the design engineer in his choice of Jcad 
band since the minimum possible value to ensure guaranteed stabilitv 
for a chosen thruster torque is indicated. 
A further reduction in fuel usage and panel fle,ure was obtained 
\Vith the use of an adJptive lllter. ncccssit;.Jting a lllJrgin~.d inne:..~st.: in 
computation time. 
,. iO.; 
S/mu!utiull results Jor nonadaprirc _ti"!il·~ 
koll ga~: 2171 s 
Yaw go.s: 2 J 17 s 
Time sea h.-: 6000 s 
,( 1 '::'. ~ 
e, 3 :~ ll\-v+(\\-tvo---,..,------=--9'T'--_or--___ r 1': .:J ~ ') 
Fig. 7; 
Silllulatitlll rnul£s }or aJaptirt' fi!r .. ·r 
H. oil gas: I 018 s 
Yawg:as: 114.ls 
Tim~ seal~: 6000s 
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Flexible spacecraft attitude control using 
a simple P + D algorithm 
1. INTRODUCTION 
Two philosophies for the attitude control of space vehicles wtth 
flexible appendages have appeared in the literature, these are: 
( i) control of the rigid centre bodv to lie within some bounded 
region while th; flexural vibrations are allowed to behave 
in an uncontrolled manner<l.cl; 
(ii) control of all plant states to some finite value as time tends 
to infinity1.1 .·H. 
The fom1er method does not require flexural information 
and therefore avoids the on-board computational burden 
associated with state estimation. or the cost of additional 
instrumentation. However. attitude degradation has been 
observed and reported!S.oi indicating a clear need to 
compensate for structural vibrations. 
An intermediate appnach between these philosophies is to 
update the computational procedure used to select the 
coefficients of the proportional plus derivative controller by 
including the flexural data. The method adopted is based on 
the design procedure of Paraskevopoulos1 7l and is equally 
applicable in other areas of aeronautical control. 
2. DESCRIPTION OF FLEXIBLE SPACE VEHICLE 
The configuration of the space vehicle considered in this study 
is shown in Fig. I. The satellite is assumed to be operating in a 
near polar circular orbit around the earth. This orbit is 
synchroni>ed with the sun and precesses at the same rate as the 
J. FENTON AND K. F. GILL 
Department of Mechanical Engineering, University of Leeds 
earth. thus the satellite is required to make no orbital 
corrections. The craft operates in a fine pointing mode and the 
orbit reference axes nominally aligned with the satellite body 
are defined as follows: 
Axis I - the roll axis is directed along the line of flight: 
Axis 2 - the pitch axis is normal to the orbit plane: 
Axis 3 - the yaw axis is directed along the vector from the 
satellite centre of mass to the centre of the earth. 
The axis set therefore rotates at orbital frequency about the 
pitch axis. 
The solar array is mounted at the corner of one side oi the 
asymmetric centre body by means of a boom which is 
orientated parallel to the negative pitch axis. The arrav can 
rotate about this axis relati,·e to the centre bodv in order tu 
maximise exposure to solar energy as the craft traverses the 
earth. 
The vehicle is controlled by three orthogonallv positioned 
reaction wheels, one per axis, which rotate on magnetic 
bearings to minimise friction. They operate with a linear torque 
speed characteristic until saturation occurs. A state variable 
model of the vehicle has been derived using data supplied by 
British Aerospace Dynamics Group This data is given. 
together with a list of state variables. in Appendix I. 
3. CONTROLLER DESIGN 
The design procedure. detailed elsewhere':\ is included for 
completeness. 
Descrihing the svstem in state variable furm 
Paper No H90 Figure. 1 Proposed satellite. 
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.i: =Ax+ 8u 
y = Cx (I) 
In general 8 and E arc non-square matrices thus. 
M = (BT8)-I 8T z £T(E£T)-1 
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IS) 
where the vectors x. u and I' have the dimensions n. m and p. 
respectively. · 
A controller is chosen to be of the form 
u=Py+D\· 
with P and D constant mxp matrices. 
Substitution of cqn. (~l into eqn. 1 I) viel<.ls. 
.\-=(I- 8DC)- 1 (A+ 8PC)x 
where I is the unit matrix. 
To compute P and D such that the system he haves as 
.r = Tx 
implies 
T =(I- 8DC\-I (.4 + BPCl 
where the ei!!em·alues ofT are chosen arhitrarilv. 
Thus: - . 
T- A= BPC- BDCT 




M is the nn 2p partitinned matrix. 











The matrix inverses exist if the columns of 8 and the rows of C 
are linearly independent. otherwise the model is not of minimal 
order and is reducible. The rows of T must he linear)\ 
independent of the rows of the unit matrix/. · 
4. CHOICE OFT MATRIX 
For the 14th order system under consideration the prnhlcm 11t" 
positioning a multiplicitv of poles is not easily resnked. 
Therefore. th.: method adopted to compute the matrices 1'. D. 
was to choose Tsuch that 
T= A- BG (9) 
where G is the state control matrix derived from a solution llt" 
the matrix Riccati equation'·"· 
5. SIMULATION STUDY 
The objectives of the simulation studv are defined hclow: 
(i) To determine the applicabilit\ of the controller to a i11~h 
order multiaxis multimode 'ystem. 
(iil To examine the robustness of the controller when 
subjected to parameter mismatch. 
(iii) To observe the intluence of measurement no is~ on the 
pointing accuracy and transient behaviour of the vehicle. 
To minimise on-board instmmentation. it is assumed that 
measured rate infonnation is not readil\· a\"3ilahk. To 
overcllme this problem a pseudo differenti;tor al~orithm is 
employed. with the foll,,wing transfer function 
Pis)= _s_ 
I~ as 
where a is ~djusted to achien~ an ~H.:ccptah!e rt!~pcm~c: 
{/ = il·2 
600 sec Figure 2. Comparison of the 
pitch and second mode 
response using optimal 
and P + 0 controllers. 
a - optlll'>al ::cntrol 
b - P "' D control Wtth der1ved rates 
Relat1ve ~ 
2nd mode f\ td\ o~+-141l",JIH \.\lY+f=lt 'r--fuHJ\.>¥'.rA.~A~A'n'"~A,<:>~--·oo ••c 
'i(lfVVVV. v v v v 
v~. 
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The evidence obtained during the simulation study suggests 
that no major deterioration in craft performance will result 
from the replacement of the full state vector feedback control 
algorithm. by the much simpler proportional plus derivative 
control law in the absence of measurement noise. 
Figure 2 is typical of the behaviour observed for all three axes 
and flexural mode vibrations. The trend is for the optimal 
response to decay more quickly than that of the proportional 
plus derivative. 
The introduction of measurement noise. standard deviation 
0·03° . does result in degradation of the vehicle behaviour 
causing the flexural mod~ responses to be more violent and 
constantly excited as illustrated in Fig. 3. The vehicle attitude 
control becomes more o~illatory. (Fig. 4). and requires a 
significant increase in settling time. Progressively increasing 
the magnitude of the measurement noise will ultimately lead to 
instabilitv. figure 5 indicates clearlv the reason for this 
deterioration i~ performance since the derivative term acts as a 
noise amplification process and the derived rate signal becomes 
noise. 
The algorithm is for all practical purposes insensitive to 
0. l; 
73 
variation in the mode frequencies as demonstrated in Fig. 6. for 
both an increase and a decrease in frequency. No apprecinhk 
difference in system response occurred for positional variations 
of the solar array. 
6. CONCLUSIONS 
The results of this work show that a control algorithm utilisin~ 
attitude positions and deri,·cd rates can provide adequate 
attitude control and re~ulatinn of lkxural mot1on. comparahk 
with that obtained trom full state vector fecdha.:k. if 
measurement noise can he suppressed. 
If measured rates are available for use in the control ":heme 
the measurement noise loses its importance and more stringe111 
control is possible. The control :Jigorithm is rohuc! and will 
tolerate a high degree of process mismatch. 
Preliminary knowkdge of the pole positions for acceptable 
control can he found hv meam of the Klienman 'tahili,inc 
algorithm<''! to avoid stilution of the Riccati equation at th~ 
ea-rly stages of design. 
no1se free respom;e 
Figure 3. Comparison of the 
first mode vibration be'ore and 
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b - response aofter no1se added 
for no1se free case 
for no1ay caae 
Figure 4. Comparison of roll axis 






















response for actual frequencl.es 
b - reaponae for t1-11ce actual frequll!r;c:.es 
c - response for actual frequencl.ea 
d - response for frequencies reduced by half 
Figure 5. A comparison of the 
noise free and noisy derived 
roll rate. 
Figure 6. Showing the effect of 
frequency mismatch on the 
system response. 
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APPENDIX I. DATA 
The first six states comprise the roll. pitch and yaw positions 
each followed by the corresponding attitude rate. The 
remaining eil!ht states are the first. second. third and fourth 
modes of s-olar array vibration. each followed by the 
corresponding rate. 
1. Spacecraft 
Solar panel angle 0' 










Control saturation torque. u,.,: 0·2 Nm 
Control cost matrix. diag [I. I. 1,] 
State cost matrix. diag [ 1000. 10. IO!Xl. 10. 1000. 10. 
I. I. I. I. I. I. I. I.] 
Resultant G matri~ 
[
31 2 645·6 -0·008 -45·41\ -0·042 -5·325 0·0095 
-0·007 -45·0 30·94 620·4 -0·0014-7·04 0 566 
0-417 -3·773 0·003 -7·()4 31·3 879·2 0·0459 
0-436 0·165 1·235 0·0004 -0·()()4 2-49 1·267 J 
5·377 0·117 1·456 0·0116 0·056 3·973 0·435 
0·0003 0·017 -0·016 0··10 4·566 0·172 0·0108 
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3. Plant matrices 
Matrix A: 
() I 0 () 0 0 () 
0 0 0 () 0 1·0 X 10-1 1·027 X 10-.1 
0 () () I () 0 
0 0 0 () () () 
0 0 0 0 0 I 
0 -I·OxJ0-3 0 () () () 
() 0 () 0 () () 
0 0 () 0 () I) 
() 0 0 0 () 0 
() 0 0 0 () I) 
() () 0 0 () 0 
0 0 () () () 0 
() 0 l) 0 () 0 
0 0 l) 0 () 0 
() 0 0 () () 
() I·OSx IW·1 () 2·NJ4x IW" 0 
() 0 () 0 0 
0 1·84nx to-1 o I· 236x w·-' () 
0 0 () () 0 
() 8·o~x In-' 0 3·34x IW 3 0 
I 0 0 () () 
0 -0·127 0 -lHJS-llJ () 
() () I 0 ll 
() 
-0·22'1 0 -lHll611 () 
() () () 0 I 
0 -0·010 0 -0·551 () 
0 0 () 0 0 
() 
-0·0254 0 -0·01 0 
Matrix 8: 
() I) 




7·7x1W" 3·-llJSx IW' 
() u 
-1·037 x w-: -5·3-lhx IW' 
() 0 
-5·69x w- 1 -9·73x 10' 3 
0 () 
-8·761 x 1o-• -4·15lJx 10' 3 
() () 
-3·7n2x w-' -n·t 147 x w- 3 
Matrix C: 
[i) () () () I) () I (J () 









() () I) 
() () () 
() () () 
w, : <HXll rad s- 1 
2rr/w,: IU4·7 minutes 
HIM I km 
0 
5·294 X I0-.1 
() 
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Attitude estimation and control of a flexible 
spacecraft using inertial and optical 
measurements 
D. HORTON, J. FENTON and K. F. GILL 
Department of Mechanical Engineering, The University of Leeds 
1. INTRODUCTION 
It is envisaged that future earth resources satellites will be 
required to perform frequent attitude manoeuvres and also to 
maintain a given orientation to within a few seconds of arc. 
These requirements place a severe demand on the attitude 
measurement and control systems used. and this demand is 
increased when the satellite needs to carry large flexible solar 
arravsCLZl. By combining inertial and optical measurements using an 
optimal filter. an attitude estimate can be obtained for which 
the error components are minimised over a wide frequency 
band. Judem. used intermittent star sensor readings to update 
the attitude and gyroscope drift estimates from an optimal filter 
and he noted that it would be useful to study the effect of 
mismatch between actual sensor models and those assumed in 
the computation of the optimal filter. Jude's recommendation 
is investigated in this paper. 
2. VEHICLE DYNAMICS 
The spacecraft consists of a rigid centre body with a flexible 
solar array attached asymmetrically as shown in Fig. I. It is 
assumed to be operating in fine-pointing mode with the yaw 
axis directed towards the earth's centre and all three axes 
dynamically coupled. control being effected by a reaction 
wheel on each axis. The near-polar circular orbit precesses at a 
rate of one degree per day. thus maintaining a constant angle 
between the orbital plane and the earth-sun line. Physical data 
and orbital characteristics are detailed in the full report. 
Attitude is measured by three rate-integrating gyroscopes. 
one on each axis, together with an infra-red earth sensor 
(IRES) on each of the roll and pitch axes, and a sun sensor on 
the yaw axis. The gyroscope and IRES measurements are 
taken and processed continuously but the sun sensor may only 
be read intermittently, nominally twice per orbit. owing to the 
orbital configuration assumed. 
The plant dynamics and control are presented in state 
variable form in Fig. 2 and the theoretical derivations are given 
in the full report. 
3. VEHICLE CONTROLLER 
The vehicle control is based on minimisation of the quadratic 
cost functional defined as: 
J = I (xT Sx + ur Ru) (9) 
Paper No 840. 
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Figure 1. Spacecraft configuration. 
/ 
where Sis a positive semi-definite real symmetric matrix. and R 
is a positive definite real symmetric matrix. 
The resulting feedback laWi41, where a steady state exists. is 
given by 
(10) 
where F is the unique positive solution of the algebraic discrete 
Riccati equation 
F= pr FP- pr FQ(QT FQ + R)-1 QT FP+ S (II) 
The method of solution used for eqn. (II) is that due to 
HeweJ141. 
4. DIGITAL SIMULATION 
Initially a separate filter is used to process the sun sensor 
measurements. This is due to the different sampling intervals 
used by the sun sensor, and also facilitates experimentation 
with various sun sensor reading modes. The simulation 
proceeds as follows. At each time-step k the three attitude 
errors tb. 6, t/J are passed through the gyroscope model which 
produces three measurements tbB. 61, 1/11 contaminated by drift 
and pick-off noise. Similarly, the roll and pitch attitude errors 
are passed through the IRES model to produce measurements 
qlr, fit. These five measurements form the vector l which is 
used by the Kalman filter to produce a state estimate,!. This is 
input to the controller to form a control vector ~ which. 
together with the disturbance!!'· drives the dynamic model. A 
block diagram of this process is shown in Fig. 3. 
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Figure 2. State variable diagram. 
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Figure 3. Simulation block diagram. 
5. SIMULATION RESULTS 
To enable vaw control to be effected at each simulation time 
step it is necessary to estimate yaw and yaw drift between sun 
sensor readings. Two methods have been investigated: 
(a) Exploitation of the coupling between roll and yaw due to 
the orbital motion. 
(b) Linear extrapolation of yaw drift from estimates at the 
current and previous sun sensor read times. 
Comparative simulations over several orbits showed method 
(a) to be superior in that rrns yaw error was lower by a factor of 
five, and so this method was used exclusively in the work on 
sensor models. As a consequence of this the yaw estimation 
could be incorporated in the Kalman filter to give a more 
unified design procedure. 
In order to test the behaviour of the spacecraft during station 
acquisition a simulation was performed with an initial roll error 
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of 0·02 rad. Good estimates were produced and both the 
vehicle attitude and solar array oscillation were brought under 
control within 0·1 orbit (about ten minutes). Graphs of 
attitude, attitude estimate and control torque for the roll and 
pitch axes are shown in Fig. 5. In order to make the controller 
saturate at 0·2 Nm an initial error of0·15 rad was required. but 
control was still effected within 0·1 orbit. 
Subsequent simulations assumed all states to be initiallv zero 
with results averaged over three ten-orbit runs. each run using 
a different random number sequence for the generation of 
noise inputs. The sun sensor was read twice per orbit at equal 
intervals. 
As a basis for comparison. the basic moJds for the 
gyroscopes and IRES used in computing K. were also useJ. 
togeth!!r with a linear ,sun sensor model. in computing 
gyroscope drift and l, during the simulations (see Fig. 4 ). A 
typical graph of yaw drift and its estimate is shown in Fig. 6. 
with the marks on the time axis denoting sun sensor readinus. 
Results of noise mismatch between filt~r and simulation ;re 
summarised in Table I with each of the four noise inputs varied 
in turn, the other three remaining fixed. 
A similar experiment was then performed using noise 
models incorporating extra components not included in the 
filter computation (Fig. 4 ). The results were similar to those in 
Table 1 except that the filter could not cope well with the 
unobservable biases <J:/', (1>. The yaw hi as •!/> assumed lcs~ 
importance owing to the infrequency of the sun scmor 
readings. Thesc results suggest that simple sensor models arc 
adequate for attitude control and that good prediction of noise 
levels used in filter construction is at least as important as 
choice of these models. · 
As a final experiment. the mode of sun sensor reading wa•. 
ahered in two ways: 
(a) The number of equally spaced readings per orbit wa~ 
increased. 
(b) Readings were taken continuously during the first half of 
each orbit and none was taken during the second half. 
241 
141 




t h : 0·4S 




Table 1 Summary of results for noise mi~matr.ll 
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Values used in computing the filter elements: 
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SUN SENSOR READING NODE 
(al---- (11)---
5 X J0-7 rad 
5 X 10-6 rad 
3 X 10-4 rad 
3 X 10-4 rad 
rms error w-•rad 
cp e 
"' 
:5 5 X 10-7 1.1 1.1 38 
5x 10-s 1.4 1.5 42 
5 X 10-5 11.0 11.0 210 
:5 5 X 10-4 1.1 1.1 38 
5 X 10-3 1.3 1.4 39 
5 X 10-2 4.2 4.3 57 
:5 3 X 10-5 1.0 1.0 38 
3x 10-4 1.1 1.1 38 
3 X 10-3 3.9 3.6 39 
3 X 10-2 3.9 3.6 55 
:5 3 X 10-4 1.1 1.1 38 
3 X 10-3 1.1 1.1 42 
3 X 10-2 1.4 1.2 190 ' i 
Table 2 Effect of varying sun sensor readings 
rms yaw error 110-4 rad) Max. yaw error (10-4 rad) 
2 38 160 
4 17 66 
8 9 38 
16 6 21 
20 110 
Figure 7. 
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In mode (a), measurements t/J' were used to update the 
estimates of1 and in mode (b), when no measurement was 
available, t/J' was given the current value of of,. 
The simulations were performed with the basic noise models 
and standard deviations. Typical yaw profiles for (a), with 
N=2. and (b) are shown in Fig. 7, with some further results 
listed in Table 2. These results indicate that for method (a) to 
be equivalent to method (b), about four readings per orbit are 
required. 
6. CONCLUSION 
A method has been detailed for the simulation of the attitude 
measurement, estimation and control of a flexible, asymmetric 
spacecraft in earth orbit. For the configuration described, with 
typical levels of sensor and control noise, the rrns aititude 
errors were of the orderof0·3 arc minutes in roll and pitch, and 
6 arc minutes in yaw. 
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The power of the method, however, lies in the adaptability 
of the simulation program. This provides a framework in which 
various types of craft, number of modes of flexure, mixed 
sensor configurations and methods of control may be 
combined into a single optimal system. 
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FLEXIBLE SPACECRAFT ATTITUDE MEASUREMENT 
AND CONTROL SCHEME INCORPORATING STATE 
ESTIMATION 
J. FENTON, D. HORTON AND K. F. GILL 
Department of Mechanical Engineering, The University of Leeds, Leeds LS2 9JT, U.K. 
SUMMARY 
The design of an attitude measurement and control scheme for a flexible space vehicle is presented. A 
proposed spacecraft configuration is used to study the performance of an inertial-optical measurement 
system incorporating a Kalman filter to obtain the best estimates in the presence of differing noise models. 
These estimates are used to correct for gyroscope drift and also provide the information necessary to 
implement optimal attitude control with active damping of the flexural motion. 
KEY WORDS Spacecraft attitude control Control-system synthesis Kalman filter design Inertial-
optical attitude measurements 
INTRODUCTION 
The progressive development of satellite capabilities for fulfilling diverse scientific duties will lead 
to larger more complex vehicles with associated increased power requirements. 
The utilization of large solar arrays will resolve the power problem; however, the necessity for 
these to be as light as possible in order to remain within rocket payload confines will cause them to 
be highly flexible. The envisaged need for more accurate attitude stabilization will emphasize the 
problem of structural interaction with the spacecraft control system and the only solution to this 
problem may be to actively control the panel flexure. 
Examples illustrating the action of anomalous flexible behaviour exist, notably the cases of 
O.G.O. III 1 and Mariner 102 , both three-axes-stabilized craft. The former exhibited roll axis 
oscillations approaching perigee at the end of the first orbit, subsequently found to be caused by 
boom flexibility. The control system ofthe latter was excited by bending ofthe solar arrays and had 
to be deactivated for a period to conserve fuel and to allow the vehicle behaviour to return to 
normal. 
Porcelli 3 illustrated the advantages of controlling the effects of flexibility with a simple 
simulation in which multiple single loop controllers were ~:~sed to control two rigid bodies flexibly 
connected together. The drawback of the proposed scheme was that sensors and actuators were 
required to be mounted on each rigid body and this is impractical for the case of a highly flexible 
solar array. 
A root locus study of a flexible spacecraft model was used by Likens4 to aid in the choice of 
controller gains. This avoided structural interaction with the control system, but only passively 
controlled the flexible modes. 
0148-2087/82/010023-18$01.80 
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A number of control syntheses using observers have been documented. For example, Poelaert 3 
used a reduced order observer to generate a function of the state vector to control a simple single-
axis model of a space vehicle with flexible appendages. This method of control was found to be 
sensitive to model mismatch and this led to the suggestions that more complex simulations were 
needed including sensitivity studies. 
Smith and Gill 6 • 7 used a Luenburger observer to obtain the state vector of a single-axis model 
and actively controlled the vehicle attitude and flexure modes using Lyapunov's method. 8 · 9 An 
attempt to extend this technique to the control of a multi-axis vehicle 10 illustrated the difficulties of 
designing a Luenburger observer for a high order flexible system. 
Larson et a/. 11 applied modern control theory to a solar electric propulsion spacecraft. Again. a 
single axis model was used and the effectiveness of Kalman filters designed, using reduced order 
spacecraft models was investigated, the outcome of this study emphasizing the importance of 
modelling errors. 
The first part of the work presented in this paper is concerned with the design of a control system 
for a three-axis vehicle, including active control of the flexible modes. A detailed study is made of 
the robustness of the method when subjected to parameter changes, model mismatch. and noise. A 
model of a proposed flexible space vehicle is used and results are obtained for two ranges of 
bending frequencies representing those possessed by the present solar array and those of a 
hypothetical future array. No additional sensors or actuators are needed to control the panel 
vibrations. 
In order to achieve accurate attitude control, information must be obtained about the rotation 
of the space vehicle with respect to inertial space. Gyroscopes can be used for this purpose and 
maintain an accurate attitude reference even when the spacecraft is rotating at high frequency. 
Unfortunately, it is impossible to predict accurately the spurious torques which act on the 
gyroscope input axes. 12 
Although normally very small, these torques become significant when accumulated over a long 
period and give rise to a component in the attitude measurement known as gyroscope drift. On the 
other hand an optical sensor, although providing an attitude reference which does not deteriorate 
with time, has a more restricted bandwidth than the gyroscope, and any attempt to increase this 
bandwidth must be accompanied by a corresponding increase in noise transmission. By combining 
inertial and optical measurements using an optimal filter, 13 an attitude estimate can be obtained 
for which the error components are minimized over a wide frequency band. 
Jude 14 used intermittent star sensor readings to update the attitude and gyroscope drift 
estimates from an optimal filter and he noted that it would be useful to study the effect of mismatch 
between actual sensor models and those assumed in the computation of the optimal filter. 
This recommendation by Jude has been fully investigated by the authors of this paper which 
presents a complete study of vehicle and measurement system performance. 
VEHICLE DYNAMICS 
The configuration of the satellite considered is shown in Figure 1. The solar array is mounted on a 
boom affixed to one side of the asymmetric centre body and can be rotated about the negative pitch 
axis to follow the sun. This changes the craft dynamics and is one of the effects incorporated in this 
study. 
The craft orbits the earth in a sun synchronous near polar circular orbit. It is assumed to be 
operating in fine-pointing mode with the yaw axis directed towards the earth's centre and the roll 
axis lying along the line of flight; control ofthe vehicle is effected by a reaction wheel on each axis. 
PITCH 
AXIS 
FLEXIBLE SPACECRAFT ATTITUDE MEASUREMENT AND CONTROL 
DIRECTION OF FLIGHT 
- ALONG ROLL AXIS 
----0--.... 




Attitude is measured by three rate-integrating gyroscopes, one on each axis, together with an 
infra-red earth sensor (IRES) on each of the roll and pitch axes, and a sun sensor on the yaw axis. 
The gyroscope and IRES measurements are taken and processed continuously, but the sun sensor 
may only be read intermittently, nominally twice per orbit, due to the orbital configuration 
assumed. 
The hybrid co-ordinate method 15 (data supplied by British Aerospace, Bristol) is used to 
introduce the effects of flexibility in the vehicle dynamics. Experience has shown that major 
structural interaction can be attributed to those modes with the lowest vibrational frequencies 
involving large inertia transfers. Four modes of flexure were included in the model developed using 
this criterion. 
For the conditions of small angle manoeuvres and small attitude rates, the spacecraft dynamics 
may be represented by differential equations describing roll, pitch, and yaw attitudes, and the solar 
array bending motion, as follows: 
" T =Em- r. 'ki~i !1) 
i= 1 
(2) 
where n is the number of flexure modes incorporated in the model. The gyroscopic effects of the 
reaction wheels have been neglected since they are negligible compared to the control torque 
present. 
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Equation (1) represents three coupled equations due to the asymmetry of the craft and the 
influence of the bending modes of the solar array. 
Expressing equations (1) and (2) in the state vector form 
x = Ax+Bu (3) 
where xis the vector of states and u the vector of inputs, requires the construction of the partitioned 
matrix equation 
(4) 
Employing the relationship 
(5) 
where 
~ ~ [ _:, ~ 1' 1 (6) 
enables equation (4) to be transferred from body to inertial co-ordinates to give 
[{·] [-~A-::~·-r (H-l- [-~]- [-~·]} + [-~~-~] (7) 
which represents a set of second order differential equations with constant coefficients, and thus 
can be written in state variable form. The state vector is defined in the following manner. The first 
six states comprise the attitude position and rates, the remaining eight states are the bending model 
positions and rates. 
The matrices describing the craft dynamics are given together with further vehicle data in 
Appendix I. 
The drift components D in the three gyroscopes are also modelled 17 in state variable form as 
0 = A 0 D+Bowo (8) 
and are combined with equation (7) to form an augmented state equation 
[-~·] [-~-1---:~] [-~·] + [-~·-+·-~;] [-~:~~-] (9) 
VEHICLE CONTROLLER 
The continuous state equations describing the vehicle dynamics can be expressed in discrete form 
as 
x,.+ 1 = Px,. +Quit -1- Qwlt 
Y~t = Cx,.+vt 
(10) 
(11) 
wit and vlt, the noisy process and measurement signals, respectively, are assumed to be zero-mean 
uncorrelated white noise sequences with covariance matrices 
Wk~ki = E{w~t wJ} 
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where o1i is the Kronecker delta and E denotes the expected value. The vehicle control is based on 
minimization of the quadratic cost functional defined as 
(14) 
where Sis a positive semi-definite real symmetric matrix, and R is a positive definite real symmetric 
matric. 
The resulting feedback law,l 8 where a steady-state exists, is given by 
where F is the unique positive solution of the algebraic discrete Riccati equation 
F = PTFP-PTFQ(QTFQ+R)- 1 QTFP+S 
(15) 
( 16) 
The method of solution used for equation (11) is that due to Hewer. 18 However, this algorithm 
requires an initial value of F and this is provided by the method of Klienman. 19 Also. the 
application of Smith's technique20 to the calculations greatly increases the rate of convergence and 
reduces the amount of computer storage needed. 
When generating u it is assumed that no restrictions are imposed upon the values it may take. In 
practice the reaction wheels have a maximum torque which they will produce and this is 
represented in the simulation as a torque saturation, so that 
uk = u,., sign (u) I u I ~ u,., 
where u,., is the saturation value of u, and 




For the system described above, equations ( lOH 13), the optimal least squared estimate oft he plant 
states21 is given by 
~+ 1 =(I- KC) [P~ +Quk] + Kyk+ 1 
where K, the steady state Kalman gain matrix is computed iteratively from 
Mk+ I= P(I-K,.C)~PT +QWQT 
K,.+ 1 = M,.+ 1 CT(C~+ I CT + V)- 1 
and ~ is defined as the covariance matrix of the error in the best linear estimate or 





The first part of the simulation is concerned with testing the controller and includes none of the 
attitude sensor models. Noise is added to the input and output variables and the Kalman filter gain 
is computed using the spacecraft dynamic model. 
With the inclusion of the inertial navigation the simulation proceeds as follows. At each time-
step k the three attitude errors of (jJ, 0, ljJ are passed through the gyroscope model which produces 
three measurements {jJ 1, 08, ljJ1 contaminated by drift and pick-off noise. Similarly the roll and pitch 
attitude errors are passed through the IRES model to produce measurements 4Jh, (Jh, and when 
85 
28 J. FENTON, D. HORTON AND K. F. GILL 
required the yaw attitude error is passed through the sun sensor model to produce the 
measurement 1/J'. When no sun sensor reading is available t/1' is given the current value of the yaw 
estimate, namely 
(23) 
These six measurements form the vector y which is used by the Kalman filter to produce a state 
estimate i. This is input to the controller to form a control vector u which, together with the 
disturbance w, drives the dynamic model. A block diagram of the process is shown in Figure 2. 
------, 
I t.e J I ~~ eh I I IRES I I I 
MEASUREMENT I 
y I 
DISTl.JR8ANCE ~ I t.e.ljl J I f~ e: "'g SPACECRAFT STATE ! GYROS I CONTROL Y. DYNAMICS l I l I • STATE 
ESTIMATOR 
I L STATE ESTIMATE .i 
1 coNTROLLER r 
Figure 2. Simulation block diagram 
In the calculation of the Kalman gain the P and Q matrices are now those computed using the 
augmented state equation, equation (9). 
The measurements are modelled linearly in the C matrix as 
<jJI = </J+D"+ vB 
{JI = (} + D6 + VB 
t/JB = 1/J+D"'+ va 
¢h = ¢+ vh 




and in the actual simulation these models are varied, both in form and amount of noise input, to 
test the behaviour and adaptability of the filter to design mis-match. 
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Care is required in the processing of sun sensor measurements since these are sampled at a 
different rate from the gyroscopes and the IRES. Taking the scalar form of equations (20) and 
(21) with P = C = 1 and Q = h. gives the estimate 




5 hs a'w 
(27) 
Since the standard deviations ct. and u: are of similar order and h. is of the order of 103, K. may be 
taken as unity to give 
!ji• = 1/1" (28) 
Thus, when a sun sensor reading is available it is used directly as a yaw estimate, the sampling noise 
being small compared with that due to the accumulated drift between readings. 
SIMULATION RESULTS 
Choice of weighting matrices 
The design problem studied was the choice of the weighting matrices Sand R used in computing 
the feedback matrix G. Experience suggests that values of both Sand R of unity will give adequate 
dynamic behaviour. If further tuning is necessary then a trial and observation approach to a more 
suitable selection for Scan readily be undertaken; a solution of the Riccati equation being achieved 
with an average C. P. U. time of 30 s, on a VAX 11-780, using the method described. The larger the 
elements of S, the larger the controller bandwidth and the larger are the feedback gains. 
Figure 3 shows the roll axis response to initial conditions for three different values ofS matrix 
with the corresponding controller actions in Figure 4. The matrix R having the same fixed value of 
unity in all cases. The weighting of the attitude position and rates were given preference over the 
modal states, no significant improvement in performance could be achieved by further increased 




5 (a)= diag [1,1,1,1,1,1,1,1,1,1,1,1,1,1] 
S(b) = diag [10,1,10,1,10,1,1,1,1,1,1,1,1,1] 














Using the value of G computed using S for case (c) in Figure 3, which resulted in the fastest 
response with controller saturation, and reducing the panel frequencies by a factor of five, caused 
no noticeable change in the roll axis response. Only minor response changes can be observed in the 
controller action, Figure 5, indicating the robustness of this control algorithm given good state 
estimates. 
Variation of solar panel angle 
As the solar panel rotates relative to the centre body the craft dynamics changes due to inertia 
redistribution. The craft was observed for an orbit with the panel angle incremented in steps of 15' 






'MODAL FREQUENCIES DECREASED BY FACTOR OF FIVE 
Figure 5 
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Even with this condition of mis-match, noise, and the low bending frequencies the system remained 
stable and the state estimator performed satisfactorily. 
Estimator mis-match 
For the design conditions the quality of the state estimate can be judged from Figure 6, which 
shows the roll and pitch responses to an initial error in the roll attitude. 
0·02rad 




The state estimator was then tested for the condition of frequency mis-match between actual 
spacecraft and the model used in the filter computation. For the high range of frequencies and the 
noise conditions given in Appendix I, it was found that mis-match conditions within a range of one 
half to twice the modal frequencies could be tolerated. This was not the case with the low range of 
frequencies, mis-match being limited to within a range of ± 20 per cent of the actual frequencies. 
This is demonstrated quite dramatically in Figure 7, which shows the amplitude variation of the 
fundamental mode of the array driven by noise. This increased vibration causes attitude 












32 J. FENTON, D. HORTON AND K. F. GILL 
A further mis-match condition tested was that of using the rigid body dynamics for the 
computation of the Kalman filter. This led to instability indicating clearly the need to include 
flexibility in a state estimator design. A similar problem did not arise when using the rigid body 
dynamics to compute the feedback matrix G. 
Attitude measurement 
The states were set to be initially zero and the results averaged over three ten-orbit runs, each run 
using a different random number sequence for the generation of noise inputs. A measurement was 
produced from the sun sensor readings, twice per orbit, at equal intervals. 
(o.) GYROS r - - - - - - - I 
(b) IRES 
~.e 
(c) SUN SENSOR 
NOISE I DRIFT NOISE' 
wd I RATE wd I 

























tg = 3600s 
t h = 0·45 
-4 QUANTISER STEP : 1· 5 x 10 rad 
--------, 
QUANTISER 




- - .J 
ljl" 
Figure 8. Sensor models. (a) Gyros; (b) IRES; (c) sun sensor 
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As a basis for comparison, the basic models for the gyroscopes and IRES used in computing the 
Kalman gain matrix K were also used, together with a linear sun sensor model, in computing D and 
y during the simulations, see Figure 8. 
A typical graph of yaw drift and its estimate is shown in Figure 9, with the marks on the time axis 
denoting sun sensor readings. Results of noise mis-match between filter simulation are summarized 
in Table I with each of the four noise inputs varied in tum, the other three remaining fixed. 
A similar experiment was then performed using noise models incorporating extra components 
not included in the filter computations, Figure 8, inside dotted lines. The results were similar to 
0·1rad 
Figure 9 
Table I. Summary of results for noise mismatch 
Rms error (1 0- 4 rad) 
1/J 9 
"' CT'/ ~ Sx 10- 7 1·1 1·1 38 
5 X w-o 1·4 1·5 42 
5xw-s 11·0 11·0 210 
q8~5xl0- 4 1-1 1·1 38 
s x w- 3 1·3 1·4 39 
5 x w- 2 4·2 4·3 57 
u"~3xl0-s 1·0 1·0 38 
3 X 10- 4 H 1·1 38 
3x10- 3 3-9 3·6 39 
3 X 10- 2 3-9 3-6 55 
q' ~ 3 X 10- 4 1-1 1·1 38 
3 x w- 3 H H 42 
3 x w- 2 1·4 1·2 190 
Values used in computing the filter elements: 
ctl = Sx w-'rad 
U 1 = 5 X 10-6 rad 
tl' = 3 X 10- 4 rad 
a'=3xl0- 4 rad 
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those in Table I except that, as expected, the filter could not cope well with the unobservable biases 
{jJb, lJh. The yaw bias 1/Jb assumed less importance owing to the infrequency of the sun sensor 
readings. These results suggest that simple sensor models are adequate for attitude control and that 
good prediction of noise levels used in filter construction is at least as important as choice of these 
models. 
As a final experiment, the mode of sun sensor reading was altered in two ways: 
(a) The number of equally spaced readings per orbit was increased. 
(b) Readings were taken continuously during the first half of each orbit and none were taken 
during the second half. 
In mode (b) the measurement, when -available, was processed continuously with the others. 
Otherwise, it was given the value of the current estimate, see equation (23) 
The simulations were performed with the basic noise models and standard deviations. Typical 
yaw profiles for (a), with N = 2, and (b) are shown in Figure 10. with some further results listed in 
Table II. These results indicate that for method (a) to be equivalent to method (b), about four 
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Figure 10 
Table II. Effect of varying sun sensor readings 





Rms yaw error 






Max. yaw error 







Using the optimal control technique presented allows for a simple controller design that will satisfy 
the stringent pointing requirements ofthe next generation of spacecraft whilst actively controlling 
the flexure modes. 
The control algorithm is robust and will tolerate a high degree of process mis-match. However, 
excessive filter model mis-match will lead to system instability. 
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The attitude measurement system configuration described is easily combined into a single 
optimal estimation algorithm which allows compensation for gyroscope drift to be made resulting 
in typical r.m.s attitude errors of 0·3 arc minutes in roll and pitch and 6 arc minutes in yaw. 
The inclusion of additional non-linearities to create mis-match in the sensor models was found 
to have a similar effect to that of noise mis-match. This indicates that good estimates of noise 
statistics which can be used with confidence when choosing representative sensor models is 
essential. 
APPENDIX I. DATA 
Spacecraft 
Solar panel angle: oo 
Mass: 1648 kg 
[ 
6713·0 








Control saturation torque, U531: 0·2 Nm 
Control cost matrix, R: diag [1, 1, 1] 
Control cost matrix, S: 
12370·0 
diag [1000, 10, 1000, 10, 1000, 10, 1, 1, 1, 1, 1, 1, 1, 1] 
Resultant G matrix 
[ ~~:~7 ~~:~ 0·417 -3·773 -0·008 -45·48 -0·042 30·94 620·4 -0·0014 -5·325 -7·04 879·2 0·003 -7·04 31·3 
0·436 0·165 1·235 0·0004 
5·377 0·117 1·456 0·0116 
0·0003 0·017 -0·016 0·40 
Flexure modes 
Mode, i 
Natural frequency, w0 drad s- 1) 
Damping coefficient, ~ .. 


















0·056 3-973 0·435 















Note: For case of flexible solar array the above natural frequencies lowered by a factor of five, the: 
coupling coefficients being unchanged. 
Plant matrices 
Matrix A 
0 I 0 0 0 0 0 0 0 
0 0 0 0 0 1·0x 10- 3 5·136 x to- 3 0 5·4 x w- 3 
0 0 0 I 0 0 0 0 0 
0 0 0 0 0 1 2·647 x w- 2 0 9·23 x to- 3 
0 0 0 0 0 0 0 0 0 
0 -1-Qxi0- 3 0 0 0 0 1·189 x w- 3 0 4·34 x w- 4 
0 0 0 0 0 0 0 I 0 
0 0 0 0 0 0 -2·314 0 -0·634 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 -0·3311 0 -1·146 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 -0·1415 0 -0·050 
0 0 0 0 0 0 0 0 0 
0 0 0 0 () () -0·2074 0 -0·127 
0 0 0 
() t·302 x w- 3 0 
0 0 0 
0 6·18 x w- 3 0 
0 0 0 
0 1·68 x w- 2 0 
0 0 0 
0 -0·4246 0 
I 0 0 
0 -7·96 x w- 2 0 
0 0 I 
0 -2·758 0 
0 0 0 
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Matrix B 
0 0 0 
1·97 x 10- 4 1·51 x w- 4 7·7 x w- 6 
0 0 0 
1·51 x w- 4 7·781 x w- 4 3·495 X 10- 5 
0 0 0 
7·7 x w- 6 3·495 x w- s 1·499 x 10- 4 
0 0 0 
-1·037 x 10- 2 - 5· 346 X 10- 2 -2·4 x w- 3 
0 0 0 
-5·69 x w- 3 -9·73 x w- 3 -4·57 x w- 4 
0 0 0 
-8·761 x 10- 4 -4·159 x w- 3 -1·131 x w- 2 
0 0 0 
-J762 x 10- 3 -6·097 + 10- 3 -2.879 x w-~ 
Matrix C (for control simulation study) 
[ 
1 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
Orbit 
Frequency, w0 : 0·001 rad s- 1 
Period, 2rr I w0 : 104· 7 min 
Altitude, 800 km 
Sensor models 
d: 5 x 10- 7 rad s - 1 
tg: 3600 s 
th: 0·4 s 
Quantizer Step: 1·5 X 10-~rad 
1/1 1: 0·02rad 
Simulation 
Simulation sampling period, h: 0·25 s 
Sun sensor sampling period, 2n/w0 N: 3142s (N = 2) 
Noise statistics, when noise included in controller study 
process noise covariance matrix, W: 
Measurement noise covariance matrix, V: 
diag [0·0052, 0·0052, 0·0052] (rad)2 
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APPENDIX II. NOTATION 
d drift rate in gyroscope model 
h simulation sampling period 
h, sun sensor sampling period 
k simulation time-step counter 
k, value of k at a sun sensor reading 
K, gain of yaw drift estimator 
n number of flexure states 
N number of sun sensor readings per orbit 
'7; vibrational coordinate associated with ith flexure mode 
(; damping coefficient for the ith flexure mode 
¢, 0, t/1 roll, pitch, yaw attitude errors 
<jJB, (}B, t/J8 roll, pitch, yaw gyroscope measurements 
Vectors 
¢h, Oh roll, pitch IRES measurements 
t/1' yaw sun sensor measurement 
ull standard deviation of drift model input noise 
a 8 standard deviation of gyroscope measurement noise 
ah standard deviation of IRES measurement noise 
a' standard deviation of sun sensor measurement noise 
r correlation time 
w0 orbital frequency 
w0 ; natural frequency of ith flexure mode 
D gyroscope drift (DIP, D6, D"')T 
T external torque acting on spacecraft 
u control (u 1, u2 , u3)T 
v measurement noise 
w input noise 
w0 input noise (drift model) 
x state 
x state estimate 
y measurement 
'1 ('71•···•'7n)T 
iJ1 (2~1 Wol ~ 1 , ... ,2~nWon~n)T 
'12 (w~l 'lt•····W~n'lJ 
95 
I..; quantity measuring the coupling of the ith flexure mode with rotations of the centre 
Matrices 
body about roll, pitch, and yaw axes 
CJ) attitude errors (¢, 0, t/J)T 
ro body angular velocity 
A state 
A0 state (drift model) 
B input 
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measurement 




Kalman filter gain 






measurement noise covariance 
input noise covariance 
(i.l • ···• i.n) 
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A justification for the wider use of fuzzy 
logic control algorithms 
S Daley, BSc. PhD and K F Gill, BSc, MSc, PhD, CEng, MIMechE 
Department of \1echanical Engineering, University of Leeds 
An im•esrigarion is described rilar arremprs ro demonstrate rile benefits rilar can he gained by wider applicarion of fu::y logic nmrml. 
The dews presenretl are based on rile comro/ of a flexible communicarivns sarellire. Regions are itlenrified in wilicil rile fu::r lt>!lic 
comroller 's performance is superior ro rlrar of a cla.~sical design, wilen process mismarch is significanr. Employiny an approach 
incorporarin11 Lyapunor·s second merhod a paramerer space is locaretl where conrroller coefficienrs can he selecred wirh rdarire 
confidence. 
I INTRODUCTION 
It has been argued (1) that the main advantage of the 
fuzzy logic controller is that it can be applied to plants 
that are difficult to model mathematically. General 
opinion therefore is that its use should only be con-
sidered when conventional techniques have proved 
inadequate yet a human process controller copes well. 
As such its range of application will be extremely 
limited. However. it has been reported in the applica-
tion studies that the fuzzy logic controller is more 
robust to plant parameter changes than a classical con-
troller, and has shown some noise rejection capabilities. 
By the very nature of the fuzzy logic controller design, 
one would expect it to be robust, which is clearly a 
desirable characteristic to have and could alone form 
the justification for using this particular controller. It is 
therefore an area worthy of investigation that might 
lead to a more general area of application for the fuzzy 
logic control strategy. 
The paper assumes a basic familiarity with the fuzzy 
lol!ic controller and the unfamiliar reader is referred to 
(1.~21 for an introduction to the topic. 
2 SCALE FACTOR SELECTION FROM 
L YAPUNOV'S SECOND METHOD 
A major criticism of the fuzzy logic controller is the lack 
of a sound theoretical procedure for its design. There 
have been several attempts (2) in the literature to 
progress towards such a theoretical procedure, however, 
the techniques presented have been either limited in 
their range of application or impractical. 
It is the opinion of the authors that more general 
results can be obtained by using a technique developed 
from Lyapunov's second method. The method provides 
a means for determining the stability of a system 
without explicitly finding a solution in the state space. 
2.1 Underlying theory 
Consider Lyapunov's method as applied to discrete-
time systems. 
The MS was received orr 24 February /984 and was accepted for publication on J 
Augusr /984. 
A single input continuous plant of the form: 
.i" = A:r + Bu 
can be represented in discrete form as: 
(!) 
(2) 
where .r is the state vector, u is the plant input. A 1 = 
eAT. 8 1 = A- 1 {e-n- I} Band Tis the sample time. 
·Asymptotic stability is guaranteed if a positive defi-
nite discrete Lyapunov function, v:.r(kT)) can be found 
such that the difference equation ~V{x(kT))/lu is nega-
tive definite. 
~V:x(kT)) _ V[:r{(k + I)T)]- V[:r{kT}] 
~~ - T (3) 
As the principal interest is the sign of ~v:x(kT):.'~t 
only the numerator of equation (3) need be evaluated. 
Consider the quadratic form: 
(41 
where P is a symmetric positive definite matrix 
(consequently V{x(kT)] is a positive definite function). 
Substitution of equations (4) and (2) in t3) yields: 
~V{x(kT)) = xT(kTXAfPA 1 - P)x(kT) + u2(kT)BfPB 1 
+ 2u(kT)BfPA 1.t(kT) (5) 
It is apparent that the more negative ~ V {x(kT)}, the 
more rapid the convergence to the equilibrium state. 
Consequently, it is desirable to obtain the value of u 
that causes ~V{x(kT)) to be a minimum. 
Thus, equating c(~ V)jilu to zero: 
umin = -[R[PA1x(kT)][BfPB 1r 1 (6) 
As o2(~ V)fou 2 = 2BfPB1 (i.e. > 0), this is the 
minimum value. 
Substituting equation (6) into (5): 
~V{x(kT)}min = xT(kT)(AfPA 1 - P)x(kT) 
- [BfPA 1x(kT)]l(BfPB)- 1 (7) 
which can be written as: 
(8) 
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( + 6, + 6, - 7) 
Fig. I Fuzzy logic contro ller modelled as a mul ti-level relay 
where 
W = P- A[ PA 1 + A[PB 1(BfPB 1) - 1BfPA, 
is the stationary algebraic Riccatti equation. 
2.2 Application to fuzzy logic controller 
To enable use of the above theory, the fuzzy logic con-
troller must be modelled as a multi-level relay (3). The 
relay is simply achieved by entering a ll the input states 
to the algorithm and observing the subsequent deter-
ministic outputs (obtained from the output fuzzy set by 
choosing that output value at which the membership 
function- is maximal). The result of this process for the 
controller structure described in the Appendix is shown 
in Fig. I . 
By the very nature of the multi-level relay, there are 
restrictions on the process input, u. In practice, also, 
there will be a restriction on the upper limit of u, thus 
the choice of GU is not entirely arbitrary. However, in 
choosing u in accordance with equation (6), no 
restriction has been assumed. Thus um;n is related to the 
actual process input, u, by introducing the variable a. 
u = umin ±a (9) 
Substitution of equation (9) into (5) : 
L'iV {x(kTl} = L'iV {x(kT)}m;n + a2 B[PB, (10) 
Set 
point 
This indicates that it is possible for L'i V {.r(k T): to 
become positive, so the value of a is critical. 
or 
Therefore: 
L'i V {.r(kT)}m;n + a2 B[ PB 1 < 0 
I{(B[PB 1)- 'xTWx}1' 2 1 > la l 
Thus by substitutin g 
a = {(B i PB 1) - 1.rTWx}1' 2 
( II ) 
I I~~ 
into equation (9). two critical surfaces. which rep resent 
the boundaries between asymptotic stabilit y and pos-
sible instability. are obtained for the process input. 
u, = -(B[PA,x)(BiPBtl - 1 ± {(Bi PB,) - 1.rTW.r }1 2 
\ 13; 
(The upper critical surface is shown in Fig. J when the 
controller described in the Appendi x and shown in 
Fig. 2 is used on the satellite of Section 3.) 
Therefore, the multi-level rela y must fa ll within these 
surfaces. Its position being gove rned by the \·aluc of the 
scaling factors (assuming GU is fi xed by max imum 
input available) as 
X = G.r* 1 1 ~ 1 
where G = diag( 1/ G 1• 1/ G 2 , 1/ G 3 • ... 1/G. ) and G" is th e 
scaling factor on controller input x • . x• represen ts the 
discrete states of the fuzzy base variables discussed in 
(3). 
If equation (14) is substituted into equation (131. it is 
clear that a parameter space can be identified fo r the 
scaling factors for which asymptotic stability is guar· 
anteed. The ease at which this can be done will depend 
upon the number of inputs to the fuzzy algorithm. 
The most stable solution (considering the scalin g 
factors to be the onlv variables) will occur when 11 = 
llm;n for all states x;. This, of course. is unlikely to 
happen in practice. but the closest solution to it ca n be: 
identified. The method presented below for doin g thi s 
can be applied generall y. but wi ll requ ire increasing 
amounts of computer time, as the number of inputs tO 
the fuzzy algorithm increases. 
Let umin = U mlr , where U mtr is the va lue of the mult i-
level relay for a particular state x . Rewriting equation 
(14) as x = xG where .x = diag(x*) and GT = (1/G,. 
i/G 2 , ••• 1/ G.). Substituting in equation (6) yields 
(15) 
The solution to equation ( 15) is unlimited for an y 
particular discrete state but if x, is the matri x con-
structed from the kth state considered and U 1 the corre-
Fig. 2 Structure of the fuzzy logic controller 
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Upper crit ica l surface for 
inpul torque . u 
I + a. - b. - d) 
(- a, - b, +e) 
l+a, +b, -c) x 1 (GE) 
Fig. 3 Typica l form of the critical surface : a and b are rune-
lions of GE and GC respectively and c. d and e are 
functions of both GE and GC 
SpOndin g va lue Of Uml• then the Set Of II si multa neOUS 
equat io ns can be formed : 
[
U, l [- (B[ PB tl - 'BiPA ,.\:, 1 G~' ] U 2 - (B[ PB tl - 1 B[ PA1.1:2 G21 
U 3 = - (B[ PB, )- 1 B[ PA, .\: 3 G.J 1 
. . . 
. . . 
. . . 
U, - (B[PB, )- 'B[PA, .x. G.- 1 
Thus if each possible combination of sta tes is solved 
simult aneous ly the average solution vector G will yie ld 
the smalles t value of a. Consequently the number of 
intersect ions of the multi-level rel ay and the critical sur-
faces will be minimized. 
This procedure can be readily implemented on a 
digita l computer and may also be applied to multi-input 
sys tem s. 
3 PRACTICAL APPLICATION 
The investiga tion is undertaken on a fl exi ble satellite 
with unco upled axes as anal ysed in (4). typically the 
Hawk er Siddeley D ynamics vehicle OTS la unched m 
early 1978. The governing d ynamical equations are: 
0 = 0.00604r 
ii + w;:x = 0.076r 
and 
y = 0 + 0.076:x 
(16) 
where w; = 4.509 rad 2/s2 • 0 is the centre bod y rotation 
due to rigid body motion, cx is the centre body rotatio n 
due to flexural motion. y is the actual rotation and, t is 
the input torque produced by reaction jets. 
The satellite type and block diagram is shown in 
Fig. 4. The system is to be controlled as in Fig. 2 with 
r = u. 
It is well known that modelling inaccuracies can 
cause anomalous behaviour in satellite control (5), 
therefore the main concern of this study is the controller 
response to parameter changes. To test further the 
robustness a mismatch condition is introduced by 
designing the controller based upon a rigid body model. 
C !MechE 1985 
Fig. 4a Schematic arrangement of satellite 
4 ·509 
Fig. 4b Bl ock diagram of satellite 
It is ass umed that y and _i• are available from on- board 
instruments. GU is chosen as 0.07 giving a maximum 
torque input of 0.49 Nm. A selection of 0.0 I s fo r T 
guarantees good sam pled data reconst ruction. 
3.1 Scaling factors for rigid body motion 
Beca use of the mi smat ch conditio n the a nalys is is 
carried out o n the 'known· informati on of: 
.TT = [0, 0] 
A 1 = [~ ~] B = [0.00604 T 2 /2] 1 0.00604T 
W is chosen as the unit matrix and the Riccatti equa-
tion is solved using the iterative techniques of Hewer (6) 
and Smith (7), the Hewer algorithm is initialized using 
the method suggested by Armstrong and Rublein (8). 
The solution matrix is: 
P=[IOI 0.5] 
0.5 10 
and the technique described tn Section 2. 1 yields the 
scaling factors : 
GE = 9 x w• 
cc = 21 x w• 
With these values the multi -level relay only intersects 
the critical surfaces close to the origin for the model 
Proc lnsln Mech Engrs Vol 199 No Cl 
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Fig. 5 System response with the fuzzy logic controller: 
nominal configuration 
available. This suggests a stable response until the 
origin is approached. 
3.2 Comparison with state feedback controller 
The system response to the scaling factors 
GE = 9 x 104 and GC = 21 x 104 and initial displace-
ment of 0.4 radians is shown in Fig. 5. 
To enable performance comparisons to be made the 
fuzzy logic controller is compared with a controller 
based upon state feedback and Lyapunov's second 
method (9). The controller is in the form of a relay with 
dead band, t5: 
I q>b 
t= 0 lql<b 
-I q <- t5 
where r is the controller output torque, t = 0.49 Nm 
and the disturbance is given by q = - K.r. 
The design procedure described in the above refer-
ence requires artificial damping and frequency terms W, 
and !5, respectively to be added to the system equations. 
Proc Instn Mech Engrs Vol 199 No Cl 
An arbitrary choice of w; = 0.1 and !5, = 0.9 yields the 
feedback matrix: 
K = [302 1526) 
The system response to this controller is shown in 
Fig. 6. 
Clearly both controllers cope well with the mismatch 
condition but the state feedback controller's transient 
convergence is superior. However, the fuzzy logic con-
troller does converge to a greater pointing accuracy 
(note the state feedback convergence cannot be reduced 
by reducing the deadband). 
To test further the robustness of the controllers the 
system parameters are regarded as variables and the 
governing equations therefore become: 
0 = k 1 T 
ii + k2 -x = k3 T 
and 
y = 8 + kJ 7 
First the effect of increasing the magnitude of the 
solar arrays is investigated. As they are increased the 
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Fig. 6 System response with the state feedback controller: 
nominal configuration 
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Fig. 7 System response with the fuzzy logic controller: 
increased solar array magnitude configuration 
more sluggish, however the pointing accuracy decreased 
more for the state feedback controller. figures 7 and 8 
show the response to a tenfold increase in array surface 
area for which k1 = 15.66 x 10-
5
, k2 = 0.268 and k3 = 
3.75 X IQ- 2 • lt is apparent that the State feedback COn· 
troller may violate the required pointing accuracy. 
The greatest difference is observed when the solar 





Fig. 8 System response with the state feedback controller: 
increased solar array magnitude configuration 
Cl !MechE 1985 
10 show the responses to a 100 times reduction and 
reduction in centre body size k1 = 1.764, k2 = 33.15 
x 10- 4 and k3 = 4.358. The fuzzy logic controller is 
clearly superior but the system is far outside practical 
design considerations. 
When a reduction in array length is considered. 
which could occur in practice if the arrays were struck 
by debris, the responses improve similarly. It is inter-
esting to note that for this reduction the steadv state 
error is of the same order for both controllers. · 
4 DISCUSSION AND CONCLUSION 
Present approaches to fuzzy logic controller design are 
based upon modelling the strategy of a human control-
ler where a reliable mathematical description of the 
process is difficult to obtain. With this approach there 
are certain drawbacks: 
l. It is implicitly assumed that significant process 
changes do not occur during operation. 
2. There is evidence to suggest that operators do not 
always report their control strategy reliably (10). 
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Fig. 9 System response with the fuzzy logic controller: 
reduced panel thickness and reduced centre body size 
configuration 
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Fig. 10 System response with the state feedback controller: 
reduced panel thickness and reduced centre body size 
configuration 
3. The subjectivity in choosing certain control par-
ameters and the necessity for their on-line tuning 
may result in extensive damage to the plant. 
A design method has been proposed in this paper 
that avoids problems I and 2. Although in an ideal 
fuzzy logic control application it could be argued that a 
process model is not required, the method described 
does require the best mathematical description avail-
able. It has been demonstrated that when the process 
varies significantly from an assumed mathematical 
description (problem I) it performs better than the con-
ventional controller chosen for comparison. Thus areas 
do exist where a fuzzy logic controller can compete with 
conventional controller design and its wider application 
should not be overlooked. 
This method for choosing the scaling factors may be 
further used to aid the selection of other parameters. 
Typically. if the scaling factors used give undesirable 
intersections of the multi-level relav with the critical 
surfaces. the rules that have contribuied to an offending 
state can be identified and the linguistic consequents 
altered accordingly. For example. if a consequent identi-
fied as 'positive big' may have contributed to an inter-
section with the upper critical surface a change to 
'positive medium' is indicated. If the state now intersects 
with the lower critical surface. then the definition of a 
new linguistic variable is required to fall between 'posi-
tive medium' and 'positive big'. Persistence of the inter-
section would indicate that the level of discretization of 
the base variable should be decreased. 
Although the method is algebraic in form it'does not 
lose sight of the linguistic structure of the controller. 
Therefore it could be used to advise linguistic changes 
to an operator's control strategy, particularly in a 
hostile environment to minimize trial and observation 
modifications. 
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APPENDIX 
Design of fuzzy logic controller 
The controller is designed to provide single axis control 
assuming the availability of the attitude y and the atti-
tude rate _i· from on-board instruments. 
The fuzzy linguistic algorithm. presented below, is 
written using a qualitative fed for a general two mea-
surement, one input monotonic undamped process 
intended to provide fast convergence coupled with the 
required damping around the equilibrium stale to 
achieve a high pointing accuracy. 
Attitude rate 
NB NM NS zo PS P!\1 PB 
NB PB PB PB PB PM P!\1 PM 
NM PB PB PB PB PM PM PS 
" 
NS PM PS PS PS PS NS NM 
~ NO P!\1 PM PS zo zo NS NM PO P!\1 PS zo zo NS N!\1 NM ;;: PS PM PS NS NS NS NS N!\1 
P!\1 NS NM NM NB NB NB :--18 
PB NM N!\1 NM PB PB PB PB 
For convenience the rules have been written in matrix 
form and should be interpreted as: 
If 'attitude is NM' and 'attitude rate is PS' then 
'torque input is PM' 
The linguistic elements used are the same as those 
used in most of the application studies reported; the 
need for other terms or linguistic hedges is, in the 
opinion of the authors unnecessary at this stage. These 
terms have the following meaning: 
PB positive big 
PM positive medium 
PS positive small 
PO positive zero 
ZO zero 
NO negative zero 
NS negative small 
NM negative medium 
NB negative big 
The terms PO and NO are introduced to obtain finer 
control about the equilibrium state, PO being defined 
(i:) I MechE 19K5 
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as values slightly above zero and NO terms slightly than by functional methods (II). The resulting sets rep-
below zero. resenting the linguistic terms presented above are listed 
The fuzzy sets are formed upon a discrete support in Table I. 
universe of fourteen elements for the attitude, thirteen All the non-fuzzy measurements are represented by 
elements for the attitude rate and fifteen elements for fuzzy singletons and the algorithm output is obtained 
the torque output. Appropriate membership functions from the output fuzzy set by the mean of maxima pro-
are assigned to each element of the support set rather cedure; the algorithm output is absolute torque. 
Table I The fuzzy set definitions 
(al Tlrt• arricud,•. y 
-6 
-5 -4 -3 -2 -I -0 +0 4 ~ 
PB 0 0 0 0 0 0 0 0 0 0 0.1 O..J o.s 1.0 
PM 0 0 0 0 0 0 0 0 0 0.2 0.7 1.0 0.7 0.~ 
PS 0 0 0 0 0 0 0 0.3 0.8 1.0 0.5 0.1 0 0 
PO 0 0 0 0 0 0 0 1.0 0.6 0.1 0 0 0 0 
NO 0 0 0 0 0.1 0.6 1.0 0 0 0 0 0 0 0 
NS 0 0 0.1 05 1.0 0.8 0.3 0 0 0 0 0 0 0 
NM 0.2 0.7 1.0 0.7 0.2 0 0 0 0 0 0 0 0 0 
NB 1.0 0.8 0.4 0.1 0 0 0 0 0 0 0 0 0 0 
(bi Tile articuc/e ruce, ,i· 
-6 -5 -4 -3 -I 0 4 6 
PB 0 0 0 0 0 0 0 0 0 0.1 O..J 0.8 1.0 
P:\-1 0 0 0 0 0 0 0 0 0.2 0.7 1.0 0.7 0.2 
PS 0 0 0 0 0 0 0 0.9 1.0 0.7 0.2 0 0 
NO 0 0 0 0 0 0.5 1.0 0.5 0 0 0 0 \) 
NS 0 0 0.2 0.7 1.0 0.9 0 0 0 0 0 0 0 
NM 0.2 0.7 1.0 0.7 0.2 0 0 0 0 0 0 0 0 
NB 1.0 0.8 0.4 0.1 0 0 0 0 0 0 0 0 0 
(c) Tl.e process inpuc, t 
-7 -6 -5 -4 -3 -2 -I 0 4 6 
PB 0 0 0 0 0 0 0 0 0 0 0 0.1 0.4 0~ 1.0 
PM 0 0 0 0 0 0 0 0 0 0.2 0.7 1.0 0.7 0.2 0 
PS 0 0 0 0 0 0 0 0.4 1.0 0.8 0.4 0.1 0 0 0 
NO 0 0 0 0 0 0 0.2 1.0 0.2 0 0 0 0 0 u 
NS 0 0 0 0.1 0.4 0.8 1.0 0.4 0 0 0 0 0 0 0 
NM 0 0.2 0.7 1.0 0.7 0.2 0 0 0 0 0 0 0 0 0 
NB 1.0 0.8 0.4 0.1 0 0 0 0 0 0 0 0 0 0 0 
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1. Introduction 
The basic idea behind the introduction of a 
Fuzzy Logic Controller was to model the strategy 
of a human controller for ill-defined systems. In 
this study its application in more general terms is 
investigated in an attempt to observe any ad-
vantages it may possess over controllers designed 
in a conventional way. It is the opinion of the 
authors that any control scheme must be robust to 
be of practical use and hence must include an 
attempt at a stability analysis based on the plant 
knowledge available. Therefore it is an essential 
requirement that "safe" operating regions be iden-
tified for all the parameters used in a controller 
design. The impact on system performance of 
parameter variations was implied by Braae and 
Rutherford [10], illustrating the dominant role of 
the scaling factors that link the Fuzzy Logic Con-
troller to the "real" world. A method is proposed 
in Section 4 for selecting these scaling factors 
based upon a stability constraint. 
2. The Fuzzy Logic Controller 
The fuzzy control algorithm used (Appendix A) 
is written in general terms for a monotonic system 
with two measurements and one input, it is based 
upon those first suggested by Mamdani [1,2). The 
foundation stones for these were laid by Zadeh 
[3-5], who offered a means of translating linguisti-
cally expressed imprecise statements into a clearly 
defined mathematical representation. 
The control algorithm is constructed by a series 
of fuzzy conditional statements of the form: 
If "A OR B is Big" AND "Cis Small" then 
"Dis Medium" linked by the connective OR 
(Else). 
0166-3615/85/$03.30 © 1985 Elsevier Science Publishers B.V. (North-Holland) 
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nslation is performed by making use of the 
g fuzzy set operations: 
Union of the fuzzy subsets A and B of the 
·erse of discourse E is denoted by A u B, 
1 a membership function defined by 
8 (e)=max[ILA(e}; IL 8 (e)]eeE. 
~ membership function 11 A (e) E (0, 1] where 
a generic element of E and A is a fuzzy 
the value indicates to what extent e is an 
lent of A) This corresponds to the connec-
"OR". 
Intersection of the fuzzy subsets A and B 
enoted A n B with a membership function 
ned by: 
, 8 (e)=min[~tA(e); ~t 8 (e}]eeE. 
s corresponds to the connective "AND". 
: Complement of a fuzzy subject A is de-
ed "A with a membership function defined 
(e)= 1-~tA(e). 
s corresponds to the negation "NOT'. 
'uzzy Relation R from U = { x } to V = { y } 
1 fuzzy set on the cartesian product U x V 
,racterised by a function of ILR(x, y), by 
ich each pair (x, y) is assigned a number in 
1] indicating to what extent the relation is 
e in (x, y). 
the case of binary fuzzy relation, (N.B. 
'ined on n-ary fuzzy relation in the product 
ICe U 1 X U 2 X U3 ... X un) the Composition 
two fuzzy relations A and B is denoted by 
, A and is defined as a fuzzy relation in 
>< V whose membership function is related 
those of A and B by: 
•A(x, y)=max[miniLA(x, v); IL 8 (v, y)]. 
v 
. B. A and B are relations from U = { x } to 
= { v } and Q = { v } to V = { y } respec-
ely.) 
is now apparent how the fuzzy conditional 
ttement can be translated. For example 
f A then B" is the relation R =A X B whose 
:mbership function is defined by: 
(u, v)=I-'Axs(u, v) 
=min[ILA(u): IL 8 (v)], uE U, ve V. 
such a relation R is given and the subset 
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value A' of A is known, then the corre-
sponding value of B' can be obtained by mak-
ing use of the compositional rule of inference 
B'=A' o R=A' o (A xB). 
3. Theoretical Analysis and Parameter Selection 
The most conventional stability analysis was 
undertaken by Kickert and Mamdani [6]. The 
fuzzy logic algorithm can be considered as a multi-
level relay and consequently non-linear control 
analytical techniques can be applied. The method 
of analysis chosen was that of the describing func-
tion. However, it is concluded that the procedure 
has a limited range of application. A more general 
approach. they suggest, will be obtained by inves-
tigations of the underlying logical structure such as 
those carried out by Tong [7,8). 
Since its introduction, a limited number of 
plants have been successfully controlled by a Fuzzy 
Logic Controller (9], but there has been little men-
tioned about the criteria used in parameter selec-
tion. As a consequence, Braae and Rutherford 
produced a paper discussing parameter selection 
and adjustment in detail [10). The parameters they 
considered were: 
(1) The fuzzy language - One problem is the choice 
of terms (e.g. PB-positive Big) to represent the 
variation of any linguistic variable (e.g. "Er-
ror"). They suggest that this should be a 
compromise between flexibility (high resolu-
tion) and simplicity (low resolution) typically 
between two and ten values. Each base varia-
ble has also to be assigned a number of dis-
crete elements (e.g. -7-+ + 7) to represent the 
actual value (the real range of which will be 
known based on a prior process knowledge) . 
This number of elements should be sufficiently 
large to accommodate narrow fuzzy sets, but 
kept low to reduce storage requirements. In 
any practical application, the measurements 
used as inputs of the Fuzzy Logic Controller 
will be noisy. So fuzzy sets should be selected 
to be sufficiently large to avoid undue noise 
transmission from the base variable to linguis-
tic variable. The variable domains are chosen 
on a trial and observation basis until the closed 
loop trajectory fits just inside the domain. 
106 
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(2) The set of linguistic rules - To examine the 
rules, Braae and Rutherford choose to track 
the system trajectory through the linguistic 
elements (e.g. PB) whose membership values 
are maximal at a sample instant. This is a 
point on the linguistic phase plane. In this 
way, the rules used during any run are ex-
plicitly defined and may be altered if desired. 
The major changes are obtained by altering 
the scale factors, done on a trial and observa-
tion basis until the trajectory converges on the 
equilibrium state. Minor adjustment is made 
by changing the linguistic elements of the ap-
propriate rules. Thus selection of improved 
rules at each state relies heavily on an intuitive 
feel for the behaviour of the closed loop sys-
tem. 
It will be noted that the success of any particular 
controller structure is heavily dependent upon the 
value of the scaling factors. It is, therefore. surpris-
ing that there has been only one attempt in the 
literature to identify a suitable parameter space in 
the choice of scaling factors. Procyk (11] defined 
two constraints to enable scale factor choice: 
(a) Error tolerance is the largest or smallest value 
in error that can be accommodated without 
initiating a rule modification in the adaptive 
controller (rules are modified when they lead 
to a bad response which is monitored by a 
performance index). 
Error Tol. = ± 0.5 + GE 
where GE is the scaling factor on the error. 
(b) Change in error tolerance is the largest change 
in the direction of the origin that can be 
accommodated without initiating a rule mod-
ification. 
Change in Error Tol. = ± 2.5 + GC 
where GC is the scaling factor on the change 
of error. 
The values 0.5 and 2.5 are functions of the perfor-
mance index. Procyk suggests that a suitable value 
for the error tolerance is 5% of the set-point, and 
for the change in error tolerance is 1/2 to 1/5 of 
the error tolerance. It is suggested also that the 
GU (scale factor on controller output) should be 
about one-third of the maximum possible process 
input. 
Although the final choice is still subjective, it is 
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restricted, as the tolerances are related to the set 
point magnitude. These statements have clearly 
been formulated from empirical data and thus give 
no indication of the system response or limitations 
of use. 
4. Scale Factor Selection from Lyapunov's Second 
Method 
A more rigorous analytical selection procedure 
can be developed from use of Lyapunov's second 
method. This provides a means for determining 
the stability of a system without explicitly solving 
the state space, thus lifting the restriction noted by 
Kickert and Mamdani [6] that the linear parts of 
the system must be of second order when using a 
phase plane analysis. 
4.1. Under~ving Theory 
Consider Lyapunov's method as applied to dis-
crete-time systems: A single input continuous plant 
of the form: 
x=Ax+Bu 
can be represented in discrete form as: 
x{(k + 1)T} =A 1x{kT} +B1u{kT} 
(1) 
(2) 
where x is the state vector, u is the plant input. 
A 1 = e·~r, B 1 =A- 1{eAT- I}B and Tis the sam-
ple time. Asymptotic stability is guaranteed if a 
positive definite discrete Lyapunov function. 
V{ x(kT)} can be found such that the difference 
equation AV{ x(kT)}/At is negative definite. 
AV{x(kT)} _ V[x{(k+ 1)T}]- V[x{kT}] 
At - T 
(3) 
nb. of principal interest is only the sign of 
AV{x(kT)}/At 
consider the quadratic form: 
V{ x(kT)} = xT(kT)Px(kT) (4) 
where P is a symmetric positive definite matrix 
(consequently V{x(kT)} is a positive definite 
function). 
Substitution of Eqs. (4) and (2) in Eq. (3) yields: 
AV{x(kT)} =xT(kT)(A[PA 1 -P)x(kT) 
+u 2(kT)B[PB 1 
+2u(kT)B[PA 1x(kT) (5) 
•rum on Fuzziness 
?arent that the more negative aV{x(kT)}, 
·e rapid the convergence to the equilibrium 
:onsequently, it is desirable to obtain the 
r u that causes aV{ x(kT)} to be a mini-
;, equating il(aV)/ilu to zero: 
- ( B[PAlx(kT)j[ B[PBlr 1• (6) 
~V)jilu 2 = 2B[PB1 (i.e. > 0), this is the 
m value. 
tituting Eq. (6) into (5): 
kT)}min = xT(kT){AfPAl- P)x(kT) 
- (B[PAlx(kT)] 2(B[PBr 1 
(7) 
:an be written as: 
kT)} · = -xTWx mm 
-AfPAl +AiPBl(B[PBlr 1B[PAl 
tationary algebraic Riccatti equation. 
(+6,+6,-71 
(8) 
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4.2. Application to a Fuzzy Logic Controller 
To enable use of the aforestated theory, a fuzzy 
logic controller must be modelled as a multilevel 
relay [6]. The relay is simply achieved by entering 
all the input states to the algorithm and observing 
the subsequent deterministic outputs (obtained 
from the output fuzzy set by choosing that output 
value at which the membership function is maxi-
mal). The result of this process for the controller 
structure of Appendix A is shown in Fig. 1. By the 
very nature of the multilevel relay, there are re-
strictions on the process input, u. In practice, also, 
there will be a restriction on the upper limit of u, 
thus the choice of GU is not entirely arbitrary. 
However, in choosing u in accordance with Eq. 
(6), no restriction has been assumed. Thus umin is 
related to the actual process input 'u' by introduc-
ing the variable 'a '. 
u = umin ±a. (9) 
Substitution of equation (9) into (5): 
AV{ x(kT)} = AV{ x(kT) }min+ a 2B[PB1 (10) 
MANIPULATED VARIABLE 
U !RANGE -7.•7 l 
u 
:X, 
he Fuzzy Logic Controller Modelled as a Multilevel Relay. 
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CONTROL 
RULES 
Fig. 2. The Structure of the Fuzzy Logic Controller. 
This indicates that it is possible for .:lV{ x( kT)} to 
become positive, so the value of 'a' is critical. 
Therefore: 
6V{ x(kT) }min+ a 2B[PB1 < 0 
or 
I I }1/21 I{(BjPBir x 7 Wx > 1'1:11 (11) 
Thus by substituting 
{( 
T )-1 T }1/2 
a= B1PB1 x Wx (12) 
into Eq. (9), two critical surfaces are obtained for 
process input which represent the boundaries be-
tween asymptotic stability and possible instability. 
uc= -(B[PA1x}(B[PB1r 1 
(13) 
(•a. -b,-dl 
(•a .• b,-c l XHGEl 
Fig. 3. The Upper Critical Surface for Input Torque U. [The 
typicaJ form of the critical surface: a and b are functions of GE 
and GC respectively; c, d, and e are functions of both GE and 
GC.l 
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1----~!. PROCESS 1-+-+-....,r 
(The upper critical surface is shown in Fig. 3 when 
the controller of Appendix A and Fig. 2 is used on 
the satellite of Section 5.) 
Therefore, the multilevel relay must fall within 
these surfaces. Its position being governed by the 
value of the scaling factors (assuming GU is fixed 
by maximum input available) as 
x= Gx• (14) 
where G = diag(1/G1, 1/G2 , 1jG3 , ... 1/Gn) and 
Gn is the scaling factor on controller input xn, x• 
represents the discrete states of the fuzzy base 
variables discussed in Section 3. 
If eq. (14) is substituted into F.q. (13), it is clear 
that a parameter space can be identified for the 
scaling factors for which asymptotic stability is 
guaranteed. The ease at which this can be done 
will depend upon the number of inputs to the 
fuzzy algorithm. 
The most stable solution (considering the scal-
ing factors to be the only variables) will occur 
when u = u min for all states x•. 
This, of course, is unlikely to happen in prac-
tice, but the closest to it can be identified. The 
method presented below for doing this can be 
applied generally, but will require increasing 
amounts of computer time, as the number of in-
puts to the fuzzy algorithm increases. 
Let umin = Umlr• where Umlr is the value of the 
multilevel relay for a particular state x. 
Rewriting Eq. (14) as: 
x=xG 
where x = diag(x*) 
T (1 1 1) 
and G = 6;"' G2 , ... Gn 
Substituting in Eq. (6) yields 
( T )-1 T • umlr =- BlPBI BIPAixG (15) 
8 Forum on Fu::im•ss 
The solution to Eq. (15) is unlimited for any 
particular discrete state but if X~; is the matrix 
constructed from the k th state considered and U~; 
the COrresponding Value Of L'mlr then the Set of II 
simultaneous equations can he formed: 
u I 
( T -I T • 
- B 1 PB 1 ) B 1 PA 1x 1 c-1 I 
u~ ( Tp - I T • - B 1 • B1 ) B1 PA 1 x~ c;-1 
u 3 ( T rl T • - B 1PB1 B1PA 1x 3 c;l 
u n ( T r' T • L- B1PB1 B1PA 1xn c-1 n 
Fig. 4. The Satellite Type (a) and Block Diagram (b). 
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Thus if each possible combination of states is 
solved simultaneously the average solution vector 
G wili yield the smallest value of ·a·. Conse-
quently the numher of intersection!' of the multi-
ieve! relay and the critical surfaces wili be min:-
mised. 
This procedure can be readily implementec o:: 
a digital computer and maY also he appiiec :c· 
multi-input systems. 
5. A Practical Application: Satellite Control 
The investigation is undertaken on a flexible 
satellite with uncoupled axes as analysed in (i 3]. 
Computers in Industry 
typically the Hawker Siddeley Dynamics vehicle 
OTS launched early in 1978. The governing dy-
namical equations are: 
jj = 0.006047" 
a+ w~a: = 0.0767" 
and 
y = () + 0.076a:. 
(16) 
Where w; = 4.509 rad 2 s- 2, () is the centre body 
rotation due to rigid body motion, a: is the centre 
body rotation due to flexural motion and y is the 
actual rotation. T is the input torque produced by 
reaction jets. 
The satellite type and block diagram is shown 
in Fig. 4. The system is to be controlled as in Fig. 
2 with T = u. 
It is well known that modelling inaccuracies can 
cause anomalous behaviour in satellite control [17]. 
therefore the main concern of this study is the 
controller response to parameter changes. To fur-
ther test the robustness a mismatch condition is 
introduced by designing the controller based upon 
a rigid body model. It is assumed that y and _v are 
available from on-board instruments.GU is chosen 
as 0.07 giving a maximum torque input of 0.49 
Nm. A selection of 0.01 s for T guarantees good 
sampled-data reconstruction. 
5.1. Scaling Factors for Rigid Body Motion 
Because of the mismatch condition the analysis 
is carried out on the "known" information of: 
XT = [8, 0] 
At=[~ ~] B = [ 0.00604T 2 /2]. I 0.00604 T 
W is chosen as the unit matrix and the Riccatti 
equation is solved using the iterative techniques of 
Hewer [14] and Smith [15). The Hewer algorithm is 
initialised using the method suggested by 
Armstrong and Rublein [16]. 
The solution matrix is: 




and the technique described in Section 4.1 yields 
the scaling factors 
GE= 9 X 104 
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Fig. 5. The System Response with the Fuzzy Logic Controller. 
[Scaling factors: GE = 9 x 10 4 • GC = 21 x 10 4 • Initial displace-
ment: 0.4 radians). 
With these values the multilevel relay only inter-
sects the critical surfaces close to the origin for the 
model available. This suggests a stable response 
until the origin is approached. 
5.2. Comparison with a State Feedback Controller 
The system response to the scaling factors GE 
= 9 X 104 and GC = 21 x 10 4 and initial displace-
ment of 0.4 radians is shown in Fig. 5. 
To enable performance comparisons to be made 
the fuzzy logic controller is compared with a con-
troller based upon state feedback and Lyapunov's 
second method [12]. The controller is in the form 
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Fig. 6. The System Response with the State Feedback Con-
troller. [Feedback matrix K = [302.0. 1526.0)]. 
of a relay with deadband, o: 
q>o 
T = 0 lql < 0 
-t q < -o 
Where T is the controller output torque, t = 0.49 
N m and the disturbance is given by 
q= -Kx. 
Using the approach described in the above refer-
ence and the values we= 0.1, oc = 0.9 the feed-
back matrix is calculated as: 
K = [302.0 1526.0]. 
The system response to this controller is shown in 
Fig. 6. 
Clearly both controllers cope well with the mis-
match condition but the state feedback controller's 
transient convergence is superior. 
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However the fuzzy logic controller does con-
verge to a greater pointing accuracy {note the state 
feedback convergence cannot be reduced by reduc-
ing the deadband). 
To further test the robustness of the controllers 
the system parameters are regarded as variables 
and the governing equations therefore become: 
0 = k 1T 
ii+k 2a=k3T 
and 
y = (} + k 3a. 
First the effect of increasing the magnitude of the 
solar arrays is investigated. As they are increased 
the system response to both controllers obviously 
becomes more sluggish, however, the pointing ac-























Fig. 7. The System Response with the Fuzzy Logic Controller 
With an Increased Magnitude or Solar Arrays. 




















Fig. 8. The System Response with the State Feedback Con-
troller With an Increased Magnitude of Solar Arrays. 
troller. Figs. 7 and 8 show the response to a 
tenfold increase in array surface area for which 
K1 = 15.66 X 10- 5• K 2 = 0.268 and K 3 = 3.75 X 
10- 2• It is apparent that the state feedback con-






















































Fig. 9. The System Response to a 100 Times Panel Thickness 
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STATE FEEDBACK 
Fig. 10. The System Response to a 100 Times Panel Thickness 
Reduction and a Reduction in Centre Body Size with the State 
Feedback Controller. 
The greatest difference is observed when the 
solar array thickness is reduced dramatically. Figs. 
9 and 10 show the responses to a 100 times panel 
thickness reduction and reduction in centre body 
size K1 = 1.764, K 2 = 33.15 X 10- 4 and K 3 = 
4.358. The fuzzy logic controller is clearly superior 
but the system is far outside practical design con-
siderations. 
When a reduction in array length is considered, 
which could occur in practice if the arrays were 
struck by debris, the responses improve similarly. 
It is interesting to note for this reduction the 
steady state error is of the same order for both 
controllers . 
6. Discussion and Conclusion 
The contents of this paper were prompted in an 
effort to improve system reliability in fuzzy logic 
controller applications. Present approaches are 
based upon modelling the strategy of a human 
controller where a reliable mathematical descrip-
tion of the process is difficult to obtain. With this 
approach there are certain drawbacks: 
(a) It is implicitly assumed that significant changes 
do not occur during operation. 
(b) There is evidence to suggest that operators do 
not always report their control strategy relia-
bly (18]. 
(c) The subjectivity in choosing certain control 
parameters and the necessity for their on-line 
tuning may result in extensive damage to the 
plant. 
Thus it is felt that some parameter space must be 
12 Forum on Fuz;iness 
identified whereby the controller can be used with 
relative confidence. It has been shown how this 
can be done using Lyapunov's second method to 
identify a stable choice of scaling factors regard-
Jess of the rest of the controller structure. Follow-
ing this design procedure the performance of the 
controller is investigated under considerable plant 
variation and compared to a conventional design. 
It has been shown that some areas do exist where 
the Fuzzy Logic Controller performs better, al-
though a more quantitative analysis would give a 
more complete picture. However for the plant 
investigated the wide variation in parameter size, 
required to obtain a significant difference in per-
formance between the two controllers, is perhaps 
outside practical design considerations. 
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The input to the controller is the state x2 and the state x1, the output from the controller is the input to 
the process u. x1 is quantised into 13 points ranging from maximum negative state through zero state to 
maximum positive state. The zero state is further divided into negative zero state (NO-just below set point) 
and positive zero state (PO-just above the set point). The fuzzy set for x1 is shown below: 
-6 -5 -4 -3 -2 -1 -0 +0 1 2 3 4 5 6 
PB 0 0 0 0 0 0 0 0 0 0 0.1 0.4 0.8 1.0 
PM 0 0 0 0 0 0 0 0 0 0.2 0.7 1.0 ':.7 0.2 
PS 0 0 0 0 0 0 0 0.3 0.8 1.0 0.5 0.1 0 0 
PO 0 0 0 0 0 0 0 1.0 0.6 0.1 0 0 0 0 
NO 0 0 0 0 0.1 0.6 1.0 0 0 0 0 0 0 0 
NS 0 0 0.1 0.5 1.0 0.8 0.3 0 0 0 0 0 0 0 
NM 0.2 0.7 1.0 0.7 0.2 0 0 0 0 0 0 0 0 0 
NB 1.0 0.8 0.4 0.1 0 0 0 0 0 0 0 0 0 0 
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x 2 is similarly quantised but there is no further division of the zero. The fuzzy set for x 2 is shown below: 
-6 -5 -4 -3 -2 -1 0 1 2 3 4 5 
PB 0 0 0 0 0 0 0 0 0 0.1 0.4 0.8 
PM 0 0 0 0 0 0 0 0 0.2 0.7 1.0 0.7 
PS 0 0 0 0 0 0 0 0.9 1.0 0.7 0.2 0 
NO 0 0 0 0 0 0.5 1.0 0.5 0 0 0 0 
NS 0 0 0.2 0.7 1.0 0.9 0 0 0 0 0 0 
NM 0.2 0.7 1.0 0.7 0.2 0 0 0 0 0 0 0 
NB 1.0 0.8 0.4 0.1 0 0 0 0 0 0 0 0 
The process input u is quantised into 15 points. The fuzzy set is shown below: 
-7 -6 -5 -4 -3 -2 -1 
PB 0 0 0 0 0 0 0 
PM 0 0 0 0 0 0 0 
PS 0 0 0 0 0 0 0 
NO 0 0 0 0 0 0 0.2 
NS 0 0 0 0.1 0.4 0.8 1.0 
NM 0 0.2 0.7 1.0 0.7 0.2 0 
NB 1.0 0.8 0.4 0.1 0 0 0 
The fuzzy sets listed in the preceding are subjec-
tive but logic applies constraints on the choice. 
The same can be said for the set of rules that 
follow which represent a desired transient trajec-






If x 1 is NB then 
If x 2 is NOT (PS OR PM OR PB) 
u is PB 
If x 1 is NB then 
if x 2 is PS 
u is PM 
If x 1 is NB then 
if x 2 is (PM OR PB) 
u is PS 
If x1 is NM then 
if x 2 is (NB OR NM OR NS) 
u is PB 
If x1 is NM then 
if x 2 is NO 
u is PM 
If x 1 is NM then 
if x 2 is PS 
u is PS 
0 1 2 3 
0 0 0 0 
0 0 0.2 0.7 
0.4 1.0 0.8 0.4 










If x 1 is NM then 
if x 2 is PM 
u is NO 
If x 1 is NM then 
if x 2 is PB 
u is NS 
If x 1 is NS then 
4 5 6 
0.1 0.4 0.8 
1.0 0.7 0.2 
0.1 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
if x 2 is (NB OR NM OR NS) 





If x 1 is NS then 
if x 2 is NO 
u is NO 
If x 1 is NS then 
if x 2 is PS 
u is NS 
If x1 is NS then 
if x 2 is PM 
u is NM 
If x 1 is NS then 
if x 2 is PB 


























If x1 is No then 
if x 2 is ANY 
u is NO 
If x1 is PO then 
if x 2 is ANY 
u is NO 
If x 1 is PB then 
if x 2 is NB 
u is NS 
If x1 is PB then 
if x 2 is (NM OR NS) 
u is NM 
If x 1 is PB then 
if x 2 is NOT (NM OR NS OR NB) 
u is NB 
If x1 is PM then 
if x 2 is NB 
u is PS 
If x1 is PM then 
if x 2 is NM 
u is NO 
If x 1 is PM then 
if x 2 is NS 
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If x 1 is PM then 
if x 2 is NO 
u is NM 
If x 1 is PM then 
if x 2 is (PS OR PM OR PB) 
u is NB 
If x 1 is PS then 
if x 2 is NS 
u is NO 
If x 1 is PS then 
if x 2 is NB 
u is PB 
If x 1 is PS then 
if x 2 is NM 
u is PS 
If x 1 is PS then 
if x 2 is (NS OR NO) 
u is NO 
If x 1 is PS then 
if x 2 is (PS OR PM) 
u is NM 
If x 1 is PS then 
if x 2 is PB 
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I ll'iTRODUCTIO!'i 
The 'simple' fuzzy logic controller has been successfully 
implemented in many test cases and in actual industrial 
applications (1-121. Despite this success there are spe-
cilic drawbacks in the design approach: 
I. A reliable linguistic model of the operator's control 
strategy will not always be obtainable. 
2. It is implicitly assumed that significant process 
changes do not occur during operations that are 
outside the operator's experience. 
An attractive resolution of these problems is provided 
by the self-organizing fuzzy logic controller (SOC) 
(13. 14) which is capable of generating and modifying 
control rules based upon an evaluation of their per-
formance. Procyk ( 13) demonstrated the potential of the 
SOC by simulating the control of several general pro-
cesses. but realized that its full worth could only be 
evaluated after many application studies. 
This paper describes a design study of the SOC that 
involves a process of greater complexity and higher 
mathematical dimension than has previously been 
investigated. The study highlights specific design prob-
lems that can be encountered and in the opinion of the 
authors represents a valuable extension to the published 
work in this area. 
A basic familiarity with the 'simple' fuzzy logic con-
troller is assumed: the unfamiliar reader is referred to 
(15. 16). 
2 DESCRIPTION OF THE SOC 
The SOC is an extension of the 'simple' fuzzy logic 
controller that incorporates performance feedback 
(Fig. I). The performance measure operates locally by 
assigning a credit or reward value to the individual 
control action or actions that contributed to the present 
performance. The credit value is obtained from a fuzzy 
algorithm which linguistically defines the desired per-
Tilt' MS was rt-relred un 22 .\fay /9XJ and """l acceprrJ for publication on 11 
A~tqust /9X5. 
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formance and has the same form as the control algo-
rithm of the 'simple' fuzzy logic controller. This 
information will be available because the control engi-
neer will have a definite idea of the closed loop trajec-
tories that are acceptable. 
By implementing the standard techniques of fuzzy 
calculus the performance index can be written in the 
form of a 'look-up' table. If the antecedents of the per-
formance rules are process oucpuc a and clwnge in 
vrocess output ca, then the credit value for a particular 
process output 11 at the sample instam kT is given by 
p:(kT) =f{a"(kT), ca"(kT): (i) 
The vector of credit values for an m output process is 
These credit values represent required changes of the 
system output(s) and consequently to enable rule ;nodi-
fication they must be translated to changes in the 
manipulated variable(s) input to the process. P,ikT). If 
monotonicity can be assumed. then for the single input-
single output system the relationship is simply 
p;(kT) = p.(kT) {3) 
For the multivariable case. information about the 
input-output cross-coupling characteristics must be 
provided. This requirement can be met by including a 
model of the process in the controller. and due to the 
SOC's learning capabilities a relatively crude repres~nt­
ation is adequate. Procyk and Mamdani ( 14) propose 
the use of an incremental model which can be derived 
as follows. 
Consider the general multi-variable process charac-
terized by the state space equation: 
x =f(x. u) 14) 
For a small change in the input vector u and sub-
sequent change in the state vector x, the change in the 
first output derivative is given by 
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Q Quantization process 
M Detenninistic output selection 
GI Input scaling factors 
GO Output scaling factors 
Fig. I Form or the SOC 
where 
eft i'ft eft eft 
ex! c1x 2 ex) ex., 
cf tj2 cf2 i'f2 cf2 
-.::.. h:l CX2 CXJ ex., exT- (6) 
cf .. cf .. cf .. cf .. 
ex! ex2 ex) ox., 
eft oft eft oft 
Cu 1 Cu,_ CUJ cu. 
of;;. cJ2 cf2 cf2 of2 
OUT- i'ut cu2 cu3 cu. (7) 
i'f .. cf .. cf .. of .. 
cu 1 eu2 CUJ cu. 
-~; = };(x, u) (8) 
and m and n are the state vector dimension and the 
input vector dimension respectively. 
The input changes llu will give a state vector change 
llx after one sample instant T of 




Ax= M llu (10) 
where 
M= E-T- T-( cf )-! of oxT OUT 
and E is the unit matrix. 
Consequently, if P.(kT) is a vector of required output 
changes the vector of input changes can be calculated 
from 
(II) 
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Given the input rewards P;(kT), the rule(s) that most 
contributed towards the present state, kT. must be sel-
ected and modified accordingly. The problem of rule 
selection is related to the process dynamics and will be 
discussed in detail in Section 4. The rule modification 
procedure is as follows and although presented for a 
single input-single output system, the procedure can be 
extended to the multi-variable case. 
Consider the inputs to the controller to be a(kT) and 
ca(kT) and the input to the process to be r(kT). At some 
instant kT the process input reward is p1(kn and if the 
process input rT samples earlier contributed most to 
the present state then the controller output due to the 
measurements a(kT- rT) and ca(kT- rT) should have 
been r(kT - rT) + p1(kT). The rule modification can be 
approached by forming fuzzy sets around the above 
single values: 
A(kT- rT) = F,{a(kT- rT)} (12) 
CA(kT- rT) = F,{ca(kT- rT)} (13) 
r(kT- rT) = F,{r(kT- rT) + p1(kT)} (}4) 
where F, represents a fuzzification procedure. 
Therefore the controller is modified by replacing the 
rules that most contributed to the process input rT 
samples earlier with the rule: 
A(kT - rt)-+ CA(kT - rnr(kT - rT) (15) 
It is apparent how the above procedure can be used 
to generate rules from an 'empty' controller (that is no 
initial rules). 
3 DESCRIPTION AND MODEL OF PROCESS 
The process chosen for the design study is a hypotheti-
cal flexible communications satellite similar to the 
French multi-mission platform SPOT. The configu-
ration of the vehicle is shown in Fig. 2. It is assumed to 
be travelling in a near polar circular orbit which is syn-
chronized with the Sun and precesses at the same rate 
as the Earth, therefore no orbital corrections are 
required. The vehicle is required to function in a fine 
© IMechE IQRI> 
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Direction of flight 
----0---~~mg roll axis 
cb Yaw axis aligned 
1 on eanh centre 
fig. l Spacecraft configuration 
pointing mode and the orbit reference axes. aligned with 
the satellite body are defined as: 
(a) the roll axis, directed along the line of flight; 
(b) the pirc!J axis. normal to the orbital plane: 
(c) the _rall' axis. directed along the vector locating the 
centre of the Earth relative to the satellite mass 
centre. 
It will be noted that the axis set rotates about the pitch 
axis at the orbital angular velocity. 
The solar array is mounted at the corner of one side 
of the spacecraft wall by means of a boom which is 
orientated parallel to the negative pitch axis. The array 
can rotate about this axis to maximize its exposure to 
solar energy as the craft traverses the Earth. 
The vehicle is controlled by three orthogonally posi-
tioned reaction wheels, one per axis, which rotate on 
magnetic bearings to minimize the friction. The wheels 
operate with a linear torque-speed characteristic until 
saturation occurs. The control of all three axes must be 
considered as there is significant dynamic coupling. This 
is due to the size of the solar array, the asymmetry of 
the craft and the coupling effect of the momentum 
wheels (if small attitude rates are assumed the latter 
effect is negligible). 
A state variable model of this vehicle has been 
derived (17) using data supplied by the British Aero-
space Dynamics Group; a summary of the approach is 
presented below. 
Using hybrid coordinate analysis (18) and assuming 
small angular rates and small attitude manoeuvres, the 
spacecraft dynamics may be represented by differential 
equations describing roll, pitch and yaw attitudes. and 
the solar array bending motion, as follows: 




where T is the error torque acting on the vehicle 
(difference between external torques and the control 
torques), I is the 3 x 3 inertia matrix, p the body 
angular position, If the vector of modal deformation 
coordinates of dimension m, a a 3 x 3 matrix whose 
columns are the moment of the mode shape a;, i = I, 
... , m and n is an m x m diagonal matrix the elements 
of which are the modal frequencies. 
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As the body axis set is rotating with orbital angular 
velocity w. about the pitch axis it must be related to the 
reference axis set by the transformation (17): 
4J = w.t/1 + p (18) 
where 
(19) 
is the vector of attitude angles (roll. pitch and yaw 
respectively) and 
w. = [ ~ ~ ~·] 
-w. 0 0 
(201 
Substituting this transformation in equations ( 16) and 
(17) yields 
ij + Q 21/ = fJT(cJi- W0 cP) (111 
and 
T = rtc.ti --' w. t/1)- aij 1221 
If equations (21) and (22) are written in the form of 
the partitioned matrix equation: 
then its transformation can be written as a set of 
second-order differential equations: 
which can be written in state variable forn •. 
The state vector of order (6 + 2m) is defined as 
xT = [</l 4> 8 ti 1/1 ,jJ 'It ~ 1 · · · irmJ 
4 DESIGN Of SELF-ORGANIZING n;zzy 
LOGIC CONTROLLER 
4.1 The performance index 
The performance index measures the deviation from the 
path of the desired trajectory and issues appropriate 
changes that are required at the output of the comrol-
ler. The index inputs in the case of the Earth resources 
satellite are conveniently chosen as attitude and change 
in attitude. The linguistically expressed desired trajec-
tory will be the same for all three axes. making possible 
the use of the same performance index for each axis. 
Although the linguistic trajectory will be the same for 
each axis, the attainable 'real' trajectory may be differ-
ent. However, the 'real' value of the performance index 
is dependent upon the scaling factors and can be diller-
en! for each axis. 
The linguistic performance rules, presented below, arc 
written using a qualitative feel for a general two-
measurement. one-input monotonic undamped process. 
and are intended to provide fast convergence coupled 
with the required damping around the equilibrium state 
to achieve a high pointing accuracy. 
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Change in attitude 
Attitude PB PM PS zo NS NM NB 
PB NB NB NB NM NM NS zo 
PM NB NB NM NM NS zo PS 
PS NB NB NS NS zo PS PM 
PO NB NM NS zo zo PM PB 
NO NB NM zo zo PS PM PB 
NS NM NS zo PS PS PB PB 
NM NS zo PS PM PM PB PB 
NB zo PS PM PM PB PB PB 
For convenience the rules have been written in matrix 
form and should be interpreted as: 
If 'attitude is NM' and 'change in attitude is PS' then 
'credit is PS'. 
The ·zo· elements repre,ent states where the per-
formance is deemed acceptable and it will be noted that 
there are relatively few of these in the r-erformance 
rules. This occurs because the rules have been written to 
generate control rules from an 'empty' controller and 
are therefore more active than if they were simply to 
modify existing rules. The more active the performanc'! 
index the closer the response will be to the time 
optimal: however. this may result in continual modifi-
cation of the rules in trying to achieve an unattainable 
trajectory. 
The linguistic elements used are the same as those 
used in most of the application studies reported: the 
need for other terms or linguistic hedges such as very. 
more or less etc. is thought unnecessary for the study. 
These terms have the following meaning: 
PB positive big 
PM positive medium 
PS positive small 
PO positive zero 
ZO zero 
NO negative zero 
NS negative small 
NM negative medium 
NB negative big 
The terms PO and NO are introduced to obtain finer 
control about the equilibrium state. PO being defined as 
values slightly above zero and NO terms slightly below 
zero. 
The fuzzy sets are formed upon a discrete support 
universe of 14 elements for the attitude. 13 elements for 
the attitude rate and 15 elements for the torque output. 
Appropriate membership functions are assigned to each 
element of the support set rather than by functional 
methods (1 ). The choice of membership functions that 
form a particular fuzzy set is subjective: however. 
common sense applies constraints to the ;alues they 
may take. The resulting sets representing the lingu:stic 
terms presented above are listed in Table I. 
If the input states are assumed to be fuzzy si:.gkto:t:: 
(that is fuzzy sets with membership functions equal to 
zero everywhere except at the measured value where it 
equals one). the linguistic performance rules can be 
transformed into a 'look-up· table (Table 21 using the 
standard techniques of fuzzy calculus ( 161. 
Table I The fuzzy set definitions 
lal The altitude ·' 
-6 -~ -4 -J -I -0 +0 4 
PB 0 0 0 0 0 0 I) 0 0 0 0.1 04 0.:1 : .'J 
P\1 0 0 0 0 0 0 0 0 (1 0.2 0.~ !.0 0." o . .: 
PS I) I) 0 0 0 0 n 0.3 0.~ 1.0 0.5 1.!.1 ,, 
" PO 0 0 0 0 0 0 0 1.0 0.6 0.1 0 () I) [) 
~0 0 0 0 0 0.1 0.6 1.0 0 0 0 0 0 () II 
-.:s 0 0 0.1 0.5 1.0 0.8 O.J 0 0 0 0 0 0 0 
1'\1 0.2 O.i 1.0 0.7 0.1 0 0 0 () 0 I) 0 0 IJ 
:\8 1.0 0.8 0.4 0.1 0 0 0 0 0 () 0 0 (I 0 
101 The altitude rate .i· 
-6 -5 -4 _ _, -1 -I 0 2 4 
PB 0 0 0 0 0 0 0 0 0 0.1 0.4 0.8 1.0 
P!\1 0 0 0 0 0 0 0 0 0.2 0.7 1.0 0.7 o.: 
PS 0 0 0 0 0 0 0 0.9 1.1) 0.7 0.1 0 0 
zo 0 0 0 0 0 0.5 1.0 0.5 0 0 () I) I) 
NS 0 0 0.2 0.7 1.0 0.9 0 (1 0 0 0 0 ,, 
1'\1 0.2 0.7 1.0 0.7 fl.~ 0 0 I) 0 0 0 0 I) 
:-.:o 1.0 0.8 0.1 0.1 0 0 0 0 () () (I il I) 
(CI The credit value P. 
-7 
-6 -5 -4 -3 -1 -I 0 4 I> 
PB 0 0 0 0 0 0 0 0 0 0 0 0.1 0.4 ll.K I.U 
P\1 0 () 0 0 0 0 0 0 0 0.2 0.7 1.0 0.7 0.2 0 
PS 0 0 0 0 0 0 0 0.4 1.0 0.8 0.4 0.1 0 0 n 
zo 0 0 0 0 0 0 0.1 1.0 0.~ 0 0 0 0 0 0 
NS 0 0 0 0.1 0.4 0.8 1.0 0.4 0 0 0 0 0 0 0 
N\1 0 0.2 0.7 1.0 0.7 0.2 0 0 0 0 0 u u ll 0 
NB 1.0 0.8 0.4 0.1 0 0 0 0 0 0 0 0 0 0 0 
Pro< In"" !\.tech Engrs Vol 200 l\o Cl r9 1\iechf 19~1) 
121 
A DESIGN STUDY OF A SELF-ORGANIZING FUZZY LOGIC CONTROLLER o.l 
Table 2 Perrormance index 'look-up' table 
Alii tude -6 -5 -4 -3 -2 -I 
-6 7.0 6.5 7.0 6.5 7.0 7.0 
-5 6.5 6.5 6.5 5.0 6.5 6.5 
-4 7.0 6.5 7.0 5.0 4.0 4.0 
-3 6.5 6.5 6.5 5.0 4.0 4.0 
7.0 6.5 7.0 4.0 1.0 1.0 
-I 6.5 6.5 6.5 4.0 1.5 1.5 
-0 7.0 6.5 4.0 3.0 1.0 1.0 
+0 7.0 6.5 4.0 3.0 0.0 0.0 
I 4.0 4.0 1.5 1.0 0.0 0.0 
4.0 4.0 1.0 1.0 0.0 0.0 
1.5 1.0 0.0 -1.0 -1.5 -1.5 
4 1.0 1.5 0.0 -1.0 -1.0 -1.0 
5 0.0 0.0 -1.5 -2.5 -4.0 -4.0 
6 0.0 0.0 -1.0 -3.0 -4.0 -4.0 
4.2 Rule modification 
For the three-axis control of the earth resources satellite 
under study a general control rule is the implication: 
A.,. ...... C.-1., ...... ..J"_, CA 8 -> A,.~ CA., ...... r<~> ...... r 8 --+ rw 
(25) 
where A. C.-t and r are fuzzy sets for the attitude. 
change in attitude and the torque output respectively. 
the subscript denoting the reference axis. If the control-
ler is ·empty' then an initial rule must be created: 
further rules will be generated when required by the 
modification procedure. The initial rule is formed from 
the fuzzification of the initial conditions a~, ca~, a~, 
ca~. a~. en~. p;.,.. p;8 • p;., (control torques, r~ = r~ = 
r~ = 0). This is done using a fuzzy kernel to provide a 
spread of values about the single support element. thus 
creating the following fuzzy sets which are the same for 
each axis: 
A = :1a- XI. IIK(ll- x): 
C.-t = ;tea- xl. 11Kica- x): 
r = :17 ... ['; - x). IIKir + P; - x); 
where 
ll.O. X= ±0 
JIKl<l- X) 0.7. X= ±I 
JIK(l'a- xl . 01 X= ±2 I ·-· 
JIKir + P; - x) I 0.0, 3:o::;x:o::; 
126) 
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The single elements at the input and output of the 
controller at each sample instant are stored for use by 
the modification procedure. Thus if the present instant 
is kT and the modification is made to the controller 
output rT samples earlier. the rule to be included 
results from the fuzzification of a.p(kT- rT), ca.,.(kT 
- rT) . .... roVIkT- rT) + p;.,(kT). To avoid contradic-
torY rules anv rules with similar antecedents to the 
ab~ve must be removed from the rule store. This also 
removes those rules that most contributed to the 
control action being rewarded. Procyk (13) forwards an 
algorithm for achieving the removal when initial rules 
are present in the controller. The algorithm analyses the 
membership function as follows. 
If AR ...... CAR ...... rR represents a stored control rule 
©I MechE I~Sb 
Change in allitude 
0 4 
4.0 4.0 4.0 3.0 1.0 0.0 0.0 
4.0 4.0 4.0 2.5 1.5 0.0 0.0 
4.0 1.0 1.0 1.0 0.0 -1.5 -1.0 
4.0 1.5 1.5 1.0 0.0 -1.0 - 1.5 
1.0 0.0 0.0 -1.0 -1.0 -4.0 -4.0 
1.5 0.0 0.0 -1.0 -1.5 -4.0 -4.0 
0.0 0.0 0.0 -3.0 -4.0 -6.5 -7.tl 
0.0 -1.0 -1.0 -J.ll -4.0 -6.5 - '.0 
-1.5 -1.5 -1.5 -4.0 -6.5 -~.5 -h.5 
-1.0 -1.0 -1.0 -4.0 -7.0 -6.5 - i.tl 
-4.0 -4.0 -4.0 -5.0 -0.5 -6.5 -h.5 
-4.0 -4.0 -4.0 -5.0 -7.0 -6.5 -7.0 
-4.0 -6.5 -6.5 -5.0 -6.5 -6.5 -6.5 
-4.0 -7.0 -7.0 -6.5 -7.0 -o.:i -7.0 
and A'" and CAm are the antecedents of the ruk to be 
included. then calculate the fuzzy subsets: 
DA =min :AR, NOT (Am)} 
and 
DCA= min {CAR, NOT IC.4ml: 
If these subsets have all the membership functions 
less than or equal to 0.5 then th~ rule should be deleted: 
if not, it is kept. This is repeated for all stored rules. 
In the implementation of the SOC re4uired. the 
above algorithm would delete only those rules that haYe 
identical antecedent fuzzy sets to the rule to be 
included, as the form of all sets is generated from equa-
tion (26). Consequently, the number of operations 
required for modification can be significantly reduced 
by checking for coincident support sets. To reduce the 
number of rules generated, the modification algorithm 
used deletes rules unless their antecedents ha\'e fuzzy 
sets displaced along the universe of discourse by more 
than one support value relative to the antecedents of 
the rule to be added. This operation .:an he ~xrres-.ed 
linguistically as: 
Delete all rules that are about the same as the one to 
be added. 
4.3 Selection of a 'real world' model 
Central to the design or the SOC is the selection of ;~ 
process model that will reflect the degree of input-
output coupling. The models used in this investigation 
are presented below. 
4.3.1 Fle:dhle vehicle model 
The mathematical model used for the simulation of the 
satellit~ written in state variable form is 
x =Ax+ Bu 1~7) 
Implementing equation ( 10) provides the non-square 
model M "' where 
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Clearly this cannot be used in its present form as the 
requirement is for a model matrix that relates a three-
dimensional vector of process output changes P. to a 
three-dimensional vector of process input changes P; 
and M •• is a 14 x 3 matrix. This can be achieved by 
including in the model matrix M only .attitude informa-
tion (c/J, 0 and 1/1) formed from the elements of mu of M "' 
as follows: 
[m11 m12 IIJIJ] 
,\rl = IIJJI ,,J:! mJJ (30) 
/115 I '"s! Ill; 3 
Therefore: 
(31) 
where ,w is the M- 1 matrix after normalization and 
scaling-a process described later. 
4.3.2 Rigid relzide model 
An alternative model is formulated from a satellite 
description that does not include any flexible informa-
tion: thus the governing differential matrix equation 
results from modifying equation 122) to 
T = I!tP - ,(!., cPJ 
from which the rigid vehicle state equation 
.\'R = .4RxR + BRu 
can be formed. The vector xR is defined as 
X~=[c/JcPtiHi/1~] 
Equation (29) becomes 




where 1/ "' is a 6 x 3 matrix and the model matrix M 
can be obtained by using equation (30) 
The matrix .\r 1 relates small 'real world' changes in 
the process outputs to small 'real world' changes in the 
process inputs. This must be scaled to the universe of 
discourse of P; and P., by using the scaling factors for 
each axis: 
M=M- 1 l!J.(/) 
!!J.T = GTP; 
and 

















G Y, GC and G T are the scaling factors on the atti-
tude, change in attitude and controller output respec-
Proc Insln Mech Engrs Vol 200 No Cl 
tively; the subscript denotes the reference axis. Iff is 
produced from (GT)- 1(M)- 1(GY)- 1 by a normalization 
process to ensure that P; cannot exceed the maximum 
(or minimum) element of its support set ( ± 7). This con-
dition is satisfied if 
5 1
1 ~~G;~~~TJ + lc;:~TJ + IG;; 1~TJ ~I 
si 
1 ~~ G;~1~Ta~ +I G~!~7J +I G;~1~T,,I ~ 1 1 ~ 91 
s; 
1 ~~ G;~3~TJ +I G;:~TJ +I G;~3~TJ ~ 1 
where mu is an element of M- 1. X1 is obtained from 
A7f =scale x (GTl- 1(A·I)- 1(GY)- 1 1-WI 
where 
It will be noted that to ensure the maximum r<Jngc l'f 
use of the universe of discourse for ea~:h <Jxis the 
numerical values of s,. ""and s3 must be apprc>ximatcl: 
the same. 
4.4 Controller parameter selection 
The selection of the scaling factors is not wholly subjec-
tive (19) since their magnitude is a compromise between 
sensitivity during rise time and the required steady state 
accuracy. Procyk (13) attempted to reduce the subjcctiY-
ity by introducing the terms: 
I. Error tolerance !ETJ. This is the largest or smalkst 
value in ·real' error that can be accommodated 
without initiating a rule modification. From the p.:r· 
formance index ·took-up' table !Table ~). it can be 
seen that this is giYen by: 
0.5 ET= _,__ 
- Gl' 
1411 
~ Clll711ffe in error tolerance (CTJ. This is the largest 
change in the direction of the origin during one 
sample that can be accommodated without initiatir:~ 




It is suggested by Procyk that suitable values for ET 
and CT are: 
ET ;;;; 5 per cent of the set point 
CT ;;;; t to * of ET 
These are a subjective selection and as Procyk pnints 
out the technique does not yield the best settings sin~:c 
the tolerances could be reduced at/ iuji11itum. Also. since 
for the multi-variable case the same performance index 
is used for each axis and the set points arc the same. th~ 
above procedure would always give the same scaling 
factors for each axis, which may not be desirable. 
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However. the procedure provides a starting point for 
scaling factor selection. Using the initial conditions: 
cp = () = 1/1 = 0.025 rad 
~ = ~ = 1/1 = 0.001 rad/s 
equation (41) is 
ET = 5 X 0.0::!5 = ~ 
100 GY 
or 
GY = 400 
and if CT = ET 5. equation (42) gives 
GC = 10000 
(Note: Gl:O = Gl~ = GY,, = GY and GC"' = GC8 = 
GC"' = GC) 
By making an analogy of the SOC with a convention-
al PI controller (G Y and GC are considered to be the 
equivalent of the integral and proportional gains 
respectively) Yamazaki and Mamdani (20) present equa-
tions for G 1' and GC. These equations are functions of 
the process parameters and are formulated from the 
characteristic equation method and the Ziegler and 
Nichols formulae. However. it is demonstrated that the 
settings obtained from these equations are not the best. 
thus confirming that the similarity between the SOC 
and the PI controller is only structural. The authors 
suggest that qualitative methods only can be used and 
present a line of reasoning for scaling factor selection 
similar to Procyk (above) by cor!sidering the mapping 
of 'real' variables to the limtuistic term 'zero'. 
An alternative qualitati~e selection can be made as 
follows. As the initial attitude is 0.025 rad (all axes). 
then to maximize the sensitivitv in the initial transient 
phase this should be mapped t~ the maximum discrete 
support value thus: 
Gr = - 6- = 1-10 0.0:!5 
The lar11.est chan11.e of attitude (at small attitudes! that 
is consid;red acceptable by the authors is 0.025 rad 
over the 600 s simulation period. For a sample time of 
0.5 s. (0.025 x 0.5) 600 must be mapped to 0.5 (above 
this value the quantization process registers a support 
value of one and a value below would register as zero I: 
600 X 0.5 2 OO GC = = 40 
0.025 X 0.5 
The above two sets of input scaling factors represent 
starting points for scaling factor selection: the optimum 
parameters will be selected by a logical trial and obser-
vation procedure. 
The delay in reward parameter DL specifies which 
input(s) in the past most contributed to the present per-
formance and is therefore related to process lags. 
Procyk (13) suggests that this can be selected by 
approximating the process to a pure dead-time process 
using 
e-•L 
s s + s2 L + s3 I! !2! + ... 
© !MechE 19b6 
and setting DL to the equivalent dead-time L. For small 
attitude rates the satellite model is approximately 
tf>(s) = b21r<1> + h22,ro + h13 r"' 
s· 





where hij is an element of the input matrix B. Cl.:arl\· for 
this process the above approach is not suitable. 
Yamazaki and Mamdani (20) question whether the 
Lth previous control action is really the major contribu-
tion to the present state and suggest a selection ,,f DL 
somewhere between L and the time taken to reach a 
peak in response to an impulse at 1 = 0. From equa-
tions (43) to (45) it can be seen that if -r = 0 then tP = 
constant. and consequently the impulse response will 
not peak and the above suggestion cannot be used. 
However. these methods are only an aid to DL selection 
and do not necessarily yield the best setting. For more 
complex processes the only option amilable is selection 
by trial and observation. Procyk's experiments indi-
cated that the choice of the parameter was not critical 
and that better initial performances w.:re obwined 11. tile 
reward was distributed over several past sampl.:s. 
4.5 Form of process input and GT selection 
If the discrete controller output at sample instant kT is 
u*{kT} then the process input u:kT: is given by 
1461 
As the maximum available torque is 0.2 i\ m then GT 
is formed from 
0.2 
GT"' = GT9 = GT~ = 7;;:;. 0.03 
5 St:\IUL\ TIO'-o; RESL'LTS 
The figures presented in this section show the satellite 
response to the various controller parameters and arc 
produced by creating an initial set of rules rrom an 
'empty' controller over a simulation run. then repeating 
the simulation with the stored rules until the per-
formance converges upon the optimum (for a panicular 
set of controller parameters). Where there is a signifi-
cant difference between this optimum and the initial 
response both trajectories are presented upon the <;arne 
axes sets. 
Figure 3a shows the attitude responses to the param-
eters: 
GYq, = Gl~ = Gl~ = 400 
GC"' = GC9 = GC~ = 10000 
GTq, = G78 = GT,. = 0.03 
and the flexible model. The reward is distributed 
equally over the last five samples and is used for all 
results in this section unless otherwise stated. The dela)' 
in reward parameter was chosen as such because if only 
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(a) -- Initial run 
- - - - Sixth run 
(b) 
Fig. 3 Responses to SOC 
the last sample is rewarded then a very small number of 
rules is created during each run and system per-
formance is poor. This is due to the rule deletion algo-
rithm employed. To create an acceptable number of 
rules the delav in reward must be increased, and it was 
found that the performance was better if the reward was 
distributed over several samples. Increasing the param-
eter above five has no significant effect upon the per-
formance and causes an increase in the required 
computation time. During the initial run 43 rules were 
created and the best performance occurred on the sixth 
run, after which I 7'2 rules were stored. It is interesting 
to note that in achieving this optimum response there 
was a 'cycling' of performance in that it would improve 
over a number of simulation runs and then deteriorate 
before improvement occurred again. This phenomenon 
is due to the controller trying to achieve a performance 
that is not attainable and can only be stopped by 
modifying a combination of the controller parameters. 
controller model and performance index. 
Paradoxically, the above performances, specifically 
the pitch attitude response, are improved if the rigid 
model is used in the controller (Fig. 3b). For this case, 
84 rules are created on the initial run and the best 
performance occurs on the third run, after which 110 
rules are stored. This performance improvement is not 
significant since it must be remembered that both 
models are approximations of the process dynamics. 
Proc Instn Mech Engrs Vol 200 No Ct 








Fig. 4 Responses to SOC 
Figure 4a shows the attitude responses to the param-
eters: 
G~, = GYu = G}~ = 240 
GC4> = GC9 = GC,. = 24000 
GT4> = GT9 = GT,. = 0.03 
and the Hexible model. On the first run, 14 rule> arc 
created and the performance is not significantly 
improved in subsequent runs. Again, the performance is 
improved by using the rigid modei in the controiler 
(fig. 4b). Clearly these parameter settings are superior 
to the previous ones. 
The transient performance can be improved by 
decreasing the controller input scaling factors. for 
example, fig. 5a shows the attitude response to: 
Gl~ = GY6 = GY., = 180 
GC4> = GC6 = GC., = 20000 
GT4> = GTo = GT"' = O.QJ 
and the rigid model. The figure shows the first run, for 
which seven rules are created. Unfortunatelv. this 
improvement in the transient behaviour is accorn"panied 
by a slight deterioration in the steady state pointing 
accuracy. 
© !MechE 19M6 
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~ ~ ·600 s Initial run 
(b) 
Fig. 5 Responses to SOC 
An increase in the scaling factors improves the steady 
state pointing accuracy but the transient behaviour 
deteriorates. figure 5b shows the attitude response to 
G}~ = Gl~ = G1~ = 1600 
GC>I> = GC9 = GC• = 80000 
GTq. = GT, = GT~ = 0.03 
and the rigid model. This increase in the scaling factors 
is accompanied by an increase in the number of rules 
created (for example 79 for the first run illustrated). 
It is interesting to note that the steady state per-
formance of Fig. 5a is not significantly worse than that 
of Fig. 4b. This is due to a combination of the degree of 
excitation of the flexural modes (that are not actively 
controlled) and the rule deletion algorithm. The latter 
problem occurs because close to the origin (specifically 
within the band attitude = ± 0.5/G Y) for a particular 
sample many of the discrete states of the previous few 
samples will be 'about the same' (see Section 4.2) as the 
present state and therefore the rules generated from 
them will be deleted. Hence there will be fewer rules 
available for control about the origin. To investigate 
this, the deletion routine is modified so that a rule is 
deleted only if its antecedents are identical to the one to 
be added. Using the controller parameters associated 
with fig. 4b and rewarding only the last sample. results 
in the creation of 310 rules on the first run (Fig. 6a). 
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1,1;""~ ~ w\7= '"'-= .600 s 
i;~'P 
~ ~ .600 s Second run 
(b) 
Fig. 6 Responses to SOC 
After the second run 490 rules are stored and the 
response (fig. 6b) is improved marginally. The number 
of rules created on the third run exceeded the accept-
able limit of 600 set by the authors. Although the 
responses of fig. 6b are arguably the best obtaint:J. th~ 
number of rules created is too large. requiring long 
CPU times to calculate the output. For these param-
eters some control of the modal vibrations is exhibited 
as they become more dominant (Fig. 7a), whereas for 
the parameters of Fig. 4b the modes are excited contin-
ually throughout the simulation (fig. 7b). Thi~ mudai 
control is also displayed by the parameters used io 
produce fig. 5b. The increase in pointing accuracy also 
results in a decrease in control energy tfig. Sa) over the 
control output for the parameters of Fig. 4b (fig. Mb). 
6 CONCLUSJOI\S 
It has been shown that the SOC can perform reason-
ably well on a complex process with limited proc..:s, 
knowledge, therefore encouraging its use in other indus-
trial applications. 
In the design of the SOC, the methods proposed by 
Yamazaki and Mamdani (10) and Procyk (13) to select 
some of the controller parameters either yielded unsuit-
able values or were not applicable to the process 
studied. However, a set of suitable controller param-
PrlX: lnstn Mtch Engrs Vol 200 l"o C I 
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(a) 
(bl 
Fig. 7 :Yiodal responses to SOC 
etcrs were obtained without great difficulty using a trial 
and obscr\'ation procedure. 
The work of Procyk indicated that the performance 
of the SOC was relati\'ely insensitive to the accuracy of 
the process model and the delay in reward parameter, 
which has been confirmed here. However, the need for a 
careful selection of the scaling factors has been demon-
strated. 
The dimension of the process studied made it necess-
ary to employ an alternative to Procyk's rule deletion 
algorithm to keep the number of rules down to an 
acceptable level. For processes of higher dimension, 
further modification to the deletion algorithm may be 
required that will be a compromise between acceptable 
control and permissible computation time. 
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Forum on Fuzziness 
A Study of Fuzzy Logic Controller 
Robustness Using the Parameter Plane 
S. Daley 
Dept. of Electrical Eng. and Electronics. Brune/ Unh·ersity. 
Uxbridge. Middlesex UB8 3PH. U.K. 
and 
K.F. Gill 
Deparrment of .Hechanical Engineering. Unit"ersin· of Leeds. 
Leeds LS:C 9JT. U.K. 
An attempt is made to obtain a quantitativ~ analysis of 
fuzzy logic controller robustness using param~ter plane tech-
niques. The method requires the controller. which is modelled 
as a multilevel relay. to be represented by a describing func-
tion. Therefore. the analysis can only be applied to systems 
where the input to the non-linearity is sufficiently close to a 
sinusoid to justify this representation. It is found that. al-
though general quantitative results cannot be obtained. the 
method does produce a good indication of controller robust-
ness for the plant investigated. 
Kenmrds: Fuzzy logic control. Parameter plane. Robustness. 
Describing function. 
1. Introduction 
Since its introduction by Zadeh in 1965 [1] 
fuzzy logic has been used successfully in a number 
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of control applications [eg. 2-5]. Despite this 
success. general opinion has been that its use 
should only be considered when conventional 
techniques have proved inadequate yet a human 
process controller has been shown to cope well. If 
this philosophy is retained. its potential range of 
application will be extremely limited. However. in 
many of the application studies the fuzzy logic 
controller has displayed greater insensitivity to 
process changes than other. more conventional. 
controllers. The robust properties of the fuzzy 
logic controller therefore should not be overlooked 
and may alone form the justification for its wider 
use. 
In a previous study (6] the authors applied 
fuzzy logic techniques to the design of an attitude 
controller for a flexible spacecraft. The robustness 
of this controller was demonstrated using a digital 
simulation to study its performance in response to 
various changes in the process parameters. Al-
though this gave an indication of the robust qual-
ities of the fuzzy logic controller it was concluded 
that a theoretical analysis was required to give a 
more complete picture. In this paper the suitabil-
ity of the parameter plane technique for providing 
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ing wa~ gained at the University of 
Durham and the University of Bi-
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grees of B.Sc. in 1955, M.Sc. in 1958 
and Ph. D. in 1961. From 1961 Dr. 
Gill was a Senior Scientific Officer at 
the admiralty Weapons Establish-
ment, Portland. For the last 21 years 
he has been a Lecturer, then Senior Lecturer at the University 
of Leeds, teaching control engineering and engineering dy-
namics to undergraduate students reading for an honours 
degree in Mechanical Engineering. 
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a quantitative measure of fuzzy logic controller 
robustness is assessed. 
2. The Parameter Plane 
Parameter plane techniques have long been used 
in controller design and a historical review of the 
work carried out by Vishnegradsky, Neimark, 
Mitrovic and Siljak appears in [7]. The work pre-
sented in this paper utilises the methods suggested 
by Siljak [8-10]. 
The method involves the mapping of contours 
in a complex plane to a parameter plane. The 
result is a partitioning of the parameter plane to 
give a more compact display of the roots associ-
ated with the equivalent complex contour. The 
parameters that form the axes of the parameter 
plane appear linearly in the coefficients of the 
characteristic equation; the coefficients may be 
real or complex. 
2.1. Basic Theory 
Consider the polynomial of order m: 
m 
F(p) = L akpk, (1) 
k=O 
where the coefficients a k are functions of two 
parameter groups a and /3, i.e. 
ak = ak(a, /3). (2) 
p represents a point on the complex plane: 
p=a+jw (3) 
A mapping is required so that a point (a, /3) in 
the parameter plane corresponds to the point (a, 
w) in the complex plane, satisfying F( p) = 0. 
If the complex variable of Equation 3 is sub-
stituted into Equation 1 then the real and imagin-
ary parts of the equation can be written as: 
R(o, w, a, 13}_ = 0} 
l(o.w.a,{J)- 0 (4) 
This arises from the condition that the summa-
tions of the reals and imaginaries must indepen-
dently be equal to zero. 
Since the parameter values of a and w are 
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known, Equation 4 can be solved for a and /3 
provided the Jacobian: 
J = det [ ~; E ] ( 5)
aa a{J 
exists and is non-zero. 
It is apparent how, knowing ak(a. /3). any 
contour on the complex plane can be reproduced 
on the parameter plane. Consequently the extent 
to which the system parameters can vary and the 
roots of the characteristics equation still remain 
within a specified complex plane region can be 
observed. Robustness is defined in terms of a 
system property which is invariant under a speci-
fied class of perturbations. The system property 
under investigation in this study is "absolute sta-
bility", therefore the contour to be mapped is the 
imaginary axis of the s-plane (or unit circle of the 
:-plane). 
3. Application to the Fuzzy Logic Controller 
The fuzzy logic controller (design details in [6)) 
can be represented by the multilevel relay shown 
in Fig. 1, the output ( T) from the controller being 
defined as: 
T = F(y . .i'). (6) 
To enable the characteristic equation to be 
obtained. the relay is linearised using the describ-
ing function technique. It must be assumed that 
harmonics in the loop are of small amplitude and 
that the input y to the controller can be therefore 
approximated by a sinusoid of amplitude A and 
frequency U: 
y=A sin Ur. (7) 
The output from the controller is approximated by 
a Fourier series: 
(8) 
where 
1 12"' ) F 0 = 2'/T 0 F(AsinUt,AUcosUt)d(ilt 
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FUZZY LOGIC COiiTROLLER 
MODELLED AS A MULTILEVEL 
RELAY 
MANIPULATED VARIABLE 
U I RANGE -7, •7 I 
(+6,+6, -71 
Fig. 1. The fuzzy· logic controller modelled as a multilevel relay. 
N1 = -
1





- f 2" F( A sin ilt. Ail cos ilt) 
- 'ITA }0 
xcos iltd(ilt). 
Higher order terms are neglected and as the 
relay is symmetrical F 0 is zero, hence Equation 6 
is replaced by: 
(9) 
For any particular plant the characteristic 
equation can be obtained in the form of Equation 
1 and the parameter groups can be specified as: 
a= a(N1 , N2), 
{3 = {3 ( N1 , N2). ( 10) 
A contour representing the describing function 
must also be plotted on the parameter plane to 
represent the operating point. Intersections of this 
contour with the contour representing the limit of 
stability, defined as I: I= 1. indicate possible sys-
tem limit cycles. The limit cycle will only occur if 
the frequency of the I z I= 1 contour at the inter-
section coincides with the frequency of the de-
scribing function. Whether the limit cycle is stable 
or unstable can be determined by· observing the 
change in the describing function contour relative 
to the intersection for a change in the amplitude. 
To ensure stability, the describing function con-
tour must be entirely contained by the region 
representing m stable roots (where m is the order 
of the characteristic equation). 
The algorithm shown in Fig. 2 can be used to 
calculate a family of describing function contours 
(the family parameter being il) and the result for 
a range of frequencies and amplitudes is shown in 
Fig. 3. 
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Fig. 2. Flow chart for multilevel relay describing function 
calculation. 
4. Application Study 
The method is applied to a system based upon 
a flexible communications satellite (Fig. 4a) with 
uncoupled axes, as analysed in [11] and used as an 
illustrative example in [6]. 
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The governing dynamical equations for the 
satellite are: 
0=K1T, } 




where 8 is the centre body rotation due to rigid 
body motion, a is the centre body rotation due to 
flexural motion, and y is the actual rotation. 
In any robustness study a class of perturbations 
must be defined, in this case errors in the model 
parameters only are considered. Therefore K 1, K2 
and K 3 are considered to be variable parameters 
and the aim of this study is to define their allowa-
ble extremum values. 
The sampled data fuzzy logic control system is 
modelled as shown in Fig. 4b. The characteristic 
equation is obtained in terms of the = transform 
and, therefore, the I z I = 1 contour results from a 
mapping of the unit circle from the .:-plane. 
Equations 1 and 3 become: 
m 
F(z) = L akzk=O, 
k=O 
and 
z =a+ jw. 
The characteristic equation is obtained in this 
form. the order m is 5 and: 
ak=bka+cd3+dk. 
where the parameter groups a and {3 are N1 and 
N2 jil respectively and the values of bk, ck and dk 
for k = 0 to 5 are listed in Appendix 1. 
Equations 4 may be written as: 
R:: B1a + C1{3+ D1 = 0} 
I= B2a + C2{3 + D2 = 0 
where 
m m 
Bl = L bkXk; B2 = L bkYk 
k=O k=O 
m m 
cl = L ckXk; c2 = L ckYk 
k=O k=O 
m m 
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Fig. 4a. The vehicle. 
The terms XJ.: and Y, are polynomials in a and 
c.: arising from the expansion of :J.: (see Appendix 
:) where: 
,~ ~ j,. 
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and X.-(a. w) and Y,(a. w) are obtained from the 
recurrence formulae: 
x, _1 - 2 ax, + (a= + w: ) x" _ 1 = o \ 
} ·, _: - 2 oT" + (a: ...;_ .._.: ) r, _ 1 = 0 / 
r----' T (s.~~:c) .--J~'-------~ 
.....----([)
1 





~(sczc) .. , l-;-ts/ ____ _, y 
lbl Block diagram of satellite fuzzy-logic control system 
Fi~. 4b. Blo.:k diagram. 
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- 60·0 
IZ I = 1 
contour 
al Parameter plane for 
nominal satellite 
configuration 
-s.oo - 4·00 
A0 .. An 
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Rz 
-5 Nz~ X 10 
bl Detail of parameter plane closer to the orrg1n with two 
fuzzy logic controller describing function contours superimposed 
Fig. 5. Parameter plane and detail of parameter plane. 
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Y1 = w solving 
(15) 
The denominator B1C2 - B2C1 is the Jacobian 
J. 
Equations 13, 14 and 15 enable a mapping of 
the unit circle from the =-plane on to the parame-
ter plane of coordinate axes N1 and N2 jfJ.. Be-
cause the coefficients a k are real then the roots of 
the characteristic equation occur in complex con-
jugate pairs. Consequently as a root crosses the 
upper semi-circle of the unit circle, its conjugate 
crosses the lower semi-circle and only one half of 
the unit circle has to be mapped. i.e. 
a:(a, w)=o:(a, -w) 
and 
{3(a, w)=f3(a, -w). 
It is apparent from Equations 14 that when 
I 
-60· 0 -50·0 - 40·0 
R; 
IZI = 1 
contour 
a) Parameter plane for 
0-z k1 : 15.66 X 1 
-2 kz = 3. 75 x 10 
kJ = 0-268 
Fig. 6a. Parameter planes. 
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z = ± 1, Yk = 0. As a consequence of this, singu-
larities occur as J = 0. These points. therefore. are 
represented on the parameter plane as straight 
lines governed by: 
o:B1 (a) + {3C1 (a) + D1 (a) = 0} 
()" = +1 
(16) 
The resulting contours separate the stable real 
roots from the unstable ones and are known. 
therefore. as real root boundaries. 
Because of the required form of the parameter 
groups. an investigation of robustness will not be 
as explicit as desired. The only procedure for this 
investigation is to vary the process parameters and 
observe the movement of the I z I = 1 contour rela-
tive to the describing function contour. 
The parameter plane for the nominal satellite 
parameters is shown in Fig. 5. The region R n is 
that region with n roots within the specified :-
plane contour and the shading represents that side 
of the line enclosed by the contour. If the Jacobian 
is positive, the enclosed region lies to the left of 
the parameter plane contour as tan- 1(w/a) in-
creases. If the Jacobian is negative the region lies 
0-5 N2/.n. x 1 
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b) Parameter plane 
k, = 1.764 
kz = 4·358 
k] = o.oo3315 
Fig. 6b. Parameter planes. 
-60·0 -50·0 -40·0 
R, 
IZI : 1 
contour 
al Parameter plane for 
k, = 0.00604 
kz = o.o76 
k] = 4509.0 
Fig. 7a. Parameter planes. 
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real root 
boundary for_-
CT = 1 
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R, 
!ZI : 1 
contour 
137 
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~l Parameter plane for 
k, : 0.00604 
- 20· 0 "'---real root 
k2 : 0·070 
kJ : 0.0001 
Fig. 7b. Parameter planes. 
to the right. Consequently the value of n need 
only be found for one region. the rest being de-
duced from it. This value n may be obtained 
'!ither by Cauchy's principle of the argument or hy 
~oh·ing the characteristic equation for a specific 
point on the parameter plane. The real root 
boundary a = -1 cannot be mapped as B 1 and C1 
of equation 16 are zero. 
It can be seen from Figs. 3 and 5 that stability 
can be expected if the frequency of oscillation is 
low and the amplitude is not too small. Unfor-
tunately due to the great dependence of the de-
scribing function contour on frequency and ampli-
tude, it is difficult to draw less qualitative conclu-
sions. 
As the process parameters decrease the stable 
region increases. see Fig. 6a. thus an increase in 
pointing accuracy would be expected. However, 
the frequency of oscillation decreases and there-
fore the describing function contour moves further 
from the origin and the pointing accuracy could 
increase or decrease depending upon the relative 
movement of the contours. As the process parame-
ters increase the stable region decreases, see Fig. 
boundary for 
rr = 1 
6b. and consequently a decrease in pointing accu-
racy is expected. Varying the parameter k 3 inde-
pendently has very little effect on the 1:!=1 
contour. see Fig. 7, thus confirming the strong 
robustness in the presence of modal frequency 
errors (as indicated in [6]). In all the above cases 
the gradient of the I: I= 1 contour close to the 
origin is shown in Fig. 5(b ). 
5. Conclusion 
In performing this analysis, it was intended to 
obtain a quantitative measure of the accuracy 
required from a plant model controlled hy a fuzzy 
logic controller to obviate the need for a trial and 
observation simulation c:tudy. This aim has not 
been realised because the non-linear element is 
represented analytically by a describing function. 
The parameters N1 and N2 must appear in the 
groups a and p and therefore the only way to 
observe the effects of moddling inaccuracies is to 
vary the system parameters and note the change in 
the position of the I z I= 1 contour which dictates 
Computers in Industry 
the size of the stable region. The describing func-
tion for the multilevel relay is dependent upon 
both amplitude and frequency which can only be 
represented by a family of curves on the parame-
ter plane. For the fuzzy logic controller the region 
embraced by these describing function contours is 
extensive and hence no unique finite area can be 
identified in which particular process parameter 
variations should be constrained. 
Despite these problems the approach has been 
shown to provide some useful qualitative informa-
tion about system robustness that supports the 
results presented in [6]. Therefore the use of the 
parameter plane technique as an analytical tool 
should not . be discouraged, particularly if sup-
ported by a trial observation simulation study. 
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Appendix 2 
Derivation of the Polynomials x. and Yk 
The complex point: 
: = o + jw 
i~ written as: 
Thus 
;:A= 0 k(l + 0 -t..,eJ"/2)k. 
Expanding this expression binomially: 
k 
:k-= L K,olc-'w'el""/2' 
,_o 
where 
/\ =k(k-l)(k-2) ........ (k-r+l) 
' 1.2.3 ......... r 
for r > 0 and K, = 1 for r = 0. 
Separating real and imaginary terms: 
:• = xk + JY, .. (AI} 
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where 
k 








The functions xk and yk may also be obtained from 
recurrence formulae derived as follows: 
z =a+ jw 
is written as: 
z2-2o.:+(o 2 +..,2) -o. 
Multiplying both sides by z k -I yields: 
:k•t_ 20zk +(o2 + ..,2).:k-l- O. 
Substitution of Equation Al into this expression yields the 
two equations (the summation of the real and imag:inarv terms 
are independently zero): 
XA ... 1 - 2oX1 + ( o 2 + w2 ) Xk-1 = 0 
Yk-l- 2aYk + ( o 2 + w2 ) Yk-l = 0, 





Attitude control of a spacecraft using an 
extended self-organizing fuzzy logic controller 
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A simple mer hod for extending the range of sensitivity of rhe self-organi;ing fuz;y logic conrroller (SOC) is proposed. The performance 
of rhe resulting controller is studied through irs application co rl1e artirude comrul of a flexible satellite. It is found thw ·h~ e.\tendeJ 
SOC can provide excellent comrol and also possesses a high degree of robustness. 
I ll';TRODUCTION 
Since its introduction by Mamdani and Assilian (1), 
many successful applications of the 'simple' fuzzy logic 
controller have been reported (2-9). The performance of 
the controller. however, is dependent upon the avail-
ability of a reliable linguistic control strategy which. in 
many cases. is not easily formulated (10, 11). This 
problem can be solved by using the self-organizing 
fuzzy logic controller (SOC) proposed by Procyk and 
Mamdani (12, 13) which uses an evaluation of the 
closed-loop performance to generate and modify the 
control rules. 
In a previous paper (14) the SOC was applied to the 
attitude control of a flexible satellite. Although this 
study was successful, in the sense that an acceptable 
controller was found. the final design was the result of a 
compromise between the transient behaviour and the 
steady state accuracy. In this paper a simple extension 
to the SOC is proposed which obviates the need for this 
compromise. 
2 SV:\1:\-IARY OF PREVIOUS STUDY 
For ease of reference the results of the authors' previous 
study (14) are summarized below. 
2.1 Process model 
The process used in the design study was a hypothetical 
flexible communications satellite similar in configu-
ration to that of the French multi-mission platform 
SPOT (Fig. I). 
For the conditions of small angle manoeuvres and 
small angular rates, the spacecraft dynamics may be 
represented by the following differential equations 
describing roll, pitch and yaw attitudes, and the solar 
array bending motion (IS): 
T=E(4i-w.ci»)-a;; (I) 
(2) 
Th~ MS was r~ctit-ed on 16 April /986 and M"as acupred for publication O!l 29 
Jul)·/986. 
Pilch axis 
Direction of tltght 
---~ng roll axis 
_)_ Yaw axis aligned Cf' on e3rth centre 
Fig. I Spacecraft configuration 
where T is the error torque acting on the vehicle 
(difference between external torques and the control 
torques), E is the 3 x 3 inertia matrix, 'I is the vector of 
modal deformation coordinates of dimension m. a is a 
3 x m matrix whose columns are the moment of the 
mode shape a;, i = I, ... , m. and n is an m x m diag-
onal matrix the elements of which are the modal fre-
quencies . 
.pr=[.P(}J/t] 
is the vector of attitude 
respectively) and 






angles (roll, pitch and yaw 
(4) 
where w. is the orbital angular velocity. 
Equations (I) and (2) can be written in the state vari-
able form: 
i =Ax+ Bu (5) 
by constructing the partitioned matrix equation: 
(6) 
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Q Quantization process 
M Deterministic output selection 
GI Input scaling iac10rs 
GO Output scaling factors 
Fig. 2 Form of the SOC 
where I is the m x m unit matrix. The state vector is 
defined as 
XT = (<j> c/J{} 0 1/J ~ 11! ~I ... ~mJ 
2.2 D~ign of the self-organizing fuzzy logic 
controller 
The SOC enables rule modification/creation by adding 
performance feedback to the 'simple' fuzzy logic con-
troller (Fig. 2). The performance index monitors the 
closed-loop system trajectories and provides a measure 
of the changes, P., that are required at the process 
output in order to attain a desired trajectory. 
For a multi-variable process a crude system model 
that reflects the degree of input-output coupling is 
needed in order to translate the vector P. to a vector P; 
that represents the changes that are required at the 
process input. The vector P;(KT) is then used to modify 
the rules that most contributed to the performance at 
the sample instant KT. This process of rule modifi-
cation is continued until the desired trajectory is 
achieved. 
The linguistically expressed performance index used 
in the previous study is presented below; the same index 
was used for each satellite axis. 
Change in attitude 
Attitude PB PM PS zo NS NM NB 
PB NB NB NB NM NM NS zo 
PM NB NB NM NM NS zo PS 
PS NB NB NS NS zo PS PM 
PO NB NM NS zo zo PM PB 
NO NB NM zo zo PS PM PB 
NS NM NS zo PS PS PB PB 
NM NS zo PS PM PM PB PB 
NB zo PS PM PM PB PB PB 
For convenience the rules have been written in matrix 
form and should be interpreted as: 
Proc Instn Mech Engrs Vol 20I No C2 
If 'attitude is NM' and 'change in attitude is PS' then 
'credit is PS'. 
The linguistic terms used have the following meaning: 
PB positive big 
PM positive medium 
PS positive small 
PO positive zero 
ZO zero 
NO negative zero 
NS negative small 
NM negative medium 
NB negative big 
where PO is defined as values slightly above zero and 
NO as terms slightly below zero. 
The fuzzy sets are formed upon a discrete support 
universe of 14 elements for the attitude, 13 elements for 
the change in attitude and 15 elements for the torque 
output. Using the standard techniques of fuzzy calculus 
(16) and the fuzzy sets detailed in Table I, the linguistic 
performance index can be transformed to a 'look-up' 
table (Table 2). 
The requirement for a system model was met by 
using 
M= I-T- T-[ cf]-t cf oxT GUT (7) 
where 
.X; = f.{x, u) 
T is the sampling time and 
Ei.J.. Ei.J.. Ei.J.. !fl. 
ox, OX2 ex) o:c,. 
of A o/2 o/2 of2 of2 
OXT- ox, ox2 ox) ex,. 
of .. cf .. of .. Cf .. 
ox, ox2 OXJ C.v:,. 
~I MechE t~~7 
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Table I Fuzzy set definitions 
(a) Attitude Y 
-6 -5 -4 -3 -2 -I -0 +0 2 3 4 6 
PB 0 0 0 0 0 0 0 0 0 0 0.1 0.4 0.8 1.0 
PM 0 0 0 0 0 0 0 0 0 0.2 0.7 1.0 0.7 0.2 
PS 0 0 0 0 0 0 0 0.3 0.8 1.0 0.5 0.1 0 0 
PO 0 0 0 0 0 0 0 1.0 0.6 0.1 0 0 0 0 
NO 0 0 0 0 0.1 0.6 1.0 0 0 0 0 0 0 0 
NS 0 0 0.1 0.5 1.0 0.8 0.3 0 0 0 0 0 0 0 
NM 0.2 0.7 1.0 0.7 0.2 0 0 0 0 0 0 0 0 0 
NB 1.0 0.8 0.4 0.1 0 0 0 0 0 0 0 0 0 0 
(b) Change in attitude CY 
-6 -5 -4 -3 -2 -I 0 2 3 4 6 
PB 0 0 0 0 0 0 0 0 0 0.1 0.4 0.8 1.0 
PM 0 0 0 0 0 0 0 0 0.2 0.7 1.0 07 o.:: 
PS 0 0 0 0 0 0 0 0.9 1.0 0.7 0.2 0 0 
NO 0 0 0 0 0 0.5 1.0 0.5 0 0 0 0 0 
NS 0 0 0.2 0.7 1.0 0.9 0 0 0 0 0 0 0 
NM 0.2 0.7 1.0 0.7 0.2 0 0 0 0 0 0 0 0 
NE 1.0 0.8 0.4 0.1 0 0 0 0 0 0 0 0 0 
(c) Credit >alue P, 
-7 -6 -5 -4 -3 -2 -I 0 2 4 6 
PB 0 0 0 0 0 0 0 0 0 0 0 0.1 0.4 0.8 l.tl 
PM 0 0 0 0 0 0 0 0 0 0.2 0.7 1.0 0.7 0.2 0 
PS 0 0 0 0 0 0 0 0.4 1.0 0.8 0.4 0.1 0 0 0 
NO 0 0 0 0 0 0 0.2 1.0 0.2 0 0 0 0 0 0 
NS 0 0 0 0.1 0.4 0.8 1.0 0.4 0 0 0 0 0 0 0 
NM 0 0.2 0.7 1.0 0.7 0.2 0 0 0 0 0 0 0 0 0 
NE 1.0 0.8 0.4 0.1 0 0 0 0 0 0 0 0 0 0 0 
cf, cf, cf, of, of the closed-loop performance. was found to result 
cu, Cu 2 cu) cu. from the application of equation (7) to be state space 
cf A c/2 cJ2 c/2 c/2 description that assumed the governing differential 
CUT- cu, cul cu) au,. equation to be 
cfm cfm cfm cfm I = E(4i - w • .P) t9) 
... 
Cu 1 iu 1 Cu 3 Cu11 (that is a description that neglects the effects of structur-
The vector P; is found from al flexibility). 
P; = MP. 
Tentral t<f the -design of any fuzzy logic controller- is 
(8) the selection of the scaling factors that relate real world 
where M is the M- 1 matrix after a normalization and 
variables to the discrete universe of the fuzzy sets. These 
were selected by trial and observation, and the best 
scaling process (see Section 3). The best model, in terms values in terms of an acceptable transient behaviour 
Table 2 Performance index 'look-up' table 
Change in attitude 
Attitude -6 -5 -4 -3 -2 -I 0 I 2 3 4 s 6 
-6 7.0 6.5 7.0 6.5 7.0 7.0 4.0 4.0 4.0 3.0 1.0 0.0 0.0 
-5 6.5 6.5 6.5 5.0 6.5 6.5 4.0 4.0 4.0 2.5 1.5 0.0 0.0 
-4 7.0 6.5 7.0 5.0 4.0 4.0 4.0 1.0 1.0 1.0 0.0 -1.5 -1.0 
-3 6.5 6.5 6.5 5.0 4.0 4.0 4.0 1.5 1.5 1.0 0.0 -1.0 -1.5 
-2 7.0 6.5 7.0 4.0 1.0 1.0 1.0 0.0 0.0 -1.0 -1.0 -4.0 -4.0 
-I 6.5 6.5 6.5 4.0 1.5 1.5 1.5 0.0 0.0 -1.0 -1.5 -4.0 -4.0 
-0 7.0 6.5 4.0 3.0 1.0 1.0 0.0 0.0 0.0 -3.0 -4.0 -6.5 -7.0 
+0 7.0 6.5 4.0 3.0 0.0 0.0 0.0 -1.0 -1.0 -3.0 -4.0 -6.5 -7.0 
I 4.0 4.0 1.5 1.0 0.0 0.0 -1.5 -1.5 -1.5 -4.0 -6.5 -6.5 -6.5 
2 4.0 4.0 1.0 1.0 0.0 0.0 -1.0 -1.0 -1.0 -4.0 -7.0 -6.6 -7.0 
3 1.5 1.0 0.0 -1.0 -1.5 -1.5 -4.0 -4.0 -4.0 -5.0 -6.5 -6.5 -6.5 
4 1.0 1.5 0.0 -1.0 -1.0 -1.0 -4.0 -4.0 -4.0 -5.0 -7.0 -6.5 -7.0 
5 0.0 0.0 -1.5 -2.5 -4.0 -4.0 -4.0 -6.5 -6.5 -5.0 -6.5 -6.5 -6.5 
6 0.0 0.0 -1.0 -3.0 -4.0 -4.0 -4.0 -7.0 -7.0 -6.5 -7.0 -6.5 -7.0 
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Fig. 3 Response to standard SOC 
and acceptable sieady state accuracy were found to be 
GY,. = GY8 = GY., = 240 
GC., = GCd = GCV = 24 000 
GT., = GT8 = GT.., = 0.03 
where GY is the scaling factor on the measured satellite 
attitude, GC the scaling factor on the change in attitude 
over one sample period and GT is the scaling factor on 
the controller output; the subscript denotes the refer-
ence axis. 
The satellite response to this controller design and 
the initial conditions of 4> = (} = 1/1 = 0.025 rad and 
4> = (J = ~ = 0.001 rad/s is shown in Fig. 3. Further 
details of the design and its implementation can be 
found in reference 11 7). 
3 EXTE:--iDED SELF-ORGA!'iJZI!'iG FUZZY LOGIC 
CO"'TROL ALGORITHM 
Although the controller design discussed in_tbe p..revious 
section was considered to be the most acceptable, the 
(a) Decrease in GY and GC Initial run 
transient behaviour can be improved (fig. 4a) by 
reducing the controller input scaling factors to 
GY..., = GY,; = GY~ = 180 
GC., = GC,; = GC,. = 20000 
Unfortunately this leads to a deterioration in the steady 
state pointing accuracy. Conversely, increasing Ihe C0n-
troller input scaling factors to 
GY., = GY 8 = GY"' = 1600 
uC., = GC9 = GC, = 80000 
improves upon the steady state pointing accuracy at the 
expense oi the transient response (Fig. 4b). 
This problem can be partially resolved by increasing 
the number of elements in the support set and 
redefining the fuzzy sets. However. this has the draw-
back that the time required to compu1e a controller 
output would be significantly increased. An alternative 
to this is to extend the SOC's operation such that the 
controller input scaling iactors are initially relativeiy 
sma]l ancr tnen when· the system trajectory is close to 




'-...,../ Initial run 
(b) Increase in GY and GC 
Fig. 4 Response to standard SOC 
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the origin they are switched to a larger value. With this 
approach it should be possible to combine the good 
transient behaviour displayed in Fig. 4a with the steady 
state accuracy shown in Fig. 4b. 
Implementing this extension requires consideration of 
the following: 
I. At what point in the trajectories should the switch 
occur? 
Ideally this should take place near a turning point 
close to the origin, or more specifically when 
l'real' attitude I < Y,.,'GY b 
l'real' change in attitude I < C,JGCb 
where GY b and GCb are the scaling factors before 
the switch and Y, and C, are the scaled values of atti-
tude and change in attitude when the switch occurs. 
Clearly to utilize the full range of the scaling factors 
before the switch the values of Y, and C,, which will 
be restricted to being the same for each axis, should 
lie between 0 and 0.5 (as the quantization process 
registers a support value of zero in this range). Their 
final values in this range will be selected by inspec-
tion of the attitude response. In the event of a degra-
dation in control it would be desirable to switch 
back to the original scaling factors. that if: 
l'real' attitude I > Y,;"GY b 
and 
l'real' change in attitude I > C,/GCb 




Initial tests showed that for this case a poor system 
performance resulted because the controller con-
stantly switched between the two modes of oper-
ation. Consequently, both Y, and c,:-ver_e selected.as. 
1.0 _to -enable-a- divergence of -the system trajector 
before the occurrence of a switch back to the original 
scaling factors. 
2. The switch will be made at different times on differ-
ent axes, hence should there be a separate algorithm 
for each combination of switches? 
This seems sensible as rules that were created for 
one combination of switches are not necessarily 
acceptable for another combination. Therefore eight 
algorithms could be generated on any simulation 
run, the regimes being defined as: 
Regime Roll Pitch Yaw 
I 0 0 0 
2 0 0 I 
3 0 I 0 
4 0 I I 
5 I 0 0 
6 I 0 I 
7 I I 0 
8 I I t 
©!MechE 1987 
where 0 signifies original scaling factors and I sig-
nifies switched scaling factors. These separate algo-
rithms can be interpreted as a bracketing of the rules. 
which has the advantage of reducing the time 
required to formulate a control output as only the 
rules in a particular regime need be processed at any 
one time. 
3. Should the controller process model be recomputed 
at each switch? 
The matrix M relates small 'real world' changes in the: 
process inputs to small ·real world' change-s in Ihc: 
outputs. Therefore. M- 1 must be scaled to the uni\'erse 
of discourse of P; and P. by using the scaling factors for 










M is produced from (G1r•M- 1(Gv) by a normal-
ization process to ensure that P; cannot exceed the 
maximum (or minimum) element of its support set (:::: 7). 




where m;i is an element of M- '-
As a result of this scaling process the suitability of \1 
can only be guaranteed when the scaling factors for all 
the axes have switched. 
For example, consider a case where before any switch 
occurrence the model was such that the element 
m;13/GT 111 GY,. was the largest, indicating that the yaw 
input credit value most affects the yaw output credit 
value. For a switch of the yaw scaling factors only this 
element would become much smaller and may not 
remain the largest in the row, which is an undesirable 
situation. Clearly once all the switches have been made 
the model should be recomputed; however, if the mag-
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nitude of the switch in scaling factors is the same for 
each axis the model would remain constant as a result 
of the normalization process and further calculation is 
unnecessary. 
4 PARAMETER SELECilON 
Figure 5 shows the satellite response to the parameters: 
Before the switch: 
GY~ = GY9 = GY., = 180 
GC~ = GC9 = GC., = 20 000 
GT.; = GT9 = GT., = 0.03 
After the switch: 
GY~ = GY9 = GYI)o = 1600 
GC~ = GC9 = GC,. = 800 000 
GT.; = GT9 = GT,. = O.o3 
Y, = c, = 0.1 
The value of GC used is ten times larger than the 
value associated with Fig. 4b because it was found that 
increasing this parameter. and so increasing the 
damping at low attitudes, resulted in an improved 
steady state pointing accuracy. For values of Y, and C, 
much below those given above the second controller 
mode of operation did not occur for any of the axes. 
Figure 5 shows the initial simulation run starting from 
an 'empty' rule set. Repeating the simulation using the 
stored rules as a starting point does not significantly 
improve the controller performance. This suggests that 
all the learning that is required to produce the best 
response for the selected controller parameters occurs 
during the first run, and so obviates the need for an 
on-line (or off-line) series of runs to obtain an accept-
able set of rules. This was the case for each controller 
configuration investigated so it is the response to the 
initial run that is presented in each figure. The number 
of rules stored at the end of each simulation is listed in 
Table 3 and to ease reference the controller parameters 
used to produce each figure are detailed in Table 4. 
The transient behaviour of the pitch attitude. dis-
Table 3 Rules stored after each simulation 
Regime 
Figure 4 5 6 
s 5 0 0 0 16 43 0 31 
6 5 0 0 0 15 0 22 12 
7 3 0 5 0 0 0 39 86 
8 3 0 3 0 0 0 18 7 
10 5 0 0 0 8 0 ~9 81 
II 7 0 0 0 17 0 2:! 91 
12 2 0 13 0 0 0 31 123 
13(A) 7 10 0 77 0 0 0 0 
13(8) 10 42 0 189 0 0 0 183 
Table 4 Controller parameters for each simulation 
Before the switch Arter the switch 
Figure GY GC GT GY GC GT Y, C, 
5 180 2 x w• 0.03 1600 8 X 10' 0.03 0.1 0.1 
6 180 2 X IQ" 0·03 1600 8 X 105 0.003 0.1 0.1 
7 180 2 X IQ" 0.03 1600 8 X 10' 0.03 0.5 0.5 
8 180 2 X IQ" 0.03 1600 8 X 10' 0.006 0.25 0.25 
played in Fig. 5, is not acceptable and is most probably 
due to the excitation of the flexural modes. In an 
attempt to suppress this excitation the scaling factors on 
the torque input vector after the switch were reduced bv 
a factor of 10 to · 
GT~ = GT9 = GT,. = 0.003 
The improved response is shown in Fig. 6. 
Alternatively, the performance shown in Fig. 5 can be 
improved (fig. 7) by increasing the switch parameters to 
Y, =c.= 0.5 
To improve the steady state pointing accuracy of Fig. 
7, which is <0.02°, the value of GT after the switch for 
all axes was reduced by a factor of 5. Because of the 
reduced torque available the switch parameters were 
also reduced to 
Y, = c, = 0.25 
to avoid an increase in the transient overshoots. Fil!ure 
8 shows the response to these-parameters; the st;ady 
stat~ pointing accuracy is <0.002°. 
Fig. 5 Response to extended SOC for small values of Y, and C, 
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Fig. 6 Response to extended SOC for small values of Y, and C, and a reduced value of GT 
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(a) Unchanged GT (b) Reduced GT 
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Fig. 10 Response to extended SOC with modal frequencies reduced to 50 per cent of nominal value 
Fig. ll Response to extended SOC with modal frequencies reduced to 25 per cent of nominal value 
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Fig. 12 Response to extended SOC with modal frequencies increased to five times the nominal values 
Both the perfonnances shown in Fig. 7 and 8 have 
their merits. The fonner has a better transient per-
formance and the latter a better modal. and thus steady 
state. response accompanied by a much reduced torque 
requirement lsee Fig. 9l. The perfonnance shown in Fig. 
7 could be improved by incorporating further switches 
in the controller. thereby improving steady state accu-
racy and reducing the torque requirement. However. 
since this performance is considered to be satisfactory 
by the authors. further modification is unnecessary. 
5 ROBUSTNESS STUDY 
A study is made in this section of the perfonnance of 
the SOC in the presence of process mismatch. The con-
troller parameters for the SOC are as associated with 
Fig. 7. The figures presented show the first simulation 
run unless otherwise stated and the rules stored at the 
end of each run are listed in Table 3. 
Figure 10 shows the satellite response to the SOC 
when the modal frequencies [equation (2)] are reduced 
by a factor of 2. The controller copes well with this mis-
match condition and a significant deterioration in per-
formance does not occur until the modal frequencies are 
reduced to 25 per cent of the nominal values (Fig. 11). 
0.0516 
"' ..,, ,. 
'ii~ 
~I 
A Initial run 
B Fifth run 
Similarly. increasing the modal frequencies does not 
degrade the system performance significantly until they 
are five times the nominal values (Fig. 12l. 
The solar array (see Fig. I l is mounted on a boL)m 
that is orientated parallel to the negative pitch axis. The 
arrav can rotate about this axis to maximtze Its expo-
sure to solar energy. However. it has been assumed 
above that the array is fixed parallel to the roll axis. 
Therefore another possible mismatch condition occurs 
when the orientation of the solar arrav is changed. The 
satellite response to the SOC for a 90.; change in orien-
tation. which is the worst possible case. is shown in Fig. 
13. The roll attitude response on the initial run is poor 
but is improved during subsequent runs. with an accept-
able performance occurring on the fifth run. 
6 COl'iCLUSIONS 
It has been demonstrated that the ranl!e oi sensitivitY of 
a fuzzy logic controiler can be simply and effet.:ti;;ej,· 
extended bv switching the vaiues of the scalin!! factors. 
This represents a de-parture from previous published 
work where it has been accepted that the sometimes 
necessary compromise between acceptable transient 
Fig. 13 Response to extended SOC for a 90° change in solar array orientation 
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behaviour and acceptable steady state accuracy is an 
inherent weakness of the controller. 
The robust qualities of the SOC noted by Procyk and 
Mamdani (13) have also been shown to hold for the 
extended SOC. The excellent performance of the SOC 
was achieved using limited process knowledge, thereby 
encouraging its use for other complex processes that 
cannot be reliably modelled. 
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Comparison of a Fuzzy Logic 
Controller With a P + D Control 
Law 
K. F. Gill 
Department of Mechanical Engineering. 
University of Leeds. 
Leeds. England 
A study is described that compares the performance of a self-organizing fuzzy logic 
control Jaw (SOC) with that of the more traditional P+D nigorithm. The 
multi variable problem used for the investigation is the alii tude control of a f/t?xibte 
sate/lite that has significant dynamic coupling of the axes. It is demonstrared thai :he 
SOC can provide good control, requires limited process knowledge and comNres 
favorably with the P+D algorithm. 
1 Introduction 
Since its introduction by Mamdani and Assilian [1], the 
"simple" fuzzy logic controller has been successfully im-
plemented in many test cases and in actual industrial applica-
tions [2-11). Its performance, however, is dependent upon the 
availability of a reliable linguistic control strategy which is not 
always easily formulated [12, 13). An attractive solution to 
this problem is provided by the self-organizing fuzzy logic 
controller (SOC) which can be regarded as a linguistic 
equivalent to the deterministic approaches of self-tuning and 
adaptive control. The SOC was proposed by Procyk and 
Mamdani [14, 15) and uses closed loop performance data to 
generate and modify the control rules. 
This paper describes a design study for the SOC that in-
volves a process of greater complexity and higher 
mathematical dimension than has previously been in-
vestigated. A frame of reference for the performance of the 
SOC is provided by comparing it with the performance of a 
P + D algorithm. The study highlights specific design prob-
lems that can be encountered and in the opinion of the authors 
represents a valuable extension to the published work on fuzzy 
logic control applications. 
A basic familiarity with the simple fuzzy logic controller 
and associated terminology is assumed; the unfamiliar reader 
is referred to [16-19). 
2 Description and Model of Process 
The process chosen for the design study is a hypothetical 
flexible communications satellite similar to the French 
multimission platform SPOT. The configuration of the vehi-
cle is shown in Fig. I. It is assumed to be travelling in a near 
polar circular orbit which is synchronized with the Sun and 
precesses at the same rate as the Earth, therefore no orbital 
corrections are needed. The vehicle is required to function in a 
fine pointing mode and the orbit references axes, aligned with 
the satellite body are defined as: 
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(a) the roll axis, directed, along the line of flight; 
(b) the pitch axis, normal to the orbital plane; 
(c) the yaw axis, directed along the vector locating :he 
center of the Earth relative to the satellite mass center. 
It will be noted that the axis set rotates about the pitch a'[js at 
the orbital a.1gular velocity. 
The solar array is mounted at the corner of one side oi the 
spacecraft wall by means of a bo()m which is orien~::~~d 
parallel to the negative pitch axis. The :;rray can rotate at-out 
this axis to maximize its exposure to solar energy as the .:raft 
traverses the Earth. 
The vehicle is controlled by three orthogonally positic~ed 
reaction wheels, one per axis, which rotate on magnetk tear-
ings to minimize the friction. The wheels oper,ue with a li~.ear 
torque-speed characteristic until saturation occurs. Th~ :on-
trot of all three axes must be considered as there is signif:,:aru 
dynamic coupling. This is due to the size of the solar array, the 
asymmetry of the craft and the coupling effect of the morr.en-
tum wheels; if small attitude rates are assumed the lane~ is 
negligible. 
Fig. 1 Spacecraft configuration 
Transactions of the ASME 
A state variable model of this vehicle has been derived [20) 
using data supplied by the British Aerospace Dynamics 
Group; a summary of the approach is presented below. 
Using hybrid coordinate analysis [21) and assuming small 
angular rates and small attitude maneuvers, the spacecraft 
dynamics may be represented by differential equations 
describing roll, pitch and yaw attitudes, and the solar array 
bending motion, as follows: 
T = 1/J- iJft (I) 
(2) 
where T is the error torque acting on the vehicle (difference 
between external torques and the control torques), I is the 
3 x 3 inertia matrix, fJ the body angular position, 'I the vector 
of modal deformation coordinates of dimension m, o a 3 x 3 
matrix whose columns are the moment of the mode shape a,, i 
= I, ... , m and {l is an m x m diagonal matrix the elements 
of which are the modal frequencies. 
As the body axis set is rotating with orbital angular velocity 
w0 about the pitch axis must be related to the reierence axis set 
by the transformation [20): 
where 
!_=§Jot+ IJ 
4>T = [</>8,P) 
is the vector of attitude angles (roll, pitch and yaw, respective-
ly)and 
wo= [ : : ; 1 
-w0 0 0 J 




If equations (3) and (4) are written in the form of the parti-
tioned matrix equation: 
then its transformation can be written as a set of second-order 
differential equations: 
which can be written in state variable forrn. 
W= [--~--i---=!-J-
aT : E 
The state vector of order (6 + 2m) is defined as 
JI.T = {</> J, 8 B tP .j. '11 ljl. · .lj,.) 
3 Details of the Proportional Plus Derivative 
Controller 
The formulation of the feedback matrices for the P + D 
controller using the method detailed in Appendix I requires a 
feedback matrix formed from the solution of the discrete Ric-
cati equation. This solution may be obtained using the tech-
nique of Hewer [22). The cost function considered is: 
.. 
1= E xT[kT) Wx(kT) +ur(kT)Ru(kT) 
•-o 
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for which the algebraic Riccati matrix equation is: 
We P-Al TpAl +AI TpBl(Bl TpBl +R)-lBl TpAl 
where the discrete state equation is: 
x( (k+ l)T) =A 1x(kT) + ll,u(kT) 
The iterative Hewer algorithm can be written as: 
<Pi=A 1-B1Li 
Vi=<P1 Vi<Pi+L/RLi+ W (5) 
Li+l =(81 r~B1 +R)- 18 1 rv,AI 
which yields the solution P =lim Vi 
j-r:~~ 
K.~ of equation (AS) is computed from: 
KR= (8lrPB1 +R)- 181 rpA1 
Equation (5) is solved using the iterative technique oi Smith 
[24) as follows: . 
.,'T 2; qi+l =q,+<t>· q,<t> 
fori= I, 2, 3 ..... 
which yields the solution: 
Vi=lim q, 
i-ca 
and is initialized by setting: 
q0 =L/RLi+ W 
The initialization of the Hewer algorithm requires L 0 to be 
chosen such that <Po is a stabilizing matrix, i.e., I>-00 I < l. 
This is achieved using the recursive method of Kleinman [23] 
as d~tailed below: 
F,. 1 =F,+G,F,G/ 
G,.l =G/ 
fori = I, 2, ', ..... , n 
n is arbitrarily chosen such that 2" > m, where m is the order 
of the plant matrix, and must be sufficiently large to avoid an 
ill-conditioned solution. 
The algorithm is initialized by setting 
F0 =81R- 1B1 r 
and G0 =A 1 
After n iterations the L 0 matrix is calculated from: 
Lo=R-lBl T(G.rF. -IG.)AI 
Using the above algorithms, the procedure detailed in Ap-
pendix I, a computation interval of 0.5 seconds and cost 
matrices: 
R=diag {1, I, I) 
and 
W = diag [1000, 10, 1000, 10, 1000, 10, I, I, I, I, I, I, I, 1] 
produces the feedback matrices: 
-0.485 














The cost matrices are chosen as such because they were 
shown to produce the best performance when using an optimal 
control scheme [20). 
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and rate gyroscopes are not assumed to be mounted on the 
craft, then y must be approximated. The simplest way of 
achieving this is to use the difference between successive at-
titude measurements, however, since the pseudo-differentiator 




affords a measure of noise suppression it is adopted to syn-
thesize the attitude rates. The value of To is chosen arbitrarily 
to be as small as the noise level allows. 
The satellite response to this controller for To = 0.2 s, 
momentum wheel saturation torque u,., = 0.2 Nm and initial 
conditions: 
r>=8= ~= 0.025 rad 
~=9=~=0.001 rad!s 
Q ~hUIIGfiJI'•nu 
" otttr .. "''" •u''"'' nl•ctiOI'I 
61 .nout Sflllft9 ,.,,.,, 
GO tufp¥1 ual"'t l1tl0fl 
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is shown in Fig. 2. The 600 second simulation period 
represents 1/IO'h of an orbit and for this nominal configura-
tion the solar array angle ti = 0 is used throughout the 
simulation. 
These simulation parameters are used for all results 
presented in the paper unless otherwise stated . 
4 Design of the Self-Organizing Fuzzy Logic 
Controller 
The SOC enables rule modification/creation by adding per-
formance feedback to the simple fuzzy logic controller (fig. 
3). The performance index monitors the closed loop system 
trajectories and provides a measure of the changes, P0 that are 
required at the process output in order to attain a desired 
trajectory. 
For a multivariable process a crude system model that 
reflects the degree of input-output coupling is needed in order 
to translate the vector P0 to a vector P, which represents the 
changes that are required at the process input. The vector 
P,(kn is then used to modify the rules that most contributed 
to the performance at the sample instant k T. This process of 
rule modification is continued until the desired trajectory is 
achieved. 
The linguistically expres~ed performance index used is 
presented below and is the same for each satellite axis. 
Change in attitude 
P!\1 PM PS zo :-IS N~1 SB 
PB NB NB NB NM N!\1 NS zo 
PM NB NB NM NM NS zo PS 
.. PS NB NB NS NS zo PS P~l 
"0 PO NB NM NS zo zo P!\1 PB 
-5 NO NB NM zo zo PS P!\1 PB 
< NS NM NS zr, PS PS PB PB NM NS zo P!> PM P!\1 PB PB 
NB zo PS PM PM PB PB P9 
The interpretation of this rule matrix is: 
If "attitude is NM" and "change in attitude is PS" then 
"credit is PS" 
The terms have the meaning: 
PB Positive Big 
PM Positive Medium 
PS Positive Small 
PO Positive Zero 
ZO Zero 
NO Negative Zero 
NS Negative Small 
NM Negative Medium 
NB Negative Big 
Fig. 3 Form of the SOC 
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Table 1 The fuzzy set definition 
Ia) n.e attitude 
-6 
-5 -4 -3 -2 -I -o +0 I 2 3 4 5 6 
P8 0 0 0 0 0 0 0 0 0 0 0.1 0.4 o.e 1.0 
FH 0 0 0 0 0 0 0 0 0 0.2 o. 7 1.0 o. 7 0.2 
PS 0 0 0 0 0 0 0 0.3 0.8 1.0 0.5 0.1 0 0 
PO 0 0 0 0 0 0 0 1.0 0.6 0.1 0 0 0 0 
10 0 0 0 0 0.1 0.6 1.0 0 0 0 0 0 0 0 
1<5 0 0 0.1 0.5 1.0 o.e 0.3 0 0 0 0 0 0 0 
"'" 
o. 2 o. 7 1.0 o. 7 0.2 0 0 0 0 0 0 0 0 0 
''B 1.0 0.8 0.4 0.1 0 0 0 0 0 0 0 0 0 0 
(b) The attitu:Je rate 
i i -6 -5 -4 -3 -2 -I 0 I 2 3 4 5 6 
~ 0 0 0 0 0 0 0 0 0 0.1 0.4 o.e 1.0 0 0 0 0 0 0 0 0 0.2 o. 7 1.0 o. 7 0.2 
~ 0 0 0 0 0 0 0 0.9 1.0 o. 7 0.2 0 0 0 0 0 0 0 0.5 1.0 0.5 0 0 0 0 0 0 0 o. 2 o. 7 1.0 0.9 0 0 0 0 0 0 0 ~ o. 2 o. 7 1.0 o. 7 0.2 0 0 0 0 0 0 0 0 I 1.0 0.8 o.' 0.1 0 0 0 0 0 0 0 0 0 
lcl ~ credit value ~0 
-7 -6 -5 -4 -l -2 -I 
PB 0.1 0.4 0.8 l.Ot 
I 
r 0.2 o. 7 1.0 o. 7 0.2 
iPS 0.4 1.0 o.e 0.4 0.1 
I 
b 0.2 1.0 0.2 0 0.1 0.4 0.8 1.0 0.4 0 
I 
r:. 0.2 o. 7 1.0 o. 7 0.2 0 
;B 1.0 0.8 0.4 0.1 0 




! -6 -5 
-· 
-l -2 -1 
-6 7.0 6. 5 7.0 6. 5 7.0 7.0 
-5 6. 5 6.5 6. 5 5.0 6. 5 ~- 5 
_, 7.0 6. 5 7.0 5.0 4.0 4.0 
-3 6.5 6.5 6. 5 5.0 4.0 4.0 
-2 7.0 6.5 7.0 4.0 1.0 1.0 
-I 6.5 6.5 6. 5 4.0 1. 5 1. 5 
-o 7.0 6.5 4.0 3.0 1.0 1,0 
+<l 7.0 6. 5 4.0 3.0 o.o 0.0 
4,0 4.0 1.5 1.0 o.o o.o 
4,0 4.0 1.0 1.0 o.o 0.0 
1.5 1.0 o.o -1.0 -1.5 -1.5 
1.0 1.5 o.o -1.0 -1.0 -1.0 
0.0 0.0 -1.5 -2.5 -4.0 -4.0 
0.0 0.0 -1.0 -1.0 -4.0 -4.0 
where PO is defined as values slightly above zero and NO as 
terms slightly below zero. 
The fuzzy sets are formed upon a discrete support universe 
of 14 elements for the attitude, 13 elements for the change in 
attitude and IS elements for the toruqe output. Using the stan-
dard techniques of fuzzy calculus [ 19] and the fuzzy sets 
detailed in Table I, the linguistic performance index can be 
transformed to a "look-up" table (Table 2). 
The requirement for a system model is met using the 
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in attit.We I 
I 
---~ 
4.0 4. 0 4.0 3.0 1.0 o.o o.o 
I 4.0 4.0 4.0 2.5 1.5 o.o o.o 
4.0 1.0 1.0 1.0 0.0 -1.5 -i.O 
4.0 1.5 1.5 1.0 0.~ -1.0 ·1.5 
1.0 o.o o.o -1.0 -1.0 -4.0 -·LO 
1. 5 o.o o. 0 -1.0 -1.5 -4.0 -4.0 
0.0 o.o o.o -3.0 -4.0 -6.5 •7,0 
0.0 -1.0 -1.0 -3.0 -4.0 -6.5- -7.0 
-l.S -1.5 -1.5 -4.0 -6.5 -6.5 -6.5 
-1.0 -1.0 -1.0 -4.0 -1.0 -6.5 •1.0 
-4.0 -4.0 -4.0 -5.0 -6.5 -6.5 -6.5 
-4.0 -4.0 -4.0 -5.0 -7.0 -6.5 •7.0 
-4.0 -6.5 -6.5 -5.0 -6.5 -6.5 -6.5 
-4.0 -7.0 -7.0 -6.5 -i.O -6.5 ·7.0 
multivariable process characterized by the state variable ex-
pression 
:X =/(x,u) 
and for a small change in the input vector u, the change in 
state vector x is 
where 
. 8/ 8/ 6x=-- 6x+-- 6u axr 8uT 
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af, of, of, of, 
ax, ax2 ax) ax .. 
iJf2 of2 of2 af2 
af 6 ax, ax2 ax) ax., ~= 
of,. of,. af .. of., 
ax, ax2 ax) ax., 
af, of, af, of, 
au, au2 aul au. 
of2 afz of2 iJf2 
iJf 6 ilu 1 au2 au) au. aur= 
and m and n are the state vector dimension and the input vee· 
tor dimension, respectively. 
The input changes au will give a state vector change~ after 
one sample instant Tof 
. of of 




( of)_, of M= E-T- T--axr ouT 
and E is the unit matrix. 
Consequently, if P0(k1) is a vector of required output 
changes the vector of input changes can be calculated from 
P,(kT) =M- 1P0(kT) 
Given the input reward P; (k1), the rule(s) that most con-
tributed towards the present state must be selected and 
modified accordingly. 
4.1 Rule Modification. For the three-axis control of the 
earth resources satellite under study a general control rule is 
the implication: 
A 0 -CA9 -A6-CA6 -A 0-CA,-r.-r,-r., 
where A, CA, and rare fuzzy sets for the attitude, change in 
attitude and the torque output respectively, the subscript 
denoting the reference axis. If the controller is "empty" then 
an initial rule must be created; further rules will be generated 
when required by the modification procedure. The initial rule 
is formed from the fuzzification of the initial conditions, a~. 
ca~. a~. ca,, ~. c~. 11';0 , p;,, Pi,. (control torques,~ = ~ = 
,.;,_ = 0). This is done using a fuzzy kernel to provide a spread 
of values about the single support element, thus creating the 
following fuzzy sets which are the same for each axis: 
A= I (a-x), ,.,.(a-x) I 
CA = l (ca-x), I'K (ca-x) I (7) 
f= I (T+P;-X), I'K(T+P;-X) I 





,.,.(a-x) 0.7, X= ±I 
= 
,.,.(ca-x) 0.2, X= ±2 
I'K(r+p;-X) 0.0, I X 1~3 
The single elements at the input and output of the controller 
at each sample instant are stored for use by the modification 
procedure. Thus if the present instant is kT and the modi fica. 
tion is made to the controller output rT samples earlier, the 
rule to be included results from the fuzzification of a. 
(kT-r1). ca0 (kT-r1), ... , T;. (kT-rT) + p,• (k1). To 
avoid contradictory rules any rules with similar antecedents to 
the above must be removed from the rule store. This also 
remo·,es those rules that most contributed to the centro! :lc· 
tion being rewarded. Procyk [14) forwards an algorithm for 
achieving the removal when initial rules are present in the con. 
troller. The algorithm analyzes the membership function as 
follows. 
If A R - CAR - rR represents the stored control rule and 
A'" and CA'" are the antecedent~ of the rule to be included. 
then calculate the fuzzy subsets: 
DA =min{AR,l'<OT (A'")) 
and 
DCA=min(CAR, NOT (C4~)) 
If these subsets have all the membership functior.s less tl:an 
or equal to 0.5 then the rule should be deieted; if not, it is 
kept. This is repeated for ail stored rules. 
In the implementation of the SOC required, the abc·.·e 
algorithm would delete only tho5e rules that have idenu,al 
antecedent fuzzy sets to the rule to be includecl. as the form of 
all sets is generated from equation (7). Consequently, the 
number of operations required for modificaiion can te 
significantly reduced by checking for coinddem support sets. 
To reduce the number of rules generated, the modification 
algorithm used deletes rules unless their antecedent have fuzzy 
sets displaced along the universe of discourse by more than 
one support value relative to the antecedent of the rule to be 
added. This operation can be expre~sed linguistically as: 
Delete all rules that are about the same as the one to ·oe 
added. 
4.2 Selection of a "Real World" Model. Central to :he 
design of the SOC is the selection of a process model that ·~·ill 
reflect the degree of input-output coupling. The models u;ed 
in this investigation are presented below. 
4.2.1 Flexible Vehicle Model. The mathematical model 
used for the simulation of the satellite written in state variable 
form is 
x=Ax+Bu 




Clearly this cannot be used in its present form as the re-
quirement is for a model matrix that relates a three-
dimensional vector of process output changes P0 to a three-
dimensional vector of process input changes P; and M,.. is a 14 
x 3 matrix. This can be achieved by including in the model 
matrix M only attitude information (1/l, 9, andY,) formed from 
the elements of mii and M"' as follows: 




where Mis the M- 1 matrix after normalization and scaling- a 
process described later. 
4.2.2 Rigid Vehicle Model. An alternative model is for-
mulated from a satellite description that does not include any 
flexible information; thus the governing differential matrix 
equation results from modifying equation (4) to 
T=l(cl>-w0 ct) 
from which the rigid vehicle state equation 
xR=ARxR+BRu 
can be formed. The vector xR is defined as 
xk'=!¢<!>88~·~1 
Equation (8) becomes 
M,=(E-TAR)- 1TBR 
where ,\-/ "' is a 6 x 3 matrix and the model matrix lvf can be ob-
tained by using equation (9). 
The matrix M- 1 relates small real world changes in the pro-
cess outputs to small real world changes in the process inputs. 
This must be scaled to the universe of discourse of P, and P 0 









G·T= 0 GT! 
0 0 G~, l 
G Y, GC, and GT are the scaling factors on the attitude, 
change in attitude and controller output, respectively; the 
subscript denotes the reference axis, M is produced from 
(Gi) -1 (M) - 1 (dY) -I by a normalization process to ensure 
that P; cannot exceed the maximum (or minimum) element of 
its support set ( ::1: 7). This condition is satisfied if 
Sj"':! II + I + ll ::s I AI m I I m 2 I I m I 
- GY.GT• GY1GT0 GY,GT0 
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where mij is an element of M- 1• M is obtained from 
M=scale x (G7)- 1(M)-'(GY)-I 
where 
Scale= min(S1 , 52 ,53 I 
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It will be noted that to ensure the maximum range of use of 
the universe of discourse for each axis the numerical values of 
S 1, 52 , and 53 must be approximately the same. 
4.3 Controller Parameter Selection. The selection of the 
scaling factors is not wholly subjective (27) since their 
magnitude is a compromise between sensitivity during rise 
time and the required steady-state accuracy. A qualitative 
selection can be made as follows. 
As the initial attitude is 0.025 rad (all axes), then to max-
imize the sensitivity in the initial transient phase this should be 




The largest change of attitude (at small attitudes) that is 
considered acceptable by the authors is 0.025 rad over the 600 
s simulation period. For a sample time of 0.5 s, (0.025 x 
0.5)/600 must be mapped to 0.5 (above this value the quan-
tization process registers a support value of one and a value 
below would register as zero): 
GC 600xO.S 24000 
0.025 x0.5 
The above two sets of input scaling factors represent start-
ing points for scaling factor selection; the optimum 
parameters will be selected by a logical tri;;.l and observation 
procedure. 
The delay in reward parameter DL specifies which input(s) 
in the past most contributed to the present performance and is 
therefore related to proces~ lags. Aids to the selection of DL 
have been proposed by Procyk [14), however, for mor • ~om­
plex processes the only option available is selection by trial 
and observation. Procyk's experiments indicated that the 
choice of the parameter was not critical and that better initial 
performances were obtained if the reward was distributed over 
several past samples. 
4.4 Form of Process Input and G·r Selection. If the 
discrete controller output at sample instant kT is u • I kTl then 
the process input u 1 kT) is given by 
ulkT) =dTu•lkT) 
As the maximum available torque is 0.2 N m then G"r is 
formed from 
5 Results and Discussion 
The responses shown are produced by creating an initial set 
of rules from an empty controller over a simulation run, then 
repeating the simulation with the stored rules until the perfor-
mance converges upon the optimum. Where there is a signifi-
cant difference between this optimum and the initial response 
both trajectories are presented upon the same axis sets. 
Figure 4(a) shows the attitude responses to the parameters: 
GY.=GY1 =GY.=400 
GC• = GC1 = GC+ = 10,000 
GT• = GT, = GT+ = 0.03 
and the flexible model. The controller output is absolute 
torque and the reward is distributed equally over the last 5 
JUNE 1989, Vol. 111/133 
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Fig. 5 Response to SOC, dual mode operation 
samples. This distribution in reward is used for all results in 
this section unless otherwise stated. The delay in reward 
parameter was chosen as such because if only the last sample is 
rewarded then a very small number of rules are created during 
each run and system performance is poor. This is due to the 
rule deletion algorithm employed. To create an acceptable 
134/Vol. 111, JUNE 1989 
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number of rules the delay in reward must be increased and it 
was found that the performance was better if the reward was 
distributed over several samples. Increasing the parameter 
above S has no significant effect upon the performance and 
causes an increase in the required computation time. During 
the initial run 43 rules were created and the best performance 
occurred on the 6th run after which 172 rules were stored. It is 
interesting to note that in achieving this optimum response 
there was a "cycling" of performance in that it would improve 
over a number of simulation runs and then deteriorate before 
improvement occurred again. This phenomenon is due to the 
controller trying to achieve a performance that is not at-
tainable and can only be stopped by modifying a combination 
of the controller parameters, controller model, and perfor· 
mance index. 
Paradoxically the above performances, specifically the pitch 
attitude response, are improved if the rigid model is used in 
the controller (Fig. 4(b)). For this case, 84 rules are created on 
the initial run and the best performance occurs on the 3rd run 
after which 110 rules are stored. This performance improve-
ment is not significant since it must be remembered that both 
models are approximations of the process dynamics . 
Variations in these parameter values show that transient 
performance can be improved by decreasing the controller in· 
put scaling factors. Unfortunately, this improvement is at the 
expense of steady-state pointing accuracy. An increase in the 
scaling factor values improves the steady-state pointing ac· 
curacy but the transient behavior deteriorates. 
By extending the SOC [28] to operate in a dual mode it i~ 
possible to simultaneously improve both the transient and 
steady state system behavior, without increasing the number 
of elements in the support set. Thus, the controller input scal-
ing factors will be initially chosen to be relatively small to pro-
duce the best transient response and when the trajectory is 
close to the origin they will be switched to a larger value to 
enable a high steady-state pointing accuracy to be achieved. 
The values chosen are: 
GY 18J }"'''" ... ··'"" GC 20,000 GT 0.03 
GY 1600 I 
GC 800,000 Jafter the switch 
GT 0.03 
The result of this change is shown in Fig. 5 for the rigid modei. 
The choice of a control law is largely dictated by its ability 
to cope with the off design condition, process and measure· 
ment noise disturbance. Figure 6 shows the satellite response 
when the modal frequencies are reduced by a factor of 2. Both 
controllers cope well with this mismatch condition, however, 
the SOC responses are marginally better. If the modal f re-
quencies are reduced fun her, the SOC responses are 
significantly better than the P + D controller. 
Increasing the modal frequencies by similar factors shows 
virtually no change in transient response; a slight deterioration 
in attitude response does occu:· tith the SOC. 
The satellite response to the SOC for a 90 deg change in 
orientation of the solar array, which is the worse possible case, 
is shown in Fig. 7. The roll atttitude response on the initial run 
is poor but is improved during subsequent runs, with the best 
performance occurring on the fifth run. The performance is 
marginally worse than the performance of the P + D control 
law. 
The noise signals used in this study are Gaussian and White 
being characterized by the standard deviations: 
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which are the same for each axis. 
The introduction of these disturbances seriously degrades 
the vehicle response to the SOC controller, Fig. 8. The number 
of rules created is greatly increased with the maximum number 
of rules allowable, 600, being exceeded on the second run. The 
presence of noise also results in a deterioration in the response 
to the P + D controller, although this is not as dramatic as with 
the SOC. This deterioration in control is due to the amplifica-
tion of the nominal noise statistics in obtaining rate informa-
tion. For the P + D controller this problem is not as significant 
because of the use of the pseudo-differentiator to estimate the 
angular velocities. The response to the SOC can be improved 
by calculating the change in attitude using the pseudo-
differentiator, however, its performance does still not com-
pare with that of the P + D controller. The high noise sensitivi-
ty of the SOC would probably be reduced by using 
Lukasiewicz logic to interpret the fuzzy linguistic relation [29), 
this had the effect of making the changes in the control action 
more progressive. However, the suggestion of Braee and 
Rutherford [27) that the width of fuzzy sets at the point where 
the membership function is 0.5 should be S times the standard 
deviation of the noise cannot be used in this case as it would 
result in an impractically small value of GC. 
6 Conclusions 
It has been demonstrated that the SOC can provide good at· 
titude control of the earth resources satellite. The controller 
requires limited process knowledge and its performance com-
pares favorably with that of a complex P + D controller. It 
should be noted that the SOC has no information about the 
flexible dynamics of the craft yet it can provide excellent 
damping of the flexural motion. This demonstrates that the 
learning capabilities of the controller can compensate for a 
crude process model. 
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The parameters that comprise the chosen controllers were 
selected on a trial and observation basis and do not necessarily 
represent the best settings. An all embracing testing strategy is 
difficult to develop because of the many interacting 
parameters. However, this selection provides good control 
and was obtained with a minimum of difficulty. This 
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Fig. 9 SOC index values and system response 
qualitative approach to the design was undertaken because the 
available procedures for stability and performance analysis [9, 
27, 30, 31] are somewhat limited in scope and are not readily 
applicable to the SOC due to its complex and time-varying 
structure. 
The cycling of the performance that has been observed is 
due mainly to the fullness (i.e., few zero states) of the perfor-
mance index. This is demonstrated by Fig. 9 which shows the 
SOC's "optimum" performance (the attitude responses of 
Fig. 5) and the performance index output corrections for that 
performance. As can be seen the performance index is con-
stantly making changes when the trajectory is considered to be 
acceptable. This is because the index was written with the aim 
of creating rules from an initial empty controller. Thus once 
the best performance for a particular parameter set has been 
obtained a further run would result in a deterioration in con-
trol as the responses cannot be improved upon. After this 
deterioration the modification procedure would then improve 
the responses until the best performance was again achieved. 
This cycling of the response is not a problem as it has been 
demonstrated that good control is possible and if the rules 
before the optimum performance are stored (zero rules in the 
case of the best performance on the initial run), then this 
response can be reproduced at any time. Convergence of the 
controller (i.e., no rule modification on sequent runs) could be 
achieved by making the performance index less active (many 
zero states) at the expense of the performance. 
The study has shown that a specific area does not exist 
where the performance of the SOC is significantly better than 
that of a P + D controller. Although this superior performance 
is not general it does indicate that the fuzzy logic controller 
can compete with the more conventional techniques of con-
troller design and therefore its wider application should not be 
neglected. 
References 
I Mamdani. E. H., and Assilian, S., "An Experiment in Lingo1istic S)"TI-
thesis with a Fuzzy Controller," Int. J. Man-Ma<hin• Srud., Vol. 7, 1975. pp. 
1-13. 
136/Vol.111, JUNE 1989 
158 
2 Kickm, W. J. M .• and Van Nauta Lemke. H. R., "Applica:ion of a Fuz. 
zy Controller in a Warm Water Plant, .. Automotics, Vol. 23, 19'76. pp. 
201-208. 
3 Ostergaard, J. J., "fuzzy Logic Control of a Heat Exchan9:er Pro.:css,'' 
Internal Report 7601, Tech. Univ. Denmark, Elec. Power Eng. Oep1.. 1976. 
4 Rutherford, D. A., and Carter. G. A., "A Heuristic Adaptive Controller 
for a Sinter Plant," Proc. 2nd IFAC Symp. Automation in Mining. Mineral and 
Metal Processing. Johannesburg, 1976. 
5 Tong, R. M .. "Some Problems with the Design and lmplement>tion of 
Fuzzy Controllers," Internal Report CUEDtF-CAMStTR 127, Camtoridge 
University, 1976. 
6 Van Amerongen, J .. Van Nauta Lemke. H. R .• and Van D<r Veen. J. C. 
T., "An Autopilot for Ships Designed whh Fuuy Sets," Digital Compult.~ Ap-
pli<arions to Process Con~ro/, H. R. Van Nautc Lemke (ed.). IF.~C and Sorth-
Holland. 1977. 
7 Larsen, P. M., "lnduslrial Applications of Fuuy Logi:: Connol,'' /r.r. J. 
Man-Marhin• Srud., Vol. 12. 1979, pp. 3-10. 
8 Tong, R. M .. BecL, M. B .. and Latten. A .. "Fuzzy Control of the Ac-
tivated Sludge Waslewater Treatmenl Prcc~ss," Auroma1ica, '.' Ji. 16, !9S.O. ;:-p. 
659-701. 
9 Daley, S., and Gilt, K. F .• ''A Justificiation ror the Wider Use of F:1zr:, 
losic Control Algorithms," P.ror. !~.S'"· MPrh Fn~n .. VoL 199. So. Cl. !9SS 
pp. 43-49. 
10 Sugeno, M., ed .• /nduslrial Applications of Fu:.:> Con1rol, !\otth-
Holland, 1985. 
II Gupta, M. M., Kiszka, J. B .• and Trojan. G. M .. --~1utuvanabt: S~ruc­
lure or Fuzzy Control Systems." IEEE T"m.s. Sy.st. ,\fa.n D!td Cyb., VaL 
SMC-16. 1986, pp. 638-656. 
12 Bainbridge, L., The Process Controller, The Analysis oj ?racricai S~!lls. 
W. T. Singleton (ed.). Academic Press, 19~5. 
13 Umbers, I. G., and King, P. J., ''An .~naiysis oi Human De-.:ision·~lai..ing 
in Cement Kiln Control and the Implications of Automalion." Fu::.y Rl'ZGr=:nfc 
and /IS Applications, E. H. ~lamdani and B. R. Gaines (ed\.) .. A.cademi.:" ?7~\s. 
!981. 
14 Procyk, T. J., "'A Seli-Or~anizing ("oraroller iu; D:.n.::::i.: Pro..:::::~t~." 
Ph.D. thesis, Queen Mary College, London, t977. 
IS Procyk, T. J., and ~lamdani, E. H., "A linguistic Seli-Organi7.!T:g ?~o­
cess Controller." Auromatica. Vol. 15, 1979, pp. 15-30. 
16 Mamdani, E. H .• "Advances in the linguistic Synth~~i: Ji Fuz.;:y Co:-,· 
trollers:· Int. J. Mon·J\fachine Srud .. Vol. S. 1976, pp. 669-t•:-s. 
17 Tong, R. M., ''A Conuol Eng:ineering. Re ... ·iew of Fuuy Sy:;:e:n;.'" 
Automatica. Vol. 13. 1977, pp. 559-569. 
18 Kandel, A., Fu:;:y Mathematical Techniques M'ilh Appllcarion!, A~CisOii· 
Wesley, 1986. 
19 Kaufmann, A., and Gupta. :V1. ,Jmrodu~·tion to Fu::.y A .·:tl':mt>Iic: 7" tt · · 
Applications, Van Nn-~uand Reinhold, 1985. 
20 Fenton, J., .. Satellite Attitude Measurement and Cemrol lncorrt)~atin::. 
Active Damping or Flexural Motion.'' Ph.D. thesis, Api. !Sotd. UniH~S;Iy o, 
Leeds. 
21 Likin$, P. W., ''Dynamics and Control or Flnibie Space \'eh::l:s.'· 
Technical Report 32-1329. 1969. Jet Propulsion Labora<ory, Calif. 
22 Hewer. G. S., "An Iterative Techn1qur: for the Computa;ion of th~ ~:e:sd:· 
State Gains for the Di~crele Optimal Rtgulator," IEEE Trans. on Aul6m1ltl 
Con~rol. Vol. 16. 1979, pp. 382-383. 
23 Kleinman. D. L., "Stabilising a Disc~ete Constant Lm::ar Sys1e::: Wl::--
Application to lterati\'e r-.tethods for Sol\'ing tne R~CClli :t:quatbn .. lEE~ 
Trans. on Automatic Control. Vol. 19, l9iJ, pp. :!S2-:~~. 
24 Smith. R. A., ":-.latrix Equation AX~ BX • C.'" SIA.H l. Applied .'-let/: 
Vol. 16. 1968. pp. 198-~07. 
15 Harris, R. S., and Tedman. D. C .. "Three Axis Control or Sj:'::.:!':~af 
with Larp;e flexible Appenda~es, Dynamics and Con:-.)\ of Nor.-Ri;i~ 
Spacecraft." Proc. of £SA Symposium, Frascati, Italy. 2~-~6 ~lay !9"c. pr 
285-296. 
26 Paraskt\·opoulos. P. N., "On Pult: A~:~oigumcm b) P,opvnior,a.l r:~­
Iltrivativt Ouptut Feedback. Electron Ltlltrs. Vol 14 1976. pp. :t4-3~. 
27 Braae, M., and Rutherford, D. A., "Selection of Param~tcrs ror a Fuz.z: 
Logic Controller." Fu::_yS.rsandSysrtms, Vo1.2. 1979, po 185-199. 
28 Daley, S., and Gill. K. F., "Altitude Control of a Spacecrait Using an E'· 
tended Self-Organising Fuuy Lagle Controller," Proc. f. Mtch. £ .. VQi. :Oi 
No. C2, !987, pp. 97-106. 
29 Baldwin, J. F. and Guild, N. C. F .• "Modeling Controiler Usin~ FuzZ" 
Relations," Kyb<rntr.s, Yol. 9. t980. pp. ~23-239. 
30 Kickert, W. J. M .. and Mamdani, E. H., "Analysis of a Fuzzy Lo~:c Con· 
troller." Fuuy Sets and Systems. Vol. I. 1978, pp. 29--14. 
31 Daley, S .• and Gill. K. F., "A Study of Fuzzy Logic Ccc.::oll<· 
Robustness Using the Parameter Plane," Computers in lndul.'ry, Vol.·. l9S.~ 
pp. Sll-522. 
APPENDIX 
Proportional Plus Derivative Controller 
The proportional plus derivative controller is designed u;inf 
a procedure detailed by Parakevopoulos [26]. 
Describing the satellite by the stale equations: 
Transactions of the ASME 
li=Ax+Bu 
y=Cx 





where P and D are constant 3 x 3 matrices that can be 
evaluated as follows. 
Combining equations (AI), (A2), and (A3) yield: 
li== (E-BDCr 1(A +BPC)x 
where E is the unit matrix. 
It is required that the system behaves as: 
li=FX 
where the eigenvalues ofF have negative real parts and are 
chosen arbitrarily. 
Thus 
F== (E-BDC)- 1(A-BPC) or F-A =BPC+BDCF 








and Sis the 6 x (6 +2m) partitioned matrix, 
S= [ -~·] 
as BandS are nonsquare then the solution of equation (A4) 
is obtained from: 
H= (BrB>-'Brzsr(ssr)- 1 
The matrices P and D result from a departitioning oi H. 
The selection of F such that it has the desired eigenvalues 
can be done by either: 
(1) derivation of a polynomial from the chosen pole loca-
tions of the system and construction of F from its 
coefficients. 
(il) derivation of F from a feedback matrix that will pro-
vide the desired dynamic characteristics. 
For the system under consideration selection of a multiplici-
ty of poles will not be easy. Thus a feedback matrix Kp 
calculated from a solution to the algebraic Riccati equauon is 
used to position the poles [20], i.e., 
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Influence of Exhaust Induction 
Systems on Air Consumption of a 
Two-Stroke Oil Engine 
Bv E. H. WRIGHT. B.Sc .. Ph.D .. A.:\t.I.Mech.E.* 
and K. F. GILL, M.Sc .. Ph.D .. A.M.l.Mech.E.* 
To determine the validity of published work.'-' the scavenging of a naturally 
aspirated firing two-stroke oil engine using simple exhaust and induction 
systems was investigated experimentally. For a constant air-fuel ratio of 24 : 1. 
air consumption trials were performed for the following exhaust and induction 
system arrangements: 
1. Varying length of plain exhaust pipe with a neutral induction system. 
2. Varying length of plain pipe-conical diffuser exhaust duct with a neutral 
induction system. 
3. Varying length of induction system with a fixed length plain pipe-diffuser 
exhaust duct. 
4. Asymmetrical exhaust and inducuon systems. 
The general conclusions to be drawn are: 
(1) No unique relationship between dimensionless air flow and nL/a exists for 
a firing engine as obtained from the work done using simulated conditions. 
(2) A high air consumption within bands of limited speed range is possible 
with natural aspiration using symmetrical exhaust and induction systems. 
(3) The stable operating speed ranges car, be considerably extended without 
appreciable effect upon air consumption by using an asymmetrical exhaust 
and a symmetrical induction system arrangement. 
(4) The objectionable noise produced by an engine exhaust system is primarily 
due to shock wave formation within the duct. 
THE work presented in thi' article i> the result of an in•·estigation into the scaveng-
ing potentialities of wave-action in the induc-
tion and exhaust ducts of a firing naturally 
aspirated opposed piston two-stroke oil 
engine. incorporating ports designed in 
accordance with Kadenacy specifications. J 
The high performance of engines built to 
Kadenacy specifications cannot be disputed. 
It is now generally accepted, however, that 
the performance is due largely to pressure 
pulsations in the exhaust system. Bannister 
and Mucklow' showed conclusively that the 
depression in the cylinder following release. 
the so-called Kadenacy effect, was attribut-
able to wave action. Wallace, Nassif and 
Boxer 1• • extended the work of Bannister 
and Mucklow using a motored opposed 
piston two-stroke cycle engine in which the 
cylinder release pressure was simulated and 
made comparable with that of a firing engine. 
This work suggested confirmation of the 
• Dtpanman ol Mcch~nical Enaincerins. Onivenu) of 
Birm:mabam. 
well-known criterion nL/a. lcrml.!d the 
"natural pipe length''. as a criterion for air 
consumption. The simulated results were 
plotted as dimensionless air consumption 
against this criterion. and although pre-
sentation in this form resulted in consider-
able scatter. a broad general trend. indicating 
a systematic variation in air consumption 
with change in the exhaust criterion, wa' 
observed. This scatter was attributed to 
the effects of speed on certain subsidiary 
factors and by applying a speed correction 
factor a unique relationship was obtained. 
The engine 11sed by Wallace and others 
was converted to firing conditions and used 
to investigate the effect on the air consump-
tion of the exhaust gas and cylinder gas 
temperatures and the associated flow dis-
continuities and irreversibilities. 
APPARATUS 
The engine used in tbe investigation was 
an unblown, two-stroke opposed piston oil 
engine and a cross-sectional arrangement of 
SEPTEMBER. 1'.163 
the unit is shown in Fig. I. The ong111al 
exhaust system incorporated e.\haust ejL'I.'tPr~ 
designed to Kadenacy ~pecitic~tiuns. \\hie h. 
for the present research. were r~ndcrcd i;h.>p~r:;­
tive by tht! insertion of shun ll.!n~tilS uf pq:~~. 
Directly c-oupled to the o!ngin~ uniL wa:. .1 
s" inging field electric dynamumc:tcr anJ th~ 
general ~nrangement is shown in Fi~. 2. 
Au~iliarv shafts. chain drhcn rrom th-: 
engine cninkshaft. provided the dri,·cs fM 
the fuel injection pump. the rev.1lutio11 
counter and a three-phase a.c. tachometer. 
For continuous ene:inc runnine: the fuel 
injection pump was gravity fed directly fron 
the fuel tank and for accurate fuel measu1 e-
ment the fuel supply was taken frum cali-
brated pipettes. A micrometer attachm~nt 
l'ig. 1-S«tion:~l arrangement or engine 
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£-Fuel injecuon pump. 
F-Re.,.olution counter. 
G-ConU!.ct breaker pomts. 
H-Fuel inject.or nozzle. 
J-Exhaust pipe, 
A"-Small air bo'l. 
L-Metenng air box. 
.\1-0rificc: pl:uc. 
N-Compressed air supply for §Ianing. 
P-Prcssure gauge (for staningt. 





r-Annature load rnistancc. 
lf'-Ficld rnislance. 
Fig. l 
on the injection pump rack provided control 
for the pump delivery flow. The exhaust 
systems discharged into collector tanks 
which were vented to atmosphere through 
the laboratory exhaust extraction system. 
To verify that no scavenging assistance was 
gained from the extraction system, water 
manometers were attached to one small air 
box and one exhaust collector tank to meas-
ure the pressure gradient across the engine 
unit. Bulk exhaust gas temperature was 
measured by iron-constantan thermocouples 
positioned at chosen intervals along the 
duct length. . 
Both exhaust ducts consisted of a section 
of solid drawn I jin bore commercially smooth 
plain pipe to which a conical diffuser 
assembly could be attached. The construc-
tion of each duct was such that the plain 
pipe could be varied in length by increments 
of 6in up to a maximum of II ft. The 
diffuser assembly. which had a divergence 
angle of 6', could also be varied in length by 
increments of 6in from I ft to 3ft 6in. 
The air circuit can be seen in Fig. 2. 
Mounted in the frame straddling the dynamo-
meter is a large fabricated steel air box, in 
one end of which is mounted the metering 
orifice. A range of orifices designed in 
accordance with B.S. 1042 were used in the 
air box and the pressure difference across 
these recorded with the aid of a micromano-
meter. Two flexible rubber tubes of 3in 
bore, connected the large air box with two 
smaller air boxes. These latter air boxes 
were either attached directly to the engine 
pons to give a neutral induction system. or 
to the upstream end of the induction ducts 
when these were fitted (Fig. 3). The induction 
ducts consisted of 2in bore smooth plain pipe, 
terminating upstream in a diffuser of fixed 
length, and were variable in length by 
intervals of 6in in a similar manner to the 
exhaust system. Tbe rolled steel fabricated 
diffusers were 19in in length with a divergence 
angle of 6'. 
PROCEDURE 
To reduce the number of engine operating 
variables and provide a basis for comparison. 
constant values were used for the air-fuel 
ratio and the engine cooling water output 
temperature. The values chosen for all the 
trials were 24: I and 180'F respectively. 
The change in the engine air consumption 
2 
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with the variation in the leneth of the exhaust 
and induction ducts, was investigated in 
five stages, namely: 
(I) With a neutral induction system. the 
plain exhaust pipe length was varied by 
increments of 6in from a minimum length of 
2ft 2in to the maximum length of lOft 2in. 
these pipe lengths representing the limiting 
values beyond which it was not possible to 
run the engine without the supply of sca\'enge 
air. 
(2) For a fixed length of diffuser of 3ft 6in 
and a neutral induction system, a full air 
consumption trial was carried out in which 
the exhaust plain pipe length was varied in 
steps of 6in from a minimum length of I ft 8in 
to a chosen maximum leneth of 5ft Sin. 
(3) for a constant plain pipe length of 
4ft Sin and a neutral induction system. the 
effects of diffuser cone length upon engine 
performance was investigated. This entailed 
the same procedure as in (2) except that the 
diffuser length was changed by decrements of 
6in from 3ft 6in to a minimum length of 2ft. 
(4) The quantitative effect of induction 
ramming was studied for a fixed exhaust duct 
length of 8ft 2in. The exhaust duct consis1ed 
of a 4ft Sin length of plain pipe tcrmin31ing 
in a 3ft 6in length of diffuser cone. 
For the same speed range as in the abo\'e 
cases, the induction plain pipe length was 
varied in 6in intervals between the limit; of 
7in and I ft 7in. In all cases the plain pipe 
terminated in a conical diffuser of length 
19in. 
(5) Asymmetrical arrangements compris· 
ing the following duct lengths were investi· 
gated in a similar manner to the above four 
cases. 
The arrangements were: 
Pl:!.in f'ipc Diffu!>Cr 
(i) Induction ducu .. 7in 19m 
"' 
7in !9in 
E:~~.hawt ducu 4ft Sin :lrt 6•n 
"' 
Sin Jft t>in 
!iii Induction ducts 7in IYm 
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Fi~. 4--Variation in air flow 14ith exhaulit pipe length. 'eutrol induction s_,·o,tcm Fiu,. 5-Variatiun in air floM \\ilh ex~ust pipe le-n!lth. ~eutral induction S;\Sicm 
For each duct length. lh< readings taken at 
selected intervals within the stable speed 
range were: engine torque. micromanometer 
head. gauge pressures in th(' ~mall air bo.x. 
anU the exhau~t colkctor tank. L1nJ e.\llau~t 
gas temperature at a number of ~lations ;1long 
the duct. The sp<~d rang~ in all live cases 
was 500 r.p.m. 10 I 500 r.p.m. and the 
results are ploned in Figs. 4. 5, b. 9. 10 and II. 
DISCUSSIO~ OF RESULTS 
(a) Dynamic Similarity am/ Air Co11.wmp· 
tion.-Scavenging of a naturally aspirated 
blowerless enein~ is eft'ected bv utilisation of 
the wave effecis in the •. ,hausl svstem and the 
1.:riterion for dvnamic similllrit\· in thi~ 
respect has been term~d the "natural duct 
l<nclh .. -' This was delined as nL.'a where 11. 
L and a denote the engine speed. duel 
l<ngth and mean acoustic velocity in th~ duct 
respectively. 
For the work presented. the criterion nL a 
is used as a basis for comparison with the 
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dilions. In the case of the plain pipe system. 
the abm·e crit~rion has a definite physical 
sicnificanc~ if it is assumed that the pro-
pagation \"elocity is ~ constant. 1.t!. gel..'-
metrically similar pressure distributions with 
respect to crank angk C.\i5t in the plane of the 
exhaust ports. It is difficult to formulate such 
a criterion with an equally precise me:.ming 
in •he case of the plain pip~-ditfuS<r arrange-
ment. In addition to the incerrect basic 
assumption of a constant propagation vclo-
citv. the nature of the reflection process is so 
much more complex in the diffuser. that no 
single ..:-rit~rion for dynamic similarity can be 
specified. As a reasonable compromise, 
Wallace and Boxer' suggested n( L ··0· 5L.:).'a 
"·h<re L is th~ plain duct length and L1 the 
dilfuser length. This equivaknt kngth of 
diffuser is. however. based on the assumption 
that the fundamental pulse is of zero ampli-
tude on its arri,·al at the open end. and this in 
2cneral is not valid. 
- The results of !he air consumption lriab 












tained for both plain pipe and plain pip<-
dilfuser exhaust systems ar~ shown planed in 
Figs. ~- 5. 6 and 7. The ordinal~ a'is in all 
the tl!:!ur::s is the d!mcnsion!..:5s r:Hit.' V, r·; 
where ... V., is th~ volum~ ot Jir aspir~ned per 
cvcle at ~1mbient conditit'l1.'i anU I , is the 
effective cylinder trappeJ n1lume :11 the 
instant of air ptnt closure. From thes~ it can 
be seen that dimensinnlc~s :1ir thn\.;;. as hi~h 
as 146~~ can be achi<vcd with the plain pipe 
conicul diffuser arranccment and thus the 
prospect of obtaining an improvement in 
power/weight ratio for the engine unit is good. 
Pulse Ampliwde.-As a result of the sys-
tematic testing of n simulated l!'ngine system 
and the application of a speed correction. it 
was shown that a unique curve relatmg 
l··.,r I·, and nUa was possible. In the case 
of a tiring engine, however. the amplitude 
of the SC3\enging pulse is a!lenuatcd by the 
flow irrcversibilities of wall friction and h~al 
transfer to tbe surrount!in!!s. Th~ etfect or 
friction. due to high~r 2:1s ~elncities anJ \\:1\J 
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firing engine, and the etfect of heat transfer is 
virtually non-existent in the simulated work. 
Further the pulse amplitude is affected by 
temperature discontinuities which are estab-
lished at the interface of the hot gases being 
discharged from the cylinder and the cooler 
residual gases from the previous cycle. The 
volume of the exhaust ducting will, in general. 
be in excess of the volume of the cylinder 
gases discharged per cycle and hence several 
discontinuities will exist in the dueling at 
any one instant. These discontinuities, in 
their passage down the exhaust duct, are 
attenuated by diffusion and mixing, and thus 
their influence on the pulse amplitude 
becomes progressively less marked. 
The combined effect of the irreversibilities 
and temperature discontinuities will vary 
with different duct lengths. and for the same 
value of uL/a, the air mass flow and thus the 
cylinder release pressure will vary. The speed 
correction. as used for the presentation of the 
simulated work. was applied to the air 
consumption results for both the plain pipe 
and the plain pipe-diffuser exhaust arrange-
ment. These are shown plotted in Figs. 8 and 
9 respectively, and the large scatter shows 
that no unique line relating the dimensionless 
groups v.; V1 and nL/a, is obtainable for a 
firing engine. 
Pulse Timing.-Assuming the pulse shape 
is the same for all operating conditions, the 
wave configuration in the exhaust duct does 
not depend exclusively on the three system 
parameters of duct length. mean acoustic 
velocity and engine speed. The engine speed. 
n, is directly proportional to the mean 
propagation time for a wave. but the latter is 
not directly proportional to the mean 
acoustic velocity, a, since the propagation 
velocity is affected by the gas stream velo-
city. Further, when using the exhaust 
t---t-+~.f~~:!-~t---t--f--rl-·-_'-+-+·~-
005 007 
[)(HALJST C/UTWON !!f. 
X lfl lin o( plain pipe: and ln 6in of coo leal difl'user. 
T •n lin of plain pipe aad. 3rt 6in of conical dilfUier. 
0 5ft lin of plain pipe and m 6in of conical difl'uscr. 
- - - Unique curve from simulated work. 
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diffuser, the equivalent length used for this 
cone is based on the assumption that th~ 
fundamental pulse is of zero amplitude on its 
arrival at the open end. 
The lower particle velocity associated with 
a smaller air mass flow causes an earlier 
return of the scavenging pulse and to maintain 
a constant scavenge efficiency. i.e. the 
presentation of the same port configuration to 
the rarefaction pulse, requires a reduction in 
engine speed. Hence, for example. the peaks 
for the differing values of dimensionless air 
flow obtained with different pipe lengths 
should lie on a line of positive slope and not 
on a vertical line. This slope of the peak 
values can be seen in Figs. 4 and 5. the maxima 
around nLfa=0·08 exhibiting this behaviour 
clearly . 
Most of the results shown in Figs. 6 and 7. 
and those below a value of nLfa=0·065. 
Figs. 4 and 5, are in the re~rion in which the 
scavenging action is the result of a complex 
wave system caused by two or more traverses 
of the exhaust duct by the fundamental pulse. 
When such a complex wave action is involved. 
no marked general trend can be expected 
and to check the validitv of the above 
argument when Operating Under these COD· 
ditions. a test was conducted usin• a constant 
length of plain pipe and various lengths of 
diffuser. 
The timing of the complex wa,·e system 
encountered in all three cases studied is the 
same. since reflections commence at the 
diffuser entry section. The scavenging 
potential, however. is reduced by shortening 
the diffuser lengths with a consequent reduc-
tion in particle velocity. The results are 
shown in Fig. I 0 and these confirm that the 
argument for the fundamental pulse in the 
plain pipe case is applicable to a complex 
wave system and that the term nLfa is not a 
truly independent dimensionless parameter 
for the flow encountered in a firing engine. 
(b) Effect of Diffuser Length.-For a 
fixed length of plain exhaust pipe and a 
neutral induction svstem. the intlucncc of 
diffuser length on ai'r consumption is shown 
in Fig. 10. 
The general shape of the air consumption 
'f' 3ft 6in of c:on.ic.al diffuser. 
0 2ft 6in or conical diffuser. 
x 2ft of coni;al diffuser. 
Fig. 9-The effect of ........ speed a>rredlon 011 the air flow cunes "llh a 
-· iDdudloo .,mm 
Fil- 10-Varialloa ill air llow with cWrusor ...,. leagtb. Plain pipe length of 
4ft liD am aeulral lnductloo l)'llom 
4 
T H E EN(; IN E F R s~pi. 27. l'lh.l 505 
SUMMARY OF CO!'<C'LUS!O!'<S 
~ 1~~--~--~~~~~~-L--~----~--~---+----+---~~ 
(I) No unique relationship exists between 
the dimensionless air consumption and the 
dimensionless group nLfa to detine the air 
mass flow in a firing engine, as was suggested 
by the previous simulated work'·'. The 
results of the simulated work are not applic-
able to the firing engine due to the presence of 
temperature discontinuities and flow irrever-
sibilities. Thus, the only method of estimat-
ing the air flow which may be expected as a 
nesult of wave :~ction in an enaine exh:~ust 
system. is to perform a theoretical analysis for 
the system under consideration. Thcoretic:~l 
analyses have been performed. with satis-
factory results. for the systems described in 
this :~rticlc. The solution of the equation, ,,f 
flow has been effected by the use of a moditiod 
form of the "method of characteristics'' in 
which the ctTects of heat transfer. friction. 
temperature discontinuities and variation of 
specific heats have been included. The 
theoretical treatment is, however. bevond the 
~ope of this article and is in pr.ocess of 














E1..hJu,1 Uu..:t \:Omu.te\1 of .J length ..:Jf pl.tin pipe 4fl 8m ionv. temwt.:~tintt m "'~·~mk.ll 
..Jilru<.o:rufkngth )ltt.m. 
., Sc:uLr.li imJu..:liun )}",ll:nL. 
· 7in uf r-l;~in rtr~ ;.uul l~in "'" .:uru.,·.d Ji!lu~c:r. 
0 l.lm ot pl.lm r•rc .:~nd l"•n t~fc,•nh: .. ll diJIU<.er. 
~urves is not affected by the variation of the 
diffuser length, although improved air con-
sumption results from the use of the longer 
diffuser. Improved performance is obtained 
since the amplitude of the fundamental pulse 
arriving at the open end is smaller and this 
results in a reduction in the kinetic encr!:!v 
loss during open end retkction. It follu;;:, 
that for the short diffuser. the encrov content 
of the reriected pulse is much less.than the 
fundamental pulse and the duration of the 
rarefaction pulse will be shorter. Thus as a 
result of both these effects the scavenging 
potentiality is curtailed. 
(c) Stable Breatlring.--For stable breath-
ing the curve relating the dimensionless air 
How to nL,'a. or to speed. requires to be of 
negative slope. Ideally. therefore. the air 
breathing curve required for successful 
operation of a naturally aspirated blowerless 
two-stroke cycle engine is one which has a 
constant negative slope for its operating 
speed range. 
With a neutral induction system. the plain 
pipe-diffuser exhaust systems comprising 
-1ft 8in. 5ft 2in and 5ft 8in lengths of plain 
pipe terminating in a 3ft 6in length of 
dilfuser ga,·e the best breathing throughout 
the operating speed range with the exception 
of a narrow speed band around I 300 r.p.m. 
Operation within the speed range I 200 to 
I 400 r.p.m. was impossible with the system 
using the 4ft Sin length of plain pipe and 
represented the worst breathing character-
istic of the above optimum exhaust duct 
lengths. This exhaust arrangement was 
therefore chosen to investigate the possibility 
of effecting an improvement by means of 
induction ramming. 
Air consumption trials were performed 
using induction systems composed of 7in and 
13in of plain pipe terminating upstream in a 
diffuser cone of length 19in. The results of 
these trials are shown in Fig. II. Although 
the air consumrtion curves were still oscil-
latory in nature, successful running was 
achieved with both induction systems over 
the full speed range. This represented a 
substantial improvement in the breathing 
characteristics. An attempt was then made to 
reduce the oscillatory nature of the air con-
sumption characteristics by selecting from 
the pnevious nesults an asymmetrical 
arrangement of exhaust and induction 
systems. The results of this investigation 
are shown in Fig. 12, together with the 
comparable results obtained with a neutral 
induction system. The arrangement with a 
symmetrical induction system and an asym-
metrical exhaust system, curve e, gave the 
most promising characteristic. Although 
theoretically unstable breathing regions. i.e. 
characteristics of positive slope, exist, it was 
found in practice that speed control through· 
out the full speed range was readily achieved. 
(d) Nuise.--During the course of the 
experimental programme it was obser.-ed that 
a pronounced "cracking" noise was super-
imposed on the normal exhaust note when 
using the plain pipe-diffuser exhaust systems. 
From a consideration of the wa,·e mechanism 
i"'·ol\'ed. it was apparent that the "cracking" 
sound could not result from the disordered 
expansion of the fundamental pressure pulse 
at the open end of the duct. The diffuser 
provides a controlled expansion, resulting in 
an appreciable reduction of the pulse ampli-
tude incident at the open end as compared with 
the plain pipe exhaust system. Examination 
of the pressure recordings taken at various 
stations along the exhaust duct showed that a 
relatively strong shock wave developed 
behind the main rarefaction pulse within the 
region of the diffuser entry section. Monit-
oring of the pressure variations occurring at 
this section of the duct under different load 
and speed conditions showed that the 
.. cracking" noise became more pronounced 
as the shock wave formed in this region 
became more intense. 
Fig. 12-Air How tunes 
for asymmetrical dLtCt 
sy!!iittms 
(2) The experimental results show that 
efficient scavenge can be achieved by utilisa-
tion of the wave effects in the exh:~ust duct 
of a two-stroke oil en~ine without recourse 
to an external blower~ or crank-case com-
pression. 
(3) The fittine of a suitable conical ditl'u>er 
to the plain -exhaust duct arrangement. 
results in a marked improvement in !he mass 
of air breathed and hence the ma,imum 
potential power output of the engine. 
(4) The poor breathing exhibited over a 
limited speed range when using a neutral 
induction system can be improved by in-
duction ramming without moterial effect on 
the pcriormance outside this speed range. 
(5) A satisfactory practical breathing char-
act!>!ristic can be obtained by using a suitable 
matched symmetrical induction system and 
an asymmetrical exhaust system. 
(6) The objectionable noise from a recipro-
cating I.C. engine e~hausr system i!) Jttri-
butable to the presence of shock waves within 
the system. This sugge,ts that the theoretical 
design of effective 5iknccrs for n:ciprocating 
l.C. engines should be ba;ed on the linite 
wave theorv and not on the small WU\ c 
theory generally adopted. 
~oo~--~~--7100~~~--~--~~-~~~oo~~~~~~~~-~~soo 
lHGIN£ SPEED - A.P.Jot. 
0 Eduus1 duel ltnBtbs: 4ft Sin :1nd ~ft Sin of plain 11ipe term1n.uinw in lf16in of conical 
ditfuser. lnd~lion duct lcnaths: 7in o~nd 1ft 7in of l'l.lin Ill!'<.' ro:nnm;~.;ng in I'J111 01' 
conic::al diiTu~r. 
• E.-.h.olust duct lcnphs: lft lin and !ln. Sin ,,r rol:ain roi~ IC!~In:lting in Jft 6in of coni-
c.ll diffuser. lnduc1ioa dlll:t lcnvths: 7m of pLiin p1~ t.:-mun.atiRK in ICJ1n ol ~:omcal 
ditfuwr. 
V !1ft ~in o( pl;~in PiP<! and 3ft 6in o( ~:on!c;~l dirfu.'iCr. Nculr;&l inJu..:uun s~tem. 
'Y 3rt lin of pbia pipe and Jrt ttin of c:onteal diiTuser. Neuual indu..."'tion l)'ltcm. 
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Theoretical Analysis of the Exhaust 
System of an Oil Engine 
By E. H. WRIGHT. B.Sc .. Ph.D .. * and K. F. GILL, 1\I.Sc., Ph.D* 
The accuracy to which the air consumption and pressure wave profiles in the 
exhaust duct of a two-stroke oil engine can be predicted theoretically has 
been examined by the use of the isentropic finite wave flow equations. The 
isentropic solutions of the gas flow in a plain pipe and a plain pipe-diffuser 
exhaust arrangements were compared with the actual recorded air mass 
flow and pressure wave profiles for these systems. The general conclusions 
to be drawn are: 
(1) True application of the theory does not give a good solution of the wave 
pattern and gas flow in an actual engine system. Caution should therefore 
be exercised in the use of the simplified theory. 
(2) The application of the isentropic finite amplitude wave theory to the 
exhaust system of a firing engine will only show promise providing high Mach 
Number flow conditions are not created by the system configuration. 
(3) Simulation of an engine system will almost certainly give erroneous 
solutions to the gas flow in a real engine system. Extreme caution should 
therefore be exercised in drawing general conclusions regarding the perform-
ance of a real engine system from the results of this type of work. 
I. Jntroductiuu 
THE potential advantage of the two-stroke cycle engine over the four-stroke cycle 
engine of equal swept volume is substantial. 
The output torque is more uniform and for 
the same speed of rotation, the power 
developed is theoretically double giving a 
much improved power-weight ratio. In 
addition the number of moving pans is 
reduced, simplifying maintenance and giving 
improved reliability. In practice, however, 
considerable difficulty has been encountered 
in attempting to realise the potentially high 
specific output, due primarily to the problem 
of achieving efficient scavenge. 
Success of the two-stroke cycle e_ngine 
depends upon the efficiency of the Blf ex-
change process in the cylinder. In a high-
speed engine, the time available for scaveng-
ing the cylinder is very small, and hence to 
gain any measure of success, the sea venge 
air must be supplied under pressure. This is 
possible by using either crankcase compres-
sion or an air compressor, with the conse-
quent absorption of power, reduction in 
• l>cpanmenl or IIMChanical enaiowfina. UDiYCtsity of 
~-
power-weight ratio, and increased running 
and capital costs. 
The pressure pulsations created in the 
exhaust system by the cylinder blowdown 
process contains sufficient energy to effect the 
scavenge process. One method of utilising 
this energy is to use an exhaust-gas-driven 
turbine driving an air compressor to provide 
the scavenge air and by suitable design this 
arrangement can increase the b.m.e.p. rating 
and thus the power-weight ratio. Scavenge 
can also be achieved by using a suitably 
designed exhaust system which directly 
effects scavenge by creating a sub-atmo-
spheric pressure in the engine cylinder and 
in this case the engine can be termed "natur-
ally aspirated". The most efficient scavenge 
process, however, would be a combination 
of these two methods, the scavenging achieved 
by the latter augmenting the compressor 
scavenge. Many research workers have pub-
lished results of investigation into the utilisa-
tion of exhaust pressure pulses for scaveng-
ing including Jenny Wallace, Nassif and 
Boxer, but in almost every case, the work has 
been performed using either a simulated 
engine system or an actual engine but motored 
and fed with compressed air to simulate the 
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actual operating pressures. General con-
clusions with regard to the scavenging 
potential of simple exhaust systems ha1e be<n 
drawn from the simulated woik. but inY.:sti~ 
eations carried out with a iirinQ eneine b1· 
the authors have shown that ceriain oi thes'e 
conclusions are not valid.' In the author's 
opinion the only method of estimating the 
air flow which may be e'pectcd 35 a result 
of wave action ln an engine I!Xhaust system. 
is to perform a theoretical analysis for the 
system under consideration. 
The simplest analysis to adopt assumes 
the gas flow to be isentropic and isentropic 
analyses have been performed in this repon 
for simple exhaust systems and compared 
with the actual mcasur;!d VJ.Iues of air m:1ss 
flow and pressure pulsations produced in the 
exhaust system. 
2. Theory 
2.1 I~TRODL:CTIUS .lSD GESERAL 
£Qt:A TIOSS Of fLOW 
The !low problem su"lied is that of the 
superimposition of two wave trains travelling 
in opposite directions within the exhau;t 
duct of the ene-ine. These wave train~ are 
created by the discharge of the exhaust 
Nomem:l.alute: 
A-CrlH\o-Seetional are3. (fl 'J. 
a-Acoustic ~clocil)' ll\f3.~o.'CJ 
C ...--Co.:llicienl of ..tis..harlic· 
C,.-SP«ih.:: lcc.lt at.:uu~1..1m t•ro:~)urc !rl:ndl~·ih ·r\ 
r..-Srecific heal at cons1:1nt \"Oiumc lrt;"rdldb "C) 
A" -Eifective area ratio, dcrincd as 
,;.....,,-.; .. ;.;; .... :.,,.,; "'""·' .. :C4 
wW duct arc;a 
k-Ratio of·f values for c-.;h3ult GUcs and air. 
1-0iuance from pwjecto."ll a rex to c-nu.ancc ("Jf dilfU\Cf ~f11. 
m-Ma.ss ilow llb/S«I. 
m-Mol.s.s(lbl. 
.\t-Dimcnsionle-.s mus il<Jw n~mbcr. 
n-F.nymc speed f~.p.m. l. 
P-Prcnure frdlsll1 11. 
R--<i.as con~tant. 
.t-Di~t;ancc from dilruM!r entnncc nt I. 
T-Abwlutc temperature t~C). 
t-Timc (sees). 
il-Dimcnsi•Jnbl' partn:le •·r!ocit:·. 
11-Pantelc velocity (ft/RC). 
V-Volume tft1). 
I=.! 
1'-Dimcnsionless pressure ratio, i.e{*.) 2Y 
x-Dimcnt.ionlnt pressure ratio, i.c.L 
Po 
:'"-Distance alona elhOU!tl duel from enainc (Kirts (f:l. 
a.-En111•no c.rank analc 1dqrccsl. 
T-Ralio or specific: beats (g~) 
~-Finite chanac. 
1--Ch.uacteristic co-ordinate, rip:btward wave. 
11-Ciunacaeristic co-ordinate, ld·t._oard wave. 
;;-Density tlb ft'). 
SuOh.es: 
0-Do~.tunt st.J.te p.u.:amclcr. 
1--Cylindcr tolalc PiiFamcrer. 
2-Duc.r !>lAte parameter. 
en-state p:uamctcr re1Cn~ iK"RtrOpically to datum i:tobo~~. 
c-Swe parameter al cyli-:aJer ron \cna conua,ta, 
o--Swe parameter of air tn tbc cyl_indcr. 
~r-Stato parameter of ubaust aas 1n ahc cylinder. 
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products from the cylinder into the exhaust 
duct which results in the propagation of a 
steep fronted pressure wave. The wave, for 
the plain pipe-diffuser cone arrangement, 
travels to the junction of the plain pipe with 
the diffuser cone where it is partially trans-
mitted and partially reflected. The trans-
mitted portion passes along the diffuser and 
in so doing produces a train of reflected 
rarefaction pulses which travel towards the 
cylinder ports in the wake of the initial 
reflection from the plain pipe-diffuser junc-
tion. Final reflection takes place at the open 
end of the duct and the wave returns along 
the duct behind the train of reflections 
preceding it. For the plain pipe exhaust. 
reflection takes place only at the pipe open 
end. The arrival of the rarefaction wave at 
the engine ports produces a depression 
within the cylinder-kadenacy effect-and 
thus draws in the fresh charge for the next 
cycle. 
For the solution of the flow problem it is 
assumed that the flow is one-dimensional 
and isentropic in nature, enabling the prob-
lem to he reduced to that of solving the 
equations of continuity of mass. momentum 
and energy for a gas dynamic system. These 





u?!!.J..~-'-! ~=0 (2) ils ' ot ' p ils 
Energy: 
(3) 
For a constant section duct, the energy 
equation becomes redundant and is replaced 
by the isentropic state relation. namely 
P/,Y=constant 
The momentum equation then becomes: 
P?!! ' pu?!! ... ~ E£=0 (4.) ilt'ilx'pilx ··· 
Hence Equation (4) and the mass con-
tinuity equation completely define the fluid 
flow in a constant section duct. 
2.2 SoLUTION OF FLOW EQUATIONS 
A rigorous solution of the flow equations, 
which are termed hyperbolic, is possible only 
by the use of the method of characteristics 
which has been fully described elsewhere.' 
The equation resulting from the solution 
of the above partial differential equations, by 
the theory of characteristics are: 
Physical Characteristics.-
(tfjf),,,,=u±a . . (5) 
This equation signifies that disturbances are 
propagated on lines which travel either 
rightward or leftward with the local acoustic 
velocity of the fluid. 
State Characteristic.-Plain pipe-diffuser 
arrangement 
- 2 - -(dU)t,u='fy-l(dX)t.u'f({l,UA)t,ll · (6) 
where 
- 2 - - !!i!!!lL.u (<1UAlt.u=-( •)U}I 1 
l+j 
Plain pipe arrangement 
- 2 -(dU)t.u='Ty-l(dXlt,u .... (7) 
This is the equation denoting the change 
in state and particle velocity along a charac-
teristic in the state plane. 
If the pressure wave profile is assumed to 
he of stepped form, the solution of these two 
Equations (5) and (6), or (5) and (7), can 
immediately he resolved into the simul-
taneous construction of two diagrams, known 
as position and state diagrams. In the 
position diagram I and II characteristics are 
drawn, where the I characteristics represents 
rightward moving waves and the II character-
istics leftward moving waves. The•e charac-
teristics by analogy with two-dimensional 
steady supersonic flow, are sometimes termed 
Mach lines and along such lines changes in 
position with time of a point in a pressure 
wave takes place. The state diagram is 
used to correlate values of Y and U for the 
regions created by the intersection of I and 
II characteristics in the position diagrams. 
Each point in the state diagram represents a 
region in the position diagram and along 
each characteristic drawn in the state dia-
gram the change of state is defined. The 
equations used for the construction of the 
characteristic net are Equations (5) and (6), 
or Equations (6) and (7), depending on the 
type of exhaust system considered. 
2.3. SOLUTION OF THE FLOW 
EQUATIONS WITH THE FORMATION OF 
A SHOCK WAVE 
The propagation of any wave of finite 
amplitude is accompanied by a change of 
wave shape since each wave point on a wave 
profile has a different velocity of propagation 
to that of its neighbour. In a region in 
which the gas is undergoing compression. 
the wave profile tends to develop into a shock 
front, whilst in a region in which the gas is 
expanding, the converse is true. Hence 
steepening of the wave profile occurs on the 
leading face of a compression wave and the 
rear face of a rarefaction wave. 
The shape of the wave profiles developed 
in an engine exhaust system are such that 
only weak shocks occur, and hence for the 
purpose of calculation these may be treated 
as continuous waves. The propagation 
velocity being computed as the arithmetic 
mean of the absolute wave speeds upstream 
and downstream of the shock wave. This 
assumption ignores the entropy increases 
across the shock wave. 
2.4. SOLUTION OF FLOW EQUATIONS 
WITH SUPERSONIC FLOW 
An interesting situation can arise at the 
junction of a plain pipe with a diffuser cone 
when a pressure wave is propagated from the 
plain pipe into the diffuser. Due to the 
interaction of successive points on the pres-
sure wave with those resulting from the 
reflections previously initiated within the 
diffuser, sonic particle velocities can be 
encountered at the diffuser entry section. 
The pipe-diffuser junction represents the 
physical throat of the diffuser and hence the 
maximum particle velocity attainable at this 
section is the local acoustic velocity. 
With sonic velocity prevailing at the 
diffuser junction, supersonic velocities will 
be encountered withm the diffuser and all 
reflected waves generated therein will travel 
down the diffuser in the same direction as 
the incident wave. As the reflected waves 
from the orn end of the diffuser attempt to 
travel bac to the pipe-diffuser junction, 
8 
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superimposition of these waves will occur 
near the entry section resulting in the forma-
tion of a shock wave. 
2.5. BoUNDARY CONDITIONS 
It has been shown that the construction 
of a complete net between the physical 
boundaries of the cylinder ports and the 
open end of the exhaust duct requires the 
repeated applications of Equations (5) and 
(6), or Equations (5) and (7). Additional 
information is required to effect a solution 
for the flow equations at the boundaries of 
the duct, i.e. a~ the cylinder pert~ :ml! tho 
pipe open end. An exact analysis of the flow 
process must account for the unstead,· 
motion in these end regions. which is, ho":_ 
ever, extremely difficult. and plausible 
approximations will be made to simplify the 
analysis without introducing undue error. 
(a) Cyli11der Boundary.-The assumption 
of quasi-steady How across the ports enables 
a theoretical relationship to he established 
between the pressure on either side of the 
cylinder ports, the mass flow throuuh the 
cylinder ports and the associated particle 
velociiv. 
Ouiftow from Cylimler.-T!1e How equa-
tions are as follows: 
(i) Cylinder to vena-contracta. 
Energy equation : 
, 
u.'=y::.l(a1'-a,') 
Isentropic state equation: 
(·a ')·,·-I Pc/P1= ~ 
Characteristic gas equation: 
FC=yPt.fae:!. 
(ii) Vena-contracta to duct entry section. 
Energy equation: 
' u~z -uc!= ":' .=_ 1 <a~~ -a:!::.) 
Continuity equation: 
U~eAc=u:!;;-:A 1 
or un;cK=p1 u~ on putting K ..::A,/.4 2 
Characteristic gas equation: 
p1 =yP,/o1 ' 
For subsonic flow at the ports, the momen-
tum equation may be applied to the region 
between the vena contracta and a plan,;; 
within the duct at pressure P,, i.e. 
P<J-Pc=Kr.cl': 1 -;.1u: 2 
Solving this system of equations gives: 
1..=1 
[~] ,., ~] 
-'-------=KJ~[(!J)'7' -•] r,_!:_-!(~)'] 
y I P1 L 2 u,-
• • . (8) 





P, y-1 u, 2 \D, 
...• (9) 
l11jlow to the Cylinder.-The energy mass 
continuity and the isentropic state equations 
applied between the duct and the vena con-
tracta at tbe cylinder ports yields the system 
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of equations necessary to describe the infiow 
process. Whence, 
~~.)' ~[(~)~ -1] 
\Q ..!.(P•)~-1 K,_"P; y 
. . • (10) 
Mass Flow from the Cylinder.-For the 
evaluation of the pressure changes occurring 
within the cylinder, it is convenient to 
introduce a dimensionless mass fiow number. 
M, defined as: · 
M=AtP~:=P:Us 
A:FlDt PtOt 
To determine the mass flow relationships, 
it is sufficient to consider conditions in the 
cylinder and duct onlv. 
Energy equation · 
y P, ·: P, u,' 
r-1 p;-=y-1 F.'2 




Jlass Flow iuro the Cy/iuder.-Applying 
the same definition for mass !low number and 
using the isentropic state relationship gi,·es 
!'.!= (}.!.)' pl ~2 
a, 
. . . (1:) 
Equations (8), (9). (10), (II) and (J 2) are 
plotted in Figs. I and 2 for r= 1·4 and are 
typical Boundary Diagrams which define the 
fiow conditions met at the engine ports. 
(b) Varia1io11 of Pressure in Cyli11der 
0·91 
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0·7 0·5 0·4 u, 
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K-o-J K-CH 1<•01 
0·3 0·2 
Fig. 2-Boundary ronditions L= 1 -~). Flo'M" rrom pipe Into C)"lind~r 
during Air Exdrauge Process.-lfheat transfer 
and chemical energy changes in the working 
fluid are neglected, the rate of change of 
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(i) Mass transfer through the engine puns. 
(ii) Changes in cylinder volume with piston 
movement. 
In the analvsis that follow,, the index 
marks ' and ··will be used to represent the 
air zone and the residual ~as z..-.ne within the 
cylinder respectively since no mixing of the 
incomine air with the exhaust residuals is 
assumed- to occur within the cvlinder. Then 
the energy equation for the cylinder content> 
is: 
[ Loss'sec. of inlernaq_ fWork.'sec done; energy m ~ylmdcr J · - LVn p1swns _; 
. Lr energy. sec outiiiJ\\.-: 
T from exhaust ponsj 
r energy /sec in fto'"' l 
- Lthrough inlet ponsj 
Loss/sec of internal energy= 
_!_,_(d.J:.:. '-'kdv·).:..-t-< v· -'-k v .t P, 




Work done/sec on pistons 
c~P,df, where V,~ v· .- v· 
Energy/sec inflow 




Therefore the energy equation becomes: 
P,[(l-k)d:,' .;-1 ·k'1;,•] -i- [(I -k)V'.;.k v,J 
=m,l(a~r -km,(a~v 
If no mixing is assumod to occur then: 
Jm' 
·-;,t=ma 
Fig. 1-Bowtdllry coadflioos (y= 1 ·4). Flow from cyllodor IDto pipe and performing logarithmic diiTerentiation 
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-·I i 
on PV=mRT gives: 
I dP, I dV' m. p; Tt v- Tt=m· 
since T' is assumed constant. 
Substituting dofdt=6n and :X=PJP0 in 
the above gives: 
dV'=(~)(m•')_!::.: <!i 
d• m· 6. .i d• 
Substituting this in the energy equation 
yields on rearrangement: 
~P,=(6~){[1-C~k)]~ a.'-m,a,'} ~ 
~v. 
-y, P1Jl; . . . . (13) 
Applying the principle of logarithmic 
differentiation to the following equations 
(!J)' =C and.!J..=R"T' pY p • 
gives 
( .!J. T)'=y'-I(.!J.P) (! 4) T y' P 1 
(~)'=f.(£'.;)1 (IS) 
(~)· = y'-}(:!.P) a 2·r P 1 0 6) 
Equations (13), (14), (15), and (16) com-
pletely define the changes occurring in the 
state parameters of the cylinder gas contents 
for a given change of mass inflow and outflow 
and change in crank angle .!J.•. 
(c) Boundary Condition at Open End of 
Duct Outfiow.-ln the problem considered, 
only subsonic flow can occur, and neglecting 
the inertia of the fluid outside the duct exit 
the state of the gas at the plane of the open 
end can be assumed to be that of the sur-
roundings. Hence, for subsonic panicle 
velocities in the duct, the instantaneous pres-
sure ratio can be taken as (P.JPo)= I, and 
the state of the gas at this plane can be repre-
sented by a horizontal line drawn through 
the origin of the state diagram. 
This means that the boundary conditions 
at the duct open end can be directly super-
imposed upon the state diagram, instead of 
being separately considered on a boundary 
diagram as is the case at the cylinder pons. 
/nflow.-Unlike the case of outfiow, the 
pressure at the plane of the open end is no 
longer atmospheric but must satisfy the 
theoretical relationship of the configuration 
for a Borda mouthpiece. With the assump-
tion of quasi-steady adiabatic flow from the 
reservoir to the duct inlet plane, the following 





(Left) Fig. 3--Posltiou and state dlagmn• 
(Rlgbt) Fig. ~late and positloD di:lpams 
Momentum equation 
yu.' yP,/p,=~ 
Solving the above equations and re-
arranging gives: 
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All state points at the duct inlet must lie on 
the curve defined by Equation (17) which 
approaches the origin of the diagram as the 
ratio (Po/P2) tends to unity, 
Since the flow is not determined by the 
assumption of s10bsonic or sonic velocities at 
the ve11a comracla, then the boundary con-
ditions defined by Equation (17) are valid for 
both subsonic and sonic flows. 
3. Application of Theory 
3. I. APPLICATIO~ OF CHARACTERISTICS 
TO PLAIN PIPE-DIFFUSER AitRANGE~IENT 
The basic steps in the construction of the 
nets in both the physical and the state 
planes are given below. 
Given that the state parameters of regions 
6.4 and 5.5 (see Fig. 3) are known and that 
those of region 6.5 are required to be found. 
the method of solution is as follows: 
(i) A first approximation to point 6.5 in 














in the normal manner using Equation (5), 
Le. 
(dx) di u=a-u 
where u and a are the mean values between 
region 9.8 and 9.9. 
Hence the solution of the flow equations 
for a region in which the flow is sonic, such 
as region 9.8, is made possible by the use of 
one additional law. i.e, the particle Yelocity 
equals the local acoustic velocity. 
3.3 APPLIC.\TtON OF THE 80U>IDARY 
DtAGRA:o.!S 
Fig, 7 
To allow for the variation of the specific 
heats with temperature. for the residual; of 
combustion in tht cylinder. rcquirt!s tho: 
solution of the boundar\' eauations for the 
mean value of 'f for the -cylinder step under 
consideration. This method is impracticable 
and the approach adopted is to draw inllow 
and outtlo\V bound:uv dial!rams ftlf two 
values of -: (·:= 1 -J an-d ·:= 1- 4) and obtain 
from these, by linear interpolation, the value 
of mass flow number .1/. dimensionless 
pressure ratio X and J.imensionlcs5 partie!.:! 
velocity [J for the appropriate ·: ,·aluc for 
the step. 
the state plane is found by ignoring the seconu 
term p.Vd)t, 11 in Equation (6). It is then 
only necessary to lind the intersection of the 
lines passing through the sure point.; 6.4 
and 5.5 "'ith the slopes =!-:-1:'2)1.:1 
respectively. 
!iii Usine the mean values of u and a in 
Equation (5) between 6A and 6.5, 5.5 ond 
6.5, and the approximate values of u and tl 
for the field 6.5. the approximate field boun-
daries to region 6.5 can be drawn in the 
position diagram. This establishes a first 
approximation to the field 6.5 in the physical 
plane and yields tentative values of (M)1, 11 
and (s), u, 
(iii) The value of U.U.)1 is calculated in 
which the values of (.11)1 and ps)1 is taken 
at the mean conditions between fields 6.-l 
and 6.5. The numerical value of (.li7_1) 1 is 
then laid off horizontally from state point 
6.-1 giving state point 6A(a), Similarlv 
(.1[!.)11 is calculated and laid off horizon;-
ally from state point 5.5. thus yielding state 
point 5.5(a), 
The I, 11 characteristics with slopes ::;: 
(·:-l/2k 11 are then drawn through state 
points 6A(a) and 5.5(a) respectively. Their 
intersection at state point 6.5 gives a second 
and better approximation to the true state 
6.5, 
(iv) Using the mean values of u and a 
between 6.4 and 6.5 ', and between 5.5 and 
6.5', and the values of 11 and a for 6.5', the 
field boundaries in the physical plane can be 
corrected. 
(v) The procedure outlined in paragraphs 
(iii) and (iv) abo,·e is repeated until satis-
factory convergence of the values iJ and I' 
is obtained for the state point 6.5. 
3.2 APPLICATION OF CHARACT£RtSTICS 
FOR REGIONS WITH SONIC FLOW 
As an example of the application of 
characteristics for a region with sonic flow, 
consider a rightward moving wave entering 
the diffuser junction and encountering sonic 
flow conditions. 
For the rightward moving wave I 9 
encountering sonic flow at the diffuser entry 
section, region 9.8, the state and position 
diagrams will be as in Fig_ 4. 
The state point 9.8 must lie on the I 9 
characteristic passing through the state 
point 9.7. Also, since the region 9.8 is 
situated at the diffuser entry section, the 
intersection of this I 9 characteristic and the 
"sonic line" drawn in the state diagram 
according to the law u=a. fully defines the 
state 9.8. The application of this methoJ nukes it 
necessary to pruducc two ima~inary sL.E~ 
diagrams ar the exhausr porB. Llr~nvn in thi::, 
case for the \'alues of-.-= 1-3 anJ ·:=I- 4. ~nd 
perform two complete sets oi calculations 
for each cylinder ;rep considered. Tho 
The procedure to obtain region 9.9 know-
in~ re"ion 9.~ and 8.9 is identical to that 
outlined in Scctiort 3.1. The slope of the 
bound;uy separating regions 9.S and 9.9 
in the position diagram. see Fig. <I_ is evaluated 
-· -·>.; ::_:;r f.NG/N£ ~l'!:fO II It: 5 IU''.~. 
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Technical Contributors Section (Continued) 
actual state change occurring within the 
exhaust duct for the step is then inferred 
from these results for the appropriate value 
of ·r existing in the duct. 
For inflow at the air ports, however. it is 
assumed that the entering air is at the ambient 
condition. y is constant and equal to I -4 
and the mass flow number ,If. can. withom 
interpolation be determined directly from 
the boundary diagram plotted for :=I· -1. 
To illustrate the method of solution. the two 
boundary diagram values of·: and the associ-
ated parameters will be denoted by the index 
marks ' and • for ·:=I · 3 and y= I· 4 respec-
tively. Further, in the explanation that 
follows. all remarks where applicable. 
although in the singular, apply to both cases. 
As an example, consider the state point 
5.4 corresponding to the region commencing 
at ·r degrees after exhaust port opening, see 
the position diagram Fig. 5. The initial 
values of the state parameters for this step are 
given by those at the end of the step immedi-
ately preceding it. i.e. state -1.3. and the initial 
value of CJ found by use of this data. The 
mean value of the enlareement ratio }.: can 
now be determined for th'e step. 
With the approximate value of A found. 
the approximate state 5.4 can be positioned 
on the boundan· diaeram bv satisfvine the 
following condiiions :· · · -
(i) The state point 5.-1 must lie on the A 
line for the step in the outflow diagram. 
(ii) The state point 5.-1 must lie on the If 
characteristic drawn through the state point 
4.-1. 
To obtain a first approximation to the 
value of 5.4 the last known state 4.-1 is 






boundary diagram. This entails the move-






(u-:/a 1)'· "' 
and is achieved as follows: 
From Equation (7) namely 
[(~Ulur· ·= [.,.~ 1 (~x)ul'-
it can be seen that the slope of the character-
istic relating .f and Uin the state diagram is: 




( ~) -;- and (;;.) 
in order to transfer the state 4.4 to the 
boundary diagram. it is a necessary assump-
tion that over the given time interval ~~ 
the cylinder parameters P, and a1 remain 
constant and equal to the mean value for 
the n:gion 5.4. 
Hence Equation (7) becomes: 
[(~)~~(~)~r ·=[r~' ~.~(:.)]" 
. . . (IR.l 
Since isentropic expansion of the cylinJer 
gases is assumed to occur. then: 
'X..=J 
..!!! =(!!J)'"' Oo~l Pu 
Whence Equation (I 8,1 reducos to: 
I~(~, )"-T' l·. · ~ [-'-·(:' -'~'"' ~(~·w -
- ,pl, .... - uo '-•r•...J 
119) 
Therefore, from Equation (19), the slope 
of the characteristic relating 
[(~f:,T. and (~J'. 
in the boundary diagram is 
[ +'(-:;-1 a""]· .. 
- a, 
The intercept of this characteri;tic with 
the ordinate :1xis in the bnl.lnl~ilr': d!J•!r:~t!! 
is gi,·en by · -
[~ ~,>';,'] · .. =[c~J;.;l ~:)"::'] ·. 
,;o) 
where 
denotes the intercept of the characteristic. 
slope 
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drawn through the state point (4.4) ·. • with 
the ordinate axis in the state dia~ram. The 
value of P, in Equation (2) for the first 
approximation must necessarily uenote the 
initial step condition in the cylinder. 
Hence the characteristic on which the 
state pointi5.41 · · ·lies is, to the first appro.,;. 
mation. completely defined in the boundary 
diagram. The intersection of this character-
istic with the appropriate K line for the step 
gives the required ,·alues of the cylinder·!<'· 
duct pressure ratio 
[(i.)\7] •, . 
the exhaust mass flow number Jf . .'· •. and 
the dimensionless panicle velocity 111,/a,)'· '. 
Assuming that region 5.4 falls within the 
scavenge period. the air mass flow. into or 
out of the cvlinder. must be determined 
hefore .lP, can be e\·aJuated. Since the air 
entering is assumed to be at ambient condi-
tions. ·r is constant, and the mass How 
number can be determined directlv from 
the boundarv chart drawn for ·r= i · 4. the 
mlue used for air. · 
The induction duct length is very short 
and hence the induction system is assumed 
to be a neutral one, i.e. one in which wave 
action can be neglected. Thus at the inlet 
ports the inflow number M .. is found by 
plotting on the inflow chart the steady flow 
isentropic ellipse relationship namely: 
(~)' [(~)~]' 
•• ~ 0(~)'+[(~)-r_f/]'=1 . (21) 
,-1 a1 P1 
where a. is the ambient local acoustic velo-
city. This relationship is derived from the 
assumption that there is no loss in total 
head pressure between the surroundings and 
the boundary of the inlet ports. 
The intersection of the characteristic given 
by Equation (21) with the appropriate K 
line for the air ports gives the required inflow 
number M. for the step. 
The incremental change in the cylinder 
pressure f},.p, for the step can now be deter-
mined from Equation (13) namely: 
.lP,=(6n~g){[t -(\~:)Jm,a.'-km,a; Fv~ 
f},.V, 
-y,P,V, 
where 1'1 and !},. 1'1 are the appropriate mean 
values for the step. and .lx is the appropriate 
chanue in crank value found by extending 
the field boundaries of region 4.4 in the 
position Jin~r:.tm. 
Th(" rate of mass fbw imo and our of the 
cylind~r. the ~hangc in cylinder gns acoust11.: 
vdocity, den:-.ity ant.i temperature! arl! cal-
culated from the following equations: 
J.m,, T, = .\l,,;..,tJu.·i,l 
~~~~. 
-;,/ =M.;,a . .-1, 
Fig. It-Pressure in 
exhaust pipe 
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where A. and A, arc the areas of the air 
and exhaust ducts respectively 
(.l;),=("~ 1 )J";), (14) 
(~),=~(!},.;), (IS) 
(~),=('~'-;/),(A;), (16) 
Application of the following identities. 
[(~)~r ·=[(i.)~(~~~r· 
and 
gives the pressure ratio and panicle velocity 
at the port boundary within the duct. From 
thi' data the approximate w,we paths can he 
constructed in the position diagram using 
Equation (5}, i.e. (dxfdt)r. u=u±a. 
Having approximately positioned the field 
boundaries of region :\.4. a nearer appro.,;. 
mation to ~. for the step can be measured. 
Using this nearer approximation to Ax and 
the calculated approximate mean values of 
the cylinder parameters for the step, the 
above procedure is repeated until satisfactory 
convergence to the value of .lP1, is obtained. 
.1, Determination of Actual System 
Parameters 
4.1 CHt'<DRtCAL AND Dt:CT PARA"ETERS 
A theoretical analysis for the changes 
occurring within the cylinder gases requires a 
knowlcd2e of the variation with crank an~Je 
of the following physical parameters. -
(I) Cylinder volume. 
(2} Ratio of port area to duct area for 
---- IND/CJ.T£0 
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Fig. 12-Positton diagram, 
isenuopi~ flow 
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EXHAUST OVCTL£NGTH -FT. 
both inlet and e~haust ports. This data is 
calculated from the engine geometry and 
should be plotted for ease of reference. 
In addition to this, it is necessary to know 
the variation in the coefficient of discharge 
( C.1) for the cylinder pons. This is normally 
known as a function of pressure ratio and 
Reynold's Number, and to determine the 
latter, the absolute viscosity of the gas 
flowing through the ports is required. 
4.2. EXH.-\UST GAS PARAMETERS 
To evaluate the fluid properties, namely 
R, c. and y for the range of gas temperatures 
encountered in an actual firing engine, an 
analysis of the exhaust gases is necessary. 
Variation in the Specific Heats.-The 
values of the specific heats at constant 
pressure and constant \"Oiume for the exhaust 
gas constituents are taken from gas tables• for 
the required temperature range and the mass 
mean values for the specific heats are cal-
culated using the mean exhaust gas analysis. 
Variorion in Absolute Viscosity.-The mass 
mean value for viscosity is evaluated from the 
values for the exhaust gas constituents for a 
range of temperatures. The assumption of 
mass mean value for viscosity, however, is 
not strictly correct, but in view of the small-
ness of the error, a full analysis of the 
problem is not justified. 
5. Procedure and Results 
5.1. PROCEDURE 
cycle and utilises the energy in the exhaust 
pressure pulses to effect scavenge. For 
reference. the cross-sectional arrangement of 
the engine and general layout of the apparatus 
14 
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is shown in Figs. 6 and 7 respectively. 
The engine was operated with a constant 
air-fuel ratio and engine cooling water outlet 
temperature. and a plain pipe and a plain 
pipe-diffuser exhaust systems were used, 
together with a neutral induction system. 
Indicator diagrams were taken in the engine 
cylinder and at a number of stations along th~ 
exhaust duct, and the air mass ftow was 
measured bv means of an air box fined with 
an orifice piate. 
5.:!. REsULTS 
The two exhaust arrangements in\"estigated 
for comparison with the Lhrorctift.·ai n::-;uit::. 
were: 
(a) A simple plain exhaust pipe ,,f length 
6ft Sin. (S.:e Figs. 8. 9, 10 and II._) 
tb) A simple plain exhaust pipe of length 
2ft iin terminating in a conical diffuser of 
length 2ft 6in and a cone angle of 6°. (See 
Figs. 12. 13. 14, 15 and 16.) 
In each case the engine speed was chosen 
such that the scavenee was effected bv the 
first rellection of the blowdown puise to 
avoid over .. compiication of the pre%ure waYe 
pancrn in the exhau>t dact. 
6. Discussion of Rcsulls 
6.1. THEORETICAL EQt.:ATJO:>;S 
In the development of the theoretical 
equations for the unste"dy flow encountered 
in an engine exhaust system, a number of 
simplifying assumptions were made. The 
most important of these is that the flow is 
geometricaUy one-dimensional. implving, that 
all fluid properties arc uniform o\"er each 
cross-section of the exhaust duct. For the 
plain pipe. the fluctuating nature of the gas 
movement precludes the establishment of a 
fully developed velocity prorile and hence 
I·O 
To determine the validity of the theory 
developed for the solution of the flow problem 
encountered in a firing engine, the conditions 
existing in an actual engine system were 
studied and analysed. The engine used in 
the investigation is fully described in an 
earlier report.' It operates on a two-stroke Fig. JJ-Siate dlqram, isentropic dow 
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(HighU Fig. ts-Pressure dia~r.1ms 
the assumption was considered reasonable. 
For the diffuser the assumption was also 
considered reasonable since the rate uf 
change of cross-sectional area with distaJKc 
is small for a divergence angle of 6~. 
6.2. THEORETICAL hDIC.HOR DIAGRA~IS 
The cylinder pressure traces for the blow-
down period. see Fios. 10 and 14. show verv 
good agrc.:ment ,,)th the mea:;ured trac~ 
anJ thi~ jl~:-Jtilil!:-t th~ a:i!>Uillption ot qua:-i-
5teady fh_,w through the engine pons and 
isentropic conditions existing in the englne 
cylinder. The timing and amplitude of the 
depression produced in the cvlinder durin• 
the scavenge period <how very poor correla~ 
tion. This considerablv affects the scavenee 
process and results in ·considerable error ln 
the air mass flow breathed by the engine 
per cycle, see Table I. 
Theotell<.:al . 
-\CIU.ll , .. 
TABLE I 
1 Vo!umc1n.: efficiency 
E'll.b.JU'\1 ' EthJ.U\: 
'>"tC'm ~y-stC'r.-: 
,,,. tb) 
As a result of the assumption of isentropic 
fiow 111 the exhaust duct. the secondarv 
effects of heat transfer and wall friction are 
negl_ected._ These effects on the gas ftow are 
addtttve lor pressure and opposing in their 
effect upon temperature. The former pro-
duces wave attenuation, but with regard to 
the latter. heat transfer is very predominant. 
the resulting decrease in gas temperature 
apprectably affecting the propagation velocity 
and hence wave timing. The error in the 
timing of the primary pulse created by 
blowdown resulting from the neglecting of 
these secondarv effects is clearlv shown for 
the longer plain exhaust pipe. ·whereas for 
the shorter pipe in the plain pipe-diffuser 
system. better agreement is obtained. see 
Figs. II. 15. and 16. 
Examination of the pipe indicator diagrams 
shows that for the plain pipe system, the 
actual peak pressure for the primary wave is 
greater than the theoretical, which contra-
dicts the above statement regarding the 
effects of heat transfer and friction. In this 
case. however, a major temperature dis-
continuity will exist in the pipe at the inter-
face between two successive cylinder dis-
charges. This will give a partial closed end 
reflection which is superimposed on the 
primary pulse, resulting in an increase in 
peak pressure amplitude. This phenomenon 
is_ not seen in Fig. 16 for the plain pipe-
dtffuser arrangement since the reflection 
from the diffuser throat will be super-
imposed on the reflections from the tem-
perature discontinuity. the net result being a 
decrea>e in peak pressure amplitude. The 
shape or the theoretical rarefaction pulse 
for the plain pipe-diffuser svstem is marked!,. 
different from the actual pulse. This wide 
departure results from the theoretical estab-
lishment of sonic velocil\' at the dilfus"r 
throat which prevents the passage of wave 
fronts ';'PStream of this region and gives rise 
to the lormanon of a shock wave behind the 
rarefaction wave. ln the actual process, the 
shock will be either extremely weak or 
completely suppressed as a result of the 
effects of heat transfer and friction and 
hence the succeeding exhaust pipe wave 
pattern is completely distorted. This 
accounts for the complete lack of correlation 
after the theoretical establishment of sonic 
velocities. For the case of the plain pipe 
exhaust system. the theoretical analvsis does 
not produce a shock condition and hence 
~ i 
~ 11 






ClANK NriGl£ DLGWS 




10 JO JO 10 30 <0 _;o 
CIV.HK Af'iGL£ - OEGP.££5 £.~.c 
the wave profit~ correlation is reasunable. 
The above argument suggests that this 
simplified solmion of a real system mav be 
used with reasonable cunfidence providing 
that in:-ipient shock fronts :J.re :1\.,t rrc:ltcd 
within the s,·stcm as the rli!suit of d~h:t :-~rca 
chanue and ihat the timin~ can be J.rbnr:uih· 
correCted bv introducina- an artificial tem--
perature gradient permZtnently residing :.n 
the engmc ports. The usc of ~ lower tem-
perature for the gases in the exhaust duet 
will reduce the propag3tion velocity and 
hence the mismatch between the theoretical 
and actual wave phasing. 
7. Conclusions 
(I) True application of the theory does not 
give a good solution of the wave pallern 
and gas flow in an actual engine sysrem. 
Caution should. therefore be exercised in the 
use of the simplified theory. 
I 2) The application uf the isentropic 
finite amplitude wave theory to th~ exhaust 
svstem ,11 a iirinu enuine wiil t"'~niv -.h~..\w 
Promi:,c providing-higf'~ ~IJch ;l~ .. r:~-.b~r lhY.'-
conditions arc not cr~at~d b\· the 'Y~~em 
configuration. · 
t3I Application uf the simplified theorv 
and empirical correction of the propagatioi1 
velocitv should vield a solution which will 
give a· reasomLbie indication of the actual 
system performance. 
(4) Simulation of an engine system. which 
of ncc~ssih· lucks the s~ccndar; !nf!uenczs 
of temperaiure discontinuities. heat tran,fcr 
and wall friction. will in mnst cases "ivc 
erroneous solutions to the flow in a real 
engine system. Extreme caution should. 
therefore, be exercised in drawing general 
conclusions regarding the performance of a 
real engine system from the results of this 
type of work. 
(5) The assumption of quasi-steady flow 
across the cylinder port~. which enab!cs a 
theoretical relationship to be established 
between the pressure on either side of the 
cylinder ports, is justified and permissible. 
(6) Greater accuracy in the prediction of 
the mass flow from the cylinder is possible 
by making allowance for the specific heat 
variation within the cylinder, and the 
boundary chart interpolation technique deve-
loped to account for this is adequate. 
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THEORETICAL ANALYSIS OF THE UNSTEADY GAS 
FLOW IN THE EXHAUST SYSTEM OF AN ENGINE 
By E. H. Wright* and K. F. Gill* 
The problem studied is that of unsteady gas motion in ducts of both constant and slowly 
varying cross-sectional area with the effects of wall friction and heat uansfer taken into 
account. The values of the specific heats used in the analysis are those applicable to the 
instantaneous gas temperature at the instant under consideration, i.e. thermal lags are 
ignored. 
To solve the unsteady flow equations, a method is developed based on the theory of 
characteristics and in the application of this method a pure graphical approach is used for 
convenience. The plotting technique adopted is the 'field method of solution' in which it 
is assumed that a region of continually varying fluid properties can be broken into a large 
number of small regions for calculation purposes. The fluid properties are assumed 
uniform throughout each of these small regions and changes in the fluid properties can 
only occur across the boundaries or characteristics separating the small regions. 
With a firing engine, temperature discontinuities will be established at the interface of 
the hot gases being discharged from the cylinder and the cooler residuals from the previous 
cycle. Owing to the interaction of successive points of the fundamental pressure pulse 
with those resulting from the reflection of previous points of the fundamental pulse, sonic 
velocities can be encountered at the diffuser entry section. The formation of a steep front 
at the diffuser entry section as a result of these rarefaction waves can produce a shock wave. 
A method of solution for the existence in the flow of such discontinuities as temperature 
and shock is included. 
The general conclusions to be drawn are: (1) true application of the irreversible flow 
theory gives a good solution of the wave patterns occurring in both the cylinder and 
exhaust pipe of the engine; (2) the air mass flow can be predicted with good accuracy by 
application of the irreversible flow theory developed; (3) the poor correlation resulting 
from application of the isentropic flow theory shows caution should be exercised in the 
use of this simplified theory. 
INTRODUCTION 
16 
ANY SUPERIORITY of the two-stroke cycle engine over its 
four-stoke counterpart of equal swept volume depends 
upon the efficiency of the air exchange process in the 
cylinder. In a high-speed engine, the time available for 
scavenging the cylinder is very small and hence to gain 
any measure of success, the scavenge air must be supplied 
under pressure. This is possible by using either crankcase 
compression or an air compressor, with the consequent 
absorption of power, reduction in power/weight ratio and 
increased running and capital costs. 
this energy is to use an exhaust-gas-driven turbine dri,·iq 
an air compressor to provide the scavenge air and by 
suitable design this arrangement can increase the b.m.e.;:-. 
rating and thus the powerfweight ratio. 
Scavenge can also be achieved by using a suitab;y 
designed exhaust system which directly aftects scavenge 
by creating a sub-atmospheric pressure in the engil:e 
cylinder. Many researchers have published results of 
investigations into the utilization of exhaust pressure 
pulses for scavenging, but in almost every case the wor:;;: 
has been performed using either a simulated engine syste=. 
(I)t or an actual engine motored and fed with compresse: 
air to simulate the actual operating pressures (z). Gener<.l 
conclusions with regard to the scavenging potential of 
simple exhaust systems have been drawn from the siml!-
lated work, but investigations carried out with a firir:g 
engine by the authors have shown that certain of the~e 
t References are giflen in Appendix J. 
The pressure pulsations created in the exhaust system 
by the cylinder blowdown process contain sufficient energy 
to effect the scavenge process. One method of utilizing 
T1u MS. of rhis paper was first r"eifled izr the Insrituriort on _19th 
Morch 1965 and in irs rlltlised form, as auepted by the Count:tl for 
publi&luion, art 8th Dl&mlber 1965. 23 . 
* Department of Mechanical E,.ginuring, The Uniflersity, Luds. 
Auot:t'ate Member of rhe lnstiturion. 
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Fig. l. Sectional arrangement of engine 
conclusions are not valid (3) (4). In the opinion of the 
authors the only method of estimating the air flow which 
may be expected as a result of w~ve action in an engine 
exhaust system, is to perform a theoretical analysis for the 
system under consideration. 
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The work presented in this paper is the outcome of such 
a theoretical investigation and the theoretical results are 
compared with the actual measured values of air mass flow 
and pressure pulsations produced in a simple exhaust 
system of a firing oil engine. 
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In an effort to achieve economic and practical engineer-
ing solutions, other workers have developed digital com-
puter programmes to analyse similar and other systems 
(S) (6). 
APPARATUS 
The engine used in the investigation was an unblown, 
two-stroke opposed piston oil engine and a cross-sectional 
arrangement of the unit is shown in F~g. 1. The. original 
exhaust system incorporated exhaust C)ectors des1gned to 
Kadenacy specification, which, for the present research, 
were rendered inoperative by the insertion of short lengths 
of pipe. Directly coupled to the engine unit was a swinging 
field eleCtric dynamometer. 
Auxiliary shafts, chain-driven from the engine crank-
shaft, provided the drives for the fuel injection pump, a 
revolution counter and a three phase a.c. tachometer. 
For continuous engine running the fuel injection pump 
was gravity-fed directly from the fuel tank and for ac-
curate fuel measurement the fuel supply was taken from 
calibrated pipettes. A micrometer attachment on the 
injection pump rack provided control for the pump 
delivery flow. 
The exhaust systems discharged into collector tanks 
which were vented to atmosphere through the laboratory 
exhaust extraction system. 
Bulk exhaust gas temperature was measured by iron-
constantan thermocouples positioned at chosen intervals 
along the duct length. 
Both eXhaust ducts consisted of a section of solid drawn 
li-in bore commercially smooth plain ,Pipe to which a 
conical diffuser assembly could be attached. The construc-
tion of each duct was such that the plain pipe could be 
varied in length by increments of 6 in up to a maximum 
length of 11 ft. The diffuser assembly, which had a diver-
gence angle of 6°, could also be varied in length by incre-
ments of 6 in from 1 ft to 3 ft 6 in. 
The air circuit consisted of a large fabricated steel air 
box connected by two flexible rubber tubes of 3-in bore 
to two smaller air boxes. These latter air boxes could either 
be attached directly to the engine ports to give a neutral 
induction system, or to the upstream end of the induction 
ducts when these were fitted. A metering orifice mounted 
in one end of the large air box provided the means of 
determining the rate of air flow. 
THEORY 
Notadon 
A Cross-sectional area, ft 2• 
A,. Wall area, ft2• 
a ·Acoustic velocity, ft/s. 
cd Coefficient of discharge. 
c. Specific heat at constant pressure, ft/pdlflb degC. 
c. Specific heat at constant volume, ft/pdlflb degC. 
D Hydraulic diameter, ft. 
d Duct diameter, ft. 











































Wall friction term, pdl/lb. 
Coefficient of friction. 
Heat transfer coefficient, ft pdl/ft2 s degC. 
Effective area ratio, defined as 
geometrical port area C 
total duct area X d• 
Ratio of y values for exhaust gases and air. 
Total exhaust duct length, ft. 
Distance from projected apex to entrance of di:--
fuser, ft. 
Dimensionless mass flow number. 
Mass flow, lbfs. 
Mass, lb. 
Engine speed, revfmin. 
Pressure, pdl/ft2 • 
External heat exchange, ft pdl. 
Rate of heat transfer, ft pdl/ft3 s. 
Gas constant. 
Recovery factor (7). 
Reynolds number. 
Modified Reynolds number. 
Hydraulic radius, ft. 
Entropy. 
Distance from diffuser entrance, ft. 
Absolute temperature, oc (mean stream). 
Wall temperature, oc. 
Time, s. 
Internal energy, ft pdl. 
Dimensionless particle velocity. 
Particle velocity, ft/s. 
Volume, ft3. 
Work, ft pdl. 
Dimensionless shock speed. 
Velocity of shock front, ft/s. 
Dimensionless pressure ratio, i.e. (~) cy-ll. 2•·. 
Distance along exhaust duct from engine ports, ft. 
Dimensionless pressure ratio, i.e. (P/Po)-
Characteristic co-ordinate, rightward wave. 
Characteristic co-ordinate, leftward wave. 
Engine crank angle, degrees. 
Ratio of specific heats. 
Finite change. 
Temperature difference, degC. 
Absolute viscosity, cP. 
Density, lb{ft3. 
Wall shear stress, pdl/ft2 • 
Velocity potential. 
Subscripts 
a State parameter of air in the cylinder. 
e State parameter of exhaust gas in the cylinder. 
0 Datum state parameter. 
1 Cylinder state parameter. 
2 Duct state parameter. 
Os State parameter referred isentropically to datum 
isobar. 
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Sc:ope of theoretical treatment 
The flow problem to be solved is that of one-dimensional 
unsteady motion in a duct of varying sectional area, with 
wall friction, heat transfer and temperature discontinqities 
taken into account. The rate of change of duct cross-sec-
tional area with distance is small and the assumption of 
one-dimensional flow at each duct section is considered 
justified. The effectS of wall friction and heat transfer, 
however, are not essentially one-dimensional but to sim-
plify the analysis a one-dimensional model using the 
appropriate mean quantities is employed. 
The equations defining the flow are given in the next 
section and are derived from consideration of the system's 
mass continuity, momentum and energy content. To solve 
the resulting three simultaneous partial differential equa-
tions a calculation procedure based on the method of 
characteristics is used. This method was developed by de 
Haller (8) and used by Jenny (I) to investigate wave action 
in a pipe following the discharge of compressed air from a 
cylinder. Application of this method enables characteristic 
nets to be constructed, which for given initial conditions 
give a solution at each physical point x, t, for all the fluid 
properties, u, a, P, etc. The true curvilinear characteristic 
net, however, is replaced by a net of straight-line chords. 
Therefore the characteristic curves which are used for 
calculation are spaced closely enough so that this linear 
interpolation is tolerable. 
As a result of wall friction and heat transfer effectS an 
entropy gradient must exist along the duct. An allowance 
for this is made by applying a correction (see a later section) 
to the local acoustic velocity at each stage region under 
consideration. By referring the local acoustic velocity at 
each known state to ambient pressure, the evaluation of 
the change in fluid properties from one region of state to 
the next is made possible by following two reversible 
paths connecting the end states. Using this approach a 
series of loci producing a net can still be drawn in the 
state plane. 
The passage of a wave point through temperature dis-
continuities, produced by repetitive cylinder charges 
remaining in the exhaust duct, can be directly taken into 
account analytically providing the position of the discon-
tinuity in the duct at any instant of time is known. The 
method of solution is discussed for various flow conditions 
in a later section. 
The incident and reflected wave profile, to and from the 
open end of the exhaust duct, is progressively changing 
during propagation along the duct, and can result in the 
development of a steep or shock front (9). This phenome-
non is discussed later. 
The boundary condition, i.e. the conditions at entry 
and exit from the duct which the flow must satisfY and the 
varying physical configurations involved therein are 
discussed in a previous report (4). The theoretical rela-
tionships derived in this article are in a form suitable for 
graphical representation in a framework of dimensionless 
C<H~rdinates of pressure and particle velocity. From the 
energy balance of the cylinder contents, the rate of pres-
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sure decay in the cylinder is obtained. Values so found. 
when inserted in the corresponding boundary curves; 
yield the instantaneous pressure in the duct. 
Unsteady, one-dimensional flow with area c:hange, 
wall friction and heat transfer 
Consideration of the three basic equations of fluid flow, 
namely continuity of mass, momentum and energy, gi,·e; 
analytical expressions which define the variation in the 
state parameters for a fluid flowing in a duct. If, since the 
flow to be examined is of an unsteady nature, it is assumed 
that a plane velocity profile exists across the duct at any 
section and hence viscou~ shearing forces within t.'le fl::.i.:! 
can be neglected, these equations can be written as (I): 
Mass continuity 
cu i;p (p pudA 
Pf.i+ufs+h=-Ads (l) 
Momentum 
cu E11 1 c:P 
-::-+u -::-+--;- = -F 
ct cs p cs (2) 
Energy 
EP iP "('ip ip') 
-+u-::--a- -:::-+u-;:- = (---l)(q+upFI (3) ar cs a cs ' · 
where 
(q+upF) = ;: pu [u2 c:,-~)+C.(T.-T)] (4) 
and 
(5) 
The factor ufiui is introduced to ensure that the frictionai 
force will always act in a direction opposite to that of 
motion. 
For isentropic flow, both F and q are equal to zern. 
Further, for a constant section duct, the energy equatioi! 
(3) becomes redundant and is replaced by the isentropic 
state relationship. Hence for isentropic flow in a duct of con-









Characteristic: quantity for the entropy of a gas 
layer 
The irreversible nature of wall friction and heat transfer 
effectS result in an entropy gradient along the duct length. 
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A most convenient way to evaluate this entropy change 
between any two states is to follow two reversible paths, 
one of constant pressure and the other of constant entropy. 
Then the change in entropy can be taken into account by 
determining the change in the imaginary acoustic velocity 
from state 1 to 2, i.e. 1ao, to 2aos· 
In the application of the method of characteristics to 
the solution of the flow equations, all state parameters are 
related isentropically to the chosen datum reference 
pressure P0 and to the acoustic velocity a0, and T0, 
appropriate to the state under consideration. It can be 
shown that the required equation denoting the change of 
entropy along the particle path from state 1 to state 2 is 
2ao, y-1{4/u [ (" R) ]} 
- = 1+-- -- u2 --- -Cp(T,.-T) 
1a0 , 2y 2d RT lui 2 
X Ll lpath (8) 
where Lltpath is the particle time from state 1 to state 2 
and the variables are the mean values between states I 
and 2. 
Solution of the flow equations 
The effects of heat conduction, diffusion and viscous 
shearing within the fluid must be neglected to obtain a 
solution of the fundamental equations governing the un-
steady gas flow in a duct. The method of characteristics is 
only applicable to non-linear equations of the first order. 
These assumptions were made in an earlier section when 
developing the three basic equations given in that section. 
The operational equations resulting from the solution 
of these three equations (equations (1)-(3)), by the applica-
tion of the theory of characteristics are: 
Physical characteristics 
('dx') = u±a (Mach lines) (9) dt I, II 
dx 
dt = u (path line) . (10) 
Equation (9) signifies that disturbances are propagated on 
lines which travel either rightward or leftward with the 
local speed of sound relative to the fluid. Since the heat 
transfer and friction effects may be varied arbitrarily, the 
path lines or loci of the fluid particles themselves are 
characteristic curves given by equation (10) along which 
the entropy or temperature gradients may have discon-
tinuities. 
State characteristics 
Plain pipe-diffuser arrangement 
( O 2a0,g - O d )I, II= T y-l ao (d )r. n-(LIUo+F)I.nT(LI A)I.II 
(11) 
JOURNAL MECHANICAL ENGINEERING SCIENCE 
where the heat transfer and friction term (LI Oo+F)r,n 
4! u
2
{ u u [( u R) Cp ]} 
=-- -=f(y-1)- --- +-(T -T) (dt) 2D ao lui a lui 2 u2 w 
(lla) 
and the area change term (LI 0 Ak 11 
= _2_ (jg [a0 , (dt)I.II] 
(l+s/1) I · (lib) 
Plain pipe arrangement 
0 2 a0, 0 -(d )I, II = T y-1 ao (dA )I, n+(LI u.+F)I, II (12) 
These are the equations denoting the change in state 
and particle velocity along a characteristic in the state 
plane. 
If the pressure wave profile is assumed to be of stepped 
form, the graphical solution for the simple isentropic 
flow conditions in a parallel-sided duct resolves itself into 
the simultaneous construction of two diagrams which are 
known as a position diagram and a state diagram. 
The modifications necessary to the state diagram as a 
result of including the effects of heat transfer, wall friction 
and area change into the flow problem are: 
(I) The variation of a0 , which allows for the entropy 
gradients along the duct and which produces a change in 
the slope of the characteristics. 
(2) The horizontal displacement of the characteristics 
due to area change, or wall friction, or heat transfer, or 
any combination of these three effects. 
Solution with temperature dis&:ontinuity 
A temperature discontinuity is said to exist at the interface 
of two gas regions at different temperatures. When a 
pressure wave encounters such a fluid discontinuity it 
undergoes a change of state and is partially transmittec 
and partially reflected. The transmitted portion of the 
wave travels in the next gas region at a velocity appropriate 
to its temperature, and the discontinuity will be swept 
along in its wake, at a speed equivalent to the local par-
ticle velocity. Therefore, the locus described by the 
movement of the discontinuity is a path line. 
In the &:ase of the two-stroke diesel engine used in 
the tests, temperature discontinuities are established at the 
interface of the hot gases being discharged from the 
cylinder and the cooler residual gases in the exhaust duct 
from the previous cycle. The volume of the exhaust 
ducting will, in general, be in excess of the volume of 
cylinder gases discharged per cycle and hence several dis-
continuities will exist in the ducting at any one instant. A 
further temperature discontinuity is created when a 
continuous wave develops a shock front. 
To analyse the conditions at a temperature interface, it 
is a necessary theoretical assumption that no diffusion or 
heat conduction takes place between the hot and cold gas 
regions and the discontinuity exists as a definite plane 
fluid boundary at right angles to the fluid flow. The dis-
continuity is further assumed to be of negligible thickness 
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and therefore equal values of fluid pressure and particle 
velocity will exist on either side and immediately adjacent 
to it. 
The method of solution used in this investigation is 
fully described in Appendix 1. 
Solution of the unsteady flow equations with the 
formation of a shock wave 
The solution of the flow equation with the formation of a 
shock wave is (10) 
Ou = ±,.! 1 a:;· R, [ W,- ~.J + 0, (13) 
[ 
2y ] !r- 1)/2r 
R. = 1+ r+ 1 (W2
2
-1) R, . (14) 
where subscripts y and x indicate conditions upstream and 
downstream of the shock wave. For this theoretical work, 
however, a method is developed in Appendix 2 which 
gives a more rapid numerical solution to these flow 
equations. The approach is to force the equations (13) and 
(14) into the form 
- 2aosc LlUoc --LI.,.. y-1 a0 
and by application of this equation replace the shock 
polar curve given by equations (13) and (14) by a straight 
line construction. The equation that gives this straight 
line construction in the state diagram is: 
Ll~ = ±-2_a0,. K (15) LIX y-1 a0 
where 
(16) K= [ 2 ]<7•1)/27 
2Jf} l+y:1(W,2 -1) . 
The equation to the tangent at any point W, on the 
shock polar, given by equation (15), will have the same 
slope in the state diagram as the I, II characteristic, when 
the value of W, approaches unity, i.e. 
Ll 0 __. ±-2- ao,. Llll 
y-1 a0 
Hence a weak shock may, for calculation purposes, be 
treated as a continuous wave and the propagation velocity 
computed as the arithmetic mean of the absolute wave 
speeds upstream and downstream of the shock wave. This 
assumption ignores the entropy increase across the shock 
wave. 
Boundary conditions 
It has been shown in an earlier section that the solution of 
the unsteady one·dimensional flow equations is possible 
by the construction of characteristic nets in the physical 
and state plane. The construction of a complete net 
between the physical boundaries of the cylinder ports and 
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the open end of the exhaust duct requires the repeated 
application of equations (9) and (10). The typical steps 
representing the boundary conditions at both ends of the 
duct have been fully described in an earlier publication (4). 
An exact analysis of the flow process must take account 
of the unsteady motion in these regions. This is, however, 
extremely difficult and it is necessary to make plausible 
approximations which do not introduce undue error to 
simplify the analysis. 
The assumptions made in the development of the flow 
equations at the boundaries and changes occurring in the 
cylinder are: 
(I) Quasi·steady flow through the inlet and the exhaust 
ports and at the open end of the exhaust duct. That is, the 
steady flow adiabatic energy equation applies instantane-
.ously across the cylinder ports and at the open end of the 
duct. This is equivalent to assuming that the change in 
flow pattern with respect to time may be neglected in 
comparison with that due to distance. This assumption is 
valid for fluid flow through a restriction where the effective 
flow area is small in comparison with the area of the cylin-
der, or other reservoir such as a relatively stagnant 
atmosphere that contains the fluid. 
(2) The effect of wave action in the cylinder on the dis-
charge process decreases so rapidly with increase in the 
ratio of cylinder area to duct area that it may be neglected 
without detectable error. 
(3) The cylinder ports are regarded as a sharp-edged 
rectangular orifice, the coefficient of discharge depending 
upon the pressure ratio across them and Reynolds 
number. 
(4) The fluid in the cylinder is regarded as quasi-perfect 
and the appropriate mean value of y is used for each step 
in the process. 
(5) The ratio of specific heats y across the cylinder ports 
and at the open end of the duct is taken as the upstream 
value in each case. 
(6) There is no mixing of the gases within the cylinder, 
i.e. two regions exist, one containing air only and the 
other the residuals of combustion only. 
(7) The temperature of the air in the cylinder is 
assumed to be the same as that of the air upstream of th<' 
air ports, i.e. the internal energy of the air remains constant 
after admission into the cylinder. 
(8) The pressure is uniform instantaneously throughout 
the cylinder. 
(9) All changes are adiabatic and not necessarily isen-
tropic with the exception of the cylinder contents for 
which the process is assumed isentropic. 
(10) There is no pressure recovery of the incoming gas 
into the cylinder after the t~ena contracta, i.e. pressure at 
the t~ena contracta equals the cylinder pressure. 
(ll) For fluid ftow from the cylinder to the exhaust duct, 
pressure recovery occurs after the t~ena contracta. 
(12) For inflow at the open end of the exhaust duct, the 
duct mouth behaves as a Borda mouthpiece. 
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EXHAUST PIPE LENGTH -in 
Engine speed 1110·5 rev/min. 
Fig. 2. Position diagram: isentropic flow 
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EXHAUST PIPE LENGTH -in 
Engine speed 1110·5 rev/min. 
Fig. 3. Position diagram: iTreversible flow 
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Fig. 4. Cylinder pressure 
DETERMINATION OF ACTUAL SYSTEM 
PARAMETERS 
Cylinder and duct parameters 
A theoretical analysis for the changes occurring within the 
cylinder gases requires a knowledge of the variation with 
crank angle of the following physical parameters: 
(I) cylinder volume; 
(2) ratio of port area to duct area for both inlet and 
exhaust ports; 
(3) hydraulic radius of both the inlet and exhaust 
ports. 
Coefficienr of discharge (II) ( 12) 
The variation in the coefficient of discharge (Cd) for the 
cylinder ports as a function of pressure ratio across the 
ports and Reynolds number is required. Determination of 
the Reynolds number requires a knowledge of the value 
of the absolute viscosity of the gas flowing through the 
ports at the instant considered. 
Friction coefficient for the exhaust duct 
The surface roughness within the exhaust duct was 
determined using a Taylor Hodson model 3 Talysurf on 
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sections of artificially hardened soot surface in the due:. 
The variation in friction coefficient (/) with Reyno!C~ 
number was found by use of the Colebrooke-White (13 
function and suggested modification by .\'l.oody (q). 
Exhaust gas parameters 
To evaluate the fluid properties, namely R, c. and y, fo~ 
the range of gas temperature encountered in an actua; 
firing engine, an analysis of the exhaust gases is necessary. 
Variation in the specific hears 
The values of the specific heats at constant pressure and 
constant volume for the exhaust gas constituents are taken 
from gas tables (IS) for the required temperature range 
and the mass mean value for the specific heats are cal-
culated using the mean exhaust gas analysis. 
Variation in absolute viscosity 
The mass mean value for viscosity is evaluated from the 
values for the exhaust gas constituents for a range o! 
temperatures. The assumption of mass mean values for 
viscosity, however, is not strictly correct, but in view of 
the smallness of the error, a full analysis of the problem i5 
not justified. 
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Fig. 5. Pressure in exhaust pipe 
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EXHAUST DUCT LENGTH -It 
Engine speed 1313 rev/min. 
Fig. 6. Position diagTam: isentropic flow 
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INDICATING STATIONS j 
L--EPO 2 ~~~----~---------------~ 
0 2 J 
EXHAUST DUCT LENGTH -It 
Engine speed I313 rev/min. 
Fig. 7. Position diagram: irreversible flow 
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PROCEDURE AND RESULTS 
Procedure 
To determine the validity of the theory developed for the 
solution of the flow problem encountered in a firing engine, 
the conditions existing in an actual engine system were 
studied and analysed. 
The engine was operated with a constant air/fuel ratio 
and engine cooling water outlet temperature, and plain 
pipe and plain pipe-diffuser exhaust systems were used 
together with a neutral induction system. 
Indicator diagrams were taken in the engine cylinder 
and at a number of stations along the exhaust duct, and 
the air mass flow was measured by means of an air box 
fined with an orifice plate. · 
Results 
The two exhaust arrangements investigated for compari-
son with the theoretical results were: 
(1) a simple plain exhaust pipe of length 6 ft 8 in 
(Figs 2-5); 
(2) a simple plain exhaust pipe of length 2 ft 7 in 
terminating in a conical diffuser of length 2 ft 6 in and 
a cone angle of 6° (Figs 6-11). 
In each case the engine speed was chosen such that the 
scavenge was effected by the first reflection of the blow-
down pulse to avoid over-complication of the pressure 
wave pattern in the exhaust duct. 
DISCUSSION OF RESULTS 
Theoretical equations 
In the development of the theoretical equations for the 
unsteady flow encountered in an engine exhaust system, a 
I 
l\ I 40 
JO 
number of simplifying assumptions are made. The most 
important of these is that the flow is geometrically one-
dimensional, implying that all fluid properties are uniform 
over each cross-section of the exhaust duct. For the plain 
pipe, the fluctuating nature of the gas movement pre-
cludes the establishment of a fully developed velocity 
profile and hence the assumption is considered reasonable. 
For the diffuser the assumption is also considered reason-
able since the ratio of change of cross-sectional area with 
distance is small for a divergence angle of 6°. Although the 
wall friction and heat transfer effects are not in essence 
one-dimensional, a one-dimensional model is used for 
simplicity. 
The identical resultant effect of wall triction and heat 
transfer together with the tacit assumption that the steady 
flow equations which define these effects can be applied 
instantaneously to unsteady flow, permits a further simpli-
fication in the derivation of the theoretical equations. 
Reynolds's analogy, which relates the heat transfer and 
friction coefficient according to !/ = h/ puC., is assumed 
to be valid. Although no information is available regarding 
the accuracy of the analogy for this problem, its use is 
considered justified in view of the reduction in com-
putation time it affords. 
Experience shows that additional assumptions, which 
give a more rapid numerical solution, are possible in the 
theoretical calculations if the step size chosen in the con-
struction of the position diagram is small. Initial values 
can then be used in the evaluation of the term (LI Uq + F ) 1, n 
of equations (11) and (12) without introducing undue 
error. Further, for values of s > 1 in equation (11), 
(LI Uq+F)I, n becomes small in comparison with the other 
terms and can be neglected without detectable error, and 
a sufficiently correct evaluation to the term (LI 0 ,.)1. 11 of 
i 
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Fig. 8. Cylinder pressure diagram 
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equation (11) is possible by three successive approxima-
tions only. 
The correction of the boundary state point for irrever-
sibility is found to be primarily dependent on the term 
[ +2/(y-1)(a0, 2/a0, 1)], the value of the term containing 
(.d oq+F) never exceeding 1·5 per cent of its value. The 
order of accuracy possible when using the boundary 
charts is less than a correction of this order and thus the 
allowance for the heat transfer and friction effects within 
the duct on mass flow from the cylinder can be discarded. 
This simplification results in a decrease in computation 
time at each port boundary state of approximately 30 per 
cent with no sensible loss of accuracy. 
Indicating trials 
Indicator diagrams 
To confirm the validity of the finite-wave theory, pressure 
indicator diagrams were taken at a number of stations in 
the engine system for both exhaust arrangements used and 
from Figs 8, 9, 11 (plain pipe-diffuser cone exhaust) and 
Figs 4 and 5 (plain pipe exhaust) it can be seen that good 
general agreement, both in respect to phasing and 
amplitude, exists between the observed curves and those 
obtained by application of the irreversible flow theory. 
The poor correlation immediately following the passage 
of the steep front at station 1, Fig. 9, is primarily the 
result of lozenge size chosen in the construction of the 
position diagram, Fig. 7. Although a smooth curve is 
drawn in Fig. 9, the actual calculated points for this region 
after the shock are shown in Fig. 10. It is suggested that 
these points lie on an oscillating pressure trace which 
could be predicted theoretically by reducing the mesh 
size in the construction of the position diagram. 
It can be seen in Fig. 8 that a 'pressure peak' is suppressed 
in the theoretical curve at approximately 30° after b.d.c. 
exhaust piston when compared with the indicated dia-
gram. This is amibuted to the lozenge size chosen when 
plotting Fig. 7 and if further reflections from the plane of 
the duct open end bad been included, better correlation 
might have resulted. 
Fig. 5 shows poor correlation was obtained for the 
pressure occurring in the region of the pipe open end after 
the passage of the pressure pulse. The pressure changes 
are very rapid and oscillatory in nature and again it is 
suggested that a reduction in the lozenge size in this region 
would improve the accuracy of the analysis. 
The oscillatory nature of the pressure fluctuations in the 
regions of poor pressure correlation, combined with the 
effects of the passage length between the duct wall and 
the pressure transducer diaphragm, and the natural 
frequency of the latter, will also produce additional local 
distortion of the recorded trace. 
The establishment of a 'plug' of cold air in the exhaust 
duct just outside the ports as a result of short-circuited air 
would severely complicate the theoretical evaluation of 
the flow process. It was considered unlikely that in a 
uniflow engine running with a volumetric efficiency of the 
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order of 65 per cent such an effect would be experienced. 
However, to confirm this a plot of volumetric efficiency 
against torque was made for a number of air consumption 
trials. Over 95 per cent of the results, including those of 
the indicating trials, lay within a straight narrow band, 
and since a very wide range of operating conditions were 
covered, it was assumed that, in general, no short-
circuiting occurred. The few results which did not come 
within this linear band were displaced towards the volu-
metric efficiency axis, indicating that for these isolated 
cases short-circuiting did occur. 
Air flow 
Assessment of the mass flow vanaoon can be directly 
obtained from the theoretical results, but direct experi-
mental confirmation of this was not attempted. In the 
theoretical analysis, particle velocity and pressure are 
dependent parameters, and since good agreement is 
obtained between the theoretical and experimental 
pressure traces it is considered that the results for mass 
flow can be used with confidence. The volumetric 
efficiency, based on ambient conditions, helps to substan-
tiate this, Table 1. 
For the plain pipe case, the irreversible flow analysi> 
was not completed, but at the end of the last cylinder step 
calculated, i.e. 30 per cent after b.d.c. exhaust piston, the 
mass of air then present represents a volumetric efficiency 
of 57·5 per cent. It is not possible to estimate the air 
content of the cylinder at the time of exhaust port closure 
without completing the analysis, but in the period between 
this latter event and air port closure, some air is pushed 
out of the cylinder by the movement of the pistons. Hence 
the final theoretical result would almost certainly be less 
than 57·5 per cent and probably less than the measured 
value due to the early arrival of the theoretical positive 
pressure pulse following the rarefaction wave (see the 
theoretical and recorded pressure traces at II in from the 
ports, Fig. 5). 
Temperature discontinuity 
( 1) Plain pipe-diffuser system~ Measurements of the bulk 







i Volumetric efficiency, 
, [volume aspirated at intake conditions] 
trapped volume 
Plain pipe exhaust Plain pipe-diffuser 
system exhaust system 
Less than 
57 ·5 per cent 
60·8 per cent 
53·4 per cent 
93·7 per cent 
186·6 per cent 
76·4 per cent 
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diffuser entry section showed a substantially constant 
value 190 degC higher than at the diffuser entry section. 
Downstream of this section a sensibly constant gas 
temperature was recorded. Therefore, the temperature 
distribution existing in the duct was taken to be as shown 
in Fig. 12 and used in the theoretical analysis. 
The reflections from the main temperature discontinuity 
generated at commencement of blowdown were fully 
accounted for in the construction of the position diagram 
for the first 37° of crank angle after exhaust port opening. 
Beyond this point the reflections from the discontinuity 
were combined with those from the diffuser to simplify 
computation. A similar technique of combining a number 
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The passage of the primary wave through the first 
temperature discontinuity produces a rise in pressure of 
0·02 lb/in~ in the calculated value of the initial pulse 
amplitude as compared with the isentropic analysis. The 
smallness of the pressure rise through the temperature 
discontinuity of 190 degC is the result of the superimposi-
tion, at this interface, of the reflection promoted by the 
effects of wall friction and heat transfer from the pro-
ceeding wave points. 
Fig.)O. Pressure:diagram (station 1) 
The propagation along the duct of the main temperature 
discontinuity, as given by the theoretical irreversible flow 
analysis, Fig. 7, was such that its final position at c.p.c. 
was at the diffuser entry section and this result is in ex-
cellent agreement with the measured result shown in 
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Fig. 12. For the isentropic analysis, the path line which 
represents the main temperature discontinuity is positioned 
10 in downstream of the diffuser entry section at the 
instant of e.p.c., Fig. 6, and this is indicative of the errors 
introduced by use of the simpler isentropic analysis. 
(2) Plain pipe system: The measured exhaust tempera-
ture in the exhaust pipe is shown plotted in Fig. 13. 
Calculation suggests that two successive temperature 
discontinuities should exist at approximately 20 in and 
37 in from the engine ports. The inflection of the plotted 
curve at approximately 20 in from the ports indicates that 
this discontinuity still exists. The next, and successive 
discontinuities, however, are not at all apparent. 
Solution of the exhaust gas flow equations allowing for 
the measured temperature gradient would involve 
assuming a small temperature interface to exist in each 
region used in the construction of the characteristic net 
along the first wave I2 , Fig. 3. The resulting increase in 
computation time would be prohibitive, hence a coarse 
stepped temperature profile was assumed, with the second 
and third steps approximately coinciding with the position 
of the decayed temperature discontinuities created by the 
two previous engine cycles. Consideration of these tem-
perature steps in the theoretical analysis can be regarded 
as summations of the changes occurring in the regions 
between them, and the result of this is to alter the timing 
of the effect of the temperature gradient on the diffusion 
waves promoted by friction and heat transfer effects back 
towards the ports. 
The predominant effect of the main temperature dis-















Fig. 12. Temperature distribution for indicating trial 
(plain pipe-diffuser) 
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Fig. 13. Exhaust gas temperature (plain pipe) 
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down pressure pulse of 0·54 lbfin2 as compared with the 
isentropic value. The overall decay of this pulse for the 
50 in of pipe from the major temperature discontinuity to 
the point at which it meets the returning rarefaction wave 
is 0·37 lb/in2 • The larger amplitude pressure pulse 
arising in the non-isentropic flow analysis, on arriving ar 
the open end, will give a reflected rarefaction trough which 
is more intense. This is, however, attenuated bv the 
irreversibilities and the main temperature disconti~uity. 
The net effect is that the irreversible flow theoreticai 
rarefaction wave amplitude is comparable with the isen-
tropic flow value at the 41-in indicating point in the 
exhaust pipe, but the attenuation at the main temperature 
discontinuity produces an amplitude comparable with that 
recorded at the 11-in indicating point. 
The steep rise in pressure following the rarefaction wa,·~ 
at the indicating point 11 in from the ports, as given by the 
irreversible flow theoretical analysis, is exaggerated 
through not using the full reflection treatment for the 
temperature discontinuity in this region. From the position 
diagram, Fig. 3, it can be seen that if all the retlectiom 
from the temperature discontinuity had been considerec. 
the time taken for this pressure to rise from the lowe~: 
value to the atmospheric value would be increased, wit~ 
a consequent lessening of the rate of pressure rise. 
Shock wave 
Owing to the interaction of successive points of the funda-
mental pressure pulse with those resulting from the 
reflection of previous points of the fundamental pulse, 
very high rightward particle velocities are encountered ar 
the diffuser entry section. Although sonic velocities are 
never quite attained at the diffuser entry section in the 
irreversible flow analysis, Fig. 7, sonic velocities did occur 
in the isentropic analysis, Fig. 6. In both cases these higi:: 
velocities result in the formation of a shock wave at the 
diffuser entry section. As the shock wave travels Jeftwarc; 
towards the cylinder, its strength is progressively reduce~ 
by the rightward moving pressure waves from the exhau~r 
ports. This effect is shown clearly by the curvature of the 
shock path lines in the position diagram Fig. 7 and Fig. 6. 
In each region through which the shock front passes a 
small temperature discontinuity is 'created', but for con-
venience these are combined and regarded as a single 
temperature interface emanating from the lozenge 12., 
Il20• Upstream of this region the shock wave is considerec 
weak and amenable to the approximate treatment described 
in an earlier section. 
The evaluation of a region through which a shock wa\·e 
is passing was perfortned using both the exact and approxi-
mate theory of that earlier section. The weak shock analysi> 
results in a difference in pressure of 0·21 lb/in2 for the 
region 21·26, which represents something Jess than 1 per 
cent error in pressure. Larger errors do result, however, 
when velocities are compared and if the shock front pro-
pagation velocity had been assumed to be represented by 
term (u-a), then the front would have arrived 2° earlier 
than shown at Station 1, Fig. 9. This mis-timing is small 
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and hence the application of the simplified weak shock 
analysis is considered sufficient for future analysis in view 
of the reduction in computation time it affords. 
CONCLUSIONS 
Summary of conclusions 
(1) The good·agreement obtained between the irreversible 
fluid flow analysis and the indicated records for both the 
cylinder and the exhaust pipe shows the physical premises 
of the theory to be correct and sufficient. The use of the 
quasi-steady flow approach, i.e. the use of steady flow data 
for pipe friction, heat transfer, inflow at the pipe open 
end and flow through the cylinder ports, is shown to be 
justified and permissible. 
(2) Accurate results are obtainable by the method of 
characteristics using finite increments of from 1 o to 4' 
of crank angle depending upon the rate of change of 
pressure and/or velocity at the point under consideration. 
(3) In addition to giving good correlation to the form of 
the pressure changes occurring throughout the cylinder 
and exhaust pipe system, the composite theory gives an 
assessment of the mass flow which is significantly more 
accurate than that given by the earlier and simpler isen-
tropic flow theory. 
( 4) Greater accuracy in the prediction of the mass flow 
from the cylinder is expected by making allowance for the 
variation in the specific heats within the cylinder, and the 
boundary chart interpolation technique developed to 
account for this is adequate. 
(5) The correction for the flow irreversibilities of heat 
transfer and wall friction in the exhaust duct adjacent to 
the exhaust ports, on the gas flow from the cylinder, is 
small and can be neglected without detectable error. 
(6) Effecting the solution by using a position diagram 
instead of calculated and tabulated ordinates possesses the 
advantage that a clear picture is presented of the develop-
ment of the main wave panem, the origins of secondary 
waves and reflections, and the history of the motion of gas 
particles. 
(7) In a firing engine, the temperature discontinuities 
produced within the exhaust pipe are very pronounced 
and have a marked influence on the wave motion, and the 
variation of specific heats is significant. The theoretical 
method developed for the passage of a wave point through 
a temperature discontinuity is adequate for this type of 
problem. 
(8) The evaluation of air consumption for the indicating 
trial establishes the validity of the solution using the 
theory of characteristics applied to the problem of air 
flow in a naturally aspirated two-stroke oil engine. 
APPENDIX I 
SOLUTION WITH TEMPERATURE DISCONTINUITY 
To illusuate the method of solution the problem will be considered 
in three stages, namely: 
(I) solution for isentropic flow on either side of the interface 
with constant specific heats; 
JOURNAL MECHANICAL ENGINEERING SCIENCE 
(2) solution for isentropic flow with variable specific heats; and 
(3) solution for irreversible flow on either side of the interface 
with variable specific heats. 
In all three cases, the parameters referring to the hot and cold 
regions associated with the discontinuity are identified by the 
index marks ' and • respectively. 
(I) So/urionfor isemropicj/ow on eirher side of rhe inrerface rdrh 
cotutam specific hears 
From the characteristic state equation (II) 
(Ju')t = _2_ (Lia'), l 
y-1 
? (Ju")n = +--- (Ja")n ; y-1 ) 
The isentropic state relationship is valid on each side of tl:e 
temperature discontinuity, thus: 
. . (P"<r-1);2, I 
a=ao•p) 1 
• • (.Po")"- 1);2, r 
a =a 0 , Po j (18; 
If the region of st3te associated with the discontinuity is smali. 
then the pressure and particle velociry for the whole r~gion wii: 
be the same, whence, u' = u· 
P' = F"'. 
From equations (17), (18) and (19) it follows that: 
where 
and 
(J C), = _2_ a· •• (.1X), \ 
y-1 "• ~ 
(.JO)u = +2_1 a• a, (.:J.f). ! 
y- ao J 
.:JO = .:JO' = JO" 
JX = JX' = JX· 
(20) 
From the above it can be seen that the characteristics in each 
region have slopes of [-2/(y-1)(a'a,/ao)J. and [+2/(y-1;.:,· 
(a• o./a0)]11 for right and leftward travelling waves respectively. 
(2) Solution for isentropic flow wirh tJariable sptcijic hears 
Although the pressure immediately adjacent to and on either si.:t 
of the temperature interface is the same, the variation in the ratic 
of the specific heats, i.e. y' ""' y', results in the inequality.\'· # X· 
for the hot and cold regions on either side of the interface. Th.:. 
requires the problem to be solved algebraically and for complete-
ness the effects of area change are considered. 
Consider the superimposition of waves 1 and 2 in region 3, ir. 
which a temperature discontinuity exists, Fig. 14. 
The characteristic state equation written in finite difference form 
is: 
(J0'), = _2_(,:j~) -(•W',), I 
· y-1 ao 1 1 
(.:JO')u = +2_1 (,:j ~) +(.:JO",)u Jl y- ao u (21) 
If the region of state associated with the temperature discon-
tinuity is small, then: 
~ = 0', = u·, = o·,} 
ao n':.l 
P', p·, Po =p; 
and (22) 
Since the isentropic state relationship is valid on each side of tl:t 
interface, the pressure ratio of equation (22) may be written as: 
(a:3)2,·u.,·-u = (a:3)2,./(,.·-u tJ o• a o. (23) 
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From equation (21): 
O'a-0, = -~..!. (a'J-a,)-(.10'-)1 } y -1 a0 
o·a-Oz = ++..!.ca·,-a.)+(-10•.Jn 
y -1 ao 
(24) 
Subtracting these two equations and using the equality gi\"en by 
equation (22) gives: 
U,-U, = -~..!. (a'a-a,)-+ (a"3 -a,) y-la0 y-1 
-l<J u·.J,+<.<JD".l"l (25) 
From equation (23): 
a J = a os 1--.---
, , , a'"' 3 )rt:-·- UIIY' -nJ f)'':r~J 
\a os 
Eliminating a·, from equation (25) anu rearr-..nging gives: 
a', {y' -1 a. [ • 
a• a,= - 2- a'o• (0,- U,)-(AU'),-(.10 .)n 
Let 
K = (U,-U,)-(.:.Jl7',),-(JU',lu+(·~~+_..j_.~)· 
Y -lao y -lao 
K. =-2-a"u•.!. 





a:• = [K, (1-K2 a:•)]" 
a o' a OJ 
(26) 
Expanding equation (26) by the binomial theorem and neglecting 
second and higher order terms gives to the first approximation the 
value of a· ,fa" ou i.e. 
a'"'3 _ K"' (l7) 
a'0,- 1+nK2K 1" 
To evaluate a region of state such as region 3, Fig. 14, however, 
an iteration procedure is necessary to solve equation (27) owing to 
the presence of the terms (AU,),, 11• Once satisfactory com·ergence 
to the a'3/a"0, value is obtained from equation (27;, funher 
iteration is necessary to obtain the ttue state a• o/a" •• using equa-
tion (26). This completed, the value of a' o/a '0, can be found from 
equation (23). Use of the characteristic state equation (21) will 
then yield the value of '03 and hence the state of region 3 is 
completely defined. 
(3) Solution for i"etJersible flow wirh variable specific hearr 
The method of solution for a region containing a temperature 
discontinuity when the effects of wall friction, heat transfer and 
area change are present is very similar to that of case (2). The only 
additional complication involved is determining the change in the 
value of a0 , for both hot and cold parts of the region considered. 
The characteristic state equation (11), written in finite difference 
form, is: 
(&'O')t = --J-d& ~) -(&U'.+F),-(JU'A)t II 
y- ao 1 ( 2B) 
(AU)n = ++-1 (.1 ~) -(JU' • .,)u+(JU• A)n f y- ao n 
Hence foUowing the same argument as in case (2), but using 
equation (28) to replace equation (21), yields the result: 
~== K, 1-K.~ a' [ ( a' }]" 
a o. a oa 
(29) 
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Expanding equation (29) by the binomial theorem and neglecting 
second and higher order terms gives to the first approximation the 
value of a· ala• ou i.e. 
a·3 K,"' 
a· o• = 1 +nK2K1" 
(30) 
where K. = _2_a·o • ..!_ 
- y• -1 ao K 
and K= K-[(.!U· •• F)u+(.dV'••F),] 
As an example, consider the superimposition region 4·6, 
Fig. 15, of the rightward moving wave from region 4·5 and the 
leftward moving wave from region 3·6. The method of solution is 
as follows: 
(1) To find the first approximate state ( ~ 4·6) construct charac-
teristics in the state and position diagrams neglecting the effects of 
friction and heat transfer with the aid of the equations developed 
in case (2). 
(2) The approximate mean time (.:Jr •• ,.) for particles arriving in 
region 4·6 from region 3·5 can be obtained by direct measurement 
from the position diagram. Substitution of this (.Jr •• ,.), together 
with the mean values for the other variables in equation (8) for 
both sides of the discontinuity gives the first approximation to the 
values of a' 0 , and a• o. for region 4·6. The values of a, y, f and q 
will be different for each of these paths. 
(3) Using the approximate mean values for the variable para-
meters between state 4·5 and 4·6' and state 3·6 and 4·6 • and the 
measured values of (.:l V. +, )~. u the first approximation to the 
value of the correction terms (.::lt)1• n can be computed. 
(4) A close approximation to the value of a4 .6 -/a' 0 , can now be 
evaluated by the solution of equation (30) and the true state 4·6 by 
solution of equation (29). 
(5) The procedure outlined in paragraphs (2), (3) and (4) above 
is repeated until satisfactory convergence of the values of u, .• 
and P,.6 are obtained. 
APPENDIX 2 
SOLUTIO!'/ OF THE UNSTEADY FLOW EQUATIONS WITH 
THE FORMATION OF A SHOCK WAVE 
To evaluate the constant of proponionality in the equation 
.JU a:. 2/(y-l)(a0,/a0)J .'fit is necessary to find the equation to the 
tangent of the shock polar, as defined by equations (13) and (14), 
and is achie,·ed as follows: 
Differentiating equations (13) and (14) with respect to W, giv~s: 
.E!_ = ±~ ao,. X W,'+1 
dWx y-1 ao ·' W_, 2 
~ = 2 y-1 x.w., 
dw r+1 [ 2,. ]".""' 
x 1+ y+J (Wx2 -1) 
Hence the equation to the tangent of the shock polar at any point 
W. is: 
•u _ ±-2- ao .. [ W..2 +1 ] .JX 





.JU ±-2-~K ..:~x= y-1 ao 




The equation (31 )or (32) is of the form.dU a:. 2/(,--l)(ao,/a0) .d.\ 
and the value of the constant of proponionality K can be evaluated 
on substitution of the appropriate value of W., for the region under 
consideration. 
The application of equation (31) or (32) enables a straight line 
construction between states 1 and 3 to be effected and thus 
eliminates the necessity for repeated solution of equations (13'· 
and (14) for arbirrarily selected values of W.,. 
Application of the shock equations to the flow ;, plain ducts 
As a practical example, consider a strong shock wave ad.-ancing 
into a continuous wave train, Fig. 16. Since the change in entropy 
across the shock from region 2 to region 3 will be much greate~ 
than that resulting from the heat transfer and wall friction effects 
for the same region, the laner effects may be neglected. 
Given the data (u, a, x, r) at the two state points 1 and 2, it is 
necessary to find similar data at the intersection point 3 of the II 
characteristic passing through the point 1 a and the shock polat 
through 2. The method of applying equation (31) is outlined below. 
(I) The II characteristic through the state point 1a is constructed. 
(2) From the characteristic equation (11), but neglecting the 
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teristic may be drawn through the state point 2 and the state point e 
determined. The values of y and a0 , used in equation (11) are those 
appropriate to region 2. 
(3) By use of the value of Jl appropriate to the approximate 
state e and the known values of state 2, the shock propagation 
velocity W2 is calculated from equation (14). The value of U1 for 
the state f is now obtained from equation ( 13) on substitution of 
the known value of U2 and the above value of W2• 
( 4) The tangent to the shock polar at f can be evaluated from 
equation (31) in which the terms W, and a0,. are replaced by W. 
and ao,. respectively. 
(5) Constructing the tangent through the point f in Fig. 16 
determines the position of the point h. This point lies at the inter-
section of the tangent through f and the I I characteristics through 
the point la. 
(6) With the value of x. known, the shock polar value of U 
appropriate to this pressure is obtained by simultaneous solution 
of equations (13) and (14) on substitution of the known values for 
region 2. 
(7) The steps 3, 4, 5 and 6 are repeated until satisfactory conver-
gence is obtained for the unknown state 3, i.e. until the calculated 
shock polar value of U agrees with that at point h in Fig. 16. 
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PAPER 15 
Automatic Control ol Pulsating Air Flow 
The time-mean differential pressure associated ll'ith the mass flow 
of air through a BS square-edged orifice will, for constant mass 
flow, be changed by rariation in the flou· condition from steady 
state through a range of pulsar ion frequencies. 
Thl! app/iwrion of [et·d-buck control to maintuin u constant 
mass jl01r rate under rarying conditions of pulsation is investigated 
for a frequency range up to 120Hz. A t1ro-rerm cell/roller is used 
in an error-actuated system in an attt·mpt to estimate to ll'hat 
extent it is possible to maintain a desired mass jl01r rate. 
An on-line analogue complller is used for data processing ami 
/or the simulation of the hold derice and comrol/er used in the 
feed-back loop of the system. The metlwd of clara processing is 
sho•m to be useful both for eliminating tedious graphical measure-
ment am/ for widming the scope of the research imo the problems 
associuted with pulsating flou· measuremc>/1/s. 
l:"iTRODL:CTIO;-\ 
The normal industrial practice for the measurement of pul-
sating mass flow is to use a receiver or expansion volume to 
minimise the pressurejvelocity variations present and thus 
permit flow measurement according to the requirements of BS 
1042 : 1964.1 Situations exist for which this method is not con-
venient due to either the receiver size required or the flow require-
ments of particular processes such as material transport by fluidi-
sation (Roots blower). 
For industrial requirements of flow measurement Ramsay2 
established that the plate orifice, with appropriate pressure and 
temperature tappings, was the metering system most frequently 
used in the United Kingdom. The plate orifice has many practical 
advantages as far as size and installation considerations are 
concerned. At present, however, theoretical considerations 
applied to conventional pressure measurements at an orifice 
are inadequate for estimation of the mass rate of pulsating flow. 
Much useful work has been reported by other researchers in this 
field. 3- 9 To a certain extent, such work has been incorporated 
in a draft proposal10 for an International Standard of flow meas-
Departmem of Mechanical Engineering. Univenity or leeds. 
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urement of pulsating fluid flow. 
If an acceptable and repeatable accuracy of pulsating tlc'" 
measurement can be established for an orifice plate system. using 
the measurement of instantaneous differential pressure only. 
then the continuous moniwring anJ automatk control 0f ~ ilu" 
process becomes possible if on-line computer facilities are aYail-
able. 
The measurement of the time-mean differential pressure as 
indicated by the conventional secondarv element of the correct!\· 
designed liquid manometers. 11 if used in the standard steaJ;· 
flow equation' for the measurement of pulsating flo11·. will intro-
duce a ·square-root' error. This square-root error may be re-
moved if the Time Mean Square Root (Trv!SR) of the time-
dependent differential pressure is used instead of the manometer 
mean differential pressure. 
The continuous monitoring of this quantity requires the a\·ail-
ability of a suitable on-line computer if it is to be used in the 
automatic control of a flow process. Any discrepancy between the 
actual mass flow and the mass flow inferred from the Tl\.ISR 
differential pressure will be due to modifications of the differ-
ential pressure because of inertia effects associated with the choice 
of tapping points and due to neglect of the variation of discharge 
coefficient (ie vena contracta) with frequency. In an attempt to 
minimise the effect of such inaccuracies in the flow measurement, 
the differential pressure across the square-edged orifice plate was 
measured between tapping points at one diameter D upstream of 
the orifice plate and at the downstream corner C position. 
The TMSR was evaluated together with other measurements 
of the differential pressure wave-form for a range of mass flows 
and frequencies and was subsequently used, for control purposes, 
as a close approximation to the actual mass flow for any given 
condition. The process chosen for control application of the 
TMSR of differential pressure is shown in Figure lA. and 
simulates a hypothetical. non-steady flow installation which is 
to be controlled automatically to supply any required mass flow. 
OBJECilVES 
The initial problem was the calculation, for a range of fre-
quencies, of the value of the instantam:ous square-ruuL ,_,r " 
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Fig. 1B. Schematic Diagram of 1.0• dia. Pulsating 
Flow Rig. 
differential pressure waveform which had both posuave and 
negative amplitudes with respect to a zero flow datum. The 
approach adopted was to apply the technique used in the con-
ventional and laborious methods of graphical measurement in 
which the sign of the recorded trace is ignored. The algebraic 
characteristic of the recorded waveform is accounted for in the 
evaluation of the integral of the square-root of the instantaneous 
pressure measurement. The computer diagram for this calcula-
tion is shown in Figure 3A. A similar treatment was adopted for 
the processing of the pressure waveform measured at the up-
stream tapping point of the square-edged orifice system used to 
monitor the pulsating airflow. 
Pressure traces were recorded and measurements taken for a 
range of frequencies and for different mass flow rates so that this 
part of the investigation would provide an assessment of the 
monitoring section frequency characteristics and of the validity 
of using the TMSR differential pressure as an indication of mass 
flow rate. 
With the achievement of the above objective the final problem 
was that of tracking and storing the TMSR value during each 
sampling period. Tracking of the TMSR value occurred during 
the time interval for which this value was held constant and the 
TMSR value was then stored prior to zero reset of the monitoring 
circuit. This track and store operation was made possible by use 
of the computer circuit shown in Figure 38 and will be described 
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The storing of the TMSR value was necessary for comparison 
with a preselected reference value to generate an actuating error 
signal for the control loop. The difference between these two 
values was used directly as the input to the 2-term controller 
which repositioned the electro-mechanical servomechanism, 
until the actuating error signal was zero. in an attempt to main-
tain constant flow through the monitoring section. 
DESCRIPTION OF THE TEST RIG 
Figures 18 and 2 show details of the flow system whid1 is 
basically similar to that described in an earlier paper-' 2 The 
modified system shown schematically in Figure I 8 incorporates 
a 2-in dia pipe section with a 0. 7435 india 8S square-edged orifice 
plate and corner pressure tappings, which was used for the 
measurement of mass flow. Downstream of this metering section 
the flow is divided between two branches one of which contains 
the monitoring or test section and the other contnins the con-
trolled valve. The test section was redesigned to accommcdate 
a square-edged orifice plate, 0.6628 in dia. clamped bet\\·een 
0-rings and to provide different tapping point locations. 
The variable speed drive of the butterfly pulsator valve included 
a secondary reduction gear box to provide rotational stability at 
the low speed end of the motor. The control valve in the second 
branch is positioned by means of an electro-mechanical servo 
mechanism and the airflow through this branch is measurcd'by a 
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0.6702 in dia BS orifice plate located in AIRBOX 3. 
For manometer measurement of pressures under pulsating 
flow conditions, three different liquids were available: silicone 
fluid (0.82), carbon tetrachloride (1.58) and mercury (13.6). Care 
was taken in the design of the manometer system that the bore 
of the manometer, connections and tappings was uniform at 2 
mm which also corresponded to the bore of the transducer con-
nections for measurement of time-dependent pressure. Mano-
meter and transducer measurements were taken at geometrically 
similar tapping points (asymmetrical pressure variations being 
negligible). Temperatures were measured by chromel-alumel 
thermocouples in conjunction with a Comark Electronic Ther-
mometer. 
Computer System-Monitoring and Processing Circuits 
The monitoring circuit consisted of a proprietary piezo-electric 
differential pressure transducer connected to a charge amplifier, 
the output of which was linked to an analogue computer. in-
stalled in another laboratory, through 400 yards of low-loss 
co-axial cable. The cable specification is: impedance 75 n, at-
tenuation 0.68 dB at 10 MHz per 100 yard length. 
Pressure signals were produced by two different transducers-
Kistler 7251 differential pressure transducer and Kistler 412 
pressure transducer at the upstream pressure tapping. The out-
put from Kistler 568 charge amplifiers was also observed on a 
Tektronix 5648 storage oscilloscope throughout the tests. 
The computer used for processing the instantaneous differen-
tial pressure measurements is an EAL Ltd., 231R parallel-logic 
hybrid analogue computer. The controller for the flow system was 
also simulated on this machine and the command signals gener-
ated were used to drive the electro-mechanical servomechanism 
which adjusted the opening of the valve in the spill flow line, see 
Figure lA. 
The co-axial link was connected to the first amplifier of the 
monitoring stage as shown in Figure 3A. To discriminate be-
tween the positive and negative components of the incoming 
voltage signal it was necessary to provide a two-branch link to 
the square-root unit (MI6). The conducting branch is deter-
mined by the polarity of the output of amplifier (A I 2) by means 
of the comparator (MO). The comparator closes one or the 
other 0/A switch, (32) or (33). The 0/A switch characteristics 
are: switching time 5 !'-S, drift 4 mV/3m at ± 100 V, and this 
specification is adequate for the polarity change rates occurring 
at the output from amplifier (AI2). The specifications of the 
square-root unit (M16) are: full-scale error ±0.01 per cent, 
bandwidth 30 KHz, again adequate for test requirements. 
The output from (MI6) is connected to the integrating ampli-
tier (A25) through a similar two-branch link synchronised by 
the same comparator (.HO) through 0/A switches. (30) and 13 J ). 
The output from amplifier (A25) is the TMSR value of the 
time-dependent differential pressure (I IT) j ~, '~P dr where T 
is the sampling period. 
The control of the monitoring circuit is achieved by means of 
a triangular waveform, generated separately, of period 1T 
duration controlling the 0/A switches (20) and (21) through 
the comparator (M2). The reset of amplifier A25 is made possible 
by using a section of the same triangular waveform to close the 
relays of comparator (MI) thus permitting a short-duration 
pulse of 45V to be applied to the reset coils of amplifier (A15) 
as shown in Figure (3A). The switching level of comparator 
amplifier (M I) is ± 5 mY. 
Control Circuit 
The analogue computer circuit for the closed-loop control of 
the spill flow valve is shown in Figure 38. The controller used 
is a simple 2-term controller in which a proportional gain of 1.3 
and an integral time of 3.7 seconds was selected in conjunction 
with a sampling time (T = I second) to ensure system stability. 
The hold device was controlled by the logic output of com-
parator amplifier (M2) and tracked and stored for the finite time 
interval in which the TMSR output from amplifier (A25l was 
held constant. This was made possible by use of the parallel-
logic associated with the analogue computer. The circuit for 
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the track and store device is shown in Figure (38). 
Electro-Mechanlc:al Servo 
Some kind of electro-mechanical transducer was necessary to 
convert the electrical controlling signal from the analogue 
computer into rotational movement of the spindle of the butterfly 
control valve used in the spill flow line. A proprietary electro-
mechanical servomechanism was used for this purpose since it 
was readily available in the laboratory. A block diagram repre-
sentation of the system is shown in Figure I B. 
TEST PROCEDCRE 
The investigation was carried out in two parts. The first part 
of the test programme was to establish basic information on 
flow characteristics of the test section and to contirm the validity 
of the monitoring and processing circuits used on the computer 
for acceptance and processing of the pressure signals produced 
by the two transducers used to measure di!Terential and upstream 
pressure. 
The calibration factor for each transducer was set accurately, 
on its respective charge amplifier, by application of a calibrated 
square-wave voltage signal through a 1000 pF capacitor to the 
input of the charge amplifier and adjustment of the calibration 
setting for the calculated output measured by a digital voltmeter. 
This calibration was separately checked for the complete record-
ing system under steady flow conditions by comparing mano-
meter readings w·ith corresponding oscilloscope trace move-
ments. 
The second part of the test programme involved the use of the 
bo~ orifice plate to measure spill flow past the butterfly control 
vah·c when under dosed loop control. An intermediate level of 
flow· was selected as an appropriate datum and the control valve 
was positioned so that the spill flow could be either increased 
or decreased according to the variation from the reference datum 
of the TMSR value. 
Twelve different frequencies were examined in the range 10-
1:!0 Hz. For each constant frequency selected, three different 
levels of mass flow were investigated for the system operating 
under closed loop control. Appropriate manometer measure-
ments were taken at the 2 in. dia. pipe orifice and at the box 
orifice so that the mass flow through the monitoring section 
under pulsating conditions could be evaluated accurately. The 
differential pressure oscilloscope trace was photographed for 
each set of observed results. 
As in the first pan of the investigation. the calculated character-
istics of the differential pressure waveform were obtained from 
the analogue computer. In the first pan of the investigation a 
sampling time of T = 5 seconds. was chosen to obtain a repre-
sentative average TMSR value pressure differential over a reason-
able number of pressure pulsations at the lower frequencies. 
For closed loop control a loop gain was chosen which mini-
mised the effect of deadband and gear backlash of the electro-
mechanical positional servomechanism used. With this system 
gain it was necessary to reduce the sampling time, T, to I second 
to prevent limit cycle oscillations within the closed loop. Any 
drift in the track and store element used in the loop would be 
accordingly reduced and the system accuracy improved. 
EQUATIONS AND ANALYSIS 
The basic standard equation I, for mass rate of flow or real 
fluids is: 
.I 
M = constant >: CZE ul~ (hp)' (I) 
Where Cds = cz~ may be considered as an overall discharge 
coefficient for compressible Huid flow. 
Adapting equation {I) for How measurement manometer 
readings under pulsating How conditions, the indicated time-
mean mass flow rate is given by: 
Mt = constant x c;,, (p, iS,i (2) 
and C.1, may be obtained if the mass flow is measured separately 
under steady flow conditions as a reference. Inaccuracies may 
be due to manometer error whereby the manometers used may 
80 
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Fig. 4. Schematic of Orifice System. 
not give a true time-mean value of the difi'erential pressure j,. 
This quantity, !J.p is time-dependent and a square-root ern1r 
arises from the inequality 
h h . d'ft' . - I ,.T w ere t e t1me-mean 1 erentlal pressure ~,, = - tJ., dr 
T. u 
This can be avoided by consideration 1 ~ of instantaneous mass 
flow rate 
ri1; = [constant (3) 
and the total mass flow .\·{ = ( ~) r~ 1i1; dt 
... ) 
141 
If it is assumed that the velocity. ri 1, upstream of the orifice. 
Figure 4 is dependent on the system geometry as well as on the 
properties of the time-dependent flow then: 
Where 3P and Av are the true mean and the amplitude values 
respectively of the differential pressure. 
It may be shown that: 
<l> r ~~li• 2 , ~ta,~. o -d. 0.. !l. '!.L. 
l 1p Pt d fz /, /,J (6) 
(? 1 ii 1 ~D-dl (D-d)) I 
!, I 
= (;;,tJ.pr <l>' .•• p, -· _. -=· , /)-d __ --·~ [£ £ 0 -df,f,s(R D-dl] 
d /, '" '" (7) 
where £.4 and £, are Euler numbers or pressure coefficients, 
(D - d)/d, /If/,, hf/,. are geometry characteristics, S is the 
Strouhal number and [Rv-d (D- d)flx] is a modified Reynolds 
number (see later). 
If (5) is modified to include total head conditions of pressure 
Po~o and temperature To~o then a non-dimensional mass flow 
number14 may be obtained as (lit T011)/(p01 d 2) which is of import-
ance for accurate comparison of corresponding flow rates 
through the same test section under steady How and pulsating 
flow conditions. 
THEORETICAL COI,'ISIDERATIONS 
(I) Choice of tapping points for measurement of the Instantaneous 
ditrereotlal pressure across a plate orlftc:e. 
For steady How of air through a system as shown in Figure 4, 
BS 1042:1964 (I) permits different combinations of tapping 
points by which the differential pressure across the orifice can 
be measured. Upstream of the orifice plate, pressure tappings 
are permitted at a distance of one diameter D from the orifice 
plate and at the corner between the pipe wall and the orifice 
plate. Downstream of the orifice plate, pressure tappings are 
specified as corner C, D/2 and vena contracta. Different combina-
tions of upstream and downstream tapping points will, in general, 
give different measurements of the differential pressure. 
For the purposes of this investigation a non-standard combina-
tion of tapping points was used for the measurement of the 
instantaneous differential pressure under steady flow and 
pulsating flow conditions. The following points were considered: 
(l) Upstream Tapping Point 
(2.1) The upstream corner tapping, under steady flow condi-
tions, is affected by the impact pressure phenomenon which is 
described by Engel and Daviesl5 who refer to other workers 
who have studied this problem. The local (corner) increase in 
pressure has also been referred to as a corner eddy effect, as a 
momentum defect (related to the concept of impact pressure) 
or as an effect of streamline curvature. 
Under time-dependent flow conditions, work by Rudingert6 
suggests that the different mechanisms of compressive wave 
reflection from the orifice plate and rarefactive wave reflection 
from the orifice bore, will produce a non-homogeneous flow 
condition for an axial distance of approximately one diameter 
upstream of the orifice. Since the application of the flow equa-
tions requires the inference of fluid velocity from pressure 
measurement, the use of the corner tapping point under pulsating 
flow conditions will involve error. Hence the D upstream pres-
sure tapping was used to correspond to a position at which the 
flow velocity and the static pressure would be uniform across 
the flow passage. 
(3) Downstream Tapping Point 
(3.1) For D/2 and vena contracta tappings, steady flow condi-
tions permit a pressure measurement of a quasistable condition 
for which streamline curvature will be small. A mean velocity of 
the 'free' jet may consistently be inferred from the pressure 
measured at the duct wall and non-isentropic effects should be 
small. 
For pulsating flow conditions the physical concept of a vena 
contracta has doubtful significance and the Schultz-Grunow 
hypothesis17-as reported by EngeJ1 8 is of interest. It may also 
be postulated that a non-homogeneous pressure wave region 
exists immediately downstream of the orifice plate and is similar 
to that discussed in (2.1) but with a smaller effect. However, it is 
apparent that the proposition of periodic changes occurring in 
the cross-section of the free jet will undoubtedly affect the 
discharge coefficient and the associated concept of a vena 
contractu. 
(3.2) While the downstream corner tapping point C is accept-
able for steady flow measurements, pulsating flow conditions 
still have the problem of a wall pressure tapping remote from the 
time-dependent velocity of the free jet issuing from the bore of the 
orifice. Having considered the work of Baird and BechtoJdl 0 
it is felt that the corner tapping provides a pulsating flow pressure 
measurement which will permit the most accurate interpretation 
of phase differences between pressure and velocity at the same 
station and between upstream and downstream pressures under 
the same conditions. The flow will have experienced negligible 
free surface shearing and the fluid inenia between the tapping 
points is minimised for this choice of downstream tapping point. 
The disadvantages of using D-upstream and C-downstream 
tapping points to measure the differential pressure is that the 
metering system is not symmetrical for flow reversals. As a 
compromise, it may be that flange taps would give the most 
reliable measurements for pulsating flow in which flow reversals 
are significant. 
(4) TMSR Value of Dilferential Pressure 
The most sensitive single measurement of pulsating air flow 
through an orifice is that of the differential pressure. Fortier10 has 
discussed the usefulness of the mean differential pressure and 
has rejected it, on theoretical grounds, as a single effective 
description of the flow rate. Janota 1a has referred to the tech-
nique of mass flow measurement by the integration of the instan-
taneous mass flow. This technique involves the TMSR value of 
the differential pressure and this single quantity has been chosen 
for the investigation as an accurate indication of mass flow rate. 
(5) Choice of Flow Parameters for Deserlption of Pulsating Flow 
Measurement Characteristics 
5 
Dimensional transformation deals with the fundamental 
equations of fluid flow and is more general than dimensional 
analysis which is usually applied to a flow situation involving 
specific geometric and kinematic variations. 
Earles and Zarek6 have used both techniques in the interpreta-
tion of the variables involved in mass rate measurement of 
pulsating flow using an orifice plate system. Engel,20 has used 
dimensional transformation together with 'model laws· of 
dynamic similarity to establish fundamental and complete. ie 
dimensionally homogeneous parameters which may be applied 
to time-dependent flow. Engel's work has been discussed~ 1 by one 
of the authors and interpretations of the Strouhal number and 
of the Reynolds number have been established on a common 
basis of fluid convective inertia and by applying Huntley·see 
vector length concept of linear dimensions having directional 
significance: Lx, Ly, L::. 
The above considerations were used I~ in applying dimensional 
analysis to the pulsating flow problem and the following repre-
sentations of Strouhal and Reynolds number differ only slightly 
from those previously established. 
The Strouhal number is definedtl as the ratio of convective 
inertia to temporal inertia and is similarly described by 
Szebehely23• Thus. referring to Figure 4, S = utflrf 
The choice of lx instead of /1 or /2 as equivalent Lx dimensions 
is also influenced by the contributions to pulsating flow measure-
ment of McCloy5 and of Benson and El Shafie.3 Resonance or 
standing waves are a special frequency/geometry etTecl and 
geometry dependence may be allowed for by a modificatiCin 0f 
the Strouhal number, without loss of completeness. to 
S, = __ a_I_ 
Ut ..,.. 12)1 <!>(Ill) 
where s, may serve as a simple resonance criterion using the 
local speed of sound, a 1. 
The modification of a dynamically similar parameter by a 
consistent geometric factor is not without precedent but should 
not be confused with an arrangement of factors, discussed below, 
for Reynolds number. In discussing Strouhal number as a para-
meter. there is also agreement with the views expressed by Engel 1 8 
and by Earles~~ that a distinction should be drawn between the 
Strouhal number and the Hodgson number on the basis that. 
while the Hodgson number may be regarded as a modified 
Strouhal number. it is a criterion only and not a fundamental 
parameter. 
Analysis of a Reynolds number for flow in an axi-symme1rical 
pipe (D or d = Ly = Lz) shows that a Reynolds number may 
be expressed as R = u1Ly!v. Ly/Lx. 
The ratio (Ly/Lx) is invariably omitted and Ly is usually chosen 
as D or d to produce R o and Ra the Reynolds numbers based 
on pipe and orifice diameters respectively. 
R o represents a description of the pipe flow condition at the 
upstream tapping while R o has the disadvantage of an incom-
plete description of fluid inertia effects at the orifice plate. It is 
suggested that the use of the dimension (D -d) has greater 
physical significance and the 'blockage' Reynolds number would 
be complemented by an orifice blockage description: (D -d)! 
D =I- v'm. 
If Lx is chosen as /1 the parameter would not be a u<eful 
description of the inertia effects at the orifice plate and thus lz 
is chosen to produce a modified and complete blockage Reynol..Js 
number: 
UJ D- d RB = - (D - d). --
v fz 
Engels has referred to a similar composite number R 11 = 
UiD. P and has separated an 'entry length' effect (D//1) but this 
v /1 
is contrary to the concept of a 'complete' dimensionless number. 
The merit of the entry length concept lies in its significance as a 
81 
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Fig. 5. Details or typical differential traces 
Phorograph; 2 3 4 
Derails-{Tesr Number) (27) (27) (29) (31) 
time base-msjdiv (o.r.) 2 2 2 2 
vert. scale-Vidiv (o.r.) *1.0 0.5 0.2 0.1 
frequency-Hz (o.r.) 107.7 107.7 84.3 66.0 
Strouhal No. (S) (d.c.) 0.432 0.512 0.701 
Range Factor (RF) (a.c.) 4.59 2.94 3.15 
mass flow-lbm/s (d.c.) 0.0209 0.0193 0.0206 
TMSR-,1(in CCI 4) (a.c.) 1.249 1.901 1.213 
mass flow number 
(WMOD) (d.c.) 0.0553 0.0513 0.0549 
Reynolds No. (R D) (d.c.) 25 990 23 981 25 638 
Reynolds No. (Ro-d) (d.c.) 2 679 2 472 2 642 
• Photograph I shows the pressure trace indicated at the upstream tapping point 
(D) with a datum corresponding to atmospheric pressure. 
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(58) (59) (60) 
5 10 10 
0.1 0.1 0.1 
36.3 25.2 15 
0.770 1.123 2.003 
5.27 3.62 3.71 
0.0124 0.0125 0.0133 
1.150 1.130 0.851 
0.0333 0.0336 O.o357 
15 440 15 608 lfi552 
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Fig. 6. Graph of M Test and TMSR (ap) against Frequency 
criterion and not as a separated parameter. 
The above comments on Strouhal and Reynolds numbers are, 
of course, pertinent only to comparison of results which are 
otherwise geometry dependent. 
DATA RETRIEVAL 
Practical Difficulties 
Over a wide range of frequencies, the differential pressure 
transducer output signal exhibited de drift which affected the 
reference datum. Short-time-constant operation of the charge 
amplifier, which would have minimised drift, was not possible 
because of the requirement for measuring de and ac components 
of the charge amplifier output signal at the analogue computer. 
Long-time-constant operation, under pulsating conditions, 
permitted an accumulation of drift over a period of time. This 
drift, under closed loop control, caused a change of flow rate 
through the monitoring section and, over long periods, would 
have given rise to large apparent controlled flow errors. 
It was therefore necessary to allow the system to attain equi-
librium after each change in test conditions and then to lock the 
spill-valve to prevent the computer taking further control action 
due to drift. Before the start of each test the air flow was stopped 
so that the datum conditions at the charge amplifiers could be re-
established. Work is in hand to overcome the drift difficulty by 
using two, separate, matched pressure transducers and a stable 
differential amplifier to provide the differential pressure signal. 
Another practical problem encountered was the effect on the 
track and store element of the oven thermostat in the analogue 
computer. The switching-on of the oven caused arbitrary changes 
in the value of the track and store output signal which made it 
necessary to introduce a saturation limit for the control signal 
to the positional servomechanism. Reducing the sampling time 
from 5 seconds to I second offset the effects of this problem. 
Calculated Results 
For the second part of the investigation the CONTROL 
ERROR was calculated as the percentage variation oi test 
section flow from an arithmetic mean value of the tests in\'olved, 
referred to the total flow supplied to the system. For variations 
in total flow, three different levels were tested to investigate the 
quality of the control loop. The variation in total fto\\ was 
nominally ± 20 per cent. 
DISCUSSION 
Pulsating Flow Tests 
The first part of the investigation was a preliminary to the 
application of closed loop control to a system which was to be 
monitored by a signal related to the mass How of air through 
the test section. The tests provided basic information descriptive 
of the pulsating How through the orifices. Some typical wave-
forms are shown in Figure 5, together with representative results 
obtained for each test condition. 
The flow levels used in the tests were intended to be only 
approximately constant and Figure 6 shows the variation of 
mass How and TMSR differential pressure with frequency. The 
directional changes of the controlling parameter and the quantity 
to be controlled are at variance with each other, and the assumed 
direct relationship between Mtest and TMSR (Ap) is frequency 
dependent. This frequency dependence is probably due to varia-
tions in the discharge coefficient which is affected by changes in 
the time-dependent upstream static pressure and by How reversal 
effects. 
The effect of resonance condition is clearly seen in Figure 7 
in which the non-dimensional flow number is plotted against 
Strouhal number for the three different mass How levels. The 
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Fig. 7. Variation of WMOD with Strouhal Number 
tion is, of course, due to the parameters plotted involving 
variations in u and log u. 
The variation of Range Factor (RF) with frequency shown in 
Figure 8 illustrates the variety of conditions with which a control 
system might have to cope. This acfdc ratio of the components 
of the differential pressure waveform clearly decreases with 
increase in M 1eso and changes markedly with changes in fre-
quency of the pulsating flow. 
Control Results 
Figure 9 shows the variation of CONTROL ERROR with 
frequency. The error bandwidth is shown for the mass flow 
variation investigated at any one frequency. The arithmetic 
mean value for each frequency is also marked. The maximum 
CONTROL ERROR. with a mean value of - 14.5 per cent, 
occurs at a frequency, (88Hz) for which a resonance condition 
may be inferred. Figure 8. 
The dynamic characteristics of the simple control loop were 
not intended to accommodate the transient frequencies and 
amplitudes associated with this resonance condition. The 
CONTROL ERROR is dependent on frequency and the single 
parameter value (TMSR), used to indicate flow rates, is shown 
plotted against frequency in Figure 6. 
Anv non-linear variation of the mass flow rate through the 
test ~ction with TMSR, Figure 6 will cause a variation in 
CONTROL ERROR and such an effect may be attributed to 
frequency-dependent phase changes in pressure (velocity) 
measurements across the test section. There will also be some 
error due to the time-dependent variation of the upstream pres-
sure. 
CONCLUSIO;-.;S 
If the transducer drift problem can be resolved. the simple 
control loop experiments indicate that effective flow control 
can be exercised over a wide range of pulsation frequencies. For 
the range of investigation. if resonance (standing wave) conditions 
are avoided, the CONTROL ERROR is within practical limits 
8 
I I f-+ 
RF I I l ~ 
• I I I 6 
/ 1'--- / !,-/ ~ 4~,_~ 
-:_..,.- ~ !--:::: 1/ -----·I 




0 20 .. o 60 eo I I' 00 H1. ;:c 
Fig. 8. Variation of Range Factor {RF) with Frequency for different 
flow levels 
of ± 6 per cent, which can be improved by modifications to the 
monitoring of the differential pressure. The introduction of 
adaptive control to give a signal-dependent loop sensitivity may 
































Fig. 9. %Control Error v Frequency. 
'20 .~~. 
reduce the overall percentage control error expected in the 
automatic control of pulsating air flow. 
For the first part of the investigation the use of the analogue 
computer permits rapid and accurate calculation of the para-
meters and characteristics of pulsating air flow measurement. 
Square-root error can be investigated, together with the effects 
of wave shape, by sine-wave simulation of the actual differential 
pressure waveform and such an investigation is part of a compre-
hensive programme made possible by use of the analogue com-
puter. 
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NOMENCLATURE 
a local speed of sound compressibility factor 
A amplitude of differential pressure waveform 11 dynamic viscosity 
c basic discharge coefficient v kinematic viscosity 
Cdp overall discharge coefficient (pulsating flow) p density 
Cds overall discharge coefficient (steady flow) 
d diameter of orifice Suffix 
D diameter of pipe instantaneous 
E 1/v'(I - m2) p pulsating 
I frequency r resonance 
lz differential pressure (B.S. 1042 : 1964) s steady 
I length spill spill flow 
Lx, L.v. Lz vector lengths test flow through test section 
m area ratio (d2/D2) 
in,M flow rate Non-dimensional numbers 
p static pressure CD MOD Discharge coefficient modified for total head 
Po total head pressure conditions 
T static temperature E Euler number 
To total head temperature R Reynolds number 
TMSR time-mean square root RF Range factor 
II velocity s Strouhal number 




THERMODYNAMICS AND FLUID MECHANICS GROUP 
A STUDY INTO THE USE OF PSEUDO RANDOM 
BINARY SEQUENCE PRESSURE DISTURBANCES 
TO MEASURE SONIC VELOCITY IN A 
TWO-PHASE FLOW SYSTEM 
K. F. Gill, MSc, PhD, CEng, MIMechE* E. W. Reed, MA, CEng, MIMechEt 
A literature survey into gas-solids flow has revealed that most of the existing work is of a theoretical nature. 
Of fundamental imponance to this theoretical work is the concept of sonic velocity. Presented here is a novel 
method that enables this parameter to be measured experimentally. The technique used is to inject small 
amplitude pseudo random binary sequence pressure disturbances into a two-phase flow system and compute 
a cross-correlation function between two measuring locations within the ftow system. The time shift of the 
peak value of this function gives a direct measure of the sonic velocity existing between these two locations. 
The experimental results demonstrate that by using a pseudo random pressure disturbance on-line evaluation 
of sonic velocity becomes feasible. 
1 INTRODUCTION 
IN THE study of gas flow, the sonic velocity and Mach 
number are of such fundamental importance that attempts 
have been made to retain these concepts in the under-
standing of two-phase flow phenomena. The sonic velocity 
concept makes the gas dynamic equations more compact 
and indicates the boundary at which the choked flow 
condition occurs. A mathematical model describing a two-
phase flow system would help in the interpretation of this 
behaviour in many physical processes. To help in the 
building of this model, experimental work is described 
which attempts to measure the sonic velocity in a two-
phase flow system that to date has only been predicted 
theoretically. The stream studied is that of air and poly-
styrene particles. 
A literature survey into gas-solids flow at both low and 
high speeds has revealed that most of the existing work on 
high speed flows is of a theoretical nature and was stimu-
lated as a result of the presence of solid particles in the 
exhaust gases of solid-fuelled rocket engines (I):j:. The 
validity of these theories is such that, provided an 
estimation of the frictional drag due to the gas skin friction 
and the solids particle to particle and particle to duct wall 
interaction can be obtained, the numerical solution gives 
good results. 
Cole et a/. (z) have developed a theory and predict that 
the ratio of the sonic velocity in a gas-solids mixture to the 
sonic velocity in the gas stream alone will decrease as the 
This paper is published for wrirren discussion. The MS. was receifJtd 
on 20th May 1971 and cu:cepred for publicarion on Jrd March 
1972. 22 
'* Lecturer, Deparrmmr of Mechanical Engineering, UnifJersiry of 
Leeds, Leeds LS2 9JT. 
t Lecrurer, Deparrment of Mechanical and PToducrion Erwineering, 
Leeds Polyrechnic, Leeds LSI JHE. 
* Referencu are gitJm in Appmdix 4. 
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proportion of solids in the mixture increases; the experi-
mental results of the authors support this prediction. 
A possible secondary use to which the measuring tech-
nique described in this paper may be put is in helping 
other researchers to develop further measuring techniques 
which may be more applicable to cenain processes. One 
such technique being investigated is the monitoring of 
solids flow rate in a gas-solids mixture by measuring the 
intensity of the sound emission from the flow. At the 
University of Leeds work is proceeding in this field and 
knowledge of the speed of sound, within the mixture under 
various conditions, may help to explain some of the 
results already obtained. 
1.1 Notation 
k Ratio of solids velocity to gas velocity. 
M Ratio,~-
Vg 
n Index of expansion for a two-phase system. 
R Specific gas constant. 
T Absolute temperature of gas. 
Time variable. 
Vs Sonic velocity in pure gas stream. 
Vm Mean velocity of stream flow. 
v, Sonic velocity in two-phase stream. 
x Ratio of solids mass ftow rate to gas mass ftow 
T 
rate. 
Index of adiabatic expansion for a pure gas. 
Damping factor of pressure transducer. 
Dummy time delay between x(t) and y(t). 
Actual time delay between x(t) and y(t). 
Auto-correlation function of signal x(t). 
Cross-correlation function of signals x(t) and 
y(t). 
Vol 186 39172 
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Rotational speed of disc in radians per second. 
Undamped natural frequency of pressure trans-
ducer. 
2 EXPERIMENTAL METHOD 
Careful examination of equation ( 4) indicates the accuracy 
to which tP xu may be computed is directly dependent on 
the independent variable T. Since only finite duration 
sampling is possible experimentally, the choice of per-
missible disrurbance suitable for use in flow measurement 
is severely restricted. It is suggested that the most suitable 
signal would be one periodic in nature, having a well 
defined maximum value for tP x.C,. ), and be readily 
injected into the flow system under investigation. One 
such signal that meets these requirements is known as a 
pseudo random binary sequence. 
Pseudo random binary sequences (p.r.b.s.) are fully 
described in reference (I), and it is sufficient here to limit 
their description to the needs of this paper. See Appendbc 
2. 
If the injected disturbance, Fig. 1, is a p.r.b.s., then 
theoretically it is sufficient to integrate equation ( 4) over 
one period to obtain an accurate numerical solution. The 
output from most physical systems, however, will be 
affected by additive noise and in practice it is necessary 
to integrate over several cycles and obtain a mean value. 
The correlogram will be a series of spikes of period N Jc 
and the first peak value will be displaced from the origin 
by a time 7' = "max· 
One important advantage of using a p.r.b.s. signal is 
that a small test signal can be easily detected in the 
presence of extraneous noise and this is of particular 
relevance to two-phase flow systems since the noise level 
generated by the solids will far exceed the disturbance 
being injected. 
The simplicity of p.r.b.s. wave shape enables manual 
calculations of tP "" to be made quickly and easily and this 
the authors have found particularly valuable when 
interpreting the results. 
The choice of ..1c is a compromise between a sharp spike 
for the autocorrelation of the p.r.b.s. signal and limiting 
the bandwidth of the spectral distribution to be approxi-
mately 1 ;I 0 the natural frequency of the measuring trans-
ducers. This is necessarv to ensure constant transducer 
sensitivity within the frequency spectrum of the injected 
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cross correlation 
function 
Fig. 1. Schematic diagram of experimental layout 
value of N was chosen to be 15. The dvnamic charac-
teristics of the transducers and connector tubes were 
found experimentally to agree with the manufacturer's 
specifications in that parameter \'a) ues of w" and ~ were 
1000Hz and <0·1 respectively. 
3 EXPERIMENTAL ARRANGEMENT 
AND PROCEDURE 
In Fig. 1 the pipe carrying the air-solids mixture had an 
internal diameter of 22 mm and was 40 m in length. One 
test station was chosen such that the distance from the 
inlet of the pipe to A was 5 m with AB = 2·430 m and 
AC = 2·746 m. A second test station had the distance 
from the inlet to A as 28 m and AB = AC = 2·746 m. 
A p.r.b.s. signal, consisting of small steep fronted pres-
sure disturbances, is introduced into the two-phase 
stream at A by a jet of high-pressure air which has its 
flow blocked intermittently by a specially slotted re\'!ll\·ing 
disc. In Fig. 2, it can be seen that if the disc rotates at 
constant speed, the jet is periodically interrupted, gi\·ing 
the p.r.b.s. output, shown in Fig. 3, of period equal to the 
time of one revolution of the disc. 
II 
Axis of disc 
In I et 
2mm 
12 Jet lmm 





Section on AA 
Fig. 2. Disturbance input arrangement 
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Fig. 3. Pattern of p.r.b.s. eir pressure supply 
In the experiment, the high pressure air was supplied at 
a nominal pressure of 7 x 105 N m- 2 and the diameters 
of the jet and the inlet orifice in the stream flow pipe were 
I mm and 2 mm respectively. It is estimated (Appendix I) 
that these values gave an air mass flow rate ratio between 
stream and disturbance of 1000: l. Preliminary tests using 
air only in the stream showed no noticeable difference in 
the results when combinations of larger jet and inlet orifice 
sizes were used. 
Theoretically '~'max is independent of the period of the 
p.r.b.s., and consequently the speed of the disc, it is 
nevertheless important that the disc is made to rotate at a 
speed between certain limits. At speeds which are too 
high the period approaches "T max> or is even less than 
'T max> and it is not only difficult tO determine T max but, 
owing to the time constant involved, the pulse shape is 
destroyed as monitored by the transducers. At slow 
speeds, the cross correlation takes longer to perform and 
the base of the spike becomes wider than "T max which 
makes the reading more difficult to determine. It was 
found by experience that a period approximately equal to 
twice the expected '~'max was the most convenient. In 
consequence the disc was driven by an electric motor 
which could be set within this speed range. 
Referring to Fig. 1, the disturbance signal was sensed at 
A, B and C by piezo-electric transducers. These trans-
ducers had specially shortened connectors to ensure that 
wave action in these connecting pipes was kept to a 
minimum. At B and C the p.r.b.s. signal was severely 
contaminated by noise. At A the signal to noise ratio was 
much better and by saturating the relevant charge ampli-
fier a good clean reference input p.r.b.s. signal could be 
achieved, and consequently clearly defined values of T max 
and T' max were obtainable. Correlation was done using 
one of the proprietary correlators which are now available 
commercially. 
Owing to the design of the experimental rig, it was not 
possible to run for long continuous periods. This made it 
necessary to devise a procedure that would ensure con-
tinuiry for a series of results. The only parameter that 
could be estimated accurately was that of sonic velociry in 
the air stream alone and this was used to ensure that the 
monitoring equipment calibration was constant. Delays 
of up to 24 h between comparable runs were usual, since 
the solid polysryrene particles had to be returned manu-
ally to the upstream storage container. 
The method of measuring the polysryrene and air mass 
flow rates is described fully in reference (4). Briefly, the 
solids are collected in a drum and weighed continuously; 
the gradient of the mass flow trajectory is used to estimate 
a mean mass flow rate for each trial. The air flow rate was 
measured using a B.S. nozzle in conjunction with a water 
manometer. It has been estimated that the inaccuracy in 
Proc lnstn Mach Engrs 1972 
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Fig. 4. Auto correlation of p.r.b.s. signal in Fig. 3 
the measurement of the solids flow, especially at low flow 
rates, could be as much as ± 25 per cent, whilst the air 
flow measurement would be accurate to within ±3 per 
cent. 
Owing to the limited amount of solids a\·ailable for a 
set of readings, the air flow was kept constant at the rela-
tively low flow rate of 0·0372 kg/s to enable a wide range 
of solids to gas mass flow ratios to be obtained. To 
demonstrate that this technique is not restricted to low air 
flow rates, tests were carried out at much higher flow rates 
using air alone and sonic velocities were successfully 
measured. At pressures in the pipe greater than about 
4 x 105 N m - 2, it was not possible to inject high pressure 
air and so the disturbance was introduced by using the 
p.r.b.s. disc to interrupt a jet of air escaping from the 
pipe. 
4 DISCUSSION OF RESULTS 
The results of this experiment are plotted on Figs 5 and 6, 
together with those obtained by the theoretical work (z)-
(4). This theoretical work has been chosen as a comparison 
because the theory has been applied to air and poly-
sryrene flow and it is the most recent work. It can be seen 
that though M does decrease with increase in air to solids 
mass flow ratio, there is a marked discrepancy between 
experimental and theore.tical values. The theoretical work 
(3) and (4), predicts that the value of M will increase along 
the transporting pipe in the downstream direction, how-
e\·er, the two sets of experimental results are not in 
agreement with this prediction. 
To a first approximation, the theoretical equation (5) 
(Appendix 2) for sonic velociry in a two-phase flow media 
is: 
" n 
v.- = l+kxRT . (I) 
and is of the same form as the established equation relat-
ing sonic velocity in a gas, i.e. 
(2) 
From the above two equations, and using y for air = 1 ·4, 
it can be seen that: 
M" - (~)2 - --"--..,,..-
- 'Vg - 1·4(1+kx) (3) 
Two possibilities for error in the theory suggest them-
selves, i.e. n and/or k is at fault. Considering Fig. 5b at 
x = 10 and M = 0·7, and using n = 1·14 equation (3) 
yields k = 0·066. 
The few experimental results (4) available, for condi-
tions similar to those of the authors, suggest that k should 
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a Results taken at a point 5 m from inlet of 40 m pipe. 
b Results taken at a point 28m from inlet of 40 m pipe. 
Fig. 5. Comparisons between experimental and theoreti· 
cal values of M 
be of the order of 0·9. This value was obtained experi-
mentally by using a pitot tube to measure gas velocity and 
a continuously timed photographic technique to measure 
solid particle velocity. Judging from the description of the 
experimental procedure used and the difficulties encoun-
tered, it seems that little confidence can be attached to 
these results. The density ratio of polystyrene to air is 
approximately 1000: 1 and if the polystyrene is assumed to 
occupy 1/10 of the pipe cross-sectional area, then, from 
the continuity equation, k will be approximately 0·1 which 
is of the same order as the results presented here. Alter-
natively, substituting for k = 0·9 in equation (3) yields 
n = 7·35 which, from experience, is not realistic since n 
is normally within the range 1 to 1·4, reference (3). 
A range of experimental results are presented in Tables 
1 and 2, and typical correlograms are shown in Fig. 6. 
Since vd equals AB . ."rmax it may be estimated that the 
total error in vd and hence t's is 8 per cent. 
To demonstrate the validity of the results presented, 
various tests were initiated. Firstly, a complete study was 
made of acoustic behaviour for air alone and all the 
accepted values were measured to a good degree of accur-
acy using this experimental technique. Secondly, it was 
thought that there could be a thin layer of virtually 
uncontaminated air around the inside of the pipe, through 
which the disturbance travelled, but a comparison with 
readings taken with probes at various depths within the 
pipe showed no e\-idence of this. A third possibility was 
that the disturbance could be travelling within the pipe 
walls; replacing the transporting pipe which was made of 
brass by one made of polythene gave the same results, as 
would be expected, since the sonic velocity in a solid is 
much higher. A fourth possibility was that iliere was a 
time lag between the signal as recorded at the input 
chamber and as it just entered the pipe, but a cross 
correlation between these two points revealed no detect-
able time shift. 
A last possibility could be, of course, that the mathe-
matical concept of sonic velocity is not applicable as 
Experimentally, these results were recorded as a series of dots on the correlator screen and 
values read directly. The results shown are as taken from the correlator by a pen recorder. 
The time scale is such as to give a full scale base length of 33· 3 ms. 
Fig. 6. Typical correlograms between a p.r.b.a. disturbance recorded at two stations 
Proc lnstn Mech Engrs 1972 Vol 186 39/72 
13 
USE OF PSEUDO RANDOM BINARY SEQUENCE PRESSURE DISTURBANCES TO MEASURE SONIC VELOCITY 453 
Table 1 


























































































































































































"•+Vu Va =-2-. 
m/s 

































































Results taken at a point 5 m from 
inlet of 40 m pipe. 
; 
' i 
: AR = 2·430m 
! AC = 2·746m 
I 





Solids to air : 'T'malo AB i m>~x' AC ! Sonic ~=M Comments mass ratio, i ..;-333 V.J=--• ..;-333 t'u = -,-, l velocitv I Tmax 
T moxl v.+v. t•. I 
't':i=--· j 
" 
l fi.S m/s fLS m.; . m!?" ! 
0·00 21 393 29 285 
2·48 23 359 30 277 
1·15 22 375 29 285 
3·73 25 330 30 277 
8·78 30 277 34 243 
0·00 21 393 29 285 
1·57 23 359 30 277 
1·49 :!3 359 29 285 
5·73 2i 305 30 '277 
1·59 23 359 29 285 
1·74 23 359 30 2i7 
5-10 26 317 30 277 
0·00 21 393 29 285 
7·20 24 344 37 223 
0·56 22 375 29 285 
9·00 40 206 
0·00 21 393 29 285 
4·60 2i 305 29 285 
11·50 30 277 40 206 
modelled (z) for the two-phase flow system tested experi-
mentally. 
5 CONCLUSION 
The outcome of this experiment tends to infer that, to 
date, assumptions made in the theoretical considerations 
may be in error for the experimental system studied. 
The equation developed for sonic velocity may be shown 
perhaps to be in reasonable agreement with experimental 
results if the lag between solids and gas velocities can be 
predicted with certainty. The theory, however, predicts 
that for a solids to gas mass flow ratio of 10, this ratio will 
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339 (v0 ) : 1·000 
318 0·940 
330 0·973 
304 0·897 · Results taken at a point 28 m from 





322 0·.967 , AB = 2·7-16m 
318 0·938 ; AC = 2·746m 
297 0·823 
339 1·000 
284 0·837 : Air flow rate = 0·03i2 kg s 
330 0·973 I 




be about 0·2 and the experimental value was found to be 
nearer 0·7. 
The experimental results demonstrate that the appli-
cation of p.r.b.s. pressure pulses enable continual 
measurements to be made within a flow system that to 
date have not been possible. 
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APPENDIX 1 
Correlation theory for velocity measurement 
Consider any continuous disturbance travelling along a 
pipe from A to B as shown in Fig. 1. Assume the signal 
recorded at A is x(t) and the signal recorded at B is y(r) 
then the cross-correlation function defined as If> x•( r) is : 
~~~t 2~ r+: y(r)x(r+ r) dr (4) 
where T is a time delay between x(r) and y(t). 
For such a function lf>.Y.(r) a maximum value will occur 
at some time delay r = Tmax which gives a measure of the 
time necessary for the continuous disturbance to travel 
from A to B in Fig. I. This value enables the velocity of 
the disturbance to be evaluated. If a small steep fronted 
pressure disturbance is introduced then the value of 
r = Tmax measured will enable the sonic velocity of the 
fluid system to be found experimentally. 
Let the disturbance in Fig. I be a series of steep fronted 
pressure pulses emanating from A in both the upstream and 
downstream direction. If the mean velocity is Vm and the 
sonic velocity is v., then the wave propagation velocity 
travelling downstream will be v4 = v. +vm and upstream 
will be v~ = v,-vm. Hence 
and 






and Tmax is the time delay of the disturbance travelling 
from A to B and T' max from A to c. 
Whilst this may prove to be a satisfactory method for 
measuring the sonic velocity v. it can be seen to be less 
reliable for measuring the stream velocity Vm since any 
small percentage error in measuring v4 and Vu will repre-
Proc lnatn Mach Engra 1972 
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. .. : l'ressu~ 
transducer 
Connector to 
l\o/0· phas~ flow 
'system 
sent much larger absolute errors in the calculated ,·aluc of 
Vm· 
APPENDIX 2 
Description of a pseudo random binary sequence 
A possible p.r.b.s. is a maximum length sequence of the 
form N = 2"-1, where N, the number of bits in a 
sequence, is determined by n, some positive integer. A 
bit is a logic 'one' or a logic 'zero' that exists for a time .de. 
The sequence is periodic in time, NAt, and the exact 
arrangement of 'ones' and 'zeros' may be obtained from 
the literature. A 15-bit sequence is shown in Fig. 3. The 
most important property of a p.r.b.s. signal for this type 
of work is that its auto-correlation function tP., .. k·: is: 
I .. - T 
Limit 2T j x(c)x(e+ ,-)de (;) T--r.. -T 
which is a series of well defined triangular 'spikes' of base 
width 2.dr and period NAt (Fig. 4). 
APPENDIX 3 
Estimation of the air mass flow rate ratio between 
stream and disturbance 
Referring to Fig. 2, it is estimated that since the air ex-
pands through the jet from a pressure of 7 x 105 N m- 2 to a 
pressure of I x I 05 N m- 2, the flow through the jet will be 
sonic. The air will be cooled by expansion within the jet 
to an estimated temperature of O''C. At the exit of the 
jet the following may then be estimated: 
Sonic velocity= ,11·4RT = 330 m;s 
Specific volume=___!!!___ = 0·78 m3/kg pressure 
Hence mass flow rate of air through the jet is 330!0·78 x 
cross-sectional area of jet = 0·33 x 10- 3 kg/s. Due to the 
flow interruptions by the 15-bit p.r.b.s. disc the mass 
Vol 1 86 39/72 
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entering the input chamber will be 7/15 x 0· 33 x 10- 3 = 
O·l5x I0- 3 kgfs. 
Once within the input chamber the air will either pass 
into the two-phase stream or else escape to the atmo-
sphere; the proportion not escaping may be assumed to 
depend upon the ratio of the cross-sectional areas of the 
inlet orifice to that of the inlet chamber neck. 
Hence the flow rate of the disturbance air finally enter-
ing the two-phase flow pipe will be ! x 0·15 x 10- 3 ~ 
0·04 x 10- 3 kgfs. The mass of air flow within the two-
phase stream was approximately 0·04 kg/s throughout the 
experiment. This represents, to a first approximation, the 
air mass flow rate ratio between stream and disturbance of 
1000: l. 
Proc lnstn Mach Engrs 1972 
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SYNOPSIS 
This paper discusses a now system which is analogous to a four terminal net-work which 
can be used to identify the dynamic characteristics of the system. Previously the dynamic 
characteristics of a flow restriction could not be determined by any other experimental means. 
A theoretical model has been developed by using acoustic theory and an electrical analogy. 
Comparison with experimental results show.that this analogy holds. 
Correlation techniques linked to a prbs disturbance were used both to isolate the restriction 
and to obtain the dynamic characterictics of flow through the restriction. The present work 
may offer a better understanding of problems of metering pulsating flow. 
INTRODUCTION 
At present the metering of pulsating flow by using a constriction is of doubtful accuracy. A 
popular line of approach is to use quasi -steady now theory and accept the errors that 
result4, 5, 6 No allowance is made for the possibility of pressure phase shifts and amplitude 
changes of the dynamic differential pressure across the metering restriction. The pressure 
fluctuations at these stations are assumed to be in phase and the authors suggest that a 
correction may be necessary under certain circumstances. 
It is further suggested that a better understanding of this problem may be obtained by knowing 
the dynamic behaviour of a restriction under pulsating flow conditions. Previously· it has 
been considered impossible to obtain these dynamic characteristics experimentally because 
of the inability to isolate the restriction from extraneous reflections. This paper describes 
a correlation method of effectively isolating such a restriction and then obtaining the impulse 
response of that restriction. 
Baird and Bechtold3 in 1952, suggested a second order linear system as a description of the 
dynamic characteristics of a restriction under pulsating flow conditions. They postulated an 
electrical analogy based on acoustic theory describing the behaviour of an Helmholtz resonator. 
However, their experimental results did not substantiate their model. 
The work presented gives an electrical analogy of a restriction and compares it with the 
experimental results obtained, The analogy would seem to substantiated. The impulse response 
obtained is a·good representation of a secopd order linear response thus supporting BairCI and 
Bechtold's prediction. · 
Isolating the restriction does in fact produce a system analogous to a four terminal electrical 
network which is necessary for dynamic identification. 
ELECTRICAL ANALOGY (AFTER BECHTOLD AND BAIRD) 
Nomenclature: 
A = resonator opening area A 
= the conductivity of the opening = leq 
= speed of sound 
V = vOlume of the resonator chamber 
e0 = equilibrium density 
w = wave frequency 





k = wave length constant 
1 = physical length of the resonator opening 
leg = equivalent length of the resonator opening allowing for end correction 
~ = system damping factor 
c = longitudinal displacement of the wave 
x = volumetric displacement 
p = excess pressure within the wave 
p• = excess pressure wave amplitude 
t =time 
Za = acoustical impedance 
ZE = electrical impedence 
From consideration of Figure 1 it can be shown that the following differential equation 
governs the flow behaviour in the case of a system that can be approximated to an acoustical 
Helmholtz resonator. 
For A€ x 
D + 
for a harmonic wave 
p 
giving the acoustical impendance as 
( e0 w e0a2 -- --) 
c0 vw 
Analogous to the electrical impedance 






From equation (4) it can be deduced that the acoustic impedance is the sum of both AC & DC 
impedances making possible the use of the electrical analogy shown by equation (5) andre-
presented graphically in Figure 2. 
From this network it can be deduced that the system characteristics are given by 
w1J = a .J ~0 (6) 
wk 1--E = 411a v VC0 (7) 
EXPERlMENTAL PROCEDURE 
A schematic representation of the experimental rig used is shown in Figure 3 and is com-
prised or two sections of 25.4 mm. diameter pipe connected by a long orifice having a bore 
of diameter 10 mm and a length of 0.98 m. For this arrangement it was estimated that the 
natural frequency of the restriction would be of the order of 180 Hz and that it would have a 
·damping factor greater than 0.1. These values were selected to enable the experiment to 
be done with existing equipment described in the earlier paper.l 
It baS been demonstrated that by using a prbs pressure disturbance it is possible to minimise 
wave action within a pipe now system. 2 The approach used in this investigation was to position 
a pressure transudcer at A and inject prbs pressure pulses at B. By varying the area of the 
valve at C the reflections within the pipe section were minimised as indicated by the corre-
logram of the pressure readings taken at A. This procedure was repeated for the other pipe 
section. 
To estimate the dynamic characteristics of the now isolated restriction a prbs pressure dis-
turbance was injected at Busing a bit interval .O.t of 6 ms and sequence length of 15 bits. 
These values were arrived at by using empirical rules such that .o.t was between one-fifth 
and one-tenth of 
1 
Wn~ 
and the sequence length was longer than four times 
1 
Wn~ 
The signals at B and D were cross correlated to give a representation to the system 
impulse response as shown in Figure 4. Using log decrement approximation the experimental · 
of Wn and ~ were determined. 
wn = 166Hz ~ = 0.15. 
The dynamic characteristics of the monitoring transducer are given in the earlier paper. 1 
It has a natural frequency of 350Hz and a damping factor of less than 0.1. 
To verify these results the system comprising transducers and restriction was simulated on 
an analog computer as shown in Figure 5 and the results obtained from this simulation are 
plotted in Figure 6. 
DISCUSSION 
This work demonstrates the validity of the electrical analogy suggested by Baird and 
Bechtold. The success of the analogy, however, relies heavily upon the ability to minimise 
wave action within the ducting adjoining the restriction. The use of correlation is shown to 
be a very powerful tool in achieving this minimisation. The logical extension ls to use a 
cross correlation function to establish system identification since the same equipment is 
used for both purposes. 
Inspection of Figures 4, 6 shows the close agreement between experimental results and 
those computed from theoretical consideration. 
The polar plot Figure 7 for the tested .restrictor is indicative of the errors that migh occur 
in the measurement of pulsating now if no allowance is made for the change in wave amplitude 
and phase shift through a restriction used for the purpose of metering periodic now. 
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SYNOPSIS 
A novel method has been devised, and is here presented, that enables sonic velocity to be 
measured in a gas-solids flow system. Correlograms are computed from small amplitude 
pressure disturbances injected into the system in the form of a pseudo random binary se-
quence. The role played by the sonic velocity parameter is evidence from the theory pre-
sented. The assumptions made in the theoretical derivations should be applicable to the test 
rig used; however, comparison between theoretical and experimental values suggest that 
discrepancies exist. The most likely cause of this discrepancy is the assumption that the 
gas velocity and the solids velocity have the same ratio before and after the passage of the 
pressure wave. 
INTRODUCTION 
The concepts of sonic velocity and Mach number are so valuable in the dynamics of a clean 
gas that it is obviously desirable to establish similar concepts in relation to gas-solids flows. 
The velocity of sound waves as such through a gas-solid suspension is frequency dependent 
and it is possible, to distinguish two limiting cases: (a) the "frozen" speed of sound corres-
pending to the propagation of a high-frequency sound where the solid particles do not respond 
at all to the disturbance; and (b) the "equilibrium" speed of sound corresponding to the 
propagation of low-frequency sound where the solid particles remain in equilibrium with the 
gas. 
As far as the dynamics of gas-solids flows is concerned one is not, however, specifically 
interested in the propagation of sound waves. It is more exact to say that one wishes to know 
the speed of propagation of pressure discontinuities of small amplitude, although here again 
the degree of response of the particles to the passage of the wave is of vital importance. 
An equation for the critical speed of sound (corresponding to a Mach number of unity) has been 
developed by Cole, Bowers and Mobbsl, This shows the sonic velocity to depend on the ratio 
of mass rate of flow of solids to mass rate of flow of gas, the ratio of solids velocity to gas 
velocity, and the ratio of solids temperature to gas temperature. In a gas -solid flow which is 
accelerating along a pipe, some degree of velocity and temperature lag will always exist be-
tween the gas and the solid particles. 
The speed of sound was also found to depend on the ratio of the change in solids velocity to 
the change in gas velocity through the wave and it was assumed that this would be equal to the 
corresponding ratio of solids velocity to gas velocity ahead of the wave. 
A more generalised equation for sonic velocity has now been developed (Appendix 1) . This 
shows that, with the exception of the critical condition, the speed of sound in a gas-solids flow 
having a solids velocity lag depends on whether the pressure wave is travelling upstream or 
downstream. However, at the locations in the pipe where the experiments were perfol"lned 
this effect is of small order. It is again assumed that the gas velocity and the solids velocity 
have th~ s:une ratio before and after the passage of the pressure wave. 
EXPERIMENTAL METHOD 
A well known use of the correlation technique is to measure the time of a transport lag for 
a signal passing between two measuring stations. This particular university ie Bradford, 
bas done much work in developing techniques and this paper assumes the theory to be well 
understood. 4 Undoubtedly small pressure (sonic) disturbances were inherent within the 
gas-solids now system and the inference is that these could have been detected and used to 
construct a correlagram from which the sonic velocity can be measured. There was every 
indication that these inherent disturbances could give satisfactory results when air was flow-
ing alone without the polystyrene but once the air was loaded with polystyrene no consistent 
set of results were obtainable. 
In order to have a definable and easUy distinquishable disturbance travelling within the flow 
system the authors decided to inject a series of small pressure pulses in the form of a 
48 
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pseudo random binary sequence (prbs). A brief description of a prbs is given, (Appendix 2). 
It can be seen that providing the prbs is detectable at a measuring station, even though embedded 
in noise, then a cross correlation of the prbs at input with the signal at that station will result 
in a series of sharply defined •spikes• in a form similar to a delayed version of Figure 3, 
(Appendix 2). The time delay of the first "spike" will give the absolute time for the sonic 
disturbance to travel from its input to the measuring station. 
The sonic velocity measured is in fact the absolute velocity and so in order to determine 
the velocity relative to the transporting media it was necessary to determine the absolute 
sonic velocities in both an upstream and downstream direction. By taking the difference in 
these velocities it appeared possible to calculate the absolute velocity of the transporting 
media; however, the accuracy proved to be poor since the velocity of the sonic disturbance 
was some 15 times greater than the velocity of the transporting media. 
What the individual velocities of the air and polystyrene particles were the authors have not 
yet been found it possible to determine by a correlation technique, and it is hoped that this 
symposium will produce some enlightenment. 
APPARATUS 
The flow system being studied consisted of a pipe some 40m long and 24mm internal diameter 
through which polystyrene particles were transported by air. The polystyrene was in the 
form of a coarse powder which had mean diameters ranging from 150-400 microns. Corre-
lation was carried out on a proprietary correlator. 
The means em~loyed for injecting the prbs ~ressure pulses was to use the special generator 
developed by the authors. Basically this generator consists of a revolving disc, with appropriately 
cut slots in it, through which a fine jet of air passes. The jet is directed into the flow system 
and is consequently interrupted in a prbs manner thus producing small prbs pressure pulses 
into the system. 
The method of recording this prbs is to use a sensitive piezoelectric transducer to detect 
pressure changes within the jet of air flow just downstream of the disc. The output of this 
transducer is coupled to a charge ampliiier, set at a high sensitivity, so that saturation of 
the ampliiier cuts off the top and bottom of the transducer signal; this eliminates the tran-
sients and produces a good square edged trace which follows the prbs pattern of the disc as 
shown in Figure 5. 
It was necessary to develop this special generator since initial attempts to inject air flowing 
through a proprietary solenoid valve, switched by a prbs voltage generator, resulted in serious 
damage to the valve by polystyrene particles leaking into it. Another disadvantage was that 
the speed of the prbs was limited by the time constant of the valve which imposed unnecessary 
restrictions upon the frequency content of any prbs chosen. 
The means used to detect the sonic disturbances within the pipe was with a sensitive piezo-
electric transducer which had dynamic characteristics approximating to that shown in Figure 
6. Care had to be taken in the selection of the revolving disc speed since too fast a prbs would 
have resulted in the cross correlation appearing band-limited and not giving the familiar 
"spikey• shape associated with the correlogram of a prbs signal. Considering Figure 4 and 
Figure 6 it is seen that the speed of the prbs must be such that the bulk of the power in the 
power density spectrum plot of the prbs is below about 100Hz in order that the prbs is 
reasonably reproduced by the transducer. Alternatively, ii the prbs is too slow then the 
•spikes" produced will be too wide and the peak of the initial "spike" will not be sharply 
defined. The problem may be eased 1f it were possible to increase the resonant frequency 
of the transducer. This is only possible by using a less sensitive transducer or by enlarging 
the size of the connecting tube to the transducer. An attempt to do the latter resulted in the 
blocking up of the transducer by polystyrene particles. 
A serious drawback to the air-polystyrene flow rig used was that the polystyrene could only 
flow for a few minutes. Recharging of the rig was then necessary and this normally took a 
period of 24 hours. In consequence development of the experimental apparatus and procedure 
was done using air flow alone. Because of this short experimental time available it was found 
expedient to tape record readings from the transducers for gas -solids flow and process the 
results off line. 
This approach enabled the maximum number of readings to be obtained per run of the experi-
mental rig since each correlogram needed only a few seconds of running time. In this way 
the scatter within the experimental results could be observed but this was small compared 
with the deviation from the theoretical prediction. 
Using the thermodynamic equations for gas flow and knowing the dimensions of the jet for in-
jecting the prbs disturbance it is calculated that the mass now ratio of the gas within the pipe 
to that of the injected air was of the order of 1000:1. The injected air is therefore considered 
to have negligible effect upon the gas-solids now. 
RESULTS 
The lnitial results using air flow alone supported the claim that it was the sonic velocity 
being measured, and further subs~tiation came from the fact that the inverted correlation 
•spike" of the reflected prbs disturbance from an open end of the pipe clearly showed itself 
on the correlogram at the appropriate position of time. 
Figure 7 shows graphiCally theoretical and experimental results for the sonic velocity 
relating to the transport of polystyrene by air for a range of mass ratios from 0-12. The 
experimental results suggest a linear relationship between decrease in sonic velocity with 
increase in mass flow ratio of polystyrene to air. 
The ·discrepancy that occurs between the results taken at two stations separated by 23 m is 
small compared with the values predicted theoretically. At this stage in the study no attempt 
was made to explain the difference between the sets of experimental data presented. 
CONCLUSIONS 
A comparison of the theoretical values of the sonic velocity with the experimental values 
22 
casts some doubt on the validity of the theoretical assumptions given in the introduction. Since 
the experimental values lie consistently above the theoretical values and close to the clean gas 
speed of sound, this results indicate a much lower degree of response of the solid particles 
to the passage of the wave than that implied by the assumption that the gas velocity and the 
·solids velocity have the same ratio before and after the passage of the pressure wave. 
Various attempts were made to explain the wide discrepancies between the experimental 
results and the theoretical preductions. These included an investigation to determine that 
the disturbances as measured did infact travel through the two-phase mixture and not through 
a thin boundary layer relatively free from solid particles or that there was a some undetected 
time delay at the input. No such effects could be established experimentally. In the experi-
ment the bulk of the power in the density spectrum of the prbs was well below 100Hz which 
should represent low frequencies to the two phase system. However, it is the authors intention 
to fully investigate the frequency dependency of the system in this range in order to establish 
the validity of the experimental findings presented. 
To date it may be claimed that this paper presents a method of determining, within a gas-solids 
now, the average velocity of a sonic disturbance which has a frequency distribution as shown 
in Figure 4. · 
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THEORETICAL DERIVATION OF THE GAS-80LID FLOW SONIC VELOCITY 
Notation 
ag Clean gas speed of sound 
am Gas -solids mixture speed of sound 
Cp Specific heat of gas at constant pressure 
C v Specific heat of gas at constant volume 
Cs Specific heat of solid particles 
j Ratio of solids temperature to gas temperature using stagnation temperature 
as a base 
k Ratio of solids velocity to gas velocity 
p Static pressure 
ug Gas velocity 
us Solids velocity 
x Ratio of mass rate of flow of solids to mass rate of flow of gas 
tJ Ratio Cs to Cv 
T Ratio of gas specific heats 
Pg Gas density 
P.; Distributed solids density 
Pressure wave travelling upstream 
Consider an infinitesimal amplitude pressure wave propagating at a velocity am relative 
to the gas in an upstream direction in a unit cross-sectional area duct. The initial values 
of gas and solids velocities are ug and us, respectively-. For convenience the wave can be 
brough to rest by superimposing an additional velocity (am -ug) on the system • 
wave 
The following equations apply: 
Figure 1 
.... Us + am - ug ->us + dus + am - ug 
wave at rest 
Gas continuity: Pg am = (Pg + dPg) (am + dug) 
Solids continuity: 
Momentum: 
Ps (us + am - ugl = (ps + dps) (us + dus + am - ugl 
dp = Pg am dug - Ps (us + am - ugl dus 
= Pg am dug - ~ Pg (us + am - ug) dus 
dus 
From which dpdpg = a 2 + .!.. 
m k dug 
Pressure wave travelling dowustream 
SimUar considerations to those above yield 
a 2 +.!.. dus 
m k aug 
where TJ, is the index of expansion of the gas ie ~ == a constant. 
Pg 
71 depends on the rate of energy transfer between the gas and the solid particles and has 
been shown by Cole, Bowers and Mobbs to be given by 
" = 1 + (~/ xjtl) /1 + (1 +_fit!) 
y y 
dus 
making the assumption that ~ k 
. g 
APPENDIX 2 
1 + xk2 
1 + xk , 
An understanding of prbs adequate for the needs of this paper may best be obtained by 
considering Figure 2. Briefly a prbs is a sequence which has only two levels and may 
switch between levels only at certain fixed intervals of time which are integer multiples 
of a basic interval of time. Full description and exact forms of prbs may be obtained from 
the Uterature3. The prbs used in this experiment had the form as shown in Figure 2. 
One important property of a prbs is that its autocorrelation function is a series of ~spikes• 
as shown in Figure 3. The power spectrum may be obtained from the Fourier Transform of 







Figure 2 A typical p.r.b.s. signal 
Figure 3 Autocorrelogram of p.r.b.s. 
in Figure 2 
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Figure 5 Output from the charge ampli-
fier measuring the mput 
p.r.b.s. 
Figure 6 Typical dynamic characteris-
tic plotted on log log axes of 




Figure 7 Sonic velocity M, given as a 
ratio to clean air sonic veloc-
ity, plotted against mass flow 




EXPERIMENTAL TECHNIQUE FOR MINIMIZING 
RESONANCE WITHIN A DUCTED FLUID 
E. W. Reed* K. F. Gillt 
Presented is an experimental method that enables practical pipe systems to be de-tuned so that resonance can 
be reduced to an absolute minimum. The technique employed is to correlate pseudorandom binary sequence 
pressure disturbances which are deliberately introduced into the pipe system. It is believed that this is the only 
method yet available to achieve this minimization of resonance phenomena. The experiment does not require 
fragile equipment and can be used in two phase ftow work. The procedure is unsophisticated and directly 
applicable to engineering systems requiring this adjustment. The rapid response of the measuring technique 
makes the approach suitable for automatic control applications. Further extensions of this technique that give a 
greater insight into the practical behaviour of sonic waves are highlighted in the paper. 
1 INTRODUCTION 
IN A PREVIOUS PAPER (1):j: the authors describe a use of cor-
relation to measure the speed of sound in gas-solids flow. 
They injected small amplitude pressure disturbances in a 
pattern that could be detected even in the presence of 
much greater disturbances. The pattern chosen was in the 
form of a pseudorandom binary sequence (p.r.b.s.) and 
the authors described the p.r.b.s. pressure pulse generator 
they have de\·eloped for injecting these disrurbances. 
The object of this paper is to demonstrate to other ex-
perimenters that this combination of p.r.b.s. pressure 
pulses with correlation is a very powerful and useful tech-
nique in the de-tuning of a system but could have other 
important applications. 
The behaviour of sonic disturbances is of fundamental 
importance in the fields of flow or acoustics. The tech-
nique is easily applied and the computation relatively 
straightforward. It is particularly useful in work on gas-
solids or other potentially destructive flows since there is 
no measuring device within the flow to be damaged. 
The experiment described here demonstrates a tech-
nique that makes possible the detection of reflected sonic 
waves and hence the de-tuning of pipe systems to com-
pletely remove any standing waves. This requirement 
manifests itself in many forms throughout industry, a 
typical example being the closing, without damage, of 
sluice valves in large hydraulic systems. A non-reflecting 
pipe does, of course, represent the 'infinite' pipe postu-
lated in some reflected wave theories. An immediate appli-
cation is likely to be at the University of Leeds (z) where 
research into pulsating flow is in progress and the ability 
to measure sonic reflections or produce an 'infinite' pipe 
would be of immense value. Another application is in 
basic fluid flow problems to confirm accepted electrical 
analogies, which up to now have been invariably hindered 
because workers have been unable to establish satisfactory 
procedures for de-tuning pipe systems. The theory shows 
clearly that, besides merely detecting reflected waves, one 
can compute their magnitude, which implies that the 
The MS. of this papor was rece1iJed attht lrutitun·on on /st]une 1971 
and aueprtd for publiuuion on 17th October 1971. 33 
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t Senior ucturtr, Department of Mechanical Engineering, Uni'IJersity 
of ueds, ueds LS1 9JT. Member of the /rutitution. 
* References are gi'IJm in rhe Appendix. 
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strengths of waves in such engineering installations as 
waste heat exhaust turbines, fitted to large reciprocating 
engines, can be computed readily. 
It is the aim of the authors to present the technique as 
it now stands and hence make this useful measuring tool 
immediately available to other researchers. 
1.1 Notation 
a Amplitude of p.r.b.s. 
k A> k8 Coefficients of reflection. 
N Number of 'bits' in a period of p.r.b.s. 
p.r.b.s. Pseudorandom binary sequence. 
r Time variable. 
At Time of one 'bit' of p.r.b.s. 
T Dummy time delay. 
Tu T2 , T3 Actual signal time delays. 
rp,.<(T) Autocorrelation function of signal x(r). 
rf>x.(T) Cross correlation function of signals x(r) and 
y(r). 
2 DESCRIPTION OF P.R.B.S. AND ASSOCIATED 
CORRELATION FUNCTIO:SS 
Complete descriptions and exact forms of p.r.b.s. and the 
normally associated correlation functions are obtainable 
from the literature (3). To be concise this paper only in-
cludes a summary. A p.r.b.s. is a sequence which has only 
two levels and may switch between levels only at certain 
fixed intervals of time which are integer multiples of a 
basic interval of time known as a 'bit'. The sequence is 
random for a definite period which is continuously re-
peated in a cyclic manner. 
Fig. 1 shows an example with a period length of 15 
'bits' and is the p.r.b.s. ideally produced by the authors' 
generator. 
2.1 Autocorrelation 
Let the p.r.b.s. signal be represented as x(c), where tis a 
time variable, then the autocorrelation function of x(t) is 
by definition (4) (S) 
q,,,(T) = Limit-T1 rT x(t)x(t+T) de T-«~ Jo 
where Tis a dummy time delay. 
rf>xx(T) will give the correlogram shown in Fig. 2. 
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Fig. 2. Autocorrelogram of p.r.b.s. signal 
.,.1 NL.t 
Fig. 3. Cross correlogram of p.r.b.s. signals 
2.2 Cross correlation 
If the p.r.b.s. signal x(t) is now cross correlated with 
another p.r.b.s. signaly(t) identical to x(t) but delayed by a 
time -ru and given by y(t) = x(t-T1) the cross correlation 
function is by definition (4) (S) 
r/>xk) = Limit-Tl rr x(t)x(t-.,.1 +.,.) dt 
T-+ ct~ Jo 
r/>XII( T) will give the correlogram as shown in Fig. 3. 
2.3 Power spectrum of p.r.b.s. 
Fig. 4 shows the power spectrum of a 15 'bit' p.r.b.s. 
The essential point to note is that the bulk of the power in 
a p.r.b.s. is in frequencies below the frequency equal to 
lf.dt. 
3 THEORETICAL CONSIDERATIONS 
It is well known that sonic waves travelling down a pipe 
Journal Mechanical Engineering Science 
will be reflected in unlike sense from an open end and in 
like sense from a closed end (4). Physical argument sug-
gests that a valve at the end of a pipe must have some 
setting where it is non-reflecting. Below is a generalized 
analytic model of a pipe system to present the theory of the 
correlation technique as used to determine this setting. 
Consider a continuous small amplitude pressure distur-
bance, varying with time t, introduced into the pipe at D 
(see Fig. 5). This disturbance generates two sonic waves 
travelling in oppositive directions from D. Let these waves 
be reflected from the ends at A and B with assumed co-
efficients of reflection kA and k8 respectively. A coefficient 
of reflection is here defined as the pressure amplitude ratio 
of the refiected wave to the incident wave. These waves 
will then continue to be reflected from end to end without 
influencing each other when passing within the pipe, neg-
lecting all forms of attenuation (6). 
Let the times for the sonic wave to travel along the path 
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Fig. 5. Generalized pipe system 
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Charge amplifiers 
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Fig. 6. Experimental layout 
DAC be .-10 along the path DBC be .-2 and along the path 
DC be .-3 • 
If the disturbance at Dis x(t) then the signal monitored 
at C will be 
c(t) = x(t-Ta)+kAx(t-T1)+kBkAX(t-T1 -1"2-,-3) 
+kBx(t-1"2)+ kAkBX(t-1"2-1"1 + 1"3) 
+kAkB2x(t-T2-,-1+1"a-1"2-T3) 
+terms involving kA to powers higher than unity 
As the end at A approaches a condition of non-reflection 
Journal Mechanical Engineering Science 
then kA approaches zero and terms involving kA to powers 
higher than unity may be ignored. 
Further simplification of the signal at C is obtained if C 
and D are located as close to B as is possible so that .-2 and 
.-3 become negligible. 
The signal at C then approximates to 
= (l+kB)x(t)+kA(l+kB)2x(t-T1) , (1) 
This signal may now be processed in either of the follow-
ing two way~. 
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Autocorrelating the signal at C 
By definition 
1 f,T 
<Pee = Limit (1 +k8 ) 2 T x(t)x(t+ T) dt 
T-+ co o 
(2) 
If x(t) is a p.r.b.s. then this autocorrelogram will be a 
trio of spikes repeating with the period of the p.r. b.s. There 
will be a primary spike with a pair of identical secondary 
spikes symmetrically displaced by a time T 1 at either side of 
it. One of the positions of the primary spike will be at the 
origin. The autocorrelation function derived is seen to be 
an even function which is in fact a properry of all auto-
correlation functions. 
Cross correlating the signal at C with the disturbance x(t) 
By definition 
<Pcx = Limit (1 +ko) -T1 rT x(t)x(t+ T) dt 
T-oo Jo 
+LimitkA(1+ks)2 -Tl rT X(t-Tl)x(t+T)dt (3) 
T- co Jo 
If x(t) is a p.r.b.s. then it can be seen that this cross correlo-
gram will be a pair of spikes, separated by a time Tu and 
repeating with the period of the p.r.b.s. One of the posi-
tions of the pirmary spike will be at the origin. 
Both correlograms show the time delay T 1 of the reflec-
tion from the end A, the secondary spike is directly pro-
portional to the coefficient of reflection kA. 
In both cases the ratio of the amplitude of the secondary 
spike to that of the primary spike is given by kA(1 + k8 ) and 
by extension of this analysis reflection coefficients can be 
determined. It can be seen that if the end B has been de-
tuned so that k8 = 0 then the spike amplitude ratio equals 
kA. 
4 THE EXPERIMENT 
Fig. 6 shows diagrammatically the pipe system to be 
de-tuned and the necessary measuring equipment. The 
object of the experiment was to locate the setting of the 
valve at A so that no sonic pressure waves are reflected. 
Since there would be a reflection from the box and ob-
struction the distances BD and CB were kept as short as 
was convenient to the pipe system (see Section 3). 
The p.r.b.s. generator used consists basically of a fine 
jet of air interrupted by a specially slotted disc and directed 
into the system being tested. A full description of this 
generator is given in (1) and a photograph is shown in 
Fig. 7. The result is a train of pressure pulses in a p.r.b.s. 
pattern similar to that of Fig. 1. This p.r.b.s. pressure 
signal is detected by a sensitive piezoelectric transducer 
sufficient to saturate the charge amplifier, a near perfect 
square edged p.r.b.s. signal results without the transients 
of the transducer being present. 
The pressure transducer at C was a highly sensitive 
piezoelectric device, and a proprietory correlator, showing 
correlograms on a screen with X-Y plot out facilities, was 
available. 
Initially the pipe system was de-tuned by cross correla-
ting the signals from the transducers at D and C. The 
p.r.b.s. signal from the generator is near perfect and hence 
a sharply defined correlogram could be predicted. It was 
also felt that a cross correlogram would be easier to inter-
pret than an autocorrelogram because less spikes would be 
present (see Section 3). 
The experiment, however, was successfully repeated by 
autocorrelaring the signal from the transducer at C show-
ing the supposed advantages of cross correlating to be 
unfounded. This resulted in the saving in equipment of 
both a transducer and a charge amplifier. 
Tuning was a simple procedure and achieved by altering 
the position of the valve until no reflecting spike appeared 
Fig. 7. P.r.b.s. generator 
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Note increase in complexity of correlogram as valve moves from 
de-tuned position. 
Fig. 8. Autocorrelation of signal at C 
Fig. 9. Cross correlation of signal at C with x(t) 
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Fig. 10. Autocorrelation of inherent disturbances at C 
on the correlogram. A positive spike appeared for an over-
closed valve position, the reverse for an underclosed posi-
tion. One second of correlation time was found to be ade-
quate for each reading. A set of autocorrelograms and cross 
correlograms are shown in Fig. 8 and Fig. 9 respectively. 
The speed of the p.r.b.s. generator, whilst not critical, 
needed consideration and had to lie within a reasonable 
range having due regard to time of reflection of the pressure 
wave. It can be seen from Fig. 2 that the breadth of a 
correlation spike of a p.r.b.s. is directly related to the 
speed of the p.r.b.s.; the faster the speed so the sharper 
and bener defined the spike will be. Since a p.r.b.s. re-
peats, the time of reflection could have been greater than 
a p.r.b.s. period as the reflection spike would still have 
appeared within the first sequence of a correlogram. The 
only provision was that the reflection spike must not in 
any way coincide with the fundamental spike on the 
correlogram for obvious reasons. The means of calculating 
p.r.b.s. speeds is indicated in Fig. 2. The time of reflec-
tion of the sonic wave can be estimated with sufficient 
accuracy by measuring the total length of the path and 
using a local velocity of sound of 34 7 ms -l. 
The upper speed of the p.r.b.s. is limited by the reson-
ant frequency of the piezoelectric transducer which may be 
considered to have the dynamic characteristics of a second 
order system with very low damping (damping factor 
<0·1). The power density spectrum of a p.r.b.s. is shown 
in Fig. 4. It can be seen that the bulk of the power is below 
a frequency of 1/..:lt and this frequency must be kept well 
below the resonant frequency of the transducer if a 
reasonable p.r.b.s. signal is to be reproduced by that trans-
ducer. In the experiment the natural frequency of the 
transducer and its attachments was 350Hz and the bulk 
of the power content of the p.r.b.s. was below 170Hz. 
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An anempt to use the sonic pressure disturbances in-
herently present within the pipe system was unsuccessful 
as the results show in Fig. 10. 
S DISCUSSION OF RESULTS 
The experiment demonstrates an accurate method of 
monitoring, within a pipe system, the behaviour of small 
amplitude pressure pulses of which the statistical proper-
ties are known. This monitoring is put to good effect here 
in de-tuning the system from sonic resonances. Using in-
jected p.r.b.s. pressure pulses is shown to be extremely 
effective and is the only practical way yet known to the 
authors. 
Both Fig. 8 and Fig. 9 show clear and well defined 
correlograrns. It is not necessary to cross correlate at two 
points since equally as good results are obtained by auto-
correlating at one point with consequential saving in 
equipment. Any discrepancy between Fig. 8 and Fig. 9 is 
because the exact number of turns of the valve for de-
tuning was difficult to record as a precise reference could 
not be established. 
Since de-tuning the system requires determining the 
null position of a broad based spike it is only necessary 
to know the position of one time value within that spike. 
It is therefore possible to de-tune the system equally well 
by using the simplest form of correlators which determines 
the correlogram point by point. For practical purposes it 
is suggested that a point chosen as near to the centre of 
the spike as possible would be the most desirable. This 
point can be determined with more than adequate accuracy 
by calculation, knowing the speed of sound and length of 
path, though a complicated system could possibly require 
an initial exploratory correlogram. Using a proprietary 
correlator, the length of time needed in the experiment to 
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compute a full correlogram was of the order of 1 s. If it is 
required merely to show an indication of the direction of 
growth of the reflection spike then an even shorter time 
would be necessary. It follows that the technique would 
allow application to automatic control systems because of 
this rapid response. 
The theory shows that the technique can also be used 
for measuring reflection coefficients and sonic time delays. 
The real value of the experiment is to substantiate the 
claims of the authors that the application of the technique 
described here is valuable, straightforward, capable of 
complete interpretation and may be used with the utmost 
confidence. 
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CORRELATION METHOD FOR MEASURING 
REFLECTION COEFFICIENTS OF SHARP-EDGED 
ORIFICES FOR SMALL-AMPLITUDE 
PRESSURE WAVES 
M.A. Ali* E. W. Reedt K. F. Gill+ 
A correlation technique using pseudo-random binary-sequence pressure-pulse testing is used to measure 
reflection coefficients of sharp edged orifices at the end of a duct. Within the range of the incident pressure-
wave amplitude investigated in this paper it is believed that no other experimental means has yet been devised. 
A simple formula is derived from one-dimensional flow theory which gives values showing close agreement 
with the experimental results. End conditions for non-reflection are established to create an analogy to the 
hypothetical 'infinite pipe'. 
1 INTRODUCTION 
THE AUTHORS haYe demonstrated in ~1)§ that reflections 
from an orifice at the end of a duct could be eliminated for 
sharp fronted flat-topped waves of small amplitude by 
choosing the correct size of orifice. The technique em-
ployed was to correlate pseudo-random binary-sequence 
pressure disturbances which were deliberately introduced 
into the pipe system. This paper extends this basic work 
to provide a reliable means of evaluating reflection co-
efficients within a pressure range never before attempted. 
A reflection coefficient is defined as the ratio of the ampli-
tude of the reflected wave to that of the incident wave. 
To date no practical solution has been found to the 
problem of metering the unsteady flow of a fluid by means 
of a discontinuity in the flow stream (2.). This work 
represents part of a general project aimed towards gaining 
a deeper understanding of this problem. 
The established method for determining the strength 
of wave reflections, which is only possible for waves of 
large amplitude, is to use a shock-tube arrangement. The 
pressure records are analysed on the basis of the non-
linear relationship de,·eloped theoretically by Bannister 
and Mucklow (3) and tested experimentally by Mucklow 
and Wilson (4) for the open and closed end conditions. 
Their results verified the theoretical formula for the 
open-end situation but for closed ends gave a 2 per cent 
discrepancy. A discrepancy was also noticed by Earles and 
Zarek (5) who quoted a figure of 6-7 per cent; they sug-
gested that the explanation was due to attenuation of the 
advancing waves by viscosity effects and measuring in-
accuracies. 
Earles and Zarek compared their experimental work 
with Nesbitt's theoretical analysis (6) which made the 
reasonable assumption that the static pressure remained 
Tire MS. of chis paper was received ar rlre Imrirurion 011 6rlr December 
1972 and acctpredfor publication 011 29rlr March 1973. 33 
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constant along the axis of the issuing jet from the orifice. 
In practice, depending upon the orifice pipe diameter ratio, 
a contraction effect may take place resulting in this static 
pressure not remaining constant. On comparing their 
experimental results with the theory, a discrepancy was 
noted which appeared to be dependent upon the area ratio; 
they attempted to explain this by introducing the concept 
of 'the reflection coefficient of contraction' which can onlv 
be found experimentally. The indication is that the are~ 
responsible for the reflection from an orifice is smaller than 
the physical area of the orifice. Their results also show 
that this coefficient depends upon the amplitude of the 
incident wave. 
Trengrouse et al. (7) introduced a similar concept based 
on the ratio in area between that of an isentropic-com·ergent 
nozzle to that of a sharp-edged orifice for measured values 
of incident and reflected pressure ratios. They used a 
theory, based on quasi-steady one-dimensional flow condi-
tions in conjunction with finite non-steep wave theory, 
which showed agreement with experiments for a group 
of convergent-isentropic nozzles. Their work showed a 
discrepancy of 7 per cent between the value of the dis-
charge coefficient for sharp-edged orifices measured by a 
shock-tube technique and the conventional steady-flow 
technique, both tests being for the same conditions of 
pressure ratio across the restriction. Prior to this, Rud-
inger (8) had suggested that the use of the shock-tube 
technique would be a good alternative to conventional 
means for obtaining steady-flow data. 
A literature survey has not shown any work using 
pressure amplitudes low enough to be in the range likely 
to occur in pulsating compressible flows. This paper 
presents results in the low pressure region for unsteady 
flow (less than 0·005 bar). This range was limited by the 
equipment availabie but the authors suggest that the tech-
nique is applicable for higher pressure ranges. 
A simple theoretical treatment for the experimental 
configuration being studied is included in Appendix I. 
1.1 Notation 
a Local acoustic speed. 
C Reflection coefficient of contraction. 
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Slotted p.r.b.s. disc 
Fig. 1. Experimental layout 
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n Zone of interaction of incident and reflected waves. 
r Reflected wave. 
t Downstream condition 
0 Atmospheric condition. 
2 TECHNIQUE 
The technique of pseudo-random binary-sequence pres-
sure-pulse testing is fully described (1). Considering Fig. 1, 
the pulses are injected at A. The pressure signals at A and D 
are cross correlated so that the correlogram shows a rep-
resentative spike at each time delay for which the pulses 
take to reach D either direct or by reflection. The orifice at 
A is tuned to eliminate reflections from this end so that 
the third and subsequent spikes on the correlogram are 
removed. The ratio of the amplitude of the second spike 
to that of the first will give the appropriate coefficient of 
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reflection from B. A typical correlogram taken by pen 
recorder is shown in Fig. 2. 
Testing was done for a range of pulse amplitudes with 
seven different orifice sizes at B. 
The amplitude of the incident pulse was measured on 
an oscilloscope monitoring the transducer at D. A true 
reading could only be taken when both ends were non-
reflecting; once this condition for a particular orifice was 
attained, the pressure pulses were kept constant and the 
orifices changed to give a range of values for reflection 
coefficients. Pressure noise on the oscilloscope trace was 
partially removed by using a passive filter. A typical trace 
is shown in Fig. 3. 
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Fig. 3. Part of a typical pressure pulse trace 
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3 RESULTS 
Fig. 4a shows a comparison between the experimental 
and theoretical results for the non-reflecting condition 
which leads to reflection coefficients of contraction, C, as 
shown in Figs 4a and b. Using these experimentally 
obtained values of C in equation (9) a comparison between 
reflection coefficients obtained theoretically and experi-
mentally for different orifice sizes is given in Figs Sa-d. 
4 DISCUSSION OF RESULTS 
Fig. 4a shows a definite divergence between theoretically 
predicted and experimentally obtained results for the non-
reflecting conditions of incident wave amplitude for 
different orifice sizes. 
This leads to the reflection coefficients of contraction 
which vary between 0·67 and 0·63 for the range of pressure 
amplitudes investigated, as can be seen from Figs 4b and 4c. 
An explanation of this divergence could be that there is an 
issuing jet 'boundary effect' resulting in a reduced reflect-
ing area, even though the range of pressure amplitudes is 
small. 
Using the experimentally obtained values of the reflec-
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Fig. Sb 
formula (equation (9)) gives agreement within experimental 
accuracy (Figs Sa-d). These graphs show clearly that for 
a particular orifice size there is only one value of pressure-
pulse amplitude for which the orifice is non-reflecting. 
The deviation between theoretical and experimental curves 
seems to increase as the incident-pressure amplitude 
increases which may be the result of experimental error 
and truncation error in the binomial approximation used 
in the theoretical derivation. 
The experimental results have all been measured from 
the screen of the on-line correlator; measuring accuracies 
Vo115 No 51973 
35 
36 













4> X 10~ 






41· X 1Q3 
Fig. 5d 
of the order of 1 mm in 40 mm is the best that can be 
achieved. However, reflection coefficients of modulus 
below 0·1 can only be expected to have an accuracy to 
within ± 10 per cent. 
5 CONCLUSIONS 
The experimental results demonstrate that a unique pres-
sure ratio can be found at which minimum wave reflection 
from a pipe constriction occurs. The value of the reflection 
coefficient of contraction measured from the incident wave 
was found to be between 0·67 and 0·63. This work indi-
cates the effectiveness of pseudo-random binary-sequence 
pressure-pulse testing as a means of investigating reflec-
tion behaviour from pipe constrictions. 
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Considering the interaction of a single incident pressure 
wave of amplitude p, with that reflected from the dis-
continuity, the resultant is a wave of amplitude Po imme-
diately upstream of the plane of discontinuity and a trans-
mined wave of amplitude p, (see Fig. 6). 
Assuming air to be a perfect gas and applying isentropic 
conditions 
For waves of moderate amplitude 
w= 2ao i(!._)':-n2·'-ll 
;'-1 . . Po. I 
Earnshaw :9 
Considering incident wave 
y 1 = 5(x,-l) (3) 
From consideration of the interaction between incident 
and reflected waves 
Yr. = 5(2x,-x,-l). (4) 
and 
x.=x1+xr-1. 
Using the continuity and energy equations 





Y:.?n+5x2 n = )'~.+5x2 , (7) 
For atmospheric downstream conditions where p, = p;, 
using equations ( 4)-(7) and applying the binomial approxi-
mation to them for </>1 very small 
14 0 1 +k . . . 
rf,1 = 5 m- (l-kf (provtded m ts small. (8) 
By introducing the reflection coefficient of contraction 
term equation (8) becomes 
14 2 1 +k 
.p, = 5(mC) (1-kf (9) 
For the n<Jn-reflecting condition k = 0 
14 ( 0 
</> 1 = 5 mC)- (10) 
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INVESTIGATION OF NON-REFLECTING END CONDITIONS 
WITHIN A DUCT BY MEANS OF PSEUDO-RANDOM BINARY 
PRESSURE PULSES 
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AND 
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A newly developed experimental technique is described for detecting in-duct pressure 
waves reflected from a termination. An application of the technique to making the end of a 
partially closed pipe non-reflecting is also described. The method is potentially applicable 
to a wide range of pressure wave action problems. In cases such as in two-phase flow work it 
may well be the only practical approach. Measuring times are short, less than one second, 
and readings are easy to take. The technique adopted is to inject small amplitude pressure 
pulses in the form of a pseudo-random binary sequence which allows on-line and easily 
interpreted correlograms of incident and reflected waves to be obtained. 
1. INTRODUCTION 
In an earlier study [I, 2] of two-phase flow systems a generator was developed for injecting 
small amplitude pseudo-random binary sequence (p.r.b.s.) pressure pulses irito a system. 
Used in conjunction with a correlator, it formed the basic monitoring and test equipment 
which enabled acoustic velocities within the two-phase system to be measured. 
The wider capabilities of this technique are now being realized and an example is presented 
in this paper. It is hoped that other experimenters will see applications beyond the one 
demonstrated here. 
This paper describes a means of adjusting the partially closed end of a duct containing air, 
under atmospheric conditions, so that it is non-reflecting to small amplitude pressure pulses 
of low-frequency content. 
2. THEORETICAL CONSIDERATIONS 
An understanding of p.r.b.s. may be obtained by considering Figure l. Briefly, a p.r.b.s. 
is a sequence which has two levels and may switch between levels only at certain fixed intervals 
of time which are integer multiples of a basic interval of time known as a "bit". Full descrip-
tion and exact forms ofp.r.b.s. may be obtained from the literature [1-3]. The most important 
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Plate L Typical incident pressure pulse at non-reflecting end condition: (a) without filtering: (b) after 
filtering. 













figure 1. An idealized p.r.b.s. signal. 
notation is given in Appendix II), 
+T 





is a series of well-defined triangular "spikes" of base width 2Lit, period N Lit and amplitude a2 • 
It follows that a p.r.b.s. signal, x(t), cross-correlated with another p.r.b.s. signal, y(t ), such 
that y(t) = kx(t- r 1) where k is a constant and T 1 a time delay, will give the cross-correlation 
function 
+T 




This gives a correlogram identical to that for cP:c:c(r) but delayed by r 1 and with "spike" 
amplitude ka2 (see Figure 2). 
Consider Figure 3. Any small pressure disturbances within the pipe between A and B will 
be reflected from both the ends with reflection coefficients kA and k8 , respectively. These 
reflections will travel to and fro between A and B without any influence on one another [4]. 
For the purpose of this analysis a reflection coefficient is defined as the ratio of the amplitude 
of the reflected wave to that of the incident wave. For simplicity, low frequencies are assumed, 
so that both incident and reflected waves will be essentially plane and the reflected wave will 
have approximately the same shape as the incident wave, although of course it may differ in 
either amplitude or phase, or both. 
Let the p.r.b.s. pressure pulses injected at A be x(t) and let the time for these pulses to travel 
the distances AC and CB be -r1 and -r2 , respectively. The signaly(t) recorded at C will then be 
y(t) = x(t- r 1) + k 8 x(t- T1 - 2r2) + kAk8 x(t- 3T1 - 2-r2) + kA Jcix(t- 3-r1- 4rz). (3) 
ND.t 
Figure 2. Idealized cross-correlogram given by equation (2). 
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Figure 3. Schematic of experimental arrangement. 
As the non-reflecting condition is approached k8 tends to zero and if kA is made small then 





- I x(t-r1)x(t+r)dt+Limit~ I k8 x(t-r 1 +2r2)x(t+r)dt. (4) 
T-CI> 2T T-CI> 2T 
-T -T 
This will give a correlogram showing two sets of periodic spikes. The first will be delayed from 
the origin by r 1• The second set will be delayed from the first set by 2r2 and have a relative 
amplitude of k8 • The direction and magnitude of this second spike is directly dependent upon 
k8 . For the non-reflecting condition k8 = 0 and the second spike disappears. 
3. THE EXPERIMENTAL METHOD 
Figure 3 shows diagrammatically the pipe system under investigation and the necessary 
measuring equipment. The aim of the experiment was to investigate the conditions for the 
end of the duct at B to be non-reflecting. This condition was obtained for end plate!. with 
holes of different sizes; the amplitude of the p.r.b.s. pressure pulses was altered until the 
second spike, on the cross-correlogram of the signals from the pressure transducers at A 
and C, just disappeared. Figure 4 shows typical correlograms. 
The p.r. b.s. generator basically consisted of a speciaHy slotted disc which rotated to interrupt 
a fine jet of air. The train of pressure pulses which resulted has a p.r.b.s. pattern similar to that 
of Figure I, and was detected by a sensitive piezoelectric pressure transducer. A full descrip-
tion of this generator is given in reference [1 ]. 
The pressure transducer at C was a highly sensitive piezoelectric device, and a proprietary 
correlator, showing correlograms on a screen with X-Yplot-out facilities, was available. 
The output from the transducer at C was recorded on a storage oscilloscope from which the 
amplitude of the p.r. b.s. pressure pulses within the pipe could be obtained. A photograph of a 
typical oscilloscope record is shown in Plate I. 
Before the termination conditions at B were adjusted the end at A was made as non-
reftecting as possible so that an easily interpreted correlogram would be produced. This was 
done by altering the size of the hole at A until third and subsequent spikes on the correlogram 
were eliminated. 
The speed ofthe-p.r.b.s. generator, whilst not critical, needed consideration and had to lie 
within a reasonable range having due regard to time of reftection of the pressure pulses. 
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Figure 4. Typical experimental cross-correlograms: (a) showing positive reflection spike; (b) showing 
reflection spike eliminated; (c) showing negative reflection spike. 
It can be seen from Figure 2 that the breadth of the correlation spike of the p.r.b.s. is directly 
related to the speed of the disc: the faster the speed the sharper and better defined the spike 
will be. The only provision was that the reflection spike must not in any way coincide with the 
fundamental spike on the correlogram. The means of calculating p.r.b.s. periods and bit 
intervals is indicated in Figure 2. The time of reflection could be estimated with sufficient 
accuracy by measuring the total length of the path and using a local velocity of sound of 
347 ms-1• 
The upper speed of the p.r.b.s. is limited by the resonant frequency of the piezoelectric 
transducer which may be considered to have the dynamic characteristics of a second order 
system with very low damping (damping factor <0·1). It is known [2, 3] that the bulk of the 
power in a p.r.b.s. is below a frequency of l/t1t and this frequency must be kept well below 
the resonant frequency of the transducer if a reasonable p.r.b.s. signal is to be reproduced by 
that transducer. In the experiment the natural frequency of the transducer and its attach-
ments was 40kHz and the Nyquist frequency of the p.r.b.s. used was 90Hz. 
4. DISCUSSION OF RESULTS 
The experimental results demonstrate the effectiveness of using p.r.b.s. pressure pulses and 
correlation analysis in the study of small amplitude plane wave reflections (less than 0·005 
bar) from an aperture at the end of a duct. The cross-correlograms (Figure 4) are readily 
interpreted and can be used with confidence. The frequency content of the p.r. b.s. disturbance 
used had a Nyquist frequency of90 Hz; it is seen, for this frequency range, by comparing the 
incident and reflected correlogram spikes, that no sensible band limiting occurred in the 
reflected pulses. 
However, the measurement of pressure amplitude still leaves something to be desired. The 
high frequency noise can be removed to some extent by the use of passive filters to give a 
clearer picture on the oscilloscope. An accuracy of± I 0% is the best the authors can attribute 
to the pressure measurements made since the mean level fluctuation about a binary level was 
found to be less than 10% of the binary step. A typical trace is shown in Plate I. 
Figure 5 indicates the divergence between experimental and some theoretically predicted 
(see equation (AIO) of the Appendix) values of area ratio for the non-reflecting condition. 
This discrepancy may be similar to that reported by Earles and Zarek [5] working in consider-
ably higher pressure ranges; they attempted to explain the difference between theory and 















Figure 5. The effect of incident pulse amplitude on area ratio for non-reflecting end condition. 
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contraction". The numerical value of this coefficient can only be found experimentally and 
its magnitude is dependent upon the amplitude of the incident pulse. It is believed by the 
authors that this paper presents the first experimental results indicating the presence of such 
a coefficient within the low pressure range investigated. 
This technique makes possible a straight forward on-line "turning" procedure for making 
ducts non-reflecting to binary waves with a low Nyquist-frequency and whilst it has only been 
used here for pulses of small amplitude, due to the limitations of the gel'lerator, it is reasonable 
to suppose that the technique can be extended for use with larger pulses. It thus can be regarded 
as an alternative, for both small and large pulses, to the traditional single wave testing, which 
is only possible for large amplitude waves. 
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APPENDIX I 
THEORETICAL ANALYSIS FOR THE NON-REFLECTING END CONDITION 
One dimensional isotropic flow conditions are assumed and an equivalent nozzle is postu-
lated to represent the flow through the orifice. When the incident wave reaches the plane of 
discontinuity X X part of it is reflected and the rest is transmitted (see Figure 6). The reflected 






Figure 6. Pressure profile in region of duct construction. 
wave is superimposed on the incident wave, which, advancing in the opposite direction, 
results in a net pressure of amplitude P, and induced particle velocity v,. 
If the reflection is assumed to be a rarefaction wave, as in Figure 6, then 
After Earnshaw [6], 
v, = 5a0(x1 - I)+ 5a0(x,- 1), 
y, = 5(x1 + x, - 2). 
For a reflected compression wave 
y, = 5(2x,- x,- 1). 
From wave superposition, 
x, = x, + x, - 1. 





sr, + r, = s + Jli. 











NON-REFLECTING DUCT END CONDmONS 397 
Hence it can be shown that the nozzle exit area ration necessary for creating a non-
reflecting end is 
m = 15(x.-l)xlol1'2 
(6x1 - 4) 
The binomial expansion can be used and equation (A9) squared to give 





p.r.b.s. pseudo-random binary sequence 
t time variable 
At time of one "bit" of p.r.b.s. 
N number of "bits" in a p.r.b.s. after which the sequence repeats 
a amplitude of p.r.b.s. 
¢iz,b) Auto-correlation function of signal x(t) 
¢1xy{T) cross-correlation function of signals x(t) and y(t) 
T dummy time delay 
T1 , Tz actual signal time delays 
k,.., k8 coefficients of reflection 
A 1 cross-sectional area of the duct 
Az area of the aperture 
m area ratio= Az/A1 
v induced particle velocity 
y velocity ratio = v/ao 
a0 acoustic velocity 
x pressure ratio = pfpo 
p absolute pressure 
p 0 atmospheric pressure 
op gauge pressure 
Suffixes 
i incident wave 
r reflected wave 
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Pseudo-random pressure pulses 
used to determine the shape of 
reflected waves from an opening 
by *E. W. Reed, t M. A. Ali and t K. F. Gill 
This work. forms part of a study into reflection beha1·iour 
within a duct directed towards the understanding of the 
problems associated with metering pulsating gas flows. 
A novel application o] correlation analysis IS used to 
predict the shape vlthe reflected wa1•e from an opening 
of finite thickness. The incident wave is in the form ol a 
pseudo-random binary sequence pressure pulse sequence 
which enables incident and refle<·ted waves tu be 
distinguished one tram the other. 
It is shown that for waves of small amplitude, reflections 
do not occur in like shape to that of the incident wave. 
These shapes arc influenced by both the amplitude oj the 
incident wave and the geometry of the opening. It is 
believed that this technique makes an original contribution 
to the study ol reflection behaviour and the use of 
correlation analysis. 
1. INTRODUCTION 
This paper presents a study of reflection behaviour from a 
sharp-edged constriction at the end of a duct. It forms part of 
a general investigation into the problems associated with the 
metering of pulsating flows by a duct constriction: at present 
this method does not always give results which can be used 
with confidence. A novel interpretation procedure is shown, 
for use with a correlation technique, to obtain the reflection 
shapes from pipe constrictions. 
In the study of pulsating flows it is necessary to be able to 
measure reflection behaviour within a duct. As an example, 
Baird and Bechtold I supposed that a sharp-edged metering 
orifice within a pipe possess~d dynamic characteristics in the 
same way as a Helmholtz resonator. Before such ideas could 
be investigated it was necessary to create the condition in 
which all reflections from end terminations were suppressed. 
The hypothesis of Baird and Bechtold has in fact been shown 
to be unfounded. 2 
The authors have demonstrated, using correlation 
techniques, how reflections at the end of a duct containing 
air can be eliminated for the specific set of cohJitions that 
the end must terminate in a thin sharp-edged orifice and the 
incident pressure wave must have an amplitude which is binary 
in nature.3. 4 Theory suggests4 that this condition should be 
obtainable using a short nozzle as the constriction, but the 
experimental tests leading to the paper presented here failed 
• Lecturer, Department of Mechani.:al and Production Engineering, 
The Polytechnic, Leeds. 
t Research Student, Department of Mechanical Engineering, 
The University, Leeds. -
*Senior Lecturer, Department of Mechanical Engineering, 
The University, Leeds. 
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Fig 1 PRBS waveforms. 
to support this. The correlograms obtained all foi!ow an 
unfamiliar but distinctive pattern and .:onscq!tenny :! m~"ns 
of interpretation is found so that some explanativn car: be 
given for reflections from such constrictions. 
The authors suggest that the ideas presented ar~ appikable 
to the study of reflection behaviour generally. They olier 
an advance on traditional techniques, are simple to apply and 
can be used on-line. 
For the musically inclined, the reflection ~h::;::e> 
occurring at constrictions may give some' insight into the 
behaviour of the sound holes in the bellies of stringed mu>i~;.l 
instruments. 
2. THEORY 
An understanding of prbs adequate for the needs of this 
paper may best be obtained by considering Fig I. Briefly. a 
prbs has only two levels k.ld may switch between ievcis oniy 
at certain fixed intervals of time which are integer multiples 
of a basic interval of time known as a bit. The sequence is 
random for a definite 'period' wh1ch contmuously repeats 
itself in a cyclic manner. Full description and exact forms of 
prbs may be obtained from the literature.S The prbs used in 
this experiment had a IS-bit sequence of length T and a bit 
length /l.t. It has the form as shown in Fig Ia. One important 
property of a prbs is that its autocorrelation function is a 
series of triangular 'spikes', the first 'spike' being at zero time 
displacement. Similarly, a prbs, Fig Ia. cross-correlated with 
a delayed version of itself, Fig lb, the amplitudes not 
necessarily being the same, will give a cross-correlogram with 
the first spike delayed as shown in Fig I a. 
(T11 3' 
Reed, Ali and Gill 
Fig 2 Schematic arrangement of 
experimental layout showing prbs 
pressure pulses generated by 
interrupting a jet of air. 
Air jet 
--
Considering the experimental layout, Fig 2, the injected 
prbs pressure pulse disturbance at A may be represented by 
x(t/, Fig Ia, where tis a time variable. What the wave at C 
would be if the prbs were unaltered by the reflection at B is 
represented by y( tj, Fig I b. The actual reflection, with a shape 
to be determined. is represented by z( t}, Fig I c. It is assumed 
that reflections from sharp fronted waves both compressive 
and rarefactive. behave in the same manner for the same size 
of amplitude. Considering Fig I c, A represents the time, and 
q(A) the amplitude. at any point on the reflected wave front. 
Both 11. and q(A) are measured from the origin of the 
wavefront and the time for establishing the wave is such that 
it is less than !:J.t. 
The cross-correlation function of x(t) and z(t) may be 
written 
T 
cfix:fr) = ~ f x(t- r) z(t) dt 
T 0 
... (1) 
whete r represents a time delay in x( t }. The limits of 
integration may be used as shown since both x(t} and z(t) are 
periodic in timeT. Fig le represents cfixz(T). 
In order to interpret the cross-correlogram, it is necessary 
to consider the steps required to obtain that cross-correlogram, 
viz: 
I. The signals xft} and z(t) are sampled and digitized at 
equally spaced time divisions each of length ot such that 
T= not. 
2. The corresponding values of x(tj and z(t) are multiplied 
together over a period T and the average value obtained. 
Since x(t) has only values of 'one' or 'zero', this can be 
simplified by merely adding together appropriate 
.values of zit} and dividing by n. This gives one value of 
the aoss-wrrelation function. 
3. The signals are now displaced relative to one another by 
a series of time delays T and the process repeated so that 
a complete cross-correlogram can be plotted. 
Hence 





for values of z(t- r;l when x(t) =I. From the evaluation of 
equation (2) it is found that l/lxz(T) is constant except for the 
range where T lies between T 1- At and T 1 + 2At. 
32 IT2l 
II-i.:~: ..:·.~ .,_r 
·-CI~f~ ~~ :·~;(:.. 
' 
Consider the range r 1 - /::;.t ~ r ~ T 1 
¢.ufr1- tlt +A)= <lix:(r1 - tlt +X- Oi) 
2q(Ai- 2 ia ·- q(AI l + 2c: 
+---------
II 
Rewriting and using T =not gives: 
47 
.. _,_: 
tPxzfTI -At+ A}- l/lx:fr 1 -At+ A- ot) 4qrXJ 
ot T 
.. ,.;, 
If fit is small then in the range T 1 ·· D.t "( T.;;; T 1 !he s!ope cf 
4q(AJ 
rf>:·cz(T) = --
T ... t: 
In practice. correlation is done on a proprietary correlator 
and so it is more useful to write equation ( 5) as th~ slcpe of 
where Cis a constant dependent upon the correll!<" s.:ttin;>. 
Similarly it may be shown that, in the range 
T1 < r ~ r 1 + t:.t, the slope of 
rf>xzfr I= Cia - 2q(A)I . , 
and that, in the range r 1 +At< r ~ r1 + 2/::;.t. the slope of 
l/lxzfT) =Ciq(A)- ai .I'· 
It follows that by dividing into three zones, each of 
length t:.t, that part on the cross-correlogram corresponding!·: 
the reflected wave and measuring a series of slopes then q(/1 · 
may be deduced. The absolute magnitudes of the reflected 
wave may be obtained by comparison with the amplitude of 
the incident wave which may be similarly obtained from th~ 
cross-correlogram. 
3. EXPERIMENTAL METHOD 
The technique of prbs pressure pulse testing is fully 
described in References 6, 7 and 8. Considering Fig 2, the 
pulses are injected at A. The pressure signals at A and C are 
cross-correlated and the correlogram shows representative 
'spikes' at each time delay for which the pulses take to reach 
C, either direct or by reflection. The orifice at A is tuned to 
minimise reflections from this end so that third and 
subsequent 'spikes' on the correlogram can be neglected. 
Correlograms were taken by pen recorder direct irom the 
correlator. Computation from the slope of this correlogram 
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Fig 3 The values of the reflected wave amplitude are 
calculated from the formula: 
Slope of reflection wave spike 
x Amplitude of incident wave 
Slope of incident wave spike 
was used to indicate the shape of the reflection wave. The 
shape was sketched from points of most significance on the 
correlogram, ie. steady state, maximum value, etc, and the 
values normalised by comparison with the amplitude of the 
incident wave obtained from the same correlogram. Fig 3 
gives an example using the correlogram of the 3mb incident 
wave given in Fig 4. 
Nominal absolute values of the incident wave amplitude 
were obtained from an oscilloscope trace. 
4. DISCUSSION OF RESULTS 
The experiment demonstrates an approach that enables 
the shape of the wave, reflected from an opening, to be 
predicted for a steep fronted flat-topped incident wave of 
known statistical properties. Using an incident pressure wave 
in the form of a prbs is shown to be extremely effective and 
is the only practical way yet known to the authors for waves 
of small amplitude. 
Fig 4 shows clearly the well-defined trend of the reflection 
spike in the correlograms for the series of tests undertaken. 
Fig 5 shows the estimated wave shapes as computed from 
these correlograms. If the shape •lf the ret1ected wave had 
been similar to the incident wave then the respective part of 
the correlogram would likewise have been similar: this 
difference is asLTibed to the changed shape of the reflection. 
The opening chosen was such that if it had been sharp-edged, 
a non-reflecting condition could have been obtained within 
the pressure range of testing). 4 It is seen that there is always 
an initial pressure change of the same polarity as the incident 
wave whatever the final value of the steady pressure state. 
This indicates that tuning for a non-reflecting state is not 
possible with end constrictions of finite thickness. It is 
suggested that for a sharp-edged orifice this initial pressure 
overshoot becomes undetectable. 
Earlier experiments using a sharp-edged orifice3,4 showed 
that reflection behaviour was dependent upon incident wave 




amplitude. It can be seen that this condition still applie> with 
the introduction of a constriction of finite thkkncss indkatir.; 
that reflection behaviour is influenced by both orifice 
geometry and incident wave amplitude. 
t--- Incident WOVIZ----1 
"spikrz" 
1-- Retlectecl wave--i 
"sp1ke" 
Fig 4 Cross·correlograms (full scale 333 ms) 
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PSEUDO-RANDOM BINARY-SEQUENCE PRESSURE-PULSE TESTING IN THE 
STUDY OF FLOW BEHAVIOUR 
E.W. Reed*, K.F. Gill+ and M.A. Ali+ 
A technique has been developed which is described 
by the authors as "pseudo-random binary-sequence 
pressure-pulse testing" for the investigation of 
difficult flow problems. 
The aim of the paper is to demonstrat the 
technique, since it is believed that it will be 
of use to workers in the field of multi-phase 
flows in which traditional measuring techniques 
are so difficult to apply. It will be shown in 
the paper that the technique is easy to apply and 
that it is robust and reliable. 
INTRODUCTION 
50 
Traditional on-line measuring techniques applied to two phase flc·.: 
systems containing gaseous and solid particle streams have limite~ 
value since the presence of solid particles can cause structural 
damage or block entry passages to the moni taring devices cornmonly 
used. The technique of pseudo-random binary-sequence (p.r.b.s.) 
pressure-pulse testing is a possible general means of making 
measurements in such fluid systems. It is easy to apply, it is 
robust in structure and it gives results that can be uzed wit~ 
confidence. It enables on-line measurements to be made that 
previously have been unobtainable. 
The phenomena of gas-solids flow occurs throughout industry 
in such applications as the pneumatic transportation of foods, 
fertilisers, ceramics, cosmetics, chemicals and so on. Since i~ 
the study of gas flow the sonic velocity and Mach number are of 
fundamental importance, attempts have been made to retain these 
concepts in the understanding of gas-solids flow phenomena. The 
sonic velocity concept makes the gas dynamic equations more 
compact and indicates the boundary at which the choked flow 
condition occurs. A mathematical model describing a two phase 
flow system would help in the interpretation cf this behaviour in 
many physical processes. To help in the building of this model, 
experimental work is described which measures the sonic velocity 
in a two-phase flow system that to date has only been predicted 
theoretically. 
*Department of Mechanical and Production Engineering, The Poly-
technic, Leeds LSl 3HE. 




Clearly an effective on-line means of measuring this sonic 
velocity was required if the assumptions made in the derivation of 
these models were to be substantiated. The p.r.b.s. pressure 
pulse testing technique was developed initially as a practical 
method of measuring this sonic velocity parameter in an air and 
polystyrene particle stream(Gill and Reed (1972)). Because of the 
inadequacy of the gas-solids flow rig available subsequent work 
has been limited to clean gas flows. A series of original 
experiments was conducted in order to gain extra insight. Apply-
ing the technique has enabled measurements to be made which had 
never before been obtained. 
The experimental results did demonstrate that the application 
of p.r.b.s. pressure pulse testing makes possible continuous on-
line measurements to be made with minimal interference to the flow 
system. This is a method that is useful and practical in both an 
experimental and industrial environment. 
METHOD 
The method is to inject, into the system under test, small ampli-
tude pressure disturbances of a controlled nature and investigate 
the subsequent behaviour of these pulses by statistical processing. 
These pulses are described by a pseudo-random binary-sequence (p. 
r.b.s. ), Fig. 1., which has the special property that its auto-
correlation function is a series of well defined triangular spikes 
of base width 26t and period N~t, Fig. 2. 
The p.r.b.s. pressure pulse generator used basically consists 
of a fine jet of air interrupted by a specially slotted disc and 
directed into the system being tested Fig. 3. The pressure 
signals are detected by robust piezoelectric transducers which can 
be mounted in the wall of the duct. 
The choice of ~t is a compromise between a sharp spike for 
the autocorrelogram of the p.r.b.s. signal and limiting the ba~d­
width of the spectral distribution to be approximately half of the 
natural frequency of the measuring transducers. This is necess-
ary to ensure constant transducer sensitivity within the spectrum 
of the injected p.r.b.s. signal. The line spectrum of a p.r.b.s. 
is shown in Fig. 4. 
1. Sonic Velocity Measurement in Gas-Solids Flow 
The p.r.b.s. pressure pulse disturbances was injected at 
station A and detected at station B, Fig. 5. Cross-correlating 
these two signals resulted in a correlogram showing a peak shifted 
from the origin by a time corresponding to the transport delay of 
the disturbance travelling between stations A and B. 
The output from most physical systems will be corrupted by 
additive noise and in practice it is necessary to correlate over 
several cycles to obtain a well defined correlogram. To measure 
sonic disturbances, it is essential to inject very small amplitude 
pressure pulses which inevitably will be swamped by the noise 
inherent in a gas-solids system, and the important advantage of 





Some experimental results are presented, Fig. 6, and compared 
with those obtained from theoretical work (Cole et al (1969 )). ~:-.e 
marked discrepancy between the experimental and theoretical val~es 
led to a thorough investigation of the validity of the experime~­
tal technique. 
Firstly, a complete study was made of acoustic behaviour fc~ 
air alone and all the accepted values were measured to a good 
degree of accuracy using this experimental technique. 
Secondly, it was thought that there could be a thin layer r~ 
virtually uncontaminated air around the inside of the pipe, 
through which the disturbance travelled, but a comparison with 
readings taken with probes at various depths within the pipe 
showed no evidence of this. 
A third possibility was that the disturbance could be trave~­
ling within the pipe walls; replacing the transporting pip~, whi:~ 
was made of brass, by one made of polythene gave the same result~, 
as would be expected, since the sonic velocity in a solid is muc~ 
higher. 
A fourth possibility was that there was a time lag between 
the input signal as recorded and as it just entered the pipe, b~: 
a cross correlation between these two points revealed no detect-
able time shift. 
A last possibility could be, of course, that the mathematic~: 
concept of sonic velocity is not applicable as modelled(Cole et ~~ 
( 1969 )) for the two-phase flow system tested experimentally. 
2. Mean Velocitl Measurement of Pulsating Gas Flows 
<Reed et al ( 973 (a) (b))) 
Using both p.r.b.s. pressure pulses and natural disturbance~ 
it has been found possible to obtain accurately mean velocities :~ 
fast flows by differencing the propagation velocity and the soni: 
velocity. This represents a major contribution to a region whe~~ 
established measuring techniques are extremely cumbersome. The 
results of these tests are shown in Fig. 7. 
From the results obtained so far, and considering all the 
attempts already made by other workers, leads one to the general 
conclusion that the large errors, associated with metering pulsa-
ting flows by a duct constriction, are so complex and far from 
being understood that this alternative approach to metering these 
flows is the more profitable. Even if these errors were under-
stood it is likely that the monitoring equipment, necessary to 
take these errors into account, would be complex and far removec 
from the simple manometry used in steady flow measurements. 
3. Production of a Non-Reflecting Air Duct (Reed et al (197ll )) 
There is a time delay between incident and reflected waves 
and hence individual spikes, corresponding to each wave sequence, 
appear uniquely on the correlogram. Consequently, it has been 
found possibl~ to monitor reflection behaviour and tune the end c~ 
an air duct so that no reflections occur, Fig. 8. This creates 
G4 
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the infinite pipe much postulated in the text books. 
The main points to note are that for tuning to be at all 
possible, the following conditions must apply: 
(i) the end of the pipe must terminate in a sharp edged 
orifice; 
(ii) the incident wave must be binary in nature and have _ 
specific value of amplitude for a given pipe-ori~ice 
geometry. 




4. Determination of Reflectic~: Coeffici~:1ts at the ::.n::: o:i _ ~'uc: 
(All. et al (1973 (aJ )J 
The height of the spikes appearing en the correlcgrarn are a 
measure of the amplitude of the corresponding \·laves. It f.:llc.-;s 
that reflection coefficients can be esti~ated from t~e heig~ of 
the appropriate spike, Fig. 2. 
=t is shewn that this met~od enac1es refl~cti0~ ccefficie~:s 
to be measured with considerable ease fer waves of small a~pli~~de 
The established method is to set up a standing wave withi~ :he 
pipe system and infer the reflection coe~ficient from the 2~a~1in; 
wave ratio. It is shown that reflection coefficients are decen-
dent uoon constriction size and incident wave amolitude. As the 
condition for minimum reflection is approached f~r smaller orifi-
ces ~he reflection coefficient is particularly sensitive tc 
changes in incident pressure wave amplitude, thus ruling out the 
possibility of some wave testing within this region. 
5. :J~her Studies 
(i) The concep-: of the "reflecticn ~ce~~:.ciE-nt ~:""' ·~-')~"::'~·:;-
~i::r." !"las been sho\AJ!! t·=' exi~t :"'-:·!" "."JC..".tes Q:;..., ::;:nc..ll 2-~ul:.:·..:.-:.~ ::.  .:~:. ;:;-~ 
al (J..973 (a))). This coefficient was £'cunC to lie tet~ .. :e~:: ~: . .:-~ 
and C.67. Previously no such experireental evidence was a7ailat!e 
since the established experimental techniques were li~ited :o 
waves of large amplitude (7). 
(ii) The hypothesis of Baird and Bechtold (1952) t~a: a d~c: 
constriction possesses second order dynamic characteristics cf ~he 
same form as a Helmholtz resonator is shown to be without suts-
tance (Ali et al (1973 (b))). These dynamics are shown to exist 
for a Helmholtz resonator when subjected to p.r.b.s. pressure 
pulse testing but when applied to a duct constriction no evidence 
of the existence of acoustic dynamics could be found. The only 
suggestion about the phase shift measured by Baird and Eechtcl~ is 
that their experimental procedure was inadeq~ate. 
DISCt;SSION 
The results of the thorough investigation initiated because of the 
discrepancy with the theory ~ole et al (1969», has validated p.r. 
b.s. pressure pulse testing. The outcome is to establish that 
the answers produced by this method were essentially correct and 
that the theory must therefore have been at fault. This has led 




by the workers at Leeds University (Marquand, WardW. A broad 
conclusion that was drawn was that the sonic velocity within a 
gas-solids system was little influenced by the solids loading. 
This leads one to believe that it may be possible to devise a 
means of measuring the velocity of the gas flow, within a fast 
gas-solids flow system, by the principle of differencing sonic 
velocity measurements as has been demonstrated for the measurement 
of pulsating clean gas flow. 
It was noticed that the amplitude of the peak of the corre-
logram diminished as the solids to gas flow rate increased. It 
is felt that this is a line of research worthy of pursuit as it 
would seem to offer a ready means of monitoring solids flow rates. 
This is a region of measurement which at present is veyoy inade-
quate. For non-steady flow regions, air box damping is totally 
unacceptable since the box would be filled with solids and at 
present no technique for such gas flow measurements is available. 
Experiments on end reflection behaviour produced seveyoal 
important results. The most significant, as far as further 
experiments on acoustic work is concerned, is the discovery of a 
means of tuning a pipe system so as to eliminate end reflecti~ns. 
This has not only enabled the series of experiments, illustrated 
in this paper, to be carried out but should help other experimen-
ters in this field of study. 
In addition to the useful information shown in this papeyo the 
tests indicate the potential of p.r.b.s. pressure pulse testing 
as a general means of obtaining measurements in fluid systems. 
The technique is seen to be easy to apply, it uses robust equip-
ment and gives reliable results. It has enabled measurements to 
be made which previously were unobtainable. 
APPENDIX 1. 
Correlation Theory For Velocity Measurement 
Consider any continuous disturbance travelling al~ng a p~;e 
from A to B as shown in Fig. 5. Assume the signal recorded a~ 
A is x(t) and the signal recorded at B is y(t) then the cross-
correlation function defined as ~xy(T) is: 
Limit 1 
T .... .., 2T 
+T f y(t)x(t+T)dt 
-T 
where T is a time delay between x(t) and y(t). 
(l) 
For such a function ~xy(T) a maximum value will occur at some 
time delay T = T which gives a measure of the time necessary 
max 
for the continuous disturbance to travel from A to B in Fig. 5. 
This value enables the velocity of the disturbance to be evaluated. 
If a small steep fronted pressure disturbance is introduced then 
the value of T = T measured will enable the sonic velocity of 
max 
the fluid system to be found experimentally. 
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signals as functions of t 
time s 
length of time sample s 
time delay s 
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6. 
q, xy ( t) = cross-correlation between functions x(t) and y(t). 
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Fig. 2. Autocorrelogram of sequence shown in Fig, 1, 
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The measurement of pulsating gas 
flow velocities using pseudo-
random pressure pulses 
by *E. W. Reed, tM. A. Ali and t K. F. Gill 
Demonstrated is an experimental means of measuring the mean 
jluw velocity of a pulsating gus flow without the use of pipe 
constrictions. Small pseudo random binary sequence pressure 
pulses are injected into the flow. Correlation techniques are 
used to determine the ~·elocity of propagation uf these pulses 
from IVhicil the mean gas j7ow velocity can be calculated. 
The method is shown to be especially efj"ecti1·e for high·1•e/ocity 
pulsating J]uws where measuring techniques at the present 
time are inadequate. 
INTRODUCTION 
The fluid dynamic behaviour associated with steady gas 
flow through pipe constrictions is understood and the mathe· 
matical descriptions which have been derived for the flow 
conditions existing are sufficiently detailed for most 
pra.:tical requirements. 
Pulsating gas !lows are common in practice and invariably 
occur when there is any rotating or reciprocating machinery 
within the system. The standard method of metering such 
flows is to first damp out the fluctuations with one or more 
air boxes and then use a steady flow measuring device. This 
method is adequate for low flow rates but as the flow rate 
increases so. of necessity, do the dimensions of the air boxes 
until grossly inconvenient sizes are reached. 
One method of determining steady flow is from the 
measured pressure difference across a duct constriction using 
the well-known Bernoulli equation. Applying this te.:hnique 
to undamped pulsating flow produces answers with errors 
whi.:h are totally una.:ceptable and many workers have 
unsuccessfully attempted to make corrections for these 
errors.l-1 0 
One cause suggested is that the constrictions have dynamic 
properties which will affect the pressure waves passing 
through the constrictions. 10 The authors have searched for 
these dynamics by developing special techniques for use with 
correlation methods. I 1-14 The results show that these 
dynamics cannot be found to exist within the range of their 
tests which was for pressure waves of amplitudes below 6 m 
bar and frequencies below 400Hz; this is in fact a contra· 
diction of results produced by previous workers using Ie~s 
sophisticated techniques.IO The conclusion is that an 
alternative approach to constriction metering is necessary for 
determining the velocities of pulsating gas flows; one possible 
• Lecturer. Depanment of Mechanical and Production Engineering. 
The Polytechnic. Leeds LS1 2HE. 
t Research Student, Depanment of Mechanical Engineering, 
The University, Leeds LS2 9JT. 
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method of use to the practising engineer is described in this 
paper. 
THE BASIC TECHNIQUE 
The principle involved is that of measuring the absolul~ 
propagation velocity of a sonic wave travelling within the 
pulsating gas flow. This velocity will have a value given by the 
algebraic sum of the gas velocity and the relative sonic velocity. 
The relative sonic velocity can be cakulated from the gas 
temperature, so allowing the gas velocity to be determined. 
It is clear that this method will be the more accurate as the 
gas velocity increases but it is precisely in this region where 
the present measuring difficulties lie. 
A method of measuring the sonic velocity within fast 
pulsating gas flows within a pipe is to adopt the method 
already developed for measuring sonic velocities within 
relatively slow gas-solids flows. IS, 16 This method is to inject 
artificially produced small pseudo random binary sequence 
(prbs) pressure pulses into the flow and cross correlate the 
pressure signal from the input with that from s~me statwn . 
along the pipe. The time shift of the first peak trom the ongm 
on the crosscorrelogram gives the transit time of the pressure 
pulses from the input to the measuring station. The main 
advantages of this technique are that the correlogram is 
effectively independent of the natural pressure pulsations and 
incident and reflected waves can be identified since prbs 
signals correlate to give clearly defined and spaced out, 
triangular spikes.11.12 
The pressure signals are monitored by sensitive piezoelectric 
pressure transducers. The prbs pressure pulses are produced 
by a specially developed generator consisting of a slotted disc 
which revolves so that it interrupts a fine jet of high-pressure 
air directed into the flow (Fig I). The disc is slotted in such 
a way that the interruptions cause a series of pressure pulses 
to be generated in the pattern given ideally by Fig 2. 
Previous experimentsl4 have shown that the amplitude of 
these pulses is of the order of 3 mbar and that the mass flow 
rate of air added is less than one part in a thousand. 
EXPERIMENTAL METHOD 
The rig available was one used at Leeds University for 
general experiments on pulsating air flow. A schematic layout 
is shown in Fig 3. As shown. a British Standard orifice was 
available in order to compare measurements. Because of the 
non-uniformity of velocity from C to A, the transit time from 
A to B was calculated from the difference of the transit times 
between C to Band C to A. A typical crosscorrelogram is 
shown in Fig 4. Direct correlation between A and B would 
have produced no useful information since the prbs was uf 
much smaller amplitude than the pulsating pressures occurring 
MEASUREMENT AND CONTROL, Vol7, September, 1974 
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within the jet. The exact mechanism of this behaviour is not 
fully understood. Nevertheless, the pulse amplitudes wc1e still 
sufficiently small to make the use of a high resolution 
proprietary correlator ne.:essary. 
DISCUSSION 
Fig 2 Output waveform from the prbs pressure pulse generator 
The results indicate that the usc of small artificial pressure 
disturbances in the form of a prbs is an a~:ccptable method for 
estimating fast mean stream velocities in pulsating gas systems . 
Comparison of measurements with a Brit ish Standard orifice 
metering method shows close agreement, especially with 
in~:reasing velocities (Fig 5 ). It is seen that as the velodty of 
flow decreases so the divergence between the two sets of 
results increases. It is expected that inaccuracies would 
within the gas stream. The mean flow veio..:ity vis ..:a kula ted 
from the formula 
dist:mce AB 
IJ = ------------------------ - a 
transit time between A and B 
where a = 20v7 m:s is the relative sonic vclo..:ity in air and 
Tis the temperature in degrees Kelvin. 
The high pressures within the duct prevented the injc.:tion 
of prbs pressure pulses using the available generator. This 
was overcome by injecting the disturbances over the outlet of 
a nozzle. Previous work. as yet unpublished, showed that 
pressure disturbances originating outside a jet were amplified 
increase as the velodty decreases sin.:e the difference bct\wen 
absolute and relative sonic velocities will decrease thus making 
more significant any measurement errors. It is suggested that 
this method as it stands would be unsuitable for velocities 
much lower than those recorded. However. it is in the higher 
mass flow regions where traditional methods are least efkctive. 
The mdhou of inje.:ting the pressure disturban.:es made i1 
ne..:essary to use the propagation velo..:ity in the direction uf 
flow. Results over shorter duct lengths maintaining the same 
accuracy would be possible by using the propagation vclod:y 
measured against the direction of flow. Measuring with and 
against the direction of flow makes possible flow m~asure:nent 
without the calculation involving the velocity of sound which 
..:auld be a cause of considerable error in low velocities. 
Burden-tub" p.r.b.s. input 
~~~i:===:==:=====:=j~.e ~:~~~~~5~·0~4~cm~d~ia~m_e~t~e_r~d~uc~t Alrf~m suppy ~ ::: I ~' 
Pressure-regulator Valve Sonic nozzle 
e2 54 em diom<lt"r duct 
I 
Stat1onA 
• Direct1on of flow -
I 
Plane of the pulsator 
Fig 3 Schematic diagram of the experimental rig BS or1fice 
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Fig 5 A comparison of velocity measurements 
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The artificial disturbances used were of small amplitude 
since the authors wished to utilise the existing generator. 
40 
If the monitoring equipment had been less sensitive then it is 
suggested that the use of larger amplitudes of pressure dis· 
turbances would have produced results equally as good. 
The natural turbulent pressure disturbances. to the best of 
the author's knowledge, have not been used in flow measure· 
ment. This is attributed chiefly to the non-stationary 
phenomena assodated with turbulence. ie. the constant 
changing pattern of the resulting pressure signals due to the 
breaking down of the eddies. However. the use of inherent 
pressure pulsations could possibly be to infer applied mean 
gas flow velocities provided that wave reflections between 
the monitoring stations, due to geometrical duct disconti· 
nuities, are not pronounced. 
Previous experimentsll-16 indicate that the prbs pulses 
are small enough to allow amplitude effects upon the velocity 
of sound to be neglected and that the only errors likely in 
the measurement of this parameter would be due to tempera· 
ture fluctuations. The thermocouple will give the mean 
348 (T72) 
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temperature of the gas stream and, providing the reading 
remains sensibly constant, the average relative sonic velocity 
may be deduced. Cross correlation is also a time averaging 
technique and again it is the average absolute sonic velocity 
which is determined. 
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THE EFFECT OF MASS FLOW RATE ON THE 
REFLECTION BEHAVIOUR OF SMALL-
AMPLITUDE PRESSURE WAVES FROM DUCT 
TERMINATIONS 
M.A. Alit K. F. Gill:j: B. W. Imrie§ 
This paper describes an investigation of the reflection characteristics of small-amplitude pressure waves in the 
presence of steady flow in a duct. A correlation technique employing pseudo-random binary-sequence (p.r.b.s.) pulses 
is introduced. A theoretical model of the process is presented together with considerations of correlation analysis. The 
results show agreement between the experimental results and the model; they further indicate that, in the presence of a 
steady flow component, there is a significant effect on the reflection behaviour of plane pressure waves for a reduction 
in the area terminating a duct. 
The experimental technique is effective at very low flow velocities (Mach number= 0·02. Reynolds number = 30 x 
I O') and establishes a linear relationship between a reflection coefficient and a non-dimensional mass flow number. A 
reftection coefficient of flow is introduced as an appropriate parameter for such conditions. 
The procedure could be applied to a wide range of industrial processes to determine flow coefficients of duct elements 




Previous methods of analysing the mechanism of wave 
action at geometrical discontinuities, using the shock-tube 
technique. have been applied to waves of finite amplitude. 
The pressure records were analysed on the basis of the 
nonlinear relationships developed theoretically by Ban-
nister and Mucklow (I)" and tested experimentally by 
Mucklow and Wilson (2) for the two limiting conditions of 
open and closed ducts. 
representing a train of pressure pulses superimposed on :1 
steady component representing a mean flow value. 
Earles and Zarek (3) compared their experimental 
results for the reflection of pressure waves at sharp-edged 
orifices with Nesbitt's (4) theoretical predictions. On 
comparing their experimental results with theory, a 
discrepancy was noted that appeared to be dependent on 
the area ratio; they attempted to explain this by 
introducing the concept of 'the reflection coefficient of 
contraction', which can be determined only from experi-
ment. The indication is that the actual reflecting area of 
the constriction is not the physical area of the opening but 
rather a smaller area characterized by 'the reflection 
coefficient of contraction'. 
Trengrouse, Imrie and Male (S) introduced a concept 
based on the area ratio of a theoretical isentropic 
convergent nozzle similar to that of a sharp-edged orifice 
plate for the same measured values of incident pressure 
wave amplitudes. 
Working in a much smaller range of amplitudes, Ali, 
Reed and Gill (6) introduced a correlation method for 
investigating the reflection behaviour of small-amplitude 
pressure waves. 
In all the reported cases, however, the effect of end 
constrictions on wave reflection has been studied in the 
absence of steady flow. A more general situation would be 
the presence of an alternating component of flow 
The MS. of this paper was re~eived at the Institution on 26th May 
1976 and areepted for publi~ation on 26th January I 978. 
t Department of M«hanica/ Engineering, A 1-A :har University, Cairo. 
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This study is aimed at determining the extent to which 
the small pressure-wave reflection behaviour is influenced 
by the presence of a steady component of flow for a rlxed 
differential pressure-wave amplitude of the order of 0·008 
bar. 
1.1 No tatlon 
a Local acoustic speed 
A Duct area 
Cds Steady flow discharge coefficient. including 
compressibility 
Cr Reflection coefficient of flow 
d Diameter of constriction at end of duct 
D Duct diameter 













, ,;,aQ \ 
Mass flow number ~ = Apo ) 
Mass flow 
Constriction/duct area ratio 
Reflection coefficient 
Total particle velocity 
Reynolds number 
Static pressure (absolute) 
Pressure wave amplitude 
(p/p,)ll7 
11/a, 




ljl AA (r) 
ljl AB(r) 
; Pressure wave amplitude ratio ( =P/p,) 
Subscripts 
a Ambient condition (atmospheric) 
i Incident pressure wave 
n Superposition of incident and reflected waves 
o Total head condition 
r Reflected wave 
s Duct condition 
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2 THEORETICAL CONSIDERATIONS 
In the theoretical model, a static pressure term is intro-
duced to allow for the presence of a steady flow com-
ponent, so that its effect on wave reflection from a 
constriction termination of a duct can be established 
(Fig. 1). 
For an incident pressure wave (p1) propagating in a 
medium air (;· = 1-4) of absolute static pressure (p,), 
density (p,) and particle velocity (u,), the particle velocity 
following the passage of the wave is given by 
Y1 =5(x1-1)+M, (I) 
Immediately upstream of an isentropic nozzle, at the 
plane of superposition, 
Y" = 5(2x1 - x0 - I)+ M, (2) 
From superposition of the absolute static pressure 
following the interaction of the incident wave with the 
plane of the nozzle, 
(3) 
From consideration of mass continuity across the 
nozzle. 
PnAnun = p,A,u, 
that is, 
y; = x.io·x;•o (1/ml)~ (4) 
Assuming quasi-steady flow, from energy considera-
tions, 
(5) 
Combining (4) and (5), it can be shown that 
5x;- x; = Y; ( x~~2,;- 10 - 1) (6) 
For waves of small amplitude, using the binomial 
expansion, the following approximation can be made: 
(
p ,: 
Xn= t) =I +t<l>n 
Cl>n = <l>i + <1>, = <1>1(1 + K) 
Plane of p.r.b.s. Plane of nozzle 
gleratorDuct diameter= 32·45 mm
0
r oriHr 
I A ( 
Fig. 1. Pressure diagrams of wave propagation and reflection 
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where 
K = <1>,/<1>1 = P ,/P1 
Substituting in equation (2) gives 
Y; = [M, + t<I>1(1 - K))2 (7) 
Combining equations (6) and (7), the following 
equation is deduced: 
[M, + ;1/11 (1- K)J2[1 + ~1/11 (1 + K)] 
l X (I + Jt!.J,) 
m = (8) 




Introducing the 'reflection coefficient of flow', C1, the 
equation for orifice plates would be 
[M, + ;1/11 (1- K))2[ I + l.j!i/11(1 + K)l 
X (I + .!_QJ ) 
Clml- , ' (9) 
r - !M, + ;1/11 (I -K)J2 +[~t/>1 (1 + K)] + .!f-L1, 
The reflection coefficient of flow, c, is a measure of 
effects that modify the theoretical prediction of flow 
through an orifice. The process of reflection of small-
amplitude pressure waves is dependent on flow and state 
parameters, on the geometry of area change and on the 
nature of the actual path lines or streamlines (in steady 
flow). The correlation process of sampling statistically the 
information of controlled sequences of identifiable pres-
sure waves converts the data into an appropriate 
coefficient. 
3 EXPERIMENTAL METHOD 
In Fig. 2, pseudo-random binary-sequence (p.r.b.s.) 
pressure pulses are injected at the end A of the test duct 
using a 63-bit sequence p.r.b.s. generator. The pressure 
signals at A and B are cross-related, using a proprietary 
correlator, so that the cross-correlogram shows a 
representative spike at each time delay equivalent to the 
transport lag for the pressure pulses to reach B either 
directly or by reflection from the end of constriction. The 
ratio of the amplitude of the second spike to that of the 
first spike will give the numerical value of the appropriate 
reflection coefficient (K) from the duct end termination at 
D (cf. Fig. 7). 
Compressed dry air was supplied from a high-pressure 
receiver and the rate of mass flow through the apparatus 
was controlled by a pressure-regulating valve installed at 
approximately 40 pipe diameters upstream of the metering 
orifice. The orifice itself is square-edged and made in 
accordance with BS 1042:1964, with D and D/2 pressure-
tapping positions. The differential pressure across the 
orifice was measured using a U-tube vertical manometer. 
The temperature and the static pressure, upstream of the 
metering orifice, were measured using a thermocouple and 
mercury manometer, respectively. This metered How then 
entered the test duct immediately upstream of end D. 
Experiments were carried out for one pressure-wave 
amplitude of 0·008 bar approximately and for five 
different orifice sizes and two quadrant nozzles made in 
accordance with BS 1042: 1964. The quadrant entrance 
nozzles were used to simulate 'ideal' flow contraction to 
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Pressure regulator 
Duct diameter= 25·4 mm 
..--- air ( 




stead}~ ~3·35 m 
p.r.b.s. disc 
Correlator 
3·35 m ---------1 











Fig. 2. Schematic diagram of the experimental rig used in the 
presence of steady flow component 
Table 1. Dimensions of constric-
tions used in investigating the 
wave reflection behaviour in the 
presence of steady flow (D = 





















provide an exact comparison of the theoretical results with 
those obtained from experiment. All the duct end 
constrictions were calibrated under steady How conditions 
to determine the steady ftow discharge coefficients. 
Dimensions of the end constrictions are given in Tabie i. 
The reflection behaviour was investigated using pseudo-
random binary-sequence pressure waves of controlled 
amplitude, which were injected at end A of the test duct. 
The line pressure upstream of the p.r.b.s. generator was 
regulated to maintain the pressure pulse amplitude 
constant over all ranges of rates of mass How used. This 
was monitored by using the same settings for the charge 
amplifiers and the correlator and by adjustment to 
maintain a constant height (amplitude) for the first spike 
of the correlogram. A check was made with oscilloscope 
traces recorded at B for the 'tuned' end condition. 
4 RESULTS 
To confirm that no wave attenuation occurred within the 
duct for the range of rates of mass How used, tests were 
conducted to estimate the reflection coefficients for the 
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Fig. 6b. Variation of the reflection coefficient of flow with RN (for orifices) 
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Table 2. Comparison of the variation in the steady-
flow discharge coefficient (C.J and the reflection 
coefficient of flow (C1) with Reynolds number for 
nozzles of area rations m = 0·084 and 0·067 
Nozzle area ratio= 0·084 







Nozzle area ratio= 0·067 





















duct open end in the presence of steady flow. Fig. 3 shows 
typical cross-correlograms for the open-end condition, and 
it is seen that there is no appreciable wave attentuation. 
Figs 4a and b show typical experimental cros~-correlo­
grams for a sharp-edged orifice plate (m = 0·221) over the 
steady flow range used. It can be seen from these 
correlograms that. for any particular test, the amplitude of 
the first spike was kept constant for a constant p.r.b.s. 
pressure-wave amplitude. The correlograms further indi-
cate that the introduction of steady gas flow into the sys-
tem has a significant effect on the behavior of reflections 
from terminating duct constrictions. The range of such 
variations in magnitude and polarity of the reflection 
coefficient is demonstrated in Fig. 5. This figure 
graphically displays the variation of the reflection 
coefficient with the mass flow number (MN) for different 
orifice-area ratios. 
The variation in the reflection coefficient of flow 
estimated from equation (9), after substituting for the 
values of the other parameters with the duct Reynolds 
number, is shown in Figs 6a and b. 
Tables 3a and b compare the steady flow discharge 
coefficient and the reflection coefficient of flow for 
different constriction geometry and area ratios over the 
experimental range of Reynolds number. 
S DISCUSSION AND CONCLUSIONS 
The presence of a steady component of flow in a pressure-
wave (train) transmitting duct is shown to have a 
significant effec.:t on the nature of wave reflections from a 
duct exit reduction in area. The steady flow is accom-
panied by an increase in static and stagnation pressure in 
the duct; the increase in the energy of the flow consistently 
acts to increase the non-flow value of the reflection 
coefficient at the reduction in area. 
For a more generalized interpretation, it is more 
convenient to use a mass flow number, MN, which 
incorporates duct dimensions as well as variations in the 
fluid and flow parameters. Such a mass flow number, MN 
Journal Mechanical Engineering Science © !MechE 1978 
Table Ja. Variation of the steady-flow discharge 
coefficient (C0 J and the reflection coefficient of flow 
(C,) with Reynolds number for orifices of area ratios 
m = 0·069 and 0·126 
Orifice area ratio= 0·069 















Orifice area ratio= 0· 126 























Table 3b. Variation of the steady-flow discharge 
coefficient IC0,) and the reflection coefficient of flow 
(C,I with Reynolds number for orifices of area ratios 
m=0·153and0·221 
Orifice area ratio= 0· 153 
RN x JQ-l c, c •• 
13·85 0·604 0·57 
19·13 0-612 0·573 
23·2 0·64 0·61 
26·27 0·638 0·604 
27·27 0·62 0·591 
30·9 0·64 0·619 
Orifice area ratio= 0· 221 
RN X JQ-l Cr c •. 
14·13 0·582 0·58 
19·3 0·62 0·595 
22-8 0·61 0·581 
26·3 0·64 0-61 
28·9 0-64 0·52 
33-0 0·64 0·618 
= (mao)/Apfl> can readily be shown to be a function of 
Mach number for steady flow of a perfect gas in a duct. 
Inspection of the curves shown in Fig. 5 indicates that a 
linear relationship exists between K and MN for the range 
of orifice sizes tested. As a result, a simple calculation 
enables the direct prediction of K for any given value of 
MN and a particular constriction/duct geometry. This 
suggests that as an alternative, a non-reflecting end 
condition can be achieved with a high degree of con-
fidence, by variation of the steady flow component. 
providing that the non-flow value of the reflection 
Vol20 No4 197ij 
72 
THE REFLECTION BEHAVIOUR OF SMALL-AMPLITUDE PRESSURE WAVES 235 
coefficient is negative. The experimental results have all 
been measured from the screen of the on-line correlator 
with accuracies of the order of 2·5 per cent. 
There are many flow processes in industry that are 
difficult to monitor or calibrate because of pipework 
complexity, interaction of duct elements and the nature of 
the flow or phases ofthe flow. The procedures described in 
this paper could be applied in most situations with minimal 
disruption of the actual flow process. 
Flow through valves and other constrictions could be 
monitored and the How/geometry optimized by in-
terpretation of the reflection coefficient obtained by cross-
correlation. With appropriate development, the reflection 
coefficient could also be used to determine the location of 
leakage flows. 
APPENDIX I 
REFLECTION OF P.R.B.S. PRESSURE WAVES 
From consideration of Fig. 2, the pseudo-random binary-
pressure pulses generated at A will travel along the duct 
with the local speed of sound plus the mean How speed. 
When reaching the plane of discontinuity terminating the 
duct, the pressure pulses are partially reflected and 
partially transmitted. Two possible means are available for 
estimating experimentally the reflection coefficient, K: 
(a) by auto-correlation of the pressure signal at B; 
(b) by cross-correlation of the pressure signal at B with 
that at A. 
Let the p.r.b.s. pulses injected at A be P A(t) and let the 
transport lag for these pulses to travel the distances AB 
and BD be r 1 and r 2, respectively. Neglecting secondary 
reflections, the pressure signal recorded at B is given by 
p8 (1) = PA(t + r 1) + KP A(t + r1 + 2rJ 
The auto-correlogram of a measured pressure signal at 
B is given by 
llfaa(r) = lim U1 + /2 + /3 + /4) 
T-o--x, 
I T 
lz = T i pA(t + r1)· KPA(t + r 1 + 2r2 - r)dt 
0 
J iT 
/4 = T K 1 p"(t + ! 1 + 2rJ ·p,.,(t + r 1 + 2r2 - r)dt 
0 
Since P A(t) follows a p.r.b.s. pattern, the auto-
correlograms formed consist of a set of spikes repeating 
themselves after each cycle time of the rotating disc, as 
shown in Fig. 7. The reflection coefficient (K) is inferred 
from the amplitude ratio of the first spike to that of the 
second, occurring at the time delay r = 2r2• The amplitude 
ratio predicted from the auto-correlogram is given by 
KP!_ K 
(I + K 1)p!_ = I + K 2 









Fig. 7. Auto-correlation and cross-correlation functions for wave 
reflection 
From the cross-correlogram, 
I T 
llfA8(r)= Jim- i [pA(t-r)PA(f+ r 1)dt 
T-ooT o 
+ pA(t- r)KPA(t + r1 + 2rJdt) 
The cross-correlogram will be formed with two spikes 
occurring at time delays r = r 1 and r = 2r2, respectively. 
The ratio of their amplitudes gives a direct experimental 
estimate of K. On both the auto-correlogram and the 
cross-correlogram, the vertical direction of the reflected 
spike relative to that of the incident-wave spike determines 
the reflected-wave polarity. 
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PAPER 5 
Heat Transfer Thro11gh a Piston by 
Electrical Analogy 
By J. E. R. CONEY and K. f. GILL 
A well established theoretical method for evaluating the heat transfer bv 
conduction within a solid body is used to estimate steady and transient heat 
transfer through a typical diesel engine piston. The method is that of using an 
electrical passive network to simulate the mathematical finite difference 
representation of the temperature variation in a solid body. 
MA.l'lY important problems in engin-eering and physics require the solution 
of partial differential equations of the form 
v7'-g (Poissons Equation) where f is an 
unknown scalar function of the space co-
ordinates x, y, and z. In most practical cases 
no rigorous solution can be found and either a 
numerical solution(l) or an experimental 
analogy(2) must be used. The former is not 
normally suitable unless computing facilities 
are available because of the amount of 
tedious computational work necessary to 
obtain reasonably accurate results. Of the 
latter, the most adaptable technique, requir-
ing only a small initial capital outlay to 
obtain a solution, is the electrical resistance 
network analogue(3). 
An important problem which can be 
investigated by use of such a network ana-
logue is that of heat transfer within the 
piston of an internal combustion engine. 
In the design of pistons for engines, it is 
essential that adequate allowance be made 
for thermal stresses, that heat dissipation 
is adequate to ensure acceptable piston 
temperatures and that the temperature 
distribution does not produce undesirable dis-
tortion. Hence, it is essential to have a know-
ledge of how the temperature varies through-
out the piston. especially as engin~ workin~ 
temperatures are continually inc;-e:l5ing due 
to the perpetual demand for higher power-
wei!!ht ratios and efficiencies. 
From the need to determine these tem-
perature distributions experimentally, the 
followin!! methods have been used: 
(a) Te-mperature-sensitive paints: this 
method relies upon the irreversibk coiour 
change of these paints on reaching certain 
known temperatures. 
(b) Hardness recovery: it is known that th<! 
hardness of certain alloys varies with pro-
longed temperature subjection. Her.ce. by 
determining the change in hardness of the 
piston material after a prescribed period of 
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variation through the piston may be made. 
(c) Fusible plugs: small plugs of fusible 
eutectic alloys having a known melting 
point are inserted into the piston crown. 
the pattern being chosen to give a useful 
temperature scan. 
(d) Thermocouples: these are placed at 
predetermined points through the piston so 
as to facilitate the construction of isother-
mals. However, difficulty is experienced in 
monitoring the resultant signals. 
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Fig. 1-L'nstead~· heat tronsff'r across uniform lattice 
used in an attempt to overcome the difficulty 
experienced in monitoring the thermocouple 
signals. Small transmitters are mounted on 
the connecting rod and transmit the signals 
generated by resistance thermometers. 
(f) Electrical analogy: the electrical resist-
ance network analogue is a well established 
device ideally suited for determining theo-
retically the temperature distribution in the 
piston of an internal combustion engine. 
It is the authors' intention to describe the 
application of this method to the determina· 
tion of the temperature changes in the piston 
of a firing engine. 
THEORY 
For completeness it will be shown that 
heat transfer through a body may be simu-
lated bv an electrical network, heat transfer 
in two~dimensions only being· considered. 
The following nomenclature will be used. 
STEADY STATE HEAT TRANSFER RY 
Cm.;DuCTJON 
The general equation for the temperature 
distribution within a body is given by 
a·~ a'IJ a•o ~-c~,-,.aG=O .... (I) 
assuming no heat generation within body. 
If q is the heat generated within the body 
per unit volume and per unit time. then 
. . , ("'q a•H . a•q) , , , . M"x.~y.('):l ax~--- a;~- a;:_ = -q (I)X,o')y.o=l 
. (2) 
hence for the two-dimensional case 
C!!'l a::~~ 
?X'.:.. i:~·= -q.'k (ll 
The finite-difference approximation for 
Equation (3 I is (see Appendix ll 
a:fjn atl,, a,...:....e':!-:-&~+6,-46o 
ox' - oy'' a' . (4) 
Equations (3) and (4) gives the relationship 
R-=kla' . . . . (5) 
.C.L 
UNSTEADY STATE HEAT TRANSFER BY 
CONDUCTION 
The heat transfer through a two-dimen-
sional body across a uniform lattice (see 
Fig. I) having a nodal tempemture 60 is 
given by: 
·Q = -k~h..!...[n.-~·••·l.tt 
' ·· al' al' ·....! 
a [ ilil •• l 
0 Q,,= -k~Bxay 00 + ·~fiY_. dt 
a [ ao, ., 
,Q,= ·-k~• ... ax u,-·a..~xjrlt 
.Q,= -k2B 4-, [e.+~~hldt 
"'·' .... \: ... 
. (6) 
where the prefixes i and 0 are in and out 
respectively. 
Hence the net rate of heat transfer to 
the body is: 




-c Equations (4) and (7) give: 
1 Oll0 0 1 -1:f~....:....O~+f) 1 -41J'l 
~at-= --~--a-'---
Similarlv it mav be shown( 'l 
electrical networ·k · 
. 17J 
• . fSI 
that fur an 
C dV,_V1 "-V,.:..~,+V,-4V, .9. dT- R . ' 1 J 
For the electrical and thermal svstems to be 
analogous Equations (8) and (9) must be 
dimensionally comparable: i.e. 
' o I 
-+-"'--..;.-
1 i I 
-+-+-+-
1 I I 
-~-+­
' I I 
ACTUALML!H 
IJH£1 
Fig. 1-(Abon Left) F- tlmeo run oca1e model or a typical plstoo laid 
0111 ror e1ec1r1ca1 aaalogy 
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Fig. 5-Simple Ml~ork (or uni--directional transient 
h<at transfor tbrougll pioton 
Fig. 6-Transient lemporature Huctwulmd obtained at 
&i• Stations tbrougb tbe pioton al DR engine spood of 
500r.p.m. 
ao, ar 1 R J!O) 
at· av, · c.=a: J<V) 
From which it can be seen the analogy 
oT!ot=RCxfa' holds. 
EXPERIMENTAL DETERMINATION OF 
PISTON TEMPERATURE DISTRIBUTION 
It is well established that, for a homo-
geneous material subject to known boundary 
temperatures. application of the Laplace 
equation facilitates the determination of 
isothermals in the material to a high degree 
of accuracy. The experimental methods 
memioned earlier yield only approximate 
results. For instance: 
(I) Oil erosion reduces the value of the 
temperature sensitive paints method. 
(21 The hardness recovery method involves 
a great deal of preliminary work. prolonged 
tests and ultimate destruction of the piston. 
(3) With the fusible plug method. there 
must be some idea of the temperature 
distribution in order to successfully make a 
suitable pattern of plugs of varying melting 
points. Without this prior knowledge, the 
method is one of prolonged trial and error. 
This method has all the attendant inaccur-
acies of an iterative process. 
(4) The restriction on the thermocouple 
method results from the difficultv in trans-
mitting the e.m.f. generated by the couple to 
measuring instruments external to the engine. 
Such is the magnitude of this problem that 
telemetering has been resorted to, a com-
plicated and expensive system. 
Due to the inherent difficulties of these 
experimental methods, the analytical 
approach suggests itself since, although 
the boundary conditions have to be esti-
mated. the results are no less accurate than 
those obtained experimentally. 
TntPERATURE DISTRIBL'TION WtTHJN THE 
PISTON UNDER STEADY STATE CONDITIO:<S 
In order to evaluate the usefulness and 
economy of this method, the profile of a 
piston in common use was employed (fig. 2). 
The profile was enlarged to four times full 
size and a I in square mesh imposed upon it. 
This mesh size was chosen as a compromise 
between practicality and accuracy. Since 
they were both readily available and inexpen-
sive. lkn:;:20% tolerance resistors were 
chosen for the mesh. This was in accordance 
with the authors' aims of producing an 
inexpensive net for the solution of this 
engineering problem. Around the curved 
boundary of the piston profile where the 
Fla. 7-51mllar tempenature lludualiODS all 000 r.p.a 
3 
distances between the nodes and boundarv 
were less than unity, a linear proportionately 
rule was used, a gap of 0· 75in being repre-
sented by a 750-ohms resistor. This is 
proved rigorously by Liebmann.(') 
The boundary conditions were obtained 
from a resistance chain the junctions of 
which were chosen to give the desired 
boundary value (Fig. 3). It is essential, if 
continued adjustment of the components 
comprising the boundary resistance chain is 
to be avoided. that the impedance of this 
should be much less than that of the network. 
Because of the symmetry of the piston 
longitudinal profile, similar nodal poims on 
either side of the longitudinal centre line 
were connected (Fig. 2), and hence it was 
only necessary to impose the boundary 
volta!!eS on half the piston profile perimeter. 
With arbitrarih· chosen boundar' Ct'~­
ditions. a scan o( the nodal field was made 
(Fig. 4), and the results obtained used as the 
first approximation for a numerical evalua-
tion of the relaxation pattern. From this 
calculation, it was shown that an accuracy 
better than I~~ was attainable from thi; 
network. A formula given by Liebmann(') 
for estimating the errors as a result oi 
neglecting the fourth order term in Tavlors' 
expansion was applied to a number oi nodes 
selected at random and these gave an addi-
tional error of only 0· i ~~ for the net ;ho"n 
in Fig. 4. 
TEMPERATURE DISTRIBL'TION WJTHI~ TilE 
PISTON U:-.'DER TRANSIEST CO!\'DlTIONS 
Since the unsteady temperature ftucruations 
did not penetrate to any great depth into the 
piston, it was not considered worthwhile 
refining the whole network to inspect 
phenomena occurring near the boundary only. 
A simple network (fig. 5) was constructed 
therefore, simulating a longitudinal elemem 
through the piston. Inspection of the iso-
thermal plot (fig. 4) shows that over a 
considerable proportion of the piston profile. 
the isothermals are sensibly "flat" implyin!! 
little or no transverse heat transfer. It was 
therefore considered justifiable to consider 
this problem using only a small longitudinai 
element. 
The pulse shape used. although not 2 
typical diesel engine combustion temperature 
profile, nevertheless was adequate for the 
investigation, since it illustrated clearly how 
the transient temperarure varied near the 
surface of the piston crown. The results for 
three engine speeds 500 r.p.m., I 000 r.p.m. 
and l 500 r.p.m. are shown in Figs. 6, 7 and 8. 
These show that, at the lowest engine speed, 
Fig. 11-Tesl nsu11s al 1500 r.p.m. 
the transient temperature fluctuations almost 
vanish at a piston depth of 0 · 2in. 
It can be seen from these figures that the 
distance for temperature transient decay 
varies with engine speed, until at an engine 
speed of I 500 r.p.m. the depth is reduced to 
0· lin. 
CO::O:CLUSIONS 
It is difficult to determine theoretically the 
surface temperature of the piston crown. 
This does not detract from the value of the 
method, since much useful information mav 
be obtained by applying a range of surface 
temperatures in which the operating tem-
perature is likely to fall. 
Piston profiles and boundary conditions 
can readily be changed. 
The accuracy necessary in engineering 
design can be achieved using inexpensive 
components in the network analogue. 
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APPE>-'DIX 
Finite difference representation of o~Ofox2• 
Consider the range of solution shown in 
Fie. 9 
4 
Fig. 9 a~d assume in the region of point 0, 
the function 6 can be expanded in a Taylor's 
series: 
(d6) 1 (d26) 6=6o+ dx 0 (.T-XoH2f d~ 0 (x-xoF 1 (d36) 1 (d~O) 
+f! dx3 o (x-.To)3+4! dx~ o (x-.Yo)~+ 
. . • (10) 
Equation (I 0) 
-~(d 36) ~(d~6) 
6 axr, o + 24 dx4 o + (12) 
Adding Equations (I I) and (12) gives 
( d26) 6t+63=260 +a2 {(X'! o+O (at) . . (13) 
where all the terms containing fourth or 
higher powers of a are included t0gether as 
O(a'). If a is sufficiently small the quantity 
O(a') can be neglected and the finite difference 
approximation to (d26fdx2) 0 is: 
( d
26) 1 dxB = 01 [6t+6a-260] • • • {14) 
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Characteristics of a Dynamic 
Hydrostatic Thrust Bearing 
By J. SCHWARZENBACH, M.Sc.• and K. F. GILL. M.Sc., Ph.D.• 
An externally pressurised oil film thrust bearing, which has a theoretically 
infinite static stiffness resulting from the use of pressure feedback to a flow 
control valve in the bearing oil supply line, is investigated theoretically to 
determine the effect on dynamic performance of: (a) recess size; (b) restriction 
in the feedback line; (c) fluid compressibility in the bearing recess; (d) stiction 
forces acting on the flow control valve; and (e) pressure noise in the oil 
supply system. The technique adopted has been to solve the governing equa· 
tions for the system on an analogue computer to obtain the harmonic response 
characteristics, from which simple design criteria could with experience be 
formulated. 
THE application of automatic control to machine tools has caused certain charac-
teristics, for which the operator had pre-
viously to make allowance based on 
experience. to assume greater importance. 
Among these is the non-linear "stick-slip'' 
motion of the machine tool slideway. which 
introduces complication in the design for 
automatic positional control systems. where. 
hiuh accuracv of the finished component 1> ol 
importance. ·As a result investigations. have_ 
been carried out into the charactensucs vi 
externally pressurised thrust bearings for use 
in slideway applications( 1) to (6.1. 
The positional accuracy or the tool 
relative to the workpiece, in a direction 
normal to the plane of the workpiece travel. 
has been improved for a hydrostatic bearing 
by closing the loop on a simple hydraulic 
positional controller!'). This results in a 
bearing with infinite static stiffness. 
During preparation of lectures for the 
post-graduate course in "Bearing Design. 
Lubrication, Friction and Wear" at the 
Universitv of Leeds the authors found that 
little information was available about the 
dynamic performance of such a closed loop 
svstem. Of particular interest was the effect 
of such factors as fluid compressibilit}. 
valve stiction forces. and pressure noise in 
the hydraulic supply. 
This report presents the results of a study 
made of a simulated svstem for the bearing 
configuration describcid in Reference 7. 
The variation in dynamic perfonnance is 
obtained for changes in recess size. fluid 
compressibility, control valve stiction. and 
pump pressure noise. 
Nowtiou: 
d.--Smalh!r area on difT~rcntial ar~a 
control \';J.Ive • 
..t-O,·erall area "'r bearing pad. 
h-Concrol vah·c damping cocfti~:i~:nt. 
c •. c~. c~-Con~t;mts. . 
h-Beanng pad film th•ckncso;. 
H-Bearing pad film thickness ·. I UOO. 
A· •• K~-Constants. 
rn--Mas.s or control valve. 
M-Mati~ or bearing pad 
11-Ratio or large/small areas ur t.:untml 
valve. 
P.-Supply pressure. 
Pfj, P11 P:-System pressures. 
q0• flh q~-System fluid ftow rales. Q,, Q~o Q1-System fluid flow rates .. : I 000. 
nand r 0-Pockct radius. and pad radius. 
•-Volume of fluid. 
W-Load applied to the bearing pad . 
. 'C--Control valve position. 
X -control valve posi1ion ··I 000. 
z •• z~-Capillary re51riction~. 
~Bulk modulus of Hu1~. 
Subs.:ript 
[ 1D-Datum design conditions. 
DESCRII'TION OF SYSTEM A:-<D Sl.\llJLATOR 
Cmcr.;n 
Srsrem.-A schematic representation of 
the hearing pad and control valve is shown in 
Fig. I. The pad is assumed to be a circular 
paralld surface thrust bearing w1th an 
annular land: oil is supplied through a 
capillary restrictor Z 1 to the recess of the pad. 
The recess pressure P1 is applied to the larger 
area of a dilferemial area flow control valve. 
while the smaller area senses the capillary 
up:,tream pressur~ P,1• These pressures con-
trol the meterinc orillce size in such a wa'· 
that the ratio -P,/P11 is maintained at a 
constant value. Assumine that the fluid 
viscositY is sensiblv COnStant, the land 
restricti'on and hence the film thickness /1 are 
then maintained constant, irrespective of 
changes in bearing load W. 
Simularr>r Circuit.-The basic flow con-
tinuity and dynamic equations representing 
the system are given in Appendix I. These 
equations in linearised form have been 
solved on a PACE 1:!1 R analogue computer. 
The circuit layout used for the bearing 
configuration of Fig. I. incorporating com-
pressibility and the non-linear clfect ot' valve 






----'·--__ ,_, ___ _ 
Fig. 1-Sehematic diagram of bearing p;:ad and conlrol 
\-a he 
pad and the control valve shown separately. 
The computer programme was arranged in 
such a \\a\' that variation in the demed 
parameters· could readily be achieved by 
adjustment of the Jprrorri:ll~ c.:"~rHrr.iling: 
potentiometers. 
Desir.m Cvntiitions and Parnm~lt!rs /;n·£'.1ili-
guted.-The vaiul!s ..:ho:'~n for the design 
point arc: 
P1 ....:... :oo lb ·in~ gaug< 
P,,-= 100 lb,1in~ gauge 
P 1 =50 lb;in:! gauge 
h=tHJOiin and 0·002in 
For a given design rilm thickne,; the 
variation in dynamic pad stiffness was studied 
for chanues in: 
(a) ReCess size r;tr,1• (h) Feedback restrictor size Z,. 
lcl Fluid compressibilitv. 
(c/) ·Valve stiction. 
lei Pump pressure noise. 








• Oepanmcnt of Mechanicil.l .Eaaincerina, Unhersi1y of Lceda. Fig. l-Compute< circuit dlugram 
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DISCUSSION 
Harmonic response testing of the simulated 
system has been used to investigate the 
bearing configurations chosen for study. 
including those in which non-linear effects 
are present. The only design criterion that 
appears in the literature as a means of 
determining the suitability of any such 
arrangement is that of dynamic stiffness. 
None of the empirical criteria. based on 
laws of experience. normally used in the 
harmonic design of linear control systems 
have been found for the type of system 
represented by thi' valve controlled hydro-
static bearing. 
To present. in a concise form. the closed 
loop harmonic information obtained for the 
sySiem studied a "dynamic response locus'' 
ploned in the s plane and showing lines of 
constant stiffness and phase angle has been 
Aug. :6. 1966 T H E E :-J G I N E E i{ 
used in this report. The aim has b~en to 
obtain a simple analytical approach from 
which design information can readily be 
obtained. and thus to avoid the use of random 
forcing functions and the statistical tech-
niques necessary for accurately analysing any 
given machining operation. 
The results of the computer analvsis 
(Figs. 3 to 8) are plotted in the form. ,,f 
amplitude of bearing movement resulting 







X UNlAASYSTEM Z 1=0 
0·01 
,_ 
.. ..,. . 
I 
I 
+ Z 2=0·JZ1 
o·oz o·oJ 
0 WITH VAl VI' STICTION (5% P,) '} _ 
" .. .. .. po.,.,,1, z1-o 0 
" " " " Z2=CTJZ, 
Fig. 5--{Abo\·e) S)·stem with IRUIII fft'nS (r1Jr11 • U·ISJ shn•inR eft"ec-t 
of stidion H = l 
Fig. 6-(Riglll) S)'slPIII with la'l!e recess (rt/r,~0-7) sho11ing rlfect 
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Fig. 7-System with large 
~~ (r,,rn-'0·7) showing 
effect of compressibility 
and stittion II= 1 
7 
ripple suppressors to reduce the amplitude 
of these pressure fluctuations. A theoretical 
study of a pump unit has indicated that the 
frequency of such pressure fluctuations would 
be of the order of 50 cjs, and the amplitude 
would not exceed ± 10% of the mean 
delivery pressure. 
Noise signals composed of two saw-tooth 
wave forms with suitably displaced fre-
quencies and amplitudes were used to 
simulate the worst pressure noise which 
might occur in practice. With this signal 
injected at the inlet to the How control valve 
no noticeable change in system performance 
was observed for either the linear or the 
non-linear system. 
Co:-.cu:sro~s 
(I) For load changes which arc a fixed 
f"Prce!lt:!g'!' cf the bearin; ]o;!d c:1rryin:; 
capacity the dynamic stiffness decreases 
rapidly with increase in bearing recess area 
and with increase in desil!n film thickness. 
<21 Recess depth should be kept w a 
minimum to avoid further reduction in 
dynamic stiffness resulting from the effect of 
fluid compressibility. 
13) The effect of restriction in the teed back 
line on bearing stiffness is negligible. 
ANDSTICTION }!oP,j,} • _ 
·• " [10~d)'=' ~:-O 
(4) Stiction in the flow control valve 
reduces the bearing performance both static-
~lly and. dynamically below about 2 C'>. At 
lrequenctes above this there is negligible 
deterioration. " " '' Z:=frjZ; 
from a sinusoidal load variation whose 
amplitude is a fhed proportion of the 
bearing steady state load carrying capacity. 
No units are indicated as the results are 
intended to show the relative changes 
occurring as a result of changes in system 
configuration. The range of frequencies 
covered is 0 · 2 cis to 30 cfs. which the authors 
consider to be the range of engineering 
interest for such a bearing. At 30 cis the 
stiffness of the bearing is relatively large. 
and at higher frequencies the stiffness 
increases rapidly. With this restriction on 
frequency it is justifiable to use within the 
computer circuit filter networks (Fig. 2) to 
eliminate parasitic oscillations occurring 
within the circuitry of the computer. 
For the size of bearing and control ,·alve 
arbitrarily chosen for study it was found 
that the magnitude of the inertia coefficients 
were sensibly zero in comparison to the 
coefficients of the viscous terms (Appendix[). 
No attempt has therefore been made to 
include elements in the computer circuit to 
simulate these effects. 
For the simple linear system, Figs. 3 and 8 
show the reduction in dynamic stiffness with 
increasing pocket size and film thickness. 
the latter showing a larger reduction in 
relative dynamic stiffness. The effect of 
restriction in the feedback line on the 
harmonic response for an increase of z, from 
zero to 30~~ Z 1 is a decrease in stiffness 
which is considerable for small recesses but 
small for large recesses. 
It has been assumed that the control 
valve is bolted to the bearing pad and that 
interconnecting drillings are kept as short as 
possible, and also the enclosed volumes of 
fluid within the valve are assumed to be small. 
thus making valid the assumption that com· 
pressibility wishin these elements can reason-
ably be ignored. The only remaining volume 
of fluid in which compressibility is likely to 
have an effect is that within the )learing 
recess. Characteristic changes in dynamic 
stiffness for a recess depth as small as 
O·OOJin are shown in Figs. 7 and 8 for the 
bearing with the largest diameter recess. 
Increasing the depth to O·OJOin decreases 
the stiffness bv a factor of 5. The effect of 
changes in z, \Vith valve recess compressibility 
present is still small. 
As was suspected at the start of the 
investigation stiction forces operating on the 
control valve can have a significant effect on 
system performance. From Figs. 4, 5. 6 and 8 
it can be seen that this takes the form of a 
large departure from the linear locus at 
frequencies below the order of 2 cjs, giving 
an undesirable decrease in bearing stiffness. 
Further, positional errors would also result 
under steadv state conditions. and hence a 
general overall deterioration in bearing 
performance occurs. 
It is thought that pressure noise at the 
outlet of hydraulic pumps .:an affect the 
functioning of llo\\ control valves. Certain 
commercia-lly available pumps are fitted with 
Fig. 8-S~ strm "lib laf\l< 
recess (rur"-0·7) shoY•· 
ing eft'ed of t<HDpressiblllr~· 
aDd sriclion 11=2: 
(5) Pressure noise at pump delivery has 
no noticeable effect on system performance. 
APPENDIX I 
EQUATIONS FOR LINEAR SYSTEM 
For the system of Fig. I the basic flow 
continuity and dynamic equations. using the 





X l/NENlSYST£/14 Z1=0 (NO CHANGE. FOil Z~:::O"JZ1 ) 
0 WITH VALVE Sf/C:TION fi~OP~J~;, . 
V " " " [IO~·DP~}o -4-1-' 0 
WITH COMPRU~I!fUTJ' lz"'O 
0 AND VAt 'IE STK.TJON [lO~t P.J0 , Z1•0 
a " " " " Zl•O'JZ1 
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For restrictor in feedback line: 
p -P, q,=~~- .. (6) 




q1=q0 -q1 -Ah (9) 
For small load disturbances Equations 
(2), (7) and (8) can be written in the linearised 
form: 
q X • P,-P, 
[q),=[.<J, '2[1>,-P,)J-; 
C,P1 -W=Mh+C,h 
...9..L P, , Jh 




Physical dimensions have been arbitrarily 
selected for the components. from which the 







Datum design pressures have been kept 
constant throughout the investigation. the 
values being P,=200 lb/in' gauge, P,= 100 
lb/in' gauge, and P 1 =50 lb/in' gauge. Using 
these values the values of the remaining 
constants can be calculated. and these are 
tabulated below: 
,., 0·001 
The values of the inertia terms in Equations 
(I) and (7(a)) are small compared to the 
damping terms, and during the analysis 
were shown to have negligible effect. They 
have therefore been deleted and the equations 
assume the form: 
2P, -P,=O·O!SSX (10) 
q X , P,-Pu 
f{,J;=o-ooi' 2oif (II) 
q,-q=O·OSSx (12) 
q,=0·11x (13) 





[q],-S07 [h], (17) 
q, ~q, -q, -tJJi. (18) 
APPENDIX II 
MODIFICATIOl'S TO LINEAR S\'SHM 
REPRESESTAT!OS TO I~TRODUCE fLl!!D 
COMPRESSIBILITY AND VAL\'E STICTION 
(a) Fluid Compre55ibilily.-To introduce 
the effect of fluid compressibility and expan-
sion of supply lines under transient pressure 
variations it is necessary to include terms of 
the form P,Jf3 in Equations (12), (13), (17) 
and (18). 
The only compressibility effect introduced 
c, .\I 
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into the analysis was that of the fluid in the 
bearing recess. The effect of compressibility 
under the bearing land is very small and it 
was assumed that the geometry of the valve 
and supply lines was such that compressibility 
in these components could be assumed to be 
small. Equation (18) then becomes: 
. (19) 
(b) Valve Slic1io11.-Wben the control 
valve is stationary. as a result of valve 
stiction. Equations (10) to ( 15i for the control 
valve and restrictor Z 1 are replaced by 
and 
[~.=p;;;{•= -[&since P,=const. 
.!/..9.__ P0 -P, __ !_g__-P1 
[q,],-[P,-P,],- SO 
Since q=q0 with the valve stationary these 
equations reduce to 
P 1=1·2SP, . (~0) 
Equation (20) applies for a region 1P,-P0 ·,_ 
O::.K, i.e. 
I·SP,c. =:K . . (211 
where K represents the magnitude of the 
valve stiction force. 
Rlf'Eil£ NCES 
T~ET~~~..:!;:,·~~~~f.rr;:.~ ~n 1•r,~ 'f9~:ot of Muhine Toot~··. 
1 Galloway, D. F .• '"Mac.hine Tool Research. Dnian and 
Ut~l~~;~ifh~£~·''1f.:h·,fR·~~1ic~750n" 11aa~~;n~9h};,C!Is and 
Automalion··, brt.J.Mt~ch. Tool. DrJ. Rro$ .. Vol. I. PliC 173. !961. 
• Wunsch, H. L .. "The Destsn of Air Bcannp and Their 
Applicalion 10 Measurina lnslruments <Jnd Machine Toob". 
l111. J..\laeh. Tool Dn Rt>s., Vol. I, p.a1c 198, 1961. 
1 Wunsch. H. L. and Scoles. C. A., "'Aulomallc load Com· 
penution Devke for Air Bc4nnp'', N.E.L. Repon No. 86. 
Junc.l%1. 
• Lotham. J. and Hemp. J .. "The Ar'J'IIicam'" or H)dr~tali< 
Bc:arinp to Hi&h Precision !'vlachint: Tools". Collcac of Aero· 
nautia. Cranfitld. Report J. L. I .}()b. 
'Royle, J. K .. Howarth, R. B. and C-.~w:lcy-Hayford. A. L. 
"Apphcalion• of Aulomatic Comrol to Pressunscd Oil Film 
Bcarinp'', PnJC. 1 .. \lrd!.E .. Vol. 176. PoiJC 53::!, 1962. 
8 
PAPER 8 
THE ENGINEER March 31, 1967 
Determination of Root Loci 
By K. F. GILL. M.Sc .. Ph.D., C.Eng .. A.M.I.Mcch.E .. A.:>.I.I.E.E. and 
P. H. WALKER. B.Sc .. Ph.D., C.Eng .. A.M.I.E.E. 
A computational technique is developed for the automatic determination 
of the roots of an n'• order polynomial equation using only simple linear 
computing elements. The programme developed is such that with the 
minimum amount of operational skill the roots can be rapidly located without 
ambiguity. As an illustration a roar locus plot is consuucted lor a fourth orde1 
characteristic equarion. 
M ANY of the mathematical problem' that occur in physics and engineering 
need for a solution the determination or the 
roots of a polynomial equation of the rr'• 
degree. The root locus technique used in the 
analysis and design of linear control systems 
is one important application. In recent years 
the root locus approach('· '). has been used 
increasingly in control system engineering to 
obtain information about the stability of 
servo systems since links between frequency 
response and the corresponding transient 
response are somewhat tedious. In practic• 
the harmonic response criterion is based on 
satisfactory transient response beha\'iour. 
The graphical technique commonly u'ed 
for the construction of root loci is straight· 
forward but wasteful of time particularly in 
high order systems. For the solution of 
polynomials of the fourth and higher orders 
the use of computing machines, especially 
digital computers, have found favour, and 
numerous methods for the machine solution 
of polynomials have been developed. In 
addition, proprietary equipment(') has been 
manufactured which enables the roots of the 
characteristic equation of a closed loop 
transfer function to be more speedily deter· 
mined for all values of the system's gain 
constant K. 
Analogue programmes have been used for 
the solution of polynomial equations(•· ') but 
have the disadvantage of calling for a can· 
siderable amount of skill on the part of th• 
computer operator by requiring a systematic 
search for roots in the complex domain. 
An improved technique(•) using the "method 
of steepest descent" enables a more rapid 
solution to be obtained but involves the use 
of a large number of multipliers and multi-
tum resolvers; equipment normally only 
available in large analogue computing instal· 
lations. 
niquo is the time period normally n~ed.:d to 
get the information back to tho engineer 
interested in this type of problem solution. 
It is an ad,·antage. if only as an altemati\'e, 
to employ the more readily available inex-
pensive analogue machine for this purpose. 
The technique employed has been de· 
veloped from that originally suggested by 
Johnson(') and satisfies the authors· basic 
requirements of needing the minimum 
amount of analogue equipment and opera-
tional skill. 
THEORY 
The Nyquist criterion is bas~d on the 
theory of comple.x \'ariahles and a theorem 
which can be put to use in the analogue 
computer solution of a polynomial equation 
is as follows: If a closed contour in the 
complex variable <·plane enclose P poles of 
9 
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the function W(s) and Z zeros of W(s) then 
a contour in the JV(s) plane will encircle the 
origin in the IV(s) plane N times. where 
N=Z-P. A pole P occurs when for some 
value of s. Wt.•l is infinite. therefore for a 
polynomial equation the statement reduces 
to that. The number of net encirclements at' 
the origin in the IV(s) plane by a contour 
drawn in this plane equals the number ot' 
roots enclosed bv a contour drawn in tho 
.<-plane. · 
Consider a polynomial ,)f the d" dc~rc-c 
JF(.l)=tr11.l·"·-a,._,s.,.- 1 ..;... •••• a1s-a,. -=-11-j1· (I) 
where the complex variable can t-e written as 
s....::.x-jy=r t.coo; !J-j sin 'J) . t:·l 
The roots 1,. of the pnlynC."mial >atist'y the 
equi.ltiun 
IV(,.,.)=O form= I. :. J ....... " . (3) 
since it is known from the fundamental 
theory of algebra that there are exact/\' u 
values of s which "ill satisfy equati0n (31. 
Substituting equation 12) into equation 1 ! ) 
and equating real ami ima~inary h:rm-> ~1\c:-.: 
It "<.il 0 ·-ll 11" COS 1) -tl::r~ COS ::.•J 
-a11 r" cos u 11 
,. a,,. sin!J · a;r~ sin :'J 
Oy ph.>lting 11 agaitbl r a:'> ·: ·.ari .. ·.~ fr,)n; 0 ;:,1 
:!~radian it \\ill be dt.:;Jri' :'110''" fvr whii..·h 
values of 'J b\H h 11 J.nd ·r h:l\'1! zero vJ!UI! 
simultaneou~ly. 
A:o~ALlX.it:E CmtPt:TER PRouK.""'E 
(PACE 2:lR CO.\tPt:TERI 
The computer programmt shown in fig. I 
is that used for the solution of the character-
istic equation 
0· 7r' .;-s•~s'.,-0· 1s- K =0 . . (5) 
The two depenJent variables ll and ,. uf 
equation (4) are obtained by the summation 
of the outputs from the four harmonic 
generators (amplifiers ~-13) multiplied by 
the desired constant coeiftcients Ia,, ..•. a,). 
This summation to~~ther "ith th~ introduc-
tion uf the ~qu:.Hion c:oeiTI~o.·knts takc:s pi~1ce 
in amplifi~rs 14 and IS. 
Tho: initiai conditions forth~ fL.lUf :1 • .1Tmor~il..' 
generator circuits ar~ pro,·ided fr0m th\! 
serYO·mulliplier :\yst\!m ~ho"n in hg. I 
The authors' aim has been to investigate 
and develop a programme for the solution of 
riA order polynomials which would require 
the minimum amount of operational skill 
and utilises the smallest and simplest form 
of analogue computing equipment, the type 
of analogue installation frequently available 
in most engineering establish~nts. A major 
disadvantage of the digital computer tech- fll:, 1-Compum drnil IO Hnd mo .. of Fuunh ordor putynomiol -lion 
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(insert). This enables any desired value of r" 
to be automaticallv available as an initial 
condition as r is va.ried from 0 to I. and has 
the practical advantage of not requiring any 
external computation and adjustment. 
Automatic computer mode control is 
provided by the amplifier-relay system shown 
in Fig. 2. Potentiometers Pl2andPI3control 
the slope and height of the trigger waveform 
used to give the cir.:uit cycling time duration. 
For the values of P12 and PIJ shown the 
cycling time is of thirty seconds duration. 
Cm<STRl:CTION OF THF. RooT Locus 
The procedure used and the basic steps in 
the construction of the root locus plot1 1· 'J 
are outlined below for the characteri,tic 
equation: 
0·7s' ,, .... ,'.-·0·7s-K=O .. (5) 
(a) Starting points: the loci start at the 
poles of G(s) for K=O i.e. the factors of 
equation (5). which are: 
s(s~ I) (s-'-0·215= jo·965) 
(b) Ending points: there are no zeros of 
G(s), hence all loci move ultimately to 
infinity, approaching asymptotes at angles 
given by (2k-'-I),/P-Z) where k=O, I. 2 &c. 
i.e. at angles of45', 135', 225' and 315'. 
(c) Number of loci: since there are no 
zeros and four poles there will be four loci. 
(t{) Intersection of asymptotes: this lies on 
the real axis at 




(e) Loci on real axis: there will be loci 
between s=O and s= -I, since alon2 this 
section of the real axis the total number of 
poles and zeros to the right of this section is 
odd. 
<f) Breakaway point: a breakaway point 
exists on the real axis between s=O and 
s= -l and can be found as a real root of 
the equation dKids=O and is s=-0·65. 
(h) Using the above information the 
general shape of the loci can be drawn 
approximately, and then the more accurate 
curves found in the following way from the 
computer. 
(i) With the pen zeroed to some target 
such as A. Fig. 3, and "r" made equal to 
unit by adjustment of potentiometer PI, the 
computer was allowed to operate for a time 
period of 0 to 2r: radians, the number of net 
encirclements of this target point A being 
equal to the number of roots in the range 
r=O to I. 
(ii) The value of r was reduced until the 
trace indicated both u and v were simul-
taneously zero. i.e. trace passed through 
target point A. At this instant the computer 
"hold" was actuated. The voltage output 
from amplifier 2 gave lx I and the output 
Fig. :!-Trigger circuit for 
cycllug sequence 
from amplifier 4 gave jy i and in this way 
the x-r co-ordinates of one root were found 
for soine particular value or K. 
(iii J For roots in excess of unity a simple 
substitution is necessary to enable the com-
puter to search for these larger roots. A new 
polynomial is developed by replacing s by 
s= 1/p and determining the roots of the new 
polynomial W(p). The new polynomial W(p) 
has the same coefficients a; W(s) except that 
DISCUSSION 
Choice of Cycling Time.-To avoid the 
complication of providing auxiliary equip-
ment necessary for the automatic actuation of 
the computer "hold" mode at the instant 
when u= •·=0 a cycling time of thirty 
seconds was chosen, i.e. potentiometers P2 
and P3 were set to a value 0 · 21. This cycling 
time was governed by the necessary condition 
that at the instant u= •·=0 it was physical I)· 
possible to actuate the hold control and 
obtain values for 11 and •• that were sensiblv 
zero. The thirty seconds timo period chosen 
as the cycling period proved to be acceptable 
since it does not result in excessive problem 
solution time and enable." the satisiactorv 
manual actuation of the hold facilitv. · 
Initial Conditions.-The initial conditions 
for each of the integrating amplifiers are 
generated hy a sen·o·muhiplier. a reference 
and three linear cups being required for the 
solution of a fourth order polynomial. A 








Fig. 3-Compuror plors or u and v for k =32 
the coefficients are in reverse order. as 
illustrated below. Makino the substitution 
s,; I ip in equation (5) gives 
W(p)=K p 1-0·1s'-'-s'-s-0·7=0 
(iv) The co-ordinates for any root of W(s) 
for r> I can be found as in (i) and {iij, the 
outputs from amplifiers 2 and 4 being used to 
evaluate these; i.e. 
:xI= output of ~mplifier 2 
, r-
, . OUipur voltage amplifier 4 
:Y~= ----;.-;--·--
where r is the potentiometer value Pl. 
Fig. 4-Root locus plol 
reference and five linear cups and is rhercfore 
capable of generating the required initi:~l 
conditions for the solution of a ,ixth order 
polynomial. Accuracies of the order ,,f 
=0·2~~ should be achievable by this method 
as the servo multiplier is operating under 
steady-state conditions. 
It must be emphasised that this facility of 
automatically generating the initial con-
ditions. r, r', ..... r•. for a chosen value of 
r is essential as otherwise the time required to 
calculate these values and adjust correspond-
ing coefficient setting potentiometers would 
make! thi:t iype uf :,ulutiuu impl~n.Li'-=aUic. 
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The Root Search.-Fig. 3 shows typical 
search paths as produced by the x and y 
co-ordinate plotter. The quality and clarity 
of these traces are indicative of th~ high 
order of discrimination achievable by this 
method. It can be seen that a variation in 
the value of the modulus of the roots of as 
little as + 2% results in separate and 
distinct contours. At the target point the 
theoretical voltage output from amplifiers 
14 and 15 should be zero. In practice, 
however. it was a:lwavs found to be of the 
order of a few milli'volts which is within 
the limits of accuracv of the machine. 
Althou!!h the cvcliiu~ time is thirtv seconds 
a decision as to wh-ether the value of ,. 
chosen is a root can normally be made in 
half this time period. A decision, however. 
on the remainin!! number of roots in anv 
range r=O-r; \\7ill always require the fuil 
cyclic plot of u;;:.:v since the number of net 
encirclements of the oriein of the co-ordinate 
svstem used. equals the-number of roots still 
to be found for a complete solution. 
The Root Locus Plot.-Shown in Fig. 4 is 
the location of the roots and hence their 
loci for the characteristic equation 
0·7s~·-s 3 --s~ co·7s: K-'-'0 
as K is varied within the r:.lllgt: 0-6-L For 
convenienct: only half of the diagram is 
shown. 
In the dett:rmination of the roots the 
search was carried out in two stages: (a) 
for roots <I the characteristic equation 
. eiven above was used, the gain constant 
setting K being provided by the adjustment 
of one potentiometer QO; (b) for roots >I 
the modified equation 
Kp1+0 · 7p 3 -7-p~+ p+O · 7=0 
was used. In this case it was necessarv to 
adjust two potentiometers Q4 and Q4/4 for 
each value of K selected. This simple adjust-
ment is all that is necessary at each stage in 
the construction of the full root locus. 
11 
C O~CL USIO:SS 
(1) This approach to the solution requires 
a minimum amount of computing equipment 
in that it is possible to solve polynomials of 
the sixth order with as little equipment as 
eiehteen operational amplifiers, three per 
order, and one six-gang servo-multiplier. 
This is less than the complement of the 
smallest computers available commercially. 
(2) By choosing a cycling time of thirty 
seconds it is possible to use manual computer 
mode control throughout the problem solu-
tion. 
(3) The minimum amount of operational 
skill on the part of the operator is required 
and for a !!iven value of Kin the fourth order 
equation used the roots can be determined in 
a time period of less than four minutes. 
(4) With careful interpretation of the 
search traces (Fig. 3) the magnitude of the 
roots can be found to an accuracy better 
than :::::= 2 ~~· 
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Stability Analysis for the Practical 
Engineer 
B~· K. F. GILL*, J\I.Sc .. Ph.D .. J. SCHWARZENBACH'. \I.Sc. 
anJ G. E. HARLA!'\0·. B.Sc. 
Reviewed in this report are a number of the most strongly established analytical 
techniques used in the dynamic analysis of physical control systems. To 
provide a comparison of their applicability, and the information obtainable, 
these methods are applied to two typical practical systems-an engine 
governor system, with a linear and a non-linear proportional governor. The 
methods considered are: the Routh- Hurwitz criterion, harmonic response 
criteria utilizing Nyquist, Bode. and Nichols diagrams. the root locus method, 
and Lyapunov's direct method. It is shown that for general linear system 
analysis stability can be established by application of the Routh-Hurwitz 
criterion, and that details of the dynamic performance can be obtained by use 
of a root locus plot. If system compensation ts necessary then the coefficients 
for the compensating elements can be more readily determined by use of the 
Bode diagram for the system being analysed. The Bode diagram is also useful 
for obtaining approximations to system time constants from experimental 
results. Lyapunov's direct method is the only general approach applicable to 
systems of any kind, and thus has great potential. It is, however. time con-
suming for linear systems, and hence at present finds its greatest use in the 
analysis of non-linear systems. 
f. ir>TRODVCTIOS 
EARLY governing systems, starting with the Watt governor. were developed by 
trial-and-error d"'ign and adjustment. and 
onlv verv limited. if anv, con>ideration was 
given to' theoretical ana.lysis. The variations 
possible in the lines of approach when 
seeking satisfactory systems resulted in 
many failures, and intuitive knowledge 
gained by people with years of practical 
experience was an important factor in the 
development of successful systems. With the 
advent of more complex control systems. 
such as those required for the gas turbine 
aircraft engines of the 1950s. this method 
rapidly became totally inadequate. 
Since that time there has been a rapid 
increase in the amount of theoretical work in 
the field of automatic control, which has led 
to the situation at the present date where 
theoretical and analytical techniques available 
for system investigation are considerably 
ahead of practical application. Many excellent 
textbooks on control theory, of which a 
selection are listed in the Appendixt'·'·"· 12•13), 
are available, and in these the more common 
techniques are described. The practising 
• MKbanical Enaincerinl Dtpanmcnt. The Univcnity, Ue~l. 
engineer has. in general, difficulty in knowing 
which of the many methods of stability 
analvsis to use. and tends to avoid the newer 
and· apparently more difficult techniques. 
The aim of this article is to gi\·e guid:tnc:! 
in the use of the practically significant 
methods of stabilitv analvsis. The methods 
are briellv described. and their limitations 
pointed out. For illustration and comparison 
they are applied to two e.ampks typical of 
practical systems. 
2. SYSTEM REPRESE:-lTATION 
It must be understood that system diagrams 
or engineering drawings of control systems 
are generally too congested with detail to be 
immediately usable. It is. therefore. essential 
to use a clearcut method of simplification 
GOV(ANOR !NGIN£ 
Fig. J-UMallr S)"sttm 
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when dealing \\ ilh sy~lcms l)r J complic:ncd 
nature. otherwise the studv will be burdened 
with much unnecessarv deiail. 
The block diagram isuch as Figs. and]) 
i> the usual method or system representation 
ust!d to show in a compact \\·ay the inter-
relationship between the elements in an 
otherwise complex system arrangement. The 
preparation of a schematic diagram is the 
tirst convenient step towards establishm~ the 
principal components and parameters in th" 
system, and thereafter the preparation or 
the equivalent block diagram follows as a 
logical development. It is generally unwise to 
oversimplify the schematic representation 
until it is certain that the dia~ram truh 
represents the dynamic problem to-be studied. 
The dynamic equattons used tn th" paper 
have been expressed in the Laplace transform 
notation. and this enables the complete 
mathematical description of the dynamic 
system behaviour to be specified with the 
minimum of writing. Further. when the 
behaviour of a system is described with the 
aid of transfer functions. i.e. the ratio of 
the Laplace transform of the system output 
to that oi the system input. it is oiten 
possible by inspecti•)n ~t!or.e to d~duc•.· rrl:.!!1~' 
interesting properties of the system. 
3. DEFINlTlO!'l OF STABILITY 
A stable system is generally considered to 
be one in which all transients decav com-
pletely in the steady state. whibt an u'n,table 
system is one whose output increases without 
bound for a bounded input signal. There are. 
however, several types of stability which can 
apply to a general system, and these are 
defined in this section( 1). 
!fa system is disturbed from an equilibrium 
state X, and all subsequent motion remains 
within a small region around the equilibrium 
state then the system is described as stable. 
To formalize the concept of stability the 
following definitions will be used: 
Definition I.-An equilibrium state X, of 
a free dynamic system is "stable'' if for 
every real number c>O there ~,i,ts a real 
number 8>0 such that IX,.- X. I <8 implies 
that IX,-X, I <• for all r;>t •. 
Definirioll 2.-An equilibrium state X, of 
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a free dynamic system is "asymptoticaUy 
stable" if (a) it is stable and (b) every motion 
starting sufficiently near X, converges to X, as 
t-+OO, i.e. there is some real constant a>O 
such that to every real number 11>0 there 
corresponds a real number T for which jX,0 -X,J<a implies that jX,-X,J<Il for 
all t;;,t 0+T. 
These definitions are illustrated diagram-
matically in Figs. 3 and 4 respect'vely. 
fig. ~Definition of stabilitr 
---r-
Fig. 4-Definition of DS)ll'lptolic stabilit)· 
F~r linear svstems definition 2 for asymptotic 
stability matches the usual definition of 
stability. The following example further 
illustrates the definitions. 
Example.-{a) Consider first a harmonic 
oscillator described by the linear differential 
equation: 
.X,+.'t'1=0, 




ah . ... a.-Constant coefficient. 
c .. .... c.-Constant coefficient. 
C-Systern controlled output. 
£-Input signal maarutude. 
G-Fcedforward transfer function. 
H-Feedba.:k transfer function. 
K-Systern gain constant. 
M-Ciosed loop magnification ratio. 
M.-Peak closed loop masnification ratio. 
!Y-Cioscd loop phase angle. 
N-Describins function. 
p., .... p,-Open loop poles. 
P., .... P.-Roots of dosed loop system. 
R-Reference signal input. 




x,, x,,-State at time '· '•· 
::a .. ... z.-Zcros or closed loop system. 
11----Constanl value. 
•-Constant value. 
~=cos ..._Dampins factor. 
.,_frequency. 
===~=:'l:::~cy. 
Fig. 5---Stable system 
The solutions, or trajectories, in the state-
plane are concentric circles about the origin 
(Fig. 5) i.e. the paths are: 
x1'+x:!2=E 
If one takes 8= < then any circle through a 
point in the region a, remains in a,, and hence 
in the region <., and so stability exists. 
However, since the paths do not tend toward 
the origin the system is not asymptotically 
stable. 
(b) Consider now a system: 
.i~=-x1 ; .i'2 =-x= 
The solution is x,=Ae-1, x,=Be-1• The 
paths are x,fx1=B/A=constant, or rays 
through the origin (Fig. 6). If one takes 
8= <, any path from a point in the region <, 
(a) (b) 
Fig. 6-{a) Asymptotically stable system. (b) Unstable 
system 
remains in the region, and tends toward the 
origin. Hence there is asymptotic stability. 
In fact asymptotic stability exists "globally"-
every solution tends toward the origin. 
(c) Finally consider the system: 
.t1=x.; X,=x:! 
The solution is x,=Ae', x,=Be'. The 
paths are again xafx1=constant, rays through 
the origin, but the path direction is reversed 
(Fig. 5). Given c, no matter how small a 
value of a is chosen the path from any point 
in the region a. crosses the spherical boundary 
at •, and so instability exists. . 
Additional terminology exists('· 1) and the 
concepts which are in most general use are 
defined below: 
(I) If a control system response satisfies 
stability definition I in the entire state space, 
it is said to be "globaUy stable". 
(2) If the stability conditions are satisfied 
in some limited region of the state space, the 
system is said to be "locaUy stable". 
(3) If asymptotic stability conditions are 
satisfied in the entire state space the system 
is "globaUy asymptotically stable". 
(4) If asymptotic stability exists in some 
limited region about the equilibrium point 
the system is "locally asymptotically stable". 
(S) If the system exhibits stability under 
every bounded continuously acting disturbing 
function it is referred to as "totally stable". 
These definitions define stability as a 
property of the system which does not depend 
upon lJ\e type of system excitation, and they 
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are applicable to all continuous time-
invariant linear and non-linear systems. 
4. MElliODS OF STABILITY ANALYSIS 
FOR LINEAR SYSTEMS 
4.1 SOLUTION OF DIFFERENTIAL EQUATIONS 
When a block diagram has been produced 
for a given physical system, and the transfer 
function obtained for each block, the overall 
transfer function can be calculated. This is 
the differential equation governing the opera-
tion of the system written in Laplace trans-
form notation. The overall transfer function 
for the general feedback system shown in 
Fig. II is 
C(s) G(s) 
R(s) =1 + G(s)H(s) 
The characteristic equation of the system 
is the equation obtained by setting the 
denominator of the transfer function equal 
to zero, and in this case is 
I +G(s)H(s)=O 
This is the equation which determines the 
system stability and most methods of 
stability analysis investigate this equation. 
The time response of the system to any 
given input change or disturbance can be 
obtained by solution of the system differential 
equation, i.e. by obtaining the Laplace 
inverse of the output signal, or by resolving 
into the sum of a set of 1st order differential 
equations. The solution generally consists of 
two parts: 
(I) The transient solution (complementary 
function). 
(2) The steady state solution (particular 
integral). 
In a sen·omechanism, for example, the 
steady state response when compared with 
the reference input signal gives an indication 
of the system accuracy i.e. the steady state 
error. Also, because of inertia and friction 
there will be transient errors. The transiem 
solution gives information about the magni-
tude, duration, &c., of these transient errors. 
In general the complementary function 




where P1, P, .... P. are the roots of the 
characteristic equation. For each of the 
transient terms C.ePwl tO vanish with increas-
ing time the real part of all the roots mu't 
be negative. This is a necessary mathematical 
condition for stability . 
Solution of the differential equation by the 
classical methods, if possible at all, is long 
and tedious for all but the simplest systems. 
A more serious disadvantage is that the 
effect on system performance of additions 
to the system cannot readily be studied. 
Hence the usefulness of complete solution 
of differential equations for system analysis 
is rather limited, and various techniques 
have been developed to indicate the form of 
the solution. 
4.2 ROUTH-HUII.WITZ CRITERION 
A technique which gives information on 
system stability in the binary sense (i.e. 
stable or unstable) bas resulted from work 
by Routh and Hurwitz. For any system with 
linear or linearized differential equations the 
characteristic equation can be obtained in 
the form: 
A ..... +A._, .. -•+A0 _,s•-• 
+ ..... +A .. '+A 1s+A0 =0 
Routh showed that if any of the coefficients 
of this equation other than A. is equal to 
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zero, or if all are not of the same sign then 
the system is unstable. The requirement that 
all terms of this polynominal should be 
present and of the same sign is a necessary 
but not sufficient condition of stability. 
A development by Hurwitz showed a 
sufficient condition which must be satisfied 
by the coefficients of the characteristic 
equation to ensure system stability. This 
method entails arranging the coefficients of 
the characteristic equation in the following 
array: 
... A. An~:.: An-I 
_rn-t A,,_. An-3 A11-., 
.o;»-:! b, b, b, 
s"-3 c, c·, C, 
.JI J:t 0 
_r:i " 
Where additional terms are calculated thus: 
b --~"I! A11-1-An An=~ 
1
- An-t 
b~ An-• An t-A,1 An_:_i 
- A,._t 
An-1 bt-An-t b'! 
t:l = ----b-, --
&c., and the process is continued until only 
zeros exist in all successive rows. Having 
constructed the array the characteristic 
equation and hence the system can be seen 
to be stable or unstable from inspection of 
the first column of coefficients. Each change 
in sign of an element in the first column 
indicates the existence of a root in the ri~ht­
hand half of the s-plane. and hence system 
total instability. 
The appearance of a zero in the first 
column, or a row of zeros, each of which 
prevents the completion of the array, necessi-
tates the use of additional mathematical 
manipulations, and these are described in 
References 3 and 4. 
4.3 FREQCE~CY RESPO~SE TECH~tQt.:ES 
Frequency response methods of analysis 
have been verv widelv used. chieftv because 
of their ease of application in the practical 
testing of systems. and of their e»entiallv 
graph~ cal na-ture. These methods oi harmonic 
analysis study the response of a system, with 
the feedback loop opened. to an input signal 
of sinusoidal form. For a linear or linearized 
system after the initial transients have died 
out the output will be sinusoidal. and of the 
same frequency as the input. There will, 
however. be a phase difference and a change 
in amplitude between the two signals, and 
these will be functions of the forcing fre-
quency. 
The results obtained either experimentally· 
or analytically for these parameters can be 
plotted in a variety of ways. The main and 
most useful ones are: 
(a) Nyquist Diagram.-This is a polar plot 
in the complex plane of the opened loop 
transfer function G(jw} H(jw) for values of 
frequency from zero to infinity. The proximity 
of this locus to the -I +jO point gives an 
indication of the relative stability of the 
system. 
(b) Bode Diagram.-This consists of the 
same information plotted on two separate 
graphs, of magnitude (in decibels) and phase 
angle respectively plotted against the logarithm 
to base 10 of the frequency. A big advantage 
of this diagram is the ease by whicb the 
magnitude curve can be plotted by the use of 
a straight line construction. The effects of 
the addition of system elements can be readily 
evaluated by adding the contribution of the 
magnitude and phase curves of the additional 
units to those of the original system. 
(c) Nichols Chart.-If magnitude is plotted 
against phase the two curves of Bode reduce 
to a single plot known as a Nichols chart. 
Superimposed on this diagram are lines of 
constant closed loop magnification (M con-
tours) and constant closed loop phase angle 
(N contours) which enable the closed loop 
parameters to be readily obtained. 
4.3.1 Harmonic Design Criteria.-The 
harmonic parameters of importance in the 
design of control systems are phase margin, 
gain margin. resonance frequency '"•• maxi-
mum amplitude ratio Mp, and bandwidth. 
These are illustrated diagrammatically in 
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Fig. i-H:umonic design criteria 
obtained from one or more of the above plots. 
The range of acceptable values for these 
parameters is based on experience gained 
from similar systems used previously. Typical 












and these would result in a S\'Stem with the 




Number of oscillations 
0 · ls ma~imum 
2·0smaximum 
25 '\ maximum 
lt maximum 
4.->. RoOT Lucvs \lnuoo 
The transient response of any system to 
a disturbance or to a change in input was 
shown in section 4.1 to consist of the sum 










Be t 0~ ---- • t 
·--- ----- ... _ 
Fig. 8-E«tCt or root position 
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The contribution from each term depends 
on the position in the complex plane of the 
root P. of the characteristic equation. For 
stabilitY all roots must lie in the left half of 
the complex plane plot, and the farther fr<'m 
the imaginary axis that the roots lie tho 
quicker the transient components decay. 
Conversely, if any real root is positive its 
corresponding exponential term will increase, 
and if any pair of complex conjugate roots 
has positive real parts a sinusoidal oscillation 
with increasing amplitude will result: in 
each case the system would be unstable. 
The form of the response for roots in these 
different areas is shown in Fig. 8. 
In addition to the requirement of total 
stability it is generally essentbl that tran-
sients die out fairly quickly, hence certain 
portions of the left half plane should be 








Fig. 9-H.egion of acceptable srabiliry 
are very close to the imaginary axis and 
would haYe an exponenti3l decay which is wo 
slow. Roots in re!!ion B. h-in• outside an 
included angle of l<i> would ·have a response 
which is too oscillatorY due to the low value 
of damping factor ·~=cos->. The angle 
enclosing the region of acceptable stability 
can be somewhat wider when dealing with 
systems where step changes are not physic-
ally possible, and the resulting overshonts 
would still be reasonable. 
The root locus method, devised bv \\'. R. 
Evans('·'·'), is a graphical technique for 
determining the position of the roots of the 
characteristic eouation Of a linear S\'Stem aS a 
function of system gain. It can be med to 
obtain a complete and accurate solution for 
the response of the ~ystcm to any gi...-en 
input change or disturbance, bm it is more 
useful for obtaining quickly the form 0f the 
solution. as this entails less computational 
effort, and often suffices. It also affords 
greater understanding of system behaviour. 
and enables the effect of svstem changes to 
be seen readilv, and hence ·is a useful aid in 
system design--The root locus method appears 
to be employed to an ever increasing extent, 
and is felt to he a powerful am! u~;.;ful :cul 
for system analysis and synthesis. 
Consider the simple unity feedback system 
shown in Fig. 10, where P(s} is a polynominal 
Fig. 10-Generallztd blo<k diagram 
in s and K is the system gain constant. The 
characteristic equation is P(s)+ K =0, and 
the values of the roots depend on the value 
of K. A plot of the roots as K varies from 
0 to oo is the root locus plot, and it is easy 
to select the value of K required to give the 
roots with the most suitable location. 
The transfer functions of the elements in 
a block diagram are generally known in 
factored form and hence the open loop poles 
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and zeros are directly obtainable. Each locus 
stans, K=O, at an open loop pole and 
terminates, K = oo, at an open loop zero or 
moves to infinity along an asymptote. The 
number of loci is the same as the order of 
the characteristic equation, and the loci are 
always symmetrical with respect to the real 
axis because complex roots always occur in 
conjugate pairs for linear rational functions. 
(~s) 
Fig. 11-Generalized block diagram "'·ith feedback 
Consider now the svstem with elements in 
the feedback loop. shown in Fig. II. The 




where G(s) H(s) has the form 
K(s-'-z,)(s~z,) .... (s "-:ml 
(5-7-p,)(s-'-p,) ... (s+p.,)-
and 
N=l, 3, 5, ... 
To satisfy equation (I) two conditions are 
necessary: the "magnitude condition" 
!G(s)H(s) I= I . . (21 
and the "angle condition" 
/!i(s)H(s)= =N~ 
. . 131 
where 
k~O.I,~.3 .... 
The angle condition is used to obtain 
points on the loci, and then the magnitude 
condition determines the values of K along 
the loci. There are many rules which simplify 
the plotting of the loci and which considerably 
narrow the search for points which satisfy 
the angle condition and hence lie on the loci. 
4.4.1 Rules to Aid Construction of Root Loci. 
(I) Number of separate loci: equals order 
of characteristic equation. 
(2) Origin: the root loci start at the n 
poles of G(s) H(s). 
(3) Terminus: the root loci end at the m 
zeros of G(s) H(s). When the order n of the 
denominator is greater than that m of the 
numerator (as is usually the case in practice) 
the remaining n-m loci end at infinity. 
(4) Symmetry: the root loci are symmetri-
cal with respect to the real axis. 
(5) Loci on real axis: portions of the real 
axis are sections of root locus if the number 
of poles and zeros to the right is odd. 
(6) Angles of asymptotes: for large values 
of K the root loci are asymptotic to straight 




k=O, I, 2 .... 
(7) Intersection of asymptotes on real 
axis: this is at the point given by 
I: poles -I: zeros 
n-m 
(8) Breakaway from real axis or break in 
point: (a) consider a point a very small 
distance from the real axis, obtain an alge-
braic equation by the angle condition, and 
solve to obtain the required point; or (b) 
solve for dk/ds=O. 
(9) Intersection with imaginary axis: this 
is obtained by use of the Routh-Hurwitz 
criterion. 
(10) Angle of departure from complex 
pole: this is obtained by applying the angle 
condition to a point very close to the pole 
(this also applies to arrival at complex 
zeros). 
After the root loci have been sketched 
with the aid of the above rules the exact 
locations of certain intermediate points can 
be determined by the angle condition, 
equation (3), and the loci drawn to the 
desired graphical accuracy. This stage of the 
construction can be shortened by the use of a 
"Spirule"(9), which amongst other functions 
serves as an angle summer. Finally, values 
of K can be put on the loci by use of the 
magnitude condition. equation (2). and 
here again the Spirule can provide some 
useful assistance. 
4.4.2 Use of tile Root Locus Plot.-For anv 
given system· the roots can be found from 
the locus plot by finding the points with the 
appropriate value of K. The pair of complex 
conjugate roots nearest to the origin, provided 
all others are considerably farther away, are 
the dominant roots and will determine the 
damping factor ~ and natural frequency "'• 
of the equivalent second order system. If there 
is a real root near to the origin this will give 
rise to a sluggish system. 
For small values of K the closed loop 
response is nearly the same as that of the 
open loop system. As the loop gain increases 
certain of the natural modes become less 
important, but if the rank (n-m) of the 
system is three or more at least two loci 
cross the imaginary axis. Study of the plot 
will show whether a change in K alone could 
provide an improvement in performance, 
and what value would be suitable. If no 
suitable K can be found then compensation 
must be provided. This consists of adding 
poles and zeros representing added com-
ponents in an attempt to pull the locus to 
the left, so that the dominant poles do not 
reach the imaginary axis until very much 
higher values of K are reached. Zeros have 
the desired effect, but cannot be introduced 
without the addition of at least the same 
number of poles. Since these tend to decrease 
stability they must be placed where they do 
the least harm. 
If required, the values of the roots found 
above can be used to find the Laplace 
inverse, and hence the time response of the 
system to any given input. Roots located 
more than, say, five times the distance of 
the predominant poles can safely be neglected 
as their contribution is very small-and this 
eases c:alculation considerably. Transient 
response curves can be obtained directly by 
simulating the system on an analogue com-
puter. and an approximately constructed 
root locus plot is then a great aid to under-
standing of the system. 
4.4.3 Root Contour Plots(•).-lf it is 
desired to study the effect of more than one 
variable this can be done by constructing a 
set of root contours. Root loci are drawn 
for one variable, and for any given value of 
this variable the roots will be the poles of 
15 
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further sets of root loci for the second 
variable. 
4.5 LYAPUNOV METHOD 
4.5.1 . Introduction to tile Lyapuno•· 
Method.-The "direct method" or "second 
method" of Lyapunov is a general method 
which can be used to determine the stabilitv 
of sets of ordinary autonomous differential 
equations without actually soh·ing the differ-
ential equations. The technique is more 
accurately described as a point of view, or 
philosophy of approach, rather than a 
systematic method. The physical reasoning is 
that if the rate of change of the energy of an 
isolated system is negative for every possible 
state, except for a single equilibrium state. 
then the energy will continually decrease 
until it finally assumes its minimum value. 
It is generally not possible to specify the 
energy content of a system when the equa-
tions of motion are given in purely mathe-
matical terms. 
For this case a very important role is 
played by a scalar function V(x) said to be 
positi,·e-definite with the following proper-
ties: 
(a) V(x) is continuous and has continuous 
first partial derivatives: 
(b) V(x)>O for x,.x, i.e. is positive-
definite; 
(c) V(x)<O for x,.x, i.e. is negative-
definite; and 
(d) V(x)= V(x)=O when x=x,. 
Such a function is called a "Lyapunov 
function" and a dynamic system is stable if 
and only if such a function exists. Failure to 
discover a function to satisfy these conditions 
yields no information about the system 
stability or instability. The finding of a suit· 
able Lyapunov function is usually the most 
difficult part of the analysis. 
Although in the above V was specified to 
be positive-definite and (· was required to 
be negative-definite. V can be specified to be 
negative in which case i' must be positive-
definite. The only restriction is that V and 
V must be of opposite signs, although it has 
become conventional in the literature to 
specify Vas a positive-definite function. 
4.5.2 Application of the Lyapunor 
.Metlwd.-ln the absence of input excitation 
any time-invariant physical system can be 
described mathematically t-y a set of simul-
taneous first-order differential equations, 
written symbolically as: 
dx,_x ( . l ·-I ' dt- i XI, X:s: • • · • • .\n 1- •- · • • 'll (4) 
It is assumed that the right-hand sides X; 
of these equations reduce to zero for x,= 
x,= ..... =x.=O, and are continuously 
differentiable functions of the variables 
x1• x1 .•.• x. within a certain region 11 
containing the origin. This can be the whole 
space -oo<x;<+oo, i=l. 2 .... n. If the 
totalities (x1, x, .... x.) and (X,, X, .. . X.) 
are denoted by x and X respectively, each 
being a row matrix, then the system of 
Equations (4) takes the vectorial form 
.t=X(x) .... (5) 
This is a considerable assumption, but 
assumptions must be made in order to bring 
the system within the range of reasonable 
mathematics. 
One of the simplest functions V(x) that 
may serve as a Lyapunov function for 
an autonomous system, and which is 
r 
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mathematically understood is the generalized 
quadratic form 
Jl(xh x2 , ••• , x,.)=:i: :i:a,iXiXj. (u,i=aJ,) (6) 
i.""'-lj'-2( 
Its positive-definiteness is tested using 
Sylvester's theorem: 
Theorem of Sylrester.-A set of necessary 
and sufficient conditions for the quadratic 
form (equation (6)\ to be positive definite 
is that all the principal minors of the matrix 
(
n, ..... . a,.,) 
a:,., ...... a,.,, 
>hould be positive: i.e. 
a 11 >0, 0 11 D 1 ~ a 11 a 1 ~ a 13 a~ 1 "~~ , > 0· a~ 1 a~: a~ 3 > 0 &c. 
1 a31 a1~ a~ 
4.5.3 Existence of Quadraric Form for tire 
Lrapuno1• Function.-The quadratic t'orm 
for the Lyapunov function is mathematically 
the most convenient to use. If (a) a system 
can be represented by a set of differential 
equations of the form 
.i:~AX-'cF(t,x) 
in which A is a (11 XII) matrix whose coeffi-
cients are continuous bounded functions of 
t. and where F is some vector function of t 
and x. and (b) there exists a positive definite 
function 1· (x) such that II'= Hx) is ne~ative 
definite. then there also exists a V(x) function 
with the same properties which is a quadratic 
form in the state variables x 1, x, . .... , x ... 
5. No:<-LI:<EAR SYSTE~ts 
The analysis and design techniques in 
section 4 have been described for linear 
systems. All practical systems. however. are 
non-linear to some extent. Most physical 
svstems can be linearized for a limited ran2e 
of operation, and linear analysis can then be 
used to determine approximately the system 
behaviour. 
Where non·Jineurities are severe. such as 
when considerable hysteresis is pre,ent or 
\-.·hen components are driven into regions of 
non-linear characteristics. a completely erro-
neous prediction of system performance can 
result from indescriminatc use of linear 
theorv. In such cases it becomes necessarv 
to use modified techniques of analysi,'. 
There is no general method of solution for a 
non-linear differential equation. 
5.1 THE DESCRIBI:<G FL':-.CTIOS 
\Vhen a system containing a non-linear 
clement is subjected to a sinusoidal input 
forcing function the output in general "ill be 
a periodic function. and can therefore be 
represented by a Fourier series. The output 
will contain the fundamental and harmonic 
frequencies, but the harmonic components in 
the output of most practical systems are of 
smaller amplitude than that of the funda-
mental. The physical system acts as a low-
pass filter and attenuates the higher har-
monics. The describing function technique is 
based on the assumption that the harmonic 
response of a non-linear element can be 
adequately described by the fundamental 
component for systems of any order. 
A non-linear element can then be repre-
sented by an equivalent transfer function, 
defined as the ratio of the amplitude of the 
fundamental component of the output from 
Fourier analysis to the amplitude of the 
sinusoidal input signal. This. is called the 
describing function. 
The stability of the characteristic equation 
including the describing function can then 
be determined by application of the Routh-
Hurwitz criterion. 
5.2 HARMONIC ANALYStS METHODS 
The application of Nyquist and hence 
Nichols plots to the design of non-linear 
systems is possible by introducing the 
describing function into the mathematical 
system. The stability of the closed loop 
non-linear system is dependent on the roots 
of the characteristic equation which now 
has the form: 
1-'-NIE.wlG!s)=O (7) 
where G(s) is the transfer function for the 
linear part of the system and N (E. ••) is the 
describing function which is a function of 
input amplitude E and frequency w. 
Using a Nyquist diagram the system 
stability can be investigated by plotting the 
G(s) locus and the -liS locus in the same 
plane. The -I ,'R plot can be considered 
to be the locus of the critical point. which in 
linear theory is the (-I+ j 0) point of the 
complex G plane. When N is a function of 
both £ and w a family of loci, each for a 
constant value of w must be constructed with 
£ as the variable parameter. 
When the critical points of -I i,V lie to 
the left of the G(s) locus then the closed 
loop system will be asympototically stable. 
whereas if they are enclosed by the locus 
totally unstable operation will result. Inter-
section of the G(s) and -1,",\7 loci corre-
sponds to the possibility of periodic oscilla-
tions !i.e. a 5\'Stem which is mathematicallY 
5table. but noi asymptotically stable) charac-
terized by the value of Eon the -l,'N locus 
and the value of,,, on the G(s) locus (Fig. 12). 
The values of .\f ,, "'• &c. determined from 
the Nyquist or Nichols diagrams for fixed 
values of N do not have the same meaning 
as in the linear case. M, for the non-linea~ 
system is the maximum value of the closed 
loop frequency response, but for varying 
system input amplitudes a range of values of 
.11,. "'" &c. will resuh. The values obtained 
do. however, still give some indication of 
the relative '!ability of the system( 10). 
5.3 RooT Lons PLOT 
Using the aho\·e characteristic equation 
(e4uation ( 7)) a root locus plot can be 
constructed in the normal wav. If the de<crib-
ing function is a function or' amplitude only 
then roots can be indicated on this plot for 
various values of the describing function for 
the quasi-linear system. A study of the plot 
will show which roots are dominant, and 
how the equivalent system damping and 
natural frequency change with variation in 
the value of the describing function. If the 
describing function is. in addition. fro4ucncv 
dependent then a separate root locus plot is 
necessar~· for each value of amplitude. The 
labour involved in constructine these loci 
makes the method verv lengthv. The more 
common types of non-'linearhy. encountered 
in practice are primarily ampliwdedependent, 
so a single plot generally suffices. 
5.4 LYAPUNO\' DtR~CT METIJOIJ 
Lyapunov's direct method is directly 
applicable to non-linear systems. The major 
difficulty of the method again lies in the 
selection or generation of a scalar function 
which satisfies the necessary conditions. 
A number of fairly procedurized analytical 
techniques are now available for finding 
Lyapunov functions("), but each applies 
only for certain applications. 
6. APPLICATION OF STABILITY CRITERIA 
TO PRACTICAL SYSTEMS 
To illustrate the procedures described 
briefly in sections 4 and 5, and to provide a 
16 
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basis for comparison, the main methods are 
applied in this section to a practical linear 
system, and then to the same system when a 
non-linearity is present. 
The system considered is a hypothetical 
simplified governed engine system with (a) a 
linear proportional governor and (b) a 
governor with variable spring rate. It is 
assumed that the system can be represented 
by the block diagrams of Figs. I and 2. 
It is required to lind the range of governor 
characteristics which will give asymptotic 
stability. 
6.1 LI:<EAR SYSTE" (Fig. I) 
(a) Routlr-Hurll'il: Critcrinn.-The ch~rac­
teristir equation is 
t3l 
Thr ne\e~~:lrv con(li1irm fnr ~tabilitv tbal .\II 
coefficients are present and of the sarne sign i> 
satisfied. provided K>O. The suilicient 
condition can now be obtained from the 
Hurwitz array: 
s' 
,, ' A. 
s1 2-K 13 t) 
5° I A' 
Hence O<K<o for a"·mptotic stahtlm·. 
Solution of the auxiliary equation "ill 
yield the natural frequency of o'cillation !'or 
K=f>. 
i.e. 3f! h =-0 
)( i•·J!! -6 ... : ... ::1) 
i.e. 
For K"=-l the syo;tem is a~ympt•lti~;illy 
stable. but the criterion gives no indication 
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Fig. 12-:'\~·quisl di:agram 
(b) ,\'_rquist Diagram (Fi~. 12)-The opened 
loop system transfer function is 
Chl K K 
Rlsl si.r~ It (S -;-"~) sl.•;··c Js··c-2) . (9) 
The modulus of this is 
C(j••l K 
IH =:Rift:} C'::(o)\· 1 ·6-=-(1~~)..; ~:9t•1~ 
and the phase lag is 
_,( J<,, ) .p~-90'-tan ---. 
:!-w· 
The polar plot of M and .p for a value of 
K =I is shown in Fig. I 2. For asymptotic 
stability the pin margin 20 log, 0 I/ !xI 
must be greater than zero. Hence lx 1 <.I, 
and scaling the diagram, or calculating I·' I 
gives K <6. Also, ror K =I measuring the 
diagram the phase margin is found to be 52', 
17 
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and the gain margin is 20 log 10 6=15·6 dB. (c) Bode and Nichols Diagrams (Figs. 13 
and 14).- (i) Modulus curve: for the 
straight line construction it can be seen that 
comer frequencies are w=l and w=2 rad/sec. 
The slopes of the lines are 
20 dB/decade for w < I 
40 dB/decadefor I <w<2 
and 
60 dB/decade for <• > 2 
For 
w=0-1 
M I 4-97. 
·lv'l-991 +·09 
i.e. straight line passes through 20 log 104 · 97 = 
I 4 dB point. By summation of the correction 
for each comer the true curve is obtained as 
shown in Fig. 13. This curve can also be 
obtained from points taken from the Nyquist 
diagram. 
(ii) Phase curve: This is obtained by 
summation of tbe phase curves for all three 
components, and is also shown in Fig. 13. 
(iii) From the Bode curves the phase 
margin can be seen to be 52' and the gain 
margin 15 · 5 dB. Hence the gain can be 
increased to 6 before instabilitY will occur. 
(iv) When the curve is plotted on the 
Nichols chart (Fig. 14) the following infor-
mation can be read off: 
M,=1dBorl·l2 
"'• =0 · S rad/sec 
band width =0 · 8 rad/sec 
These characteristics indicate that the 
response of the system is sluggish compared to 
the response expected from a high perform-
ance engine system. 
(d) Root Locus Diagram (Fig. 15).-
(i) There are three loci. starting at the 
poles s=O. s= -I, s= -2 and all ending 
at oc;, 
(ii) Loci on real axis lie between origin 
and s= -I. and to the left of s=- 2. 
(iii) Slope of asymptotes is 
(21.--+-1) ~ 
-r=o 




/ \ J 
+2o -1=:::±--,fi-+-+-~""'A----1-"1-+-+++--hr-t-~-,'/"-i..{H--+-+--l-H 
:!-··........ / \ 1\ .... ,___ 
Fig. 14-;"'ikhols chan 
-180 -160 -lofO -120 -100 -so --60 -of(} -zo 
(iv) Asymptotes intersect real axis at 
(0-1-2) 
--3-=-1 
(v) Loci cross imaginary axis, section 
6.1 (a) atK=6, S=:!;Y2}. 
(vi) Breakaway point 
'!{f= -3s'-6s-2=0 
i.e. 
s= 1-58 or -0-42 
I GAIN MAII.GIN I 
F'll. 13--llode diapam 
,HAS[ ANGL£- DEC. 
By inspection. only the latter is rele\'ant. 
(vii) Root loci can now be drawn and 
values of K added. 
From the root locus plot it can be seen 
that for K=l roots occur close to -0· 36-'-
0·51), -0·36-0·51). and -2·32. Hence the 
system will exhibit characteristics similar to 
·-· 
-j 
Flg. 15-Root locas diapam 
~-/SOr-----i-----~-t--~~~~----1-------~---1 
a second order system with (=0·53 and 
.,.=0·67 rad/sec., but modified to a minor 
extent by the real root at -2 · 32. 
O·t 10 
When the values of these roots are calcu-
lated accurately the transient response curve 
for a step input can be determined by obtain-
ing the Laplace inverse of the output. The 
curve obtained is shown in Fig. 16, and it 
ean be seea that the contribution of the root 
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at -2·32 is very small, which would justify 
considering only the effect of the dominant 
roots. 
(e) Lyapunol''s Method.-The characteristic 
equation (equation (8)) i.e. 
s'+3s'+2s+K=O 
can be written as the following set of I st 
order linear differential equations: 
~ dl =x, 
ddx'=x:~-3x .. 
I -
tlx,_ K· , dt -- .\1--X:: 
Let us assume a Lyapunov function as 
follows: 
2V=a 11(x 1 7o 1 :x:)~--i-a::X:~-i-anx3 ~ • (10) 
where a 11 , a 1:!, a'!'! and a33 are con:;tants. 
Thi> is a form of function which contains 
fewer terms than the generalized quadratic 
form, and is applicable to a large number of 
equations of the above type. 
Then 
t!V 
JV=dt=a 11 (.\· 1 .\·~-:-a 1 ~:r 1 X3 -3a 12X 1 .\·~ 
7al ~X: 2 -i-01::!·\":X3 -7- 3a 1/X ~:) --7 0 ~:!X!-\"-: 
-a,:3x:~-a,K:r 1x3 - 2aa3x 2x, 
Collecting together the coefficients then 
coefficients of 
x,! are 0 
X:::! are 0 11 a 12 -a 11 3a 1 ~~-3a:; 
X:~:! are 0 
XIX'! are a 11 -3a 11al'! 
XtX:~ are allal:-allK 
x!x3 are a 11a 1::-:-a:!-2a33 
To make the V function as simp!' as 
possible put the coefficients of x,x,. x1x3 and 
x ,x, equal to zero. Hence 
a,=l/3 
a 11 =3al3/\ 
Let u33 = I arbitrarily, then a11 = 3K and 
a,=2-Kt3. Substituting these values in 
equation (10): 
~V=3K(x,-~:!J=)' -;-c~-h·i3l x,' · ·' 
If this is to be positive definite th'n 
3K>O i.e. K>O 
and 
Abo 
U · =x~~ (a 11 a 1 ~- 3a 11u,/- Ja.!·~) 
=x,'tK-K-6-"-KI 
=-x,' (6-Ki 
which is negative definite if K <6. 
1·1 /•4 
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Fig. 16-Transient response to unio· step inpol 
6.2 NoN-LINEAR SYSTEM (Fig. 2) 
Consider the case where the governor 
spring is no longer of constant rate but has a 
characteristic of the form kx+bx3• 
(a) Describing Function.-lf the input to 
the governor is assumed to be sinusoidal. i.e. 
E sin wt, then the governor output will be 
f(x)=Ek sin wi+E' b sin' wl 
=Ek sinwl+t E'b sin wl-~ E' b sin 3<·•1 
The fundamental component is: 
f(x)=(k+t E'b) E sin wl 
and hence the describing function is 
IV(E)=kH E'b (Ill 
The stability of the closed loop non-linear 
system depends on the roots of the charac-
teristic equation. 
i.e. 
I -'-N(EJ G(>i=O 
k-t E'b 
l-;-s(s-"-l)(s-2) 0 
From the Hurwitz arrav the condition for 
stability is found to be -
k-~ E' b<6 (l~l 
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Fig. 17-Polar plot. non·linear syslem 
open loop system, together with the negative 
inverse describing function. The curves can 
be seen to intersect for a value of iil(£)=6. 
For very small values of borE the describing 
function approximates to k as in the linear 
system. As error amplitude £ increases. 
however, the describing function increases. 
and the M contours move( 10) to the left of the 
diagram. The value of the resonance peak 
therefore decreases and the system becomes 
more stable. The value of M, determined in 
this way for any fixed value of E does not 
have the same meaning as in a linear system 
but does give some indication of relative 
system stability. 
(b) Lyapu11ov's Direct Method.-The non-
linear system shown in Fig. 2 can be repre-
sented by the following differential equations: 
x.=xt ) 
x,=x,-3.<, . ·. (13) 
..i,=-kx1-bx1'-2x: 
Using a quadratic V function of the form 
V (x) =a11x 12 +aux 1x~+aux ""~ 
+a,.x,x,+a.,x,'+a1,x1x, . . (14) 
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differentiating with respect to time. and 
substituting from equation (13) gives: 
lF(x)= -ka 13x 1:-x,: (2au+6at:-a 1:)+at3x/ 
-al3bx.~ -i-xl·'·:~ (a,:-2kau-:!ba33-""t:) 
+x 1.r:(2a 11 -3a 1 :-ka:~ -ba~3.\" 1 ~- :!o 13) 
+x:.XJ (2au-4a3,-3a:J+a13 ) 
Constrain the W function to be negati\"e 
definite of the form 
W= -kaux1 '-ba 13x 1 ~ . (15) 
by setting the coefficients of the remaining 
terms to zero. Hence 
a.:=2a:,..: 6au l 
D 23 =0 
D 1 :=2kan..:....Zba33x 1 ~ j. II h) 
~11 =3a1 :+ka~-7ba:!,x 1 !-· :U,J 
!a~2=4a,-7-3o:,-a,3 
Solving equations (16) in terms of a, gi'"''': 
l~c·7k-~7bx 1 ' 
all 12-2k-2bxJ:al3 
k7bx1' 





Application of Sylvester", theor~m to th< 
V function to establish the conditions for 
positive definiteness gi\"es: 
a 11 >0, a~!>O, a 33 >0 
i.e. 
The remaining condilivns fvund lrum 
Sylvester's theorem aro not arplicabi< to 
this problem. 
7. DISCUSSION ASO CO:"CL!!SIONS 
The control engineer is required to analys~ 
and design a very wide range of physical 
systems, and there is no single specific 
procedure which will lead to a definit~ 
solution for all physical problems. The 
analysis of most systems can be under-
taken by means of a generalized procedure 
which incorporates some or all oi the above 
methods of analysis. The system must first 
be represented mathematically. the most 
suitable techniques then applied. and finally 
the results must be correctly analYsed. 
Analysis is usually carried out enhcr in the 
time domain or in the frequency domain. 
Analysis in the time domain produces the 
transient and steady-state respome of the 
system to any selected forcing function. The 
most common is a step function input, since 
this represents the most severe practical 
disturbance. The system should approach 
the steady state in the most rapid but lea;t 
u•cillatory way. 
From frequency dnm:1in analysi~ harm~~ni·.: 
response characteristics such as phase margin. 
gain margin, M, &c., can be obtained. an<.l 
these enable system performance to be 
predicted. Both analytically and experi-
mentally harmonic techniques produce useful 
results more easily than time domain tech-
niques. 
7.1 Routh-Hurll"it= Criterion.-For linear 
systems this technique provides a rapid 
means for determination of system stability. 
and for calculation of the resonance fre-
quency, and hence it is useful in the preli-
minary design stages. Prediction of the 
complete dynamic system performance is 
however only possible by applicable of other 
techniques. For non-linear systems it is 
only possible to apply this technique where 
perturbations are sufficiently small to allow 
the non-linear elements to be linearized, or 
where the describing function concept has 
been used to reduce the non-linear element 
to an equivalent linear element. 
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7.2 Frequency Response Teclmiques.-The 
popularity of frequency response techniques 
lies in the ease of their application. Empirical 
values have been established for phase 
margin, gain margin, !lfp &c., which have 
been shown by experience to give satisfactory 
system performance. For experimental deter-
mination of system transfer functions har-
monic response testing provides the most 
satisfactory data, but obtaining harmonic 
generators with suitable frequency range can 
prove to be an extremely difficult problem. 
Of the three basic methods of plotting. 
Nichols charts present the information in a 
more generally usable form than Nyquist or 
Bode diagrams. Presented on this single 
diagram are the "opened" and "closed'' 
loop harmonic data. The opened loop infor-
mation is obtained from the co-ordinates 
of the plot. while the closed loop information 
is found from the M and N contours of the 
chart. 
Nyquist diagrams are useful for presenting 
experimental results, from which Bode dia-
grams can be constructed. Application of the 
"&traight line construction·· to this diagram 
is a useful and generally easy way of esti-
mating the time constants of a s\·stem. The 
design- of any compensation netwOrks which 
mav be required to obtain improved dynamic 
performance is most usefullY carried out bv 
use of the Bode diagram. · · 
It is possible to obtain a polar plot for a 
simple non-linear system which is analogous 
to the Nyquist diagram of the linear system. 
and to construct on it families of .II contours 
for different error signal magnitudes. This 
can give a useful guide to the type of system 
harmonic performance to be expected. How-
ever experience with this type of diagram 
would be necessary before system dynamic 
performance could be predicted with con-
fidence. 
7.3 Root Locus Merhod.-The main value 
of this graphical technique is that the roots of 
the characteristic equation for any value of 
system gain constant can be easily obtained, 
and hence the equation solutions for any 
given forcing function can be calculated. 
The computational effort in obtaining the 
Laplace inverse can be reduced by inspectoon 
of the root locus diagram to determine which 
roots have the predominant effect. A further 
virtue is that approximate loci can be sketched 
very quickly, from which system damping and 
resonance frequency can be predicted. The 
technique is of limited value for system 
compensation since there is little guidance 
in the selection of the necessarv additional 
roots to give a desired transient. response. 
7.4 Lyap11no••'s Direct Metlwd.-At present 
the limitation of this method is the dillicultv 
in finding a suitable Lyapunov function. 
:1nd no generalized synthesis procedures 
have been developed which are suitable for 
all "'terns. For linear S\'Stems of the 4th 
order and above the soluti'on of the equati<>n 
matrices becomes lengthy and requires com-
puter solution. 
Inspection of section 6.I(e) shows that 
even for a simple system the computational 
effort required to obtain a limited amount of 
r 
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information is considerable. No more infor-
mation can be obtained for a linear svstem 
than by application of the Routh-Hurwitz 
criterion. Hence for linear systems unless a 
generalized computer programme becomes 
available to calculate performance indice, 
and transient behaviour by the LyapunO\ 
method there is little virtue in applying this 
method. 
For non-linear systems Lyapunov's dire.:t 
method enables regions of aS\·mptotic stabilil\· 
to be predicted accurately. thus avoiding the 
approximations of the m<>re well knn" n 
methods. It is the only method applicable 
to all s~stems. anJ \.:ui~:>iJcrJblc ciTuri i::. 
being directed towards the de<·elopment of 
its application to the analysis of ph<·sical 
systems. It is thus becoming essential i'e>r the 
control engineer to have some knowledge or 
this method. 
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Pseudo-random signal testing 
applied to a Diesel engine 
20 
by G. E. HARLAND, B.Sc., M.A. PAN'KO, C.T.S., K. F. GILL, M.Sc., Ph.D. 
and .J. SCHWARZENBAC~ M.Sc. 
A p.r.b.s. input has been applied to a proprietary laboratory Diesel engine to study the 
usefulness of the technique in determining the dynamic characteristics of the engine. 
Analogue evaluation of the values of the correlation function was unsuccessful because of 
apparent fluctuation of engine conditions while it was nominally at constant speed and load. 
Better results were obtained by off-line digital computation using experimental results of 
speed variation during one period of a p.r.b.s. signal. Scatter in the results masked any trend 
which might exist with changing bit interval or number of bits in the sequence. The results 
suggest that, in this case, there is no advantage in using sequences of more than 31-bit length, 
and that any test should be carried out at least three times 
THE CLASSICAL TECHNIQUES of dynamic testing of 
systems using steps, impulses, and sinusoidal-input 
functions are usually unsatisfactory for on-line systems. 
In order to obtain usable signal-to-noise ratios, it is 
normally necessary to inject large-amplitude disturbing 
signals, although this is unacceptable for efficient 
plant operation and also makes the assumption of 
linear plant operation of doubtful validity. An alter-
native approach is to use stochastic forcing functions 
in conjunction with correlation techniques, a popular 
and easily injected disturbance signal being a pseudo-
random binary sequence (p.r.b.s.). 
It has been shown (e.g., 1, 2) that the auto-correlation 
function of such a p.r.b.s. signal is a good approxima-
tion to a periodic impulse-if a sufficient number of 
bit intervals is contained within one period of the 
sequence. Using this sequence as a system forcing 
function, and correlating it with the system output, 
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the complete impulsive response of the system is 
obtained provided that the periodic length of the 
sequence is arranged to be longer than the sy~tem 
settling time. 
Several papers (e.g., 3, 4) describing the use of 
p.r.b.s. disturbance signals applied to laboratory 
equipment have been published and these demonstrate 
that this technique has potential. The colloquium 
organized by the LMech.E. and the l.E.E. (5) in 
January 1967. indicated that there was much interest 
in this type of testing, but that relatively few industrial 
applications had been reported. This paper presenl5 
the results of our investigation of the usefulness of 
this technique for measuring the dynamic charac-
teristics of a proprietary 35 bhp 4-stroke Diesel engine. 
Experimental methods 
Generation of p.r.b.s. and delayed 
sequences 
The settling time of the engine being about :! s, it was 
necessary to introduce the binary sequence automatic-
ally. The sequence was obtained from a shift register, 
with the appropriate feedback loops (6) constructed 
from a proprietary electronic teaching logic kit. The 
number, 11, of binary elements in the shift registt:r 
determines the maximum sequence length, which is 
(2" - I) binary states. The clock pulse used for actuat-
ing the shift register was generated by a bistable 
oscillator, the period of which determined the bit 
interval of the sequence. Delayed versions of the 
sequence, when required, were generated by modulo-
two addition of the outputs from the appropriate 
shift register elements (6). 
Engine system 
The characteristic of interest was that of speed response 
to change in throttle position. Movement of the throttle 
changed the inlet-manifold pressure, this actuating a 
pneumatic piston directly coupled to the rack of the 
fuel-injection pump. Injection of the binary sequence 
was achieved by moving the throttle between fixed 
stops by a relay-controlled solenoid. The shift register 
was protected from overloading by an emitter-follower 
which, in turn, was protected by diode leaks across the 
relay points. Engine power was absorbed by a water 
dynamometer. 
To achieve a good signal/noise ratio (4: I) for a 
small throttle-movement (10% of throttle range), tests 
were carried out at a speed of 950 ± 50 rev/min and 
at a fixed load. To determine how the signal/noise 
ratio affects the quality of the results, the same throttle 
movement was applied to the engine at 1700 rev/min 
(almost maximum speed) for a further series of tests. 
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The signal/noise ratio at this speed is of the order of 
1: 1. 
Correlation methods 
To determine the impulse response, it is necessary to 
T 
evaluate the cross-correlation function rp., = j 
0
8. (t) 
81 (t - r) dt. The mechanization of the solution to 
this equation can be simplified since the term 81 (t) 
is a binary number; therefore the product term 8. (t) 
81 (t - r) can be simplified to [sgn 81 (t - r)] 8. (1). 
This enables a simple switch to be used in place of the 
complex operation of multiplication. 
The parallel method of computation in which all 
values of rp., (r) are calculated simultaneously on an 
analogue computer, is generally impracticable because 
of the large amount of analogue and logic equipment 
necessary. The serial approach in which each value of 
I at T =niH 
Fig. 1 (a) Auto-correlation function of a p.r.b.s. 
lbl 
·"'"' .·'""'- --Theoretical response 
I · / '\ ·········At=0·125s \ .. \ ---At=0·50s 
'1. . -·-At= 2-0s 
/\ \ -··-At = 4·0s 
: \ \ 
\ \ 
\ \ \ \ 
Time tsl 
Fig. 1 (b) Effect of bit interval on impulse response 
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rp01 (r) is calculated separately, and requires a separate 
run of the sequence through the engine, requires long 
engine-running periods. A combination of these two 
methods, in which three values of rp., (r) were calcu-
lated simultaneously, was used initially, thus reducing 
somewhat the number of test runs necessary to obtain 
the complete impulse-response curve. 
The main series of tests was carried out by subjecting 
the engine to two input sequences, recording the 
changes in engine speed caused by the second sequence, 
and computing the cross-correlation function off-line 
on a digital computer. 
Choice of p.r.b.s. parameters 
The auto-correlation function of a p.r.b.s. signal is 
strictly a periodic triangular pulse, the base width of 
which is two bit-intervals, as shown in fig. I. In an 
attempt to obtain some knowledge of the quantitath·e 
effect of bit interval on system response, a second-
order simulated system was subjected to triangular 
shaped input signals of varying base length. The 
second-order system used had an undamped natural 
frequency of 3 rad/s and a damping factor of 0·5. 
which gives a time constant of 1· 5 s for the em·eiope 
of the decaying sine wave, and this can be considered 
to be the major time-constant of the system. 
Fig. 1 shows the theoretical impulse-response, 
together with system responses for triangular shaped 
input signals of different base lengths. For this second-
. bit length I 




be seen to give a close approximation to the true 
impulse response. For engine systems. the order of the 
characteristic equation is generally higher, but usually 
a pair of complex roots is dominant, and it would seem 
logical to assume that the above relationship remains 
valid. Hence sequences with bit lengths not greater 
than that defined by this ratio should give results which 
can be assumed to be the impulsive response of the 
system. Taking the settling time as 4 T this implies that 
a 127-bit sequence is required for a complete impulsive 
response. 
Generation of impulsive response 
curve 
Analogue approach 
In an attempt to obtain the impulse response directly, 
during actual engine testing, within the capacity of 
® .. 
Gil 







Fig. 2 Scatter at three nominally identical conditions-
analogue approach 




Fig. 3 Scatter at three nominally identical conditions-
digital approach 
equipment available, three points on the response 
graph were obtained for each pair of sequences injected. 
The first sequence gave the initial conditions necessary 
for the generation of the correlation function during 
the interval in which the second sequence is injected. 
Occasional irregularity in the input sequence was 
noticed during the running and, to ensure consistency 
of results, each input sequence was recorded and 
checked against the true sequence. The logic elements 
were inspected carefully but no faults were found, and 
the malfunctioning of the sequence generator was 
e,·entuallv traced to a disturbance caused by switching 
of the th~rmostat controlling the computer O\en tem-
perature. 
The scatter in readings for nominally identical con-
ditions was quite unacceptable, as can be seen from 
fig. 2 which gives the results for constant engine condi-
ti~ns and a sequence of 63-bit length. The changing 
thermodynamic conditions occurring within the engine 
during the long periods of running necessary, were 
partially responsible for this scatter. It thus seemed 
unreasonable to accept an average curve from these 
points in order to derive the dynamic characteristics of 
the engine. 
Digital approach 
To eliminate the long-term \ariations in engine condi-
tion, analogue traces were taken for single sequences. 
The values measured from these traces were then used 
to compute the cross-correlation function for each 
test. The use of a digital computer makes this approach 
a realistic one where many tests are carried out. 
particularly where curve-fitting techniques are used to 
evaluate dynamic characteristics. 
The amount of scatter was less-as can be seen from 
fig. 3 which shows three typical traces obtained under 
nominally identical conditions. There is close agree-
ment for the first 1·25 s, but thereafter there is wide 
variation in the computed curves. This makes it un-
reasonable to attempt to fit more than a third-order 
transfer function to these, and it is known that one 
time-constant of 0·1 s is that of the filter used in the 
speed-monitoring circuit. lt also s~ggests that as muc~ 
useful information can be obtatned from a 31-blt 
sequence as from the longer 63- or 127-bit sequences 
of the same bit interval. 
Tables I to 3 show the range of tests carried ou_t. 
Sequence lengths of 31, 63, and 127 bits, with bit-
intervals ranging from 0·1 to 0·6 s, were applied to the 
engine while running at the two basic conditions 
described above. 
Evaluation of dynamic characteristics 
from impulse-response curves 
To provide a basis for comparison with theoretical 
impulse responses, all curves were scaled in magnitude 
CONTROL February 1969 
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to make the peak values unity in all cases. During 
initial stages in curve-fitting all points on the impulse 
responses were used; the latter portion, where the 
value should be constant, showed a considerable 
amount of scatter. The values of the parameters cal-
culated showed no change when this latter portion of 
the curve was neglected and, in order to save computer 
time, this procedure was adopted for the longer 
sequences. 
A minimum error-squared criterion was used to 
achieve the best fit to each experimental curve. The 
computer procedure used initially was a standard 
library program called FLEPOMlN. This, however. 
generally failed to complete a search because of the 
effects of the compound exponential terms in the 
analytic equation, and all efforts to overcome this 
problem were unsuccessful. Instead a ·carpet' search 
procedure was used. The analytical equation chosen 
as the curve to be fitted, contained three unknown 
parameters only and. with so few parameters. the 
carpet-search technique was not too lengthy in com-
puter time. 
The tests of Table I were directed towards deter-
mining the effect of bit interval on the impulse response. 
All tests were carried out with a sequence of 31 bits 
and a selection of the resulting impulse curves is ghen 
in fig. 4. There is a marked deterioration in the quality 
of these as bit interval is decreased. This is probably 
due to the deterioration of the input signal caused b~ 
the inertia of the relay-throttle mechanism. 
For any group of tests under nominally identical 
conditions. as can be seen in Table I. there is a consider-
able variation in the results for the ,-alue of damping 
factor. This variation masks any trend that might 
exist with change in bit interval. The consistency of 
the results between the test groups is surprising. 
because of the apparent variation in the impulse curves 
shown in fig. 4. 
Table 2 shows the effect of 31-. 63-, and 127-bit 
sequence lengths for 0·2 and 0·4 s bit intervals. Againt 
no general trend is evident with change in the number 
of bits per sequence. Table 3, for the engine condition 
Fig. 4_~Effect of bit interval 
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... ... 
.!!: !:!. ... ... -
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I 31 0·1 0·1 0·725 1·575 
2 31 0·1 0·1 0·725 1·575 
3 31 0·1 0·1 0·515 1-475 
l 31 0·2 0·1 0·865 1-350 
5 31 0·2 0·1 0·945 1·525 
6 31 0·2 0·1 0·715 1·575 
7 31 0·3 0·1 0·815 1·l75 
a 31 O·l 0·1 0·795 1·475 
9 31 0·3 c:: 0·1 0·735 1-m 
·e .. 11-1 D·US 1-150 10 31 O·l ... .... c:: ,.. 
"' 11 31 D-l ~ .. ... 0·1 0·945 1·US ... ... 
12 31 O·L ... ... .:. 0·1 0·945 H75 .. .. .. 
13 31 0·5 ... ... ... 0·1 o-m 1·475 ... ... .N ... 
H 31 0·5 0·1 0·725 1-m 
15 31 0·5 0·1 0·645 1·525 
16 31 0·6 0·1 0·725 1·575 
17 31 0·6 0·1 o-m 1·L75 
18 31 0·6 0·1 0·775 1·575 
19 31 1·0 0·1 0·915 1·575 
20 31 1·0 0·1 0·945 1·525 
21 31 1·0 0·1 0·945 1·525 
Average ralues 0·1 0·793 1-491 
Table 1 Effect of bit interval 
where the signal-to-noise ratio has reduced to about 
unity, shows a scatter in the results similar to that 
obtained at the previous engine condition. This is 
surprising since the impulse-response traces have 
deteriorated markedly, as typified by fig. 5. With these 
results, manual curve-fitting would be quite impractic-
able. 
The average values found were damping factor of 
0·79 and natural frequency of 1·49 rad/s for one 
engine condition, and 0·63 and 0·98 rad/s, respec-
tively, for the second engine condition. 
Conclusions 
For the engine system considered, which has a rela-
tively fast response, it proved impossible to obtain 
good and consistent results. The serial type of approach 
in which points on the impulse-response curve were 
calculated in groups of three, necessitated many test-
runs and this accentuated the scatter in the results. 
The best approach proved to be calculation of the 
impulse-response curve off-line on a digital computer. 
It proved impossible to predict the most suitable 
values of bit-length and bit-interval because of the 
or-----~----~,--++~~--~~--------. 
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]2 127 D-l 0·1 D-935 H75 
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Aterage walues 0·1 0·806 HU 
Table 2 Effect of sequence length 
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34 31 0·2 0·1 o.m 1· 025 
35 31 IH 0·1 o-m 1·025 
36 31 0·2 0·1 0·915 0·975 
37 31 0·' 0·1 0·705 1·075 
38 31 0·4 0·1 0·795 0·975 
39 31 0·4 .5 0·1 o-m 1·075 e 
40 63 0·2 ~ 0·1 o-m 1·075 ~ .. 
'I 63 0·2 ... c;o 0·1 0·895 1·025 a c:: 
"' -l2 63 0·2 .. .. . . 0·1 0·515 1-075 .... 
43 63 g., ... on ... 0·1 0·525 1·075 ... .;. ... ::: .... 
LL 63 O·t 0·1 0·615 1· 025 
45 63 O·t 0·1 0·795 0·975 
t6 127 0·2 0·1 0·725 0·975 
t7 127 D-t 0·1 0·285 1·575 
L8 127 0·' 0·1 0·245 0·575 
Arerage ulues 0·1 0·626 o-m 
Table 3 Effect of large noise·to-signal ratio 
general scatter in the results masking any trend which 
might exist with variation in these two parameters. 
The computer programme for fitting a third-order 
equation to the computed impulse-responses produced 
reasonably consistent results in spite of the poor quality 
of some of the impulse-response curves. 
The results of this investigation suggest that, pro-
vided reasonable sequence-lengths and bit-intervals 
are chosen, exact values of these are not critical. A 
large number of tests should be carried out with the 
sequence chosen-say, 31 bits and 0·5 s bit-interval 
for the type of engine considered-and the results 
averaged. 
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TBBOBBTICAL DISIII . 
or li&DIPTIVIC:OITBOLLBB 
·roB AI I.e. BI&IJB 
by K. F. Gill, G. E. Harland and J. Schwarzenbach 
An I.C. engine-speed control system has been investigated theoretic· 
ally on an analogue computer to determine the degree of improvement 
in existing speed-control systems that can be obtained by using adap· 
tive techniques. 
As electronic devices become cheaper and 
more reliable, it becomes worth considering 
their use for controllers which, tradition· 
ally, have been hydraulic or mechanical. 
Current hydromechanical control units are 
of highly complex design and, in addition 
to being expensive, require a high degree of 
1 Block diagram of arrangement of engine system 
50 
skill in their manufacture, assembly and 
maintenance to achieve the required per· 
formance and reliability. There are appli· 
cations for reciprocating internal-combus· 
tion engines and gas-turbine engines, where 
it is adva,tageous to have as rapid as 
possible a response of engine speed to 
24 
throttle movement under a wide range of 
engine load and environmental conditions. 
Here, the main results are reported of a 
theoretical investigation into the pos-
sibility of adding to such an engine system, 
which incorporates a proportional and 
integral controller, an auxiliary loop that 
allows the advantages of adaptive control 
to be attained. 
The design study w.1s based on dynamic-
performance information obtained from a 
laboratory diesel engine. These charac-
teristics are assumed to be typical for this 
type of prime mover, and variations in 
prime mover can be accounted for by 
changes in the coefficients in the charac-
teristic equations. The controller chosen for 
investigation was a model reference adap-
tive type which adjusted a parameter in lh~ 
auxiliary loop to minimise a chosen per-
formance index, and controller and engine 
were simulated on a PACE 231 R analogue 
computer incorporating parallel logic elt-
ment~ (fig. 1). 
To obtain the engine dynamic charac-
teristics, the throttle was actuated by an 
electromechanical servomechanism, closeiy 
described by a second-order transfer func-
tion, in which the values of damping 
factor and natural frequency could t;.: 
varied as desired within a limited range. 
Engine dynamics 
It was decided to attempt to represent the 
engine dynamically by a linear transfer 
function. Theoretical evaluation of the 
transfer function required more detailed 
engine information than was available and. 
therefore, the dynamic characteristics were 
determined experimentally. The informa· 
tion was obtained using two distinct tyres 
of forcing function, namely a harmonk 
input and a statistical p.r.b.s. signal input 
To obtain harmonic information for the 
engine system studied, it was necessary to 
cover frequencies ranging from appro,i-
mately O·OIHz to 4Hz. The phase and 
magnitude information was obtained using 
a proprietary transfer-function analyser. 
The mode of operation of the analyse~ 
necessitated long periods of running at the 
low-frequency end of the spectrum, which 
proved to be time-consuming. It is im-
portant that the engine datum runnin! 
condition does not change during such 
lengthy periods of testing, .and great care 
was required to ensure that the result! 
obtained were representative. 
The statistical binary input was ol>-
tained from a shift register, with appro-
priate feedback loops, constructed from a 
proprietary electronic logic teaching kit. 
The clock pulse used for actuating the shift 
register was generated by a bistable oscilla-
tor, the ;xriod of ~ '1ich determined the 
bit-interval of the sequence. To eliminate 
the IOIIll·term variation in engine condition, 
analogue traces were taken for single 
sequences, and values measured from these 
traces were then used to compute digitally 
the cross-correlation function for each test. 
It was found' that as much useful infor-
Control & Instrumentation, October 1972 
mation could be obtained for a 31-bit 
sequence as for longer sequence lengths of 
the same bit interval and hence testing was 
carried out using this sequence length. 
The dynamic information was obtained 
by curve fitting to the polar plot and the 
cross-correlation function. respectiv~:Jy, and 
Tobie I Stoepnt descent adaptation 
it was found that the best fit resulted from 
the assumption that the engine and tacho-
generator together constituted a third-
order system. The tachogenerator was 
known to be represented to a good ap-
proximation by a single time con~tant of 
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ciated with the speed-measuring trans-
ducer. The remaining two poles, for the 
engine transfer function, are complex, 
from which the natural frequency and 
damping factor can be evaluated. Variation 
of the datum engine operating point results 
in a change in these parameters. 
Design of adaptive loop 
A block diagram of the primary engine 
loop with the associated transfer functions 
included is shown in fig. 2. If the natural 
frequency of the positional servo is chosen 
to be ten times that or the engine, then 
inspection of a root locus diagram would 
show clearly that the roots of the engine 
and speed-measuring transducer are domi-
nant and hence that the influence of the 
dynamic characteristics of the throttle 
actuating servomechanism can be ignored. 
The closed-loop transfer function then 
r~:duces to 
N. (s) a (Z,s+ 
N, (s) O·is4 +s3 (I +O·Ib)+ 
Z,) 
s2 (O·Ia+b)+s (a+aZt)+aZ2 ... (I) 
Adaptation must be such that variations 
occurring within the closed-loop system 
1esulting from changes in environment and 
power output demand can be corrected 
for, to give substantially unchanged dy· 
namic behaviour. This can be achieved by 
the introduction of an auxiliary feedback 
loop designed to compensate for variations 
in the parameters a and b, thus ensuring 
that the system characteristic equation re-
mains sensibly constant. 
By trial and observation it was found 
that a suitable loop, which gave adequate 
control over the high-frequency coefficients, 
was that shown in fig. 3. The overall trans-
fer function for the system is then 
N. (s) a (Z,s+ 
N1 (s) O·Js4 +s3 (I +0·Ib+ak 1 )+ 
Z,) 
s2 (O·Ia+b+ak 2)+s (a+aZ 1)+aZ1 ... (2) 
In practical systems the generation of an 
N. term would be impossible because of the 
inherent noise generation associated with 
such a double time differentiation. In an 
attempt to assess the importance of this 
term it was, however, included for part of 
the simulation study. To avoid duplication 
and interaction resulting from two separate 
adaptation loops, the limitation k 2{k 1 = 
constant was introduced and a single para-
meter was adjusted. 
In an earlier study2 a technique used to 
determine a suitable model transfer func-
tion was to divide the numerator of the 
system transfer function into its denomina-
tor. This gave a second-order equation 
which was used as the mathematical repre-
sentation for the model. Without know-
ledge of the value of this ratio k2/k~o it is 
not feasible to utilise this method to arrive 
at a suitable model relationship. 







.i:~ < .• _. : 
9 (d, left) Effect when the posi-
tional servomechanism has para· 
me1ers similar to engine 
6 (a) Effect ol variation in w • ., 7 (c) Ellect ol variation in w • ., 8 (b) 
Effect of varia1ion in a>11,. 
10 (abo"e) Adaptive behaviour of 
the variable parameter k.(No +No). 
5=100%. f=0·1. ),=0·04 
with a correct choice of this ratio, a second-
order model is obtainable. The natural 
frequency of such a model should be close 
to that of the primary engine loop which, 





1izc w ( 
from experimental results, was estimated 
to be 2·15rad/s. The damping factor was 
chosen to be 0·7. If the model equations 
are not representative, then the model 
En a inc Rise. ~over WDS Wnmm 
Wn time shoot 
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reference adaplive technique cannot be 
expected to give very satisfuctory results, 
since the engine will only operale within a 
limiled dynamic range dictated by its own 
internal characteristics. 
Inserting a=9, b=4·2 for the engine 
system operating at the chosen datum 
point, and Z 1 =0·25, Z 2 =0·2 for suitable 
governor coefficients at this datum condi-
tion, eqn (2) becomes 
N. (s) 2·25s+ 
N, (s) O·ls4 +(1·42+9kd s3 + 
1·8 
(5·1 +9k 2 ) s2 + ll·25s+ 1·8 ... (}) 
Neglecting the tem1 in s• and equating to 
the model transfer function 
N., (~) 4·6 
N1 (s) s2 + 3·0s + 4·6 ... (4) 
the resulting requirement is 
(6·5+41·5k 1) s 3 +(23·5+41·5k 2) .r2 +52·0s 
+8·3=,7·4s3 +2S·Os'+52·0.r+27·2 ... (5) 
Equating coefficients gives values of k 1 
=0·022, k,=O·ll and hence a ratio k 1/k 1 
= 0·2. The difference in the value of the 
constant term in the polynomials resulls in 
Sculina Adlpllve +· M time paramctcn 
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a change in the rate of the exponential 
decay on which the damped sinusoid is 
superimposed. 
Three separate circuits for parameter 
adjustment have been investigated. Two 
are based on the law of steepest descent 
and are identical to those described in an 
earlier paper•, and the third approach is to 
minimise the instantaneous error signal by 
varying the adaptive parameter at constant 
rate. 
The difficulty in the minimisation of 
performance indices by the method of 
steepest descent is that of the generation of 
a 
the partial derivative "jfk f (£). In practice, 
it is necessary to make certain basic 
assumptions 3 which lead to the approxi-
ae G., (s) . 
mate expression - = ---- N. when a 
ak G, (s) 
performance index of e• is used. In view of 
the assumptions made in the derivation of 
ae 
-, this value will not be obtained very 
ck 
accurately, particularly when large changes 
of k must be made. Thus, it is logical to 
use the simplification obtainable by using 
a simple switching circuit to generate the 
( )
iJe 
control law sgn ilk. e. Tables I and II list 
the relevant dynamic information for a 
series of tests utilising : ;,., methods of 
steepest descent. 
An alternative approach (not giving 
steepest descent) which avoids the need to 
generate this derivative term is to adjust the 
adaptive term at a constant rate, the direc-
tion of adjustment being determined by the 
iJk, ( dN") relationship .rgn ~=(sgn t) sgn --· . ()/ dl 
The magnitude of these terms is not sig-
nificant and it is only the polarit)' that 
determir.es the direction in which the 
adaptive parameter is adjusted. Since the 
rate of the adaptation is uninHuenced by 
the characteristics of the error signal, the 
system with this adatJtive loop should 
maintain the value of the adaptive para-
meter closer to its optimum than do the 
previous systems. The circuit diagram for 
this arrangement is shown in fig. 4 and that 
for the engir.e primary and auxiliary loops 
is shown in fig. 5. The results are listed in 
table II. 
Since k 2 is being adjusted at a constant 
rate, it is necessary to hold the value of k 2 
constant once the optimum has been 
reached. Since the magnitude of e is un-
important, one possible way to achieve 
this condition is by the introduction of a 
dead-zone. This has the advantage of 
allowing for the small differences between 
steady-state engine and model speeds which 
necessarily occur in practice. 
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Discussion 
Typical speed responses of the simulated 
engine system, including the auxiliary feed-
back loop, are shown in fig. 6. The charac-
teristics of this loop were as determined 
above, and the curves were obtained by 
manual selection of the adaptive para-
meter k 2 • These traces were obtained with 
the optimum value of k 2 (0·1 I), and give a 
measure of the quality of the improvement 
attainable. The engine response with both 
terms N. and iii. included in the auxiliary 
loop shows some improvement over that 
with the N. term alone. The improvement 
obtained with the N. term alone is, how-
ever, substantial. 
The order and· the theoretically correct 
characteristic parameters of the model 
have been evaluated above. In an attempt 
to improve the system risetime, the natural 
frequency of the model was increased, but 
thi~ resulted in little improvement in 
system response, as can be seen from com-
parison of figs 6 and 7, the model natural 
frequency in the latter having been in-
creased by a factor of 2. Decreasing the 
natural frequency of the model will result 
in an increase in system risetime, and in so 
doing the engine and model response 
become closer (fig. 8, for halved natural 
frequency). As before, the N. term gives a 
secondary improvement. The frequency-
dependent terms in the transient response 
are still controlled by the system inertia, 
and the auxiliary loop can only inHuence 
the damping characteristics of the system. 
To demonstrate the effectiveness of the 
auxiliary loop, the natural frequency of the 
throttle-actuating servo was reduced to the 
same order as that of the engine system. 
The primary loop alone was then on the 
limit of absolute stability, and a marked 
improvement in the transient behaviour 
resulted with the introduction of the 
auxiliary loop (fig. 9). Under these severe 
conditions, inclusion of the N. term is seen 
to bring the transient significantly closer to 
that of the model than it is when the N. 
term alone is active. 
Test results 
To present a comprehensive coverage for 
the results of a series of tests using a repe!i-
tive step input, table I shows the efiect of 
changes in step size, frequency of step, 
model frequency, and rate of adjustment 
of k 2 • The adjustment of k 1 towards its 
best value is progressive, and to get some 
indication of the form of the resulting 
change, transient responses were recorded 
for the lsi, 5th and lith steps. By the 5th 
step, the transient trace has become very 
close to the final form. Fig. 10 shows the 
progressive change occurring in the para-
meter k 2 • From a low initial value, the 
equilibrium point is reached after two 
consecutive steps, and from the high initial 
value it requires three steps. A system with 
a low value of k 2 would be oscillatory and, 
as a result, a large overshoot would occur 
initially, giving the changes in direction or 
27 
k 2 seen to occur when k 2 first becomes 
0·06 and 0·09. 
To achieve a measure or the quality of 
the response, the values or risetime, per-
centage overshoot, and settling time in 
each transient response are listed for 
comparison. The ideal values are those of 
the model: risetime 1·3s, overshoot 6%, 
settling time 3·5s. From table I the over-
shoot is seen to be significantly higher (on 
average 15-20%) and as a result the rise-
time is marginally smaller (of the order of 
Is), and the settling time is of 1 he same 
order. This performance is within the 
recognised limit~ for acceptability. 
The simplified system with relay in-
cluded in the adaptive loop shows no real 
deterioration in system performance and, 
if anything, shows an improvement. 
In most practical situations the adaptive 
parameter remains close to its optimum 
value, and in this region, where the 
approximate equations more nearly repre-
sent the laws of steepest descent, minimum 
benefit is gained from utilisation of this 
law. For cases in which large changes in 
k1 are required, the equations are only 
very approximate. The application of the 
ae 
relay to the system utilises·the sign of -, 
· ak, 
and the rate at which k 2 is adjusted is a 
function of e. It would appear sensible to 
investigate system performance in which a 
constant rate of adaptation for k, was 
used and the sign of e used to determine 
the direction of change of k 2 • This reduces 
the complexity of the parameter-adjustment 
circuit and increases the sensitivity of the 
parameter-adjustment loop in the region 
of the optimum value of k 2 • Table II 
substantiates this view in showing a small 
value of overshoot, generally of the order 
of 6~~. together with a risetime somewhat 
shorter and a settling time of the same 
order as the model. The effect of excluding 
the N. term is, in most cases, insignifi.:ant. 
A reduction in the value of the throttle 
servo's natural frequency with an active 
parameter adjustment loop can result in 
system instability. Changes in system be-
haviour for changes in engine damping 
constant and natural frequency are again 
small. 
In cunclusiun, it appears that the simplest 
system gives acceptable transient behaviour 
which is rather better than that obtainable 
from either of the steepest-descent ap-
proximations, and further is more attrac-
tive practically. g 
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Transaction Paper 9.73 
Design of a model-reference 
adaptive control for an internal 
combustion engine 
by *G. E. Harland and tK. F. Gill 
An intern11l combustion ~ng111~ sp~cJ cunnol syst~m '""been 
im•es/lgateJ to Jetemrinc the IW.\sihilitt· of using a model-
reference 11daptire control d~rice /II m11intain constant 
dynamic behariour of engine speed irrcspecrii'C' of engine 
load and <'lll'ironmental conditio!IJ. rl conrentimwl t_1·pc ol 
speed conTrol arrangement has be~n used in the priman· loop 
and an auxiliar.1· loop has b~cn inTroduced whiclr biaws tire 
engine throu!e m~chanism bran 11nrount "·!rich is propurtiolw! 
tu the dcrir,llirc of engine speed. The conJtunT o(fJroportwll-
a!in· is tht• parani<'T<'r which is being chung~d b1· The uJaptin· 
loop. 
The n:sulrs uJ the engine tests shoH·ed good cnrrl'/urion H"ith 
lhO.H' obtullled in t1 simularion sruJ_r und clearly 'ihowcJ thai 
fvr certain insrulliltion.\ lhl' incorporution of u tno~..h:l-rejercncc 
luop into u cnnreniionu/ sp~.-·ed conrro/ JY\"11..'111 H·ou/J result 
in unpro1·ed engine dynumic behul'iuur. 
1. INTRODUCTION 
Early IC ~ngine speed control systems. starting with the 
Watt governor. 1788. were designed and developed by trial 
and observation. and only verv limited consideration was ~iven 
to theoretical analysis. With th~ entry of the gas turbin~ into 
military service use and the demand for improved engine 
dynamic performance for this type of installation. the intuitive 
approach to syskm design became unacceptable. 
In the late l'l40's and early 1950's. attempts were made to 
achieve the required aircraft engine dynamic perfornunce by 
the utilisation of fuel sL·heduling sp~ed -:ontrol systems. This 
approach required a thorough knowledge of the full working 
range of the system and for aircraft of several years ago this 
information was available. As speed ranges have increased. 
fuel scheduling inaccuracies have widened until it tends to be 
impractical to use this form of open loop control for certain 
engine applications. 
This demand has made it necessary to replace the earlier 
fud scheduling systems by a more complex closed loop 
speed control. 
As electronic devices become cheaper and more reliable it 
is worth while considering their use for controllers which 
traditionally have been hydraulic or mechanical. Current 
hydro-mechanical speed control units are of highly sophisti-
cated design and in addition to being expensive they require 
a high degree of skill in manufacture, assembly and mam-
tenance to achieve the required performance and reliability. 
To replace these hydro-mechanical systems with their 
electronic counterparts is an unsound engineering solution and 
it would be more sensible to review the system as a whole. 
The existing units require considerable a priori operational 
knowledge during the design stages, since changing engine 
dynamics resulting from different flight conditions are still 
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pre-programmed in the pr~sent range uf hydro-mechanical 
systems. 
The pre-programming approach used on aircraft instal-
lations is to determine a series of governor parameters. each 
attempting to giv~ the desired performanL·e at a particular 
altitude and forward spe~d. and to adjust these paramders 
automatk~lly as predetermined functions of measurable 
quantities. This form of scheduling of governor gain 
parameters has been referred to as open loop adaptJtion. 
The success of such adaptation is dependent upon bci:~g 
able to generate sufficiently accurately the governor gain 
constants for the wide range of possihle oper3ting -:ontlitJons. 
While such open loop adaptation is being used succcssfuil,·. 
requirements for engine and aircraft performanc~ arc 
hecuming increasingly more severe. and this brings attendant 
difficulties of design. production and maintenance of the 
controller for scheduling loop adjustment.~ Attempts haw 
been made in other fields to produce closed loop adaptive 
systems. and various approaches to the design of closed loop 
adaptive systems have been described.3-" These tend to fall 
into two classes. In one. the dynamic response of the system 
is continuously forced into correspondence with an ideal 
response dciined by a model. and this is termed a model 
reference adaptive system. 5-8 In the other. the system 
performance is characterised by a single value, a performance 
ind~;;<i.IO and the syskm operates to maximise or minim;;e 
this value. The former is the class of adaptive c()ntroller 
chosen for study in this report sinL·e it is more r~aJi!y 
applicable to an engine installation. 
A preliminary study I i was carried out on a simulall'd 
aircraft engine-governor system and the results oft his w<Jrk 
suggested that satisfactory engine dynamic performance 
could be maintained with changing environmental conditions. 
To further substantiate these findings the work has been 
exknded to study the usefulness of these ideas when applied 
to a laboratory diesel engine, since in general most internal 
.:ombustiun engines tend to have similar dynamic 
characteristics. 
1. 1. Basic ideas 
There are various methods available by which an adapti,-~ 
control system can be designed. In the present study. the 
dynamic response of the system is continuously forced into 
correspondence with a chosen ideal response as defined by a 
mathematical model. This class of adaptive control was 
chosen primarily because a design study II indicated that with 
this form of control the minimum amount of system modi-
fication was necessary. Low cost solid state electronic circuit 
elements are available as proprietary items, so making 
physically possible the introduction of an adaptive loop into 
an established engineering s}'stem. 
In an attempt to keep in line with engineering practice. 
the adaptive loop was designed in the following way: 
An auxiliary loop was first added which contained the 
appropriate feedback network and adaptive parameters 
adjustment mechanism. This enables the effectiveness of the 






of the adaptive parameter. A third loop is necessary in which 
the performance criterion can be measured and the logic 
decision made to arrive at the adjustment required in the 
adaptive parameter. Closing of the third loop gives automatic 
control over the adaptive parameter and by doing so optimum 
performance can be realised in accordance with the established 
strategy. A block diagram representation showing all three 
loops is ~Pven in Fig I. . . 
No unified approach to the theoretical analysts and 
design of such systems has been generally accepted by workers 
in the field. and the authors· theoretical work rests hcavtly on 
classicallin~ar theory and elementary laws of physics. 
Attempts to predict analytically the stability boundary for 
the rate of adjustment of the adaptive parameter by apphcation 
of Lyapunov's Direct Method failed. and so it was necessary to 
use a simulator study to arrive at an estimation for the 
limiting value. 
NOMENCLATURE 
a =Equivalent to (Wn:!)e 
A = Area of restrict or in pneumatic governor 
A 1 = Area of diaphragm in pneumatic governor 
b = Equivalent to 2~e(wnle 
Cd =Coefficient of discharge. taken as O·o5 
D = Datum speed, rev/min 
f =Fuel now from fuel pump, in3 
F = Frequency of step input, Hz , 
g =Gravitational constant, taken as 3~-2 ft/s~ 
G(s! =Transfer function of engine 
G1(sj =Transfer function of governor 
Gwfs) =Transfer function of model 
/ = Inertia of rotating parts, lbf/in 2 
k = Adaptive parameter 
kj = Adaptive parameter associated with No 
b =Adaptive parameter associated with N0 
k';' =Rate of spring in pneumatic governor. lbf/in 
M = Amplitude ratio 
N =Speed, rev/min 
PI =Manifold pressure, lb/in2 
P]. =Pressure in pneumatic governor, lb/in2 
Q =Flow of air through restrictor. lbm/s 
s = Laplace operator 
S =Speed perturbation, rev/min 
s, = Sampling rate, ms 
T =Torque, lbf/in 
x = Rack displacement, in 
Z1 =Proportional governor parameter 
e =Error, Nm- No 
0 = Throttle position, radians 
}.. = Rate of change of adaptive parameter 
/J. = Viscous friction coefficient, lbf/s 
~ = Damping factor 
p =Density of air, lbm/in3 
T = Fixed time delay, s 




Fig 1 Model reference adaptive control 
system. 
w = Frequency. Hz 
Wn =Undamped natural frequency, rads/s 









To be able to derive theoretically any transfer 
relationships, it is necessary to make certain plausible 
assumptions. The most important of these is to assume thaI 
perturbations about the datum condition are small. mJklllg 
the use of linear theory possible. 
2.1. Derivation of engine system transfer function 
The 50 hp David Brown engine was a laboratory unit 
complete with water brake dynamometer and housed in the 
soundproof thermodynamics laboratory of the department. 
Complete water. fuel and exhaust systems were provided 
in the laboratory. Fig 2. 
The fuel was gravity fed from a tank to the C.A.V. fuel 
injection pump. A metered fuel supply system was fined to 
enable the fuel consumption of the engine to be measured. 
The engine speed was monitored by an electrical tacho-
generator and fed directly to the analogue computer for 
processing. The analogue computer facility. a PACE 2~ I R 
and a PACE 231 R, was housed in another laboratory in the 
Department of Eh:ctrkal and ElectJonk Et•ginecrin~. 
The transfer relationship required is that relating engine 
speed to throttle movement. One possible way of obtaining 
this is to consider the complete system to be composed ot 
several parts, Fig 3. Movement of the throttle causes a change 
in depression in the inlet manifold and this change is detected 
by the venturi control unit which adjusts the position of the 
rack of the injector unit. The additional fuel that Ita' ~nlered 
the engine is used to accelerate it to a new datum speed. 
Each transfer relationship shown in Fig 3 can be developed 
for the data normally found in engineering drawings. This 
was carried out for the diesel engine used and the relevant 
equations together with the numerical values computed, are: 
l1x(s) 2· 7 
AO(sJ I+ 0-47s 
l1[{s) = 7·35 X IQ-Sf1N(s) + 5·6l1x(s) 
AT£(S) 
--=----
l1[(s) I + 0·025s 
(1) 
(3) 
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Fig 3 Block diagram of engine. 
!:::uV{sJ 0·0397 
t).Tt:(sj I + 0-445s 
Eliminating !lxrs). j._f(s). l:.T£(s): 
0-0397 
!l,V( I+ 0-445s) = 7-35 X 10-Sf:.,v 
(I + 0·025s) 
5·6 X 2 7 i:J.I] 
+-----
(1 + OA7s) 
ie. 
t).Nfl + 094s + 0·232s2 + 0·0052s3- 2·92 x 1o·ti 
(4) 
- 1-37 x lo-6sJ = 0·6 !l!Jts) (5) 
Three of the terms in the above equation are small and 
can be ignored without much loss in accuracy, the equation 
then reducing to one of second order: 
!lN(s) 2·6 
!:J.8(s) s2 + 4-0Ss + 4·3 
(6) 
This gives an undamped natural frequency of 2·07 rads/sec 
and a damping factor of 0·98. 
It is evident that the above analysis can only be a guide to 
the order of magnitude of the parameters in the engine 
transfer function. A series of harmonic analysis tests were 
carried out on the engine system to determine the values of 
the parameters for a second-order system. Fig 4 shows typical 
traces obtained at various engine conditions and Fig 5 shows 
the separate harmonic loci for the filter, servomechanism and 
the complete engine system. 
The averaged values found were a damping factor of 0·81 
and an undamped natural frequency of 3·4 rad/s at the low 
MEASUREMENT AND CONTROL, Vol 6. April, 1973 
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Fig 2 50 hp laboratory test engine 
and dynamometer. 
engine condition. 0-55 and 3·1 rad/s at the higher conditions. 
These results were then compared with those obtained from 
statistical response testsl:'. and found to be in good agreement. 
2'.2. Transfer function of closed-loop engine-governor system 
A block diagram of the primary engine loop wi;h the 
associated transfer functions included is shown in Fig 6. 
A conventional proportional plus integral type governor unir 
was used in the primary loop to ensure isochronous speeu 
control. The positional servo-mechanism which was used to 
vary the throttle position had characteristics which couid be 
represented by a second-order equation. If the natural 
frequency of this servomechanism is chosen to be ten times 
that of the engine then inspection of a root locus diagram 
would show clearly that the roots of the engine <~nd speed 
measuring transducer are dominant and hence the dynamic 
characteristics of the throttle actuating servomechanism ~an 
be neglected. The closed loop transfer function reduces to: 
(71 
N;(s) O-ls4+s3( I +O·lb)+s2(0-lu+b) 
+s(a+aZli+aZ2 
2.3. Design of adaptive loop 
The basic object of the adaptive loop is to maintain 
constant dynamic behaviour of the system irrespective of 
changes in system parameters, which mathematically implies 
that the coefficients in the transfer function are maintained 
at a constant value. One possible way to achieve this is by 
the introduction of an auxiliary loop designed to compensate 
for variations in the engine parameters a and b, and so 
ensuring constant dynamic performance (Fig 7 ). 
N0 (s) 
(8) 
Nj(sl O·Is4 +s3(1 + 0-lb +ok1) +s2(0-lu + b +ak1) 
+.r(a+oZ2)+aZ2 
(T51l 169 





Fig 5 Harmonic response loci for items 
of engine system. 
Fig 7 Block diagram of primary + 
auxiliary loop. 
170 (T52) 
Fig 4 Harmonic response locus for 
engine system. 
Fig 6 Block diagram of prirr.ary 
engine loop. 
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In practical systems. the generation of an /v0 term would 
be impossible because of the inherent noise present in the 
signal at the tachometer output. In an attempt to assess the 
importance of this term, tests were carried out to compare 
performance with and without this term. To avoid duplication 
and interaction resulting from two separate loops, the 
limitation k2/k1 =constant was introduced, and this made 
possible single parameter adjustment. 
2.4. Choice of model 
There is no general mathematical procedure known to the 
authors that is available to enable the best choice of the 
model in the adaptive loop to be made. In the earlier study .II 
it was realised that one possible approach to the optimum 
choice of the model was to make use of the system's dosed-
loop transfer function. An approximation to this function was 
obtained by dividing the numerator into the denominator 
which provided a second-order equation which was used as 
the mathematical representation of the model. Without the 
knowledge of the value of the ratio k2/ k I· it is not 
possible to utilise this method to arrive at a suitable 
model relationship. 
Examination oi equation (8) suggests that if a correct 
choice of k~fki is made, the equation (8) could be reduced 
to second order and the model characteristics would then be 
known. One approach to achieve this end is to accept that 
the natural frequency of the primary engine loop should be 
that for the model. From experimental results. Fig 8. it 
was estimated that the natural frequency was ~·15 radsisec. 
For the minimisation of the ITAE criterion for the model. a 
damping factor oi 0·7 is necessary. Taking a representative 
value for the engine natural frequency as 3 rad/s and a damping 
iactor of 0·7. the values of a and bare Y and 4·~ respectively. 
To achieve acceptable governing, it was found experimentally 
that the most suitable values for the coefficients Z1 and Z~ 
should be 0·25 and 0·~ respectively. 
Equation I 8 l becomes: 
N0 1si ~·~5s+ 1·8 
(9) 
N;(s) O·ls-l+s31i·-l~+9kj)+s215·1 +'lk21 
+1·~5s+l·8 
Considering that there is an order of magnitude difference 
0 2 3 4 s. 
2 3 4 5 s. 
Fig 8 Transient response of primary loop. 
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Fig 10 Effect of variation in Wnm· 
between the .:oefficient of s-1 and the other coefficients, it 
seems reasonable to neglect this term particularly since the 
engine will not respond to frequencies in excess oi 1·5 Hz. 
If in equation t <)I we divide the numerator into the 
denominator and equate the resulting equation to the model 
transfer function: 
Nm(si 4·6 
Ni(s} s2 + 3·0s + 4·6 
the resulting requirements are: 
(6·5+4l·SkJI=7-4 
and 
(~3·5 + 4i·Sk2) = ~8·0 
From these two equations the Yalues of ki = 0·022 anll 
k2 = 0·11 can be found. Hence using these, a ratio of 
kifk:; = 0·2 can be established as the optimum value. 
3. DISCUSSION 
3.1. Design of the adaptive loop 
( IOJ 
The design procedure in selecting the feedback nelwork 
associated with the auxiliary loop and the point at which it 
was closed within the system is given in Section 2.3. 
To avoid duplication of equipment within the adaplive 
loop, a constant value for the ratio kz/kl was chosen. For 
fixed values of the variable parameter k in the auxiliary loop 
it is easy by simulation to demonstrate the effectiveness of this 
loop, Figs 9, 10, II. In an attempt to improve the system's 
IT531 171 




Fig 11 Effect of variation in Wnm· 
rise time, the value of the adaptive parameter !: was varied 
but this resulted in little improvement in system initial 
response as can be seen from Figs 9 and l 0. From these it is 
evident that the damped natural frequency of the engine 
cannot be altered by changes in the adaptive parameter since 
this is a function of the system's inertia. The magnitude of 
the system's inherent d:1mping has been made directly 
dependent upon the adaptive parameter k. Therefore it is 
necessary to choose the characteristics of the model as 
illustrated in Section ~.4 based on a knowledge of the system 
to which the adaptive loop is to be added in order to achieve 
optimum system performance. 
3.2. Simulation study 
The analogue computer circuits used in this study are 
similar to those shown in Reference II. To obtain the 
required gain selling in the auxiliary loop, a quarter square 
multiplier is used. In a practical system this operation would 
be provided by a positional servomechanism. 
Typical speed response curves for the simulated system 
including the auxiliary loop are shown in Fig 9 for a value of 
k = 0·11. These curves give an indication of the 'best' 
possible response achievable and can be used as a measure of 
the quality of the auxiliary loop. As is expected from 
inspection of equation (8), the response with both N0 and 
N0 terms present shows an improvement over the response 
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Fig 12 Adaptive behaviour of the variable parameter 








For all tests the initial value of the parameter k was chos~n 
so that large changes in its value were necessary and this 
gave some indication of the quality of the searching technique. 
Fig 12 shows the progressive change occurring in the para· 
meter k which is representative for both the simulated and 
actual engine tests. 
To achieve a measure of the quality of the response. the 
values of rise time, percentage first overshoot and settling 
time in each transient response are listed in the tables for 
comparison. The ideal valuo:s are those of the model: rise time 
1·3 sec. percentage first overshoot o',",. settling tim~ 3·5 sec. 
From Table I, it is clear that the OVtlrshoot is significantly 
higher (on average 15%-20%) and as a result the rise time is 
TABLE 1 
Step 
Test Rise %Over· Settling 
number X Size (%1 w time shoot t1me 
1 0·4 50 0·1 1·0 26 4·0 
2 0·4 50 0·2 1·0 24 
3 0·4 100 0·1 1·0 21 40 
4 0-4 100 0·2 1·0 2~ 
5 0·4 200 0·1 1·0 14 4·0 
6 0·4 200 0·2 1·2 14 
7 0·8 200 0·1 1·3 10 4·9 
8 0·8 100 0·1 1·0 15 4·0 
9 0·8 50 0·1 0·9 21 5·1 
10 0·2 50 0·1 0·9 22 5·8 
11 0·2 100 0·1 1·0 25 4·5 
12 02 200 0·1 1·1 15 4·1 
Relay adaption 
13 0·2 200 0·1 1·3 8 47 
14 0·4 200 0·1 1·2 10 5·0 
15 0·8 200 0·1 1·1 15 5·9 
16 0·2 100 0·1 1·2 10 4·5 
17 0·4 100 0·1 1·3 10 4·5 
18 0·8 100 0·1 1·3 13 5·0 
19 0·2 50 0·1 1·1 16 4·9 
20 0·4 50 0·1 1·2 15 50 
21 0·8 50 0·1 1·3 12 5·2 
22 100 0·2 1·4 17 
23 100 0·1 1·1 7 3·7 
24 200 0·1 1·1 9 4·0 
25 50 0·1 1·0 14 4·0 
26 100 0·2 1·1 12 
27 200 0·1 1·0 24 4 5 
28 200 0·2 1-4 21 
29 0·4 100 0·1 1·1 32 4·5 30 100 
31 50 0·1 1·1 32 4·5 
32 50 0·2 1·3 27 
33 50 0·1 1·1 17 6·0 
34 50 0·2 1·5 30 
35 100 0·1 1·0 28 7·0 
36 100 0·2 1·4 24 
37 200 0·1 1·2 20 7·0 
38 200 0·2 1·4 24 
Wnm = 5·0 tn = 0 7 
39 200 1·0 1·2 22 5·0 
40 0·4 100 1·0 1·0 24 4·5 
41 50 1·0 1·1 19 5·2 
Wnm = 1·25 tn = 0·7 
42 
) 
50 1·0 4·8 4·8 
43 100 1·0 4·0 4·0 
44 200 1·0 3·5 1·5 5·7 
45 0·4 200 1·0 5·1 5·1 
46 100 1·0 5·0 5·0 
47 50 1·0 4·2 4·2 
Wnm = 5·0 tn = 0·7 
48 50 1·0 1·1 16 4·7 
49 0·4 100 1·0 1·0 20 4·0 
50 200 1·0 1·1 21 4·1 
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marginally smaller (of the order of 1·0 sec) and the settling 
time is of the same order. The percentage overshoot, however, 
is within the recognised limits for acceptability which is 
normally taken as 25%. 
4. CONCLUSION 
The simulated study demonstrated that the introduction 
of an auxiliary loop into the basic speed control system 
could be used to maintain sensibly constant dynamic system 
performance. Therefore it seems reasonable to introduce this 
loop into a practical engine system. 
The weakness of this study is the linear modelling of the 
engine and in future work it would be necessary to upgrade 
this model to achieve a more accurate representation. The 
design technique postulated is in line with industrial thinking 
giving a simple physical arrangement that can be adopted to 
existing systems with the minimum of system modification. 
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Using Correlation Techniques-A Guide for the Practising Engineer 
BY CAPTAIN E. W. REED (Retd), M.A., C.Eng., M.I.Mech.E., AND 
DR. K. F. GILL, B.Sc., M.Sc., Ph.D., C.Eng., M.I.Mech.E., M.I.E.E. 
INTRODUCTION 
A new technique, making available information that it was once considered impossible to obtain is now, thanks to recent developments in appropriate equipment, being extensively 
used. The technique is called correlation analysis. This short paper attempts to explain correlation 
analysis in simple terms so that the reader will, at least, understand its capabilities and not be 
put off by the mystique that invariably surrounds the application of new techniques. The authors 
predict that within five years correlation analysis will be a standard part of the engineer's art. 
Basically, the method allows information to be obtained statistically in the presence of other large 
extraneous disturbances which 
normally would completely swamp 
that which it is hoped to measure. 
Correlation may be applied to any 
system; engineering, economic, 
social or what you will. The authors 
have used it to measure the sonic 
velocity of a train of small pressure 
pulses in a noisy two phase flow 
system, despite the much larger 
pressure disturbances present. In 
this application it enabled valuable 
information to be obtained that 
can be used in the study of rocket 
propulsion systems.1 As will be 
evident from the adjoining picture 
the apparatus is not at all exten-
sive even in a laboratory layout. 
The authors are seen using the 
technique they have developed to 
v 
' '" 
The authors (Dr. Gill on the left) using the technique developed by them. 
detect, and hence eliminate, resonance effects from a pipe system. Dr. Gill (left) is handling the 
correlator. The slotted disc (right) revolves to generate a p.r.b.s. (pseudo random binary sequence) 
disturbance by the appropriate interruption of a fine jet of air directed at the slots. 
It is suggested that a recent claim that a bulge in the New York birth rate was directly related 
to a previous prolonged electricity cut, may in fact have little substance and that a correlation 
technique properly applied might have revealed this. World wide publicity is more likely to 
have resulted from the inherent implications associated with such a story rather than from any 
valid scientific deduction! 
11 
MECHANICS OF CORRELATION 
The word correlation is used to cover both cross-correlation and auto-correlation. Rather than 
define correlation, which is difficult, a simple example demonstrating the mechanics involved 
in cross-correlating two signals representing sets of data is given in the first two Figures. If it was 
desired to auto-correlate, say, the signal given in Figure 1, it would require a duplicate of that 
signal to be substituted for that in Figure 2 and then for it to be processed as for cross-correlation. 
In the context of this paper a set of data means any continuously recorded information. This 
could come from as wide a range of data as blood flow patterns within the human body to 
vibration and noise problems associated with an armoured fighting vehicle. 
Figures 1 and 2 represent parts of wave forms which both have a sequence of what is known 
as a pseudo random binary sequence, or p.r.b.s. This type of sequence can be particularly useful 
in correlation work since one of its properties is it8 simplicity in use and this the example demon-
strates. The waveform may have two values which it maintains for a definite interval of time. 
This interval of time is an exact multiple of an elemental interval of time known as a bit. The 
waveform pattern repeats itself in a periodic manner. Figure 1 shows a p.r.b.s. with levels of 
2 or 0 and Figure 2 shows an identical p.r.b.s. but with levels of 1 or 0 and advanced by 5 bits 
compared with Figure 1. The repeatability period is 15 bits. The aim of the example is to show 
that by cross-correlating the two waveforms the 5 bit advancement can be clearly determined. 
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Fig. 1. A p.b.r.s. with levels of 2 or 0. Fig. 2. A p.b.r.s. with levels of 1 or 0. 
A practical solution, in the form of a correlogram, may easily be evolved by following these 
four simple steps: 
1. Cut Figure 2 from the page or, depending on your regard for your copy of the REM£ 
Journal, copy it onto a separate piece of paper. 
2. Place Figure 2 directly under Figure 1. Multiply together a reading on Figure I with 
the corresponding reading on Figure 2. Do this at each bit interval from 1 to 15 inclusive. 
Add together all the multiplication values so obtained. Because Figure 2 consists only 
of ones and zeroes the procedure in this particular example is simple and the answer 
is 6. Plot this value as in Figure 3, which is a correlogram. 
3. Shift Figure 2 one bit to the left so that point 
1 on Figure 2 corresponds to point 0 on t 4 i 
Figure 1. Repeatthe calculation, as in 2, again l 
plotting the answer on Figure 3. 
4. Repeat this procedure shifting Figure 2 two 
bits, three bits, and so on. 
It is seen that all shifts give an answer of 6, except for 
a shift of 5 bits when a peak value of 14 appears. 
This process of multiplying, adding, and shifting, is 
the physical interpretation of correlation. This example 0 is a particularly simple one, chosen to demonstrate L--..J--1.----'--_~_,_:_--i,_:---'--sh.._i_ft"--'--1.---'---'--l 
the mechanics of correlation. 
If Figure 1 had represented a totally random set of Fig. 3. A correlation, developed from Figures 1 and 2. 
data and Figure 2 had represented the same basic data, 
but shifted in time, then this time shift could have been detected by cross-correlation. 
The amplitude of the correlogram would have been constant except for the case in which the 
two sets of data exactly coincide, where a large peak would have appeared. To have produced 
such a correlogram practically, i.e. where the values are random, would have needed at least a 




one thousand multiplications and one thousand numbers all added together to give only one 
point on the correlogram. A complete correlogram needs about one hundred such points. 
Fortunately, a first generation of correlators is now being manufactured and these should soon 
become standard pieces of test equipment. Present prices vary from £600 to £3,600. 
CHARACTERISTICS OF CORRELATION 
There are certain characteristics of correlation and these may be listed briefly as follows: 
I. Two signals will cross-correlate (and will only do so) where there is some resemblance 
one to the other. This is of the utmost significance for it means that information of 
very small magnitude, which may be swamped in, say, noise or some other large corrupt-
ing effect, can be extracted for identification. 
2. The time lag of a disturbance travelling between two points can be determined, even 
if the pattern of the disturbance is distorted in transit. 
3. The auto-correlation of a set of data will reveal any periodic behaviour of that data. 
4. It may be stated (though this paper does not demonstrate the fact) that a small noise 
disturbance can be introduced into a system, whilst in full operation, and a cross-
correlation between the small noise input and the system output enables the dynamic 
behaviour of the system to be estimated. This is invaluable information, and necessary 
for system design. A similar result may be obtained if the noise input is replaced by a 
small amplitude p.r.b.s. disturbance. This has many advantages in application, the 
primary one being ease of generation. As with 'correlation' the reader should learn to 
recognize the term 'p.r.b.s.' for future use. 
APPLICATIONS OF THE TECHNIQUE 
To date the technique has been used for a wide variety of measurements. It is currently under 
development as a velocity and flow measuring device since many systems, such as pneumatic 
transportation of cement or powdered coal, as well as traffic flow systems, present problems which 
can be effectively tackled in this way. 
Professor Towill2 in this Journal last year described a use of the technique in the automatic 
testing of equipment. He emphasised that testing can be done accurately in the presence of noise 
and also pointed out the value of using a repetitive pseudo random sequence. 
Correlation has been used to predict the stability of a nuclear reactor, though an attempt to 
predict the next eruption of a volcano, by correlating within its crater, failed because of an 
untimely eruption prior to the tests being completed. The technique is of course being applied to 
identify a range of everyday engineering systems such as engines, chemical processes, and 
machine tool wear. 
An obvious application is in security work, where information from a signal can only be obtained 
if something about the signal is first known. A good example of such an application is in the 
detection of submarines by sonar located noise. Although ordinary sea noises amount to the 'large 
extraneous disturbances' referred to in our Introduction, the signal from the submarine would be 
readily distinguishable, using this technique. 
These are but a few of the many practical uses of correlation. Over the next few years the 
instances of its application are likely to rise rapidly and significantly. 
References: 
1. Gill, K. F., and Reed, E. W., A Study into the Use ofp.r.b.s. Pressure Disturbances to Measure Sonic Velocity in 
a Two Phase Flow System. Proceedings of The Institution of Mechanical Engineers 1972, Vol. 186 39/72. 
2. Towill, D. R., Dynamic Test Techniq11es Utilized in Automatic Test Equipment. REME Journal 1972. 
13 
PAPER 35 
Data collection for 
plant control studies 
D. S. Fenna B.Sc. 
Formerly Department of Mechanical Engineering, 
University of Leeds, Leeds (now Head Wrightson 
and Co., Ltd., Stockton-on-Tees, Cleveland) 
K. F. Gill B.Sc., M.Sc., Ph.D. 
Department of Mechanical Engineering, University 
of Leeds, Leeds 
A. Jowett B.Sc., Ph.D., F.I.M.M. 
Formerly Department of Mining and Mineral 
Sciences, University of Leeds, Leeds (now CSI RO 




Over the past few years considerable effort has been made to 
improve the operation of industrial processes, both existing plant 
and proposed new designs, by the use of better control devices. 
This has led to an increasing interest in the measurement of system 
dynamics- to produce a transfer function model or some 
equivalent representation. This process, known as system dynamic 
identification, is a necessary preliminary to the mathematical design 
of a control scheme. 
Among the problems of identifying the dynamics of a plant is 
that of obtaining valid experimental data. To use the results of such 
an identification with confidenca requires that the data used satisfy 
certain mathematical criteria. These are highlighted and some 
guidelines for data collection ere given. 
No processing plant can be fed and run so 
consistently as to produce satisfactory products 
over long periods without some form of control. 
Even minor variations in quality and quantity of 
feed can have significant effects, particularly in 
processes that involve recirculating loads, where 
the effect of very small variations can be 
considerable. Control is, therefore, always needed; 
it can be manual or automatic. On the many plants 
that operate predominantly on manual control, an 
operator makes adjustments intuitively, based on 
tradition and personal experience, and he very 
rarely knows why. 
One often presumes that automatic control, 
being less subjective, is better than manual control. 
This presumption is justified only if the automatic 
control is correctly designed and tailored to the 
process requirements. There are at least three basic 
methods used in the development of automatic 
control systems. 
(1) One can make predominantly empirical 
assurtlptions about the response characteristics of a 
unit operation in a plant (as a manual controller 
does) and install appropriate instrumentation and 
Manuscript first received by the Institution of Mining and Metallurgy 
on 19 March, 1975; reviled manuscript received on 9 June, 1975. 
Paper published in March, 1976. 
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control loops. This is the type of automatic control 
that is most likely to fail - generally because the 
assumptions made about response characteristics 
are incorrect. 
(2) On the basis of a mass of experimental work 
aimed at elucidation of the fundamentals of a unit 
operation, one can build a theoretical model of the 
operation and use this model for the design of the 
control system. This approach is very long-term, 
and it has, so far, had some success in only a few 
instances in the mineral processing industry in 
predicting changes in steady-state operation. 
There is very little published work on the dynamics 
of mineral processing plant. 
(3) One can regard the unit operation as a 'black 
box' and collect input-output data to establish the 
response characteristics. This, unfortunately, is 
difficult in the mineral processing field, because 
there is a lack of measuring instruments capable of 
successful on-stream operation. In those cases, 
however, where suitable instruments do exist, data 
can be collected and analysed by statistical methods 
to yield equations that represent the response 
characteristics of the plant. These equations are 
neither assumed nor theoretical; they are proved 
empirical relationships, which, when coupled with 
some basic understanding of the process, can be 
used with confidence in control system design. 
This paper is only concerned with the third 
procedure. 
Practical experience of many mineral processing 
operations indicates that plant response time is 
short, relative to the times associated with 
significant changes in quality and quantity of feed 
(which, generally, is the factor that initiates a need 
for control). In these circumstances operations are 
observed to move from one steady state to another, 
and control measures can be relatively simple, 
assuming that it is known what new steady-state 
condition is wanted and how it may be achieved. 
Roughing operations in froth flotation are a good 
example of this type of situation. The kinetic 
response of a mineral to flotation is typically such 
that recovery will be some 80% complete in 2 or 
3 min, whereas even with poorly or.ganized feed 
arrangements one expects time-periods of some 
20 or 30 min for significant feed changes - on 
account of the smoothing action of bunkering and 
grinding systems. In consequence, so far as is 
known, plant test work associated with the 
development of flotation control systems (as 
distinct from computer simulation) has been based 
on the use of step changes in input to establish 
response characteristics. The errors involved in 
such testing, which arise from uncontrolled 
variations and also frequently from sampling errors, 
necessitate the use of some kind of regression 
model to express response characteristics; but, 
within the limits of accuracy of the regression 
equation, simple control measures will take the 
plant smoothly from one steady state to another. 
At present, very few control systems are working 
successfully in the mineral processing field. 1•2•3 
There are many different reasons for this, among 
which can be listed (a) the difficulty and/or 
expense of most on-line measurements; (b) process 
complexity (e.g. selective flotation of 
Cu-Pb-Zn-Fe), necessitating many control 
measures and subsequent unexpected interactions; 
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Table 1 Data sources 
Type of plant Type of data 
Pb-Zn concentrator Off-line assays, special 
test 
Cu concentrator, On-line XRF and mass 
sulphide-oxide flow rate 
Cu-Zn concentrator On-line XAF and mass 
flow rate 
Cu-Zn concentrator On-line XRF and mass 
flow rate 
Cu-Zn concentrator On-line XRF and mass 
flow rate 
Sn concentrator On-line XRF of feed, 
concentrates and tails 
Sample Interval, 
record length and 
type 
5 min, 8 h, manual 
5 min, 8 h, pen 
recorder 
5 min, 14 h, digital 
printout 
5 min, 40 h, digital 
printout 
5 min, 25 h, pen 
recorder 
5 min, 16 h, digital 
printout 
Sand drier ·input moisture, output 4.5 h, pen recorder 
Cu concentrator 
temperature 
On-line XRF and mass 
flow rate 
Cu-Ni concentrator On-line XAF 
Sinter strand feeder Weigh-feeder demand 
signal and hopper level 
5 min, 24 h, digital 
printout 
10 min, 4 days, 
digital printout 
1 sec, 2 h, digital 
data logger 
(c) the extensive use of feedback circuits for repeat 
processing, which frequently leads to cyclic and 
surging operation; (d) time-lags, as in bunkering or 
flow through a large flotation plant;4•5•6 (e) operator 
idiosyncracies and interference, especially at the 
data collection stage; and (f) response time and 
disturbance time of similar duration. 
In general, few systems would not incorporate 
one or more of these complicating factors. 
Obviously, control is impossible if the basic 
measurements cannot be made. For example, 
scientific control of plants processing minerals of 
the low atomic number elements is precluded by 
the lack of on-line methods of chemical analysis 
for these elements in the solid state. Even if 
instruments are available, it is not possible to 
investigate and implement control measures unless 
there is full understanding and cooperation on the 
part of management and staff. Naturally, it is rarely 
possible to persuade operators to let a plant 'float' 
so that its response can be measured, especially if 
the test procedures that involve pulse, step or 
similar deliberate perturbations are causing 
detrimental effects. 
The other factors mentioned are characteristic~ 
inherent in plant design and operation that can 
easily lead to undesirable behaviour, such as 
overshoot and 'hunting', unless the dynamic 
features of a disturbance and its effects are fully 
understood. Such conditions frequently occur in a 
multi-stage cleaning section of a froth flotation 
plant (e.g. acid-grade fluorspar). Such units are 
often observed to surge (hunt), and the surging is 
ca 
Comments 
Complex recirculations; sampling points unsuitable for finding 
simple input-output relationships; sample interval too long, record 
too short 
Total copper measured; responses confused by different minerals; 
new installation with teething troubles, hence record too short 
Sampling points located to provide no input-output relationships; 
figures truncated, sample interval too long 
Complex plant with sampling points unsuitable for finding simple 
input-output relationships; sample interval too long 
Complex plant with many interactions; good data except sample 
interval too long 
Figures truncated; sample interval too long 
Most data offered do not represent input and C'utput at same time 
Some figures truncated; several simple input-output relationships; 
sample interval too long; some data are computed from different 
points on the plant 
Some figures truncated, sample interval too long; length ideal 
Data entirely adequate for dynamic analysis 
difficult to correct- except when a very 
experienced operator uses all his expertise to make 
intuitive adjustments. It is much more difficult to 
conduct the test work and analyse the data to 
predict an effective control procedure in such 
circumstances, where the dynamic characteristics 
of the plant are of overriding importance. 
Steady-state testing is not appropriate, as the rate 
of transition from one steady state to another is of 
primary importance. Some form of dynamic testing 
procedure must be used, and this also creates 
problems in sampling to obtain useful data, and in 
the analyses of that data. 
The 'black-box' approach 
On a single input-single output plant, where the 
natural variations in feed, and consequent product 
variation, are of sufficient magnitude and suitable 
form, one can detect from input-output records 
that a measurable plant response relationship 
exists (Fig. 1 ). The problem then reduces to that of 
analysing such data to identify the dynamic 
relationship. 
In instances where the response to feed variations 
is not so obvious, usually because the significant 
feed variations are obscure,s:i by miscellaneous 
unidentified variations (noise), it is necessary to 
apply analytical techniques 7 to determine the 
frequency content of these natural variations. 
The aim is to produce a magnitude-phase-
frequency plot from which the dynamic response 
of the process can be deduced. To do this with 
confidence each data stream must contain 
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significant components over a sufficiently wide 
frequency range: it is usually necessary to perturb 
the plant feed deliberately to ensure this. Exactly 
what constitutes a 'significant' component depends 
Time, sec 
Fig. 1 Typical plant operating record 
on the method of data analysis being used; in this 
context statistical methods are very important, 
because they facilitate process dynamic analysis 
by use of very small, deliberately introduced, 
variations in feed. Research is continuing8 on the 
application of statistical methods that can identify 
the process without any extra disturbance, but it 
appears that these are unlikely to be applicable to a 
wide range of plant. 
Traditional test procedures that involve 
deliberately introduced feed variations are based on 
step, ramp, sinusoidal and pulse signals, followed 
by relatively simple analysis of output response 
curves (in steady-state testing the time response is 
ignored). The variations used for this technique, 
in most cases, need to be much larger than normal 
operating variations, so the results may not be 
representative of normal conditions. In many cases 
they would need to be larger than management, or 
even plant, can tolerate, and so these methods 
cannot be used. An alternative procedure, which 
at this stage still remains to be proved on processes 
with a long residence time, is based on statistical 
analysis of input-output data. A pseudo-random 
binary sequence (prbs) is a mathematically defined 
signal,9 with a wide frequency range, which is used 
as the deliberate disturbance (Fig. 2). 
The magnitude of the prbs need only be small, 
and normally becomes indistinguishable from the 
natural variations on chart records. The disturbance 
pattern, however, imposes itself on the output, but 
this is also obscured in normal operating records by 
the inherent natural noise. Nevertheless, when the 
correct statistical procedure is used to analyse the 
data, the effect of the unwanted noise is largely 
eliminated and the response characteristics can be 
established. The technique involves the analysis of 
time series by correlation methods. 10• 11 The penalty 
for using a small disturbance is that it must be 
applied for a long time, of the order of 1 0-100 
times the longest holding time of material in the 
plant, but because the artificial disturbances are 
not normally detectable in the output, normal 
operation of the plant is not interrupted. 
It is essential to have uninterrupted records over 
this long period of the variation in a significant feed 
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attribute, and, simultaneously, to determine the 
consequent variation in a significant output 
attribute: for example, X-ray fluorescence (XRF) 
records of total copper in the feed and tailings of 
a flotation plant; moisture measurements on feed 
to a sand drier, and temperature of dry product; 
and measurements of a metal ion concentration in 
feed solution and in loaded solvent, in a solvent 
extraction process. Recordings made while the 
plant is not operating normally are of no use; nor 
are data where the 'output' quantity does not 
depend on the 'input' quantity. 
Data collection problems 
Mathematical analysis of suitable input-output 
data records for the evaluation of dynamic 
characteristics involves, essentially, cross-correlation 
of the data to arrive at a response curve, followed, 
if necessary, by Fourier analysis of the response 
curve to break it down into a family of sinusoidal 
responses of specified frequency and amplitude. 
A normal sampling scheme at a mineral 
processing plant aims to obtain representative 
samJ,Jies from which metallurgical balances can be 
calculated. Generally, the frequency of sampling 
is not a critical factor, the aim being to guarantee 
reasonable representation by collecting an adequate 
number of increments over, say, one shift. 
Collection of increments by automatic sampler at 
perhaps half-hourly intervals to provide a 
multi-increment average shift sample would be 
fairly typical. 
10 20 30 ~0 
Fig. 2 Example of pseudo-random binary sequence (prbsJ 
As plant instrumentation has progressed, 
however, this pattern is changing. Electromagnetic 
flowmeters, oy-gauge pulp density meters and 
so 
pH meters (and possibly other electrode meters) 
supply continuous records, and modern X R F 
analysers can supply chemical analyses of many 
pulp streams on about a 5-min cycle time. Figures 
flow abundantly from a modern well instrumented 
plant, so either the plant metallurgist can observe 
change and take immediate (intuitive, manual) 
corrective action, or they provide the data for 
computer control, usually via steady-state 
regression models of the process. So far as is known, 
little use4• 5•6 has been made of the vast amount of 
data now being produced on well instrumented 
plants to investigate in detail dynamic response and 
to develop dynamic control models. This may be 
because the data are not suitable, and it will be 
instructive to look, first, at the problems of data 
collection for dynamic analysis. 
Statistical techniques can only be used in 
practice on a digital computer because of the 
computational effort involved. Inevitably, this 
means working with sampled data, since digital 
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computers cannot handle continuously varying 
signals. Any sampling technique will, of necessity, 
lose some of the information from the continuous 
signal, and it is therefore essential that care be 
taken in choosing the sampling rate. (It is assumed 
that sampling will take place in such a locality and 
in such a manner that the sample is truly 











Fig. 3 Four different signals giving same samples 
Problems arise because a given series of 
instantaneous samples can be derived from an 
infinite number of different continuous signals. 
Fig. 3 shows how four different sine waves (a, b, 
c, d) can give the same sampled value if monitored 
at 1·sec intervals. It is interesting to contemplate 
that a fortuitously inappropriate sampling 
frequency on a plant subject to a regular surge 
(which may not always be easily detected) would 
give rise to gross errors in a multi-increment sample 
and a very bad metallurgical balance. This possibility 
was expected in some recent test work, directed by 
one of the authors, which aimed to establish 
steady-state response on a copper concentrator. 
Under nominal steady-state conditions 
multi-increment samples were collected manually 
over a period of several hours from 18 points, the 
increment collection sequence on each sampling 
cycle being randomized by computer; some 
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Fig. 4 Examples of aliassing 
For the samples to be truly representative 
of the original signal it must be possible to deduce 
the original signal from the samples. As is well 
known in communication theory, 13 this is possible 
when the sampling frequency is higher than twice 
the highest frequency component in the signal -
this is known as Shannon's rule. In Fig. 3, where 
the highest frequency wave is 1.8 Hz, sampling 
faster than 3.6 samples/sec would produce a 
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different series of samples for each of the four sine 
waves, and, furthermore, would produce a different 
series again for any other sine wave up to 1.8 Hz, 
or any linear combination of such sine waves. 
The choice of sampling rate is related to the 
frequency content of the wanted data and the 
frequency content of the actual signal before 
sampling. 
To study the plant dynamics it is necessary that 
the recorded data contain components at a large 
number of frequencies up to several times the 
reciprocal of the shortest significant holding time 
of the plant. This gives the value for the wanted 
data band width; for example, on a flotation bank 
of average residence time 15 min, the flow 
frequency could be represented as 1 /(15 X 60) 
Hz(==- 0.001 Hz); a sampling frequency of 0.005 Hz 
might suffice: that is, a sample measurement every 
3 min (the present limit of a Courier on-line XRF 
analyser is about a 5-min cycle). Thus, the sampled 
data would contain all frequencies between 
0.005 Hz and zero, but any higher frequencies 
that may have been present in the original signal 
would be lost, and would reduce the validity of the 
reconstructed signal. 
In practice, the signal from the plant almost 
o." 
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Fig. 5 Low-pass filter characteristics 
always contains components that extend to much 
higher frequencies than the wanted data because 
of noise pick-up, and this noise must be considered. 
Where the noise frequency is much greater than 
the wanted frequencies, it would be a waste of 
effort to sample at a rate high enough to record 
the noise accurately, but mere reduction of the 
sampling rate may give misleading results. Fig. 4 
shows how a signal that represents an unvarying 
quantity, but contaminated with 50-Hz noise, 
would appear to have a 2-Hz oscillation if sampled 
at 16 samples/sec. This phenomenon of frequency 
changing, known as 'aliassing', can only be avoided 
by removal of the unwanted high-frequency 
components from the signal by filtering before 
sampling so that Shannon's rule is satisfied. 
The sampling rate can then be reduced to suit the 
frequency content of the wanted data. It is not 
possible to remove the aliassed components after 
filtering because the filter needs information 
between samples, as is apparent from Fig. 4. 
FILTERING 
The purpose of the filter is to remove all signal 
components that would otherwise be aliassed 
(i.e. all components with a frequency greater than 
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fn = ~.:lt, where .:lt is the time between samples), so 
its frequency response should approximate to the 
ideal low-pass characteristic (Fig. 5). Any practical 
filter will deviate from this; the effects of such 
deviations depend on the frequencies at which 
they occur. 
Deviations from 'the ideal in the passband (A) 
will have a direct effect on the output of the 
sampler; but, if necessary, it can be compensated 
for at a later stage. Any deviations in the stopband, 
however, will admit signal components that will be 
aliassed to the sampler, e.g. in Fig. 4 the amount of 
the reduction in amplitude of the apparent 2-Hz 
component in the sampled signal will be the same 
as the reduction of the 50-Hz component in the 
filter. Components in the filter output at 
frequencies just greater than fn (region B) will be 
aliassed into frequencies just less than f,;. Any signal 
components at substantially higher frequencies 
that pass through the filter (region C) will cause 
aliassed components to be added to the results 
desired; filters with significant lobes in the stopband 
are therefore particularly unsuitable. 
The most straightforward way of achieving this 
filtering when the signal is available in electrical, 
continuous form is to use an electronic filter: 14 
in its simplest form this consists of a 
resistance-capacitance network. Analogous 
arrangements are possible for fluid signals. If the 
sampler. instead of measuring the instantaneous 
value of the signal, works by integrating or 
averaging the signal over a period of time, then this 
performs a low-pass filter function. Examples of 
such integrating samplers are pulse counters, some 
digital voltmeters, -y-gauge pulp density meters and 
XRF analysers. The low-pass characteristics of 
integrators are poor, however, in that the 
attenuation changes only slowly with increasing 
frequency: it should not be thought that they 
eliminate the need for a purpose-built unit to 
filter the instrument input signal. Fig. 4 indicates 
the result of averaging over each h-sec sampling 
period and the 2-Hz variation is still detectable. 
A mineral processing circuit exhibits low-pass 
filter characteristics inherently through the 
smoothing action of the many large-volume, mixing 
items of equipment in a typical plant (mills, mixers, 
flotation banks, thickeners, etc.). Any 
high-frequency variation in mill feed delivered from 
a bunker, for example, can be expected to have 
been eliminated after grinding and classification. 
Thus, data that originate from measurements on 
flotation feed (flow rate, pulp density and chemical 
composition) might be expected to be devoid of 
high-frequency components other than instrument 
'noise', which should be suppressed when the data 
are recorded. 
If the signal already exists in digital form, it may 
be convenient to use a digital filter. 15• 16 Except for 
very simple cases, it is easier to implement a digital 
filter to a given specification than the analogue 
form; in addition, digital filters can be formed for 
which there is no analogue counterpart. 
RECORDING MEDIA 
In the simpler installations, the data are usually 
recorded on strip charts and manually digitized 
later. It is important to realize that this digitization 
is a form of sampling, and Shannon's rule must be 
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satisfied. The samples must be sufficiently close 
that fn is greater than the wanted data band width. 
Any noise on the signal must either be removed by 
filtering before recording or by taking samples so 
close that fn is greater than the noise band width. 
Where digital data logging is used, the printout 
must contain sufficient significant figures to 
represent the expected smallest significant 
variations between samples. A specific example of 
this type of error has been encountered by one of 
the authors in connexion with output of results 
from an XRF analyser on a flotation tailings stream. 
Modern analysers can measure reliably to three 
significant figures, but on this particular installation 
a computer printout truncated results to two 
significant figures. A relative change in tailings 
grade of about 1 0% was necessary to register a 
different computer printout figure- a very 
substantial change. From the point of view of 
providing data for dynamic analysis, the truncated 
printout would lose most of the wanted 
information, especially when advanced dynamic 
testing techniques were used, such as pseudo-
random statistical perturbations, where very much 
smaller changes would be significant. 
Data analysis 
To identify the plant dynamics it is necessary to 
calculate the frequency spectra of the input-output 
data to find how the composition of each signal is 
distributed among the various frequency 
components and how the plant modifies each 
component in amplitude and phase. This is done 
Fig. 6 Auto-correlellogram derived from Fig. 1 
by taking the Fourier transform, either directly or 
via the covariance (correlation) functions (see 
Appendix 1 ). There is some redundant information 
in this process, and this can be used as a check on 
the reliability of the results, presented as a 
confidence interval. 
The auto-correlellogram (acg) can show up any 
very strong periodicity directly, without proceeding 
to the Fourier analysis; 17 Fig. 6 gives the acg of the 
input data of Fig. 1 and clearly shows an oscillation 
with a period of 47 sample intervals. The 
cross-correlellogram (ccg) may also be used directly 
in some cases. If it is known that the plant 
dynamics can be adequately represented by a 
combination of transport lag (flow-through time) 
and exponential lag (mixing effect). the input acg 
should be examined to see if it falls to near zero 
in a time much less than the expected values of 
total plant lag. If this is so, the plant lag values can 
be deduced from the ccg (Appendix 2). The prbs is 
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useful in this technique because it has the required 
form of acg. 
EXAMPLES 
The data in Fig. 1 (which originate from a sand 
drier) were recorded every minute for 2% h, and 
the smoothed spectrum (Fig. 7) stems from these 
j 
• .. 
" ::t: 10 
Frequency, cycles/min 
Fig. 7 Comparison of spectra derived from data given in Fig. 1 
input data. It is dominated by a component at 
0.02 cycle/min, as expected from the acg, and a 
lesser one at 0.06 cycle/min. If these data were 
used for dynamic identification, the results would 
be based almost entirely on the response at these 
two frequencies, since the other components, which 
are more than 20 dB lower, contain less than 0.001 
of the total response power. For a good spectral 
estimate some ten components of similar power are 
required. 
Time, sec 
Fig. 8 Plant record: sinter mix in surge hopper 
If the response were needed only for low 
frequencies, say, up to 0.1 cycle/min, spectrum 
information would be needed at a frequency 
spacing of about 0.01 cycle/min. With a data 
record length of only 150 min, however, the 
maximum resolution obtainable with reasonable 
confidence18 is 0.03 cycle/min, and so the data 
record length is inadequate. 
If the whole range of frequencies shown in Fig. 7 
is of interest, this resolution is just adequate and it 
is reasonable to proceed with the frequency response 
study; but it is still necessary to reduce the relative 
C12 
contributions of the dominant components. This 
can be done by digital filtering. If the same filter 
is applied to both input and output data, no 
correction of the results because of this filtering is 
necessary. Fig. 7 shows also the spectrum of the 
data after a simple filtering operation, 15 and now 
there are many components of comparable 
amplitude so a good estimate of plant dynamics up 
to 0.3 cycle/min would be possible from these data. 
Fig. 8 shows a 45-min record at 1-sec intervals of 
the level of material in a hopper, and Fig. 9 its 
spectrum after filtration to remove the dominant 
very low-frequency variations. In this case there is 
a strong oscillation at about 0.1 Hz in the middle of 
the required range of frequencies and 
overshadowing neighbouring frequencies. There was 
an oscillating feeder operating at this frequency. 
It may be possible to overcome this overshadowing 










Fig.9 Spectrum from surge hopper content data 
represented the input to a plant, i.e. the natural 
feed variations, a disturbance such as a prbs could 
be added to increase the power at all frequencies 
and thereby reduce the relative contribution of the 
dominant oscillation. 
Conclusion 
By reference to various examples that relate to 
mineral processing it has been shown that several 
factors need to be considered in the planning of a 
dynamic identification experiment so that the data 
collected may be used with confidence to give the 
required information about plant response 
characteristics. 
The first step is to make an order-of-magnitude 
estimate of all of the plant's significant time 
constants and transport lags; in some cases these 
include characteristics of the data collection 
system. The reciprocals of these time constants 
dictate the range of frequencies that needs to be 
covered by the data recordings, which must extend 
by a considerable margin above and below the 
estimated frequency values. In particular, the 
record length must be at least ten times longer than 
the longest expected lag in the plant. The maximum 
frequency leads to the minimum sampling rate. 
With this information a pilot experiment may be 
made to assess whether the natural variations have 
a suitable form, either in the acg, where a 
dynamically simple plant is being examined, or in 
43 
the spectrum for a deeper study. If it is not suitable, 
digital filtering may be able to make it so; 
otherwise, it will be necessary to introduce artificial 
disturbances into the plant and a further pilot 
study must be made. The pilot experiments may 
also suggest a change in sampling rate or record 
length. 
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A covariance function is a function of time (T), and is the 
mean value of the instantaneous product of two time series, 
of which one is displaced in time ('lagged') by T. If the two 
series are the same series, the result is the autocovariance 
function (act) of that series; otherwise, it is the 
cross-covariance function (ccf). The time series are adjusted 
to zero-mean before the mean lagged product is calculated, 
in every case. Thus, the ccf of two series x(t), y(t) of 
length N and means x, j7 is given by 
N-r } 1/Jxy(ri=N~r L {x(t)-x}· {v(t+rl-V 
t = 1 
The acf has the property that all sinusoidal components 
in the original series are transformed into cosine terms -
'hence, its Fourier transform is wholly real and equal to the 
modulus of the Fourier transform of the original series, 
i.e. its spectrum. Normally, the acf is calculated to only 
about one-tenth the length of the original series, and can be 
modified to yield a smoothed spectrum more easily than by 
taking the transform of the original series. The smoothed 
spectrum is more useful for frequency response work. 
The ccf is similar in that it easily yields a smoothed 
spectrum, but in this case the relative phase information is 
preserved (for full text and algorithms see Jenkins and 
Watts*). It should be noted that to keep computation time 
within reasonable bounds the routine to calculate 
covariances must be designed to take maximum advantage 
of the machine's storage arrangements, and should be 
written in machine code for maximum efficiency in 
execution. 
The covariance functions are also known as correlation 
functions, and a correlellogram is a plot of covariance 
against lag. 
Appendix 2 
Input data suitable for dynamic analysis have an acg that 
dies away to near zero at a value of lag small in comparison 
with the significant plant time constants. For a plant that is 
adequately represented by a transport lag with an 
exponential lag, the corresponding ccg will have the form 
shown in Fig. 1. 
Mathematical analysis of the response of such a system 
when the input has an acg of triangular or similar form, as 
shown, has revealed that the transport lag value is given by 
the lag value at which there is greatest slope in the rising 
part of the ccg (A in Fig. 1), which corresponds to a 
magnitude of 50-60% of the peak. 
The value of the time constant is found by fitting an 
exponential to the falling part of the ccg, starting at a lag 
of C = A + 8, where 8 is the lag beyond which the acg is 
approximately zero. A simple estimate may be found by 
measuring the time taken for the magnitude to fall to 37% 
of its value at C, but a more accurate method has been 
described by Simoyut by use of a logarithmic-magnitude 
plot. For either of these methods is it important that there 
is no low-frequency drift on the ccg. It is usually necessary 
to evaluate sufficient of the ccg.to have the exponential 
• Jenkins G. M. and Watts D. G. Spectral analysis and iu llfJplicarions 
(Holden-Day, Inc., 1968) 
t Simoyu M.P. Determination of transfer functions from the time 
response of linear systems. Automatica, 18, pt 1, 1969. 15-23. 
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part (after C) available for at least four times the plant time 
constant, and to draw a revised zero line to which this tail 
is asymptotic, as shown at D. As can be seen from the 
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Fig. 1 Interpretation ol correlellograms 
of the ccg decreases as lag increases because less data values 
are included in the sum, and this is why the data record 
needs to be so long. 
When the value of exponential lag has been determined, 
it should be confirmed that the acg falls to near zero in a 
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A method is presented which allows the evaluation of natural frequencies and modal shapes 
from data which is presented in matrix form. The mathematics is understandable by 
engineers who have only a rudimentary knowledge of matrices. The properties oj a Sturm 
Sequence are used to isolate particular natural frequencies, which are then evaluated to any 
required numerical accuracy using a bisection technique. The modal shapes are readily 
evaluated from the computed frequencies. Detailed calculations are included in the 
appendices to extend the explanation. For those recently introduced to computer 
programming, a Fortran program is included for reference purposes. 
During an investigation [ 1] into the dynamic behaviour of an engineering structure it was 
necessary to evaluate the structural undamped natural frequencies from data presented iJl 
matrix form. The problem to be solved was described by the set of dynamic equations 
JUi + K.q = 0. The classical assumption of simple harmonic motion was retained and these 
equations were reduced to [K- w~ J.f] . {q} = 0 where K and i'rf are square matrices 
describing the structural stiffness and mass respectively and q is a normal mode vector 
corresponding to a natural frequency w. 
Of the solution methods available, that involving the use of a Sturm sequer:ce i 2~ 3 j 
most adequately satisfied the normal engineering requirements. The published material, 
however, would be unfamiliar to most practising engineers and hence it is the aim of this 
paper to present it in a form which will permit the ideas to be readily understood and applied 
with confidence. 
The computational procedure outlined satisfies the following criteria: 
1. it permits the evaluation of any or all of the natural frequency values; 
2. it allows the evaluation of a particular natural frequency value without recourse to the 
frequency values previously evaluated and thus eliminates the effect of accumulated 
errors; 
3. the numerical accuracy attained promotes confidence in the subsequently evaluated 
relative amplitudes of vibration; 
4. it is ideally suited for use with small electronic digital computers. 
The authors demonstrate in a simple way, the application of the Sturm sequence method 
in the evaluation of structural natural frequencies, which will give the engineer a physical 
insight into the solution method. The approach comprises three solution stages: 
1. the use of the Sturm sequence property locates a solution region which isolates a 
particular natural frequency from its immediate neighbours; 
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2. the subsequent evaluation of the natural frequency to the desired numerical accuracy 
and 
3. the determination of the relative amplitudes of motion. This is repeated for each natural 
frequency of interest. 
Isolation of a natural frequency 
The location of the ith natural frequency and its subsequent isolation from the (i - 1 )th 
and the (i + l)th natural frequencies is facilitated by the use of the properties of a Sturm 
sequence [ 41 . 
Sturm sequence 
The Sturm sequence associated with a particular matrix is a sequence of numbers which 
comprises the leading principal minors [51 of the matrix. The sequence of leading 
principal minors of a matrix [A 1 = [a i ;1 is defmed by the determinants 
, . 
. . . ··Pn = IAi 
In the present context the matrix is [A] = [K- w2 M] where w is an arbitrarily chosen 
test value for the natural frequency. The properties of the Sturm sequence formed from this 
matrix are such that the number of agreements in polarity of consecutive elements of the 
sequence is equal to the number of natural frequencies greater than the chosen test value. 
By repeated use using different test values for w, the solution region may be monitored and 
part of that region containing only the frequency of immediate interest may be located. 
The procedure is demonstrated numerically in Appendix 1. 
Practical application of the Sturm sequence 
Two factors emerge from the calculation given in Appendix 1: 
1. for matrices of order n, the number of determinants calculated is (n - 1 ), their orders 
increasing from 2 X 2 ton X nand 
2. the numerical values of the elements of the sequence are unimportant, the polarity 
only being required to indicate the number of agreements in sign. 
Diagonalization [5] of the [K- w 2 M1 matrix initially, using a Gaussian type reduction 
procedure, permits the evaluation of the number of sign agreements without the necessity 
of numerically evaluating the determinants. For numerical stability, it is desirable that a 
pivoting arrangement be introduced. 
The suggested procedure consists of (n - 1) major steps as follows: In the fust major step, 
the leading diagonal element having the largest numerical value is determined by inspection. 
If this is term a, r• then rows 1 and r are i.."lterchanged followed by the interchange of 
columns 1 and r.' Gaussian reduction then reduces each of the coefficients of the off-
diagonal elements in the first column to zero by subtracting multiples of the new row 1 
from each row in tum. A counting procedure commencing at zero is now introduced, if 
a1 1 is positive the running total count becomes 1, otherwise it remains at zero. This 
completes the first major step. 
The second major step is a repetition of the first except that the first row and column is 
excluded from the operation. If, after any interchanges of rows and columns, the value of 
a2 2 is positive, the running total count is increased by one. 
' This procedure is repeated to complete the (n- 1) steps, a further row and column being 
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excluded frorri the operation at each stage. At the conclusion of the reduction process, the 
value of the running count is equal to the number of natural frequencies numerically greater 
than the chosen test value. This is so since the consecutive elements in the Sturm sequence 
are now 
and the polarity of any element relative to the preceding element is dependent on the 
polarity of the last term in its expression. The numerical values of the various elements of 
the Sturm sequence are not required in this context. In general, at the commencement of the 
evaluation of the natural frequencies for a particular structure the order of magnitude of the 
numerical values of w is not necessary since repeated application of the Sturm sequence 
routine will isolate the region or regions in which the natural frequencies lie without recourse 
to engineering intuition. Initially, a wide band of trial frequency values will be used. In 
subsequent runs this will be reduced until an individual value is isolated from its neighbours. 
Appendix 5 lists a Fortran sub-program written to apply the above whilst Appendix 2 gives 
a numerical application. 
Evaluation of a natural frequency 
The bisection technique used by the authors was adopted to permit the evaluation of a 
natural frequency to a desired degree of numerical accuracy within the arithmetic range of 
the computation equipment. 
Bisection procedure 
A solution space bounded by the selected upper and lower values t.u 1 and w 2 containing a 
single natural frequency will result from the application of the Sturm sequence procedure 
outlined earlier. · 
The determinants IK - w~ .M\ and lK - w~ .M\ will be of opposite polarity. 
One of the determinants will be of opposite polarity to a third determinant lK - wi .M\ 
where w 3 = 0.5 (w 1 + w 2 ). In this way, the frequency bandwidth enclosing the required 
natural frequency may be repeatedly halved until its width is such that adequate numerical 
accuracy is achieved. 
Using this technique, the number of bisections can be predicted knowing the initial 
and fmal bandwidths. 
Practical application 
The polarity of a determinant lK - w .M\ is most easily determined by inspection of the 
polarities of the leading diagonal elements of the matrix after diagonalization, an odd 
number of negative elements correspond to a negative determinant whilst an even number 
of negative elements correspond to a positive determinant. Where a digital computer is to 
be programmed to apply the Sturm sequence property and the subsequent bisection routine, 
it is convenient to incorporate both within the one program, the bisection routine being 
triggered by the detection of a pair of frequency values which enclose a single frequency 
value. The diagonalization would apply equally to the Sturm sequence and the bisection 
procedures, the difference being in the interpretation of the polarities of the leading diagonal 
elements. 
Appendix 3 illustrates the above with a numerical calculation. 
Relative amplitudes of vibration 
The column vector is evaluated, depending on the accuracy of the natural frequency value, 
either by direct calculation or by the use of an iteration technique. 
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Direct calculation method 
The evaluation of a normal mode shape corresponding to a known exact natural frequency 
requires the solution of the set of equations 
[K - w 2 .M] . {q} = 0 
lbis is readily achieved by first reducing the dynamic matrix to upper triangular form using 
Gaussian elimination with pivoting procedures. The pivoting reorders the elements of the 
vector. To monitor these changes, a dummy column coefficient matrix having elements 
whose values are 1, 2, 3, 4 ... , n is used. Elements of the matrix are interchanged during 
the Gaussian reduction process. 
The vector in its reordered form is evaluated element by element. To demonstrate this 
procedure simply, a 4 X 4 reduced matrix example is given as follows 
Note that the final term q 4 has been assigned the arbitrary value of unity is q 4 = 1. 
For an exact value of natural frequency, the term a4 4 will be zero. For an inexact value 
of w, the term a4 4 will have a small numerical value 'compared with the other non-zero 
terms in the matrix'. 
The vector terms are evaluated in turn commencing with q 3 as follows 
a3 4. 1 
q3 = --·--
a3,3 
(a 2 3 • q 3 + a 2 4 • 1) 
q2 =- ' ' 
a2,2 
The elements of the column vector may now be repositioned to the original order by 
reference to the dummy column matrix elements. They may also be normalized as required. 
Effect of an approximate natural frequency value 
It has been shown [ 61 that with some inexactness in the value of w, considerable errors can 
be introduced into the vector {q} using the procedure outlined above. 
However, it has been shown [ 61 that this can be overcome by using an iteration scheme 
which can be written in the form 
[K - w 2 • M] . {, + 1 q} = [K1 . {rq} 
where {rq} is a trial vector and {r + 1 q} is a more exact vector. If it is decided that this 
refinement is to be adopted on a particular occasion, it is suggested that the vector t q} be 
evaluated as indicated above. 
Again it is recommended that the dynamic matrix [K- w 2 • M1 should be reduced to 
upper triangular form to facilitate the operation. 
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It should be noted that as the value of w approaches the exact value of the natural 
frequency the value of an n also approaches zero with the pivoting scheme which has been 
adopted. This precludes tile evaluation of the vector element qn. In these circumstances, the 
value of an, n may be replaced by an arbitrarily chosen small value of say 10-1s. a(n- 1 ),{n _ 1). 
It can be further noted that when this occurs, the errors introduced by the inexactness 
of the w value will necessarily be small. This will reduce the necessity to use the iteration 
scheme. 
Not more than two iterations should be necessary to correct even a very approximate 
initial vector. 
Appendix 4 gives a numerical illustration of the above. 
Conclusions 
The authors have outlined a procedure for the evaluation of natural frequencies and normal 
modes which they have found to be both useful and convenient to operate. The elementary 
mathematical ideas permit practising engineers to monitor the various stages in a problem 
solution. In practice, with the accuracies of numerical evaluation used by the authors (of 
the order of 0.1 per cent) they have found the iteration scheme outlined above to be 
unnecessary. However, if the interest is in the mode shape rather than the natural frequency, 
this can be obtained accurately without recourse to an accurate value for the natural 
frequency. 
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Appendix 1 
Consider a cantilever beam carrying three concentrated masses represented by the matrices. 
[
800 
[K] = ~00 
600 0 ] [ 2 
800 300 and [M) = 0 
300 600 0 
An arbitrarily chosen value of w 2 = 0 gives 
[ 
800 600 
[K- w 2 .M] = 600 800 
0 300 





Po = 1, P1 = 800, p 2 = 280 000, p 3 =52 800 000 
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Since each of three pairs of consecutive terms in the sequence is of the same polarity, 
there are three natural frequencies greater than the chosen value of w 1 = 0 
Similarly, for a value w 2 = 100 
[K- w 2 .M] = r:O~~ ~~~ ~oo] 
300 600 
and the Sturm sequence is 
Po= 1,p1 = 600,p2 = 60 OOO,p3 =- 24 000 000 
There are two agreements in sign of pairs of members of the sequence (p 0 , p 1 ) and (p 1 , p 2 ) indicating that there are two natural frequencies numerically larger than w 1 = 100. 
Again for w 2 = 1000, the dynamic matrix is 
[ 
-1200 
[K - w 2 .M] = ~00 
600 0 ] 
-200 300 
300 -400 
and the Sturm sequence is 
Po = 1, P1 = -1200, p 1 = -120 000, p 3 = 1 320 000 
Only one pair of terms (p 1 , p 2 ) have polarity agreement. Therefore only one natural 
frequency is numerically greater than w 1 = 1000. Summarizing, the fundamental natural 
frequency lies in the solution space w 2 = 0 to w 2 = 100, the fust harmonic lies between 
w 2 = 100 and w 2 = 1000 and the second harmonic lies above w1 = 1000. 
Appendix 2 
Consider again the situation detailed in Appendix 1 and use a trial value w 2 = 100. Then 
[ 
600 600 0 ] 
[K - w 2 .M] = 600 700 300 
0 300 500 
Operation 1. Inspect the elements on the leading diagonal to determine the largest numerical 
value ie a2,2 = 700. 
Operation 2. Interchange rows 1 and 2 to give 
[ 
600 700 300] 
[K - w 2 .M] = 600 600 0 
0 3.00 500 
Operation 3. Interchange columns 1 and 2 to give 
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[ 
700 600 300 ] 
(K - w 2 .M] = 600 600 0 
300 0 500 
Operation 4. Reduce the off-diagonal elements in column 1 to zero using Gaussian reduction 
[
700 




The procedure is now repeated with row 1 and column 1 excluded: 
Operation 1. Maximum numerical value on leading diagonal is a 3, 3 = 3 71.4 
Operation 2. Interchange rows 2 and 3 
[
700 
[K- w 2 .M] = ~ 
600 300 ] 
-;257 371.4 
85.7 -257 
Operation 3. Interchange columns 2 and 3 
[ 
700 
[K- w 2 .M] = ~ :~~.4 -~~~ ] 
-257 85.7 
Operation 4. Gaussian elimination of a2,3 gives 
[
700 







The triangularization is now complete. Inspection of the leading diagonal indicates two 
positive terms which give two agreements in sign of adjacent terms in the Sturm sequence 
and hence there are two natural frequencies numerically greater than (and one natural 
frequency less than) the chosen value of w 2 = 100. 
The Sturm sequence is 
Po= 1,p1 = 700,p2 = 700 X 371.4,p3 = -700 X 371.4 X 92.2 
Appendix 3 
In Appendix 1 it was shown that the first harmonic frequency lay in the space between 
w 2 = 100 and w 2 = 1000. 
For w 2 = 100 
[
600 




0 ] [ 700 
300 = 0 
500 0 






One negative tenn on the leading diagonal indicates that IK - 1 OOMi is negative. 
For w 2 = 1000 
[
-1200 












Two negative terms on the leading diagonal indicates that IK - 1000Mi is positive. 
53 
Using the bisection procedure, a trial value of w 2 = 0.5 (100 + 1000) is introduced to 
give 
[
-300 600 0 ] 
[K- 550M] = 600 250 300 = 





0 ] 300 
-121 
Two negative terms on the leading diagonal shows that the determinant is positive and 
therefore the required natural frequency lies between w 2 = 100 and w 2 = 550. 
Subsequent trial values of w 2 and the corresponding determinant polarities are listed 
below 
Frequency 325 438 494 522 543 540 542 541 
Polarity + + 
Therefore 541 < w 2 < 542 and 23.26 < w < 23.28 
Appendix 4 
For a value w 2 = 541, the equations to be solved (according to the direct calculation method) 
are 
[K-54LA-n. {q} = 600 259 300 . q2 =0 [
-282 600 0 ] {q,} 
0 300 59 qJ 
During the triangularization, no reordering of the rows and columns is necessary. ll1e 




~00 1 { ::} = 0 
0.39 1 
when q 3 is assigned unity value. Then 
300 X 1 
q =- = -0.195 2 1535.6 
600 X 0.195 
q =- = -0.4157 
I 282 
326 G Longbottom and K F Gill ©IMechE & UMIST 1976 
{ 
q,) { -0.4157} 
The vector is :: J = -~:~954 
To indicate the effect of the iterative procedure outlined above using w 2 = 541, evaluate 
{ 2 q} from the equations 
[K- 541.M]. {2 q} = [K]. { 1q} 
[
-282 600 0 ] 
600 259 300 . 





0 ] { -0.4157} 
300 . -0.1954 
600 1.0 
[ -~82 1::~.6 ~00 ] 
0 0 0.3908 





0 ] {-0.4157} [-449.7] 
300 . -0.1954 = -1062.6 
541.4 1.0 749.0 
whence q 3 = 1916, q 2 = -374.4, q 1 = 796.6 
{
-0.4157} 
giving a vector {q} = -0.1954 
1.0 
No change in the coefficient values is apparent. In fact, the values only change in the 
seventh significant figure. 
However, if a natural frequency value of w 2 = 500 be used ie a value having an error of 






~ 00] . { : :} = 0 
100 1 
After triangularization we may evaluate 
q 2 = -0.142 (compare with -0.195 previously calculated) 
q 1 = -0.423 (compare with -0.415 previously calculated) 
The iteration scheme based on 
[-~~~ :~~ ~oo]. { ::) = [!~~ :~~ ~oo]. {=~::~~} 
0 300 100 q3 0 300 600 1.0 
gives after reduction and evaluation a vector 





q = -0.192 
1.0 
The coefficient values for q 1 and q 2 are, after one iteration, accurate to 0.63 per cent 
and 1.7 per cent respectively using a w 2 value which is in error by 8.2 per cent. 
Appendix 5 
A computer subprogram written for use with an IBM 1130 machine to use the Sturm 
Sequence property in the location of natural frequency values is listed below. 
SUBROUTINE STURM (C, N, X) 
C THIS PROGRAMME APPLIES THE STURM SEQUENCE PROPERTY TO A 
C DYNAMIC MATRIX C OF ORDER N FOR!\fED USING A NATURAL FREQUENCY 
TRIAL VALUE X. 





DO 1 I=1,N1 
AM=O.O 
DO 3 J=I, N 




IF (K-I) 4, 5, 4 
4 DO 6 J=I,N 
AM=C(J,K) 






5 IF (ABS(C(I,l))-RES) 8, 10, 10 
8 JZER0=1 
GOT09 
10 IF (C(I,I)) 12, 12, 11 
11 JCOUN=JCOUN+1 
12 11=1+1 
DO 1 J=U,N 
AM=C(J ,1)/C(I,I) 
DO 1 K=Il,N 
1 C(J ,K)=C(J ,K)-C(I,K)XAM 
IF (ABS(C(N,N)-RES) 13,14,14 
13 JZER0=2 
GOT09 
14 IF (C(N,N)-RES) 9, 15, 15 
15 JCOUN=JCOUN+1 
9 CONTINUE 
IF (JZER0-1) 23, 24,23 
328 G Longbottom and K F Gill ©!MechE & UMIST 1976 
56. 
23 WRITE (5, 103) X,JCOUN 
103 FORMAT ('THE NUMBER OF NATURAL FREQUENCIES GREATER THAN', Fl2.6, 
1 'IS', I4) 
GOT021 
24 IF (JZER0-2) 26, 25, 26 
25 WRITE (5, 104) X 
104 FORMAT (F12.6, 'IS A NATURAL FREQUENCY') 
GOT021 
26 IF(JZER0-1)21,27,21 
27 WRITE (5, 105) X,JCOUN 
105 FORMAT ('THE NUMBER OF NATURAL FREQUENCIES GREATER THAN',Fl2.6, 






Controlling systems with long time delays 
using pole-positioning technique and 
optimal-linear -regulator theory 
by S.M. M. Badrah* and K. F. Gillt 
A method is described for comrol of p/ams with long trans-
portation lags. This is achie1·ed by making usc of the design 
advamages offered by optimal-linear-regulator thl!ory and 
th£' pole-posiTioning technique. The system states required 
by the state-1·ector feedback algori:lun art! obtained from a 
Luenberger obsen·er, thus eliminating the need jc>r specific 
plallt imtnanelltation to implemellt the schellil'. To Jcmon· 
strate the proposed ideas, a sinter plant model is used in the 
case study presented. 
1. Introduction 
~\!any industrial proass~s .:nntain sif!nifk:rnt ;JJJh>Unts ,.f 
dead time. 011 ing to the transportation olm~t~rials lnm1 
one point in a pro.:ess tl' ant'thcr. without ;my .:hangc 
occurring in the propenies or characteristics of the material. 
The additional design problems to be o1·er.:om~ resulting 
from the presence of dead tim.: are a reduct inn in the sru 
of the stability region (Abou El-!\asr. lll801 anJ an inherent 
deterioration in transient behaviour. 
The characteristic equation is no longer algebraic but a 
transcendental equation containing th~ exponetllial term 
representing the transportation lag. hence most nr the well 
known control-algorithm design methods nom1ally 
employed in industry are not applicable. In order to' avoid 
a trial and observation design procedure and to minimise 
dependency on simulation studies. a method is present~<.! 
based on positioning the roots of the citaracteristic 
equJtion. The .-omputational techniques used in th~ 
evaluation of the wei;:hting matri.:es associated with the 
proposed control algorithm are well documented and 
readily available (Anderson & Moore. 1971; Kalman. 196-1; 
Kuo, 1975: and \\'onham, 1967). 
The adl"antage of this method is that it gives a systematic 
design approach and choosing the position of the roots of 
the characteristic equation docs guarantee system stability 
within the bounds of the physical constraints which are 
made. 
The procedure for the design of the control algorithm i; 
fully detailed by lladrah ( 1981) and this paper simply out-
lines the gener~l approach behind the metlwd. The com-
puter programs necessary to apply these ideas directly are 
also fully documented by Badrah ( 1981 ). Typical system 
responses for a 3-term controller ami a Smith's predictor 
algorithm are included to indicate the imprlwement in 
response which can be achieved. 
A brief description of the plant is given so that the 
reader not familiar with the process employed in the case 
• Lecturer in Mechanical Engineering Depa"ment Helwen 
University, Cairo, Egypt. 'Senior Lecturer in Mechanical Engineer· 
ing Depa"ment, University of Leads, Leeds LS2 9JT, UK. 
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study can gain some physical und~rstanding <lf th~ .:nntr<'l 
prnhlcms to be uvcrcomc. 
2. Sintering process 
The sintering process is illustrated s.-hematkalll :n F:,: I. 
It '"nsi,ts mainly of mix in~ iron-nrc tines anJ ''ther 
Jppn1priate!y sized m~t~rials ( limcsl<'n~ and :m Jn!,lnlirc 1 
with cuke breeu as a solid fuel. 1\":uer i~ addcJ t'' :~1"i'tt·:1 
the tine~ in Ofl!~r to h~lp wir~1 :he Jg~],,::h·r~Jii,lll pi,l,:CS' 
:md to impart permcai·:liry t<) ti)c mr:\ .. -\ t"urth<'r in.:r~;,,,~ 
in r ht> pe:-n1e:tbilil y i:-; ~ain.:-t.i hy rnll in~ t ht> mi-.; in :;.·•. \ )\-. q· ~ 
J;:11~1s. kJ~t...'l\\'rl :.~s :1dJt:li:-in; .!n:;~i.'. prinr ;,: :!;'-· .; .. ~:L1: 
~int(?ring p:l~~CS:i. '.\hi~!: m,~,i·:~~ i~nit:n~ t!~'-~ 1~1i.\ ::!~~·:· '""\. 
!Jyer. Air is drJ\\'11 r!:nJugh L!i(' mi.\.. ~nJ th-.·lhH ::.1~.:':":! 
ka\·in~ the combustit'll z,,n~ wiiiJr~· :llld P'''i1L':tl :h: 
Slh.:ces.siY~ b~-~.~rs b(l(nre igmti~'JL In tht~ ..:L11~lb!1Sll 1.lll :~H:·: 
itself. bonding tak~s place between :he ~rains :mJ .i Slft'l1~ 
Jgglomerate is formed. 
When the combustion reaches the base Llf ihe !TIL\. the 
pro~.-·~ss is ~nn1plete. and the sinter is hr~lken u~. >:t.''-~~cJ :~:1G 
s.:reenetl. Th~ undersize sinter fhot r~turn line~l is re.:y.:i:d 
to be used ~sa <:ompnnenr of the rJw-materiJis :"eeJ to 
incr~ase the initial pi?rtneJbility ofrhe mix: the r~!llalllin; 
sinter. or product, is ready to be used in the bb;t r·urnace. 
In a sinter plant. tile adjustment <1f the m:neria: t\11v 
rate must be syn<:hmnrsed \\'Ill! the sin!~r st rami s;);?Cd. !"!:;? 
lrJnsport: . lliun tiru~~ Llf Lh~..· 11i:JI~~t:J! :..li~ iLl w:Jy !·r;1:1~ ~:·.~·· 
stor3ge bins to the sint~r strJnd :1mounts I~\ s·.:\·::r .1: i~iir::.:i.:~. 
I r it were physically russihk. Jn<.l enmomic~il\· so:ErJ. :o 
increase the ltopp~: size signi:"icant!v to neutraiise the ti~c-.i­
time effect. the in<:reased cnmpres>inn at the loll'er :ev~i, in 
in the bin 1n>uld ret!uce the rJw feed P<'rmeability s~1·er:>J:. 
at dis<:harge to the sl rand. Thi> alone would katl to J:t 
appreciable reduction in the .:ommercially 1iable rn,,du_.: 
yield from the plunt: her11:e the demand f•.1r impr,,,·eJ bm 
level control in high production sinter plants. 
3. Control-algorithm design 
In t>rder to ,,btain ~state-vector represent:l!io:J ,,f the 
sinter p!Jnt, which is essentiai li.1rthe desi~n pn1cedure 
presented. the transfer function must be expressed a; a 
rational polynomial in the LJplacc opcratur ·,·_ Td :;.:!tie·.c 
this, an approximation for the tr3nsportation lag has to he 
adopted. A se<:ond-order PaJc approximation was ..:!rosen. 
after inspection of a series of transient respllnses. typically 
Fig:::!, which the authors believe is an adequate representa-
tion for the design approach adnpted. Several methods are 
discus.~ed by Badrah t 1981) lor the e\'aluation of a retltKeti-
order transfer function for this exponential term. 
115 













C'JO!er 1 "'\' 
f ~old sc;-een 
I 
Undorsize sinter 
Fig 1 Sc!1ematic flow diagrJm of :~e ra·.v-mix feed o.·;stem :o si,.ter strand 
When.:~ 
6 : Ls 
exp (- Lsl = ------
6 + Ls + L 's' 
.. (!I 
as J~rJiled '.'\' BaJrJh 1 l<lS II. 
[,,ntrol nt" J pr•"'.:t-'s dL's~.·ri!~.eJ h~· th: :::t:.;te t.''-1 1J~~tit'n~ 
-~ =Ax + iJ;1 .. r: 1 
_,. = Hx 
l'an h~? J~..~i~I·!Y;.'d i1y t~;inJ:1l;·.P:_:! tl! ... • •Jti:J..:nti ... : i:hil'\ c.( 
r .... ·r !·~)! i~l:!l:~.·l· 
!P= r IX' 1}.\' +u' Ruj ,1! (4) 
r .. 
a - Ex~ct representation for exp (- Lsl 
h- Using Pode aoproximation tor cxp (- Ls) 
Thi, ""~ shcm·n ;:;: 1-.:~lman 1 ! >16-f ). ArH.ierst>n 5.: \lo,,:,• 
1 Ill-:'!). JnJ Kt~o ( J<l~)) to yield the .:ontmii:Iw 
wher.! (}. Jn:i R Jr..? sy:nrn::-Iri~ pn,itivi? se:P:.J ... ·,·inite :1:1~ 
pt':iiti\·~-Jef~niie :·.i:Hri.:t:'s resp?.:ti\('ly. Pi~ J .-=~·n1~11~trj_· 
fl·'Sili\:>~CI-illilt..' nlJ!riX tl~:J( ~·:t:; l'e ubtJiil;.:d ~:- :;uh·in~ 
:!1..:· :!l~~::'r:liL· Ri.:-::ui ::q~L!I!un 
( 5) 
The .ilJ!nllt:'-tL-:J~ !w~.·.lr-rL'-:!'.l~J:l)f ;.:.•hl!..!t":"'~ :.:c~'· !!~.~-.; th:;i 
;h~~ p:.:11::. j.l. Rl :~':~b~ :~~ .··,!1,pk:~·l:: .;,)ntr\'i!.!'<:: .i;~.~ 
{.·1. D 1j ;:1:Jst he c•.'!!i~le!\.'1~ ~)hsf'r::1hl.:-. whl'r~ D 1 i~ :J 
nulrix wi:h suiul";k d!n1~nsi1Jn su~h th~t 
Fig 2 Responses to a unit step in 
sinter- plant model 
0 600 1200 1800 2400 3000 3600 4200 4800 5400 6000 
Time (seconds} 
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A derivation for Eqn (7) is given by Badrah ( 1981) which 
is obtained by comparing the conditions for optimality of 
Eqn (5) given by Kalman ( 1964) with those given by 
Anderson and Moore ( 1971 ). 
Elements of D 1 are calculated by equating the co-
efficients of the like powers of the foUowing equation: 
N(jw) N( -jw)- '! (jw) q ( -jw) = d(jw) d( -jw) (8) 
where :V(s) and q (s) arc the dosed-loop and open-loop 
system characteristic equations. 
d ( s) = d 1 + ,/ ~ s + ..... + J, s" -r 
in whh:h J 1. ,] ~, ... J, Jr~ 1 he unk1h1wn ei~~J~nt.; lll f) 1 JIH.l 
can he evaluated to J.:hieve prcassil,!n~d chara.:teristic HHJ! 
vulues for E'ln 1 S 1. The corresponding weighting matrix Q 
.:an !Je cumputeJ by Jire.:t substitution in E'ln 171 leading 
to the required symmetric po~itivc-det'initive matrix P "' 
the uniyue S<•'uti0~ of Eqn 16). 
4. Luenberger observer design 
If the sy;tem under c·nnsiJcrali<'n is ,·nmplctch· 
ohscn·able a redu.:~J-orJcr l'lhen·cr c"Jn be theJ 1 Lucn· 
her:;cr.JcJ,,.!ar:J JO-I)ufthc•rnrm 
; = D: + Ft ;- TB:t .I 101 
in whi,:!: :!, ... · .._lhs~.?r\Tr uuip~tt: i~ ~~.'i.n.: ... ! !t) th~ :.:~tim:1T~·~.: 
VI?([(H .\· l•> 
= = r.-:; 
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A number of restrici<.:tions must be imposed on matrices D 
and E in ordt:r to reduce the number of independent 
variables. These restrictions are: 
( l) D is selected to be diagonal matrix; 
(::?) the elements of D differ from each mher by only a 
few per cent; 
(3) the characteristic roots nf matrices Dare made 
different to the p!Jnt matrix A; and 
(-l) matrix E is selec·ted Ill form a controlbble pair with 
D hy ensuring that ll<l element of E is zero. 
'\ormally. the c:cntents <~IE are made equal If' 
unity. 
R('5tric1ion5 (I) JllJ ( ~) ~bO\\! P'-'rnlit th:? obs~r·;~,.'r 
matrix lL' he .:ltaractcrised by only •Htc ekmcnt ,,f D. l;t til~ 
stud\' presented her,•. J 11 is uscj I'm this purp<lSe. The 
impositiun uf( I) :t!h!; ~) :lbl) f:k·ilitates th(' ::1ss~ss·n~nt l.i! 
th~ h1wpa~s- ;llicrill~ ...:luraclerisrks t)l. t!Jt> oh~~:\t:'r. 
C·~'nJiti~>n (3) must i-~~ ::.1tis!i::-·i :~: l1r.!c-r t;~ :lr~ ... ::.! ~.·l:z::,~r~ 
!·\,r th(' oh.;en·('r !11jtrix ;:-~..tu:.ttion. 
The m~tri.:es intwdu..:eJ in h;n 1 10) :!re Jll ck:trl1· 
!:.J:1ei~~?J in Fig. 3. JnJ ihr..• ,:Pnlpute: pru~rJ.JllS ~b;.'·,! 111 !h·~' 
jcstgn arc St•:en In· ILJ~:~I: 1 I •)", I l. 
5. Illustrative examples 
Th.:- e!f~~..·ti\'~nc:,~ l~~- thc -~:-.)~~"'~d ... un! ;,'] :.il~-\r: h::: :.~ 
]l!.!~:...·..i :·rtlm :'i~;HJL;; ;1 .n ! l''-!il :>. T L) .:~):'St'!""':c .._'i'=~'<"'::i~'r i ~''i~'. 
11 b ~:cn::;ibk 11' r('r':.:~:..·n: :lll· p1:!!1! in its :-.i:npl~':'! :1 11r1 
whik still ['ii:.lintJinin~ its funJ:..&nh.·:~::.l! dyn:.1;~1i..: J::~! sL.:ii...: 
·~·L:;~;J~.·: ... ~ris:i~.·5. Sin1il:u req ri~.·!i:·!n;;, ~1n !ll:: ;1i.mi ::>•de: 
Sr:--::r.C spf."ed 
dis:"..Jrbance 
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Fig 3 Block diagram for the process with state estimator 
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characteristics used in the observer and control-algorithm 
design are also desirable. 
These requirements are achieved by representing the 
process, except for the surge hopper, by a tlrst-order 
transfer function that describes to a good approximation 
the transient behaviour of the actual srstem being modelled. 
The total dead time is measured as the time it takes for the 
ore to be transported from the first ore bin to the surge 
hopper; the surge hopper is represented, as any reservoir. hy 
a simple integrator. The block diagram for this simplified 
plant is shown in Fig 3. 
Contlnnati<>n of the mathemati.:al nwdel preclktcd fr,>m 
engineering drawings and data she~ts was not po"ihle. 
because no te~t data for the subsystems of Jn operating 
plant were available. 
Using the approximation of Eqn (II. the plant mat~ix 
L·an be e,·:lluated as: 
[ -0 005 1.0 -120.0 0 
A= 0 0 1.0 ~ 0000.0) l 0 -0.0000463 0.0111111 
0 0 0 -0 02' 
Th~ dri\'ing vector B will he: 
B' = [0.0 0.0 0.0 o.o~~ I 
and the output \ector His: 
H= [1.0 0.0 0.0 0.01 
The suitJhlc nlucs oft he obserwr matrices Jr~ fnunJ in 
BJdrah ( 1981) w he: 
[-0.00~6 D= 0 
0 




1.0 l . lid 
[
--11(>.07 - ~-12~21~2 -~~<,!900C: i' 
T= -400.00 -~2'-!-:'S.I.'!S -20•l<J.n:-i"'.O.< 
-3S-I.b~ -:~I611S.S6 -!l))!!~92.5-l 
·· 4ll-:-~O:J.-;l 
-· ~-:, t·.l~ ~ ~ 
- ~ll<.iQC)_Q~ 
The cumputJtion details are given in lhdrah (I •J.~ I 1. 
49.05 
60 
6. Design procedure 
The signifi.:ant steps to be taken by the practising 
engineer in the application or this design Jppru:t~h are: 
(I) identify the dnminant characteristk roots of each sub· 
system in the pn1~ess. From a limitt•d simulatiun stuJ\· 
establish the lowest-orJcr mathemari~:llmodel con .. 
sistcnt with engineering and plant experience that 
represents the process dynamics; 
( :·) approximate the dead time expnnentiJI term J"· Jirc.:t 
substitution in Eqn ll ); . 
(3) select the !Clcation olthe moddh!d s\st·~m·s..:hat.>-·· 
tcris!i.: [(lots and input these to the Cc'mputcr prc'_i:r2J''. 
filename TEST. FOR ( Badrah. 1981 ). to estim~re rl:c 
weighting matri.x Q and hence lllJtrix Pas the uni,;u~ 
so!uti>1n of the Ri.:cati equation; 
(-I) choose the elements of the observer matrix E to b~ 
unity and D as J Jiagunal matrix. su~h ti1at the I irs: 
element is equal to one-half of the smallest .:hara.:· 
teristic root. while the remaining elements ar~ mJ,ic 
(~) 
prngressively a few percent less thJn this ,·aiue: 
the ohscrwr matrix Tis evaluated trclm the '''111:->urcr 
progrJm gi,en in Badrah ( 191>1). filename RJC.FOR. 
which Jlso .:hecks Jyr.Jmically the witJhility of il:~ 
.:hosen p3rat'leters. Trial and observ~~;on datJ oht:o!::eJ 
from RICFOR cJn also be used to ·r;nc tune· the 
7. Sill)ulation results and discussion 
It i; !Jelieved by the a~nhors that the most s~rinus ;ir;le 
disturbance to whkh the sinter pbnt -:an t>e ;ubic.:teJ 
under nom1al operatton is one of 10r:~ in either setpr.inr 
\'J!ue orst rJnd speed: hence the value us·~~ ;n the ~ir.JUi:!:;e>~ 
trials presented. 
Sin('c the cllntrol Jl~orithn~ is b:ts~J on the k.::.Hi\~:-: '·"'' 
the ~har~~t~ristic r~~'tHs. re-;ponses to variat!oP ir. the 
p~>sitinn of these Gre shown in Figs .:1 ~nd '·From th<''c 
figures it L~ln be seen thJt 3 C('nlpr:)nlis~ b:1s tti be .Jr;.:·,;,T 
betwc~n the "bt>s~ · t!yn:..!T~li~.: ~esp•.1ns~ tn sur~~- !~~..~opc.r !:'.· .. )1 
:'.·.! J -..:l;Jn~·.: in ~.::;)~)in! \":.th:: f·.:11:Yc ./1 ;In·.~ :h-2 rc:;p;~:i.< 
h n pp!.! r i C'\.t: l 1 { 1 s ~ r:tn ,~ "pee ti ~ L' u r'.·~ t • J i i · ·: ~ :"J,_: ;. ·., ~ :11 e -:·. ~ .. ! ~ 
Jr .. ~ [t) i)l.~ mir.ii:li:;eJ ',\he-:1 rnndu~·!ivn .'"J!t~ J:c.- ..:h:!n.:~·~­
liuWL'VC:, I h:? numh:?r lH. si;ll~Jiatior. runs nccJcJ tn J ... ·i·.:-::\ c 
thi., ·~nJ is 111inimal. 
The+ ;i~ns on these fig.ur~s indi.:ate t:, p:,·al resp<w;c 









a - i- 0.025, -0.005. -0.0059 'j0.0042) 
b- 1-0.025, -0.006. -0.0065 'j0.0046) 
c- {-0.025, -0.006. -0.0070: j0.00491 
d - 1-0.025, -O.OOB, -0.0085 ~ j0.0060) 
e- {-0.025, -0.010. -0.0150: j0.01061 
f- {-0.025, -0.015, -·0.0200: jO.Ot41l 
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Fig 4 Re~ponses to an increase of 
10% in set points 














a- (-0.025, -0,005,-0.0059:: i0.0042l 
b- I -0.025, -0.006, -0.0065 ± j0.0046l 
c - ( -0.025, -0.006, -0.0070 ± j0.0049l 
d - ( -0.025, -0.008, -0.0085 ± j0.0060l 
• - 1-0.025,-0.010,-0.0150 ± j0.0106l 
t- I -0.025, -0.015, -0.0200 ± j0.0141l 
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Fig 5 Resnonses to an 
increasa oflO'; in 
strand speed 
0 600 1200 1800 2400 3000 3GQO 
Time {seconds) 
were uscJ. The weJ nes> ,)f 1his <:llntr"llcr is thJt t:le 
respnn:\es Jr;? $~n~it ve tL1 s:n;:dl d1~1n~es ir. th~ tu:1~d ,-~:u..:s 
uso.:d (or rh~ ~.:nn!rL) l~r. :!nd Jny ir:·~·r(':!\l' i;~ li1t'SC" '::tiu:.~s ~l~ :! 
me:1r1s pf !Elprn,·in~ t~le t:-:Jnsient j)CrfL""~:"n:;.:r.Ll' \Vi!] quil::,:, 
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a - Usinq Sm•:h pre•Jict:Jr. 
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In :.ill ll~~L.It inn2! pbnt ext r:.~n~PUS Ji:;t a :: .. ~rh.:rs \ r11<::;~ 1 
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f':~lllt pt?r!~HP.':..!Ih,',;, W 1 ~l1 !1 ~lSi!1~ !h1.' ~"~~f'?''Se.i .,:llt1! rt."'J 
.;!:;i.lrit!~:1l. is '!11J\'.'r. m Fi~s 6 :Jn.J-:-. Tu ~:-...... • :\L)!lh.' in~::..:J:~,1;i 
,·.;'the' pi)W('f ~~ftl:;::; :lig,Hi!1:F1. !·,l·,:··:·~;-~~~·:~j :-('Sj":,):~.;,:-:_ ;,~ 
38.6 ~ 
37.3 t b- Ao~ly!ng po1t! p:~st;:ionin~ t~cr.n1au::. Fig 6 R 8~PC!'":Ses :c.) 2r ;ncr·:Js;? of iO'"~ in s.::t :;.,:;;:-::, 
r"":eiJsur~:-n~nt n;;;:=:e inclu~:~d 36.0 
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identical disturbances (Badrah. I CJ81) are superimposed on 
these figures for the process when controlled by a Smith's 
predi.:tor algorithm 
These results show that the Luenberger observer gives 
adequate state infonnatiun for control purposes. minimises 
the effects of measurement noise. and eliminates the need 
for additional instrumentation. This control concept 
employing state estimations will not be acceptable to all 
p!Jnt engineers; however. these ideas can be incorporated 
into any standby system that is used to maintain controlled 
plant operation in the event of instrument failure nr at 
times of instrument servicing. 
The process dynamics can be effe~tively controll<!d using 
this design pro.:edure and a direct meth,1d for computing 
the weighting matrLx, Q. has heen established. Using this 
matrLx, a simple ::md effective procedure for solving the 
Rkc:Hi equation has been presented which minimises the 
dependency on simulation results ior selecting the para-
meters in the control algorithm adopted. The time-delay 
approximation leads to a direct engineering solution and 
avoids unnecessary mathematical analysis. 
The availability of fully documented computer progra!ns 
(Badrah. 1981) should make this an att ractiw industrial 
procedure that has the potential to make savings possible in 
control-algorithm design costs. 
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Performance of a telescopic dual-tube 
automotive damper and the implications 
for vehicle ride prediction 
8 8 Hall, BSc(Eng), PhD, CEng. MIMechE 
Department of Mechanical and Production Engineering. Huddersfield Polytechnic 
K F Gill, BSc. MSc. PhD, CEng, MIMechE 
Department of Mechanical Engineering, University of Leeds 
This paper outlines a theoretical model of a dual-tube damper, presents the results of a digira/ simulation a11d compares them wirh 
prel'ious experimental results. Tile damper characteristics are confirmed as being highly non-linear and exhibiting hysteresi.~ e(fl'<'ts. A 
prediction of the ride performance of a l'ehicle firted with these dampers is made and sliows that the typical linear and bilinear models of 
the damper are inappropriate and lead to ot·er-optimistic estimates of ride performance. · 
NOTATION 


















cross-sectional areas of compression and 
rebound chambers (m 1 ) 
area of orifice (m~) 
area of compression control valve plate (m 1 ) 
coefficient of discharge 
momentum force coefficient 
valve damping coefficient tNsim) 
inlet and orifice diameters for valves (m) 
diameter of valve plate (m) 
frequency (Hz) 
height of slot in compression control valve 
spool (m) 
valve spring and mlve seat stiffness tN;m) 
mass of valve plate (kg I 
·vapour' flowrates in compression and 
rebound chambers (m 3/s) 
volume of ·vapour· in compression and 
rebound chambers (m 3 ) 
compressibility of fluid (Pa - 1 ) 
pressure drop between compression and 
rebound chambers and between compression 
and reserve chambers (Pal 
coefficient of friction 
density of fluid (kg,tm 3 ) 
Derived constants 
a0 = .J2CdA0 /,;'p 
b, = 4Cr p/rulfn. o' 
f.= Jldo 
a,.= .,/2Cdd../ . ../P 
e.= JtC1 C~ d0 
fb = (nd0 )2/2p 
I INTRODUCTION 
The need for the introduction of non-linear damping 
characteristics into passive vehicle suspensions is 
Thr MS 1\'0.~ reuil·~J on /6 M&Jy 1985 und "·as aattpted for puhlication on 7 
Oc·tober /985. 
necessary to satisfy the conflicting requirements of ride 
and handling (I). However, the dynamic behaviour of 
practical dampers has been shown (2) to differ from the 
ideal because of the complex fluid/valve interactions 
occurring within such devices. Indeed, the force devel-
oped by a damper is not only velocity dependent but a 
function of the disturbing frequency. At frequencies 
greater than about I Hz, it is possible for hysteresis 
loops to develop in the force-velocity diagram. These 
are caused by the compressibility of the damper fluid 
and the expansion of entrapped gases. Preliminary com-
parisons made between ride predictions using linear and 
bilinear dampers (3) with those based on a more 
detailed damper description indicate that predictions 
based on these linear and bilinear models are over-
optimistic. 
2 DAMPER DESCRIPTIO!'O 
A typical arrangement for such a unit is shown in 
Fig. I. The double cylinder is normally connected to the 
axle or wheel suspension and the piston rod to the body 
of the vehicle. 
The volumes above and below the piston are fillerl 
with a hydraulic fluid and are called respectivelv the 
rebound and compression chambers. The main connec-
tion between these is by orifices and one-way valves. 
The single-ended piston rod makes it necessary to have 
a reserve chamber to accommodate the dilference in 
swept fluid volumes on either side of the piston. The 
reserve chamber is created by the outer cylinder and 
this is connected to the compression chamber directly 
by orifices and one-way valves. These form the valve 
assembly at the bottom of the inner cylinder. 
The reserve chamber also contains a gas phase, nor-
mally an air or gas-filled sack, in addition to the dis-
placed hydraulic fluid, the gas volume being sufficient to 
accommodate the difference in volume produced by 
movement of the piston rod with only a small change in 
reserve chamber pressure. In practice, this pressure is 
essentially atmospheric and has been found to vary by 
no more than 22 kPa, for a 75 mm rod movement. 
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L/2 
Rebound intake valve 
(details Fig. 2) 
Compression intake 










Comprc~~ion control valve 
(details Fig. 4) 
Fig. I Diagrammatic representation of damper 
When the upward velocity of the dual-cylinder 
exceeds that of the piston. the fluid in the compression 
chamber is compressed and the pressure differential 
across the piston and between the compression chamber 
and reserve chamber causes flow into both the rebound 
and reserve chambers. If the relative velocity between 
piston and cylinder is reversed. the flows are reversed. 
resulting in flow from the reserve and rebound cham-
bers into the compression chamber. 
2.1 Intake and control valves 
The intake valves offer little resistance to flow in one 
direction but prevent flow completely in the opposite 
direction when the pressure difference is reversed. 
Control valves are spring preloaded valves which do 
not open until a predetermined pressure difference is 
exceeded. Since these valves are closed when the press-
ure differential is reversed, they too are single-acting 
valves. 
The damper investigated has coil-type valve springs. 
The other forms of spring, however. typically disc and 
leaf, can readily have their characteristics incorporated 
into the analysis. 
The piston is fitted with two valves. a rebound 
control valve, which controls the flow of the fluid from 
the rebound chamber into the compression chamber. 
and a rebound intake valve, which controls the flow in 
the reverse direction. Two further valves are fitted 
between the compression chamber and the reserve 
chamber, one to control the flow from the compression 
chamber to the reserve chamber (compression control 
valve), the other (compression intake valvej to control 
the flow in the reverse direction. 
2.2 Flow constriction orifices 
Initial orifices or 'notches' are used to provide a highly 
restricted flow path between the chambers when the 
valves are closed and a pre-orifice is placed in series 
with a valve to provide additional flow constriction 
when a valve is open. 
Proc lnstn Mech Engrs Vol 200 No 02 
3 DYNAMIC ANALYSIS OF DAMPER 
The damper chosen for the study was an AC Delco 
'take-apart' design; the pertinent details are given in 
Table I. The digital simulation work was based on a 
continuous system modelling program (CSMPJ (41 soft-
ware package requiring careful formulation of the 
process equations. These will be presented to highlight 
the assumptions made in modelling this damper. 
Figures 2 to 4 illustrate the principle of operation of 
the damper valves together with corresponding valw 
equations. Note that whereas the rebound intake and 
control valves were fitted with pre-orifices. the compres-
sion control and intake valves were not. Also the design 
of the compression control valve is different from that 
of the other valves. 
The damper studied was not fitted witl: initia! 
notches and leakage flows were neglected. The addi-
tional assumption made are: 
(aj the reserve chamber pressure remains constant: 
(b) valve plate damping is viscous: 
(cj valve seat stiffness is included: 
(dj the momentum force is proportional to the theor.:u-
cal momentum force (21: 
(ej inertia forces are included for compression .:ontwi 
and intake valve plates: 
(f) for the compression control valve. 
(iJ the pressure under the valve plate is apprt'\-
imately equal to the reserve chamber pressur.: 
since d, ~ d0 • 
(iii the transverse exit of fluid from the spool 
spindle results in trans\·erse pressure and 
momentum forces. both of which affect the 
coulomb friction force: 
(g) the compressibility of the fluid and cylinder walls b 
represented by a combined coefficient: 
(h) effects due to temperature changes are negligible. 
3.1 Expansion and contraction of entrapped gases 
Lang (2) found experimentally th<.~t lower pressure limit> 
were reached in the rebound and compression L'hamber< 
Valve 
parameter 
..t~ 'I( •o• 
din X 10' 
c/,,, X 103 
d, X 10' 
d; X 10' 





lr X 10' 
k X 10' j 
k, X 10'" 
mx 10' 
Jl 
Tabl• I Damper dala 
A,= 5.066 X Jo-• m' 
A,= 3.H4 x 10·• m' 
L = 0.~54 m 
1', = JllO k Pa 
fl = 0.65~5 Pa- ' 
I'= 751.5 kg.m' 
Compression Compression Rebound 







0.7 0.7 0.7 
0.3 O.J 0.3 
6.73 4.97M 8.~39 
44.5 1.914 17M 
2.54 
23.14 3.637 89.75 
1.75:' 17.5 17.5 
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~-----Spring 
~~Valve plate 
. =-:1• ~Pre-orifice (a) Valve operauon 
+Jr 
F, F, Fr 
(b) Free-body diagram of valve plate 
Valve equations 
Q = ±a0 a,:,.::,,'[(a,y)2 + a~Jl'' 2 = flowrate 
where 
+ sign for L!.p > 0 
- sign for L!.p < 0 
:,. = y for y > 0 
= 0 for y,;;; 0 
:, = lp, ~ p,l = ll!.pl 
L!.p 1 = (Q/a0 ) 2 =pressure drop across orifice 
L!.p2 = L!.p - L!.p1 = pressure drop across valve plate 
F.= -k r =valve seat force (F.= 0 for r > 01 F: = a, ip, = pressure force ' . 
F, = b, Q2 =momentum force 
F.= c, .i• =damping force 
F, = ky + F, 0 = spring force 
Equation of motion 
iity = F, + F 0 + F,- F•- F, 
Fig. 2 Principle of operation of rebound intake and control 
valves with associated equations 
//~L _ _l_~_, __ spnng 
V ~ V. Valve plat< 
///1 I p;'i) .. 
fJI Valve operation 
F, F, F0 
!b) Free-body diagram 
Valt•e equarions 
Q = -a,z,.vt7, = flowrate 
where 
:, = y for y > 0 
= 0 for y,; 0 
z, =I p,- p, I = L!.p3 
F, = - k, y =value seat force. (F, = 0 for y > 0) 
F, = h, Q' =momentum force 
F0 = -A,L!.p3 
F,=m.'< 
F.= c,,i• 
F, = ky + F,. 
Equation of motion 
m_l· = F, + F, + F• + F,- F,- F• 
Fig. 3 Operation of compression intake valve with associ-
ated equations 
©I MechE t986 
(approximately 3 kPa in the rebound chamber and 
65 kPa in the compression chamber) and concluded 
that since these were in excess of the vapour pressure of 
the oil (typically as low as 0.003 Pa) they were due to 
expansion and contraction of entrapped gases. An 
equivalent vaporization model was postulated to 
account for these effects. It is proposed that an equiva-
lent vapour pressure of 41 kPa (an average lower limit) 
be used, being equivalent to 1.8 per cent of gas in the 
compression chamber at normal atmospheric tem-
perature and pressure. It follows that when the pressure 
attempts to fall below this limit, there is an increase in 





1 h 1 Free· bod) diagram of valve 'pnol 
V a ire equal ions 
Q =a,:, .... , : 1i2 = flowrate 
where 
: ,. = y for y > 0 
= 0 for.\',;;; 0 
:, = IP,- P.l = ll!.p3l 
F, = -k, y =valve seat force (f, = 0 for r > 0) 
F,., = h, Q' = momentum force in r-direction 
F0 = A,L!.p3 
F, = F,, + F,, + F,, =friction force 
where 
F,, = 2e,:,L!.p3 }'!1_i·l 
F,, = 0 when v ;;;. /1 
· = f.(IJ - y)p, .iil.i• I when 0 < }' < It 
=f.hp,J'/IJ•I when y < 0 
F,, = 0, when _v,; 0 
= -j,(IJ- y)a~ L!.pLi·/4}~1}·1. when 0 < y < h 
= 0 when y;;;. It 
F.= c,j• 
F =kr+F F; = m.~ Sp 
Equation of motion 
mj"• = F, + F,, + F•- F,- F•- F,- F, 
Fig. 4 Principle of operation of compression control valve 
with associated equations 
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the volume of the gas at constant pressure. This model 
of the gas behaviour is emulated by generating an 
equivalent 'vapour' flowrate Q, whenever the pressure 
drops to a notional vapour pressure p, of the fluid-gas 
combination. This results in a vapour volume V, = J Q, dt being formed. This volume of vapour is dissi-
pated as the pressure attempts to increase above p,. 
The pressure in a chamber, however, does not begin to 
increase until V, = 0. 
3.2 Balance of flowrates 
Using a double-suffix notation for the flowrates through 
the valves as follows: 
cc compression control 
ci compression intake 
rc rebound control 
ri rebound intake 
and taking the flowrates into the rebound and reserve 
chambers as positive, it can be shown that the rates of 
change of pressure in the compression and rebound 
chambers are given by 
. A,.\:- Q,;- Q"- Q,;- Q" 
Pc = fJAc[(L/2)- x] (1) 
and 
. Q,; + Qrc - A,.\: 
P, = {JA,[(L/2) + x] (2) 
In these equations, x is the displacement of the cylinder 
relative to the piston, measured from the mid·stroke 
position (x is taken to be positive during the compres-
sion stroke). 
Furthermore. when Pc = p, and V., > 0, the rate of 
vapour formation in the compression chamber is 
(3) 
Similarly, when p, = p, and V, > 0. the corresponding 
equation for the rebound chamber is 
Q, =A,.\:- Q,;- Q,c (4) 
4 DIGITAL SIMliLATION 
To permit ease of comparison with existing published 
results (2), it is necessary to subject the damper to a 
quadratic form of periodic excitation applied to the 
body of the damper, while holding the piston stationary. 
The comparison of results is made for a displacement 
amplitude of 38.1 mm and a frequency of 5 Hz. 
4.1 Mathematical description of the excitation 
The quadratic displacement and velocity vanatlon 
shown in Fig. 5 are described by the equations 
x = -8xm(2r;- 3r, +I) (5) 
, 8xm 
X= - T (4t, - 3) (6) 







Fig. 5 One cycle of quadratic excitation 
for 0 < r :o:;; Ti4 and 3 T'4 < 1 < T. and 
X = 8xm(21; - 1,) 
8xm 
.x=--:r(41,-ll 
for T/4 < r :o:;; 3T/4. where 1, = T- 1(1 + 0.75Tj. 
lSI 
For 1 > T, equations (5) and (8) still apply provided 
that r, is replaced by r, = r,- aint(r,). The term ainllt,) 
is the next smallest integer less than 1,. 
4.2 Program structure and operation 
Figure 6 shows the structure of the CSMP simulation 
program. Valve data and initial conditions arc cntcrcJ 
into the 'initial' segment of the program. where caku-
lations of fixed parameters are made. 
It was found by experience that an integration step 
size greater than 10- 5 s produced errors which halted 
the execution of the program. Such a step size required 
837 s of central pr01:es~ing unit (CPU) tim~ rur ll\u 
cycles of excitation. 
At the beginning of each computation time step. the 
flowrates through each valve are determined from the 
current inputs x and .x together with the valve displace-
ments from the previous step. A test is carried out rur 
the presence of vapour and the approrriatc rc,·ised 
pressures are calculated. This allows new valve displace-
ments to be computed for each valve. The algorithm 
then loops back to calculate revised flowrates and con-
tinues to cycle round the loop until the change in press-
ure difference lip falls below a specified error. 
4.3 Resuhs 
Shown in Fig. 7 are the results of the simulation for 
xm = 38 mm and f = 5 Hz plotted on force-velocity 
67 






x and .i: 
1=1+1 
Cakulate flp and lJ.p, 
Evaluale valve 
dynamics and compute 
valve plale 
displacement> 
Fig. 6 General struclure of program 
axes together with the experimental data (2) superim-
posed. It is seen that tht: simulation results for p,. = 
85.4 kPa are generally in good agreement with tht: 
experimental results. The former, however, tend to be 
more oscillatory, apparently due to fluctuations in 
pressure produced by vibration of the control valves. 
These differences in the results are possibly dut: to: 
(a) inaccurate damping coefficients for the valves. or 
(b) limitations of the frequency response of the instru-
mentation and/or transducers used to obtain the 
experimental data. 
Experimental results for x < - 1.0 m/s are not avail-
able. 
Effects of frequency on the characteristics of the 
damper are shown in Fig. 8 for p, = 41.3 kPa (that is a 
reduced amount of entrained gas compared with the 
previous case). 
© !MechE 1986 
These results generally support previous findings (2) 
that: 
(a) an increased amount of entrained gas increases the 
size of the hysteresis loop. and 
(b) increasing the excitation frequency produces the 
same result. 
5 THE PREDICTION OF RIDE PERFORI\IA!'ICE 
Confidence in any vehicle ride prediction data depends 
on the adequacy of: 
(a) the road profile description; 
(b) the vehicle model; 
(c) the interpretation of vehicle response related to 
human response to vibration. 
Typically a road profile induces random distrubances 
into a moving vehicle and hence the occupants are sub-
jected to a modified form of this random excitation. The 
human response to this disturbance can be predicted 
quantitatively (ride performance) by the introduction of 
appropriate frequency weighting. 
The quarter vehicle model shown in Fig. 9 has been 
widely used (3. 5, 6) to assess ride and also the per-
formance of vehicle suspensions in the boun.:e mode. By 
subjecting this model to a weighted white noise input. 
the etTect of road surface irregularities can be predicted. 
Weighting the response of the ·sprung-mass'. m,, 
enables an estimate of ride performance to be obtained. 
-15 -10 -0.5 
~.0 
. ,· ;+ ........--r,=41HPa 
··-</ -r. =R5.4 ~P" ~·--,.;---- E.\per1men1al 
f fC,Ul" t2) 
/I 








Fig. 7 Comparison of results of damper simulatinn 
(xm = 38 mm.J= 5Hz) 
Pmc (min Mcch Engr., Vol 200 Nn D:! 
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p, =41.3 kPa 
Fig. 8 Effect of frequency on t -x characteristics 
5.1 Road profile description 
The characteristics of a particular type of road profile 
can be represented by the mean square spectral density 
S of the height variations as a function of the spatial 
frequency (or wave number. nl along the length of road. 
Several mathematical descriptions have been fitted to 
measured road profile data (7. 8). one of the simplest 
and most convenient of these for a single track 
description• being 
(
II )2 S(11) = S!110) 11° (9) 
where reference wave number 110 = l/2n cycles/m and 
S(n0 ) is the reference spectral density (m 3/cycle), which 
characterizes the road type. Typically S(n0 ) is 20 for a 
good motorway, 80 for an average principal road and 
320 for a poor minor road. 
It may be shown (9) that the single-sided mean square 
spectral density S,. of the random (time-varying) input 
to a vehicle travelling with a constant velocity V along 
a road described by spectral density S is 
s.(f) =..!. s(n = L) v v 
where the units of S.(f) are typically m 2/Hz when V is 
expressed in m/s. 
• S(n)- -x. as n becomes small (long wavelengahs). hence it is neceuary to place 
a lower limit on n. 
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An appropriate random input to a vehicle model may 
be generated by passing a white noise signal through a 
first order filter. Schaefer (10) devised a digital random 
signal having a Gaussian distribution, zero mean and a 
constant spectral density S 1(f) (up to a cut-off fre-
quency wcol using standard functions available in 
CSMP software. Passing this signal through a first-
order filter having a gain A and cut-off frequency { = 
0.5 Hz, it is easily shown that the relationship between 
A and road speed V is 
A= Jrc"ol[ls7 ~v;n)2J} til) 
5.2 Vehicle model 
With reference to Fig. 9, the equations of motion are: 
mu )\ + (k, + k,).1' 1 - k, Y2 + fd = k, Yo 
m,}- 2 - k,y 1 + k,y2 - fd = 0 
wherefd =damping force. 
The following numerical data typical of conventional 
automobile front suspensions were adopted in the emu-
lations: 
lllu = 37 kg 
1.:, = 130 kN/m k, = 13 kN:m 
Four possible descriptions of a dual-tube damper 
were examined in a study into their effects on ride pre-
dictions: 
(a) linear (viscous) approximation: 
(b) bilinear approximation: 
(c) non-linear approximation (excluding hysteresis!: 
(d) detailed description. 
Using the results of the earlier analysis (Figs 7 and 8): 
(a) for the linear approximation 
fd = 1375(5·, - _i· 2 ). Newtons 
tbl for the bilinear approximation 
f~ = 1133f.i·, - _i· 2 ). Newtons. for _i·, > 52 






Fig. 9 Quarter vehicle model 
©!MechE 19X6 
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5.3 Human response weighting 
When the human body is subjected to broad-band exci-
tation, a number of resonances are excited. For the 
seated occupant of a vehicle, the most important of 
these lie in the range between 4 and 8 Hz for vertical 
vibration. 
International Standard ISO 2631 (11) recognizes this 
and presents fatigue-decreased proficiency curves 
plotted on axes of r.m.s. acceleration and frequency for 
durations between I and 24 h. While there is as yet no 
accepted standard to assess ride quality specifically, the 
profile of the fatigue-decreased proficiency standard can 
be used to devise a ride-meter filter. By processing the 
sprung-mass acceleration through such a filter, the 
mean-squared output can be treated as a measure of 
ride performance. Indeed, this process forms the basis of 
operation of at least one commercially available ride-
meter. The transfer function of a suitable ride-meter 
filter can be synthesized from a transfer function of the 
form 
T(s) = 3 at~ + ao 
s +b2 s +b 1s+b0 
Using the values: 
a0 = 5.924 X 10_. 
a1 = 1.126 x 104 
b0 = 1.782 x 105 
bl = 1.145 X 104 
b2 = 1.95 X 102 
results in the practical filter weightings shown in 
Fig. 10. It is seen that: 
(a) there is good agreement between the ideal and prac-
tical filter gains: 
(b) the filter weights most heavily those frequencies in 
the 4 to 8 Hz range. 
0 
-5 










Fig. 10 Comparison of ideal and practical ride-meter filter 
gains 
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Fig. II General structure of program 
5.4 Vehicle simulation 
The general structure of the program is shown in 
Fig. II. Similar comments to those in Section 4.2 apply 
regarding the entering of data and the use of a 'Nosort· 
declaration for the 'dynamic" segment. A fixed step 
Runge-Kutta integration algorithm was used for the 
reasons previously discussed. 
The random disturbance input was generated by 
using the CSMP functions GAUSS, IMPULS and 
ZHOLD, together with a fourth-order smoothing filter. 
the cut-off frequency of spectral density being 11",0 = 
275.25 rad/s and 5 1(/)= 5.868 x w-' m2/Hz respec-
tively. When used in conjunction with a road profile 
filter having a cut-off at 0.5 Hz, the road filter gain can 
be found from equation (II) . 
The simulations included the effect of "tyre-limiting·. 
to take account of those occasions when the tvre breaks 
contact with the road. Road speeds from 5 ·to 40 m. s 
were used for each of the three road types identified in 
Section 5.1. 
For the simpler linear model, the system resonances 
lie between I and 10 Hz and it was found that an inte-
gration step size of 0.002 s gave a good compromise 
between accuracy and computation time. This gives 
approximately 50 integration steps/period at the highest 
resonant frequency and can be expected (4) to give an 
average absolute error of the order of 10· 5• Because of 
the complexity of the full damper model, it is very diffi-
cult to estimate the highest system resonance and hence 
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Fig. 12 EITecl of road type on ride (bilinear damping! 
deduce an oprimum integration step size. However. the 
resonant frequencies of the valve plate sub-systems 
range up to more than 900 Hz. thus a step length of 
10-"' s was found to be necessary for numerical stabil-
ity. 
The accuracy of the weighted mean-square sprung-
mass acceleration. ii2 .. , is dependent on the averaging 
time T~ v. It was found that 13.4 s of simulation time 
was required to ensure an accuracy of Zl 2 .. of 2.5 per 
cent. This duration results in excessive CPU time on the 
computer and had to be reduced to 5 s for runs incor-
porating the detailed damper. resulting in reduced accu-
racy estimated at 10 per cent for Zl2w. For the simplified 
damper. total CPU time (eight road speeds at each of 
three road types) was found to be 1~70 s. The CPt..: 
time for the model. with the detailed damper. required 
in excess of three hours for each estimate of Zi 2 ... 
5.5 Results 
Figure 12 shows predictions of Zl::w as a function of road 
speed for three road types. based on the bilinear 
approximation. Noting that increasing values of <i 2 .. 
indicates a deterioration in ride. it is seen that: 
I. Ride performance deteriorates linearly for increasing 
road speed greater than 10 m/s. This is in accord 
with the deductions of Thompson (12) for a random 
road surface described by equation (9) and a linear 
suspension system. 
2. Over the whole speed range. the ride on a poor 
minor road and on an average principal road arc 
significantly worse than on a good motorway. 
Figure 13 shows, for a poor minor road. the compari-
son between the predictions of a2w and hence ride for 
the four models of damping. The most significant 
feature is the major difference in ride prediction with a 
detailed damper model and those based on the other 
three damper approximations. The implication of this is 
that the latter indicate significantly more favourable 
Proc lnstn Mech Engrs Vol .200 No 02 
ride predictions than are likely to occur in practice. if 
this quarter vehicle model is a faithful representation of 
the real situation. 
6 CONCLUSIONS 
A detailed simulation of the dynamics of the damper 
has produced characteristics which adequately match 
those obtained experimentally. It has. however. been 
necessary to use a vapour collapse concept to account 
for the expansion and collapse of entrained gases. Thi' 
tends to give rise to transient effects at the transirion 
between ·vapour' and 'non-vapour' phases. which are 
not present in the experimental results. The quality of 
the damper model may. therefore. be improved if J 
better model for the expansion and contraction ol 
entrained gases can be fo1..0nd. Such a model would ha;~ 
to take account of the mechanism of gas transfer and 
quantify the amounts of gas present in rebound and 
compression chambers at a given instant. 
It is apparent from the analyses that the entrained 
gases have a deleterious effect on the damper per-
formance since they lead to an increase in size of the 
hysteresis loop. Design improvements which prevent the 
transport of gas from the reserve chamber arc ob\·iousl: 
very desirable. 
The im·estigation into ride prediction indic:ues that 
for a given road speed and type. the best ride is giYen b: 
a damper having a bilinear characteristic. In practic~. 
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achieved simultaneously. The former calls for low 
vehicle body accelerations, while the latter requires tyre 
force fluctuations to be minimized. These conflicting 
requirements call for a compromise in the performance 
of the suspension damper, exemplified by the character-
istics shown in Fig. 8 (but without the hysteresis effects). 
The results shown in Fig. 13 for the non-linear damper, 
excluding hysteresis, show that the compromise in the 
damper requirements leads to a moderate deterioration 
in ride performance. 
The preseno.:e of hysteresis, however, in the damper 
characteristic has a noticeably detrimental effect on 
ride, represented in Fig. 13 by a significantly increased 
level of acceleration at the vehicle body. It follows that 
in the modelling of suspensions in which damper hyster-
esis is significant, it is essential that a detailed represent-
ation of the damper is used to ensure reliable 
predictions of ride and handling. This does require (a) a 
complete set of data for the dampers and (b) a signifi-
cant amount of extra computing time. These penalties 
must be paid if the results are to be used with con-
fidence. 
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Performance evaluation of motor vehicle active 
suspension systems 
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The essential features and potential of active suspensions are presented and selected systems are examined to relate the effects of 
closed-loop pole location to system performDnce. Results are compared with those for well-designed passive systems. 
NOTATION 
d ratio ctfc2 for sky-hook damper 
F, tyre force (N) 
Rd ride discomfort value (m/s2) 
s. clearance space (m) 
z damping ratio of suspension sub-system 
w 1 natural frequency of unsprung mass sub-system (rad/s) 
w2 natural frequency of sprung mass sub-system 
(rad/s) 
n ratio (w.fw2)2 
I INTRODUCTION 
Active suspension systems are being employed as a 
means of overcoming many of the performance limi-
tations inherent with the use of a passive suspension 
system. In essence they are of the form shown in Fig. 1 
for the case of a quarter vehicle model. This model can 
be justified for bounce motions for vehicles with inertia 
coupling ratios close to unity-typified by a conven-
tional automobile. They differ fundamentally from 
passive systems in that energy is supplied to the active 
system from an external agency (typically a hydraulic 
actuator); a passive system consists only of energy 
storage (spring) and dissipation (damper) devices. The 
active system is a closed-loop control system incorpo-
--- Road speed V 
Tyre sJiffness k1 
Fig. I Quarter vehicle model of an active suspension 
Tlw MS wa.s rn:tiowd "" 17 Marc~ /986 artd wa.s occtpltd for publication on 4 
Stpttmbtr /986. 
rating a controller and controlled actuator with feed-
back signals from transducers sensing the required 
input variables within the complete system. As such, the 
dynamic performance of the system is potentially 
capable of being maintained in a near-optimal state 
with changes in road and speed conditions. The advan-
tages of active suspensions are cited in reference (1) as 
(a) low natural frequencies, with resulting improved 
ride, while still maintaining small static deflections. 
(b) low dynamic deflections under transient excitation, 
(c) suspension characteristics maintained irrespective of 
loadings, 
(d) flexibility in the choice of desired dynamic charac-
teristics, particularly between different modes of 
vehicle body oscillation, that is bounce, pitch and 
roll. 
Constraints do exist, however, being typically 
(a) a trade-off between ride and handling (2) and 
(b) power requirements to operate them, which are 
appreciable (typically several kilowatts). 
Finding a universally acceptable design has been 
taxing the ingenuity of engineers for many years. It has 
Jed to the evolution of a wide range of design proposals 
and practical implementations, including semi-active 
and adaptive systems. The developments have been 
comprehensively reviewed by Mormon and Gianno-
poulos (3) and Goodall and Kortum (4). 
Although many different forms of active suspension 
have been proposed, attention will be confined in this 
paper to investigating a fully active system with dis-
placement and velocity feedback. 
The performance of the active system will be com-
pared with that of an optimally designed passive linear 
system (see the Appendix). The results from this are 
used as a basis for assessing the performance of the 
active system. 
While optimal control theory can be used to predict 
the feedback coefficient values for the active system (5), 
an alternative approach has been adopted based on 
pole placement (6). This essentially relates the position 
of the closed-loop poles in the s plane to the per-
formance of the system. An attempt was made to relate 
the pole locations for a well-designed 'sky-hook' system 
(2) to those required for a well-designed active system. 
4S/87 C !MechE 1987 026S-1904/8 7 $2.00 + .OS Proc lnsln Mech Ensn Vol 201 No 02 
73 
136 B B HALL AND K F GILL 
z 2 (displacement of sprung mass) 
: 1 (displacement of unsprung mass) 
Fig. 2. The sky-hook model of a vehicle suspension 
This is shown to be unsatisfactory and thus it was 
necessary to resort to scanning the s plane to find the 
most appropriate pole locations. The results of this arc 
compared with those in reference (5) and the per-
formance of the active systems are compared with those 
for an optimal linear passive system. 
l THE SKY-HOOK MODEL 
The 'sky-hook' concept of damping, shown in Fig. 2, 
has been used by Margolis (2) as the basis for the evalu-
ation of active and semi-active suspensions. The idea 
was considered worth extending to investigate the possi-
bility of using the pole locations for a well-designed sky-
hook system to predict the best pole locations of an 
active system. It must, of course, be recognized that the 
sky-hook model is physically unrealizable for a practi-
cal suspension system. The transfer functions relating 
the velocities of the masses to that at the base of the 
tyre are derived from the standard equations of motion 
developed using Newton's second law. These transfer 
functions (2) are 
T, ( ) = ~ ( ) = wtfw2 {(s/w2) 2 + 2'2(s/w2) + 1} 
Is Zo s A(s) (1) 
and 
(2) 
where the dots denote differentiation with respect to 
time and 
A(s) = s• + w 2{2z(1 + jUI)}s3 
+ wH 1 + J.l + 0 + (2z)2f.ld}s2 
+ w~{2zf.l(l +d)+ 2zO}s + w;o 
From Fig. 2, 




z = c2 




The characteristic equation is obtained by setting 
A(s) = 0 (4) 
The roots (poles) of equation (4) give the values of s 
which cause the system to become unstable (6). If the 
roots of the characteristic equation are -p~ ± pyi and 
-q. ± q1 i, the corresponding characteristic equation is 
s• + 2(p~ + q,)s3 + (p; + q; + 4p,q, + p; + q;)s2 
+ 2(p~ q; + p; q. + P~ q; + q. p;)s 
(5) 
For the poles of equations (4) and (5) to be identical, the 
coefficients must be equal, that is 
w 2 z(1 + jUI) = A, 
w~{(l + J.l + 0) + (2z)2 f.ld} = B, 
wHzf.l(l + d)+ zO} = C, 
w10= D, 
where 
A,= P. + p, 
B, = p; + q; + 4p.q., + p: + q: 
c, = p.q; + p;q. + p.q; + q.p: 
D, = (p; + p;)(q; + q;) 
(6) 
(7) 
For prescribed pole locations, equation (6) can be 
solved for z, d, 0 and w2 • 
For harmonic excitation, the transmissibilities corre-
sponding to equations (1) and (2) are obtained by repla-
cing s with iw to give 
. ~ 
T.. = v~ (w) 




(a) Handling (b) Ride 
(8) 
F"ag. 3 Ideal transmissibilities for a sky-hook damper model 
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(9) 
where V0 , V1 and V2 are velocity amplitudes corre-
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Fig. 4 Variation of (a) z, d, n, w2 , (b) T,1 and (c) T,2 with pole location Q 
(p. = p, = 4.7 =constant) 
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(C) 
Fia. 5 Variation of (a) d, (b) T,1 and (c) T,2 with pole location Q on arc of 
radius 99 (p. = p, = 4.7 =constant) 
For ideal handling the displacement of the unsprung 
mass must follow the road contour and for ideal ride 
the sprung mass must remain stationary. To ensure this, 
the transmissibilities are of the form shown in Fig. 3. 
A systematic search of the s plane (6) was carried out 
to locate the pole positions which would result in trans-
missibilities similar to those in Fig. 3. The procedure 
was to keep one of the pole locations fixed and move 
the second pole either radially outwards from the origin 
or along an arc centred on the origin. For the locations 
of each pole pair 
(a) the non-linear set of simultaneous equations (6) was 
solved and 
Proc lasta Mech EIIIIJI Vol 201 No 02 
(b) the transmissibilities were determined from equa-
tions (8) to ( 1 0) for w/wz in the range from zero to 
10. 
The steps in the investigation, together with the results 
were as follows: 
l. Pole P fixed (p. = p1 = 4.7), pole Q moved radially 
outwards, with q,. = p, = 23.9, 25.0, 35.0 45.0, 55.0, 
70.0. The corresponding variations of z, d, n and w2 
with location Q are shown in Fig. 4a while the corre-
sponding transmissibilities T,1 and T,z are shown in 
Fig. 4b and c respectively. In general as Q moves 
radially outwards T,1 improves considerably, while 
there is a slight deterioration in T,2 • 
C IMochE 1987 
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(C) 
Fig. 6 Variation of (a) z, d, n, c.o1 , (b) T,1 and (c) T,1 with pole location P 
(qx = q, = 70 = constant) 
2. Pole P fixed (px = p, = 4.7), pole Q moved along an 
arc of radius 99 (corresponding to the maximum 
radius in step 1). The angular locations of pole Q 
were measured in terms of angle q, measured from 
the negative real axis of the s plane. The variation of 
d with pole location is shown in Fig. Sa (z, n and Wz 
were all constant), while the corresponding effects on 
7;1 and 7;2 are shown in Fig. Sb and c respectively. 
It is seen that the location of Q has negligible effect 
on 7;2 , while the optimum value in terms of 7;1 is q, :.: 4S0 • 
3. Pole Q fixed (qx = q, = 70), pole P moved radially 
outwards, Px = p, = 1.2S, 2.S, 4.7, 10.0. The varia-
C IMec:bE 1987 
tions of z, d, n and w2 with the location of P are 
shown in Fig. 6a, while the corresponding transmis-
sibilities are shown in Fig. 6b and c. The radial loca-
tion of P has very little effect on 7;2 while its best 
position in terms of 7;1 is nearest the origin (px = 
p, = 1.2S at a radius of 1.77). 
4. Pole Q fixed (qx = q, = 70), pole P moved along an 
arc of radius 1.77, the angular locations of P being 
q, = so, 20°, 4S0 , 70°, 8S0 • The variation of z and c 
with pole location P is shown in Fig. 7a (0 and w2 
were both constant), while the corresponding effect 
on 7;1 and 7;2 is shown in Fig. 7b and c respectively. 
Comparing these curves with the ideal (Fig. 3), it was 
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Fig. 7 Variation of (a} :, d, (b) T,1 and (c) T,1 with pole location P on arc of 
radius 1.77 (q. = q, = 70 =constant) 
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concluded that the best angular location for P was at 
q, =so. 
3 EVALUATION OF CONTROL LAWS AND 
PERFORMANCE OF SOME AC11VE SUSPENSIONS 
Hence it was deduced that the best pole locations to 
produce a well-designed sky-hook system were Px = 
1.763, p7 = 0.154, q. = q, = 70. 
Three active configurations were examined with the aim 
of determining the effect of closed-loop pole locations 
on the ride, handling and clearance space. Performance 
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Fig. 8 Quarter vehicle model of active suspension and free-
body diagram 
was assessed for the reference conditions comprising 
road speed V = 20 m/s and road roughness parameter 
S(no) = 320 X w- 6 m 3/cycle. 
3.1 The addition of an actuator to an otherwise 
conventional passive suspension 
The configuration for the quarter vehicle model is 
shown in Fig. 8. Such an arrangement may be justified 
because the conventional suspension system would act 
as a back-up in the event of the active part failing. 
Selecting a control law of the form 
(II) 
where F. is the force exerted by the actuator and h1, h2 
etc. are the feedback coefficients, the transfer functions 
(ratio of input disturbance to output response with zero 
initial conditions) are found to be 
z1 k,(s2 + q4 s + q3 
- (s) = --'---=..;;--= 
z0 m.A(s) 





+ (q3 P2- PJ q2 + P1q4- q1p4)s + q3 P1 - PJ q, (14) 
In these equations 
k, + k, + h, k, + h, 
P1 = , q, = - ---
mu m~ 
k,- h2 





The transmissibilities corresponding to equations (12) 






Assuming the closed-loop poles are - Px ± p, i and 
- qx ± q,. i and noting that the characteristic equation is 
It follows that :t 1 = 1A,, :x 2 = B,, oc 3 = 2C, and a4 = D, 
where A,, B,, C, and D, are given by equations (7). 
Thus if the clo~ed-loop poles are specified or are to be 
the same as those for a well-designed sky-hook model, 
IX 1 to a4 can be evaluated. Substituting for p1 to p4 and 
q 1 to q4 into equations (17) results in the following 
equations for the feedback coefficients: 
h - k :x4m.m, 




h1 =;; {1X 2 m.m,- m.(k,- h2)- m,(k, + k,l} 
• 
(21) 
Equations (18) to (21) can be solved for h1 to h4 provid-
ed that m., m,, k,, k, and c are specified. Using the data 
given in reference (7) (that is m. = 37 kg, m, = 259 kg, 
k, = 1.3 x 105 N/m and k, = 1.3 x 104 N/m), with 
c = 1364 N s/m together with the optimum pole loca-
tions for the sky-hook model (p" = 1.763, p, = 0.154, 
q" = q, = 70.0), produced the following feedback coeffi-
cients: h 1 = 0.2377 x 106 , h2 = 0.1075 x 105, h3 = 
0.3578 x 104 and h4 = -0.1216 x 10
4
. 
These values were used in equations (15) and (16) to 
determine the transmissibilities T,1 and T,2 • The results 
were totally unacceptable, as seen in Fig. 9. The general 
shape of the graph for T, 1 is not acceptable while the 
zero frequency value was 110.9 instead of unity. Exami-
nation of equations (15) and (16) and comparison with 
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Fig. 9 Transmissibilities of an active suspension based on pole locations for 
a well-designed sky-hook system 
equations (8) and (9) respectively shows that even 
though the denominators of the equations will be equal 
when the characteristic equations are the same, the 
numerators are different. Clearly, this is responsible for 
the differences in the two sets of transmissibilities 
curves. It follows that, in general, the use of the 
optimum pole locations for the sky-hook system is not 
valid for predicting the best pole locations for an active 
svstem. 
·Indeed, if we examine equations (15) and (16) it may 
be shown that as w approaches zero 
k, +hi 
T,.l ..... k - h, 
I • 
and hence for T, 2 ..... I, h1 = h2 = 0. that is displacement 
feedback must be zero. resulting in only two coefficients. 
h3 and h4 , to be evaluated. The best combination of the 
coefficients to produce transmissibilities variations 
approximating those of Fig. 3 were h3 = 500 and h4 = 
0.5. Defining ride discomfort Rd as the weighted r.m.s. 
sprung mass acceleration, r.m.s. tyre force F, and clear-
ance space between sprung and unsprung mass s., 
values corresponding to these feedback coefficients are 
F, = 859 N, s. = 0.0787 m 
It was noticed that other (very different) combinations 
of h3 and h4 gave approximately similar T,.1 and T,.2 
results, but widely differing results for Rd, F, and s •. 
Hence the credibility of using T,.1 and T,.2 as a necessary 
and sufficient indicator of suspension performance was 
called into question. 
Since in none of the cases was the ride discomfort 
value less than that for the passive suspension (h 1 = 
h~ = h3 = h4 = 0), it was decided to examine an alterna-
tive form of control law. 
3.2 An active suspension of the form proposed by 
Thompson (5, 8) 
Consider the more general active system in Fig. 1 and 
let the force u exerted by the actuator be of the form 
Proc lnstn Moclt Engn Vol 201 No 02 
Then equation (22) can be arranged to give 
u =h.(:. - :2) + hJ(:I - :2) 
+ (h 1 + h2 )(: 2 - : 0 ) + (h3 + h4 )t 2 (23) 
where the first and second terms on the right-hand side 
represent spring and damping forces (with k, = h1 and 
c = hJ)-
The suspension then resolves itself into the form 
shown in Fig. 8a, but with a modified actuator force 
given by 
(24) 
that is the last two terms in equation (23). Equation (22) 
will subsequently be referred to as Thompson's control 
law. 
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Pole locations for aCiive system: 
P. = 1.763; p, = 0.154 
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Fig. 10 Comparison of transmissibilities for a passive system and an active 





Replacing s by iw, the transmissibilities corresponding 
to equations (25) and (26) are 
V1 1 T.l=-=--
r V0 m.m, 
x [{ -k,h2 - (k, + h1 + h2)m,w2}2 + (k,h4 w)2] 112 (29) (v4- "2 w2 + w4)2 + w2(vJ- vtw2)2 
V2 1 T.z =-=--
' V0 m.m, 
x [{ -k,h2 + m.(h. + hl)wz}z + (k,hJw)l]t/2 (30) 
(v4 - "2 w2 + w4)2 + w2(vJ - vtw2)2 
Assuming that the closed-loop poles are - Px ± p, i and 
-qx ± q1 i, it follows that v1 = 2A, v2 = B,. v3 = 2C, 
and v4 = D, where A, to D, are given by equations (7). 
Thus if the closed-loop poles are specified, v1 to v4 can 
be evaluated. The feedback coefficients can then be 
determined from equations (28) as follows: 
h
1 
= m.m,v2 + m.h2 _ k, 
m, 





Table I Comparison of active and passive suspension per-
formances for reference road and speed condilions 
R• ~ ~ 
m/s2 N m 
Passive system 1.8 877 O.o78 
Active system 
(Thompson's control 2.17 650 0.105 
law, optimum sky-hook 
pole locations) 
Active system 
(Thompson's control 2.46 644 0.065 
law, poles on 
Thompson's optimum 
root locus) 
If the optimum pole locations for the sky-hook system 
are used (px = 1.763, p, = 0.154, qx = q1 = 70.0) the 
feedback coefficients are found to be h1 = 2.507 x 106 , 
h2 = -2.63 x 103, h3 = 4.942 x 103 and h4 = -2.58 
x 103• The corresponding transmissibilities 7; 1 and 7;2 
are compared in Fig. 10 with those for a passive system. 
The performance parameters Rd, F, and s. were 
evaluated for: 
(a) the above coefficients, 
(b) the passive system, 
(c) a pair of closed-loop poles lying on Thompson's 
optimum root loci (p = 10- 10, q1 = 10, q2 =I, p, q 1 
and q2 being weighting factors) (5), 
and the results are given in Table I. The general conclu-
sions from this are: 
I. There are no significant improvements in per-
formance of either active system when compared 
with the passive system. 
2. Despite having apparently much better transmis-
sibility characteristics (Fig. 10), the active control 
based on the optimum sky-hook pole locations does 
not lead to an improved performance in terms of R4 , 
F1 and s •. 
It is concluded that transmissibilities 7;1 and 7;2 are 
necessary, but not sufficient, indicators of suspension 
performance. The other factors, which must apparently 
be taken into account as well, are the desirable phase 
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Fig. 11 Effect or pole locations on (a) Rd {b) F, and (c) S, 
(t/1 1 = 4S', r 2 = 100, both constant) 
relationships that must also exist, for example z0 and z 1 
must be in phase for good road holding, 
The use of T, 1 and T,2 as sole predictors of per-
formance [proposed by some authors, for example Mar-
golis (2)] was subsequently abandoned and trial and 
observation scanning of the s plane was resorted to. 
3.3 Pole locations by scanning the s plane (Thompson's 
control law) 
Assume two pairs of complex poles and denote those in 
the upper left-hand quadrant of the s plane as P and Q. 
Their locations can be defined by their respective radii 















(a) Radius to pole P. r 1 















Radius to pole P, r 1 
6 8 10 12 14 16 
Radius to pole P, r 1 
Fig. 11 Effect or pole locations on (a) Rd, (b) F, and (c) S, 
[Q (100, 60') is constant] 
r 1 and r 1 and angular locations c/1 1 and t/1 2 , where the 
cfJ's are measured from the negative real axis. The steps 
in the investigation together with the results were as 
follows: 
1. Pole P located on radial line t/1 1 = 45', r1 varied 
from 2 to 16, pole Q on an arc of radius 100, c/1 1 
varied from 5° to 85°. The corresponding variations 
of Rd, F, and S, are shown in Fig. 11. In general: 
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(a) The lowest ride discomfort is given by Q (100, 
45°) and for this pole location Rd is quite insensi-
tive to r1• (b) The lowest dynamic tyre force is obtained for Q 
(100, 60°) and tends to become smaller as r 1 
increases. 
Overall the best compromise between Rd, F, and s. 
is for pole locations P (8, 45°), Q (100, 60°). 
2 Pole Q located at Q (I 00, 60°), r 1 varied from 2 to 16 
and t/J varied from 5o to 85•. The corresponding 
variations of Rd, F, and s. are shown in Fig. 12; this 
shows: 
(a) Rd and F, are independent of r 1 and t/J provided 
1 < r 1 < 8. (b) As r 1 becomes greater than 8, both Rd and F, 
increase. This increase is quite pronounced for 
45 < t/J 1 < 85°. (c) Clearance space decreases with r1 for all t/J 1, a 
limiting value of approximately 0.07 m being 
reached for r1 > 2 and 5o < t/J 1 < 45•. 
The optimum location for the dominant pole P 
would appear to be at r1 = 8, t/J 1 = 5•. This gives a 
good balance between ride, handling and clearance 
space. Indeed it is seen from Fig. 12c that movement of 
pole p along the radial line tP1 = 5° towards the origin 
will give control over the clearance space without affect-
ing ride and handle. 
3.4 An active suspension with displacement and velocity 
feedback 
Assuming the general form of active system shown in 
Fig. 1 together with an actuator force u, given by the 
control law 
(35) 
it follows that the characteristic equation is still given 
by equation (27). It is now assumed that the closed-loop 
poles consist of a pair of real poles and a pair of 
complex poles. Denoting the real poles as P and Q (at 
- p and - q respectively) and the complex pole R (at 
-r, + r,i) in the upper left-hand quadrant of the s 
plane, the characteristic equation becomes 
s4 + (p + q + 2r,)s3 + {pq + r; + r; + 2r,(p + q)}s2 
+ {(p + q)(r; + r;) + 2pqr,}s + pq(r; + r;) = 0 (36) 
The feedback coefficients are still given by equations 
(31) and (34) except that now 
V1 = p + q + 2r, 
v2 = pq + r; + r; + 2r,(p + q) 
113 = (p + q)(r; + r;) + 2pqr, 
v4 = pq(r; + r;) 
The effects of varying the locations of P, Q and R on 
Rd, F, and s. were investigated and it was found that 
significant improvements in ride could be obtained by 
placing the poles in the vicinity of -1, -0.5, 
-2 ± 59.2i. Some of the effects of pole locations on Rd, 
F, and s. are shown in Fig. 13. It is seen that 
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Fig. 13 Effect of pole location R on (a) R., (b) F, and (c) S, 
(p = 1.0, q = 0.5, both constant) 
I. Ride deteriorates as r. increases. 
2. Dynamic tyre force decreases as r, increases. 
3. Minimum clearance space is dependent on r, and r,. 
(S.lmtn = 0.13 and may be obtained with R pole loca-
tions -1.5 + 59.22i, -2.3 + 59.2i or -3.7 + 59.li. 
Clearly the imr,rovements in ride performance (typically 
Rd = 0.65 m/s ) is obtained at the expense of handling 
(F, = 2.6 kN) and clearance space (S. = 0.15 m). If the 
suspension designer wishes to exercise discretion over 
the weighting between the three design criteria, then a 
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Fig. 14 Relationship between R. and F, for s. = 0.3 m (p = 1.0, q = 0.5 and 
pairs of numbers refer to r •, r ,) 
diagram of the type shown in Fig. 14 can be con-
structed. This indicates the pole locations required for a 
particular choice of Rd and F, for a typical clearance 
space (in this case 0.3 m). 
4 CONCLUSION 
The closed-loop poles which result in ideal transmis-
sibilities do not necessarily result in optimum suspen-
sion performance under normal operating conditions 
because phase information is negiected. Ideal transmis-
sibilities are necessary but not sufficient conditions for 
optimum performance. The concept of using ideal trans-
missibilities of a hypothetical model with sky-hook 
dampers as a means of determining the best pole loca-
tions is also invalid because the zeros of the transfer 
function for the hypothetical model are different from 
those of a physically realizable system. 
A trade-off between ride, handling and clearance 
space is possible by control of the feedback coefficient 
values. Poles can be located to satisfy prescribed design 
criteria. 
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APPENDIX 
Passive suspension 
For the quarter vehicle model the natural frequency and 
damping ratio of a passive suspension system is 





the symbols having their normal meaning. Typical 
values for tyre stiffness, sprung and unsprung mass are 
k, = 1.3 x 103 N/m 
m, = 259 kg 
mu = 3~ kg 
Selecting a road speed V = 20 m/s and road roughness 
parameter S(no) = 320 X 10- 6 m3jcycle, Rd. F, and s. 
were evaluated for C = 0.2(0.1)0.8 and w2 = 2(2)14 rad/s, 
which are displayed graphically in Figs IS to 18. 
Suspension optimization 
For prescribed clearance spaces, typically 0.07, 0.08, 
0.09 and 0.1 m, the corresponding natural frequencies 
w 2 for each of the damping ratios can be found from 
Fig. 15. The corresponding ride discomfort and 
dynamic tyre force values can be found from Figs 16 
Table 2 Optimum R•, F,, k. and c for a range of S, 
~ R• ~ 
m m/s2 N 
O.o7 1.98 860 
0.01 1.68 880 
0.09 1.48 990 
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and 17 respectively. These values enable graphs of R, 
versus F, to be plotted for each prescribed s.. The 
results are shown in Fig. 18. 
Even though these curves do not have clearly defined 
minima, they can still be used (with a little judgement) 
to obtain a good compromise for Rd and F,. Clearly 
these values must be selected to be collectively as small 
as possible. Having selected the appropriate point on a 
particular s. curve, w 2 and C can be estimated and 
Proc lnstn Mcch Eftsn Vol 201 No 02 
hence k, and c found from equations (37) and (38) 
respectively. Typical results are given in Table 2. 
This approach to suspension design is quite simple, 
but it must always be remembered that the system will 
only be optimal for one road type and vehicle speed 
combination. This clearly is a major limitation of a 
passive system. 
The values of R, and F, given in Table 2 may be used 
as a basis for comparison of active suspension systems. 
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The Drying and Curing of Latex-backed Carpets 
R.M. Baul, K. Gill and I. Holme University of Leeds, UK 
INTRODUCTION 
The drying and curing of foamed latex applied to a latex pre-coated tufted 
carpet are processes that must be carefully controlled during carpet backing 
to ensure that high levels of quality and performance are attained at minimum 
operating costs. Quality and performance depend not only upon the control of 
material specifications, but upon factors such as foam gauge (thickness), the 
foam density when wet, the degree of "blowing up" on curing (i.e. expansion of 
the foam), and the degree of cure. 
One of the most difficult production problems in carpet backing is 
ensuring under all production running conditions that a sdtisfactory degree of 
cure for the latex foam has been achieved. If this is not achieved, inferior 
physical and mechanical performance can lead to substandard carpet quality, 
irrespective of the quality of tufting. 
The work described in this paper summarizes much consolidated effort on 
the part of all those associated with the Teaching Company Scheme established 
in 1980 between the Departments of Mechanical Engineering and of Textile 
Industries in the University of Leeds with Carpets International (UK) Limited. 
One of the principal objectives was to improve manufacturing performance in 
the foam backing. 
The results of this study are concerned with the measurement and control 
of drying and curing processes in foam backing to ensure a more efficient use 
of raw materials and energy, and to enable a more closely controlled range of 
carpet qualities to be achieved. 
EXPERIMENTAl WORK 
Latex Foam 
Domestic-quality foam was generated using proprietary products to give a no-
gel carboxylated SBR latex foam containing a resin and catalyst to effect 
curing together with fillers, pH stablizers, etc. 
Carpet 
Conventional tufted carpet was first pre-coated with a synthetic latex anchor-
coat, which was dried prior to the application of the foamed latex. 
Foam generation and application 
Small-scale experiments were conducted using a Cowie and Riding CR Twin foam 
generator and applied to carpet samples using a Werner Mathis laboratory 
coater. Production trials were conducted using a manually controlled Cowie 
50 
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and Riding foam generator that applied foam to a foam bank. Foam was applied 
to the moving pre-coated carpet using a foam-application roller held at a 
fixed height above a fixed horizontal bedplate. 
Drying and curing 
Laboratory-scale drying and curing trials were conducted on a Werner Mathis 
Laboratory Drying and Curing Oven. Production-scale trials were conducted on 
the carpet backing plant of Carpets International (UK) Ltd. at Brighouse. 
Measurement of temperature/time profiles 
Laboratory-scale trials were conducted using a Coomark electronic thermometer 
using chromel/alumel sheathed thermocouples. 
for production-scale trials, a self-contained monitoring probe was 
designed and built at Leeds University. This device recorded the temperatures 
along the ~ength of the dryer, both of the air and of the foam/carpet 
interface. The device was interrogated (after recovery at the end of the 
carpet drying and curing oven) by a micromputer that reconstructed the 
temperatures from the recorded data. These could be presented in graphic or 
tabular form, and also recorded for playback and subsequent analysis. 
The unit was designed to operate in dryer temperatures to 180°C for as 
long as 15 minutes. The construction of the dryer imposed a height limit of 5 
em and weight had to be minimized to prevent carpet sagging in the dryer. 
Power was supplied by using rechargeable batteries that lasted from 50 to 100 
hours between charges. 
Eight thermocouple sensors can be attached to the unit and their 
temperature can be measured every 4 seconds. CMOS logic and AOC integrated 
circuitry are used together with high-density CMOS memories, which can store 
more than 4000 readings. 
RESULTS AND DISCUSSION 
FOAM-TEMPERATURE MEASUREMENT IN LABORATORY TRIALS 
It was realized early in this project that it would be necessary to obtain a 
full understanding of all the aspects of the foaming, drying, and curing 
processes. Laboratory trials were therefore conducted in the University, to 
obtain information on the drying and curing process for latex-backed carpets. 
The method used in each of these trials was to foam over a thin wire 
thermocouple probe to guarantee that the temperature was always taken at the 
carpet/foam interface. Temperatures were taken every 10 s and the results are 
shown in Figs. 1 to 6. The results of these trials are summarized below. 
Weight of foam applied 
The rate of heat transfer from oven air temperature to carpet surface was 
measured with and without steam present in the oven. The temperature rise at 
the carpet surface to the oven air temperature of 15<PC was rapid and took 
less than 100 s. 
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The foam weights tested were 3.7, 6.8, 7.8, and 8.5 g/100 cm3 
respectively. This was achieved by varying the foam thickness and maintaining 
the foam density constant. 
In each case the foam backed carpet was placed in the oven at room 
temperature. The carpet/foam interface temperature initially increased to 
approximately 70°C in 120 to 150 s and remained constant for a finite period. 
The length of the constant-temperature plateau was proportional to the foam 
thickness, i.e. to the amount of water present in the foam. At the end of 
this period, the temperature rose rapidly to the nominal oven temperature 
(Fig. 1 and Fig. 2). 
The constant-temperature plateau is a significant percentage of the time 
required for the interface conditions to reach the cure temperature, which 
then has to be maintained for a period of 1.5 minutes. 
ISO 
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Fig. 1. Tempe~atu~e p~ofiZes at diffe~ant heights within the foam. 
Effect of introducing steam into the oven 
As indicated above, the length of the temperature plateau is principally 
governed by the foam moisture content; an attempt was made to reduce this by 
·increasing the heat-transfer rate to the foam. Wet steam was introduced into 
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the oven to increase the heat transfer coefficient at the start of the drying 
cycle and, although the wet-bulk temperature increased to aoPc and the plateau 
temperature increased by 28°C, the length of the plateau remained sensibly 
constant (Fig. 3). 
~0 
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7 ~ lg 
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TIHE ISHSI 
Fig. 2. Effect of vaPying foam ~eight on tempePatu~e pPofiles. 
Effect of pre--gelling 
If the backing foam on a carpet is heated too quickly or subjected to too high 
a temperature, severe cracking will occur. This is eliminated by passing the 
weft foam under an infrared heater to pre- ge 1 the surface. Tria 1 s were 
conducted to discover whether this operation had any influence on the 
interface temperature/time profile. As expected "cracking" occurred on the 
non-gelled surface, but the temperature profile remained the same in both 
cases. Samples were prepared with varying degrees of gelling: 
(1) 45 s IR- cooled - cured (normal plant practice) 
(2) 30 s IR - cooled - cured 
( 3) 45 s IR - no cooling - cured 
( 4) 90 s IR - no cooling - cured 
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Condition (4) gave an initial temperature boost, but within 2 minutes the 
temperature returned to that observed in the other trials. Condition (2) 
required the longest drying and curing cycle. Increasing the gelling time 
reduced the oven time needed because the infrared heating did reduce the 
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Fig. 3. Effect of steam on initial stages of tempe~atu~e pPofiZes. 
Effect of reducing tuft-side temperature 
Oven gas temperatures on the plant are set to give 160°C on the foam side of 
the carpet and 120°C on the tuft side. It was not iced 1n earlier work that 
the carpet was a very good heat insulator. suggesting that the heat flow 
through the·carpet might be changed only marginally by variations in the tuft-
side gas temperature (Fig. 4). To emulate plant conditions "Sindanyo" heat-
resistant board was used to insulate the tuft face. The results of the trial 
supported the view that major changes to the tuft-side temperature might be 
possible without significantly changing the interface temperature/time profile 
(Fig. 5). It is normally considered that this heat is necessary to "burst" 
the carpet pile. but no evidence of this was seen in the trial. This 
reduction in extra heat generation would make a saving in energy cost. 
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foam. 
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Effect of reducing oven temperature 
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All measured interface temperature/time profiles showed that there is a stage 
at which the temperature remains relatively constant before rising rapidly to 
the curing temperature of 13cPC. This indicates that it is unnecessary to 
heat at the higher temperature of 16cPC throughout the drying and curing 
cycle, because the foam temperature will not exceed 50 to 6cPC. To confirm 
this in the laboratory trials, the temperature was reduced to llcPC (Fig. 6). 
This demonstrated that the time to reach the curing phase was the same at both 
temperature settings. These findings and those of the previous section were 
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Fig. 6. Effect of aiT' tempeT'atuT'e on time to leave constant dT'ying .,..~te 
pe T'iod. 
Temperature gradient through foam thickness 
Before cure can occur, the foam must reach a temperature of at least 13cPC. 
To confirm that the interface was at the lowest temperature, measurements were 
taken at different depths in the foam. The results showed that it took an 
appreciably longer time for the interface to reach the optimum curing 
temperature than at other foam depths, indicating that the moisture moves 
upwards as the foam dries. It is therefore essential to ensure that any 
temperature measurement used to indicate foam cure must be taken at the 
interface of the foam and tufted substrate. 
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Comparison of domestic and contract foam 
The majority of the work done in this project was undertaken on domestic-
quality foam for convenience. A limited series of trials was conducted on 
contract-qua 1 ity foam to determine the change in interface temperature/time 
profile for this higher-density foam. The results supported the earlier 
findings and illustrate that the temperature plateau of 6~C to 70°C i~ longer 
because of the higher moisture content of the foam. 
FO~TEMPERATURE MEASUREMENT ON PLANT 
A series of plant trials was conducted to supplement the knowledge gained from 
the laboratory trials. The object was to demonstrate that a reduction in 
energy usage was possible with the same carpet throughput and without mJjor 
structural changes to the drying and curing oven modules. 
Preliminary trials were conducted using untufted "Typar" (a non-woven 
polypropylene fabric) to remove the variable effects of the carpet pile on 
foam-thickness control. 
These trials indicated that foam-temperature profiles could be 
successfully obtained using the mobile temperature probe designed and 
developed by the Teaching Company. Further exploratory trials were conducted 
using "velour'' carpet and these confirmed that the probe would be satisfactory 
for all future plant work. To minimize foam-thickness variations the roller-
to-bed gap was set and adjusted during running using the dial-gauge readings 
available at either end of the roller for best control. 
Trails were conducted to establish that during manufacture similar 
temperature/time profiles occured to those measured in the laboratory. To 
demonstrate this phenomenon, the bulk gas temperature was progressively raised 
in the first eight modules of the oven, representing the anticipated period 
for the temperature plateau for the plant conditions to exist. The results, 
however, initially failed to confirm the laboratory results. A variety of 
plant measurements were made before it was appreciated that the manner in 
which the probe entered the foam dictated the temperature profile recorded. 
Random variations in foam thickness also created some difficulties. 
It was eventually concluded that introducing the thermocouple probe 
perpendicular to the carpet/foam interface produced misleading temperature 
profiles. This may be due to heat being conducted along the probe sheath 
towards the thermocouple junction. Almost all of the sheath is exposed to the 
high oven gas temperature. laying 5 em of the probe along the carpet/foam 
interface showed the constant-temperature plateau. 
Successful trials were conducted and typical temperature profiles are 
shown in Figs. 7 and B. The results displayed in Fig. 7 are those with normal 
working conditions, while in Fig. 8 the first seven modules were set to a top 
gas temperature of llOOC, the drying phase for the foam conditions in use. 
All bottom burners were switched off and recirculation was used. With the 
recirculation air "make up" vents closed, the drop in gas temperature from the 
top section of a module to the bottom section was approximately 25°C. Oven 
flue-gas analysis showed that ducting gas between modules before exhausting to 
atmosphere did not significantly increase the risk of explosion if partial or 
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Review of plant trials 
(1) The trials confirmed that the requirements for a satisfactory cure of the 
latex foam as applied to a carpet in the production plant are to maintain 
carpet substrate to latex interface at a temperature of 13cPC for a 
period of 1.5 minutes. These values are within the temperature/time 
range suggested by the latex manufacturer. 
(2) Both laboratory results and plant trial results confirmed that the 
carpet/foam interface temperature remains sensibly constant at a 
temperature of 50 to 6cfJC during the drying phase. Variations in 
measured interface temperatures were observed. These were found to be 
dependent upon how the thermocouple probe was introduced to the interface 
of the moving carpet. Subsequent trials revealed that to obtain results 
that could be used with confidence, the thermocouple must be slid under 
undamaged foam. 
( 3) The high oven module temperature of 160°C used on plant does not 
significantly influence the drying phase and is therefore wasteful of 
heat energy. The upper temperature setting for the first seven modules 
could be reduced to llcPC. 
(4) The hot gas exhausted from the top section of a module could safely be 
recirculated to other sections. Oven modifications can be made so that 
the hot gas generated in one module can be ducted to a number of modules 
connected in the series. 
(5) Tight control must be exercised over foam thickness to minimize 
variations, both in materials usage and in degree of cure. 
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