In this paper the relation between nonanticipative rate distortion function (RDF) and Bayesian filtering theory is further investigated on general Polish spaces. The relation is established via an optimization on the space of conditional distributions of the so-called directed information subject to fidelity constraints. Existence of the optimal reproduction distribution of the nonanticipative RDF is shown using the topology of weak convergence of probability measures. Subsequently, we use the solution of the nonanticipative RDF to present the realization of a multidimensional partially observable source over a scalar Gaussian channel. We show that linear encoders are optimal, establishing joint source-channel coding in real-time.
Introduction
In the past, rate distortion (or distortion rate) functions and filtering theory have evolved independently. Specifically, classical rate distortion function (RDF) addresses the problem of reproduction of a process subject to a fidelity criterion without much emphasis on the realization of the reproduction conditional distribution via causal 1 operations. On the other hand, filtering theory is developed by imposing real-time realizability on estimators with respect to measurement data. Specifically, least-squares filtering theory deals with the characterization of the conditional distribution of the unobserved process given the measurement data, via a stochastic differential equation which causally depends on the observation data [2] . Although, both reliable communication and filtering (state estimation for control) are concerned with the reproduction of processes, the main underlying assumptions characterizing them are different. Historically, the work of R. Bucy [3] appears to be the first to consider the direct relation between distortion rate function and filtering, by carrying out the computation of a realizable distortion rate function with square criteria for two samples of the Ornstein-Uhlenbeck process. The work of A. K. Gorbunov and M. S. Pinsker [4] on -entropy defined via a causal constraint on the reproduction distribution of the RDF, although not directly related to the realizability question pursued by Bucy, computes the nonanticipative RDF for stationary Gaussian processes via power spectral densities. Recently, the authors in [5] investigated relations between filtering theory and RDF defined via mutual information using the topology of weak * convergence on appropriate defined spaces. The derivations of the results in [5] require elaborate arguments. The objective of this paper is to further investigate the connection between nonanticipative rate distortion theory and filtering theory for general distortion functions and random processes on abstract Polish spaces using the topology of weak convergence. Moreover, instead of mutual information we invoke directed information with an inherent causality, which defines the reproduction conditional distribution. Further, the connection is established via optimization of directed information [6] over the space of conditional distributions which satisfy an average distortion constraint. In comparison to [5] , we impose natural technical assumptions to obtain analogous results under the topology of weak convergence of probability measures, by using Prohorov's theorem without introducing new spaces as done in [5] . We also present a new example to illustrate the realization of the filter via nonanticipative RDF. Specifically, we consider a multidimensional partially observable source, we compute the nonanticipative RDF, and we show how to realize it over a scalar additive Gaussian noise channel showing that linear encoder strategies are optimal. This example is new and it is considered as an open problem in information theory [7] . The main results discussed in this paper are the following.
(1) Existence of optimal reproduction distribution minimizing directed information using the topology of weak convergence of probability measures on Polish spaces;
(2) example of a multidimensional source which is realized over a scalar additive Gaussian noise channel, for which the filter is obtained.
This work is motivated by recent applications of sensor networks in which estimators are desired to have a specific accuracy, when processing information [8, 9] , and control over limited rate communication channel applications [10] [11] [12] . It is important to note that over the years several papers have appeared in the literature utilizing information theoretic measures for estimator and control applications [13, 14] . First, we give a brief high level discussion on the relation between nonanticipative RDF and filtering theory, and discuss their connection. Consider a discrete-time process X n = {X 0 , X 1 , . . . , X n } ∈ X 0,n = × n i=0 X i , and its reproduction
Bayesian Estimation Theory. In classical filtering (see Fig. 1 ), one is given a mathematical model that generates the process X n , {P X i |X i−1 (dx i |x i−1 ) : i = 0, 1, . . . , n}, often induced via discrete-time recursive dynamics, a mathematical model that generates observed data obtained from sensors, say Z n ,
. . , n}, and the objective is to compute causal estimates of some function of the process X n based on the observed data Z n . The classical Kalman Filter is a well-known example, where the estimate
. . , n, is the conditional mean which minimizes the average least-squares estimation error. Nonanticipative Rate Distortion Theory and Estimation. In nonanticipative rate distortion theory one is given a process X n , which induces a distribution
. . , n}, and the objective is to determine the causal reproduction conditional distribution
. . , n} which minimizes the directed information from X n to Y n subject to distortion or fidelity constraint. The filter {Y i : i = 0, 1, . . . , n} of {X i : i = 0, 1, . . . , n} is found by realizing the optimal reproduction distribution
. . , n} via a cascade of sub-systems as shown in Fig. 2 . Thus, in nonanticipative rate distortion theory the observation or mapping from {X i : i = 0, 1, . . . , n} to {Z i : i = 0, 1, . . . , n} is part of the realization procedure, while in filtering theory, this mapping is giveń a priori. Indeed, this is the main difference between Bayesian estimation theory and nonanticipative RDF for the purpose of estimation. The precise problem formulation necessitates the definitions of distortion function or fidelity, and directed information. The distortion function or fidelity constraint [15] between x n and its reproduction y n , is a measurable function defined by
Directed information from a sequence of Random Variables (RV's)
The notation I X n →Y n (·, ·) illustrates the dependence of directed information I(X n → Y n ) on the two sequences of nonanticipative or causal conditional distributions
Directed information is also used in biological applications [17, 18] as a measure of causality, describing the cause and effect. In this paper, it is assumed that
The above assumption states that the process {X i : i = 0, 1, . . . , n} is conditionally independent of
The last assumption implies that the reproduction of Y i does not depend on future values X ∞ i+1 = {X i+1 , X i+2 , . . . , X ∞ }, stating that Y i is nonanticipative with respect to the process {X i : i = 0, 1, . . . , n}. Given a sequence of source distributions {P X i |X i−1 (·|·) : i = 0, 1, . . . , n} and a sequence of reproduction conditional distributions
The nonanticipative RDF is a special case of directed information defined for i = 0, 1, . . . , n, by
Nonanticipative RDF. The nonanticipative RDF is defined by
The definition of the nonanticipative RDF is consistent with [19] in which nonanticipation is defined via the Markov chain X
. Therefore, by finding the solution of (5), then one can realize it via a channel from which one can construct an optimal filter causally as in Fig. 2 .
The paper is organized as follows. Section 2 discusses the formulation on abstract spaces. Section 3 establishes existence of optimal minimizing distribution, and Section 4 presents the optimal minimizing distribution for stationary processes, which was derived in [5] . Section 5 describes the realization of nonanticipative RDF for a vector partially observable Gaussian system over a scalar additive Gaussian noise communication channel for which the optimal causal filter is obtained.
Abstract Formulation
The source and reproduction alphabets are sequences of Polish spaces [20] as defined in the previous section. Probability distributions on any measurable space (Z, B(Z)) are denoted by M 1 (Z). For (X , B(X )), (Y, B(Y)) measurable spaces, the set of conditional distributions P Y |X (·|X = x) is denoted by Q(Y; X ), and these are equivalent to stochastic kernels on (Y, B(Y)) given (X , B(X )). Given the process distributions P X n (dx n ) and
. . , n}, the following probability distributions are defined. (P1): The reproduction conditional probability distribution
(P2): The joint probability distribution P X n ,Y n ∈ M 1 (Y 0,n × X 0,n ):
where
Directed information (special case) is defined via the Kullback-Leibler distance:
Note that (7) states that directed information is expressed as a functional of
Next, the definition of nonanticipative RDF is given.
(assuming is non-empty) denotes the average distortion or fidelity constraint defined by
The nonanticipative RDF is defined by
Clearly, R na 0,n (D) is characterized by minimizing I X n →Y n (P X n ,
Existence Of Reproduction Conditional Distribution
In this section, the existence of the minimizing (n + 1)-fold convolution of conditional distributions in (9) is established by using the topology of weak convergence of probability measures on Polish spaces. Before we present the relevant results we state some properties of average distortion set Q c 0,n (D) and functional I X n →Y n (P X n , − → P Y n |X n ). The majority of these properties is derived in [21] for the case of general directed in-
Theorem 3.1. (Convexity Properties) Let {X n : n ∈ N} and {Y n : n ∈ N} be Polish spaces. Then
Proof. Parts (1) and (2) Let BC(Z) denotes the set of bounded continuous real-valued functions on a Polish space Z. A sequence {P n : n ≥ 1} of probability measures is said to converge weakly to P ∈ M 1 (Z) if
Below, we introduce the main conditions for establishing existence of an optimal solution for the nonanticipative RDF (9). (1) Y 0,n is a compact Polish space, X 0,n is a Polish space;
Note that since Y 0,n is assumed to be a compact Polish space, then by [20] probability measures on Y 0,n are weakly compact. Moreover, the following weak compactness result can be obtained, which we use to show existence of an optimal nonanticipative RDF, R na 0,n (D). (1), (2) hold. Then
is closed and tight, hence compact.
(2) Under the additional conditions (3), (4) 
Proof.
(1) The tightness of the proof is shown in from [21, Theorem III.5, Part A., A4)]. This follows from the fact that any
. . , n, and Y 0,n compact Polish space which implies that
, hence by Prohorov's theorem it is uniformly tight ∀i. Therefore, by Prohorov's theorem [20] the compactness of the set − → P Y n |X n ∈ Q c (Y 0,n ; X 0,n ) will follow if we show that it is closed, i.e., given
. . , n}, are tight, and
Hence, to show closedness of − → P Y n |X n ∈ Q c (Y 0,n ; X 0,n ) it suffices to show that
. . , n. Utilizing Assumptions 3.2 (2), this can be shown by induction, and hence
c (Y 0,n ; X 0,n ) is also a closed set. This completes the derivation of part (1).
(2) Utilizing compactness of
The next theorem establishes existence of the minimizing reproduction distribution for (9) . We need the following theorem derived in [21] . 
Proof. The proof is immediate from [21, Theorem III.7] , and it is obtained by just relegating the general directed information functional
By Lemma 3.3 and Lemma 3.4 we have the following existence result. Proof. Provided that the results from Lemma 3.3 and Lemma 3.4 hold, then the existence of a global minimum solution follows from an extended version of Weierstrass' theorem (e.g., a lower semicontinuous function on a compact set attains its minimum).
The fundamental difference between [5] and this paper, is that we show existence of solution to the nonanticipative RDF using the topology of weak convergence of probability measures under very relaxed conditions, i.e., Assumption 3.2. These are natural generalization of the existence result discussed by Csiszár in [22] , for single letter classical RDF.
Optimal Reproduction of Nonanticipative RDF for Stationary Processes
In this section, we present the form of the optimal stationary reproduction conditional distribution. Since we have shown existence of solution to the nonanticipative RDF, the method of obtaining the optimal solution is identical to the one in [5, Section IV]. We introduce the following main assumption.
, is the convolution of stationary conditional distributions.
Assumption 4.1 holds for stationary process {(X
, where T i x n =x n is the i th shift operator on the source sequence x n , withx n = x n+i (similarly for T i y n ), and n i=0 ρ(T i x n , T i y n ) depends only on the components of (x n , y n ) [23] . The consequence of Assumption 4.1, which holds for stationary processes and a single letter distortion function, is that the Gateaux differential of
we define the variation of 
, and the Gateaux derivative at the point
is the marginal measure corresponding to
Proof. The proof is similar to the one in [24, Theorem 4.1].
By Theorem 3.1, the nonanticipative RDF is a convex optimization problem, and by Theorem 3.5 a solution exists. Hence, using these theorems, it can be shown that the constrained problem defined by (9) can be reformulated as an unconstrained problem using Lagrange multipliers. This procedure is described in [5, Theorem IV.3], hence it is omitted; preferably, we state the main result, that is, the optimal reproduction conditional distribution that characterized nonanticipative RDF is defined. 
, s ≤ 0 (10) and P *
(2) The nonanticipative RDF is given by
Proof. The proof is similar to [5, Theorem IV.4 ], hence it is omitted.
2 Due to stationarity assumption P Yi|Y i−1 (·|·) = P (·|·) and P *
That is, the reproduction kernel is Markov in X n . However, without further restrictions one cannot claim that this conditional distribution is also Markov with respect to {Y i : i = 0, 1, . . . , n}.
Note that unlike [5] , we have derived the main results using the topology of weak convergence of probability measures.
Realization Of Nonanticipative Rate Distortion Function and Example
In this section, we first describe the construction of the filter using the optimal solution of the nonanticipative RDF and then we present the multidimensional partially observable Gaussian system, which is realizable over a scalar additive Gaussian noise channel.
Realization of the Nonanticipative RDF
The realization of the nonanticipative RDF (optimal reproduction conditional distribution) is equivalent to the sensor mapping as shown in Fig. 2 , which produces the auxiliary random process {Z i : i ∈ N} that will be used for filtering. This is equivalent to identifying a communication channel, an encoder and a decoder such that the reproduction from the sequence X n to the sequence Y n matches the nonanticipative rate distortion minimizing reproduction kernel. Fig. 3 illustrates the cascade sub-systems that realize the nonanticipative RDF, which is consistent with the discussion in the introduction.
n} is a realization of the optimal reproduction distribution if there exists a pre-channel encoder
{P A i |A i−1 ,B i−1 ,X i (da i |a i−1 , b i−1 , x i ) : i = 0, . .
. , n} and a post-channel decoder
where the joint distribution is
The filter is given by 
. . , n} is a realization of the nonanticipative RDF minimizing distribution then the channel connecting the source, encoder, channel, decoder achieves the nonanticipative RDF, and the filter is obtained. Clearly, {B i : i = 0, 1, . . . , n} is an auxiliary random process which is needed to obtain the filter {P X i |B i−1 (dx i |b i−1 ) : i = 0, . . . , n}. Note that if we also impose the requirement that the channel capacity is equal to the lim n−→∞ 1 n+1 R na 0,n (D), then the realization procedure described in Definition 5.1, is equal to the joint source-channel matching [25] for sources with memory without anticipation. Next, we present an example where the optimal communication via symbol-by-symbol or uncoded transmission is established.
Example: Mutlidimensional Gaussian Processes over a Scalar AWGN
Channel In this section, we present an example to illustrate the realization procedure described in Section 5. We consider multidimensional GaussianMarkov sources transmitted optimally over a scalar additive Gaussian channel. Hence, this example is distinguished from a companion example described in [5, Section VI] where the multidimensional Gaussian-Markov source is transmitted optimally over a vector additive Gaussian channel. Consider the following discrete-time partially observed linear Gauss-Markov system described by
where X t ∈ R m is the state (unobserved) process of information source (plant), and Y t ∈ R p is the partially measurement (observed) process. Assume that (C, A) is detectable and (A, √ BB tr ) is stabilizable, (G = 0). The state and observation noises {(W t , V t ) : t ∈ N}, W t ∈ R k and V t ∈ R p , are Gaussian IID processes with zero mean and identity covariances are mutually independent, and independent of the Gaussian RV X 0 , with parameters N (x 0 ,V 0 ). The objective is to reconstruct {Y t : t ∈ N} from {Ỹ t : t ∈ N} causally. The distortion is single letter defined by
The objective is to compute
and then realize the reproduction distribution. According to Theorem 4.3, the optimal reproduction is given by
Hence, from (14) it follows that PỸ
, that is the reproduction is Markov with respect to the process {Y t : t ∈ N}. Moreover, since the exponential term ||ỹ t −y t || 2 R p in the right hand side of (14) is quadratic in (y t ,ỹ t ), and {X t : t ∈ N} is Gaussian, then {(X t , Y t ) : t ∈ N} is jointly Gaussian, hence it follows that PỸ t|Ỹ t−1 ,Yt (·|ỹ t−1 , y t ) is Gaussian (for a fixed realization of (ỹ t−1 , y t )). Hence, it has the general form
whereĀ t ∈ R p×p ,B t ∈ R p×tp , and {Z t : t ∈ N} is an independent sequence of Gaussian vectors. Next, we chose to realize (15) over a scalar additive Gaussian noise channel with feedback defined by
where the encoder is a mapping A t = Φ t (Y t ,Ỹ t−1 ) with power P t = E{(A t ) 2 } as shown in Fig. 4 . Recall that for A t Gaussian, the directed information 
The decoder at time t ∈ N receives B t and computes the reproductionỸ t = Ψ t (B t ,Ỹ t−1 ). Calculation of Nonanticipative RDF. First, we compute the Gaussian innovation process {K t : t ∈ N}, defined by
whose covariance is defined by Λ t = E{K t K tr t }. The decoder consists of a pre-decoder {K t : t ∈ N} which is defined bỹ
Note that the fidelity criterion satisfies
R p . Let {E t : t ∈ N} be the unitary matrix that diagonalizes {Λ t : t ∈ N}, such that
Define Γ t = E t K t . Then {Γ t : t ∈ N} has independent components. Let {Γ t : t ∈ N}, whereΓ = E tKt denote its reproduction and define
Then by [26] (invoking an upper and Shannon's lower bound if necessary) we can have,
= lim
where λ ∞,i = lim t−→∞ λ t,i , δ ∞,i = lim t−→∞ δ t,i , ξ ∞ = lim t−→∞ ξ t and
The reproduction conditional distributions is given by
Hence, from Fig. 4 the reproduction is obtained from
The received signal is decompressed byΓ t = B t B t at the pre-decoder. By the knowledge of the decoder outputỸ t−1 , the mean square estimatorX t is generated at the decoder (and encoder because X t|t−1 = E X t |σ{Ỹ t−1 } ).
Next we pick a specific AWGN channel and we show how to realize the reproduction distribution, see Fig. 4 . Realization over a Scalar AWGN Channel. Consider a scalar channel B t = A t + Z t , t ∈ N, where Z t is Gaussian zero mean, Q = V ar(Z t ), and A t ∈ R.
Since by data processing inequality
, then we should compress the information signal {Γ t : t ∈ N} before we send it over the AWGN channel. Thus, we define
Since the channel capacity and nonanticipative RDF must be equal we set
We can design {(A t , B t ) : t ∈ N}, by introducing the nonnegative components α 1 , . . . , α p ,
. . , p, and by considering the following transformations
Define
By pre-multiplyingΓ t by E tr t we can construct
The reproduction of Y t is given by the sum ofK t and C X t|t−1 as follows.
Next, it will be shown that the desired distortion is achieved by the above realization while the filter of {Y t : t ∈ N} is based on {Ỹ t : t ∈ N} given by (24) . First, we notice that
Then we can compute 
with the following encoding requirement
After some calculations, (27) is simplified in the following second order equation Decoder. The decoder (mean square estimator) isỸ t =K t + C X t|t−1 , where X t|t−1 : t ∈ N is obtained from the modified Kalman filter as follows. Recall that
where {V t : t ∈ N} and {Z t : t ∈ N} are independent Gaussian vectors. Then X t|t−1 = E X t |σ{Ỹ t−1 } is given by the modified Kalman filter
and E ∞ is the unitary matrix that diagonalizes Λ ∞ by E ∞ Λ ∞ E tr ∞ = diag(λ ∞,1 , . . . , λ t,p ). Finally, the matching of the source to the channel is obtained as follows. First, we remind that the power constraint satisfies E{(A t ) 2 } = P t , lim t→∞ P t = P ∞ ≡ P . Thus, for a given (D, P ), C(P ) = R na (D) is the minimum capacity under which there exists a realizable filter for the data reproduction of {Y t : t ∈ N} by {Ỹ t : t ∈ N} ensuring an average distortion equal to D. The filter of {X i : i ∈ N} or {Y i : i ∈ N} is obtained for {Ỹ i : i ∈ N} given by (22) or the auxiliary data B i = A i (Y i ,Ỹ i−1 ) + Z i , i ∈ N. Finally, the filter is the steady state version of (30), (31).
Conclusion
In this paper, the solution of the nonanticipative RDF is obtained on abstract spaces using the topology of weak convergence of probability measures and a special case of directed information. A specific example that realizes the optimal causal filter is presented and the connection between nonanticipative RDF and source-channel matching via uncoded or symbol-by-symbol transmission is derived.
