Face recognition is a dedicated process in the human brain. Automatic face recognition is rewarding since an efficient and resilient recognition system is useful in many application areas. Recent face recognition algorithms are still faced with the challenge of recognizing face image under variable environmental constraints. This paper presents a statistical evaluation of the performance of two face recognition algorithms namely, Principal Component Analysis with Singular Value Decomposition (PCA/SVD) and Principal Component Analysis with Singular Value Decomposition using Fast Fourier Transform for preprocessing (FFT-PCA/SVD) on variable facial expressions (Angry, Disgust, Fear, Happy, Sad and Surprise) along with their neutral expressions. We considered 42 individuals from Cohn Kanade Facial Expressions database, Japanese Female Facial Expressions (JAFFE) and a created Ghanaian Face database for recognition runs. Multivariate statistical methods were used in the assessment of the face recognition algorithms. GNU Octave was used to perform all numerical runs and statistical evaluation of the recognition algorithms. The results of the statistical evaluation show that, FFT-PCA/SVD is comparatively consistent (Low variation) and efficient (Higher recognition rate) than PCA/SVD algorithm in the recognition of variable facial expressions. The paper also proposes Fast Fourier Transform as a viable noise removal mechanism that should be adopted during image preprocessing.
Introduction
The intricacy of a face features originate from continuous changes in the facial features that take place over time. Regardless of these changes, we are able to recognize a person very easily [1] . Conventional methods for facial expressions extract features of facial organs such as eyes, mouth and recognize the expressions from changes in their shapes or their geometrical relationships by different facial expression [2] .
It was shown by David Hubel and Torsten Wiesel as cited by [3] that, our brain has specialized nerve cells responding to specific local features of a scene, such as lines, edges, angles or movement. Automatic face recognition is all about extracting these meaningful features from an image, putting them into a useful representation and performing some kind of classification on them [3] . The idea of imitating this skill inherent in human beings by machines can be very rewarding though the idea of developing an intelligent and self-learning system may require supply of sufficient information to the machine. An efficient and resilient face recognition technique is worthwhile in a number of application areas. These include, criminal identification, access management, law enforcement, information security and entertainment or leisure.
Principal Component Analysis was introduced as an algebraic manipulation to face recognition problem by [4] . This made it easy to calculate directly the eigenfaces. The limitations of this techniques was that, fewer than 100 values were required to accurately code suitably aligned and normalised face images. [5 ] , demonstrated that while using eigenface technique, the residual error could be used to detect faces in cluttered natural imagery and to determine the precise location and scale of faces in the image. [5 ] , further demonstrated that this method of facial detection coupled with localizing faces with the eigenface recognition method could lead to achieving a reliable real-time recognition of faces in minimally constrained environment [6] . Their approach created significant interest in advancing the developments of automated face recognition technologies, although it was somehow restricted by environmental factors.
Currently, all face recognition techniques adopt two approaches. One is local face recognition system which uses facial features (nose, mouth, eyes) of a face. That is to consider the fiducial points in the face to associate the face with a person. The local-feature method computes the descriptor from parts of the face and gathers information into one descriptor such as in Local Feature Analysis (LFA), Garbor Features, Elastic Bunch Graph Matching (EBGM) and Local Binary Pattern Feature [7] . The second approach is global face recognition system which uses the whole face to identify a person by constructing a subspace using dimensionality reduction methods such as Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA), Independent Component Analysis (ICA), Random Projection (RP), or Non-negative Matrix Factorization (NMF).
An important goal in image recognition is the ability to rate face recognition algorithms on the merit of efficiency and consistency in recognizing face images under variable environmental constraints. Previous methods of evaluation focussed only on a face recognition algorithm's rate, runtime, sensitivity and descriptive statistics as the basic means of rating face recognition algorithms' performance [8] .
Current attention of researchers is drawn to finding a comparatively efficient and consistent algorithm in recognizing face images under variable environmental constraints. [9] , proposed an improved approach of PCA based on facial expression recognition algorithm using Fast Fourier Transform (FFT) during the preprocessing stage. They combined the amplitude spectrum of one image with phase spectrum of another image as a mixed image. [8] 
Materials and Methods
The paper focuses on running PCA/SVD (Algorithm 1) and FFT-PCA/SVD (Algorithm 2) recognition algorithms on a created face database and evaluates the recognition performance of the algorithms as well as comparing their results on the face database.
Face image samples from local Ghanaian Facial Expressions (GFE), Cohn Kanade database (CK) and Japanese Female Facial Expression database (JAFFE) are used as inputs.
The input face images, are resized into uniform dimension and the data types changed into double precision for preprocessing. The whole recognition process comprises a preprocessing stage, feature extraction stage and classification stage [6] . The adopted preprocessing procedures are mainly, mean centering and Fast Fourier Transform. This is to help reduce the noise level and make the estimation process simpler and better conditioned [8] .
The PCA/SVD (Algorithm 1) and FFT-PCA/SVD (Algorithm 2) algorithms are used to train the image database. In the extraction unit, unique face image features are extracted and stored for recognition. The obtained facial features are passed to the classifier unit for classification of a given face query with the knowledge created for the available database.
For the implementation of the facial recognition, a real time GFE, CK and JAFFE database is used. All three databases were combined in the study. This helped to evaluate the face recognition algorithms on large and different databases. The new created GFE accounted for the originality of the study database.
For the implementation of the proposed recognition design, the database samples are trained for the knowledge creation and classification. In the course of the training phase, when a new facial image is added to the system, the features are calculated according to a particular recognition algorithm's procedure and aligned for the dataset information. The test face weight and the known weight in the database are compared by finding the norm of the difference between the test and known weights. A maximum and minimum difference signifies poor and close match respectively. Fig. 1 is a flow diagram of the study algorithms. 
Preprocessing of Face Images.
Before extracting features from face images using PCA/SVD algorithm, it is useful to do some preprocessing. As mentioned earlier, this is to help reduce the noise level and make the estimation process simpler and better conditioned. In this paper, preprocessing was basically, Mean Centering and Fast Fourier Transform. Fig. 2 . shows six images selected from Japanese Female Face Expression database (JAFFE). where Xji replaces the m jik position-wise. The preprocessing steps are based on the sample X = (X1, X2, . . . , Xn), whose elements are the vectorised form of the individual images in the study.
Mean Centering: This is a simple preprocessing step, executed by subtracting the mean,mj = E(Xj) of the data (Xj, j = 1, 2, . . . , n), from the data.
where N = (p × p), length ( = rows of image × columns of image) of the image data, Xj. DefineXj as a constant vector of order (p × p) with all elements same asmj,
The centered mean is denoted by, W = (w1, w2, w3, . . . , wn), where
Applying (2.4) to the images in Fig. 1 , generate the mean centered images as shown in Fig. 3 . 
The next stage is to compute the Inverse Discrete Fourier Transform( IDFT). The Inverse Discrete Fourier Transform (IDFT) is given by
For p = 4, the IDFT is given by; 
The real components of the transformed images are extracted for the feature extraction stage whereas the imaginary components are discarded as noise. Fig. 4 shows the FFT preprocessed images of the six images shown in Fig. 2 .
Fig. 4. Six FFT preprocessed images from JAFFE

Singular Value Decomposition (SVD)
The SVD is related to the familiar theory of diagonalizing a symmetric matrix. If A is a symmetric real n × n matrix, then there is an orthogonal matrix V and a diagonal matrix D such that A = VDV T . The columns of V are seen here as the eigenvectors for A and they form an orthonormal basis for R n . The diagonal entries of D are the corresponding eigenvalues of A.
In the case of SVD for m × n matrix A, the transformation takes R n to a different space R m . The columns of V and U provides the basis for A. When these are used to represent vectors in the domain and range of transformation, the transformation simply dilates and contracts some components according to the magnitude of the singular values and possibly discard values and appends zeros as needed to account for a change in dimension.
Principal Component Analysis (PCA)
PCA elucidates the covariance structure of a set of variables. In particular it allows us to identify the principal directions in which the data varies. PCA seeks to find a set of basis images which are uncorrelated, that is, they cannot be linearly predicted from each other and also yield projection directions that maximize the total scatter across all classes or across all face images.
According to [11] , PCA can be seen as partially implementing Barlow's ideas: Dependencies that show up in the joint distribution of pixels are separated out into marginal distribution of PCA coefficients. In particular it allows us to identify the principal directions in which the data varies. An effective way to suppress redundant information and provide only one or two composite data from most of the information from the initial data is called Principal Component Analysis.
Feature Extraction
According [6] , we seek a set of n orthonormal vectors, ej, which best describes the distribution of the data. The t th vector et is chosen such that;
is a maximum subject to the orthonormality constraints,
The vectors et and scalars λt are the eigenvectors and eigenvalues respectively, of the covariance matrix, 8) where the matrix W = (w1, w2, ..., wn).
Next is to run a singular value decomposition (SVD) of the matrix, C = UΣV T to ascertain its eigenvalues and their corresponding eigenvectors.
This splits the covariance matrix C into two orthogonal matrices U and V and a diagonal matrix Σ.
where dj is the jth column vector of U.
The Principal components of the trained image set are determined by computing;
and
Following the steps in the feature extraction stage, a new face from the test image database is transformed into its eigenface components. First, the input image is compared with the mean image (trained images mean) in memory and their difference is multiplied with each eigenvector from ej. Each value represents a weight and is saved on a vector Ω. The recognition distances (euclidean distance) are computed as;
is chosen as the distance at which a test image is recognized in the trained image database.
Data Acquisition
A real time face image database was created for the purpose of benchmarking the face recognition system. The image database is divided into two subsets, for separate training and testing purposes.
Two hundred and ninety four frontal facial images from 42 randomly selected individuals were acquired from Cohn Kanade, Japanese Female Facial Expressions database (JAFFE) at labeled faces in the wild and some local Ghanaian students facial database.
Of Two hundred and ninety four images, one hundred and eighty two facial expressions along the seven universally accepted principal emotions (Neutral, Angry, Happy, Fear, Disgust, Sad, Surprise) from 26 individuals were collected from the Cohn-Kanade AU-Coded Facial Expression database [12] .
Forty two images from 6 randomly selected individuals were also from the local Ghanaian database. In the creation of the database, the observation room was equipped with a chair for the subject and one canon camera. Only image data from the frontal camera were captured. Subjects were instructed by an experimenter to perform a series of 7 facial displays that included single action units. Subjects began and ended each display from a neutral face. Before performing each display, an experimenter described and modelled the desired display. Six of the displays were based on descriptions of prototypic basic emotions (i.e., Happy, Surprise, Anger, Fear, Disgust, and Sadness) [8] .
Image sequences from neutral to target display were digitized into 256 by 256 or with 8-bit precision for grayscale values. Seventy frontal face images (10 individuals) were also collected from Japanese Female Facial Expressions database (JAFFE) along the principal emotional constraints. Fig. 5 shows a sample of the study database. 
Results and Discussion
This section contains detailed results of the multivariate statistical evaluation methods proposed by [8] , on dataset churned from running the study algorithms on the available database. The section also interprets the outcome of the statistical analysis.
Assessing Multivariate Normality
From the study database, 6-variates are collected per each algorithm from the euclidean distance between the universally accepted principal emotions (Angry, Disgust, Fear, Happy, Sad and Surprise) and their neutral pose.
For each algorithm, we have X jk dataset, k = 1, 2, . . . , p and j = 1, 2, . . . , n, where k is the number of constraints and j is the number of individuals in the research database.
Define the squared distance as; 
for Algorithm 1 and Algorithm 2 respectively. q c,k
is the 100 Multivariate normality exist and hence can be assumed in subsequent statistical tests that will be performed on the datasets. 
Results from Repeated Measures Design
The repeated measures design is performed on the euclidean distances recorded after recognition. These datasets (Algorithm specific) are shown in appendix 1.0. The purpose of the test is to determine whether for each of the recognition algorithm under study, there exist a significant difference between the average distances of the various poses from their neutral pose.
Using the 6-variate dataset from PCA/SVD (Algorithm 1), we have; 
5.44e
−007
Hence, the T 2 -Statistic is; Reject H0 if ;
35.095 > 13.683194. There is therefore enough evidence at 5% level of significance to reject H0 and conclude on H1 : Cµ ̸ = 0. This means there exist significant difference in the average distances of the various constraints from their neutral pose when Algorithm 1 is used for recognition.
Similarly, using the 6-variate dataset from Algorithm 2, we obtain 36.695 > 13.6832. There is therefore enough evidence at 5% level of significance to reject H0 and conclude on H1 : Cµ ̸ = 0. This means there exist significant difference in the average distances of the various constraints from their neutral pose when Algorithm 2 is used for recognition.
The 95% simultaneous confidence intervals for the estimates of the mean differences are shown in Table 1 . These simultaneous confidence intervals show specific constraints that are significantly different in their average distances from their neutral poses. All constraints that contain 0 in their confidence interval are said to be equal and do not have significant differences from their neutral pose at 5% significance level.
It can be seen from The 95% simultaneous confidence intervals for the estimates of the mean difference under Algorithm 2 is shown in Table 2 below. 
Paired Comparison
The multivariate case is motivated for PCA/SVD (Algorithm 1) and FFT-PCA/SVD (Algorithm 2), 6 constraints and 42 experimental units. The paired differences random variables become; 5.89e
A 5%-level test has hypotheses, H0 : µ = 0 (zero mean difference between algorithm 1 and algorithm 2)
The T 2 statistic is computed as; 138.20 > 16.152. This means H0 is not tenable, and we therefore have enough evidences at 5% significances level to reject H0. It can concluded that, there exist significant difference in the average recognition distances of algorithm 1 and algorithm 2 with respect to the study constraints (posewise).
The Bonferroni 95% simultaneous confidence intervals for the individual mean differences are; From Table 3 , it can seen that all the confidence intervals do not contain 0. This means for Algorithm 1 and Algorithm 2, there exist significant difference in their poses (Angry, Disgust, Fear, Happy, Sad and Surprise) recognition. It can therefore be inferred that, at 5% level of significance, algorithm 1 and algorithm 2 have significantly different average recognition distances for all poses.
Box's M Test of Equality of Covariance
For the study populations, the null hypothesis, H0 and alternative hypothesis, H1 are;
where Σ l is the covariance matrix for the l th population, l = 1, 2. Here our populations are the measures from the recognition algorithms and Σ is the presumed common covariance matrix for the populations. The multivariate normality test confirmed that, the collected samples under study are from multivariate normal populations. The Box's test is based on the χ 2 approximation to the sampling distribution of M . Now, S l , l = 1, 2 are given as; 
The pooled sample covariance ;
Now, 
From the above, |S1| = 5.6378e
Box's test for equality of covariance is motivated as;
] , = 0.077626, where p = 6 is the number of constraints and g = 2 is the number of groups (Algorithms).
Reject H0 at 0.05% (significance level) if, K > χ Clearly, 2208.5 > 32.6706, hence H0 is not tenable at 5% level of significance. We can therefore conclude that, the covariance matrices of the recognition distances associated with the study algorithms are not the same. That is, H1 : Σi ̸ = Σj for i ̸ = j is accepted. This means, significant difference exist in the variations of algorithms' recognition distances.
Profile Analysis
For small sample size, profile analysis depends on the normality assumption. The datasets under study are multivariate normal, hence this assumption of normality is satisfied.
Profile analysis also works on the premise of equality of covariance matrices [13] . Here, the pooled covariance is then used as the common covariance for the populations under study. The Box's M test revealed that, the covariance matrices of the algorithms under study are unequal.
According [14] , the profile analysis is still feasible when the H0 of the Box's M test is not tenable. That is, profile analysis can continue when unequal covariance exist. In this case the separate covariance matrices are used in the computation. The contrast matrix given as
Now from the study datasets, we have; 
The sample sizes are, n1 = n2 = 42. In testing for parallel profiles for two populations, is not tenable at 5% significance level. It can therefore be concluded that, the profiles of Algorithm 1 and Algorithm 2 are not parallel. This also means that, the profiles are not coincident and subsequently not level. Fig. 8 shows a mean plot of the recognition algorithms. 
Levene's Test of Equality of Variances
The goal of this test is to determine if the algorithms under study have equal variances in their pose-wise recognition distances. The test is quite sensitive to the underlying assumption that, the samples been tested should come from a normal population.
In this study, two independent normal populations each from the different study algorithms are collected. For example, angry pose data from Algorithm 1 tested against angry pose data from Algorithm 2.
Let X jk1 , j = 1, 2, . . . , 42 (individuals) and k = 1, 2, . . . , 6 (poses) be the datasets from algorithm 1 and X jk2 , j = 1, 2, . . . , 42 (individuals) and k = 1, 2, . . . , 6 (poses) be the datasets from algorithm 2.
Now consider two independent normal populations X jk1 and X jk2 , with unknown variances σ ,n 2k −1,n 1k −1 , and shown in Table 4 . , k = 1, 2, . . . , 6.
Clearly from respectively. All these ratios are greater than 1 and hence it can be concluded that, the variations in Algorithm 1 are greater than that of Algorithm 2 for all constraints recognition distance. Subsequently, Algorithm 2 is considered as comparatively consistent in the recognition of Angry, Disgust, Fear, Happy, Sad and Surprise poses.
Numerical Evaluations
The recognition rate is defined as the ratio of the total number of correct recognition by the algorithm to the total number of images in the test set for a single experimental run. Recognition performance has many measurement standards. The average recognition rate, Ravg, of our method is defined as
where q is the number of experimental runs. The n i cls is the number of correct recognition in the i th run and ntot is the total number of faces under test in each run. Consequently, the average error rate, Eavg, may be defined as 100 − Ravg.
The total number of correct recognition ∑ q i=1 n i cls , for Algorithm 1 and Algorithm 2 is 223 and 225 respectively.
The total number of experimental runs, q = 42.
The total number of images in a single experimental runs, ntot = 6. This confirms the computed recognition rates of the algorithms.
FFT-PCA/SVD (Algorithm 2) is therefore the most efficient (highest recognition rate) and consistent (lowest variation) in the recognition of face images under variable facial expressions. It can also be inferred from the statistical evaluation results that, Fast Fourier Transform improved PCA/SVD algorithm when used as a noise removal mechanism during image preprocessing.
