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Abstract
In this paper, we discuss the generalization of the Hecke’s integration formula for the Epstein zeta func-
tions. We treat the Epstein zeta function as an Eisenstein series come from a degenerate principal series.
For the Epstein zeta function of degree two, Siegel considered the Hecke’s formula as the constant term of
a certain Fourier expansion of the Epstein zeta function and obtained the other Fourier coefficients as the
Dedekind zeta functions with Grössencharacters of a real quadratic field. We generalize this Siegel’s Fourier
expansion to more general Eisenstein series with harmonic polynomials. Then we obtain the Dedekind zeta
functions with Grössencharacters for arbitrary number fields.
© 2007 Elsevier Inc. All rights reserved.
0. Introduction
In the classical paper [4], E. Hecke wrote the zeta function of a number field F as the pull-
back integration of the Epstein zeta function of degree [F : Q]. In [12], Siegel introduced more
general Epstein zeta functions with harmonic polynomials. The purpose of this paper is to discuss
the pull-back integrations of them.
Firstly we give the overview of the Hecke’s integration formula (see also [6, Section 1], [14,
vol. I, Section 1.4]). For a number field F , we have a natural embedding of the algebraic torus
TF = ResF/Q Gm to GL(n) where ResF/Q is the restriction of scalars of Weil.
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complex places of F . Then these real and complex conjugations give a natural mapping
σ :F  α → (α(1), . . . , α(r1), α(r1+1), . . . , α(r1+r2)) ∈ Rr1 × Cr2 .
This σ can be extended to an isomorphism FR = F ⊗Q R ∼= Rr1 × Cr2 . Next, we embed
(a1, . . . , ar1, b1, . . . , br2) ∈ Rr1 × Cr2 into M(n,R) as⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a1
. . .
ar1
α1 −β1
β1 α1
. . .
αr2 −βr2
βr2 αr2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
where bi = αi +
√−1βi for i = 1, . . . , r2. Then we have a group homomorphism
i :TF (R)= (F ⊗Q R)× ↪→ GL(n,R).
On the other hand, let us take an integral ideal b of F and fix a Z-basis of b:
b = Zω1 + · · · + Zωn.
This is also a basis of F over Q. Hence we have another identification ω :FR ∼−→ Rn by this
basis. We can find a transformation matrix Wb ∈ GL(n,R) from the coordinate of FR given by ω
to the one given by σ as a R-vector space. Then ω gives another embedding
j :TF (R)  x →Wb · i(x) ·W−1b ∈ GL(n,R).
By using these embeddings, we consider the pull-back of the Epstein zeta function to the
number field F in the following way. The Epstein zeta function is defined for a positive definite
symmetric matrix Y by
Z(s,Y )=
∑
m∈Zn\{0}
(
mY tm
)−s
(s ∈ C).
We denote the space of positive definite symmetric matrices which have determinant 1 by P1.
We restrict TF (R) to the norm 1 part T (1)F (R), i.e.,
T
(1)
F (R)=
{
x ∈ TF (R)
∣∣N(x)= 1},
where the norm is defined by N(x) = det i(x) for x ∈ TF (R). Take the point Yb = W ′b tW ′b
in P1 where W ′b = (detWb)−
1
nWb. We restrict Z(s,Y ) to the T (1)F (R)-orbit QF,b of Yb, i.e.,
QF,b = {j (x)Ybt j (x) |x ∈ T (1)(R)}. In this orbit QF,b, we can regard Z(s,Y ) as the functionF
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for x ∈ T (1)F (R). From the SL(n,Z)-invariance of the Epstein zeta function,
Z(s,Y )= Z(s,XY tX)(Y ∈P1,X ∈ SL(n,Z)),
the function Zb(s, x) is periodic with respect to norm 1 part of the integer ring OF , write O(1)F ⊂
T
(1)
F (R). Consequently, Zb(s, x) define a function on the compact double coset:
O(1)F \T (1)F (R)/
(
T
(1)
F (R)∩ SO(Yb)
)
where SO(Yb) is the stabilizer of Yb in SL(n,R) which is isomorphic to SO(n).
Now we can consider the Fourier expansion of the pull-back Epstein zeta function Zb(s, x):
Zb(s, x)=
∑
ψ∈ ̂O(1)F \T (1)F (R)
aψ(s)ψ(x),
where ̂O(1)F \T (1)F (R) is the set of unitary characters of O(1)F \T (1)F (R) and aψ(s) are constants.
Choose a fundamental domain D(Yb) in T (1)F (R)/(T
(1)
F (R) ∩ SO(Yb)) with respect to O(1)F . On
these settings, Hecke’s result corresponds to the constant term of this Fourier series
a0 =
∫
D(Yb)
Zb(s, x) dv(x).
Theorem 0.1 (Hecke). We have the following equation,∫
D(Yb)
Zb
(
ns
2
, x
)
dv(x)= ωF 2
−r2sΓ (s/2)r1Γ (s)r2
2r1−1nRΓ (ns/2)
ζF (s,A),
where R is the regulator of F , ωF the number of roots of unity in F and A the ideal class of b−1.
Meanwhile Siegel obtained all the Fourier coefficients aψ for a real quadratic field F in [12]. In
his result, the zeta functions with the Grössencharacters appear. Combining with the functional
equation and the analytic continuation of the Epstein zeta function, this gives functional equations
and analytic continuation for these zeta functions.
Our goal of this paper is to give all Fourier coefficients explicitly in more general settings, i.e.,
for the generalized Epstein zeta function with a harmonic polynomial in the sense of Siegel [12].
This zeta function can be interpreted as a maximal parabolic Eisenstein series of G = SL(n,R)
with a non-trivial K-type where K = SO(n) is a maximal compact subgroup of G. This is an au-
tomorphic form on SL(n,Z)\SL(n,R). For n= 3, Oda and Ishii discussed the Fourier expansion
of this Eisenstein series in [5]. For the general case with a trivial K-type, the Fourier expansion
was determined by Terras [14]. In this paper, we show the analog of Hecke and Siegel’s result
for this Eisenstein series.
838 K. Hiroe, T. Oda / Journal of Number Theory 128 (2008) 835–857Our result is the following. Let χm,γ be a character of the group of all fractional ideals of F ,
write I ,
χm,γ : I → C1, m ∈ Zr , γ = (δ1, . . . , δr1, l1, . . . , lr2) ∈ {0,1}r1 × Zr2
which satisfies
χm,γ
(
(α)
)= r∏
i=1
(∣∣α(i)∣∣−1∣∣N(α)∣∣ 1n )−2π√−1m t ri r1∏
j=1
(
α(j)
)δj r2∏
k=1
(
α(k)
)lk
where (α) are principal ideals of α ∈ F , r = r1 + r2 −1 is the rank ofO×F and ri ∈ Rr come from
the regulator of F (the precise definition is in Section 3). We take a harmonic polynomial fγ such
that
fγ (x)=
r1∏
i=1
x
δi
i
r2∏
j=1
clj (xr1+2j−1, xr1+2j )
where
cl(x, y)=
{
(x − √−1y)l if l  0,
(x + √−1y)|l| if l  0.
For this fγ and ν ∈ C, we denote the maximal parabolic Eisenstein series by E(ν,g;fγ ), g ∈G.
Theorem 0.2. Set 2s = ν
n−1 + n2 . Then we have the following equation:
π−sΓ
(
s + d
2
) ∫
[0,1]r
Ê
(
ν,Wbi
(
u(t)
);fγ ) exp (−2π√−1m t t)dt
= 1
2rn
ωF |dF | sn R−1F χm,γ (b)ζ∞
(
2s
n
,χm,γ
)
ζF
(
2s
n
,A,χm,γ
)
.
Here ωF , dF and RF are the number of roots of unity, the discriminant and the regulator of F
respectively. Also ζF (s,A,χ) is the partial zeta function of the ideal class A of b−1 with a
character χ , i.e., ζF (s,A,χ) =∑a=(0)∈A,a: integral χ(a)NF (a)−s where NF is the ideal norm
of F .
For the other notations used in the above theorem, see Section 3.
There are some other generalizations of the Hecke’s integration formula [1,10,15]. Piatetski-
Shapiro and Rallis consider it as the Rankin–Selberg integral for GL(1). The work of Ash and
Friedberg is similar to ours. But since they consider only the Eisenstein series with a trivial
K-type, the Grössencharacters which appear in their result have some restrictions. Yamamoto
considers quadratic extensions for arbitrary number fields and give the integration formula for
the generalization of the Asai’s Eisenstein series.
Now we review the contents of this paper. In Section 1, we give the definition of the Epstein
zeta function with a spherical function and some properties of this function. In Section 2, we
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pal series of G with respect to the maximal parabolic subgroup whose K-types are described as
spherical harmonics on Sn−1. We show this Eisenstein series is identified with our Epstein zeta
function. Also the algebraic sum of the spaces of these Eisenstein series has a natural (g,K)-
module structure induced from the degenerate principal series representation. In Section 3, there
is our main result. First, we consider the natural representation of the orthogonal group O(n) on
the space of the harmonic polynomials Hd of degree d . Applying the pull-back of the embedding
of a number field F into GL(n,R) to this representation, we obtain the Grössencharacters of F .
Next, we also apply this pull-back to the Eisenstein series and regard it as a function on F×R .
From the modularity of the Eisenstein series, we show this pull-back Eisenstein series is a peri-
odic function on F×R with respect to O×F and consider its Fourier expansion. Finally, we prove
that these Fourier coefficients are the Dedekind zeta functions with the Grössencharacters of F .
Our result gives another proof of the functional equation for zeta function with a Grössen-
character of a number field, which is different from the well-known proof of E. Hecke, that
is normally refereed through the doctoral thesis of J. Tate. Historically speaking, the pull-back
formula of Hecke–Siegel has been discussed combined with the Kronecker limit formula [6,
Section 1].
1. Siegel’s Epstein zeta functions with harmonic polynomials
In this section, we review Siegel’s definition of the generalized Epstein zeta function and some
its properties.
Let Q(x1, x2, . . . , xn)=Q(x) be a positive definite quadratic form over Rn and Q its associ-
ated real symmetric matrix.
Definition 1.1. We call h(x) a harmonic polynomial of degree d with respect to Q, if h(x) is a
homogeneous polynomial of degree d and it satisfies
ΔQ−1h(x)= 0.
Here ΔQ−1 is the Laplacian defined by
(
∂
∂x1
· · · ∂
∂xn
)
·Q−1 ·
⎛⎜⎝
∂
∂x1
...
∂
∂xn
⎞⎟⎠ .
For a positive definite quadratic form Q(x) and a harmonic polynomial h(x) of degree d ,
Siegel introduced a generalized Epstein zeta function with a harmonic polynomial
Z(s,Q,h)=
∑
x∈Zn−{0}
h(x)
Q(x)s+ d2
.
This zeta function converge absolutely for Re s > n2 .
Definition 1.2. Let Q(x) be a positive definite quadratic form over Rn. Let Hd(Q) is the space
of harmonic polynomials of degree d with respect to Q. Then we define the space of Epstein zeta
functions with harmonic polynomials of degree d as Z(d) = {Z(s,Q,h) | h ∈Hd(Q)}.
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whole s-plane, which is an entire function of s if d > 0. If d = 0, Z(s,Q,h) is holomorphic in
the s-plane except for a simple pole at s = n2 . In both cases, Z(s,Q,h) satisfies the functional
equation
π−sΓ
(
s + d
2
)
Z(s,Q,h)= (√−1 )−d detQ− 12 π−( n2 −s)Γ
(
n
2
− s + g
2
)
Z
(
n
2
− s,Q−1, h∗
)
where h∗(x)= h(Q−1x) for h(x) ∈Hd(Q).
2. Degenerate principal series representations of SL(n,R) with respect to Pn−1,1
The generalized Epstein zeta function defined in the previous section can be seen as an au-
tomorphic form on SL(n,Z)\SL(n,R) like the well-known ordinary Epstein zeta function. This
is an Eisenstein series induced from a degenerate principal series of G. The definition of the
Eisenstein series which we will explain here can be extended for more general semisimple or
reductive Lie groups (see [3,7] and for the adelic setting [8]).
Let G = SL(n,R), K = SO(n) a maximal compact subgroup of G and Pn−1,1 a maximal
parabolic subgroup of the form⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎛⎜⎜⎜⎝
∗
∗ ...
∗
0 · · · 0 ∗
⎞⎟⎟⎟⎠
↑
n− 1
↓
 1
∈G
⎫⎪⎪⎪⎬⎪⎪⎪⎭ .
To define the degenerate principal series representation with respect to Pn−1,1, we firstly specify
the Langlands decomposition Pn−1,1 =MAN of Pn−1,1 by
M =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎛⎜⎜⎜⎝
0
h
...
0
0 · · · 0 deth−1
⎞⎟⎟⎟⎠ ∈G ∣∣∣ h ∈ GL(n− 1,R), deth ∈ {±1}
⎫⎪⎪⎪⎬⎪⎪⎪⎭
∼= SL(n− 1,R)× {±1},
A = {diag(r, . . . , r, r−(n−1)) ∈G ∣∣ r ∈ R>0},
N =
⎧⎪⎪⎪⎨⎪⎪⎪⎩n(x1, . . . , xn−1)=
⎛⎜⎜⎜⎝
x1
In−1
...
xn−1
0 · · · 0 1
⎞⎟⎟⎟⎠ ∈G
⎫⎪⎪⎪⎬⎪⎪⎪⎭ .
Let σ ∈ M̂ be a unitary character of M , and ν ∈ HomR(a,C) = a∗ ⊗R C a linear form
on a = Lie(A) which is identified with a complex number by evaluation at the element
H = diag(1, . . . ,1,−(n− 1)) ∈ a, i.e., ν → ν(H) ∈ C. Take ρ ∈ HomR(a,C) so that ρ(X) =
1 tr(ad(X)|n) for X ∈ a, where n = Lie(N) and ad(X)Y = XY − YX for X,Y ∈ g = Lie(G).2
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r−(n−1)) ∈A, we have e(ν+ρ)(logar ) = aν+ρr = rν+ 12n(n−1).
Definition 2.1. Put
π(σ, ν)= IndGPn−1,1
(
σ ⊗ eν+ρ ⊗ 1N
)
.
Then the representation space of π(σ, ν) is given by the completion of a dense subspace
Hσ,ν =
{
f :G→ C, continuous ∣∣ f (manx)= σ(m)aν+ρf (x)
for (x,m,a,n) ∈G×M ×A×N},
with respect to the norm
‖f ‖2 =
∫
K
∣∣f (k)∣∣2 dk.
Here G acts on this space by the right regular representation, i.e., π(σ, ν)(g)f (x) = f (xg)
for g ∈ G, f ∈ Hσ,ν . We call this the degenerate principal series representation with respect
to Pn−1,1.
The representation space Hσ,ν is isomorphic to
L2σ (K)=
{
f ∈ L2(K) ∣∣ f (mk)= σ(m)f (k) for all m ∈M ∩K, k ∈K}
as a K-module. For m= ( h 00 deth−1 ) ∈M , we define the character detM of M by
detM(m)= deth.
We show that L2σ (K) is written as a space of the spherical harmonics on the unit sphere Sn−1.
We fix the unit vector en = (0, . . . ,0,1). Then the map
g ∈ SO(n) → en · g ∈ Sn−1
is a surjective map from the special orthogonal group SO(n) of degree n to the (n − 1)-
dimensional unit sphere Sn−1. The stabilizer of en in SO(n) is given by{(
h
1
) ∣∣∣ h ∈ SO(n− 1)}
and Sn−1 is naturally identified with the quotient space
SO(n− 1)\SO(n)
as an SO(n)-set. If we notice M ∩K ∼= SO(n− 1)× {±1}, we have the isomorphism L2 (K) toσ
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(
Sn−1
)= {f ∈ L2(Sn−1) ∣∣ f (−x)= f (x), x ∈ Sn−1} if σ = 1M,
L2odd
(
Sn−1
)= {f ∈ L2(Sn−1) ∣∣ f (−x)= −f (x), x ∈ Sn−1} if σ = detM
as K-modules. Here the action of SO(n) on L2(Sn−1) is given by the right quasi-regular action,
g ∈ SO(n) → {f (x) → f (xg) (x ∈ Sn−1)}.
Let Hd be the space of harmonic polynomials of degree d on Rn, i.e., the homogeneous
functions of degree d which are annihilated by the Laplace operator Δ =∑ni=1 ∂2∂x2i of Rn. By
the inclusion map ι :Sn−1 ↪→ Rn, we have the restriction map ι∗ :C∞(Rn) → C∞(Sn−1). Then
harmonic polynomials can be treated as functions on the unit sphere Sn−1. We call these functions
spherical harmonics and denote the space of spherical harmonics by Hd = ι∗Hd .
It is well known that Hd and Hd are isomorphic as SO(n)-modules with highest weight
(d,0, . . . ,0), and Hd is an SO(n)-invariant subspace of L2(Sn−1). By the theory of spherical
functions (cf. [13]), we have the unique spectral decomposition as Hilbert space direct sum
L2
(
Sn−1
)= ∞̂⊕
d=0
Hd
of a unitary SO(n)-module. Thus we also have the spectral decompositions
L2even
(
Sn−1
)= ∞̂⊕
d: even
Hd ,
L2odd
(
Sn−1
)= ∞̂⊕
d: odd
Hd .
Now we can define the Eisenstein series of π(σ, ν) with a spherical harmonic h ∈ Hd . To
define this, we take Pon−1,1 = MoAN and Γ∞ = Pon−1,1 ∩ SL(n,Z), where Mo is the identity
component of M , i.e,
Mo =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
⎛⎜⎜⎜⎝
0
h
...
0
0 · · · 0 1
⎞⎟⎟⎟⎠ ∈M
∣∣∣∣∣ h ∈ SL(n− 1,R)
⎫⎪⎪⎪⎬⎪⎪⎪⎭ .
Then we define the Eisenstein series π(σ, ν) with a spherical harmonic h ∈Hd by,
E(ν,g;h)=
∑
σ
(
m(γg)
)
a(γg)ν+ρh
(
enk(γg)
)
, for g ∈G.γ∈Γ∞\SL(n,Z)
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MANK . Note that the degree of the spherical harmonic d is even (respectively odd) if σ is 1M
(respectively detM ). For the latter use, we normalize this Eisenstein series as follows
Ê(ν, g;h)= ζ
(
ν
n− 1 +
n
2
)
E(ν,g;h).
Here ζ(s) is the Riemann zeta function.
Proposition 2.2. For g ∈ G, the matrix Q = g tg is a positive definite symmetric matrix. Let
h ∈Hd be a spherical harmonic. Then, for the harmonic polynomial h¯(x) = h(xg) of degree d
with respect to Q we have the following equation
Ê(ν, g;h)= Z
(
ν
2(n− 1) +
n
4
,Q, h¯
)
.
Proof. We prove this separately whether the degree d is even and odd.
Even case. Let σ = 1M . Then we have
E(ν,g;h)=
∑
γ∈Γ∞\SL(n,Z)
a(γg)ν+ρh
(
enk(γg)
)
=
∑
γ∈Γ∞\SL(n,Z)
|en · γg|− 1n−1 (ν+
n(n−1)
2 )h
(
enk(γg)
)
for g ∈G.
We consider the decomposition of g =mank ∈G=MANK ,
m=
(
h
deth−1
)
∈M,
n =
(
In−1 tn
1
)
∈N for n ∈ Rn−1,
a = diag(r, . . . , r, r−(n−1)) ∈A,
k =
⎛⎜⎜⎝
k11 k12 · · · k1n
k21 k22 · · · k2n
...
...
...
kn1 kn2 · · · knn
⎞⎟⎟⎠ ∈K.
Then we have
g =
(
r · h tn′
r−(n−1) deth−1
)⎛⎜⎜⎝
k11 k12 · · · k1n
k21 k22 · · · k2n
...
...
...
⎞⎟⎟⎠
kn1 kn2 · · · knn
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en · g
r−(n−1) det l−1
= (kn1, kn2, . . . , knn)= en · k.
Recalling that r−(n−1) = |en · g|, we have
en · k = en · gdet l−1|en · g| .
Noting that h is a homogeneous polynomial with even degree, this equation gives
Ê(ν, g;h)= ζ
(
ν
n− 1 +
n
2
) ∑
γ∈Γ∞\SL(n,Z)
|en · γg|−(
ν
(n−1)+ n2 +d) · h(en · γg)
= ζ
(
ν
n− 1 +
n
2
) ∑
x∈Zn−{0}
x: coprime
|xg|−( ν(n−1)+ n2 +d) · h(xg)
=
∑
x∈Zn−{0}
h¯(x)
Q(x)
1
2 (
ν
(n−1)+ n2 +d)
.
Here we use the identification Γ∞\SL(n,Z)∼= {x ∈ Zn − {0} | x: coprime}. We can easily check
that h¯ is the harmonic polynomial with respect to Q defined in Section 1. Thus we have the
identity
Ê(ν, g;h)= Z
(
ν
2(n− 1) +
n
4
,Q, h¯
)
.
Odd case. In this case the Eisenstein series can be written as follows,
E(ν,g;h)=
∑
γ∈Γ∞\SL(n,Z)
detM
(
m(γg)
) · a(γg)ν+ρ · h(k(γg)−1en).
Since the degree of h is odd, we have
Ê(ν, g;h)
= ζ
(
ν
n− 1 +
n
2
) ∑
γ∈Γ∞\SL(n,Z)
detM
(
m(γg)
)|en · γg|−( ν(n−1)+ n2 +d) · h(en · γg)
= ζ
(
ν
n− 1 +
n
2
) ∑
x∈Zn−{0}
x: coprime
|xg|−( ν(n−1)+ n2 +d) · h(xg)
=
∑
x∈Zn−{0}
h¯(x)
Q(x)
1
2 (
ν
(n−1)+ n2 +d)
.
Thus we have the identity. 
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Though it is not necessary for the remaining section, we discuss the (g,K)-module structure
of the space of these Eisenstein series. As Definition 1.2, we consider the space of the Eisenstein
series with spherical harmonics, write E (d) = {Ê(ν, g;h) | h ∈Hd} of degree d .
Definition 2.3. We define the spaces of Eisenstein series with spherical harmonics of even and
odd degree respectively by
E (even) =
⊕
d∈Z0
d: even
E (d) ⊂ C∞(SL(n,Z)\SL(n,R)),
E (odd) =
⊕
d∈Z0
d: odd
E (d) ⊂ C∞(SL(n,Z)\SL(n,R)).
Proposition 2.4. Assume Reν > n(n−1)2 . Denote g = Lie(G) the Lie algebra of G.
1. The space of Eisenstein series E (even) has a (g,K)-module structure which is induced from
the (g,K)-module structure of the degenerate principal series π(ν,1M).
2. The space of Eisenstein series E (odd) has a (g,K)-module structure which is induced from
the (g,K)-module structure of the degenerate principal series π(ν,detM).
Proof. We denote simply E for E (even) or E (odd) according with σ is 1M or detM . We define the
action of G into E by the right regular representation. Let HKσ,ν be the set of K-finite vectors
of the representation space Hσ,ν of π(σ, ν). It becomes a (g,K)-module by the admissibility of
π(σ, ν). For f ∈HKσ,ν , we consider the series∑
γ∈Γ∞\SL(n,Z)
f (γg)=
∑
γ∈Γ∞\SL(n,Z)
σ
(
m(γg)
)
a(γg)ν+ρf
(
k(γg)
)
.
The restriction of f to K is in L2σ (K). The K-finite part of L2σ (K) is decomposed as follows,{⊕
d∈Z0, d: evenHd if σ = 1M,⊕
d∈Z0, d: oddHd if σ = detM.
Hence we can regard f as a linear combination of elements of Hd , then it follows that the series
is the element of E . By the assumption, this series converges absolutely and uniformly for g ∈G.
Therefore if we define the map φ :HKσ,ν → E such that
φ(f )= ζ
(
ν
n− 1 +
n
2
) ∑
γ∈Γ∞\SL(n,Z)
f (γg),
it is a well-defined K-module homomorphism. We see this is also a g-module homomorphism.
For X ∈ g, we have
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∑
γ∈Γ∞\SL(n,Z)
f (γg)= d
dt
∑
γ∈Γ∞\SL(n,Z)
f
(
γg exp(tX)
)∣∣∣
t=0
=
∑
γ∈Γ∞\SL(n,Z)
d
dt
f
(
γg exp(tX)
)∣∣∣
t=0
=
∑
γ∈Γ∞\SL(n,Z)
πν,σ (X)f (γg) ∈ E .
Thus φ is also a g-module homomorphism. To show that E is a (g,K)-module, we only need to
see the compatibility of the g-action and the K-action. By the compatibility condition of HKν,σ ,
we have
k ·
(
X ·
( ∑
γ∈Γ∞\SL(n,Z)
f (γg)
))
=
∑
γ∈Γ∞\SL(n,Z)
π(k)π(X)f (γg)
= d
dt
∑
γ∈Γ∞\SL(n,Z)
π
(
k exp(tX)
)
f (γg)
∣∣∣
t=0
= d
dt
∑
γ∈Γ∞\SL(n,Z)
π
(
exp
(
tAd(k)X
))
π(k)f (γg)
∣∣∣
t=0
=
∑
γ∈Γ∞\SL(n,Z)
π
(
Ad(k)X
)
π(k)f (γg)
= Ad(k)X ·
(
k ·
∑
γ∈Γ∞\SL(n,Z)
f (γg)
)
.
Hence we have that the map φ :HKν,σ → E is a (g,K)-module homomorphism. 
3. The pull-back formula
In this section, we show our main result. We consider an embedding λ :F× ↪→ GL(n,R). The
pull-back of the Eisenstein series with respect to λ can be regarded as the function on F×R . From
the modularity of the Eisenstein series, this pull-back is a periodic function on F×R with respect
to the unit group O×F and we can consider its Fourier expansion with respect to the characters
of F×R trivial on O×F . We prove that the Fourier coefficients are the Dedekind zeta functions with
the Grössencharacters of F . Our Eisenstein series has non-trivial O(n)-types which are realized
as representations ρd on the spaces of harmonic polynomials Hd . Then the pull-back of ρd with
respect to λ gives the infinite part of the Grössencharacters of the idele group of F .
3.1. Embeddings of F× into GL(n,R)
Let F be an algebraic extension of degree n over Q and r1 (respectively r2) denote the number
of real (respectively complex) places. Denote
σi :F → C for i = 1, . . . , n
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σj = σ¯j+r2 for j = r1 +1, . . . , r1 + r2. We use the notation a(i) = σi(a) (i = 1, . . . , n) for a ∈ F .
Then we have a product mapping
σ :F → Rr1 × Cr2
given by
σ(α)= (α(1), . . . , α(r1), α(r1+1), . . . , α(r1+r2))
for α ∈ F . This is naturally extended to the isomorphism of FR = F ⊗Q R to Rr1 ×Cr2 . We also
have an embedding i :Rr1 × Cr2 ↪→M(n,R),
i
(
(a1, . . . , ar1, b1, . . . , br2)
)=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a1
. . .
ar1
α1 −β1
β1 α1
. . .
αr2 −βr2
βr2 αr2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where (a1, . . . , ar1, b1, . . . , br2) ∈ Rr1 × Cr2 and bi = αi +
√−1βi for i = 1, . . . , r2. Combining
these maps, we obtain the embedding λ = i ◦ σ :FR ↪→ M(n,R). Here we note that N(α) =
detλ(α) defines the norm of F/Q for α ∈ F×.
On the other hand, we can also construct the other embedding of F into M(n,R). Let us
take an integral ideal b of F , and ω1, . . . ,ωn be a system of Z-basis of b. Then we have a
map ω :F → Rn such that ω(α)= (a1, . . . , an) for α = a1ω1 + · · · + anωn ∈ F . This map gives
another identification FR ∼= Rn. For an element a ∈ FR, we can express aωi =∑nj=1 ajiωj with
aij ∈ R for i = 1, . . . , n. This gives another embedding FR into M(n,R) such that FR  a →
(aij ) ∈ M(n,R). For these two embeddings, the transformation matrix as an R-vector space is
given by
Wb =
⎛⎜⎝ω
(1)
1 · · · ω(r1)1 Reω(r1+1)1 Imω(r1+1)1 · · · Reω(r1+r2)1 Imω(r1+r2)1
...
...
...
...
...
...
ω
(1)
n · · · ω(r1)n Reω(r1+1)n Imω(r1+1)n · · · Reω(r1+r2)n Imω(r1+r2)n
⎞⎟⎠
∈ GL(n,R).
Consequently, we obtain the following commutative diagram as R-vector spaces,
FR
σ
Rr1 × Cr2 i M(n,R)
FR
ω
Rn
j
Wb
M(n,R).
ad(Wb)
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Eisenstein series to the F (1)R -orbit of W
′
b,
E
(
ν,W ′bλ(α);h
)
for α ∈ F (1)R .
Here we choose the basis ω1, . . . ,ωn so that detWb > 0 and W ′b = (detWb)−
1
nWb ∈ SL(n,R).
For the simplicity, we denote this pull-back Eisenstein series by EF,b(ν,α;h) = E(ν,W ′bλ(α);
h) for α ∈ F (1)R .
Proposition 3.1. Take ν ∈ C and h ∈Hd . The Eisenstein series EF,b(ν,α;h) is invariant under
the action of O(1)F = {ε ∈O×F |N(ε)= 1}, i.e.,
EF,b(ν, εα;h)=EF,b(ν,α;h)
for ε ∈O(1)F and α ∈ F (1)R .
Proof. Because we have (ε)b = b, there exist integers cij for 1  i, j  n which satisfy εωi =
ci1ω1 + · · · + cinωn for 1 i, j  n. This implies⎛⎝ c11 · · · c1n... ...
c1n · · · cnn
⎞⎠Wb =Wbλ(ε),
and
C =
⎛⎝ c11 · · · c1n... ...
c1n · · · cnn
⎞⎠ ∈ SL(n,Z).
Then we have
E
(
ν,W ′bλ(εα)
)=E(ν,CW ′bλ(α))=E(ν,W ′bλ(α))
by the modularity of the Eisenstein series. 
This proposition tells us that EF,b(ν,α;h) is a function on O(1)F \F (1)R .
3.2. Grössencharacters and harmonic polynomials
We consider the pull-back of the representation of O(n) on Hd . We see that this pull-back
gives a character of F× which appears in Theorem 3.5 as a Grössencharacter of F . Let TF =
λ(F×)⊂ GL(n,R). Then TF has a maximal compact subgroup CF ⊂O(n) of the formR
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⎛⎜⎜⎜⎜⎜⎜⎜⎝
η1
. . .
ηr1
r(θ1)
. . .
r(θr2)
⎞⎟⎟⎟⎟⎟⎟⎟⎠
∣∣∣∣∣
ηi ∈ {±1}, i = 1, . . . , r1,
r(θj )=
(
cos θj − sin θj
sin θj cos θj
)
,
j = 1, . . . , r2
⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
.
The space of harmonic polynomials Hd has a natural representation ρd of the orthogonal
group O(n) via
ρd(g)f (x)= f (xg)
for g ∈ O(n) and f (x) ∈ Hd . If we restrict this to CF ⊂ O(n), we obtain the action of CF
on Hd . Then we decompose Hd as the irreducible representation of CF . Because CF is a compact
abelian group, the irreducible representation of CF is 1-dimensional, i.e., all irreducible repre-
sentation of CF are written as characters. It is easily checked that for any character χ :CF → C1,
there exists γ = (δ1, . . . , δr1, l1, . . . , lr2) ∈ {0,1}r1 × Zr2 and χ = χγ ,
χγ
(
diag
(
η1, . . . , ηr1, r(θ1), . . . , r(θr2)
))= r1∏
i=1
η
δi
i
r2∏
j=1
e
√−1lj θj .
Hence we have a decomposition Hd = ⊕γ Vγ , where Vγ = {f ∈ Hd | f (xt) = χγ (t)f (x),
t ∈ CF }.
We want to know the explicit descriptions of the weight vectors fγ ∈ Vγ . If γ = (δ1, . . . , δr1 ,
l1, . . . , lr2) ∈ {0,1}r1 × Zr2 satisfies
∑r1
i=1 δi +
∑r2
j=1 |lj | = d , we can choose a nice element fγ
in Vγ such that
fγ (x)=
r1∏
i=1
x
δi
i
r2∏
j=1
clj (xr1+2j−1, xr1+2j ),
where
cl(x, y)=
{
(x − √−1y)l if l  0,
(x + √−1y)|l| if l  0.
If we consider the decomposition
λ(α)=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
|α(1)|
. . .
|α(r1)|
|α(r1+1)|I2
. . .
(r1+r2)
⎞⎟⎟⎟⎟⎟⎟⎟⎠
|α |I2
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⎛⎜⎜⎜⎜⎜⎜⎜⎝
sgn(α(1))
. . .
sgn(α(r1))
r(arg(α(r1+1)))
. . .
r(arg(α(r1+r2)))
⎞⎟⎟⎟⎟⎟⎟⎟⎠
,
then the action of α ∈ F× on fγ is written as
fγ
(
xλ(α)
)= χˆγ (α)fγ (xi(|α|))
where |α| = (|α(1)|, . . . , |α(r1+r2)|) ∈ Rr1 × Cr2 . Here the character χˆγ :F× → C1 is defined by
χˆγ (α)=
r1∏
i=1
sgn
(
α(i)
)δi r2∏
j=1
exp
(√−1lj argα(j))
for α ∈ F×.
Because O×F is the product of a finite group and a finitely generated free Z-module we can
find γ ∈ {0,1}r1 × Zr2 which satisfies χˆγ (ε)= 1 for ε ∈O×F . In the remainder of section, we fix
such γ ∈ {0,1}r1 × Zr2 and fγ ∈Hd constructed for d =∑r1i=1 ηi +∑r2j=1 |lj | as above.
3.3. Fourier coefficients of the pull-back Eisenstein series and the Dedekind zeta functions with
Grössencharacters
Let CF be the maximal compact subgroup of TF as in Section 3.2 and take the pull-back
of CF by λ, denote C˜F = λ−1(CF ) ⊂ F×R . We consider the Fourier analysis of the pull-back
Eisenstein series EF,b(ν,α;fγ ) on the compact double coset O(1)F \F (1)R /(F (1)R ∩ C˜F ).
We define the map | · | :F (1)R → Rr1+r2>0 such that |α| = (|α(1)|, . . . , |α(r1+r2)|) for α ∈ F (1)R .
Then we have F (1)R /(F
(1)
R ∩ C˜F ) ∼= S = {(a1, . . . , ar1+r2) ∈ Rr1+r2>0 |
∏r1+r2
i=1 ai = 1}. If we
define the action of F (1)R on S by α · a = (|α(1)|a1, . . . , |α(r1+r2)|ar1+r2) for α ∈ F (1)R and
a = (a1, . . . , ar1+r2) ∈ S, this becomes F (1)R -isomorphism. By the Dirichlet unit theorem, we
can find the fundamental domain of S ∼= F (1)R /(F (1)R ∩ C˜F ) by the action of O(1)F ,
E =
{(
r∏
i=1
∣∣ε(1)i ∣∣ti , . . . , r∏
i=1
∣∣ε(r1+r2)i ∣∣ti
)
∈ S
∣∣∣ 0 ti < 1, i = 1, . . . , r}.
Here ε1, . . . , εr be a system of fundamental units in F with r = r1 + r2 − 1 the rank of O×F .
Hence for any u ∈ S, there exits t = (t1, . . . , tr ) ∈ Rr such that
u= u(t)=
(
r∏
i=1
∣∣ε(1)i ∣∣ti , . . . , r∏
i=1
∣∣ε(r1+r2)i ∣∣ti
)
.
The Eisenstein series Ê(ν,W ′bi(u);fγ ) as the function of u ∈ S becomes the function of
t ∈ Rr . We denote it by g(ν, t)= Ê(ν,W ′ i(u(t));fγ ).b
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g(ν, t + a)= g(ν, t),
for a = (a1, . . . , ar ) ∈ Zr .
Proof. By the Dirichlet unit theorem, there exists ε ∈O×F such that
|ε| = (∣∣ε(1)∣∣, . . . , ∣∣ε(r1+r2)∣∣)= ( r∏
i=1
∣∣ε(1)i ∣∣ai , . . . , r∏
i=1
∣∣ε(r1+r2)i ∣∣ai
)
for a ∈ Zr . Hence we have
g(ν, t + a)= Ê(ν,W ′bi(u(t + a));fγ )= Ê(ν,W ′bi(|ε|u(t));fγ )
=
∑
x∈Zn−{0}
∣∣xW ′bi(|ε|u(t))∣∣−( ν(n−1)+ n2 +d) · fγ (xW ′bi(|ε|)i(u(t)))
=
∑
x∈Zn−{0}
∣∣xW ′bλ(ε)i(u(t))∣∣−( ν(n−1)+ n2 +d) · fγ (xW ′bλ(ε)i(u(t))).
The last equality comes from the equation fγ (xλ(ε)) = χˆγ (ε)fγ (xi(|ε|)) = fγ (xi(|ε|)). It fol-
lows from the proof of Proposition 3.2 that there exits h ∈ SL(n,R)± = {g ∈ GL(n,R) | detg ∈
{±1}} and we have
hWb =Wbλ(ε).
The modularity of the Epstein zeta function shows that
g(ν, t + a)= Ê(ν,W ′bλ(ε)i(u(t));fγ )= Ê(ν,hW ′bi(u(t));fγ )
= Ê(ν,W ′bi(u(t));fγ )= g(ν, t). 
This lemma enables us to consider the Fourier series expansion of g(ν, t),
g(ν, t)=
∑
m∈Zr
(g, em)em(t),
where em(t)= exp(2π
√−1m t t) for t ∈ Rr , m ∈ Zr , and
(g, em)=
∫
[0,1]r
g(ν,y)em(y) dy.
We prepare some lemmas before the main theorem. Let R denote the matrix⎛⎝ log |ε(1)1 | · · · log |ε(1)r |... ...
(r) (r)
⎞⎠ ,
log |ε1 | · · · log |εr |
852 K. Hiroe, T. Oda / Journal of Number Theory 128 (2008) 835–857and ri for i = 1, . . . , r the row vectors of tR−1, i.e., R−1 = ( tr1, . . . , trr ).
Now we choose a character of the ideal group I of F ,
χm,γ : I → C1
so that
χm,γ
(
(α)
)= r∏
i=1
(∣∣α(i)∣∣−1∣∣N(α)∣∣ 1n )−2π√−1m t ri χˆγ ((α))
for a principal ideal (α). Here χˆγ is the character defined in Section 3.2. In above definition, we
mention only about the principal ideals (α). Hence we note that there are several choices for this
character.
This definition makes sense by the following lemma.
Lemma 3.3. For ε ∈O×F , the character χm,γ satisfies
χm,γ
(
(ε)
)= 1.
Proof. For ε ∈ O×F , there exits a = (a1, . . . , ar ) ∈ Zr such that |ε| = (|ε(1)|, . . . , |ε(r1+r2)|) =
(
∏r
i=1 |ε(1)i |ai , . . . ,
∏r
i=1 |ε(r1+r2)i |ai ). Then we have the equation
log
(
r∏
i=1
(∣∣ε(i)∣∣−1))−2π
√−1m t ri
=
r∑
i=1
2π
√−1m tri log
∣∣ε(i)∣∣= 2π√−1m ta ∈ 2π√−1Z.
This implies
χm,γ ((ε))=
(
r∏
i=1
(∣∣ε(i)∣∣−1))−2π
√−1m t ri
= exp (2π√−1m ta)= 1. 
Lemma 3.4. For u = (u1, . . . , ur1+r2) ∈ S, there exists t = (t1, . . . , tr ) ∈ Zr such that (u1, . . . ,
ur1+r2)= (
∏r
i=1 |ε(1)i |ti , . . . ,
∏r
i=1 |ε(r1+r2)i |ti ). Then we have
em(t)=
r∏
i=1
u
2π
√−1m t ri
i ,
for m ∈ Zr .
Proof. We have
(logu1, . . . , logur)=R t t.
Then
mR−1(logu1, . . . , logur)= m t t.
Taking exponentials on both sides, we have the equation as required. 
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n−1 + n2 . Then we have the following
equation,
π−sΓ
(
s + d
2
)
(g, em)= 12rnωF |dF |
s
n R−1F χm,γ (b)ζ∞
(
2s
n
,χm,γ
)
ζF
(
2s
n
,A,χm,γ
)
.
Here ωF , dF and RF are the number of roots of unity, the discriminant and the regulator of F
respectively. Also ζF (s,A,χ) is the partial zeta function of the ideal class A of b−1 with a
character χ , i.e., ζF (s,A,χ) =∑a=(0)∈A,a: integral χ(a)NF (a)−s where NF is the ideal norm
of F . The function ζ∞(s,χm,γ ) is the gamma factor given by
ζ∞(s,χm,γ )= π− ns2
r1∏
i=1
Γ
(
s
2
+ δi
2
− √−1π
(
m tri − 1
n
r∑
kj=1
m trk
))
×
r2∏
j=1
Γ
(
s + |lj |
2
− √−1π
(
m trj − 1
n
r∑
k=1
m trk
))
.
Remark 3.6. Our choice of the ideal character χm,γ is not unique. But we only consider the
partial zeta function here. Hence the R.H.S. of the equation of the theorem is independent of the
choice of the character χm,γ .
Proof of Theorem 3.5. For x = (x1, . . . , xn) ∈ Zn, we have β ∈ b such that β =∑ni=1 xiωi .
This implies
xWb =
(
β(1), . . . , β(r1),Reβ(r1+1), Imβ(r1+1), . . . ,Reβ(r1+r2), Imβ(r1+r2)
)
.
Then
(g, em)=
∫
[0,1]r
g(ν, t)em(t) dt =
∫
[0,1]r
Ê
(
ν,W ′bi
(
u(t)
);fγ )em(t) dt
=
∫
[0,1]r
∑
x∈Zn−{0}
∣∣xW ′bi(u(t))∣∣−(2s+d) · fγ (xW ′bi(u(t)))em(t) dt
= (detWb) 2sn
∫
[0,1]r
∑
β∈b
β =0
r1+r2∑
i=1
(∣∣β(i)∣∣ui)−(2s+d)
×
r1∏
j=1
∣∣βj ∣∣δj (sgnβ(j))δj uδij r2∏
k=1
∣∣β(r1+k)∣∣|lk | exp(√−1lk argβ(r1+k))u|lk |k em(t) dt,
where ui (i = 1, . . . , r1 + r2) denote ith component of u(t) ∈ S. By Lemma 3.4
(g, em)= (detWb) 2sn
∫
[0,1]r
∑
β∈b
r1+r2∑
i=1
(∣∣β(i)∣∣ui)−(2s+d)
β =0
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r1∏
j=1
∣∣βj ∣∣δj (sgnβ(j))δj uδj r2∏
k=1
∣∣β(r1+k)∣∣|lk | exp(√−1lk argβ(r1+k))u|lk |k
×
r∏
l=1
u
−2π√−1m t rl
l dt.
Now we change the variables as yi = |β(i)||NF (β)| 1n ui (i = 1, . . . , r1 + r2). Note that we have∏r1
i=1 yi
∏r2
j=1 y2r1+j =
∏r1
i1
ui
∏r2
j=1 u2j=1. Then
(g, em)= (detWb) 2sn R−1F ×
∫
D
∑
β∈b
β =0
∣∣NF (β)∣∣− 2sn
×
r1∏
i=1
(
sgnβ(i)
)δi r2∏
j=1
exp
(√−1lj argβ(r1+j)) r∏
l=1
(∣∣β(l)∣∣−1N(β) 1n )−2π√−1m t rl
×
(
r1+r2∑
k=1
y2k
)−s− d2 r1∏
i=1
y
δi
i
r2∏
j=1
y
|lj |
j ×
r∏
l=1
y
−2π√−1m t rl
l
r∏
m=1
dym
ym
,
where the domain D is {(y1, . . . , yr1+r2) | (u1, . . . , ur1+r2) ∈ E} for the fundamental domain E
of S. By the Dirichlet unit theorem, the integral equals to
ωF (detWb)
2s
n R−1F
∑
(β)⊂b
(β) =(0)
∣∣NF ((β))∣∣− 2sn χm,γ ((β))
×
∫
(R>0)r
(
r1+r2∑
k=1
y2k
)−s− d2 r1∏
i=1
y
δi
i
r2∏
j=1
y
|lj |
j ×
r∏
l=1
y
−2π√−1m t rl
l
r∏
m=1
dym
ym
.
To complete the calculation, we consider the following integral
Γ
(
s + d
2
) ∫
(R>0)r
(
r1+r2∑
k=1
y2k
)−s− d2 r1∏
i=1
y
δi
i
r2∏
j=1
y
|lj |
j
r∏
l=1
y
−2π√−1m t rl
l
r∏
m=1
dym
ym
.
By the Mellin transform formula for the gamma function, the integral is equals to
∫
(R>0)
exp (−t)t s+ d2 dt
t
∫
(R>0)r
(
r1+r2∑
k=1
y2k
)−s− d2 r1∏
i=1
y
δi
i
r2∏
j=1
y
|lj |
j
r∏
l=1
y
−2π√−1m t rl
l
r∏
m=1
dym
ym
=
r+1∫
exp
(
−t
r1+r2∑
k=1
y2k
)
t s+
d
2
r1∏
i=1
y
δi
i
r2∏
j=1
y
|lj |
j
r∏
l=1
y
−2π√−1m t rl
l
dt
t
r∏
m=1
dym
ym
.(R>0)
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∏r1
i=1 pi
∏r2
j=1 p2r1+j = tn and dtt
∏r
i=1
dyi
yi
=
2−r 1
n
∏r1+r2
j=1
dpj
pj
. Then we have
1
2rn
∫
(R>0)r+1
exp
(
−
r1+r2∑
i=1
pi
)
r1∏
j=1
p
s
n
+ δj2 −
√−1π(m t rj− 1n
∑r
l=1 m t rl )
j
×
r2∏
k=1
p
2s
n
+ |lk |2 −
√−1π(m t rk− 1n
∑r
l=1 m t rl )
k
r1+r2∏
m=1
dpm
pm
= 1
2rn
r1∏
i=1
Γ
(
s
n
+ δi
2
− √−1π
(
m tri − 1
n
r∑
k=1
m trk
))
×
r2∏
j=1
Γ
(
2s
n
+ |lj |
2
− √−1π
(
m trj − 1
n
r∑
k=1
m trk
))
.
Finally let us recall that |detWb| =NF (b)√|dF |. Then we have:
(detWb)
2s
n ωF
∑
(β)⊂b
(β) =(0)
χm,γ
(
(β)
)∣∣NF ((β))∣∣− 2sn
= ωF |dF | sn
∑
(β)⊂b
(β) =(0)
χm,γ (b)χm,γ
(
(β)b−1
)
NF
(
(β)b−1
)− 2s
n
= ωFR−1F |dF |
s
n χm,γ (b)
∑
a∈A
a: integral,a=(0)
χm,γ (a)NF (a)
− 2s
n .
Combining these equations, we obtain the equation as required. 
Corollary 3.7. We use the same notation as the theorem. Then the function
ζˆF (s,A,χm,γ )= |dF | s2 ζ∞(s,χm,γ )ζ(s,A,χm,γ )
satisfies the functional equation
ζˆF (s,A,χm,γ )= (
√−1)−dχm,γ (d)ζˆF (1 − s,A∗, χm,γ )
where d is the different of F/Q and A∗ is the ideal class which satisfies AA∗ = [d] the ideal
class of d.
Proof. By Theorem 1.3, we have the functional equation for the Eisenstein series
π−sΓ
(
s + d
)
Eˆ(ν, g;fγ )= (
√−1)−dπ n2 −sΓ
(
n − s + d
)
Eˆ
(−ν, tg−1;fγ ).s 2 2
856 K. Hiroe, T. Oda / Journal of Number Theory 128 (2008) 835–857We apply the proof of the theorem for g′(−ν, t) = Eˆ(−ν, tW ′−1b i(u(t))−1;fγ ). For x,y ∈ Zn,
We have
Tr
(
i(xWb) · t i
(
y tW−1b
)) ∈ Z.
This also says that
Tr
(
λ(β) · t i(y tW−1b )) ∈ Z
for β ∈ b. Then this leads that for y ∈ Zn there exists α ∈ (bd)−1 such that i(ytW−1b ) = λ(α)
(cf. [9, Chapter VII, §5, Lemma 5.7]), i.e.,
xtW−1b =
(
α(1), . . . , α(r1),Reα(r1+1),− Imα(r1+1), . . . ,Reα(r1+r2),− Imα(r1+r2)).
Noting this fact, we can obtain that
π
n
2 −sΓ
(
n
2
− s + d
2
)
(g′, em)= 12rnωFR
−1
F χm,γ
(
(bd)−1
)
ζˆF
(
1 − 2s
n
,A∗, χm,γ
)
as well as Theorem 3.5. Combining this formula and the above functional equation of the Eisen-
stein series, we have the corollary. 
4. Postscript
Here are some supplementary remarks.
Scholium 4.1. The crucial reason of the validity of our pull-back formula is the following. Let
SL(n,AQ) be the adelization of SL(n) over Q, and let T (1)F be the norm 1 subgroup of TF =
ResGm and TF (AQ) be the associated adelization. Let π be the automorphic representation of
SL(n,AQ) generated by the Epstein zeta function. Then the meaning of our result is that the
representation of π to T (1)F (AQ) ∼= A(1)F is multiplicity-free, i.e., the representation of A(1)F are
interpreted as Grössencharacter χ , and the pull-back of π , λ∗(π),
λ∗(π)=
⊕∫
Â(1)F
m(χ) · χ dc(χ)
is a direct integral of Grössencharacters χ with some multiplicities m(χ) where Â(1)F is the set of
the unitary characters of A(1)F . Then for our π , this direct integral is reduced to a discrete sum with
the multiplicities m(χ) of each χ is at most one. This is caused because our representation π is
quite small. In fact at the real place, its R-component πR has Gelfand–Kirillov dimension n− 1
as SL(n,R)-module, and we may expect their p-adic number part πp of π should also be quite
small.
Remark 4.2. In this paper, we consider everything over the integer ring OF of F . However
similarly as Barner [2], we can replace OF by an arbitrary order O in F , and can consider
K. Hiroe, T. Oda / Journal of Number Theory 128 (2008) 835–857 857Grössencharacters for ring class groups. But to handle general ray class groups, one has to start
from Epstein zeta functions belonging to congruence subgroups of SL(n,R). This amounts to
discuss the ramified primes p dividing the levels of congruence subgroups and it is another job.
Remark 4.3. By using Epstein zeta functions with harmonic polynomials, one might replace the
complicated argument of R. Sczech [11] utilizing conditional convergence by a similar argument
to use only absolute convergence.
Remark 4.4. In [5], at least for n = 3 it is checked that the validity of local multiplicity one
theorem for our degenerate principal series. Compare with a computational result in Terras [14].
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