Abstract-We present new approaches for 5-minute ahead electricity load forecasting. They were evaluated on data from the Australian electricity market operator for [2006][2007][2008]. After examining the load characteristics using autocorrelation analysis with 4-week sliding window, we selected 51 features.
significant implications for profits, market shares and shareholder values [3] . This paper is an extension of our previous work [4] , where we reported the performance of several prediction algorithms on a slightly different dataset. As input variables we used the load from the day of the prediction and the load on the same day of the previous week. However, the electricity load exhibits complex weekly and daily patterns which have not been fully encompassed by the input variables previously used. In this paper we apply autocorrelation analysis with 4-week-back sliding window to systematically identify the important variables for accurate electricity load forecasting We use data from 2006-2008 for the state of New South Wales (NSW) in Australia, provided by the Australian electricity market operator [5] .
Our contribution can be summarized as follows:
1. We study the load characteristics using autocorrelation analysis and a 4-week-back sliding window. Based on this analysis we select appropriate set of variables (features). 2. We investigate if further feature selection can reduce the number of features and improve accuracy or maintain similar accuracy. A smaller feature set also allows for faster training and utilization of the prediction model, and a better understanding of the underlying process. We study three feature selection methods, the state-of-the-art correlation-based [l3] and RRelietF [15] methods, and also an expert selection method. 3. We compare the performance of four prediction algorithms: Back-Propagation Neural Network (BPNN), Support Vector Regression (SVR), Linear Regression (LR) and Least Median Squares Regression (LMS). BPNN is the algorithm predominantly used by the research community and industry forecasters for VSTLF. LR and LMS are standard linear regression algorithms;
Hippert et al. [6] reviewed neural networks for load forecasting and noted the need for systematic testing and comparison of BPNN with standard linear regression techniques. SVR was chosen as it is a state-of-the-art prediction algorithm. The paper is organised as follows. Section II reviews previous research on VSTLF. Section III presents the autocorrelation analysis and the selected feature set. Section IV describes the benchmark feature sets we used for comparison and the methods we used for further feature selection. Section V and VI summarize the prediction algorithms and the evaluation procedure, respectively. The results are presented and discussed in section VII. Finally, the last section provides conclusions and future directions.
II. P REVIOUS WORK ON VSTLF
There are only a few published papers on VSTLF. In contrast, short-tenn load forecasting (from a day to several weeks ahead) has been an active area of research and a variety of prediction algorithms (e.g. regression, time series and neural networks) have been applied [7, 8] .
Neural networks, in particular BPNNs, are the most popular prediction algorithms for both short-tenn forecasting and VSTLF. BPNNs are attractive as they can model non-linear input/output relationships; it is believed that the electricity load depends on many variables and that the relationship is non-linear. Another advantage of BPNNs is that can learn this relationship from a sample of input/output training examples.
One of the fIrst VSTLF studies was conducted by Liu et al. [9] who applied BPNN, fuzzy logic rules and a simple autoregressive model. The task was to predict the load every minute for 30 points ahead using the previous 30 minute-by minute data. It was found that BPNN and fuzzy rules were much more accurate than the autoregressive model. Charytoniuk and Chen [10] used BPNN to predict the load 10 minutes ahead using the load in the previous minutes. Instead of forecasting the actual load, the task was shifted to forecasting load differences. The authors argued that predicting the load difference is more robust and less sensitive to the requirement of having training data that is representative of all possible loads. They experimented with different BPNN architectures and input variables and were able to achieve MAPE of 0.4-1 %. The proposed method was implemented in a power utility in the United States and showed good accuracy and reliability.
Shamsollahi et al. [11] used a BPNN for 5-minute ahead load prediction of the electricity market in New England, USA. Their approach is simple and very effective. The data was preprocessed by applying a logarithmic difference of the consecutive loads; the BPNN's architecture consisted of 1 hidden layer with 8 nodes and 1 output node. The stopping criterion for the BPNN training was based on validation set, which is a standard approach used to prevent overtraining.
An excellent MAPE of 0.12% was achieved and the approach was integrated in the New England energy system. Chen and York [12] used a complex hierarchical architecture of BPNNs for 15-minute ahead prediction. To predict the load for each day of the week, 5 BPNNs wre used to cover different time intervals of the 24-hour period and their decisions were combined using another BPNN.
The reported MAPE results are between 0.28% and 0.87%.
Taylor [2] overtraining and the need to tune many parameters. We found that SVR was more accurate than BPNN. However, the simpler LR and LMS produced similar accuracy as SVR and were faster to train. We also studied the perfonnance of four feature sets based on historical load data from the prediction day and the same day of the previous week, and found set FSI (see section IV) to perfonn best. However, given the complex weekly and daily pattern of the electricity load, other variables, not limited to the load on the two days listed above, are likely to be useful and improve accuracy.
We investigate this question using autocorrelation analysis as described in the next section.
III. A UTOCORRELATION A NALYSIS
The autocorrelation coeffIcient measures the correlation of a time series with itself at different time lags, defmed as: Based on this analysis, to predict the load x,+ \ , we selected the variables listed in Table 1 . 
IV. F EATURE S ELECTION
Feature selection is the process of removing irrelevant and redundant features and selecting a small set of informative features that are necessary and sufficient for good prediction. It helps to avoid overfitting and also reduces the data dimensionality which means faster building and utilization of the prediction model. In some cases the accuracy can be improved or at least maintained.
A. Feature sets FS-all, FSI and FS-industry
FS-all is based on the autocorrelation analysis from the previous section and includes all 51 variables from Table 1 . Its performance will be compared with two other sets: FS 1 and FS-industry. The three feature sets, FS-all, FS 1 and FS industry, are described in Table 2 .
FS 1 is the feature set that we found to work best in our previous work [4] . To predict the load at a given time, it uses the loads from the previous 5 lags on that day and also the load at exactly the same time 7 days ago and the previous 5 lags 7 days ago. FS-industry is a typical feature set used by industry. It uses the same variables (11 previous loads) as FSI but in transformed form. The loads are first pre-processed by applying a natural logarithm conversion; the 9 features are then computed as the differences between the successive loads, i.e. the first feature will be In(�) -In(Xt_I) = In(X/Xt _ I ) , as shown in Table 2 . This transformation is the same as in [11] ; the rational behind is to improve the data stationarity and highlight the look-ahead characteristic. The variable to be predicted is In(�+ /XJ and is transformed back to �+l. In contrast, all the other feature sets use actual (untransformed) previous loads to directly predict�+J.
The feature set FS-industry is typically employed in conjunction with BPNN; we will call this combination the "industry model" and use it as a baseline.
B. Further Feature Reduction ofFS-all
Our goal was to investigate if further feature selection applied to FS-all can be beneficial, i.e. if the number of features can be reduced while maintaining similar accuracy or improving the accuracy. We applied three methods for feature selection: correlation-based, using the RRelietF algorithm and manual expert selection. The features were selected using the training data only to ensure realistic evaluation and fair comparison of the feature selection methods.
1) Correlation-Based Feature Selection (CFS)
CFS is a simple, fast and efficient feature subset selection method developed by Hall [13] . It searches for the "best" subset of features where "best" is defined by a heuristic which is based on: 1) how good the individual features are at predicting the class and 2) how much they correlate with the other features. Good subsets contain features that are highly correlated with the class and uncorrelated with each other.
2) RReliejF
The Relief family of algorithms is used for selecting a subset of features. These algorithms produce a ranking of all features; the top N highly ranked features are then selected using a user-defined threshold t.
The base algorithm is Relief [14] and it is used for two class classification problems. The key idea is that high RelietF is an extension of Relief for more than 2 classes.
RRelietF [15] is an extension of RelietF for regression problems. In regression problems the predicted value is numeric so hits and misses cannot be used. Instead, they are replaced with probability that the predicted values are different based on the relative distance between these values.
We used k = 10 neighbors and m = all instances (17,856), i.e. all instances in the training data were sampled (see section VI) which increases the reliability of the feature scores.
3) Manual Expert Feature Selection (MEFS)
We also performed a manual feature reduction based on the performance of all feature sets, including the sets selected by CFS and RelietF, and also using our expert knowledge along with trial and error.
V. P REDICTION ALGORITHMS
As in our previous work [4] , we applied four prediction algorithms: SVR, LR, LMS and BPNN.
As already mentioned, BPNN is the most popular algorithm for load forecasting used by the research community and industry forecasters. LR and LMS are standard linear regression algorithms. Hippert et al. [6] reviewed neural networks for load forecasting and noted the need for systematic testing and comparison of BPNN with standard techniques such as LR. SVR was chosen as it is a state-of-the-art algorithm shown to be successful in many applications [16, 17] .
Below we briefly summarize the main ideas behind these algorithms and the parameters used. We used their WEKA's implementations [18] .
SVR is an extension of the support vector machine algorithm [19] for numeric prediction. SVR produces a decision boundary that can be expressed in terms of a few support vectors and can be used with kernel functions to create complex nonlinear decision boundaries while reducing the computational complexity. Similarly to LR, SVR tries to find a function that best fits the training data. In contrast to LR, it defines a tube around the regression line using a user-specified parameter E where the errors are ignored and it also tries to maximize the flatness of the line [18, 20] . In addition to E, the other main parameter is C; it controls the trade off between training error and model complexity. We used polynomial kernel, E =0.001, C=l.
LR is a standard statistical method. It approximates the relationship between the outcome and the independent variables with a straight line. The least squares method is used to find the line which best fits the data. We used the M5's method for variable selection -starting with all variables at each step the weakest variable is removed based on its standardized coefficient until no improvement is observed in the error estimate.
LMS is an extension of LR [21] that uses least squared regression functions generated from random subsamples of the data. The final prediction model is the least squared regression with the lowest median squared error. We used sample size=4 for the size of the sub-samples.
BPNN is a classical neural network trained with the back propagation algorithm. We used a network with I hidden layer, sigmoid transfer functions, learning rate=0.3 and momentum=O.2. The number of hidden neurons was set to the average of the number of input and output neurons. The training stopped when the maximum number of 500 epochs was reached. We experimented with other parameters but found these parameters to perform well.
VI. E VALUATION P ROCEDURE AND P ERFORMANCE M ETRICS
To evaluate and compare the performance of the prediction models, we created the models using data from We used the following accuracy performance metrics:
I) Mean absolute error (MAE)
where L_actualj and LJorecastj are the actual and forecasted electricity loads, respectively, at the 5-minute interval i and n is the total number of predicted loads.
2) Relative absolute error (RAE)
It measures the MAE of the prediction model used relative to the MAE of a very simple predictor, ZeroR.
ZeroR predicts the mean value in the training data and is used as a baseline.
3) Mean absolute percentage error (MAPE), an extension of MAE defined as
Previous work mainly reports MAPE, which is also the metric used by industry. However, MAPE is not sufficient when comparing prediction algorithms [6] ; we address this by also reporting MAE which is the standard metric used in such cases.
VII. R ESULTS AND D ISCUSSION
A. Using FS-all, FSI and FS-industry Feature Sets Table 3 shows the performance of the four prediction algorithms using feature sets FS-all, FS 1 and FS-industry. The number of features is shown in brackets. The most accurate prediction was achieved by LR and SVR with FS all: MAE=26.64 MW and MAPE=0.269%. For comparison, the industry model (BPNN with the industry feature set) achieved MAE=28.88 MW and MAPE=0.291%. This means that using FS-all with LR or SVR, there is a reduction of the error of the industry model with 7.76% in MAE and 7.56% in MAPE.
The small RAE values indicate that all four prediction models improved over the baseline of simply predicting the mean value (ZeroR). The RAE values are between 2.13% and 2.66%, which means that the MAE of the prediction models was only 2.13-2.66% of the MAE of the ZeroR baseline, which is a significant improvement. Table 3 for visual comparison across the three feature sets, for each prediction algorithm. A comparison across the algorithms shows that on feature sets FS-all and FS 1 the most accurate algorithm was LR, closely followed by SVR and LMS, and that BPNN was the least accurate algorithm, significantly behind. On FS-industry, the four algorithms performed similarly, with BPNN even slightly better that the others. For all feature sets LR was the fastest to build the prediction model, followed by LMS, BPNN and SVR. For example, using FS-all, it took 3 seconds to build the LR model, 2 minutes to build the LMS model, 45 minutes to build the BPNN model and 16 hours to build the SVR model. The time to build the model is important if the model needs to be re-trained on-line or very often. The time to utilise the built model (i.e. make predictions on new data) was not an issue; all models were very fast.
To conclude, the feature set based on autocorrelation analysis FS-all outperformed the benchmark feature sets. This confirmed our hypothesis that there are useful features other than the loads on the day of the prediction and the loads on the same day of the previous week. LR and SVR with FS-all were found to perform best, achieving 7.56% improvement in MAPE over the industry model, with LR being considerably faster than SVR.
B. Applying Feature Selection to FS-all
We investigate if it is possible to select a subset of the 51 features in FS-all and improve accuracy or maintain similar accuracy. We apply three feature selection methods: CFS, RReliefF and MEFS. Table 4 shows the feature subsets they selected. Table 5 shows the accuracy results they achieved. (7) RII (II) RI3 (13) RI6 (16) R24 (24) R30 (30) R38 (38) R46 (46) MEFSI ( CFS selected only three features: the load on the day of the prediction 1 lag before (XI), and the load the previous day (XDI+I) and the previous week (X¥t+I) at the time of the prediction. We used Best-first forward search to generate and evaluate the feature subsets as the search space is very big for employing an exhaustive search algorithm. Fig. 3 compares the MAPE performance of the original and reduced feature sets, and also compares them with the benchmarks FS 1 and the industry model. The error of the reduced feature set is higher than the error of both benchmark feature sets for all prediction algorithms. Thus, CFS was not successful in selecting a subset of the 51 features in FS-all without decreasing the accuracy. The most infonnative feature is XI, the load on the day of the prediction, 1 lag before, which is consistent with the CFS's selection. The next seven highly ranked features correspond to the load on the same day at previous lags. The second ranked feature by CFS Xt is only ranked 11 t h by RReliefF and the third ranked feature by CFS XX/+1 is only ranked 23 th by RReliefF. Fig. 4 also shows that there is a sharp drop in the feature score till X/_s (the i h ranked feature) followed by further quick decrease till XD6/+2 (the 13 t h ranked feature) and a gradual and smaller decrease after that. We selected sets R7, Rll, R13, R16, R24, R30, R38 and R46 (consisting of the top 7, 13, 16, 24, 30, 38 and 46 features, respectively). The last feature selection method we used was MEFS, the manual expert selection. We chose 2 feature subsets: MEFS 1 and MEFS2, listed in Table 4 . The motivation was to select subsets with underlying pattern that is not present in the CFS and RReliefF subsets. For example, the main idea behind the MEFS feature sets was to use a small time window around the prediction time, for the prediction day and some days from the past week, i.e. to utilize the daily and weekly patterns of electricity load. More specifically, the main idea of MEFS2 is to use the load from the lag before the prediction time on the same day, 1, 2, 3, 6 and 7 days ago and the load from the time being predicted from 1, 2, 6 and 7 days ago. MEFS 1 has the same central idea but uses a smaller number of features. 
• FS-all-MEFS2 (14) o FS-all (51) oFS1 ( was slightly better for all algorithms except LMS. Both MEFS 1 and MEFS2 produced better accuracy results than the industry model with all algorithms. This means that the industry model can be improved even by keeping the BPNN algorithm but replacing the industry feature set with MEFS2; the MAPE will decrease from 0.291 % to 0.284%. This is unlikely to increase the computation; although the industry model uses 9 features they require logarithmic and difference transfonnations, while MEFS2 uses 14 features that are simply previous load and hence do not require any additional pre-processing. • FS-all-R11 (11) o FS-all-R13 (13) o FS-all-R16 (16)
• FS-all-R20 (20) o FS-all-R24 (24)
• FS-all-R30 (30) o FS-all-R38 (38)
• FS-all-R46 (46)
• FS-all (51) Another important observation is that both MEFS 1 and MEFS2 performed very similarly to the original set FS-all (and with BPNN they even outperform it). This is significant as MEFS 1 and MEFS2 use only a fraction of the features in FS-all (11 and 14 versus 51). In addition, a comparison between MEFS 1 and FS 1, both of which contain 11 features, shows that MEFS 1 is a better subset than the benchmark FS 1. To conclude, MEFS was successful in reducing the number of features in FS-all from 51 to 14 while producing very similar results.
Overall, the best three reduced feature subsets were: 1) R46 (46 features) with LR, LMS and SVR, 2) R38 (38 features) with the same prediction algorithms and 3) MEFS2 (14 features) with LR and SVR. All of them achieved similar accuracy to the original and best performing set FS all (51 features) and also outperformed the industry model and the benchmark FS 1.
VIII. C ONCLUSION
We presented new approaches for 5-minute ahead electricity load forecasting based on autocorrelation analysis. Using a 4-week sliding window we selected 51 features, corresponding to previous load at the day of the forecast and also 1, 2, 3, 6 and 7 days before. Using this feature set with LR and SVR we achieved forecasting error MAPE=0.297%, an improvement of 7.56% in comparison to the industry model (based on BPNN), and also outperformed the previous best model which uses feature set FS 1 (11 features). We investigated if it is possible to select a subset of the 51 features and improve the accuracy or maintain similar accuracy. We applied three feature selection methods: the state-of-the art CFS and RRelietF and also our own manual expert selection (MEFS). The subset selected by CFS was inadequately small (3 features) and was not competitive in accuracy to the original set, the benchmark set FS 1 and the industry model. RRelietF was successful for LR, LMS and SVR; the selected subsets with 30, 38 and 46 features outperformed both the industry model and the benchmark FS1. For example, the selected subset with 38 features when used with LR and SVR achieved MAPE=0.272 (an improvement of 6.53% over the industry model). In addition, the subsets with 38 and 46 features achieved similar results as the original feature set. The third method, MEFS, was also successful. The selected subset of 14 features when used with LR and SVR outperformed the industry model achieving MAPE=0.277 (an improvement of 4.81% in comparison to the industry model), outperformed the benchmark FS 1 and was only slightly less accurate than the original feature set.
Overall, we found LR and SVR to be the most accurate prediction algorithms and BPNN to be the least accurate. LR was also considerably faster than SVR. Hence, the best performing prediction algorithm in terms of accuracy and time was LR.
Future work will include extending our study to all months and evaluating a year round prediction model. We also plan to explore the potential of ensembles of prediction algorithms [22] to improve accuracy. Another avenue for future work is expanding the forecast horizon to more than one point ahead.
