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Abstract
Both hybrid dynamical systems and impulsive dynamical systems are studied extensively in the
literature. However, impulsive hybrid systems are not yet well studied. Nonetheless, many physical
systems exhibit both system switching and impulsive jump phenomena. This paper investigates sta-
bility and robust stability of a class of quasi-linear impulsive hybrid systems by using the methods of
Lyapunov functions and Riccati inequalities. Sufficient conditions for stability and robust stability of
those systems are established. Some examples are given to illustrate the applicability of our results.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
The theory of hybrid dynamical systems (HDS) has become an active area of research
in recent years, see [1–4] and references therein. Such systems arise in many applications
such as sample data control, switching power converters, intelligent vehicle highway sys-
tems, to name a few. Ye et al. [1] and Michel [2] define a general HDS in a metric space
✩ Research supported by National Natural Science Foundation of China (60274007), National Doctoral
Foundation of China (20010487005), and by NSERC, Canada.
* Corresponding author.
E-mail addresses: oliverliu78@263.net (B. Liu), xzliu@uwaterloo.ca (X. Liu).
1 X. Liu was on leave from the University of Waterloo, Canada.0022-247X/03/$ – see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/S0022-247X(03)00253-1
B. Liu et al. / J. Math. Anal. Appl. 283 (2003) 416–430 417and establish several criteria on uniform stability and uniform asymptotic stability of an
invariant set. Li et al. [4] provides some sufficient conditions for stability of quasi-periodic
hybrid dynamical systems. On the other hand, impulsive dynamical systems have been
studied extensively for the past two decades due to their wide applications in impact me-
chanics, biological population management, quality control, and nonsmooth optimization
problems, see [5–9] and references therein. For the basic concept and theorems of impul-
sive dynamical systems, we refer the reader to [6–8]. In many natural phenomena, when
certain quantities accumulate, the nature of the reaction undergoes an abrupt change. In this
case, one needs to switch to a new system of differential equations taking into considera-
tion of momentary perturbations of impulsive nature. Such systems exhibit simultaneously
continuous-time dynamics switching and impulsive jump phenomena. A general descrip-
tion of such systems is called impulsive hybrid system, which was introduced in [3] by
Lakshmikantham et al., where they established a comparison principle and some stability
criteria.
Both hybrid dynamical systems and impulsive dynamical systems are studied exten-
sively in the literature. However, impulsive hybrid systems are not yet well studied. The
objective of this paper is to study a class of quasi-linear impulsive hybrid system. By using
the methods of Lyapunov functions and the linearization technique, we shall investigate
the stability problem of quasi-linear impulsive hybrid systems in the spirit of [1,2]. Some
stability criteria are established under suitable conditions. Those conditions are easy to
check comparing with some of the existing results. Our theorems show that the stability
of a quasi-linear impulsive hybrid system can be deduced from that of its corresponding
linearized impulsive hybrid system. On the other hand, uncertainties happen frequently in
various engineering, biological, and economical systems. It is well known that uncertain-
ties often result in instability. Therefore, robustness analysis of uncertain systems is very
important. Robust control for continuous dynamical systems has been in existence since
the 1980’s via H∞ control and differential geometry theory. More recently, Liu et al. in [5]
discussed the robust stability of a general impulsive system and obtained some criteria
on robust stability. Although there are stability results for uncertain nonlinear continuous
systems, the robust stability analysis for uncertain impulsive systems and the impulsive
hybrid systems remains relatively undeveloped. In this paper, we shall also utilize the
ideas developed in [5,9] and results obtained in [1,2] to establish robust stability crite-
ria for quasi-linear impulsive hybrid systems. These criteria are given in terms of Riccati
inequalities or other algebra inequalities. The rest of this paper is organized as follows. In
Section 2, we introduce some basic concepts and stability results for HDS. Then we de-
scribe, in Section 3, the quasi-linear impulsive hybrid system and establish some stability
criteria for which the linearization technique becomes a special case of those criteria. In
Section 4, we obtain some robust stability criteria for a class of quasi-linear hybrid systems
with uncertainty. Some examples are worked through to illustrate our results.
2. Preliminaries
Let Rn denote the n-dimensional real space and ‖A‖ the norm of an n× n matrix A
induced by the Euclidean vector norm, i.e., ‖A‖ = [λmax(ATA)]1/2. Let R+ = [0,+∞)
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function φ ∈ C[[0, r],R+] (respectively, φ ∈ C[R+,R+]) belongs to class κ (i.e., φ ∈ κ)
if φ(0)= 0 and if φ is strictly increasing on [0, r] (respectively, R+).
A set T is said to be completely ordered with the order relation “≺” if for any t1, t2 ∈ T
and t1 = t2, either t1 ≺ t2 or t2 ≺ t1. Let (T ,ρ) be a metric space where T represents the
set of elements of the metric space and ρ denotes the metric. A metric space (T ,ρ) with
order “≺” is called a time space if
(1) T has a minimal element tmin ∈ T , i.e., for any t ∈ T and t = tmin it is true that tmin ≺ t ;
(2) T is unbounded from above, i.e., for any M > 0, there exists t ∈ T such that
ρ(t, tmin) >M .
For two time spaces T , Tˆ , we say that T and Tˆ are equivalent if there exists a map-
ping h :T → Tˆ such that h is an isometric mapping from T to Tˆ , and such that the order
relations in T and Tˆ are preserved under h.
Let (X,d) be a metric space and let W ⊂X. Let (T ,ρ) be a time space and let T0 ⊂ T .
For any fixed a ∈A, t0 ∈ T0, we call a mapping p˜(· , a, t0) : T˜a,t0 →X a motion on T , if
(1) T˜a,t0 is a subset of a time space T˜ (in general not equal to T ) which is determined
by (a, t0), and (T˜ , T˜a,t0) is equivalent to (T ,Ta,t0) with respect to h :T → T˜ , where
Ta,t0 = {t ∈ T : t0  t , ρ(t, t0) < } is a subset of T and  > 0 is finite or infinite,
depending on (a, t0);
(2) p˜(h(t0), a, t0)= a.
Let S be a family of motions on T , defined as S ⊂ {p˜(· , a, t0) ∈Λ: p˜(h(t0), a, t0) = a},
where
Λ=
⋃
(a,t0)∈A×T0
{
T˜a,t0 × {a} × {t0}→X
}
,
and h is uniquely determined by the specific motion p˜(· , a, t0). Then the five-tuple
{T ,X,W,S,T0} is called a hybrid dynamical system (HDS).
All other concepts and notions on HDS and those on impulsive systems may be found
in Refs. [1–3,5–9] and thus are omitted here. The following lemmas will be used in late
sections.
Lemma 2.1 [1,2]. Suppose that {T ,X,W,S,T0} is an HDS. Let M ⊂W be an invariant
subset of S and let x be any fixed point in M . Let {R+,X,W, S˜,R+0 } be the embedding
of {T ,X,W,S,T0} from T to R+ with respect to x . Then M is also an invariant subset of
system S˜ and (S,M) and (S˜,M) possess identical stability properties.
Lemma 2.2 [1,2]. Let {R+,X,W,S,R+0 } be an HDS and let M ⊂W . Assume that there
exists V :X×R+ → R+ and φ1, φ2 ∈ κ defined on R+ = [0,∞) such that
φ1
(
d(x,M)
)
 V (x, r) φ2
(
d(x,M)
) for all x ∈X, r ∈R+.
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on R+r0  {r ∈ R+: r  r0} except on an unbounded closed discrete subset of E
of R+r0 (E depends on p). Also, assume that if we denote E = {r1, r2, . . .}, then
V (p(rn, a, r0), rn) is nonincreasing, for n= 0,1, . . . . Furthermore, assume that there
exists h ∈C[R+,R+] independent of p ∈ S such that h(0)= 0 and
V
(
p(r, a, r0), r
)
 h
(
V (p(rn, a, r0), rn)
) for r ∈ (rn, rn+1), n= 0,1, . . . .
Then (S,M) is invariant and uniformly stable.
(ii) If, in addition to the assumptions given in (i), there exists φ3 ∈ κ , such that
D+V
(
p(rn, a, r0), rn
)
−φ3
(
d
(
p(rn, a, r0),M
))
,
where
D+V
(
p(rn, a, r0), rn
)
 1
rn+1 − rn
[
V
(
p(rn+1, a, r0), rn+1
)− V (p(rn, a, r0), rn)],
then (S,M) is uniformly asymptotically stable.
3. Stability for quasi-linear impulsive hybrid systems
Consider the quasi-linear impulsive hybrid systems

x˙ = f (x)+Bkx+k , t ∈ (tk, tk+1],
x+k = Ckx, t = tk ,
x(t+0 )= x0, k = 1,2, . . . ,
(1)
where f ∈ C1[Rn,Rn], f (0)= 0, Bk ∈ Rn×n , Ck ∈ Rn×n , xk = x(tk), and x+k = x(t+k )=
limt→t+k x(t). The set E = {t1, t2, . . . : t0 < t1 < t2 < · · ·} is independent of the trajectories.
Since f (0)= 0, we conclude that (xT , x+Tk )= (0T ,0T )T is an equilibrium of (1). The
linearized impulsive hybrid system associated with (1) is given by

x˙ =Ax +Bkx+k , t ∈ (tk, tk+1],
x+k = Ckx, t = tk ,
x(t+0 )= x0, k = 1,2, . . . ,
(2)
where A ∈ Rn×n denotes the Jacobian matrix of f evaluated at x = 0, i.e.,
A=
[
∂f
∂x
(0)
]
n×n
.
Let us first establish a stability criterion for system (2).
Theorem 3.1. Assume that
(i) 0 < l = infk{tk+1 − tk} supk{tk+1 − tk} = λ <∞;
(ii) There exists a positive constant µ such that ‖Bk‖µ, k ∈N;
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Dk  Ck+1
[
exp
(
A(tk+1 − tk)
)+
tk+1∫
tk
exp
(
A(tk+1 − r)
)
dr Bk
]
.
Then the trivial solution of (2) is uniformly stable. Furthermore, if in addition there exists
a constant q such that ‖Dk‖ q < 1 for all k = 0,1,2, . . . , then the trivial solution of (2)
is uniformly asymptotically stable.
Proof. For any t ∈ (tk, tk+1], we have
x(t)= x(t+k )+
t∫
tk
(
Ax(r)+Bkx+k
)
dr = [I +Bk(t − tk)]x+k +
t∫
tk
Ax(r) dr,
which implies that ‖x(t)‖ [1+ λ‖Bk‖] ‖x+k ‖+
∫ t
tk
‖A‖‖x(r)‖dr.
By the Gronwall inequality and conditions (i) and (ii), we obtain∥∥x(t)∥∥ ∥∥x+k ∥∥ (1+ λµ) exp(‖A‖λ), k ∈N. (3)
On the other hand, for any t ∈ (tk, tk+1], we get
x(t)= exp(A(t − tk))x(x+k )+
t∫
tk
(
expA(t − r))Bkx+k dr,
which implies that
xk+1 = x(tk+1)=
[
expA(tk+1 − tk)+
tk+1∫
tk
(
expA(tk+1 − r)
)
Bk dr
]
x+k . (4)
From (2) and condition (iii) we get
x+k+1 = Ck+1
[
expA(tk+1 − tk)+
tk+1∫
tk
(
expA(tk+1 − r)
)
Bk dr
]
x+k =Dkx+k , (5)
which implies that x+k+1 =DkDk−1 . . .D0x0 =
∏k
i=0 Dix0.
Hence
∥∥x+k+1∥∥ ‖x0‖
k∏
i=0
‖Di‖. (6)
From (3) and (6) it follows that
∥∥x(t)∥∥ ‖x0‖(1+ λµ) k∏
i=0
‖Di‖ exp
(‖A‖λ), t ∈ (tk, tk+1], k ∈N. (7)
Therefore, when
∏∞
i=0 ‖Di‖ converges, the trivial solution of (2) is uniformly stable.
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and ∥∥x(t)∥∥ qk+1‖x0‖(1+ λµ) exp(‖A‖λ), t ∈ (tk, tk+1], k ∈N, (9)
respectively. This implies that the trivial solution of (2) is uniformly asymptotically stable.
The proof is thus complete. ✷
The next result provides a stability criterion for system (1).
Theorem 3.2. For system (1), let A denote the Jacobian of f at x = 0 (i.e., A =
((∂f /∂x)(0))n×n) and assume that conditions (i) and (ii) of Theorem 3.1 are satisfied.
Suppose further that
(iii∗) There exist constants q > 0 and σ > 0 such that for all k ∈N ,
‖Ck‖ σ
and
‖Ck+1‖
∥∥∥∥∥exp(A(tk+1 − tk))+
tk+1∫
tk
exp
(
A(tk+1 − r)
)
dr Bk
∥∥∥∥∥ q < 1.
Then the trivial solution of system (1) is uniformly asymptotically stable.
Proof. f ∈ C1[Rn,Rn] can be written as f (x)=Ax + g(x), where
A=
[
∂f
∂x
(0)
]
n×n
and lim
x→0
‖g(x)‖
‖x‖ = 0. (10)
Then system (1) becomes

x˙ =Ax + g(x)+Bkx+k , t ∈ (tk, tk+1],
x+k = Ckxk, t = tk ,
x(t+0 )= x0, k = 1,2, . . . .
(11)
Since (10) is true, there exists δ1 > 0 such that ‖g(x)‖ ‖x‖ holds whenever ‖x‖< δ1. We
claim that for any trajectory x(t) of (1), there exists δ2 > 0 such that ‖x‖< δ1 for all t ∈
(tk, tk+1], whenever ‖x(t+k )‖< δ2 for any k ∈N , where δ2 satisfies δ2(1+λµ) exp[(‖A‖+
1)λ] < δ1. For otherwise, there must exist τ0 ∈ (tk, tk+1] such that ‖x(τ0)‖ = δ1 while
‖x(t)‖ < δ1 for all t ∈ (tk, τ0). Then ‖g(x(t))‖  ‖x(t)‖ for all t ∈ (tk, τ0]. For any t ∈
(tk, τ0], it is true that
x(t)= x(t+k )+
t∫ [
Ax(r)+ g(x(r))+Bkx+k ]dr,tk
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∥∥x(t)∥∥ ∥∥x+k ∥∥(1+ λ‖Bk‖)+
t∫
tk
(‖A‖+ 1)∥∥x(r)∥∥dr.
By the Gronwall inequality, we obtain∥∥x(t)∥∥ ∥∥x+k ∥∥(1+ λµ) exp[λ(‖A‖ + 1)]
 δ2(1+ λµ) exp
[
λ
(‖A‖ + 1)]< δ1 for all t ∈ (tk, τ0],
which contradicts the fact that ‖x(τ0)‖ = δ1.
Thus whenever ‖x(t+k )‖< δ2, then∥∥x(t)∥∥< δ1, ∥∥g(x(t))∥∥ ∥∥x(t)∥∥,
and ∥∥x(t)∥∥ ∥∥x+k ∥∥(1+ λµ) exp[λ(‖A‖+ 1)], t ∈ (tk, tk+1], k = 1,2, . . . , (12)
where (12) is obtained by applying the Gronwall inequality to x(t) on (tk, tk+1].
From (11), we know that
x(tk+1)=
[
expA(tk+1 − tk)+
tk+1∫
tk
exp
(
A(tk+1 − r)
)
dr Bk
]
x+k +∆k, (13)
where ∆k is given by
∆k =
tk+1∫
tk
exp
(
A(tk+1 − r)
)
g
(
x(r)
)
dr. (14)
For a given ε > 0 (which will be specified later), we choose ε1 > 0 such that ε =
ε1λ(1+ λµ) exp[λ(2‖A‖ + 1)]. Moreover, from (10), there exists δ3 > 0, such that when-
ever ‖x‖ δ3, ‖g(x)‖  ε1‖x‖. It follows from (12) that there exists δ4 > 0 such that
‖x(t)‖ δ3 for t ∈ (tk, tk+1], k = 1,2, . . . , whenever ‖x+k ‖ δ4.
Therefore, whenever ‖x+k ‖ δ4 is satisfied,
‖∆k‖
tk+1∫
tk
exp
(‖A‖λ)ε1∥∥x(r)∥∥dr

tk+1∫
tk
exp
(‖A‖λ)ε1∥∥x+k ∥∥(1+ λµ) exp[λ(‖A‖ + 1)]dr
= ∥∥x+k ∥∥ε1λ(1+ λµ) exp[λ(2‖A‖+ 1)]= ε∥∥x+k ∥∥. (15)
System (1) may be considered as HDS defined on a time space
T = {(r, tk) ∈R2: r ∈ (tk, tk+1], k = 1,2, . . .}.
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This HDS can be embedded into a dynamical system defined on R+ = [0,∞) by the
embedding mapping
ϕ :T → R+, ϕ(s)= ϕ((r, tk))= r.
Let ω be the state variable in the new embedded dynamical system on R+, given by
ω(r)= (x(r)T , x+Tk )T , (16)
where r ∈ (tk, tk+1], k = 1,2, . . . . Since x(r) is left continuous at tk , then ω(r) is also left
continuous at tk for all k = 1,2, . . . , which implies that
ω(tk+1)= ω
(
t−k+1
)= (x(t−k+1)T , x+Tk )T = (x(tk+1)T , x+Tk )T .
Let us consider the Lyapunov function V , given by V (ω(r), r)= ‖ω(r)‖.
Denote Hk = exp(A(tk+1 − tk))+
∫ tk+1
tk
exp(A(tk+1 − r)) dr Bk , k = 1,2, . . . , then (13)
implies that
x(tk+1)=Hkx+k +∆k =HkCkxk +∆k, k = 1,2, . . . .
Denote Dk = Ck+1Hk . It is easy to check that
ω(tk+1)=
(
HkCk 0
0 Dk−1
)
ω(tk)+m(k), (17)
where
m(k)=
(
∆k
Ck∆k−1
)
.
From (15), we obtain that∥∥m(k)∥∥ ‖∆k‖ + ‖Ck‖‖∆k−1‖ ε∥∥x+k ∥∥+ ε‖Ck‖∥∥x+k−1∥∥
 ε‖Ck‖‖xk‖+ ε‖Ck‖
∥∥x+k−1∥∥ ε√2‖Ck‖∥∥ω(tk)∥∥. (18)
It follows from (17) and (18) that
V
(
ω(tk+1), tk+1
)
max
{‖HkCk‖,‖Dk−1‖}∥∥ω(tk)∥∥+ ∥∥m(k)∥∥
 (q +√2 εσ)V (ω(tk), tk).
Since q < 1, we know that if ε is sufficiently small, then (q +√2 εσ) < 1 and
V
(
ω(tk+1), tk+1
)
<V
(
ω(tk), tk
)
for all k = 1,2, . . . .
Letting h(r)= 2qr exp(λ), we obtain
V
(
ω(r), r
)
< h
(
V
(
ω(tk), tk
))
for all r ∈ (tk, tk+1] and all k = 1,2, . . . .
Furthermore,
D+V
(
ω(tk), tk
)= 1
tk+1 − tk
[
V
(
ω(tk+1), tk+1
)− V (ω(tk), tk)]
 1
tk+1 − tk
[
(q +√2 εσ)− 1]V (ω(tk), tk)
−1[1− (q +√2 εσ)]∥∥ω(tk)∥∥.
l
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D+V (ω(tk), tk)−φ(‖ω(tk)‖).
Therefore, by Lemmas 2.1 and 2.2 the trivial solution of system (1) is uniformly asymp-
totically stable and the proof is complete. ✷
Remark 3.1. From Theorems 3.1 and 3.2, we see that uniform asymptotic stability of
nonlinear time-invariant impulsive hybrid systems may be obtained from the same stability
property of their linearized systems.
When Bk = 0 for all k, then we have the following result.
Corollary 3.1. For the system{
x˙ = f (x), t = tk ,
x+k = Ckxk, t = tk, k = 1,2, . . . ,
(19)
let A denote the Jacobian matrix of f at x = 0 (i.e., A = ((∂f /∂x)(0))n×n) and assume
that condition (i) of Theorem 3.1 is satisfied, and further suppose that there exist constants
q > 0 and σ > 0 such that ‖Ck‖ σ and
‖Ck+1‖
∥∥exp(A(tk+1 − tk))∥∥ q < 1 for all k ∈N,
then the trivial solution of system (19) is uniformly asymptotically stable.
If Ck = I for all k = 1,2, . . . , where I is the identity matrix, then, by using Corol-
lary 3.1, we obtain the following well-known result.
Corollary 3.2. LetA denote the Jacobian matrix of f at x = 0 (i.e.,A= ((∂f /∂x)(0))n×n).
If A is a Hurwitz matrix, then the trivial solution of the system x˙ = f (x) is asymptotically
stable.
Example 3.1. Consider the impulsive hybrid system in form of (1). Here, tk = k, k ∈N ,
f (x, y)= (−x − y(x2 + y2),−y − x(x2 + y2))T ,
Bk =
( k
(k−1)(k2+1) 0
0 0
)
and Ck =
(
1+k2
k2
0
0 1+k2
k2
)
.
Then
A=
(
∂f
∂x
(0)
)
=
(−1 0
0 −1
)
,
Dk = Ck+1
[
exp
(
A(tk+1 − tk)
)+
tk+1∫
tk
exp
(
A(tk+1 − r)
)
dr Bk
]
= Ck+1
[
exp(A)+
1∫
exp
(
A(1− r))dr Bk
]
0
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(
exp(−1)+ (1−exp(−1))k
(k−1)(k2+1)
{
1+ 1
(k+1)2
}
0
0 exp(−1){1+ 1
(k+1)2
}
)
,
and
‖Dk‖ ‖Ck+1‖
∥∥∥∥∥exp(A)+
1∫
0
exp
(
A(1− r))dr Bk
∥∥∥∥∥
=
(
1+ 1
(k + 1)2
){
exp(−1)+ (1− exp(−1))k
(k − 1)(k2 + 1)
}
 4+ 3 exp(−1)
9
< 1 for all k = 2,3, . . . .
By Theorem 3.2, the trivial solution of this system is uniformly asymptotically stable.
4. Robust stability for quasi-linear uncertain impulsive hybrid systems
In this section, we shall establish, by applying the criteria on stability (respectively,
robust stability) of impulsive systems obtained in [9] (respectively, [5]), some sufficient
conditions for robust stability of quasi-linear uncertain impulsive hybrid systems.
Consider the quasi-linear uncertain impulsive hybrid systems given by

x˙ = f (x)+ g(x)+Bkx+k , t ∈ (tk, tk+1],
x+k = Ckxk, t = tk ,
x(t+0 )= x0, k = 1,2, . . . ,
(20)
where f ∈ C1[Rn,Rn] is a known vector-valued function with f (0) = 0 and g ∈
C1[Rn,Rn] is an uncertain perturbed vector-valued function satisfying ‖g(x)‖ ‖m(x)‖,
where m(x) is a known function such that m(0) = 0. We shall assume that system (20)
satisfy all the necessary conditions for existence and uniqueness of solutions.
Using Lemma 3.2 in [5], system (20) can be rewritten as

x˙ = (A+EΣF)x +Bkx+k + φ(x), t ∈ (tk, tk+1],
x+k = Ckxk, t = tk ,
x(t+0 )= x0, k = 1,2, . . . ,
(21)
where ((∂f /∂x)(0))n×n  A1, ((∂g/∂x)(0))n×n  A2 + EΣF,A  A1 + A2, f (x) +
g(x) = (A + EΣF)x + φ(x), and lim‖x‖→0(‖φ(x)‖/‖x‖) = 0, where A1,A2,E,F all
are known matrices, while Σ ∈Σ∗ = {Σ ∈Rn×n: ΣTΣ  I } is an uncertain matrix. Let
exp(A+EΣF)(tk+1 − tk)+
tk+1−tk∫
0
(
exp(A+EΣF)(tk+1 − tk − r)
)
dr Bk
 Dˆk + EˆkΣˆkFˆk.
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Cˆk 
(
Ck 0
0 CkDˆk−1
)
+
(
0 0
0 CkEˆk−1
)(
0 0
0 Σˆk−1
)(
0 0
0 Fˆk−1
)
.
We may embed (21) into the following system:

ω˙ = (A Bk0 0 )ω(r)+ (E 00 I)(Σ 00 0)(F 00 I)ω(r)+Φ(ω(r)), r ∈ (tk, tk+1],
ω+k = Cˆkωk +Θk(ωk), r = tk,
ω(t+0 )= (xT0 , xT0 )T = ω0,
(22)
where
ω(r)=
(
x(r)
x+k
)
, Φ
(
ω(r)
)= (φ(x(r))0
)
, Θk(ωk)=
(
0
Ckek−1
)
,
and
ek 
tk+1∫
tk
(
exp(A+EΣF)(tk+1 − r)
)
φ
(
x(r)
)
dr for all r ∈ (tk, tk+1], k = 1,2, . . . .
Remark 4.1. It should be noted that both the linear part and the nonlinear part of sys-
tem (22) contain uncertainty.
Now we are ready to establish the following robust stability criterion.
Theorem 4.1. Assume that
(i) 0 < l  infk{tk+1 − tk} supk{tk+1 − tk} λ <+∞ for k = 1,2, . . . ;
(ii) There exist real numbers µ> 0, αk  0, k = 1,2, . . . , and a positive definite matrix X
satisfying the Riccati inequality given by
X
(
A Bk
0 0
)
+
(
A Bk
0 0
)T
X+µ−1X
(
E 0
0 I
)(
E 0
0 I
)T
X
+µ
(
F 0
0 I
)(
F 0
0 I
)
 αkX; (23)
(iii) For some constant β > 0, maxk{supΣˆk∈Σ∗ λmax(X−1CˆTk XCˆk)} = β < 1;(iv) There exist constants σ > 0, q > 0 such that
‖Bk−1‖ σ, sup
Σˆk∈Σ∗
‖Cˆk‖ q for all k = 1,2, . . . ; (24)
(v) There exist a sufficiently small >0 > 0 and some γk such that{
αk + 2>0
√
λmax(X)
λmin(X)
}
(tk+1 − tk)+ ln
{
β + >0ηλmax(X)
λmin(X)
(2q + >0η)
}
−γk,
(25)
where η = q(1+ λσ) exp[2(‖A‖+ ‖E‖‖F‖ + 1)λ].
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k=1 γk =+∞, then (21) or (20) is robustly asymptotically stable.
Proof. Since lim‖x‖→0(‖φ(x)‖/‖x‖) = 0, there exists δ1 > 0 such that ‖φ(x)‖  ‖x‖
holds whenever ‖x‖  δ1. From (21), we have x(t) = x(t+k ) +
∫ t
tk−1{(A+ EΣF)x(r) +
Bkx
+
k +φ(x(r))}dr , which implies that ‖x(t)‖ ‖x+k ‖(1+λ‖Bk‖)+
∫ t
tk
(‖A‖+‖E‖‖F‖
+ 1)‖x(r)‖dr , whenever ‖x‖ δ1, t ∈ (tk, tk+1].
By the Gronwall inequality, we obtain∥∥x(t)∥∥ ∥∥x+k ∥∥(1+ λσ) exp((‖A‖ + ‖E‖‖F‖ + 1)(t − tk)), t ∈ (tk, tk+1], (26)
whenever ‖x‖ δ1. Thus if ‖x‖ δ1 for all r ∈ (tk, tk+1], we get, by (22),∥∥ω(r)∥∥ ∥∥x+k ∥∥
√
1+ (1+ λσ)2 exp(2(‖A‖ + ‖E‖‖F‖ + 1)λ)
= ∥∥ω+k ∥∥
√
2
{
1+ (1+ λσ)2 exp(2(‖A‖+ ‖E‖‖F‖ + 1)λ)}. (27)
Since lim‖x‖→0(‖φ(x)‖/‖x‖) = 0, it follows that for any given >0 > 0, there exists
δ2(>0) > 0 (δ2 < δ1) such that ‖φ(x)‖  >0‖x‖ for all k = 1,2, . . . , whenever ‖x‖ 
δ2(>0). Hence, if ‖ω(r)‖ δ2(ε0), we obtain by (22),∥∥Φ(ω(r))∥∥= ∥∥φ(x(r))∥∥ >0∥∥x(r)∥∥ >0∥∥ω(r)∥∥ (28)
and
∥∥Θk(ωk)∥∥ ‖Ck‖‖ek−1‖ ‖Ck‖
tk∫
tk−1
exp
(‖A‖ + ‖E‖‖F‖)(tk − r)>0∥∥x(r)∥∥dr
 q>0
∥∥x+k−1∥∥(1+ λσ) exp(2(‖A‖+ ‖E‖‖F‖ + 1)λ)
 q>0‖ωk‖(1+ λσ) exp
(
2
(‖A‖+ ‖E‖‖F‖ + 1)λ) η>0‖ωk‖. (29)
Let V = V (ω, r) = ωTXω. Then, for r ∈ (tk, tk+1], whenever ‖ω(r)‖  δ2(>0), we have,
by (23) and (28),
D+V = ω˙T Xω+ωTXω˙
=ωT
{(
A Bk
0 0
)
+
(
E 0
0 I
)(
Σ 0
0 0
) (
F 0
0 I
)}T
Xω
+ωTX
{(
A Bk
0 0
)
+
(
E 0
0 I
)(
Σ 0
0 0
)(
F 0
0 I
)}
ω+ 2ωTXΦ(ω(r))
 ωT
{
X
(
A Bk
0 0
)
+
(
A Bk
0 0
)T
X+µ−1X
(
E 0
0 I
)(
E 0
0 I
)T
X
+µ
(
F 0
0 I
)T (
F 0
0 I
)
+ 2>0
√
λmax(X)
λmin(X)
X
}
ω

(
αk + 2>0
√
λmax(X)
λmin(X)
)
ωTXω. (30)
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V
(
ω+k , t
+
k
)=ω+Tk Xω+k = ωTk CˆTk XCˆkωk + 2ωTk CˆTk XΘ(ωk)+Θ(ωk)T XΘ(ωk)
 λmax
(
X−1CˆTk XCˆk
)
V (ωk, tk)+ >0ηλmax(X)
λmin(X)
(
2‖Cˆk‖ + >0η
)
V (ωk, tk)

(
β + >0 λmax(X)
λmin(X)
(2q + >0η)
)
V (ωk, tk). (31)
Since β < 1, we can choose ε0 such that β + >0(λmax(X)/λmin(X))(2q + >0η) < 1.
From (25) and by Theorem 2.2 in [9], the conclusion of the theorem follows. ✷
In the following, we specialize the results obtained above to the case of linear uncertain
impulsive hybrid systems which can be described as

x˙ = (Ak +EkΣkFk)x +Bkx+k , t ∈ (tk, tk+1],
x+k = Ckxk, t = tk ,
x(t+0 )= x0, k = 1,2, . . . ,
(32)
where Ak,Bk,Ck,Ek,Fk are all known constant matrices, while Σk ∈ Σ∗ = {Σ ∈
Rn×n: ΣTΣ  I } is an uncertain matrix. Using Lemma 3.2 in [5], we write
exp(Ak +EkΣkFk)(tk+1 − tk)+
tk+1−tk∫
0
(
exp(Ak +EkΣkFk)(tk+1 − tk − r)
)
dr Bk
 D˜k + E˜kΣ˜kF˜k, (33)
where Σ˜k ∈Σ∗, k = 1,2, . . . .
The next result is a direct consequence of Lemma 2.1 and Theorem 4.1. The details of
the proof are omitted.
Theorem 4.2. Assume that there exist real constant numbers ξk > 0, αk ∈ R, and a positive
definite matrix X such that
(i) The following Riccati inequality holds for all t = tk , k = 1,2, . . . ,
X
(
Ak Bk
0 0
)
+
(
Ak Bk
0 0
)T
X+ ξ−1k X
(
Ek 0
0 I
)(
Ek 0
0 I
)T
X
+ ξk
(
Fk 0
0 I
)T (
Fk 0
0 I
)
 αkX; (34)
(ii) Denote
C˜k 
(
Ck 0
0 CkD˜k−1
)
+
(
0 0
0 CkE˜k−1
)(
0 0
0 Σ˜k−1
)(
0 0
0 F˜k−1
)
and
βk = sup
˜ ∗
λmax
(
X−1C˜Tk XC˜k
)
.Σk∈Σ
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αk(tk+1 − tk)+ lnβk −γk for all k = 1,2, . . . . (35)
Then system (32) is robustly stable if γk  0 for all k = 1,2, . . . . In addition, if ∑+∞k=1 γk =+∞, then (32) is robustly asymptotically stable.
To conclude the paper, we consider an example.
Example 4.1. Consider the uncertain impulsive hybrid system in form of (20). Here,
tk = k, k ∈N , f (x)= (−x1/2− x2(x21 + x22),−x2/2− x1(x21 + x22))T , g(x)= (−x1/2+
ς1x1,−x2/2+ ς2x2)T , where, ςi is the stochastic uncertain term satisfying −1 ςi  0,
i = 1,2, and
Bk =
( 1
k2+1 0
0 0
)
, Ck =
(
1+k2
2k2+1 0
0 1+k22k2+1
)
.
Then
A=
(−1 0
0 −1
)
, EΣF =
(
ς1 0
0 ς2
)
,
Dˆk + EˆkΣˆkFˆk = exp(A+EΣF)(tk+1 − tk)
+
tk+1∫
tk
exp
(
A+EΣF)(tk+1 − r)
)
dr Bk
=
( 1
k2+1 0
0 0
)
+
(
e1 0
0 e2
)
,
where
e1 = 1
k2 + 1ς1 +
{
1− 1
(1− ς1)(k2 + 1)
}
exp
(
(−1+ ς1)(tk+1 − tk)
)+ o(ς1),
e2 = exp
(
ς2(tk+1 − tk)
)
, and EˆkΣˆkFˆk =
(
e1 0
0 e2
)
.
Let X = I , µ= 1. Then, we can get
αk = 1+
√
1+ 1
4(k2 + 1)2 (< 2.0308), β =
1
4
, q = 2
3
, σ = 1, η= 1.0932.
Hence, by Theorem 4.1, if we choose >0 = 0.1, γk = 0.01, then from (25) we get λ =
max{tk+1 − tk} = 0.4 and at which this system is robustly asymptotically stable.
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