Aim Home range (HR) metrics are widely used in ecology and conservation, but the quantitative basis for choosing and parameterizing metrics is weak. Home range estimates are ecological and statistical hypotheses that must balance type I and type II errors. Here, we present and test a new approach to fine-tuning and comparing HR estimates using the area under the curve (AUC) statistic.
INTRODUCTION
Understanding why different elements of biodiversity occur where they do is fundamental to conservation biogeography (Richardson & Whittaker, 2010) . Biodiversity ranges from genes to communities and occurs from fine to broad scales. At fine scales and the level of a single individual or population, home range (HR) metrics quantify the extent of habitat that an individual or population of animal uses (e.g. Kelt & Van Vuren, 2001; Valeix et al., 2009) . Home range analysis is thus an important first step in understanding the mechanisms and spatial relationships that underlie habitat choice and the responses of animals to environmental change (e.g. Akcakaya, 2000; Thomas & Taylor, 2006) .
At broader scales, species occurrence modelling has become a prominent research area in conservation biogeography (Richardson & Whittaker, 2010) . Home range metrics are closely related to species occurrence models in that they provide important insights into the mechanisms -such as dispersal, choice of foraging habitat, and the use of complementary areas for different purposes -that underpin and explain species occurrences (e.g. see Guisan et al., 2006) . Home range metrics have, however, proceeded more or less in isolation from species distribution models. In seeking multi-scale and multi-level explanations for ecological phenomena, there is a clear need to better integrate individualand species-level models to provide stronger predictions about biodiversity change (Cumming, 2007) .
Home range metrics have become more sophisticated as computing and telemetry technologies have advanced and as the variety of applications of HR estimators has increased. Early analyses of both HRs and species occurrences delineated boundaries using a minimum convex polygon (MCP) (Mohr, 1947) , which is the smallest area that includes all points and has no acute angles on its external boundary. MCPs include all of the animal resightings in a data set (or 95% in a 'peeled' MCP; Schoener 1981) , but tend to heavily overestimate the extent of HRs or species ranges and ignore the distribution of space use within their borders. Although estimators that simply determine a HR boundary may be useful in some cases (e.g. when the number of relocations is very low), HR estimators that take into account the utilization distribution of space use (and thus allow distinction between core and peripheral areas) are clearly more useful.
As the weaknesses of MCP approaches have become evident (Seaman et al., 1999; Burgman & Fox, 2003; Laver & Kelly, 2008) , a variety of more rigorous methods for estimating HRs has been developed (reviewed in Börger et al. 2008) . Curiously enough, however, there is no single accepted statistic for comparing the quantitative estimates that are produced for the same data set by different HR metrics. The development of such statistics has been fundamental to the progress of species occurrence modelling (e.g. Fielding & Bell, 1997; Cumming, 2000 Cumming, , 2002 Franklin, 2010) . Although several possibilities have been proposed, including maximum likelihood analysis and the comparison of volumes of intersection (e.g. Horne & Garton, 2006; Lichti & Swihart, 2011) , none of the current alternatives has the three desirable qualities of being (1) straightforward to quantify and interpret, (2) statistically rigorous and (3) free of assumptions about the underlying statistical distribution of points in space.
In this paper, we contribute to the quantitative basis for the comparison of HR metrics. We first lay down a set of criteria (both qualitative and quantitative) for consideration when selecting a HR metric. We then explain how a widely used statistic, the area under the curve (AUC) of a threshold receiver operating curve (ROC), can be used to compare HR metrics. We use our new approach to evaluate the performance of four commonly used metrics on two sets of GPS satellite telemetry data derived from 44 individual birds of two different species (Red-billed Teal, Anas erythrorhyncha; and Egyptian Geese, Alopochen aegyptiacus, both in family Anatidae) and nine individual buffalo (Syncerus caffer). As our analysis demonstrates, AUC statistics are useful for comparing between estimators and for fine-tuning parameter choices for any single metric. Their relevance in this context further supports the desirability of exploring the nexus between species occurrence models and HR estimates.
CRITERIA FOR SELECTING HOME RANGE METRICS
The use of a given HR metric must be dictated first and foremost by ecological considerations. The selection of ecologically relevant metrics is well discussed by other authors and as it is not our primary target in this paper, we refer the interested reader to Laver & Kelly (2008) or Kie et al. (2010) for further detail. A good general discussion of sources of 'biotic error' in spatial estimation routines can be found in Fielding & Bell (1997) .
In statistical terms, a HR algorithm behaves as a spatial (and sometimes a temporal) classifier that must assign each location in a chosen area a probability of belonging to the HR. In solving this problem, both type I and type II errors (in this context, more easily thought of as errors of inclusion or comission and exclusion or omission) are important. Kenward et al. (2001) suggested that 'The solution must be to minimize the risk of type I errors by a priori selection of estimators'. More recently, Getz et al. (2007) have stated that 'Obviously, a method that produces both smaller type I and type II errors than another is preferred, provided the method is not computationally difficult to implement'. Although this statement improves on the earlier focus on type I errors, it ignores the point that the accuracy of a spatial classifier rests on a trade-off between two antagonistic sources of error. Increased type I errors will generally result in decreased type II errors and vice versa. A statistically sound HR metric will include the majority of resightings within the HR and exclude an ecologically defensible number of non-resightings from the HR.
In practical terms, HR metrics should be feasible to implement using standard technologies. They should also be robust to unusual data sets. For instance, 'holes' may reflect estimation errors or genuine landscape pattern (e.g. a human settlement occurs inside a protected area); and clusters of points that are surrounded by other clusters (e.g. littoral animals, such as sandpipers, that may use an island in the middle of a small lake as well as the lakeshore but not the water in between) should be detected.
Lastly, there is an increasing recognition in animal movement ecology that habitat use by animals is multi-scale (Boyce, 2006; Mayor et al., 2009) . A good HR estimator will facilitate the characterization and description of multi-scale habitat use, capturing not only core versus periphery but also different 'islands' of frequently used habitat at different scales. These will often be areas used during different seasons or for different activities, such as breeding and foraging.
To summarize, we propose that a priori, a quantitatively sound HR estimator will: (1) optimize the trade-off between errors of omission and commission; (2) distinguish between high-and low-use areas (i.e. indicate core and periphery); (3) be suitably sensitive to landscape features that constrain or alter animal movements, such as roads or fencelines and be robust to unusual data, in the sense that the estimator should deal appropriately with examples in which the topology of habitat use is not a single, smooth polygon; (4) offer some indication of stratification within the broader HR, and ideally capture elements of multi-scale HR structure; and (5) be computationally efficient enough to implement on a laptop or desktop computer for large data sets.
STATISTICAL COMPARISON OF HOME RANGE METRICS
A useful parallel to the HR estimator problem -and indeed, a solution to what is virtually the same problem -comes from approaches to predicting species occurrences from environmental variables. Most measures of the goodnessof-fit of species occurrence models are based on an error matrix ('confusion matrix', as summarized in Appendix S1 in supporting information) that describes the numbers of true and false positives and negatives included at a given probability value (Cumming, 2000 (Cumming, , 2009 . Quantitative classifiers seek to optimize the trade-offs between entries in the four cells of the confusion matrix, minimizing error and maximizing accuracy (Fielding & Bell, 1997) .
Integrating the plot of sensitivity against 1-specificity over a range of probability thresholds (or for HR metrics, isopleths) produces a measure termed the AUC of the threshold ROC. The AUC provides an indication of the overall fit of the model to the data and hence offers a single metric of the goodness-of-fit (Fielding & Bell, 1997; Cumming, 2000) . The AUC has been well documented and will be familiar to many readers but has not previously been applied to the comparison of HR estimators.
It is important to note that we are not proposing that the AUC be applied as an overall measure of goodness-of-fit of a HR metric. The AUC does not answer the question of whether a substantially different HR might have been estimated if a different set of resightings were to be collected from the same individual. Assessment of the 'absolute' goodness-of-fit of a model is primarily a question for information-theoretic statistics such as Akaike's information criterion, combined with bootstrapping and jackknifing approaches, rather than the AUC (Vaughan & Ormerod, 2005) .
What we are proposing is that the AUC is an ideal relative metric for comparing the results of different estimators when applied to the same data set. Used in this way, any biases inherent in the data are held constant while different HR metrics, and the parameters (such as smoothing values) that influence their outputs, are objectively and quantitatively compared. For instance, even though true absences can be difficult to define with typical telemetry data sets, if the same assumption about true absences holds for all competing HR estimates (or parameters) then the best estimate will still have the higher AUC.
Published concerns over AUCs (e.g. Peterson et al., 2008) arise primarily from the fact that the AUC is scale dependent. It is influenced by prevalence, which is the ratio of positive to negative values (in the context of HRs, resightings to non-resightings) in the data and hence by both the grain and extent of analysis (Cumming, 2000) . For example, the AUC of a species occurrence model can be artificially inflated (without adding any ecological meaning) by increasing the extent of the analysis to include unsampled areas without species presences (Cumming, 2000) . Related statistics such as kappa, however, suffer from the same weakness. In fact, as nearly all frequentist statistics are influenced by sample size and correspondingly by the grain and extent of sampling, virtually any statistic that is applied to spatial data and does not explicitly correct for both grain and extent will be influenced by prevalence (Cumming, 2009) .
The AUC has also been criticized for not providing a definite cut-off point for inclusion or exclusion (species present or species absent). Presence/absence delineation, when needed, is more readily determined by the use of simple heuristics, such as selecting as a threshold the probability value that includes 95% of known resightings (i.e. the 95% isopleth). This approach is already the standard approach for determining which points fall inside or outside a HR estimate; and if necessary, the choice of a different isopleth (e.g. a 50% isopleth for 'core area' analysis) can be justified by arguing its ecological meaning.
One further limit on the AUC must be mentioned. This applies to data sets in which multiple resightings occur from the same location (e.g. animals observed repeatedly near the same burrow or roosting site). As the ROC plot traditionally uses binary (presence/absence) data to calculate specificity and sensitivity, most implementations of the AUC will treat cells as simply being occupied or unoccupied during estimation of goodness-of-fit. This means that the additional capabilities offered by algorithms (such as kernel estimators) that capture variations in point density within each grid cell will be ignored during AUC-based comparisons. In this paper, this consideration is not important, but it would arise in the comparison of kernel-based methods to approaches that do not weight repeatedly resampled locations more highly than singly sampled locations.
METHODS: AN AUC-BASED COMPARISON OF HOME RANGE METRICS
We compared a set of state-of-the art HR metrics [Appendix S2; see also Worton (1989 Worton ( , 1995 , Kenward et al. (2001) , Getz & Wilmers (2004) , Calenge (2006) , Benhamou & Cornelis (2010) , and Benhamou (2011) ] using the AUC statistic and data from 44 GPS-Argos-tracked birds of two Afrotropical species, Red-billed Teal (n = 20) and Egyptian Geese (n = 24). To further diversify the comparison, we also compared the data for nine individually GPS-UHF-tracked African buffalo. The numbers of resightings in each individual test data set ranged from 72 to 9697. Further details on the data sets are provided in Appendix S3.
The results from any AUC-based assessment of a spatial model are scale dependent. We thus ensured that all calculations for any single data set were performed using the same resighting data, at the same grain and extent and on genuinely comparable outputs. As some metrics (e.g. the kernel density estimator) generate raster files and as the assessment as a whole is easier to programme using raster data, all HR estimates (i.e. whether the output was raster or vector) were converted to raster files at identical grain and extent for the calculation of AUCs.
GIS and statistical analyses were run in the software packages Arcview, R, Free Pascal, and Matlab. Example code for R and Matlab routines is provided in Appendix S4. In R, we used the standard implementations offered in the adehabitat/ adehabitatHR package as developed by Calenge (2006) and including the LoCoH algorithm developed by Getz & Wilmers (2004) ; Getz et al. (2007) . The movement-based kernel density eEstimator (MKDE) (Benhamou & Cornelis, 2010) was computed using Pascal (duck data) and the adehabitatHR package (R Software, buffalo data). AUC estimation was performed independently in R (buffalo) and Matlab (ducks). For the duck data, R routines were called from within Matlab, allowing the use of Matlab functions for other data manipulations (e.g. reprojection and the estimation of isopleth extents) and timing. The use of Matlab was not essential, but it was the programming environment in which other analyses of the duck data were already being carried out. Technological details and processing times for different algorithms are presented in Appendix S5.
A single base raster map for each data set was created manually in ArcView at 0.005-degree resolution (ducks; i.e. c. 556 m) or 100 m (buffalo) and at an extent at which each point was at least 0.1 degrees (ducks; c. 11,000 m) or 5000 m (buffalo) away from the edge. Although for less extensive data sets a finer resolution would be both feasible and biologically preferable, we wanted to keep everything as consistent as possible when comparing between different methods and data sets. The base map was used for each estimator to determine both grain and extent, thus removing variation in scale and prevalence as potential confounding variables in the comparison of different estimators.
For the MKDE estimator as run on the duck data, a raster map was generated in UTM coordinates, and the results were reprojected into geographic coordinates before AUC analysis. This was necessary because the MKDE routine uses UTM coordinates but the duck data in many cases span several UTM zones. The reprojection process meant that an exact match in the total number of cells was not always possible. However, prevalence (i.e. total number of cells scored as resightings as a ratio of the total number of cells in the raster file) for all MKDE analyses differed from prevalence in other analyses by a mean of just 0.0003 and was within 0.001 of the prevalence for other estimators in all cases. Differences of this magnitude affect only the fourth or fifth decimal point of the AUC and hence are not sufficiently large to influence the outcome of the comparison. The data for each individual buffalo, by contrast, fell within a single UTM tile.
We implemented each of the four HR estimators for all 44 ducks and nine buffalo, with three exceptions: (1) HR estimation for ClustHR was limited by the demands of processing time to data from 25 ducks and seven buffalo data sets and (2) owing to minimum sample size requirements for the MKDE metric, we used data for only 38 ducks for this estimator.
RESULTS
For the duck data, a Kruskal-Wallis (nonparametric) ANO-VA on AUC results across the different estimators gave a strong significant difference between the four HR estimators (chi-squared = 77.15, P < 0.00). Visual inspection of the results (Fig. 1) and the means and deviations for each result set (Fig. 2) suggested that the two MCP-based methods, LoCoH and ClustHR, were weaker than the other two methods. A Kruskal-Wallis ANOVA on the LKDE and MKDE results for the duck data did not yield a significant difference (chisquared = 0.95, P < 0.32). The two kernel-based methods thus perform similarly on the duck data sets and significantly better than the two MCP-based methods.
For the buffalo data, the Kruskal-Wallis ANOVA test identified a significant difference between estimators (chisquared = 28.8, P < 0.00) with the LoCoH algorithm performing notably worse than the other estimators (Fig. 2) . With LoCoH excluded there was still a significant difference in the other three estimators using the same test (chisquared = 16, P < 0.00). In this instance, however, the ClustHR and LKDE estimators did not differ significantly (chisquared = 1, P < 0.30), and the MKDE estimator performed better than the LKDE estimator (Kruskal-Wallis ANOVA, chi-squared = 9.83, P < 0.00).
Differences in the total HR area estimated by different algorithms were substantial in some cases, particularly for the more extensive data sets. The exact nature of the differences depended on both the metric and the isopleth (Fig. 3) . For the duck data, for example, at the 95% isopleth the area described by LoCoH algorithm was an average of 14% smaller than that of the kernel density estimator. At the 50% isopleth, however, the average HR area estimated by the LoCoH algorithm across our test data sets was about 2.5% larger than that of the LKDE or MKDE estimates. Given that the average area of the extent over which HR estimation was undertaken was 46,500 km 2 , these differences translate into average areas of 6510 and 1163 km 2 , respectively. Differences in the degree to which different estimators identified finerscale clusters in the data were also evident in many of the duck data sets (Fig. 4) .
DISCUSSION
Our results provide a strong demonstration of the value of comparing HR metrics using a method that integrates the error trade-off across the range of probabilities or densities assigned by the classifier, rather than evaluating the statistical performance of metrics based on the area of a single isopleth or a combination of subjective criteria. The AUC statistic provides useful insights both when comparing HR estimators and when exploring the implications of different choices of smoothing parameters and algorithms. AUCs also avoid assumptions about the statistical distribution of resightings and remove the need for creating an additional 'true' validation data set (as in Lichti & Swihart, 2011) when testing a new HR metric. Each of the HR estimators considered in this paper has its own strengths and weaknesses (Table 1) , and the user must make an informed choice of metric based first and foremost on the philosophical and ecological elements of the problem. As Figs 3 & 4 show, different HR metrics have different isopleth profiles, and the importance of these may differ depending on the nature of the problem, the nature of the data set and the subjective importance attached to over-or underestimating HR needs and core areas (e.g. the relative importance of different error profiles may be quite different for academic ecology and endangered species management, respectively). We found a clear separation between methods that are based on MCPs and those that use density-based measures. The ClustHR algorithm performed adequately on the 'classical' buffalo data sets, but poorly on the less contiguous duck data. The generally weaker performance of the LoCoH algorithm in the analysis, relative to that of other metrics, conflicts with previously published results (Getz & Wilmers, 2004; Getz et al. 2007) . The difference in our conclusions relative to those of Getz & Wilmers (2004) can be explained by three main points: (1) Getz & Wilmers focused on a single type of error at a time, rather than the trade-off between errors; (2) Getz & Wilmers focused heavily on 'difficult' data sets with holes and hard boundaries; and (3) although the LoCoH algorithm starts with a smaller 95% isopleth, as Figure 1 Example data set for a single buffalo, showing differences in home range estimates produced by different estimators considered in this paper: (a) LKDE, (b) movement-based kernel density eEstimator (MKDE), (c) ClustHR and (d) LoCoH. Estimator names and methods are explained in detail in Appendix S2. displayed in Fig. 3 , its HR contours show less variation and contract less steeply than the kernel and distance-based metrics, yielding a lower AUC across its full profile.
Claims made about the MKDE estimator (Benhamou & Cornelis, 2010) were supported, with the MKDE metric producing a more parsimonious HR estimate than the LKDE at each isopleth. The buffalo data presumably show this distinction more strongly because the mechanistic assumptions underlying the MKDE are supported for buffalo but not for ducks. It is important to note, however, that greater parsimony in isopleth areas does not necessarily translate into a better trade-off in error rates; consideration only of isopleth areas ignores type II errors, and the MKDE estimator may suffer in AUC comparisons where there are numerous observations per unit of analysis (grid cell) by weighting the centres of the HR too highly and consequently suffering from inflated type II errors.
In general, methods that use MCPs (such as LoCoH, ClustHR, and simple MCPs) do not appear to be statistically defensible and should be avoided unless there is a strong ecological or conservation-related reason why they should be used. They are also relatively slow in current implementations in R. Studies that have applied these methods appropriately are by no means invalidated by the results presented here, and all of the estimators do vastly better than a random classifier, but there is no obvious reason to keep using a method that is statistically and computationally weaker and offers no additional biological insights.
Among kernel density-based measures and other less widely used alternatives, such as distance-based metrics, the central challenge is to find the best combination of statistical rigour and biological meaning. Kernel density estimation is not necessarily the strongest approach in all situations, particularly with small data sets and where there is uncertainty over parameter choices (Hemson et al., 2005) , although the AUC can be used to select optimal parameters. The LKDE estimator, as implemented by Calenge (2006) in the Kernel UD routine of the R package adehabitat, did, however, emerge from our analysis as a strong candidate for use as a standard model in tracking studies. Under conditions in which resightings are relatively far apart relative to the rate of movement of the animal, as for our bird data, the additional insights offered by the MKDE appear to add little to the statistical accuracy of the LKDE. However, for data sets in which frequent resightings (relative to the scale of movement of the animal) are available, MKDE approaches offer a included by each estimator at each isopleth for 44 different birds (except for CLUST, for which n = 25; and movement-based kernel density eEstimator (MKDE), for which n = 38). Isopleth areas decline with increasing values in all cases. Note that as this analysis was undertaken using raster data at 0.005 degrees, the value for a given isopleth can not be smaller than the multiple of 0.005 by the total number of grid cells in which any part of an isopleth falls. The relatively flat area profiles of the curves for LoCoH and ClustHR reflect both their initially rapid exclusion of points and their tendency to maintain at least some isopleth area in each cluster of points as isopleth values decline. By contrast, the kernel methods drop entire clusters of points at lower isopleth values, resulting in a better trade-off in error rates.
theoretically sound and biologically meaningful way of finetuning HR estimates and improving on LKDE. None of the HR metrics that we have considered in this analysis is truly multi-scale (e.g. Marzluff et al., 2004) . Cross-scale dynamics are important drivers of ecosystem pattern (Peters et al., 2007) and understanding multi-scale impacts on organisms remains an important challenge for conservation biology. The development of HR models that can be used to capture the combined impacts of broad-scale landscape structure and fine-scale habitat heterogeneity on animal populations is a highly desirable goal. One approach to developing a multi-scale HR estimate would be to cluster points into sequentially larger groups with an algorithm like DBScan (Ester et al., 1996) or its hierarchical cousin, OPTICS (Ankerst et al., 1999) , and then run a kernel density estimator on clusters of points individually to build up a composite HR estimate in which each point in a data set can belong to multiple hierarchical levels.
Linking individual-, population-and species-level models is an equally important challenge for conservation biogeography. If the hypothesized mechanisms driving species occurrences in a given case are correct, hierarchical models should be consistent across different scales and levels of analysis (Cumming, 2007) . Home range metrics should thus offer a tool for cross-validation and hypothesis testing (e.g., Trivedi et al., 2008; Randin et al., 2009) . In theory, it should be possible to combine mechanistic analyses of movement paths and activity patterns (Jonsen et al., 2003) with hierarchical HR estimators to understand and explore multi-scale patterns of habitat use and their interaction with multiple scales of environmental variation. For example, in the same way that Cumming & Van Vuuren (2006) stacked individual species models to explore the potential impacts of climate change on acarine biodiversity, it should be possible to stack individual HR estimates to explore the strengths and weaknesses of species occurrence models. Where such comparisons use comparable data sets (i.e. equivalent grain, extent, and prevalence), the approach that we have presented, by virtue of its applicability to both HR estimates and species occurrence models, has the potential to be used as a way of comparing different models and for fine-tuning parameter choices.
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