On the local convergence of inexact Newton-type methods under residual control-type conditions  by Ren, Hongmin & Argyros, Ioannis K.
Journal of Computational and Applied Mathematics 235 (2010) 218–228
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
On the local convergence of inexact Newton-type methods under
residual control-type conditions
Hongmin Ren a, Ioannis K. Argyros b,∗
a Department of Information and Electronics, Hangzhou Radio and TV University, Hangzhou 310012, Zhejiang, PR China
b Department of Mathematical Sciences, Cameron University, Lawton, OK 73505, USA
a r t i c l e i n f o
Article history:
Received 26 February 2010
Received in revised form 23 May 2010
MSC:
65H10
65H15
65F18
65G99
47H17
49M15
Keywords:
Inexact Newton-type method
Radius of convergence
Banach space
Hölder condition
Center-Hölder condition
Local convergence
a b s t r a c t
A local convergence analysis of inexact Newton-typemethods using a new type of residual
control was recently presented by C. Li andW. Shen. Here, we introduce the center-Hölder
condition on the operator involved, and use it in combination with the Hölder condition to
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1. Introduction
In this study, we are concerned with the problem of approximating a solution x? of equation
F(x) = 0, (1.1)
where, F is a Fréchet-differentiable operator defined on an open convex subsetD of a Banach space X with values in a Banach
space Y .
A large number of problems in appliedmathematics and also in engineering are solved by finding the solutions of certain
equations. For example, dynamic systems are mathematically modeled by difference or differential equations, and their
solutions usually represent the states of the systems. For the sake of simplicity, assume that a time-invariant system is driven
by the equation x˙ = T (x) for some suitable operator T , where x is the state. Then the equilibrium states are determined by
solving Eq. (1.1). Similar equations are used in the case of discrete systems. The unknowns of engineering equations can be
functions (difference, differential, and integral equations), vectors (systems of linear or nonlinear algebraic equations), or
real or complex numbers (single algebraic equations with single unknowns). Except in special cases, the most commonly
used solution methods are iterative—when starting from one or several initial approximations a sequence is constructed
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which converges to a solution of the equation. Iterationmethods are also applied for solving optimization problems. In such
cases, the iteration sequences converge to an optimal solution of the problem at hand. Since all of these methods have the
same recursive structure, they can be introduced and discussed in a general framework.
The most popular iterative procedure for generating a sequence converging to x? is undoubtedly Newton’s method NM
given by
xn+1 = xn − F ′(xn)−1F(xn) (x0 ∈ D), (n ≥ 0). (1.2)
There is a huge literature on local as well as semilocal convergence results for Newton’s method (1.2) under various
assumptions. A survey of such results can be found in [1], and the references there (see, also [2–5]).
However, Newton’smethod has two disadvantages. The first one is that it requires the exact computation of the Jacobians
involved, whereas the second one is: finding the exact solutions of linear equations:
F ′(xn)(xn+1 − xn) = −F(xn). (1.3)
The computational cost of these two disadvantages is great, especially when the system is large.
Newton-typemethods have beenused to dealwith the first disadvantage [1,3,6–8]. InexactNewton-typemethods handle
the second disadvantage [1,2,4–6,8–16].
The Inexact Newton-type methods have usually the form INTM:
For n = 0, and a given initial guess x0 until convergence do
1. For the residual rn, and the iteration xn, find the step sn satisfying
Bnsn = −F(xn)+ rn.
2. xn+1 = xn + sn.
3. Set n+ 1 for n and return to Step 1.
Here, {Bn} is a sequence of invertible operators from X to Y and {rn} is a sequence belongs in Y and in general depends
on {xn}. If rn = 0 for all n ≥ 0, we obtain the Newton-type method NTM
xn+1 = xn − B−1n F(xn) (x0 ∈ D), (n ≥ 0). (1.4)
In particular, if Bn = F ′(xn) for all n ≥ 0, NTM reduces to Newton’s method NM.
A local as well as a semilocal convergence for INTM, NTM and NM under various conditions has been given by several
authors [2–18]. A survey of such results can also be found in [1,19], and the references there. In this study we are motivated
by the desire to obtain larger radius of convergence, and the recent elegant work in [15], who improved earlier results in this
area [16]. In particular, they provided a semilocal convergence analysis for INTM using the control of the residual condition
‖Pnrn‖ ≤ θn‖PnF(xn)‖1+β (n ≥ 0) (1.5)
for sequence {Pn} of invertible operators from Y to X , some scalar sequence {θn} and parameter β ≥ 0.
Here, we introduce the needed center-Hölder condition on F ′, and use it to find tighter upper bounds on the norms of
‖F ′(xn)−1F ′(x?)‖ than in [12,13,15] (using the less precise Hölder condition). This approach leads to a local convergence
analysis with the following advantages (under the same computational cost) over the works in [1,12,13], in case the center-
Hölder constant is smaller than the Hölder constant:
(a) Larger radius of convergence,
(b) Tighter upper bounds on the distances ‖xn − x?‖ (n ≥ 0).
Advantage (a) allows awider choice of initial guesses for x0, whereas advantage (b) requires fewer computations in order
to obtain a desired error tolerance ε > 0. These improvements are important in computational mathematics [1].
The paper is organized as follows: In Section 2 we provide the local convergence analysis of INTM, whereas in Section 3
we provide numerical examples to show advantages (a) and (b) mentioned above.
2. Local convergence analysis of INTM
Let R > 0 be such that U(x?, R) = {x ∈ X : ‖x − x?‖ < R} ⊆ D. Throughout this study, we shall assume x? is a
simple zero of operator F . This is, F ′(x?)−1 ∈ L(Y , X), the space of bounded linear operators from Y into X . Furthermore, let
0 ≤ β ≤ p ≤ 1, and further assume F ′(x?)−1F ′ satisfies the Hölder condition in U(x?, R):
‖F ′(x?)−1(F ′(x)− F ′(y))‖ ≤ Lp‖x− y‖p for all x, y ∈ U(x?, R). (2.1)
Let R0 be the maximum of all radii R > 0 such that
‖F ′(x?)−1(F ′(x)− F ′(y))‖ ≤ L0 < 1 for all x, y ∈ U(x?, R). (2.2)
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Define for Lp 6= 0:
Rp =
(
1
Lp
) 1
p
for each p ≥ β, and p 6= 0. (2.3)
In view of (2.1) and (2.2), there exist L0p , p ∈ [0, 1] such that center-Hölder condition:
‖F ′(x?)−1(F ′(x)− F ′(x?))‖ ≤ L0p‖x− x?‖p for all x ∈ U(x?, R), (2.4)
holds.
Let R00 be the maximum of all radii R > 0 such that
‖F ′(x?)−1(F ′(x)− F ′(x?))‖ ≤ L00 < 1 for all x ∈ U(x?, R). (2.5)
Define for L0p 6= 0:
R0p =
(
1
L0p
) 1
p
for each p ≥ β, and p 6= 0. (2.6)
The existence of Lp and L0 implies that of L0p and L
0
0. Therefore, (2.4) and (2.5) do not constitute additional hypotheses, since
in practice the computation of Lp, L0, require that of L0p , and L
0
0, respectively.
Clearly,
L0p ≤ Lp p ∈ [0, 1] (2.7)
holds in general, and Lp
L0p
can be arbitrarily large [1,3,4]. Moreover, we have:
Rp ≤ R0p. (2.8)
Note that, if strict inequality holds in (2.7), then so does in (2.8). Furthermore, we need to define parameter
αp = Lp − (1+ p)L0p. (2.9)
We have the following lemma, which can be proved using Banach’s lemma on invertible operators with standard
arguments in [1,19].
Lemma 2.1. Let x ∈ U(x?, R0p). Then F ′(x) is invertible and satisfies that
‖F ′(x)−1F ′(x?)‖ ≤ (1− L0p‖x− x?‖p)−1. (2.10)
If L0p = Lp in (2.7), then Lemma 2.1 reduces to the corresponding one in [17, p. 546]. Otherwise, (2.7) constitutes a sharper
estimate. This modification leads to the advantages (a), and (b) already stated in the introduction of this study.
Convergence analysis of INTM is closely dependent on controls of the error En := F ′(xn)−Bn and of the residual rn in step
n. Throughout the whole section, we always assume that residual controls (1.5) are satisfied for some nonnegative-valued
sequence {θn} and that {Bn} satisfy
‖B−1n F ′(xn)‖ ≤ ω1 (n ≥ 0) (2.11)
for some positive constant ω1. Moreover, we define
ν = sup
n≥0
θn‖(PnBn)−1‖‖PnBn‖1+β . (2.12)
In the first theorem below, we will consider error controls for {En}which are dependent on the solution x? of (1.1).
We also need to define functions h, and h0 on (0, R0p) by
h(r) = (ω1h0(r))1+β , (2.13)
h0(r) =
1+ ( Lpp+1 − L0p)rp
1− L0prp
. (2.14)
It then follows from (2.14) that
h′0(r) =
pLprp−1
(p+ 1)(1− L0prp)2
> 0. (2.15)
Hence, functions h, and h0 are increasing on (0, R0p).
In the rest of the paper, we assume p is a given number in [0, 1]. Consequently, the Hölder constants are also fixed.
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Theorem 2.1. Suppose that F(x?) = 0, and errors {En} satisfy the following controls: there exists a nonnegative constant ω2
such that
‖B−1n En‖ ≤ ω2‖xn − x?‖β (n ≥ 0). (2.16)
Let 0 < R ≤ R0p satisfy
ω1LpRp
(p+ 1)(1− L0pRp)
+ ω2Rβ + ν
(
ω1(p+ 1+ αpRp)
(p+ 1)(1− L0pRp)
)β+1
Rβ
{
<1, β = p = 0
≤1, 0 < β ≤ p ≤ 1, (2.17)
and
U(x?, R) ⊆ D. (2.18)
Then, for each x0 ∈ U(x?, R), sequence {xn} generated by INTM converges to x? with order β+1. Moreover, the following estimates
hold:
‖xn+1 − x?‖ ≤ q‖xn − x?‖1+β (n ≥ 0), (2.19)
where,
q = ω1Lp‖x0 − x
?‖p−β
(p+ 1)(1− L0p‖x0 − x?‖p)
+ ω2 + ν
(
ω1(p+ 1+ αp‖x0 − x?‖p)
(p+ 1)(1− L0p‖x0 − x?‖p)
)β+1
. (2.20)
Proof. Let x0 ∈ U(x?, R) and x0 6= x?. Since q‖x0 − x?‖β < 1 by (2.17) and (2.20), it suffices to verify that (2.19) holds. Let
n ≥ 0 be an integer. We claim that, if xm ∈ U(x?, R) (m ≤ n), then
‖xm+1 − x?‖ ≤
 ω1Lp‖xm − x?‖p−β
(p+ 1)(1− L0p‖xm − x?‖p)
+ ω2 + ν
(
ω1(p+ 1+ αp‖xm − x?‖p)
(p+ 1)(1− L0p‖xm − x?‖p)
)β+1 ‖xm − x?‖1+β , (2.21)
and
‖xm+1 − x?‖ < ‖xm − x?‖. (2.22)
In fact, writing xτ = x? + τ(xm − x?) for 0 ≤ τ ≤ 1, we have by INTM that
xm+1 − x? = xm − x? − B−1m (F(xm)− F(x?))+ B−1m rm
= B−1m F ′(xm)F ′(xm)−1F ′(x?)
∫ 1
0
F ′(x?)−1[F ′(xm)− F ′(xτ )](xm − x?)dτ − B−1m En(xm − x?)+ B−1m rm. (2.23)
Since xm ∈ U(x?, R), (2.1), (2.10) and (2.11) imply that
‖B−1m F ′(xm)F ′(xm)−1F ′(x?)
∫ 1
0
F ′(x?)−1[F ′(xm)− F ′(xτ )]dτ‖ ≤ ω1Lp‖xm − x
?‖p
(p+ 1)(1− L0p‖xm − x?‖p)
. (2.24)
Furthermore, by (2.1),
‖F ′(xm)−1F(xm)‖ ≤
(
1+ ‖F ′(xm)−1F ′(x?)‖
∫ 1
0
‖F ′(x?)−1(F ′(xτ )− F ′(xm))‖dτ
)
‖xm − x?‖
≤ p+ 1+ αp‖xm − x
?‖p
(p+ 1)(1− L0p‖xm − x?‖p)
‖xm − x?‖, (2.25)
which together with (2.11) yields
‖B−1m F(xm)‖ ≤ ‖B−1m F ′(xm)‖‖F ′(xm)−1F(xm)‖ ≤
ω1(p+ 1+ αp‖xm − x?‖p)
(p+ 1)(1− L0p‖xm − x?‖p)
‖xm − x?‖. (2.26)
Thus, by (1.5), we have
‖B−1m rm‖ ≤ θn‖B−1m P−1m ‖‖PmF(xm)‖β+1 ≤ ν‖B−1m F(xm)‖β+1
≤ ν
(
ω1(p+ 1+ αp‖xm − x?‖p)
(p+ 1)(1− L0p‖xm − x?‖p)
)β+1
‖xm − x?‖β+1 (2.27)
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thanks to the definition of ν in (2.12). On the other hand, it follows from (2.16) that
‖B−1m Em(xm − x?)‖ ≤ ω2‖xm − x?‖β+1. (2.28)
Combining (2.23), (2.24), (2.27) and (2.28), one sees that (2.21) holds. Consequently,
‖xm+1 − x?‖ <
 ω1LpRp−β
(p+ 1)(1− L0pRp)
+ ω2 + ν
(
ω1(p+ 1+ αpRp)
(p+ 1)(1− L0pRp)
)β+1 Rβ‖xm − x?‖
≤ ‖xm − x?‖. (2.29)
Thanks to the assumption that xm ∈ U(x?, R), the increasing of function h(r), and (2.17). Hence (2.22) holds and the claim
is proved.
Below we will proceed by mathematical induction. Clearly, (2.19) holds for n = 0. Assume now that (2.19) holds for all
n ≤ m− 1, andm ≥ 1 is a fixed integer. Then, by (2.22),
‖xm − x?‖ < ‖xm−1 − x?‖ < · · · < ‖x0 − x?‖ (2.30)
and xm ∈ U(x?, R). Thus, (2.21) can be applied to conclude that
‖xm+1 − x?‖ ≤
 ω1Lp‖xm − x?‖p−β
(p+ 1)(1− L0p‖xm − x?‖p)
+ ω2 + ν
(
ω1(p+ 1+ αp‖xm − x?‖p)
(p+ 1)(1− L0p‖xm − x?‖p)
)β+1 ‖xm − x?‖1+β . (2.31)
By (2.30), we have that
ω1Lp‖xm − x?‖p−β
(p+ 1)(1− L0p‖xm − x?‖p)
+ ω2 + ν
(
ω1(p+ 1+ αp‖xm − x?‖p)
(p+ 1)(1− L0p‖xm − x?‖p)
)β+1
≤ q. (2.32)
Hence, (2.19) holds for n = m, which completes the proof of the Theorem. 
Note that error control for {En} in Theorem 2.1 depends on the information at the solution x?, whichmakes the algorithm
infeasible from the point of view of practical application because the solution x? is often unknown. In the next theorem, we
will consider another error control for {En}, which is independent of the solution x?.
Remark 2.1. Suppose that (2.17) is satisfied. Let x0 ∈ U(x?, R), and m ≥ 0 is an integer. Then the following implication
holds:
‖B−1n En‖ ≤ ω̂2‖xn − x?‖β holds for all n ≤ m⇒ xm+1 ∈ U(x?, R). (2.33)
(This can be seen from the proof of Theorem 2.1.)
Theorem 2.2. Suppose that F(x?) = 0 and that errors {En} satisfy the following controls: there exists a nonnegative constant ω2
such that
‖B−1n En‖ ≤ ω̂2‖F(xn)‖β (n ≥ 0). (2.34)
Let 0 < R ≤ R0p satisfy
ω1LpRp
(p+ 1)(1− L0pRp)
+ ω̂2Rβ‖F ′(x?)‖β
(
1+ L
0
pR
p
p+ 1
)β
+ ν
(
ω1(p+ 1+ αpRp)
(p+ 1)(1− L0pRp)
)β+1
Rβ
{
<1, β = p = 0
≤1, 0 < β ≤ p ≤ 1, (2.35)
and
U(x?, R) ⊆ D. (2.36)
Then, for each x0 ∈ U(x?, R), sequence {xn} generated by INTM converges to x? with order β + 1. Moreover, (2.19) holds for q
replaced by
q1 = ω1Lp‖x0 − x
?‖p−β
(p+ 1)(1− L0p‖x0 − x?‖p)
+ ω̂2‖F ′(x?)‖β
(
1+ L
0
p‖x0 − x?‖p
p+ 1
)β
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+ ν
(
ω1(p+ 1+ αp‖x0 − x?‖p)
(p+ 1)(1− L0p‖x0 − x?‖p)
)β+1
. (2.37)
Proof. Let
ω2 = ω̂2‖F ′(x?)‖β
(
1+ L
0
pR
p
p+ 1
)β
. (2.38)
Then (2.17) is satisfied. Let n ≥ 0 is an integer. Below we shall show that, if xn ∈ U(x?, R), then
‖B−1n En‖ ≤ ω2‖xn − x?‖β . (2.39)
To do this, recall that xτ = x? + τ(xn − x?). It follows from (2.4) that
‖F ′(x?)−1F(xn)‖ ≤
∫ 1
0
‖F ′(x?)−1F ′(xτ )‖dτ‖xn − x?‖ ≤
(
1+ L
0
pR
p
p+ 1
)
‖xn − x?‖, (2.40)
Thus, by (2.34) and (2.40),
‖B−1n En‖ ≤ ω̂2‖F(xn)‖β ≤ ω̂2‖F ′(x?)‖β
(
1+ L
0
pR
p
p+ 1
)β
‖xn − x?‖β = ω2‖xn − x?‖β , (2.41)
and (2.39) is proved. Note that x0 ∈ U(x?, R). Thus, with help of Remark 2.1, one can easily use mathematical induction to
verify that (2.39) holds for all n ≥ 0. Consequently, Theorem 2.1 is applicable and the proof is complete. 
In particular, for the case when Bn = F ′(xn) for all n ≥ 0, one sees that (2.11) is satisfied with ω1 = 1, while (2.16) and
(2.34) coincide, and are satisfied with ω2 = ω̂2 = 0 for any 0 ≤ β ≤ p ≤ 1. Therefore, applying Theorem 2.2, we have the
following corollary for the inexact Newton method, which includes the corresponding result of [16] (for p = 1, β = 0 and
L0p = Lp) as a special case.
Corollary 2.1. Suppose that F(x?) = 0 and let ν = supn≥0 θn‖(PnF ′(xn))−1‖‖PnF ′(xn)‖β+1. Let 0 < R ≤ R0p satisfy
LpRp
(p+ 1)(1− L0pRp)
+ ν
(
(p+ 1+ αpRp)
(p+ 1)(1− L0pRp)
)β+1
Rβ
{
<1, β = p = 0
≤1, 0 < β ≤ p ≤ 1, (2.42)
and
U(x?, R) ⊆ D. (2.43)
Then, for each x0 ∈ U(x?, R), sequence {xn} generated by INTM converges to x? with order β+1, and (2.19) holds with q replaced
by
q2 = Lp‖x0 − x
?‖p−β
(p+ 1)(1− L0p‖x0 − x?‖p)
+ ν
(
(p+ 1+ αp‖x0 − x?‖p)
(p+ 1)(1− L0p‖x0 − x?‖p)
)β+1
. (2.44)
We conclude this section by restating separately some corollaries of Theorem2.2 for the interesting casewhen p = β = 0
(this means that the Hölder condition is not necessary satisfied). Note that in this case (2.16) and (2.34) coincide with
ω2 = ω̂2.
Corollary 2.2. Suppose that F(x?) = 0. Let p = β = 0 and ν given by (2.12). Suppose that
ω1L0
1− L00
+ ω2 + νω1(1− L0 + L
0
0)
1− L00
< 1 (2.45)
and let 0 < R ≤ R00 such that
U(x?, R) ⊆ D. (2.46)
Then, for each x0 ∈ U(x?, R), sequence {xn} generated by INTM converges linearly to x?, and (2.19) holds with β = 0 and q
replaced by
q3 = ω1L0
1− L00
+ ω2 + νω1(1− L0 + L
0
0)
1− L00
. (2.47)
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Corollary 2.3. Suppose that F(x?) = 0. Let p = β = 0 and set ν = supn≥0 θncond(PnF ′(xn)). Suppose that
L0
1− L00
+ ν(1− L0 + L
0
0)
1− L00
< 1, (2.48)
and let 0 < R ≤ R00 such that
U(x?, R) ⊆ D. (2.49)
Then, for each x0 ∈ U(x?, R), sequence {xn} generated by INTM converges linearly to x?, and (2.19) holds with β = 0 and q
replaced by
q4 = L0
1− L00
+ ν(1− L0 + L
0
0)
1− L00
. (2.50)
Remark 2.2. The results obtained above reduce to the corresponding ones in [15], if Lp = L0p . Otherwise, they constitute an
improvement with advantages (a) and (b) as stated in the introduction of the study.
There are cases when center-Hölder condition (2.5) only holds (see the last example in Section 3). Then, we have a result
corresponding to Theorem 2.1 that can handle this case:
Theorem 2.1′. Assume that operator F has a simple zero x?, center-Hölder condition (2.5) holds, and errors {En} satisfy the
controls (2.16). Let 0 < R ≤ R0p satisfy
(p+ 2)ω1L0pRp
(p+ 1)(1− L0pRp)
+ ω2Rβ + ν
(
ω1(p+ 1+ L0pRp)
(p+ 1)(1− L0pRp)
)β+1
Rβ
{
<1, β = p = 0
≤1, 0 < β ≤ p ≤ 1, (2.51)
and
U(x?, R) ⊆ D. (2.52)
Then, for each x0 ∈ U(x?, R), sequence {xn} generated by INTM converges to x? with order β+1. Moreover, the following estimates
hold:
‖xn+1 − x?‖ ≤ q5‖xn − x?‖1+β (n ≥ 0), (2.53)
where
q5 =
(p+ 2)ω1L0p‖x0 − x?‖p−β
(p+ 1)(1− L0p‖x0 − x?‖p)
+ ω2 + ν
(
ω1(p+ 1+ L0p‖x0 − x?‖p)
(p+ 1)(1− L0p‖x0 − x?‖p)
)β+1
. (2.54)
Proof. We follow the proof of Theorem 2.1, but this time we use (2.5), and the estimate∥∥∥∥∫ 1
0
F ′(x?)−1[F ′(xn)− F ′(xτ )]dτ
∥∥∥∥ ≤ ∥∥∥∥∫ 1
0
F ′(x?)−1[F ′(xn)− F ′(x?)]dτ
∥∥∥∥+ ∥∥∥∥∫ 1
0
F ′(x?)−1[F ′(x?)− F ′(xτ )]dτ
∥∥∥∥
≤ L0p‖xn − x?‖p +
L0p
p+ 1‖xn − x
?‖p
= p+ 2
p+ 1 L
0
p‖xn − x?‖p (2.55)
in (2.24)–(2.27) to arrive at (2.51) and (2.53) instead of (2.17) and (2.19). That completes the proof of Theorem 2.1′. 
Similarly, we have the following results corresponding to Theorem 2.2, and Corollary 2.1 using only center-Hölder
condition (2.5):
Theorem 2.2′. Assume that operator F has a simple zero x?, center-Hölder condition (2.5) holds, and errors {En} satisfy the
controls (2.34). Let 0 < R ≤ R0p satisfy
(p+ 2)ω1L0pRp
(p+ 1)(1− L0pRp)
+ ω̂2Rβ‖F ′(x?)‖β
(
1+ L
0
pR
p
p+ 1
)β
+ ν
(
ω1(p+ 1+ L0pRp)
(p+ 1)(1− L0pRp)
)β+1
Rβ
{
<1, β = p = 0
≤1, 0 < β ≤ p ≤ 1, (2.56)
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and
U(x?, R) ⊆ D. (2.57)
Then, for each x0 ∈ U(x?, R), sequence {xn} generated by INTM converges to x? with order β + 1. Moreover, (2.19) holds for q
replaced by
q6 =
(p+ 2)ω1L0p‖x0 − x?‖p−β
(p+ 1)(1− L0p‖x0 − x?‖p)
+ ω̂2‖F ′(x?)‖β
(
1+ L
0
p‖x0 − x?‖p
p+ 1
)β
+ ν
(
ω1(p+ 1+ L0p‖x0 − x?‖p)
(p+ 1)(1− L0p‖x0 − x?‖p)
)β+1
. (2.58)
Corollary 2.1′. Suppose that F(x?) = 0, and let ν = supn≥0 θn‖(PnF ′(xn))−1‖‖PnF ′(xn)‖β+1. Let 0 < R ≤ R0p satisfy
(p+ 2)L0pRp
(p+ 1)(1− L0pRp)
+ ν
(
(p+ 1+ L0pRp)
(p+ 1)(1− L0pRp)
)β+1
Rβ
{
<1, β = p = 0
≤1, 0 < β ≤ p ≤ 1, (2.59)
and
U(x?, R) ⊆ D. (2.60)
Then, for each x0 ∈ U(x?, R), sequence {xn} generated by INTM converges to x? with order β+1, and (2.19) holds with q replaced
by
q7 =
(p+ 2)L0p‖x0 − x?‖p−β
(p+ 1)(1− L0p‖x0 − x?‖p)
+ ν
(
(p+ 1+ L0p‖x0 − x?‖p)
(p+ 1)(1− L0p‖x0 − x?‖p)
)β+1
. (2.61)
3. Numerical example
In this section, we give some examples to show the application of our results.
Example 3.1. Let X = Y = R,D = [1, 6]. Set En = 0, Bn = F ′(xn)−1, θn = 0, Pn = I , andβ = 12 . Then,we obtainω2 = 0 = ν,
and ω1 = 1. Define scalar function F on D by
F(x) = − 1
15
x
3
2 + 1
10
x. (3.1)
Then we obtain the solution x? = 94 , F ′(x) = − 110x
1
2 + 110 , and ‖F ′(x?)‖ = 120 . Moreover, for all x, y ∈ ( 54 , 134 ) = U( 94 , 1),
F ′(x) is Hölder continuous with exponent 12 in U(
9
4 , 1):
‖F ′(x)− F ′(y)‖ = 1
10
|x 12 − y 12 |
≤ 1
10
|x 12 − y 12 | 12 |x 12 + y 12 | 12
= 1
10
|x− y| 12 , (3.2)
‖F ′(x)− F ′(x?)‖ = 1
10
∣∣∣∣x 12 − 32
∣∣∣∣
≤ 1
20
∣∣∣∣x 12 − 32
∣∣∣∣ 12 ∣∣∣∣x 12 + 32
∣∣∣∣ 12
= 1
20
∣∣∣∣x− 32
∣∣∣∣ 12 , (3.3)
in which the inequality of (3.3) is deduced from the following assertion
4
∣∣∣∣x 12 − 32
∣∣∣∣ ≤ x 12 + 32 , x ∈ D. (3.4)
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Table 1
The comparison results: the error bounds for (2.19).
n [15] Ours
0 1.129618127 0.215737865
1 0.025372913 0.004845795
2 9.62218E−06 1.83767E−06
3 1.4107E−12 2.6942E−13
4 1.18193E−22 2.25729E−23
That is we have p = 12 , and
L0p = 1 < 2 = Lp. (3.5)
Hence, we get
R0p = 1 > Rp =
(
1
2
)2
= 1
4
, (3.6)
and all conditions of Theorem 2.1 are true. Applying Theorem 2.1, we obtain that estimates (2.19) hold, where q is defined
by
q = 4
3(1− |x0 − 94 |
1
2 )
. (3.7)
On the other hand, if we apply the corresponding result [Theorem 2.1, p. 546] of Li and Shen’s paper [15], we obtain that
estimates (2.19) hold, where q is replaced by
q′ = 4
3(1− 2|x0 − 94 |
1
2 )
. (3.8)
Clearly, we have for any x0 ∈ U( 94 , 14 ) and x0 6= 94 :
q < q′. (3.9)
In Table 1, we give the comparison results of error bounds for the estimates (2.19) for Li and Shen’s paper with ours. We set
x0 = 2.05, and thus |x0 − 94 |
1
2 = 0.447213595. Hence, q = 2.412022659, and q′ = 12.62951461.
Example 3.2. Let X = Y = C[0, 1]with the max norm. Let also D = {x ∈ C[0, 1] : ‖x‖ ≤ 1}, and define
F(x)(s) = x(s)−
∫ 1
0
stx3(t)dt. (3.10)
Then x? = x?(s) = 0 for 0 ≤ s ≤ 1 is zero of operator F , and
[F ′(x)w](s) = w(s)− 3
∫ 1
0
stx2(t)w(t)dt (3.11)
holds for all x, w ∈ D. Using (3.11), we have
F ′(x?) = IX , (3.12)
and
[(F ′(x)− F ′(y))w](s) = −3
∫ 1
0
st(x2(t)− y2(t))w(t)dt ∀x, y, w ∈ D. (3.13)
In view of (3.13), we obtain
‖F ′(x)− F ′(y)‖ ≤ 3
∫ 1
0
t‖x2(t)− y2(t)‖dt
≤ 3
∫ 1
0
t(‖x‖ + ‖y‖)‖x− y‖dt
≤ 3‖x− y‖ ∀x, y ∈ D, (3.14)
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and
‖F ′(x)− F ′(x?)‖ ≤ 3
∫ 1
0
t‖x2(t)‖dt
≤ 3
∫ 1
0
t‖x‖‖x− x?‖dt
≤ 3
2
‖x− x?‖ ∀x ∈ D. (3.15)
Then, we can easily obtain from (3.12), (3.14) and (3.15) that:
L01 =
3
2
< 3 = L1. (3.16)
We finally provide an example, where only center-Hölder condition holds.
Example 3.3. Let X = Y = R, and D = X . Define function F on D by
F(x) =
∫ x
0
(
1+ x sin pi
x
)
dx. (3.17)
Then, we get
F ′(x) =
{
1+ x sin pi
x
, x 6= 0;
1, x = 0. (3.18)
Note that x? = 0 is zero of F and F ′ satisfies
‖F ′(x?)−1[F ′(x)− F ′(x?)]‖ =
∣∣∣x sin pi
x
∣∣∣ ≤ |x| = ‖x− x?‖ ∀x ∈ D. (3.19)
That is L01 = 1.
We shall show L1 does not exist. Assume that there exists a constant L1 > 0 such that
‖F ′(x?)−1[F ′(x)− F ′(y)]‖ ≤ L1‖x− y‖ ∀x, y ∈ D. (3.20)
Supposem ≥ 1 is a fixed integer. Then for x = 1m , and y = 22m+1 , we have
‖F ′(x?)−1[F ′(x)− F ′(y)]‖ =
∣∣∣∣x sin pix − y sin piy
∣∣∣∣
=
∣∣∣∣ 1m sin(mpi)− 22m+ 1 sin (2m+ 1)pi2
∣∣∣∣
= 2
2m+ 1
≤ L1‖x− y‖ = L1
∣∣∣∣ 1m − 22m+ 1
∣∣∣∣
= L1 1m(2m+ 1) , (3.21)
which means that
L1 ≥ 2m, ∀ m ≥ 1. (3.22)
This is impossible, since L1 > 0 is a constant.
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