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Resumen 
Calcular la estructura lingüística de un texto es fundamental en 
cualquier, sistema -<le, procesamiento de lenguaje natural. Para eso, 
fenómenos mas allá de la barrera de la sentencia deben ser considera-
dos. En particular., dqs ~tudios deben serab~rdad9s en ~1 pr,ocesami-
ento de un texto: la. cohesión textual y la coherencia textual. En este 
trabajo definimos una representación para la estructura de un resumen 
en lengua portuguesa considerado como un fenómeno lingüístico. La re-
presen.tación·fue obtenida: a partir del estudio de resúmenes reales y de 
la verificación de relaciones .entresentencias en el texto., Consideramos 
que este tipo de represent¡;¡.ción puede se~ utilizada para otros textos, 
ya que es definida en función de relaciones d~ cohesión y coherencia. El 
principal aspecto considerado en este trabajo para la constr.ucción de 
la estructura textual es la cohesión a través de'la resolución de anáforas 
definidas tanto pronóminalescomo frases nominales definidas. Presen-
tamos ejemplos de texto reales y su tratamiento en el marco teórico 
propuesto. 
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Una gramática intenta capturar los conocimientos lingüísticos que un hablante tiene sobre su len-
gua y la lingüística tiene como objetivo el establecimiento de un conjunto de principios y reglas 
por medio de los cuales sea posible distinguir entre expresiones bien y mal formadas. Las apli-
caciones en Linguística Computacional se han concentrado en los últimos años en el texto como 
fenómeno lingüístico diferente de la sentencia. Sin embargo no existe por el momento un formalismo 
gramatical que permita distinguir entre textos bien y mal formados [Hovy 1993]. Para procesar 
adecuadamente un texto deben ser considerados dos aspectos fundamentales direccionados por la 
lingüísti~~_t~~~~ (c¡o~9-bMe~:?~f~:~? ~e{ Ja~e8~ruc~~,~~Ae<.~ t~~o {~Q~~s:ft+r~r~J991]: (i) 
la cohe8lon textual; (ü)r ía coherencia textual. ~n este trabajo direcclOnamos el problema de la 
, • ¡ I ; , 
estructura textual de reJsUm.em!sdé¡artítül08técnico$, esuitbsi en lengua. portuguesa. Definimos la 
estructura textual de un resumen y presentamos uno de los procesos que hacen posible el cálculo 
de esa estructura. El sistema completo propuesto aparece representado en la. Figura 1. El texto es 
procesado con el objetivo de construir una representación estructural . 
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• ¡,' 'El' p'ifucipal aspeetO' considerado en este' traba.jo es 'la cohesión textual como un fador' détenru-
n~nteÉ!il·~ltiUculo·de-la estÍ"tittura. de un 'texto [Halliday y Rasan 1976]. 
, El. a.f¡t\eulo ,se organiza de la siguiente manera: en la Secci6n 2 introducimos los conceptos 
~elativ¿~ , a ¡'~sú~e~es d~ artículos técnicosj"éi la ,Sec~ión 3 presentamos la estructura textual de 
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los resúmenes; en la Sección 4 introducirnos los conceptos de cohesión textual. En la Sección 5 
presentarnos los procesos computacionales para el cálculo de la cohesión textual y finalmente en la 
Sección 6 son presentadas las conclusiones de este trabajo. 
2 Resúmenes 
Un resumen es la primera parte de un reporte técnico; según la ciencia de la documentación tratase 
de un indicador del contenido del reporte [Weil et al. 1963a, Cleveland y Cleveland 1983]. Según 
la lingüística [Gopnik 1972, Hutchins 1985], a pesar de ser restricto a un único párrafo, tratase de 
un fenómeno textual y presenta todas las relaciones interesantes de textos mayores, en particular 
relaciones de cohesión y de coherencia. 
La ciencia de la documentación distingue entre dos tipos básicos de resúmenes [Jordan 1991, 
Cleveland y Cleveland 1983]: (i) indicativo o descriptivo, considerado como una tabla de conte-
nidos del reporte técnico pero escrito en lenguaje natural; indica el material que será encontrado 
en el documento original y jamás podrá transformarse en un substituto de este último; e (ii) infor-
mativo, considerado un verdadero texto ya que presenta datos e informaciones del propio reporte, 
contiene las ideas y los hechos principales del documento y muchas veces puede ser utilizado como 
substituto del documento original. En la práctica, un resumen será un lu'brido entre los dos tipos 
co:p.siderados. 
Resúmenes' de los campos de conocimiento mas variados son escritos de manera similar; existen 
~emás> publicaciones que establecen algunas guías sobre como este tipo de texto debe ser escrito 
y' sobte- éftipo de información a ser incluida [Weissberg y Buker 1990, Weil et al. 1963b]. 
Un resumen incluirá engenerM los siguie~tes ítems de información: (i) Contexto, donde información 
preliminar es incluida y el problema ,estudiado es definido; (ü) Objetivos y alcance del, estudio re-
alizado;(iii)Metodología empleada en la investigación, incluyendo materiales, equipamientos y 
procedimientos utilizados¡(iv) ReSultados obtenidos en la in'vestigación; y (v) Conclusiones alcan- ' 
zadas en el trabajo, incluyendorecoIIlendaciones y sugestiones. 
Además del tipo de 'i'nformación que aparecerá en un resumen, también pueden ser verificadas algu-
nas normas de, utilización de tiempos verbales qüe corresponden con una situación pragmática; el 
tiempO pasado es utilizado para describir informaciones relacionadas con el trabajo científico, dado 
que este fue realizado con anterioridad a la redacción del reporte y el tiempo presente es utilizado 
para describir las conclusiones y los objetivos del trabajo ya que son informaciones asociadas di-
¡'ect,am:ent~ cón el documento.' " , 
Nuestro trabajo'se basa en el análisis de un "corpus" de resúmenes reales publicados por la "Revista 
de En~ino de Engenha~ia". Escogimos estudiar textos de esa publicación, pues los resúmenes publi: 
c~d.os·debEmseguir las normas de la "Associa~áo Brasileira de Normas Técnicas" [ABNT 1987]. El 
est~d.io de textos reaIes 'permite la. observación de fenómenos lingüísticos generales y particulares 
)' , " , '"" ' '. ' " 
<U,ll como la comprobación de los aspeCtos teóricos estudiados. En la. figura 2, presentamos un 
¡'esu~~ndelcorpusestudiado [Milanez 1987]. . ' . . . 
En este resüinen pod.emos ~erificar la'inclusión de los siguientes tipo~ de información: las senten-
cias'(1) y(2) presentan inform,aciónde tipo contextual.La sentencia (3) presenta información sobre 
el traba.jo científico y 'la sentencia. (4) presenta. informa~i6n sobre el objetivo del reporte té~nico. 
l . .' . • ' 
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(1) Os programas de avalia~ao de docentes 'pelos alunos vém sendo utilizados nos Estados 
Unidos desde a década de quarenta. (2) Este tipo de programa nao é muito comum nas 
universidades brasileiras. (3) No Departamento' de Engenharia Mecánica da UNICAMP foram 
feitas algumas tentativas de implanta~ao de.9tes programas. (4) O presente trabalho descf'eve 
a experiencia da aplica~ao destes programa.9 no Departamento de Engenharia Mecánica da 
UNICAMP. 
Figura 2: Un resumen 
3 La estructura textual 
La estructura de un texto ha sido estudiada desde divétsasperspectivas. (McKeown 1985] estudió 
la estructura de textos cortos producidos en· respuesta a preguntas sobre la organización de un 
banco de datos. Ella notó que el tipo de texto producido en dicha situación sigue padrones muy 
estereotípicos. También notó que en textos científicos los autores utilizan conocimientos sobre el 
tipa de.material que debe.aparecer en la introducción y los datosaBer incluidos en la conclusión. 
(Gopnik 1912) estudió la.·e8truttura'.dé' textos 'científi.cosint~tésa.da 'en reconocerlas"caract-erí!itieas," ' 
sintáctiéa:s·· deiaS senten.cias, ert· el' contexto textual. [Grost y' Sidner' 1986)' propusietóii' la estl'udura:" 
~e un diSC'lít8o dE!'m-odotalque el1mÓdeld actúa> para r'éstringiriloíi' pÓgibléll !·ant~cedéllies¡ pit;f'a>u.n " 
pronom.b·:tE!!'~ I";'/{j' ' ... '.;~.: .. :' ¡. :; ;':!'. '('''' ¡ ¡, :' :,~ r:·; •. ':. : .. ' .' ..... \.; .;'¡: :' ',. - :" l' :, •• " ", ,¡ ',' ;'ó ,::' t'. 7: :': ')1' ,:h .. / ;', I :.( .:. t.: 
Algunos: autores tt~C'onbcén 'qti'e- 'la! estructura. 'déUti.. textb está: dáda: por las relacib1t-es' 'qu~' 'vhtcwan:' . 
~At,eºQ~~d'n,e~t~!I enJa.!!uperl'ície llngii.í~tka,. JM¡,t.nn y ThQ:QlpsQI!.J987] e.st:udj~on t.e:x:toJl fea,::._ 
les y definieron una teoría que permite.d~s~p:bir la .e~~r.llcrt~~~ de un texto en términos de relaciones 
entre las sentencias. La mayor parte' de las "reladonestiene una palabra clave para facilitar su 
identificación. La teoría, por ellos propuesta, fue utilizada en el campo de generación de textos por 
~mp1~~~.r.,)r?i(; . t~~~';i~o.~r~ l~ l~~s 1994]. 
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• ¡(':J" 
': ,; .' • ': l' ~ •. ' .\ '1 ':'. ,',( .• 
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3.1.1 r 'Categorw de Información 
' .• , . ~ :; ;:: \',:.: .i !:, '. , :,. I \ i : '.'. 'l .. : ; \" . , • l' , 
.',; "', ,i,::. . rt: " I 1-'; '. '" r " l': 
.' ' . " 
~. e(J~~g~"-~, d~.( !?f~'J"ac.i~n (C)!, .por .nOsotros utilizadas para identificar los segmentos son: 
• /< .... ~ .t. ' . • :. . . , "".' ,.' .... ' 1 
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C 1 == { Contexto, Objetivo, Método, Experimento, Resultado, Recomendación, Su-
gestión, Conclusión} 
El nombre de la categoría indica el tipo de material contenido en el segmento dado que cada seg-
mento en un texto debe servir a un propósito de información [Grimes 1975J. Para la determinación 
de los segmentos utilizamos dos tipos de información: (i) la categoría lingüística tiempo que es 
considerada el principal indicador de cambio de segmento y (ii) información semántica asignada a, 
los ítems de la lengua que fueron identificados como indicadores de segmentos. 
3.1.2 Entidades 
Cada sintagma nominal con m modificadores será representado por una expresión de la forma (1). 
(1) 
Donde p es un predicado nominal asociado a la cabeza nominal del sintagma; i es un índice que 
identifica el referente del sintagma nominal; ek es una expresión que representa el k-ésimo com-
plemento del sintagma nominal; y d, 9 Y 17. son respectivamente expresiones asociadas a la infor-
mación sobre determinación, género y número. Las expresiones de los complementos pu~den ser 
modificador = cánstantenominal, calificador = constanteacJ.jeti1Ja, especificador = índice depen-
diendo dli!l compleIQ.entQ. La asociación de cada complemento nominal ,aun elemento del lenguaje 
qe representaciÓn ef:l definidQen el léxico d~ la lengua,. . . . 
L~rep~e~~Jlt~ción ,es ~btenida poru~ 'álgo~itmo de análisis sintácticQ-semántico para las Jrases 
n~,~na.Jes del p~rtugu·éS. " '" . .' 
. " ,:' '" . '.1 •. \ 
., '. 1,. l' 
3.1.3 Proposiciones 
0alda verbo céit'·'1i''árgumentos será representado por una expresión del tipo (2). 
.' ~ 
(2) 
Donde p es un predicado asociado al verbo; papelk es el papel temático que el k-ésimo complemento 
desempeñ~ en la estrllctura. de ,la frase; el> es el Índice del k-ésimo complemento del verbo y t, a y 
. ",' ,'"' '. :.. ,!'. :' l" .... 1...· II 
m representan ~espectiv.amente las informaciones sobre tiempo, aspect~y modo aso(:iados al ver~o. 
QbteJ~e~os las ¡>rop'osiciqnef! ~tiliz~nd? un al~oritI!1o de 'an~sis sint~cti<;o ~uiadop~r, in~o~ma¡ci6n 
sQbr~Jos po~ibles, <;oIIlplem.~ntQs de un verb~ Op.forma,ción sobre el m~rco de~ub-ca.tegoriz;~c¡q.n de;l 
ve~~o)" ',', ,," ." . 
. ~ • I , 
~ .. 1 .. 4, . RelaciQnee! frOP9SiciQnales 
EstamÓstrabajando con el siguiente conjunto de Relaciones Propásicioni#es (IlP); 
RP == { Elabom,ci(jn, Paralelo, Secuencia, Causa Consecuencia, Contraste, Secuencia-
.' .1, .:; Temporal;· lJeB8ión } 
Las 'felaCi6neirEtaborádón yParalelo son identificadas por los' vínculos cohesivos entre entidades 
en proposiciones. adyacentes. Las restantes relaciones son identificadas según las .construccion~s 
sintácticas de la lengua portuguesa, utiliza.das en las sentencias. 
" .\ 
': .. 
¡. '.- : .1'-
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Las relaciones asociadas a construcciones sintácticas son deducidas en la fase de análisis sintáctica 
de la sentencia y dependen de la forma de la frase .. 
La representación completa del resumen de la Figura 2 puede ser observada en la Figura 3. 
(1) (2) 
Figura 3: Estructura textuat del' resumen 
Para calcular la relación de Elaboración que vincula las oraciones (1) Y (2) es imprescindible 
verificar las relaciones cohes¡vas que existen entre estas senten<;ias. Por eso direccionamos, en este 
trabajo .el análisis de la cohesión textual como paso fundame~tal en el cálculo de la estructura de 
un textp, 
4 La cohesión textual 
Existen mecanismos que los escritores utilizan para señalar relaciones de sentido entre pa,rtes de 
enunciados. Es por medio de esos me~fl.Wsmos,que,laestructuratextual es construida. [Koch 1989] 
distingue para el portugués dos tip6s·de cohesi6Il: (i) la cohesión referencial; y (ii) la cohesión 
secuencial. En este trabajo estaremof!" C~)ficentrados en la cohesión referencial como mecanismo de 
construcción de la estructura dé JIn texto .. 
Cuando escribimos utilizamos expresiones para referirnos a entidades y situaciones del mundo 
real, el problema de determinar el referente dé una expresión lingüística es el clásico problema 
de la referencia semántica (exófora). En portugués, las entidades con poder de reférencia son los 
sintagmas nominales que designan entidades y objetos de la situación comunicativa y las oraciones 
que .designan, propiedades y eventof! [Mateus et al. 1983]. 
Existen situé\.ciones en las, cuales los escritores utilizan forma$abreviadas para, referir éL, una entidad 
preYiamenteintroducida en el contexto discursivo . [Hirst 1981]. La forma, abreviada es Hamada. 
ítem remisivo y el elemento al cual este refiere es llamado antecedente. El proceso por el cual se 
determina el' antecedente de un ítem remisivo se llama resolución. Cuando se establece una relación 
entre ambos se dice que esos elementos (remisivo y antecedente) son co-referentes. Dos tipos de 
cb-ref~t~h¿iá.·sóh'jd~ntifica.db~:; 0(iy cuando el ítem remisivo aparece antes que su antecedente en la 
secu~nda lingüística estamosen un caso de catáforo; (H) cuando el ítem remis,ivo apé\.~ece después 
,' ... ', II ,_, '. . ,. ., .' , ". ro". • , .,' •• ", I 
~~ 51:1 ,aritece,dent~, en, ~,a secuencia,.ling~fsticaesJa.Ill()s,en .. uI! c,aso de. anáf?~. ,~~ e~t~'.tr~b,aj? 
consi'dera.remos únicamEmte casos de(:o,~re'ferencia anafórica,' En estos casos el ítem remisivo es 
•.. '.' .• \~ !' . " "'!. '. -,', . . I , :.1', .' 1;' 
tamblen llamado anafora. 
Elc~o'· ~~ evidente de anáfora: e~' la de los pr;onombres person!~es de terce~~ per~on~, i;' l~s 
., l: 
1 ele(s )/ela(s) 
456 2do. WorksllOp sobre Aspectos Teóricos de la Inteligencia Artificia.l 
pronombres reflexivos2 , los pronombres objet03 y los pronombres demostrativos'¡. Estas formas 
abreviadas no tienen ninguna instrucción semántica que permita la determinación de su antecedente; 
apenas instrucciones de conexión son especificadas en el léxico de la lengua. No obstante, varias 
son las restricciones estructurales impuestas por la teoría gramatical [Raposo 1992, Lobato 1986J 
para la elección o exclusión de un antecedente para un pronombre. Consideremos por ejemplo la 
sentencia (a) de la Figura 4 y su representación en términos de categorías sintácticas. 
(á) 
(b) 
a engenharia depende das ciencias e de [técnicas n[elas) NP2 basead~ 
a engenharia náo prescinde d[a criatividade de quem [aJNP2 usaJN~~ 
Figura 4: Filtro isobre i para un pronombre 
El pronombre personal e/as (N P2) no puede tener como antecedente el sintagma nominal com-
pleto cuya cabeza es técnicas (N PI), a pesar del pronombre y el sintagma compartir concordancia 
en género y número. En este caso se impone la restricción gramatical: Filtro i sobre i, por medio de 
la cual una expresión nominal A no puede ser co-referente con otra expresión nominal B de la cual 
A forma parte. Otro caso de esta restricción puede ser observado en la sentencia (b) de la Figur,a 
4, donde el pronombre objeto a (N P2) no puede ser co-referente con el sintagma cuya cabeza es cri~ 
atlvidade (N P1), también por 'la misma restricción est~uctural. L~s restricciones impuestas por la 
gramá.tica h~cen posible la exclusión de pares de expresioiles nominales a niv~l sentencial'y también 
hacen' 'posible la determinación de posibles ~eferentes para ítems refleXí'vos.' En el nivel textual la 
resolución de los pronombres se realiza considerando las entidades previamente introducidas en el 
texto y que concuerdan engép~ro y nÚ,mero con el pronombre. Sin embargo,existen autores que 
consideran la propia estructura del discurso corno determinante en la elección de un antecedente 
para un pronombre [Grosz y Sidner 1986, Brennan et al. 1987J. 
El segundo tipo de elemento anafórico es la frase nominal definida (FND). Una FND es aquel sin-
tagma nominal al que han sido aplicadas operaciones de determinación por medio de los determi-
nantes del portugués: {o, este, esse, aqueJe} y sus respectivos femeninos y plurales. No todas FND 
son consideradas como elementos anafóricos. Categorizamos las FND según el siguiente critério: 
(i) FND que refieren a la situación comunicativa y que son consideradas com~ únicas; (ii) FND 
con operaciones de especificación que refieren al contexto o están siendo introducidas por prÚnera 
vez en el texto; y (iii) FND sin operadonesde complementación, p'ero consid'eradas incompletas. 
Las frases clasificadas como' (i) y(ii) deben encontrar' su ref~rente ~n la base de con~cimi~~tos 
del. sistema, o de'be crearse un referente en caso ~e ser introducidas por primera vez. Las' f~ases 
clasificadas como (iii) deben encontrar un ~lemento co-r~ferente en el propio texto, el ~ual debe 
anteced~r al ítem remisi~o. ' " '. " ',' ,", 
En este trabajo estamos considerando. referencias 'a' eiementos p'reviamerite introd~sidos conside~ 
rando 11niCamente la cabeza n~minal de la FND, otros Cas~s de co-referencia no serán a.quí tratados. 
Consideremos el segmento de texto de la 'Figura 1) [Go~id~ y'Fernández 1985]. En la sentencia (1) 
la expresion "a disciplina Similitude, em Engenharia" introduce una Emtidad en el e'iltorno dis-
, ,2 se!si próprio!si 'próptia:' 
3 o(s)! a.(s) '., . 
4 este(s)! esta{s) ,esse(s) / essa,(s) ,aquele(s)! aquela( s) 
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(1) O presente trabalho tem como meta: divulgar a disciplina Similitude em 
Engenharia ministrada no cy.rso de, Engenharia Mecanica da UFU. (2) Esta 
disciplina visa proporcionar aos alun~s' fundamentos básicos sobre a teoría de 
modelos. 
Figura 5: Referencia anafórica en texto 
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cursivo. En la sentencia (2) esta entidad es anafóricamente retomada por medio de la expresión 
abreviada "esta disciplina". Para resolver esta referencia abreviada es utilizado el predicado nomi-
nal disciplina a.sociado con la ca.beza nominal de la expresión abreviada. 
Consideremos la expresión nominal "estes programas" en la sentencia (3) del resumen de la Figura 2. 
Esa frase nominal definida es una refer~nda abreviada que tiene como antecedente la expresión "os 
programas de avaliat;ao de docentes pelos alunos" de la sentencia. (1). La: resolución de la referen-
cia abreviada es realizada utilizando el predicador programa asociado a la cabeza nominal de la 
expresión abreviada. 
5 Resolución de la cohesión referencial, 
, . 
Para resolver.l~s referencias pronominales en el texto, nos hemos basado en una estructura de pila 
que mantiene las entidades introducidas en el discurso en el brden en que apa.recieron: la más 
reciente será la más accesible. La resolución de 'las frases nominales definidas está basada en una 
base de conocimientos que contiene referentes, reglas de vincuiación conceptual y referentes activos. 
5.1 Resolución de los pronombres 
En'estetrabajo estamos considerando únicamente los 'pronombres personales y los pr~nombres 
objetorle ter~er~persona, los pronombres reflexivos y recíprocos de la lengua portuguesa no serán 
tratádos en este artículo. Un pronombre es considerado una refereIlcia anafórica, por lo tanto' su 
ante~edentedeberá ser una entidad Introducida previamente ~n el texto.' Utilizamos una pila ,AP 
para.,.el aJmacemimient'o de las entidades lntrodu,ci~as en el, text? y que ~irveIl de ~nt~c~d~,nt~s 
para un pronombre. Cada elemento de la pila es una 3-upla de mdice, genero y numero, y las 
operaci~nes'~ob¡'e la pila son las usuales: apilar, desapilar y tope. Cuando una. nueva entidad es 
introducida en el texto, y portanto producida. una representación de la forma p( ie, ... , d, g, n), la 
pila AP,esla¿tulilizada'segúni(3)" 1, ; ',' <':i ;. ,~;' ":",;,;,: 
:; .... \ 
(4) 
El :antécedente delpionombre se; buscará utilizando el esquema presentado en la Figura 6. Po· 
demos observar dos procesos principales: (i) cálculo de las entidades no-coreferenciales aplicando 
~esti-icdones estructud.lesj y(ii) búsqued~ delantecedente~ " ' " ,,', ," ' 
: ; ~, .' . . \ . . . ; .,. .: " 
¡, 
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Figura 6: Resolución de pronombres 
En el proceso (i) es obtenido el conjunto de índices que no pueden ser antecedentes para el 
pronombre; este paso es realizado considerando restricciones en el nivel sentencial aplicadas ai 
árbol de análisis sintáctico. Para cada anáfora ia es calculado el conjunto NC( i a) de pares no 
ca-referenciales según la especificación (5). 
(5) 
tal que iaJ (1 ~ j ~ k) es no ca-referente con ia 
El paso (ii) de búsqueda del antecedente' para,,~l pronombre se basa en la especificación (6)5. 
La pila AP es examinada hasta obtener un posible antecedente para el pronombre considerando 
trazos sintácticos. 
(6) 
Consideremos como ejemplo la resolución del pronombre elas de la sentencia (a) de la Figura 4. El 
estado de la pila en ese momento puede ser observado en la Figura 7. Asumimos que los referentes 
de "a engenharia", "as ciencias" y "técnicas" son respectivamente io, i 1 e i2 · 
{ 
(i2,jem,plu) (tope) 
(i l , jem, plu) 
AP (io, jem, sin) 
Figura 7: Estado de la pila (a) 
La representación del pronombre en el lenguaje de representación es (7) y el conjunto de pares 
no ca-referenciales es (8). 
anafora(ia, fem, plu) (7) 
5 La operación IIk(l $ k $ 3) proyecta el k-ésimo componente de la upla X 
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(8) 
El proceso de búsqueda del antecedente para el pronombre finaliza con la determinación de i 1 
como co-referente con i a • 
Consideremos ahora la resolución del pronombre objeto a de la sentencia (b) de la Figura 4. El 
estado de la pila es mostrado en la Figura 8. Asumimos que los referentes de "a engenharia" y "a 
criatividade" son respectivamente io e i3. 
AP (io.fem.sin) { 
(i3.fem. sin) (tope) 
Figura 8: Estado de la pila (b) 
La representación del pronombre a en ellengu'aje de representación es (9) y el conjunto de pares 
no co-referenciales es (10). 
anafora(ib, fem, sin) (9) 
(10) 
El proceso de búsqueda del antecedente para el pronombre finaliza con la determinación de io 
como co-referente con ib. 
5.2 Resolución de FND 
Para la resolución de las FND utilizamos una base de conocimientos que contiene referentes para las 
FND consideradas completas y reglas para la vinculación conceptual.de las entidades en el contexto 
discursivo. El referente de una FND de tipo (i) es buscado en la base de conocimientos, cuando el 
referente de la expresión definida es encontrado este es marcado como activo. El referente de una 
FND de tipo (ii) es buscado utilizando reglas que establecen relaciones entre entidades introducidas 
en el discurso, y por lo tanto activas, y entidades a ellas conceptualmente vinculadas. Una FND 
de tipo (üi) es considerada una referencia abreviada, el antecedente de esta expresión será buscado 
considerando el predicado asociado a la, cabeza de la FND. 
ASÍ, por ejemplo considerando el segmento de texto de la Figura 5, la expresión '(a disciplina 
Similitude em Engenharia" es considerada una FNp de tipo (i), luego, su referente será buscado 
en la base de conocimiento del sistema utilizando la expresión de búsqueda (11). 
disciplina(X, nome =similitude..em..engenharia) , (11) 
Supongamos que el índice de ese referente es io, este índice será marcado como activo. La 
exp,resión "est~ disciplina",e~ ~onsiderada una FND de tipo (iii), luego, su antecedente deberá ser 
buscado considerando 'el préd1cado disciplina. La búsqueda en la base de conocimiento se realiza 
utilizando una expresión del tipo (12). 
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di.5ciplina(X) A activa(X) ( 12) 
La. ba.se de conocimientos responde a esa búsqueda con X = io. Considerando que el referente io es 
introducido en la sentencia (1) del segmento y que este referente es retomado en la sentencia (2), 
podemos verificar la relación de Elaboración en el segmento. 
Consideremos ahora la expresión definida. "o plano de ensino" que es considerada una FND de tipo 
(ii). El referente de esta expresión será buscado en la base de conocimiento utilizando la regla ( [3) 
Y la expresión de búsqueda (14). 
plano(p(X), modificador = ensino) {:: 
disciplina(X) A activa(X) 
plano(X, modificador = ensino) 
(:. 3) 
(A) 
La solución encontrada es X = p( io). Este referente debe ser marcado como activo en la base de 
conocimiento. 
Como último ejemplo consideremos la resolución de las frases nominales definidas del resumen 
de la Figura 2. En este texto observamos tres frases nominales definidas relacionadas: (a) 'os 
programas de avalia<;ao de docentes pelos alunos" en la sentencia (1)i (b) "este tipo de programa" 
en la sentencia (2)i y (e) "estes programas" en las sentencias (3) y (4). Para la expresión (a) es 
encontrado en la base de conocimientos un referente ipi este referente será marcado como activo pél,ra 
una posible referencia posterior y también para a,ctivar las reglas que vinculan este referente con 
otras entidades. La expresión (b), dadas sus características de complementación y la informaci5n 
tomada delléxíco,es buscada utilizando la regla (15) y la expresión de búsql,leda (16) .. 
tipo(X, modificador = programa) {:: 
programa(X) A activa(X) 
tipo(X, modificador = programa) 
(1.5 ) 
( 16) 
La base de conocimientos responde con X = ip. Finalmente la expresión (c) es considerada urla 
referencia abreviada por lo tanto será buscada en la base de conocimiento utilizando la expresión 
(17). 
programa(X) A activa(X) 
La base de conocimientos responderá con X = i p .' 
6 Conci usiones 
( 17) 
En este trabajó hemos 'abordado la cohesión textual como un paso fundamental en el cálculo de la 
estfuCtilfa 'de un texto. El tipo de texto considerado en este trabajo está restricto a resúmenes de 
artículos técnicos que, a pesar de ser restrictos a un único párrafo, son considerados por la lingihstica 
corno un fenómeno textual. Hemos definimos un formallsmo para la representación de este tipo 
de texto y hemos presentado e! proceso que hace posible la verificación de relaciones cohesivas. ~l 
formalismo de representación puede ser extendido para abarcar otros tipos de texto visto que la.s 
relaciones establecidas entre sentencias son de tipo lógico-semántico y de tipo cohesivo. En este 
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trabajo hemos direccionado un tipo de referencia anafórica conocido como anáfora definida y hemos 
presentado los mecanismos computacionales que· posibilitan la resolución de algunos pronombres 
del portugués y de algunas frases nominales definidas. No hemos considerado el tratamiento de 
otros típos de pronombres como los pronombres substantivós demostrativos. En lo que concierne 
a la resolución de las frases definidas anafóricas considerarnos únicamente el predicado asociado a 
la cabeza nominal de la frase definida, si bien en el "corpus" estudiado este es el mecanismo mas 
frecuente, no es el único, por lo tanto investigación adicional es necesaria para tratar este y otros 
tipos de referencia que aparecen en la literatura. 
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