Introduction
Maps of the distribution of light have long been used to probe the structure of the Universe. In 1917, Einstein wrote of the distribution of stars as possibly being uniform when averaged over large distances [1] . In a similar vein, in 1926 Hubble famously measured the distribution of faint nebulae to test the uniformity of the Cosmos [1] . As the structure of the Universe over increasingly large volumes has become better understood, the distribution of light from objects such as galaxies has remained a powerful cosmological probe [1] [2] [3] [4] [5] .
Quasars classified in wide-area imaging surveys are obvious tracers with which to probe the distribution of light across even larger volumes [6] [7] [8] [9] . Smoothed over sufficiently large scales, we expect the number density of quasars to have a simple relationship to the underlying matter density. This implies that quasar clustering on large scales is directly related to the clustering of the dark matter in which quasars are embedded. Quasar clustering is thus a sensitive probe of the structure and evolution of the Universe.
Hidden in the ever-increasing volumes encompassed by large imaging surveys is a wealth of cosmological information that has yet to be fully exploited. Because gravitational and astrophysical effects influence the evolution of clustering on "small-to-moderate" scales, the very-large-scale clustering of any mass tracer-usually as characterized by its power spectrum-can constrain the primordial potential of the Universe [e.g., 10]. Deviations from a Gaussian distribution of this potential are typically measured using various f NL parameters for different shapes of the three-point function, which parameterize the contribution of non-Gaussian modes to the primordial potential field [11, 12] . This quantity is a powerful cosmological observable, as different inflationary scenarios produce primordial potentials that deviate from Gaussianity at different levels.
In the so-called squeezed limit of the three-point function it is found that significant non-Gaussanity directly affects the abundance and clustering of virialized objects [9, [13] [14] [15] [16] . A very useful example of a non-Gaussian scenario that affects the clustering of dark matter halos is the "local" ansatz, in which the gravitational potential is a simple non-linear function of the local value of a Gaussian field. The local f NL parameter allows us to directly probe different models of inflation. A small value of f NL 1 can be explained using standard, slowroll, single-field inflation [12, [17] [18] [19] . Higher values, however, point towards a more general model of inflation, such as multi-field inflation [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] , the curvaton scenario [35] [36] [37] [38] [39] [40] [41] , or a single field model with a modified initial state [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] .
The Planck satellite has recently placed the most stringent constraints on primordial non-Gaussianity using measurements of temperature anisotropies in the cosmic microwave background [52] . The constraints, however, have not yet excluded any complete class of inflationary models. It is expected that large scale structure surveys in the future may be able to place even stronger constraints on primordial non-Gaussianity [53] [54] [55] [56] [57] [58] [59] [60] . In this paper we use recent photometric data of quasars in the SDSS DR8 sample to constrain background cosmology and primordial non-Gaussianity.
SDSS-III DR8 [61, 62] has imaged 14, 555 deg 2 of the sky in five bands (ugriz). The precision, depth and wavelength coverage of SDSS imaging, which is unparalleled by any similarly large digital sky survey, allows the construction of a large, uniform sample of photometrically classified quasars, with photometric redshifts, to faint fluxes, as described in §2.2. Spectroscopy of a uniform subsample of 1% of these photometrically classified quasars [63] allows us to carefully characterize and calibrate our sample.
In this paper, we make use of DR8 photometrically classified quasars to derive the most accurate and precise measurement of the quasar angular power spectrum achieved to date. Due to non-linear evolution, the quasar density field is not Gaussian on small scales; however, at the large scales we consider, the field should be close to Gaussian. We therefore measure the angular power spectrum of quasars using an optimal quadratic estimator, which provides the maximum available information for a Gaussian field. With a large volume such as that covered by the SDSS, the effects of large-scale systematics are non-negligible [64, 65] . The multi-epoch imaging available in DR8 allows the investigation of how variations in (e.g.) seeing and sky brightness can mimic non-linear clustering on large scales. We employ an innovative method that cross-correlates maps of systematics with maps of the quasar density to gauge and correct our large-scale clustering measurements for non-cosmological contributions [64, 65] . In addition, we use the cross-correlations between different quasar redshift slices to define cuts on the angular power spectrum due to unknown systematics [66] .
The paper is organized as follows: §2 describes the construction of the sample of photometrically classified quasars; §3 presents the theory and measurement of the angular power spectrum; §4 discusses the various potential systematics; §5 describes the method we apply to mitigate the observational systematics and characterize the unknown systematics and §6 summarizes the cosmological constraints themselves. We conclude in §7.
The Data

SDSS Observations
During its imaging phase, the Sloan Digital Sky Survey [SDSS; 67] mapped over a quarter of the sky using the dedicated Sloan Foundation 2.5-meter telescope located at Apache Point Observatory in New Mexico [68] . A drift-scanning mosaic CCD camera [68, 69] imaged the sky in five photometric band-passes [70, 71] to a limiting magnitude of r ∼ 22.5. The imaging data were processed through a series of pipelines that perform astrometric calibration [72] , photometric reduction [73] and photometric calibration [74] . In particular, the third incarnation of the SDSS includes the Baryon Oscillation Spectroscopic Survey [SDSS-III/BOSS; 61, 62], which added 3000 deg 2 of new imaging to SDSS-I/II. The availability of a large, uniform set of imaging data makes BOSS an obvious resource for efficiently photometrically classifying significant numbers of quasars [as in 75, 76] . In addition, SDSS-III is now following up selections of targets selected from SDSS imaging, which are designated for spectroscopy using an adaptive tiling algorithm based on [77] , and observed with a pair of fiber-fed spectrographs [78, 79] . This spectroscopy is vital to better characterizing and calibrating large maps of photometrically classified sources. A summary of the survey design of BOSS appears in [62] , and a full description is provided in [80] .
Photometrically Classified Quasars from DR8 Imaging
We use a photometric quasar catalog constructed from SDSS DR8 imaging using Extreme Deconvolution (XD) 1 . This catalog was created by applying XD to the 103,601 z > 0.3 spectroscopically confirmed quasars in the SDSS DR7 quasar catalog [82] to model the density distribution of quasars in (ugriz) flux-redshift space. This density is compared to a model of the density of non-quasars in flux-space drawn from point sources in 150 deg 2 of SDSS Stripe 82 that do not substantially vary in flux [see 83, 84 , for more details]. By applying these model densities and integrating the quasar flux-redshift density over different redshift ranges, XD can be used to calculate the probability that any source drawn from SDSS ugriz imaging is a quasar in a given redshift range. This process, which is referred to as "XDQSOz", is described in detail in [85] . We will refer to the probability of being a quasar as calculated by XDQSOz over all possible redshifts (0 < z < ∞) as the "XDQSOz probability."
A similar approach to the XDQSOz technique that was used to construct the catalog we use in this paper was used to derive probabilities for targeting for the BOSS CORE quasar sample [e.g. 86, 87] . For instance, our sample employs the same flag cuts as used for the CORE BOSS quasar sample to remove imaging glitches, including the imposed (dereddened) Point Spread Function (PSF) magnitude (for more description on magnitude systems in SDSS, please refer to [73] ) limits of (g ≤ 22 || r ≤ 21.85) && i ≥ 17.8. 2 There are some notable differences in our sample. The catalog we use is constructed using the XDQSOz formalism of [85] ; rather than XDQSO [83] . The catalog we use is not restricted to objects with an XDQSO probability of pqsomidz > 0.424 in the "mid-z" redshift range (2.2 ≤ z ≤ 3.5). Rather, we use sources with an XDQSOz quasar probability of > 0.5 across all redshifts. Finally, we impose an additional magnitude cut of i < 21.5 to guard against faint, unresolved galaxies contaminating our sample. At i = 21.5, fewer than 4% of imaged SDSS sources with an XDQSOz quasar probability of > 0.5 are point-like galaxies [see Fig. 12 of 85].
After applying flag cuts and magnitude limits, the XDQSOz-constructed catalog we consider contains 421,121 (1, 615, 226 ) photometrically classified objects with a quasar probability threshold of 0.9 (0.5). XDQSOz can integrate probabilities over any redshift range, providing full photometric redshift PDFs (Probability Distribution Functions) for each of our photometrically classified quasars. We frequently use the most probable, or "peak" redshift of these PDFs to represent a single "photometric redshift."
Deep Spectroscopy of a Complete Quasar Sample
BOSS collaborators can submit ancillary programs, which utilize fibers that would otherwise be unassigned to targets [80] . One such program surveyed a high-completeness, high-fiberdensity sample of quasars across a large redshift range to fainter limits than the main BOSS quasar samples [63] . This program was augmented by observations to yet fainter limits on the 6.5-meter MMT [e.g. 88] using Hectospec [e.g. 89], as well as by standard quasar targets color-selected for BOSS [90] .
The BOSS ancillary program effectively reached a limit of g ∼ 22.5. 3 The relevant observations are on BOSS plates numbered 5141 through 5147 and correspond to the chunk "boss21." 4 The targeting sample for this BOSS ancillary program consisted of all point sources in the SDSS stripe 82 coadd [91] . This sample was then culled to objects that exhibit significant variability [y NN > 0.5; where y NN 5 is as defined in 90] and meet the color criterion c 3 < (1 − (c 1 /3)) where c 1 and c 3 6 are as defined in [92, their Eq. (13)]. The MMT program was limited to g < 23 with the same color and variability cuts for point sources as imposed in the BOSS ancillary program. But, the MMT program also incorporated resolved sources from the SDSS Stripe 82 coadd. Extended sources were targeted if they met y NN > 0.8 and c 3 < (0.6 − (c 1 /3)), with y NN , c 1 and c 3 as defined in the previous paragraph.
These programs, and the resulting-highly complete-sample of 1877 spectroscopically confirmed quasars, is described in full in [63] . We use this sample of confirmed quasars to better characterize the redshift distribution of our photometrically-classified quasar catalog.
Angular and Redshift Distributions
To interpret the clustering of any sample, one must characterize the expected distribution of the sample as if it is completely random. This involves understanding both the angular and radial selection function in addition to the expected quasar density, which is characterized by its mean density.
To characterize the angular window function, we generate the complete angular mask of the survey following the procedures described in [65] and [61] . To create a more restrictive mask which is catered towards photometric quasars, we exclude regions where the SDSS imaging quality indicator SCORE 7 > 0.5, E(B − V ) > 0.08 [6, [93] [94] [95] [96] , where seeing in the i-band exceeds 2.0 (FWHM), and regions around stars in the Tycho astrometric catalog [97] . The final angular selection function covers a solid angle of ∼ 11, 000 square degrees, and is shown in Fig. 1. 3 no actual limit beyond the SDSS imaging depth was imposed, but standard BOSS spectra have insufficient signal-to-noise to identify quasars beyond g ∼ 22.5
4 the definition of a chunk is discussed more in [86] 5 yNN is basically a probability output by the Neural Network trained and tested using variability data in [90] .
6 c1 and c3 are linear functions of colors (u-g), (g-r) and (r-i) of the object. 7 Please refer to [61] for the specific definition of SCORE Figure 1 . The preliminary imaging mask after applying primary selection cuts, such as cuts on seeing and the bright star mask, to the full imaging mask.
For every object, the photometric redshift and XDQSOz probability of being a quasar were determined as described in §2.2. As seen in Figure 2 , there are significant numbers of outliers in the relationship between photometric and spectroscopic redshift (often called "catastrophic failures"). This feature is typical of quasar photometric redshifts [e.g. 75, 76, [98] [99] [100] [101] and describing the scatter including the outliers would not be very meaningful. Therefore, we use a "sigma-clip cut" where we exclude objects more than 1-sigma from the mean and then recalculate the scatter. We calculate the σ(z spec − z photo ) for each redshift slice after the sigma-clip cut and document the catastrophic outlier rate (R fail ) in Table 1 . Table 1 . A rough characterization of the photometric redshift accuracy for our photometrically classified quasars based on a nearly complete sample of spectroscopically confirmed quasars. We choose to remove catastrophic failures, which are more than 1-sigma from the mean, and then recalculate the scatter after the removal.
We create pixelized maps of the quasar number overdensity (weighted by the XDQSOz probability of being a quasar), δ g = δn/n, using a HEALPix pixelization [102] of the sphere. With 12,582,912 pixels over the whole sphere (HEALPix resolution 10, nside=1024), each pixel covers a solid angle of 11.8 arcmin 2 . These pixelized maps are used directly to compute the angular power-spectra using an optimal quadratic estimator. The optimal quadratic estimator does not down-sample input pixelized maps; it computes the covariance matrix directly from these pixelized maps, as discussed further in 3.4.
The quasar sample is divided into four photometric redshift slices of thickness ∆z = 0.5 starting at z = 0.5 and ending at z = 2.5. We designate these samples QSO 0 through QSO The photometric vs spectroscopic redshift distribution of of SDSS-III photometric quasars that had been observed spectroscopically as described in Section 2.2. The four redshift slices are designated by QSO0-3. One can see that the dispersion for QSO1 and QSO2 is significantly smaller than both QSO0 and QSO3. Figure 3 . The redshift distribution of the photometric quasar sample when we match the objects with an unbiased sub sample as described in Section 2.2 from SDSS-III BOSS. The four different colors designate the four different redshift samples. We can see that there are quite a bit of dispersion especially in the lowest redshift slice (QSO0) and the highest redshift slice (QSO3).
The redshift distribution of the sample is plotted in Fig. 3 . We can see that although the majority of the objects in one photometric-redshift bin is in their corresponding true redshift bin, a significant fraction of them fall into neighboring bins. The comparisons of these photometric redshifts to the spectroscopic redshifts (obtained via SDSS III spectra) are plotted in Fig. 2 , while properties of the different slices are summarized in Table 2 . Table 2 . Properties of the four ∆z = 0.5 redshift slices; z mid is the midpoint of the redshift interval. Bias parameters (with 1σ errors) are deduced by marginalizing over all other cosmological parameters, combining WMAP9 + SN + DR8 (QSO) data-sets. In the fifth column we use all available bins in the range 30 ≤ ≤ max and in the last column we report the final bias from using multipoles in the range 10 ≤ ≤ max that are not significantly contaminated with unknown systematics (see §5).
Sample Systematics
There are a number of potential systematic effects in photometric samples that contaminate clustering: stellar contamination and obscuration, seeing variations, sky brightness variations, extinction and color offsets (such as those described in [103] ). [65] discussed these potential systematics extensively-so we will concentrate on the various systematics that affect angular power-spectra in the range of interest of our science analysis.
The Angular Power Spectrum
As was noted in §1, the angular power-spectrum contains information from both the growth and the expansion of the Universe, encoded in two standard rulers-baryon acoustic oscillations and the matter-radiation equality turn-over scale (i.e. the shape of the power-spectrum).
In this section, we will briefly summarize both the theory and the computation of angular power spectra [see, e.g., 65, for a more detailed description].
From Quasar Distributions to the Angular Power Spectrum
The intrinsic angular quasar fluctuations are given by:
where b(z) is a linear bias factor, which is assumed to be scale-independent, relating the quasar overdensity to the mass overdensity, i.e., δ q = bδ, N (z) is the normalized selection function, and χ(z) is the co-moving distance to redshift z. We focus on the auto powerspectrum of the quasars:
where P (k) = P (k, z = 0) is the matter power spectrum today as a function of the wave number k, and the function [q] is
and j l (x) is the l th order spherical Bessel function.
For an auto-correlation, applying the Limber approximation [104] changes Eq. 3.2 to:
Note the Limber approximation introduces error on the order of O(1/ 2 ) [104] , therefore, for < 10, we will face O(1%) error due to the Limber approximation. In our paper, we only use ≥ 10 in all cases. For a cross-correlation between two different large scale structure samples (be it different selection functions, redshift distributions, biases etc.), we can write the cross-correlation as:
where q can have different biases, redshift dependence, etc. We have not yet distinguished between the quasar and the matter angular powerspectrum. We simply assume that
where C q ( ) and C are the quasar and matter angular power spectra; b q is the linear quasar bias, N shot is a constant shot-noise term which is estimated by the optimal quadratic estimator, and a is a constant shot-noise-like term that is usually added to obtain a better fit to the non-linear power spectrum [105] . This is a good approximation on large scales, but breaks down on smaller scales [65, [106] [107] [108] [109] [110] [111] [112] . Throughout the paper, we adopt this linear, redshift-independent (within our redshift slice) bias model. We set the non-linear fitting parameter a to zero due to large error bars in the data. The bias for each redshift slice is fit as an extra parameter in Cosmological Monte Carlo (COSMOMC; [113] ) chains to ensure that we do not systematically prejudice our cosmological models by fixing a pre-computed bias.
Redshift-Space Distortions
As described briefly in [65] , we have investigated the effects of redshift space distortions (RSDs) and found that non-linearities related to redshift space distortions are not relevant on the scales with which we are concerned. We only include the linear RSD effect, following [95] . To be complete, let us review some of the important details from [95] .
where we have now written the normalized selection function as a function of redshift-space distance, s = χ + v ·θ with the peculiar velocity component, v. Assuming the peculiar velocities are small compared with the thickness of the redshift slice, we Taylor expand the selection function to linear order
Substituting this expression into Eq. 3.7, we express the 2D quasar density field as two separate terms, g = g 0 + g r , where g 0 is the term discussed in the previous section, while g r is the linear RSD correction. We can then use the linear continuity equation to derive the Legendre coefficient as
where β is the growth parameter defined by
, and j is the derivative of the spherical Bessel function with respect to its argument. We can then apply the fact that C ≡ g g * , and calculate the redshift-space-distorted angular power-spectrum.
Non-linearities
Non-linearities in the power-spectrum are caused by the non-linear evolution of components of the Universe, especially the late-time evolution of matter and baryons. To capture the full extent of the non-linearities, with a lack of full-fledged non-linear evolution theory, one would need to simulate the evolution of most, if not all, of the components of the Universe. Extensive research into this problem has been conducted on multiple fronts [106] [107] [108] [109] , whether by perturbation theory [106, 107, 114] , dark matter simulations [115, 116] , or fitting functions suggested by dark matter simulations [117] . Historically, there are a few ways to deal with non-linearities in using power spectra to constrain cosmology: 1) comparing the non-linear power-spectrum to the linear power-spectrum (usually for a specific cosmological model), and keeping only scales that are believed to be linear [95, 118] ; 2) utilizing the halo occupation model to convert a quasar power-spectrum into a halo power-spectrum, which can be easily compared to halo power-spectra from dark matter simulations [119] ; 3) using a variety of fitting functions developed [114] to match observed quasar power-spectra [120] . Our approach of relying on imaging data to derive angular power spectra is a benefit and a drawback. On the one hand, any line-of-sight signals are smeared out, as we lack precise redshifts; but this shortcoming is mitigated by the fact that integrating the signal along the line-of-sight softens non-linearities, which might otherwise have to be carefully modeled. Traditionally angular power-spectrum analysis usually only applies a simple cut on the angular scale that roughly corresponds to k = 0.1kMpc −1 [95] . In this paper, we follow [65] and take a small step forward in terms of treating the overall shape of the angular powerspectrum in the non-linear context. We adopt the simple linear redshift-independent biasing model-with shot noise subtracted for each angular power-spectrum. Therefore, in addition to the cosmological parameters that are of interest for each model, we include three extra parameters for each redshift slice (b, N shot and a) as shown in 3.6. A detailed test of this model can be found in [65] .
Optimal Estimation of the Angular Power Spectrum
The theory behind optimal power spectrum estimation is now well-established, so we limit ourselves to details specific to this discussion, and refer the reader to the numerous references on the subject [65, 96, 121, 122 , and references therein]. We also refer the reader to the Appendix in [65] for more specific details that directly relate to our work.
We start by parametrizing the power spectrum with twenty step functions in l,C i l ,
where the p i are the parameters that determine the power spectrum. We form quadratic combinations of the data,
where x is a vector of pixelized quasar overdensities, C is the covariance matrix of the data, and C i is the derivative of the covariance matrix with respect to p i . The covariance matrix requires a prior power spectrum to account for cosmic variance; we estimate the prior by computing an estimate of the power spectrum with a flat prior and then iterating once. We also construct the Fisher matrix,
The power spectrum can then be estimated asp = F −1 q, with covariance matrix F −1 .
The Optimally Estimated Angular Power Spectrum
The angular power-spectra of photometric quasars as described in Sec 2.2 and estimated using the methodology described in Sec 3.4 are displayed in Figure 4 . As shown in Figure 3 , we must investigate the potential effects of overlapping redshift distributions. Cross-power between different redshift bins not only adds cosmological information, but also information on systematics. When we examine cross-power across various redshift bins, any difference between the measured power and the expected power (from quasar auto-correlations in the same redshift range) can constrain systematics. In particular, we refer readers to our companion paper [66] for a discussion of the use of cross-correlations to characterize unknown systematics. Figure 4. The measured angular power spectrum of quasars in our four redshift bins, obtained using the methodology described in section 3.4. This does not include any of the corrections we will apply later on.
Potential Sample Systematics
When using an imaging survey to infer power spectra, it is extremely important to account for any potential systematics that could affect the observed number density of objects in a given sample. Without properly correcting for sources of contamination we cannot claim an accurate measurement of the angular power spectrum and hence cannot use it to extract cosmological information. Below we review five known sources of contamination in the data that may contribute to extra (or deficit) power on the angular scales under consideration in this work, namely; stellar obscuration, sky brightness, seeing variations, dust extinction, and color offsets. We will show that only the first three of these potential contaminants are significant for quasar power spectra. The density maps and auto-power spectra for these systematics (using the imaging mask of Fig. 1 ) can be found in [65] . In the next section we will discuss our method to correct quasar auto-power spectra for various systematics.
Stellar Obscuration
Stars produce two types of contamination in the creation of photometrically classified samples of quasars. As the color loci of quasars and stars in the SDSS intersect, stars can mimic quasars in certain redshift ranges. In addition, the light from bright foreground objects such as stars affects sky subtraction and can lead to contamination in the observed sample. We evaluate these effects by investigating the cross-correlations between stars and quasars. We pick stars in the magnitude range 18 < r < 18.5 and investigate their effects on quasar power spectra, applying the same imaging masks to both quasars and stars. Fig. 5 displays the cross-correlations between quasars in different redshift slices and our sample of stars. There is surprisingly no significant contamination on large scales by stars for most redshift slices at scales ∼ 10 , but there are significant contaminations in smaller scales such as ∼ 100−200. It is not obvious why this is the case, given our previous argument, but with our method of systematic removal, stellar obscuration will not affect our cosmological interpretation of the result.
Seeing Variations
Since the SDSS uses a ground-based telescope, it is expected that the image quality, which is primarily degraded because of atmospheric seeing, will affect the number of quasars detected in any part of the sky. In fact, we find that seeing is the most dominant systematic for quasars. There is a systematic and significant anti-correlation over nearly all scales relevant to the analysis between seeing and quasar over-densities. This result is not entirely surprising as bad seeing 8 directly affects our ability to identify point sources. In §5 we use the crosscorrelations between quasar overdensities and seeing variations shown in Fig. 6 to determine, and remove, the effects of seeing on observations of quasar clustering.
Sky Brightness
The sky signal is subtracted from SDSS imaging scans before we use XDQSOz to identify quasars. There is a strong systematic effect with celestial location as when one moves to more souther declinations, one generally observes at higher zenith angles, so, in particular, imaging in the SDSS southern cap suffers from brighter sky. Fig. 7 displays the crosscorrelations between photometrically classified quasars in different redshift ranges and the sky. Although there are significant cross-correlations between sky brightness and the quasar density, the effect on quasar over density scales as QSO0 × SKY / SKY × SKY . Since the sky auto-correlations are relatively strong [65] , the actual effect on quasar over density is actually quite small. We also don't see a systematic trend in the cross-correlations. Figure 6 . Cross correlations between image quality (seeing) and quasar overdensities in our four redshift slices. We observe that there is a systematic and significant anti-correlation over nearly all scales relevant to the analysis between seeing and quasar over-densities. Figure 7 . The cross-correlations between sky brightness (in the i-band) and quasar over densities in our four redshift slices. Although there are significant cross-correlations between sky brightness and the quasar density, the effect on quasar over density scales as QSO0 × SKY / SKY × SKY . Since the sky auto-correlations are relatively strong [65] , the actual effect on quasar over density is actually quite small.
Dust Extinction
We check for any residual effects of Galactic extinction on the observed overdensity of quasars by computing the cross-correlation of our quasars in different redshift ranges with the extinction map of [123] , these cross-correlations are displayed in Fig. 8 . Since the SDSS avoids Figure 8 . The cross-correlations between the Galactic extinction map and quasar overdensities in our four redshift slices. Since there are no significant correlations between quasar overdensities and extinction, we discard dust as a critical systematic. Some redshift slices have higher contamination at low multipoles, but since we exclude these extremely low multipoles in our analysis, dust extinction should not affect our inferred cosmological results.
areas with heavy dust extinction, we only have a small overlapping area where there is significant extinction and we do not expect to see a statistically significant cross-correlations. Fig. 8 does not reveal any statistically significant cross-correlation between our quasar and extinction maps, so we discard Galactic extinction as a possible contaminating systematic.
Color Offsets
We calculate various color offsets by using the difference between the observed and expected colors of stars, as discussed in [103] . The expected colors are found by inferring the spectral classes of stars from their spectra. We found no significant correlation between overlapping regions of the quasar density maps and maps of the offsets, and hence conclude that color offsets are not a significant source of contamination in the quasar density fields (see Fig. 9 ). Figure 9 . The cross-correlations between color offsets in u − g, u − i, u − r, and u − z, and quasar overdensities in our four redshift slices. There is no significant correlation between quasars and the color offsets, so we discard these offsets as a potential systematic.
Removing Systematics
The observed quasar density fields in different redshift slices must be corrected for any sources of contamination before using their power spectra for cosmology. As discussed in the previous section, the most dominant systematic fields are those of seeing, stars and the sky. To correct for these systematics we adopt the method discussed in [64, 65] . Following [66] we also use cross-correlations between quasars in different redshift slices to characterize the level of unknown contamination in the auto-power spectra of quasars. We exclude from our analysis any bins that appear to be significantly contaminated with unknown systematics. Here we will briefly review this method and refer the interested reader to [64] [65] [66] for details. The relationship between N sys systematics and the observed density field in redshift slice α is ,
Here δ α g,obs ( , m) and δ α g,true ( , m) are the observed and true quasar density fields, δ i ( , m) refers to the i th systematic, α i ( ) is a weight factor that characterizes the effect of the i th systematic, and u α ( , m) encodes any unknown contamination. The observed and true angular auto-power spectrum in each redshift slice is defined as C α,α ,obs ≡ δ α g,obs ( , m)δ α g,obs ( , m) and C α,α ,true ≡ δ α g,true ( , m)δ α g,true ( , m) . Assuming that the true density field is not correlated with any of the systematics, we can write the following set of N sys equations in each bin of the α th redshift slice
with j = 1, . . . , N sys . The connection between the true and observed angular auto-or crosspower spectra is
where U α,β is the contribution from unknown systematics.
We first obtain a zeroth order estimate of the weights α i ( ) by solving Eq. (5.2) in each bin under the assumption that u α ( , m) = 0. We then obtain the systematics-corrected auto-power spectrum in each redshift slice using Eq. (5.3) for α = β and also assuming U α,β = 0. Before these power spectra can be used in an MCMC analysis, we also need to construct the full covariance matrix, which we will now describe. For the diagonal elements between redshift slices α and β (i.e. for multipoles α = β ) we use a modified Gaussian approximation,
where f sky is the fraction of the sky observed, the shot-noise N shot = f sky ×4π/N sample , N sample is the effective number of quasars observed, ∆C α,α = Nsys i,j=1
. This approach also takes into account the fact that the total number of modes in each bin is given by the sum of modes in min ≤ < max . Since the Gaussian approximation is not perfect and neighboring bins may contribute to the diagonal elements, the diagonal error can be boosted by an empirical factor of a fac . For quasars we do not need to boost the diagonal error and hence set this factor to unity. Fig. 10 compares the diagonal errors from the optimal quadratic estimator (henceforth OQE) and Eq. (5.4) in all four redshift slices. The two agree very well. For the off-diagonal elements of the covariance matrix we simply preserve the structure of the OQE covariance matrix,
All redshift slices usually have similar OQE covariance structures, as we show in Fig. 10 . We can therefore use any redshift slice to generate the ratio in the above equation. Now that the covariances had been calculated, we show the measured (same as Fig. 4 ) and corrected auto-power spectra of quasars, with appropriate errors, in Fig. 11 . Using these power spectra in an MCMC analysis, we obtain the bias in each redshift slice.
For this purpose, we use a modified version of the widely used package CosmoMC [113] . The χ 2 that is the input to the MCMC procedure is (d−t) T . C −1 . (d−t), where d is the data C vector, t is the theory C vector of section 3.1 convolved with the full window function, and C is the covariance matrix. The linear matter power spectrum is calculated using the CAMB code [124] , and apply the HaloFit prescription [71] to account for non-linear effects on the matter power spectrum. A low-cutoff on the angular power spectrum is applied in each redshift slice at min = 30 since we expect lower multipoles to mostly be dominated by systematics. We also choose a high-cutoff, max , corresponding to k = 0.1h Mpc −1 to avoid the strongly non-linear regime of the matter power spectrum. We also dropped the extra non-linear fitting parameter a (see Eq. (3.6)) from our list of parameters to vary as the error bars on the data are too large to allow for a good fit to this parameter. For the MCMC analysis we use standard cosmological data, including the WMAP nineyear CMB data [125, 126] and the "Union 2" supernova data set that includes 557 supernovae [127] , as our baseline model. In addition to the bias in each redshift slice, we also vary over the standard cosmological parameters Ω b h 2 , Ω DM h 2 , θ, τ, n s , log A s , A SZ . Here Ω b h 2 is the physical baryon density, Ω DM h 2 is the physical dark matter density, θ is the ratio of the sound horizon to the angular diameter distance at decoupling, τ is the reionization optical depth, n s is the scalar spectral index, A s is the amplitude of the primordial scalar curvature perturbations at k = 0.05 Mpc −1 , and A SZ represents a Sunyaev-Zeldovich template normalization.
The MCMC analysis produces the bias values listed in the fourth column of Table 3 . These values of the bias are used to estimate the true cross-power spectrum between any two redshift slices. We obtain the cross-redshift distribution needed here as an overlap of the distribution in the two slices. Once we have the true cross-power, it is compared with the measured cross-power using Eq. (5.3). Using the weights α i ( ) obtained earlier, this equation provides us an estimate of U α,β in each bin.
We now calculate the unknown contamination coefficient defined in [66] is evaluated as We discard all bins in each redshift slice α and β for which U α,β is greater than the 1σ-cut in Eq. (5.9). Using the remaining bins in 10 ≤ ≤ max and the corresponding rows and columns of the full covariance matrix obtained earlier, we perform an MCMC analysis on the standard cosmological parameters and the bias in each redshift slice. This generates the new bias values denoted as 'initial' (First iteration) in Table 3 . This process is repeated a few times until the bias of each redshift slice lies within one sigma of the previous iteration. Table  3 lists the bias values obtained in the final iteration. Fig. 12 shows the absolute values of the unknown contamination coefficient and the 1σ-cut for the final iteration. Finally, Fig. 13 presents the corrected quasar auto-power spectrum in each redshift slice and marks the bins that are dropped on the basis of the method discussed here. We also show theoretical curves obtained using best-fit values of the bias (with an exception for the first redshift slice) for 1σ constraints on f NL , which are discussed in the next section. For the first redshift slice, after the final iteration, we use the median value of the bias, which is b 1 = 2.57, instead of the mean value of b 1 = 2.19. The reason for this choice is that the first redshift slice appears to be dominated by unknown systematics. As a result, using bins that survive the 1σ-cut yields an estimate of the bias (which is varied in b 1 ∈ [0.1, 10]) that is not bounded from below (see Table 3 ). We use the median value in all of the cosmological parameter analysis in the next section as well. The method used here excludes bins from both redshift slices whose cross-power is significantly contaminated as one cannot tell a priori which redshift slice is responsible for the contamination. For this reason, there will be bins in each redshift slice that do not appear contaminated but are still dropped as their cross-power with another redshift slice is significantly contaminated. Table 3 . The best-fit Gaussian bias (with 1σ errors) for quasars in our four redshift slices, using WMAP9 + SN + DR8 (QSO) data. In the fourth column we use all available bins in 30 ≤ ≤ max , while in the remaining columns we use only those bins in 10 ≤ ≤ max that satisfy a 1σ-cut on U α,β . Figure 13 . The corrected angular power spectrum of quasars in the four redshift slices. Open circles represent data points that are dropped due to large unknown systematics (final iteration). Filled circles are data points that are not dominated with unknown systematics. The vertical dotted line shows max . The curves are the theoretical angular power spectra at the best-fit and 68% confidence values of f NL for LRGs + quasars -f NL = 2 (solid black), f NL = −64 (dashed red), and f NL = 67 (long-dashed blue). For the theoretical angular power spectra, the Gaussian bias in each redshift slice is set to the value that corresponds to the MCMC analysis which only uses filled circles in 10 ≤ ≤ max .
Results
Constraints on Cosmological Parameters
The angular clustering of large scale structure allows us to constrain the background cosmological parameters that govern the evolution of our Universe. We use measurements of the quasar angular power spectrum in our four redshift slices QSO0-QSO3 to constrain cosmology in a flat ΛCDM model and to constrain primordial local non-Gaussianity. We first present constraints for a flat ΛCDM model. On combining quasar angular power spectra with WMAP9 + SN data and performing an MCMC analysis over the standard cosmological parameters Ω b h 2 , Ω DM h 2 , θ, τ, n s , log A s , A SZ and the bias in all four redshift slices, we obtain the results shown in Table 4 . Here Ω m is the matter density in units of the critical density today, Ω Λ is the dark energy density in the same units, and σ 8 is the RMS density fluctuation at 8h −1 Mpc. Quasars do not significantly add constraining power to the vanilla cosmological model when compared to just WMAP9 + SN (first column). It is worth noting, however, that the common choice of retaining bins in 30 ≤ ≤ max in quasar angular power spectra corrected for known systematics (middle column) yields significantly different results compared to our method of removing contaminated bins using cross-correlations among different redshift slices (last column). The best-fit values of the bias were shown earlier in Table 3 . Table 4 . Comparison of the cosmological parameter values (with 1σ errors) produced with a combination of CMB, supernovae data sets and DR8 quasars (QSO) . In the third column we use all available bins in 30 ≤ ≤ max , while in the fourth column we use only those bins in 10 ≤ ≤ max that satisfy a 1σ-cut on U α,β . We can see that quasars by themselves do not augment constraints on the cosmological parameters when we restrict ourselves to the ΛCDM model and use the WMAP9 and SN datasets. However, the change in Ω m , h and σ 8 before and after we drop the systematically contaminated bins is interesting. This again shows the importance of removing bins that are contaminated by known and unknown systematics.
Next we present constraints on primordial non-Gaussianity using WMAP9 + SN + DR8 (QSO) 9 data. In the presence of primordial (local) non-Gaussianity, the halo bias includes a scale-dependent term given by [9, 10, 128] 
9 We denote quasar data described in this paper by DR8 (QSO) from now on −500 0 500 f NL Figure 14 . The magenta line shows the marginalized distribution of f NL when we combine WMAP9+SN with QSO clustering over bins in the range 30 ≤ ≤ max , using a "typical" choice to remove systematics in the angular power spectrum of quasars-a hard cut of ≤ 30. The green line shows the marginalized distribution of f NL when we instead remove contaminated bins as determined by cross-correlating different redshift slices as described in [66] . There is a decrease in constraining power when we remove more -bins using the new method. The blue line combines WMAP9+SN with QSOs and LRGs, again removing contaminated bins as determined by cross-correlating redshift slices [66] . The LRG and quasar samples become consistent when we remove contaminated bins using our new method instead of the "typical" choice. Here, δ c ≈ 1.686 denotes the critical density for spherical collapse, H 0 is the Hubble constant, T (k) is the matter transfer function normalized to unity as k → 0, and D(z) is the linear growth function normalized to (1 + z) −1 in the matter-dominated era. We set p = 1.6 for the extreme case that quasars only populate recently merged halos [9] . We add the above term to the Gaussian bias b 1 and introduce an extra parameter f NL to the MCMC analysis. In order to constrain f NL we set the bias b 1 in each redshift slice to its best-fit value from Table  3 (again with the exception of the first redshift slice, for which we use the median value in the analysis after dropping bins), and perform an MCMC analysis over the standard cosmological parameters and f NL . Using all bins in 30 ≤ ≤ max yields f NL = 166 +58 −57 (1σ error) while using only those bins in 10 ≤ ≤ max that satisfy a 1σ-cut on unknown systematics, produces f NL = 103 +148 −146 (1σ error). On further including the DR8 (LRG) data of [64, 65] , setting p = 1 for LRGs and using the results of the best-fit bias with a 3σ-cut, we find that f NL = 2 +65 −66 (1σ error). In Fig. 13 we present the theoretical angular power spectra for quasars, using the best-fit and 68% confidence values of f NL obtained using LRGs + quasars. The comparison of the marginalized distribution of f NL and Ω Λ between not dropping any of the contaminated bins, dropping those bins but including only quasars, and including LRGs are shown in Fig. 14 and Fig. 15 respectively. It is apparent that once the contaminated bins are dropped, the LRG and QSO samples give consistent results. LRGs also tighten the constraints significantly. For completeness, these results, along with the corresponding values for background cosmological parameters, are shown in Table 5 . Table 5 . Comparison of the cosmological parameter values (with 1σ errors) using CMB and supernovae data sets and using these data sets in combination with DR8 LRGs and quasars, in the presence of primordial (local) non-Gaussianity. In the second column we use all available bins in 30 ≤ ≤ max , while in the third and fourth columns we use only those bins in 10 ≤ ≤ max that satisfy a 3σ-cut (LRGs) or 1σ-cut (quasars) on U α,β .
Companion Results
In this paper DR8 quasars and LRGs are used to constrain primordial local non-Gaussianity. Our companion paper [129] studies constraints on a general form of the non-Gaussian halo bias, proportional to A NL /k α , different from the usual f NL /k 2 form in Eq. (6.1) which holds only for the exact local ansatz. Since different models of inflation predict different forms of the scale dependence, this allows us to constrain models of inflation using a new observable, α. We also present a Fisher matrix analysis using survey parameters consistent with DR8 to analyze the best constraints that can be obtained from a survey of this size. With current photometric large scale structure data, the full marginalized upper limit on α is 2.0 at the 95% confidence level, consistent with the local ansatz.
Conclusion and Discussion
We measured the angular clustering of quasars over the largest volume ever probed, coupled with the highest density of quasars ever used for such measurements. Although, in principle, extremely precise cosmological constraints can be obtained with a high volume and a high density of tracers, this study demonstrated the necessity and importance of detecting and removing unknown systematics. In the case of photometric quasars, even after removing a large number of systematics using cross-correlations between systematics maps and quasar density maps, significant contamination remains. We applied a new method to detect the magnitude with which unknown systematics affect quasar density maps. This method uses cross-correlations between different redshift slices of quasars, relying on the fact that overlapping quasars from different redshift bins produce a relatively modest signal that can be adequately modeled within the current cosmological framework. Once we determined the magnitude of the contamination, we removed those "bins" ( -bins) which are contaminated.
Our method is not perfect, since there is insufficient information to disentangle which redshift slice in a cross-correlation is the main cause of any systematic contamination. Therefore, we removed -bins that are contaminated from both redshift slices, even though maybe only one of the redshift slices is truly contaminated. Nonetheless, this approach provides a mechanism with which to estimate conservatively which -bins are contaminant-free. Further, this method can be used at any chosen tolerance to unknown systematics-convenient as different users of our method may have different science goals.
We determined conservative constraints on primordial non-Gaussianity from the angular power-spectrum of both quasars and luminous red galaxies [65] , finding tighter constraints on f NL (166 +58 −57 ; 1σ error) when "typical" systematics cuts that rely on excising a certain range of -bins (retaining only > 30) are applied. The constraining power of these 4 redshift slices after excising the low-bins is comparable to [9] , whose constraints were derived primarily from a single redshift slice of quasars which was deemed to be relatively systematics-free. Using only those bins in 10 ≤ ≤ max that satisfy a 1σ-cut on unknown systematics produces f NL = 103 +148 −146 (1σ error). We consider this to be a more conservative bound on f NL . In addition, this is also more consistent with constraints obtained using only Luminous Red Galaxies in our companion paper [66] .
Combining quasar and LRG samples produces constraints on primordial non-Gaussianity, of f NL = 2 +65 −66 (1-sigma) . This result is consistent with other recent publications on primordial non-Gaussianity from large scale structure and the CMB [52, 130] .
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