Abstract: Demand estimation in a water distribution network provides crucial data for monitoring and controlling systems. Because of budgetary and physical constraints, there is a need to estimate water demand from a limited number of sensor measurements. The demand estimation problem is underdetermined because of the limited sensor data and the implicit relationships between nodal demands and pressure heads. A simulation optimization technique using the water distribution network hydraulic model and an evolutionary algorithm is a potential solution to the demand estimation problem. This paper presents a detailed process simulation model for water demand estimation using the particle swarm optimization (PSO) algorithm. Nodal water demands and pipe flows are estimated when the number of estimated parameters is more than the number of measured values. The water demand at each node is determined by using the PSO algorithm to identify a corresponding demand multiplier. The demand multipliers are encoded with varying step sizes and the optimization algorithm particles are also discretized in order to improve the computation time. The sensitivity of the estimated water demand to uncertainty in demand multiplier discrete values and uncertainty in measured parameters is investigated. The sensor placement locations are selected using an analysis of the sensitivity of measured nodal heads and pipe flows to the change in the water demand. The results show that nodal demands and pipe flows can be accurately determined from a limited number of sensors.
Introduction
A water distribution system (WDS) performs the crucial role of supplying safe drinking water to the public. The main goal in WDS operation and control is to meet the desired water demand while ensuring the appropriate water quality and pressure is met in all the nodes. Water flow from the sources to the demand nodes is a continuous event with time-varying flow rates determined by water demand schedules. Nodal demands are state variables of interest in WDS operation because they are the driving inputs that determine the nodal pressures and pipe flow rates measured in the field. State estimation is the process of computing unknown network conditions from the knowledge of available measurements and other known network parameters [1] . A water demand estimation algorithm coupled with a WDS model forms a critical component for supervisory control and data acquisition (SCADA) systems.
In water demand estimation, the nodal demands are the unknown state variables, while pressure heads and pipe flows are determined from field measurements. Because of the complexity of pipe connections in large water distribution networks and the associated cost, only a few locations are selected for sensor placement. The accuracy of state estimation relies on the available field measurements, which are constrained by the number of installed pressure and flow sensors. The problem of sensor placement has been addressed in literature by considering budget constraints and the quality of measured data [2] , location impact metrics [3, 4] , and the time taken to detect contamination events [5, 6] . The number of sensor locations may also be reduced by clustering water demand nodes into groups [7] , grouping nodes according to water quality characteristics [8] , and using reduced network models [9] . A ranking technique is used to select nodes for locating pressure sensors in [10] . Loop flows are estimated in [11] using known nodal demands in order to address the problem of a low measurement redundancy. The installation of sensors in a WDS is also subject to site accessibility and consent from the landowner. With the observed constraints in sensor placement, the estimation of nodal demands and unmeasured pressure heads or pipe flows with data obtained from a limited number of locations is a current research problem. Because of the large number of unknown parameters compared to the available measurement data, the estimation problem is underdetermined. The contribution of this work is the formulation of a simulation optimization technique that estimates both nodal demands and unmeasured pressure heads when the number of measurements is less than the number of parameters to be estimated. The objective function minimizes the absolute error of the measured parameters using the particle swarm optimization (PSO) algorithm. The sensor placement locations are selected using an analysis of the sensitivity of measured nodal heads and pipe flows to the change in the water demand. The sensitivity of the estimated parameters to the number of sensors, the uncertainty in demand multiplier discrete values, and measurement errors is also investigated.
The next section presents the literature review on WDS state estimation, and Section 3 presents the formulation of the methodology for water demand estimation via simulation optimization. The simulation results and discussion are presented in Section 4, and Section 5 concludes the study.
Literature Review
Knowledge of the status of a water distribution network is realized by means of state estimation techniques that yield a set of variables that fully describe the status of the system. State estimation in WDSs is expressed using a nonlinear measurement model [12] :
where z ∈ T is the vector of available measurements (pressure heads, flows, and demands), x ∈ T is the state vector formed by nodal heads and fixed-head node flows, and is a zero-mean random vector that models the measurement errors. The measured flows and pressure heads, combined with the hydraulic energy and mass conservation laws, provide the necessary system of equations used to implement the state estimation model defined in Equation (1) . Loop flows are estimated using weighted least squares in [11, 13, 14] from known nodal demands. Water demands are estimated using a Monte Carlo simulation with Kalman filtering in [15, 16] . Genetic algorithms are used to calibrate predicted water demand data in [17, 18] . The underdetermined nodal demand problem is solved in [19] using singular value decomposition (SVD) and in [20] , by combining SCADA data and demand estimates. Compared to classical methods such as the weighted least squares and Langrangian multipliers, the SVD technique and evolutionary algorithms have the potential of estimating nodal demands when the number of measurements is less than the number of parameters to be estimated. In [11] , known demand estimates are used in conjunction with measurements in order to ensure that the estimation problem is not underdetermined.
In this study, a simulation optimization technique based on the discrete event simulation paradigm was used to implement the PSO algorithm. The optimization algorithm was used to estimate nodal demands and unmeasured nodal heads and pipe flows. EPANET software [21] was used to implement and solve the WDS hydraulic model. The optimization algorithm was used for estimation while results from EPANET were used to simulate measured values one time step ahead. The results are compared with recent related works.
Methodology

Objective Function
The water demand estimation problem, which estimates the variation in nodal demand using information from measurements taken by pressure/flow sensors, is defined as a minimization of the absolute error:
where H i,M and Q j,M are the measured nodal head and pipe flow rate at node i and pipe j, respectively; H i,S and Q j,S are the simulated head and flow rate at node i and pipe j, respectively; and N H and N Q are the number of head and flow sensors installed in the network. The constraints are the law of conservation of mass at each node, the law of conservation of energy in each loop, and minimum pressure head requirements. The water demands at each node are the decision variables of the optimization problem.
Modeling of Water Demand Multipliers
The node demand data used in a water distribution network analysis is normally based on estimates derived from monthly water meter readings. The nodal demand profiles are composed of static distribution factors, which vary with the consumer type. The water distribution system is classified into supply areas according to land use, such as residential, commercial, and industrial areas. The general demand pattern for the different consumer types in a 24 h period is shown in Figure 1 . The demand pattern data is obtained from [22] .
In order to solve the water demand estimation, the problem of how to set nodal demands used as the driving inputs for generating measured parameters in Equation (2) has to be addressed first. The nodal demand for node i at time step k is given by
where D i,k is the nodal demand, m i,k is the demand multiplier for node i, and D 0,i is the base demand for node i. The decision variables of the optimization problem are therefore conveniently represented as the set of demand multipliers m = {m 1,k , m 2,k , . . . , m N T,k } at each time step k, where N T is the total number of nodes in the water distribution network.
Process Simulation Model
The demand estimation problem is solved using the discrete event simulation optimization scheme shown in Figure 2 . A discrete event simulation scheme eliminates the need for an explicit time loop. The estimation starts with the hydraulic simulator running with data from a defined demand-user pattern in order to generate the measured values of pressure head (H i,m ) and pipe flow (Q j,m ). The measured values are obtained from the selected sensor locations. The optimization algorithm uses randomly generated nodal demand multipliers to run the hydraulic simulator in order to generate the simulated values of the pressure head (H i,s ) and pipe flow (Q j,s ). At the end of each iteration of the optimization algorithm, the simulated data is passed to the optimization model. The objective Equation (2) function is used to evaluate the fitness of nodal demand multipliers. The optimization algorithm calibrates the demand multipliers on the basis of the fitness obtained. The hydraulic simulator runs in the steady-state mode.
The PSO algorithm [23] , the optimization model, and the simulation optimization scheme of Figure 2 were implemented in C/C++. The EPANET software package source code in C and the programming toolkit [24] were utilized. The constraints of the optimization problem were solved by EPANET. The optimization algorithm was interfaced with EPANET using the interface module developed in [25] .
The simulation was carried out by defining discrete event times that defined the transition of states in the system. An evolutionary algorithm such as PSO generates a population of potential solutions that are used to run the system, and the fitness of each solution is evaluated using Equation (2) . A discrete event time T 0 is chosen as the time each potential solution of the optimization algorithm takes to run the system. The parameters of each potential solution are a set of demand multipliers that are updated at the end of each iteration. The parameters of each potential solution are passed to the hydraulic solver during the initialization phase in order to evaluate the fitness. Proper initialization ensures that the fitness of each potential solution is evaluated with the same initial conditions. After a simulation time equal to T 1 = NT 0 , where is N is the population size, the fitness of each set of demand multipliers is evaluated and the optimization algorithm re-calibrates the demand multipliers. The hydraulic solver evaluates the reference values (measured values) for the optimization algorithm one time step ahead, that is, at t = (k − 1)T 1 . In this paper, a discrete event time of T 0 = 0.01 s was used. The nodal water demands for each time step during the 24 h consumption period are estimated using demand multipliers, which are used to compute the actual demand using Equation (3). The demand multipliers are defined in the continuous range as shown in Figure 1 . In order to increase the convergence speed of the estimation process, the demand multiplier range is converted into the discrete range with step increments.
Step sizes of 0.01 and 0.05 were used and the results were compared. An integer coding scheme was used, for which the PSO particles were used to search for the optimal index in the defined range. Because the motion of the PSO particles during the search process is continuous, the position of the particle was rounded to the nearest integer. The particle position corresponds to an array index where the actual demand multiplier is stored. 
Selection of Sensor Placement Locations
The sensor placement locations are selected on the basis of the sensitivity to the change in the water demand. The sensitivity matrix [26] is expressed as
where each element s ij measures the effect of change in the nodal demand f j on the measurement m i at a selected pipe link or node. The sensitivity matrix has been used to select sensor placement locations for leakage detection in [27, 28] . A simulated change in the water demand in all the nodes is used to generate a pipe flow sensitivity matrix and a nodal head sensitivity matrix. A change in the nodal demand of 1.5 liters per second (LPS) at the two nodes of each pipe link is considered at each step. The measurement locations are ranked according to the variance of the measurements at each location. The best locations for placing sensors are those that experience the highest variability in measurements as a result of change in the nodal demand. This simple approach was used in this study to select the measurement locations in a real network with a large number of pipes and nodes.
Simulation Results and Discussion
Simulation experiments were performed using three case studies. A small water network consisting of 9 nodes, 12 pipes, 1 pump and 1 tank was used to perform the simulation experiments in case studies I and II. The network is available in EPANET as example "Net1.net" [21] . The water network was as is shown in Figure 3 . Case study I considers the water demand estimation using measurements from pressure sensors only, while Case study II considers measurements from both pressure sensors and flow sensors. All the nodes in the Net1 network share the same hourly demand multipliers, but each node has an independently defined base demand. Case study III considers a medium-sized network that represents the operation of a real water distribution network. The case studies utilized the optimization algorithm to estimate hourly nodal demands for each hour in a 24 h period. 
Case Study I: Estimation of Nodal Demands with Measurements from Pressure Head Sensors
The sensor placement locations were identified using an exhaustive search. Tests were carried out starting with an ideal case where pressure sensors were placed in all the nodes. The sensors were then reduced sequentially while the performance was observed. Initial results showed that the water consumption at node 2 could not be accurately estimated without placing a pressure sensor at node 2. Node 2 was the source node that supplied the entire network. Node 1 was not selected for sensor placement as there was no water consumption at the node. One sensor was therefore permanently placed at node 2, while the sensors at the other locations were sequentially removed. Good results were obtained with only two sensors placed at nodes 2 and 8.
To assess the suitability of the identified locations, the nodal head sensitivity matrix of the network was generated and the variance of each row was used to rank the nodes. The results of the nodal head sensitivity ranking are shown in Figure 4 . The pressure head at node 9 was the most sensitive, while that of node 3 was the least sensitive. The results showed that further engineering judgement was required in order to select the locations, as both nodes 8 and 9 were connected to the same pipe link. Nodes 2 and 5 also shared a common pipe link. It was also observed that node 1 had zero demand. Nodes 2 and 8 were therefore good locations to place pressure head sensors. The PSO initialization parameters for the case study are given in Table 1 . The first simulation experiment was carried out using step increments of 0.05 to encode the demand multipliers. The demand multipliers lay in the range from 0 to 2.0. Because of the stochastic nature of the optimization process, nodal demand estimates from 30 simulation runs were averaged and used for comparison. The estimated nodal demands for nodes 2, 4, 6 and 9 using a demand multiplier step increment of 0.05 are shown Figure 5 . A summary of the average estimated and actual values of the water demands for the 24 h period is given in Table 2 . The results in Table 3 were converted to gallons per minute (GPM) for easy comparison. The results were compared with those reported in [17] using a genetic algorithm (GA) model. The base demands for nodes 7, 8 and 9 in the GA model were different to those in the model used in this paper. Estimation was carried out in [17] using three pressure sensors placed at nodes 4, 6, and 8 and with a demand multiplier step increment of 0.02. The results in Table 2 show that the estimated demands for nodes 3, 6 and 7 were comparable, while the PSO model gave improved results at all the other nodes. The results obtained in this paper show that placing a pressure sensor at the source node contributes to an improvement in the estimated water demand. The results obtained from 30 (independent optimization trial) runs in this study compare with those obtained in 100 runs of the GA model [17] . There is therefore a need for further analyses of the sensitivity of the estimation error on the number of optimization runs used to obtain the average demand. A large number of optimization runs increases the computation time. A low computation time is necessary for the near-real-time on-line monitoring and control of water distribution systems. Table 1 . Case study I & II: Initialization of particle swarm optimization (PSO) parameters.
Parameter Value
Population (P) 50 Number of iterations (N) 100 Inertia factor (w max , w min ) 0.5, 0.05 Social rate (C 1 ) 0.9 Cognitive rate (C 2 ) 2.5 The second simulation experiment was carried out by adding noise to the nodal demands used to generate the measured values. White Gaussian noise with a zero mean and variance of 0.1 was added to the hourly nodal demand multipliers. The demand multipliers with noise scenario is shown in Figure 6 . The purpose of adding noise was to investigate the sensitivity of estimating the water demand to uncertainty in the step increment of the demand multipliers. The results obtained using step increments of 0.05 and 0.01 were compared. A resolution of 0.05 resulted in a single nodal demand multiplier search space of 40, while that of 0.01 resulted in a search space of 200. The nodal demand estimates from 30 simulation runs were averaged and used for comparison. The estimated nodal demands for nodes 2, 4, 6, and 9 are shown in Figure 7 . A summary of the estimated and actual values of the water demands for the 24 h period is given in Table 4 . The values are highly correlated with R = 0.981 and R = 0.991 for ∆ = 0.05 and ∆ = 0.01, respectively. There was therefore no significant difference in the water demand estimates determined using a step increment of 0.05 or 0.01 when the discrete values of the demand multipliers had an uncertainty of ±0.1. Figure 6 . Nodal demand multipliers with added white noise. 
Case Study II: Estimation of Nodal Demands with Measurements from Flow Sensors and Pressure Sensors
The simulation experiments in this case study were carried out by placing a pressure sensor at node 2 and flow sensors at pipes 7 and 11. Pipe 7 was selected as it supplied node 3, which had the highest error margin, as shown in Table 4 .
To assess the suitability of the identified locations, the pipe flow rate sensitivity matrix of the network was generated, and the variance of each row was used to rank the pipe links. The results of the pipe flow rate sensitivity ranking are as shown in Figure 8 . The pipe flow rate at pipe 9 was the most sensitive, while that of pipe 6 was the least sensitive. The results also show that further engineering judgement was required in order to select the locations, as pipe links 2, 7 and 9 were connected to node 3. Gaussian white noise was used to add a measurement uncertainty equal to ±10% of the measured value. A demand multiplier step increment of 0.05 was used in the simulations.
A summary of the averaged nodal demand estimates and pipe flow estimates are given in Tables 5 and 6 . The averaged estimated nodal pressure heads are shown in Figure 9 . The pipe flow rates were more sensitive to variation in nodal demands, compared to the pressure heads. The estimated flows for pipes 2, 5, 6, and 7 are shown Figure 10 and the estimated flows for pipes 3, 8, 10, and 11 are shown Figure 11 . It can be observed from the results in Table 6 and Figures 10 and 11 that the pipes with low flow rates, for example, pipes 3, 5 and 6, had the highest error margin during estimation. The results show that these were the pipes with the highest sensitivity to changes in the water demand. The 24 h average pipe flow rates of Table 6 show that pipe 5 had an estimated average flow rate of 7.57 L/s with an error of 0.5%. However, the hourly flows in Figure 10b show that the estimated flow rate of pipe 5 had a correlation of R = 0.567 with the actual values. The flow rate of pipe 6 had an average estimation error of 8.3% and a correlation of R = 0.721 between the hourly estimated values and the actual values. It is therefore concluded that the correlation coefficient between actual and estimated values is a better measure of the quality of estimation, especially in pipes with low flow rates. The nodal demands estimated in case II had a maximum error margin of 7.9% at node 4, while those estimated in case I had a maximum error of 12.9% at node 3. The estimation error at node 3 reduced to 1.3% in case II. This could be attributed to the flow sensor placed at pipe 7 in case II. It is therefore concluded that the utilization of both pressure and flow sensors improves the overall results obtained during estimation.
Case Study III: Estimation of Water Demand in a Larger Water Network
The third case study considers a medium water network that consists of 40 pipes, 35 nodes, 1 pump station, and 1 water tank. The network is available in EPANET as example "Net2.net" [21] . The pump station was modeled as a node with a negative demand using the provided demand profile. The network data modeled the operation of a real network. The water demand of each node was independently defined and the water consumption represented a combination of different user types. The network layout is shown in Figure 12 .
In this case study, the PSO algorithm was initialized to run with a population of 100 and 500 iterations. A demand multiplier range of 0 to 4.0 was used with a step increment of 0.02. The upper limit of the demand multiplier range was chosen by analyzing the nodal base demands and the provided demand profile data.
The sensitivity matrix was utilized to select the locations for placing flow and pressure sensors. The results of the nodal head and pipe flow rate sensitivity ranking are as shown in Figures 13 and 14 , respectively. The results show that the pressure of nodal heads nearer to the pump station was more sensitive to the change in the water demand. The flow rates of pipe links were also generally more sensitive to the change in the water demand, compared to the nodal heads. Considering a case in which three pressure sensors and six flow sensors were available for placement, nodes 3, 6 and 10 and pipe links 13, 14, 15, 27, 28, and 30 were selected. The results for the estimated average water demand for a 24 h period are as shown in Figures 15 and 16 . The results show that the nodes with a water demand of less than 0.3 LPS, for example, nodes 7, 32, 33 and 35, had estimation errors of more than 40%. The average of the estimation error for the actual values was 15.0%, while the average estimation error of the absolute values was 22.4%. The estimation error of the actual values was lower because the negative and positive errors offset each other. The average demand estimation error in [17] was 14.7% for the same network. The largest demand estimation error in this study was 56.2% at node 32. The average demand of node 32 was 0.1 LPS. However, Figure 15 shows that the absolute estimation error at node 32 was not significant. The results show that the nodes with low water demands had a high contribution to the overall water demand estimation error.
The estimation process of 500 iteration runs for a real-time of 62 s on a 2.6 GHz computer with 4 GB of memory. Further research is therefore required in order to reduce the estimation errors and improve the computation time. The proposed process simulation model is suitable for implementing and comparing the performance of evolutionary algorithms in water demand estimation. The future work for this study entails embedding a sensor placement algorithm in the developed process simulation model in order to assess the sensitivity of sensor placement locations on the water demand estimation errors. 
Conclusions
As a result of budgetary and other physical constraints, there is a need to estimate water demands in water distribution networks from a limited number of sensors. A detailed process simulation model for water demand estimation using the PSO algorithm was formulated and implemented. Nodal water demands and pipe flows were estimated when the number of estimated parameters was more than the number of measured values. The water demand at each node was determined by using the PSO algorithm to identify a corresponding nodal demand multiplier. The nodal demand multipliers were encoded with varying step sizes. The sensor placement locations were selected using an analysis of the sensitivity of measured nodal heads and pipe flows to the change in the water demand. The results show that accurate results can be determined using sensor measurements from a limited number of locations. The results also show that the estimated water demand is not sensitive to an uncertainty of ±0.1 in demand multiplier discrete values or a ±10% uncertainty in measured parameters. Further research is required in order to address the problem of embedding a sensor placement algorithm in the developed process simulation model in order to assess the sensitivity of sensor placement locations on the water demand estimation errors.
