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S cien tific  ab stra ct
Billiard maps are one of the most common types of dynamical systems. Iri recent years, billiards 
with time-depending boundaries became popular objects of study, especially due to their re­
levance in physical models. One fundamental question is whether a billiard particle may ac­
celerate to unbounded energies due to collisions with the moving boundary. This unbounded 
energy growth in systems with impacts is known as Fermi acceleration mechanism. Recently, it 
has been numerically shown that Fermi acceleration exists in elliptic time-dependent billiards. 
Due to the Hamiltonian nature of biUiard dynamics, they can be analysed via techniques from 
the Hamiltonian mechanics. We present some basic properties of symplectic (twist) maps and 
Hamiltonian flows. The analysis of the relevant facts from the theory of static elliptic billiards 
is presented. Then we present some recent relevant results from the area of KAM theory and 
Arnol’d diffusion, as KAM-type approaches have been used in rigorous mathematical formula­
tion of Fermi acceleration. We review some milestones in the development of Fermi acceleration 
up to the current state of affairs. Finally, we outline an approach that could be used to prove 
the existence of orbits with growing energy in elliptic billiards and present the results we have 
achieved so far in this direction.
Keywords and AMS Classification Codes: Dynamical systems, billiards, Fermi acceleration,
instability in Hamiltonian systems
37J40
Lay su m m ary
Billiards are a simple type of mechanical system. A point particle moves in a straight line with 
constant speed in a bounded planar domain until it hits the boundary of the domain, where 
it experiences an elastic impact according to the law of optics: ’’angle of incidence =  angle 
of reflection” . This implies that the speed, and hence the energy, of the particle is conserved 
during the collision with the boundary. Hamiltonian systems are exemplified by the fact that 
the energy is conserved, so we may view billiards as an example of Hamiltonian systems. In 
recent years, billiards with a boundary depending on time became popular objects of study. 
This was motivated by numerous applications in physics, such as in atomic physics. Due to the 
fact that the boundary is now moving, a particle may gain or lose energy in the collision. When 
the particle collides with the boundary moving towards it, its energy increases, but the particle 
loses energy when the boundary is moving away from it at the time of impact. A fundamental 
question here is, whether the net gain of energy is positive or negative over many collisions, i.e 
will the impacts lead to averaging out of energy increments or will they lead to an accumulation 
of energy. In particular, one would like to investigate if it is possible for the energy of the particle 
to grow unboundedly. This is called Fermi acceleration (FA) mechanism, and is the main object 
of study in this thesis.
A variety of geometrical domains with moving boundaries were investigated, both numeri­
cally and theoretically. It was recently shown by numerical simulations that one biUiard domain 
in which the particle exhibits Fermi acceleration under time-dependent oscillation of the boun­
dary is an ellipse. This was a surprising result, as it was previously believed that FA was not 
possible for billiard of this type. At the present moment, there is a lack of a mathematical ex­
planation for this behaviour in elliptic billiards. In this thesis, we review the history of billiard 
systems and Fermi acceleration. We present a review of some facts from the theory of Ha­
miltonian systems, both unperturbed, and perturbed (when typically, the energy is no longer 
conserved). We then outline a sketch of an approach that may be used to indeed prove that FA 
is possible in Fermi acceleration. This approach is motivated by the combination of techniques 
from the theory of Hamiltonian dynamical systems. We embark on some initial steps in this 
direction.
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1. Introduction
1. In tro d u ctio n
In 1949, Fermi was investigating the origin of cosmic radiation [15]; in particular, he was sear­
ching for an explanation of the abundance of high energy particles in space. These high energy 
particles, that are detected on earth, are called cosmic rays. Fermi’s idea was that charged 
particles can gain energy by interacting with moving interstellar magnetic fields that originate 
from shock waves of supernovae or from magnetised interstellar clouds. He observed that during 
the instances when the magnetic field was moving towards the particle, the particle would gain 
energy, but if the fast particle passed through a field moving away from the particle, it would 
decelerate, i.e. the magnetic fields would act as massive ’’scatterers” . His deduction was that 
on average, the energy would be gained due to the fact that head-on collisions would be more 
frequent than overtaking ones due to the relative velocity being larger in the former case. This 
is assuming that the distribution of the velocities of the magnetic fields is random, e.g. the 
number of fields moving in one direction is equal to the number of fields moving in the opposite 
direction. Hence for the initially fast particle, the majority of the fields moving away from it 
would not be able to overtake it. The highway analogy - a motorist would see more cars going 
towards him than away from him, is helpful here. In this way, the particle eventually accelerates 
to unbounded velocities (energies). This acceleration is termed Fermi acceleration (FA). One 
may also call the orbits with unbounded energy accelerating, or escaping orbits.
Ulam [47] devised a simple mechanical model for the study of FA. This model, appropriately 
called the Fermi-Ulam (FU) model, consists of a classical particle bouncing elastically between 
two massive walls, one of which is stationary and the other is oscillating periodically. From 
this description, we see that this dynamical system belongs to the class of Hamiltonian time 
dependent systems with impacts. If we consider the return map to the section defined by 
the position of the fixed wall, we observe that this map turns out to be an area-preserving 
twist map under certain assumptions on the velocity of the particle and the amplitude of the 
wall oscillation. This formulation admits the powerful approach of KAM theory to study the 
behaviour of the map on infinite time scales. It turns out that in fact Fermi acceleration is 
not present in the FU model for sufficiently smooth, of class, wall motions. This fact was 
initially proved by Pustylnikov [40]. The FU model will be discussed in more depth in chapter 
4. It is worth to note that this model was the subject of attention of many other authors; it was 
studied from analytical, numerical and heuristic viewpoints, for various types of wall motions 
- random, smooth, analytic. A good reference for an introduction to the Fermi-Ulam model is 
the book by Lichtenberg and Lieberman [35].
There have been a number of variants of the basic FU model; one important example is the 
so-called bouncer model, introduced by Pustylnikov [27]; it consists of a particle in an external
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gravitational field falling onto an oscillating wall; the result here is that FA is present for certain 
types of analytic wall motions. Again, the proof relies on the KAM theorem.
Generalisation to billiards with oscillating boundaries were initiated in the 1990s, partly 
motivated by applications in physics, for instance atomic optics [6 ], [24], plasma physics [7] and 
nuclear physics [26]. The article by Koiller et al [26] is one of the earliest mathematical works 
on this topic.
Billiards in general are one of the most widely studied topics in the theory of dynamical 
systems. They represent the motion of a point particle inside a compact domain Q (known as the 
billiard table) in a straight line with constant speed and elastically bouncing off the boundary of 
the domain dQ. The study of billiard systems was initiated by Birkhoff [3], and later significantly 
extended and popularised by Sinai [10] and his followers. Billiards manifest themselves in a 
natural way in various problems of mathematics and physics. The statistical mechanics model 
of a gas of hard spheres, due to Boltzmann, can be represented as a certain billiard table, and 
also the Lorentz gas model. There are intricate relations with Boltzmann’s ergo die hypothesis. 
Billiards contain many features of classical and quantum-mechanical properties of more complex 
dynamical systems, and their relative simplicity allows extensive numerical analysis. Modern 
applications in physics include superconducting microwave cavities, atomic optics, waveguides, 
classical optics and acoustics, quantum dots. There is the rapidly developing field of quantum 
chaos, the study of which again draws on the properties of classical billiard models.
For 2D billiards, it has been suggested by Loskutov, Ryabov and Akinshin [37] that the 
presence of chaotic dynamics in a frozen billiard (i.e the phase space contains a Smale horseshoe) 
suffices for the onset of FA when a time-dependent boundary perturbation is introduced. This 
is known as the LRA conjecture after the authors’ names. It has recently been proved by 
Gelfreich and Turaev [18]. However, the chaoticity is not a necessary requirement: Lenz et 
al [36] demonstrated numerically that the mean energy of the ensemble of particles in a time- 
dependent elliptic billiard, the frozen counterpart of which is integrable, grows unboundedly. 
Hence the LRA conjecture was extended to the existence of a heteroclinic set in the phase space 
by Bunimovich et al [32] in the extension of the work on time-dependent elliptic billiard with 
drag effects included. We remark that the question of existence of accelerating orbits in elliptical 
nonautonomous billiard was also raised in the survey by Dolgopyat [12].
This thesis has two main aims: to describe certain simple mechanical models used to investi­
gate Fermi acceleration, and to initiate the study of the elliptic billiard with moving boundaries. 
We will describe a method that may be used to investigate the possibility of an elliptic billiard 
possessing orbits with an arbitrary increase of energy. Since the elliptic billiard with a ’’frozen” 
boundary has a heteroclinic set, this may be viewed as the extension of the LRA conjecture 
above.
1. Introduction
The thesis is organised as follows. Chapter 2 compiles some important notions from Hamil­
tonian flows and the relation to symplectic twist maps. We also introduce stable and unstable 
manifolds of maps and describe the Melnikov method, an approach that allows one to investigate 
the splitting of stable and unstable manifolds under a perturbation of a map. In chapter 3, we 
introduce the billiard map and see that it is, in fact a twist map if the boundary curve is convex. 
We focus on circular and elliptic billiards.
Chapter 4 reviews some important results in the theory of FA. We examine some approaches 
to the proofs of existence, or lack of, in certain important models. We summarise some important 
numerical investigations and some open questions in this area. We describe in some detail the 
numerical/heuristic studies of time-dependent elliptic billiards as these observations provide the 
motivation for our investigation.
The mechanism intended to describe the energy growth in time-dependent elliptic billiard is 
somewhat akin to a simplified version of Arnol’d diffusion. W ith.this similarity in mind. Chapter 
5 presents some important notions from KAM theory and Arnol’d diffusion.
Finally Chapter 6 presents the outline of the method we intend to use to study the time- 
dependent elliptic billiard, which draws from certain tools used in the study of Arnol’d diffusion. 
We present the analysis of the elliptic billiard up to the scattering map.
2. Hamiltonian systems
2. H a m ilto n ia n  system s; basic  facts
2.1. Introduction
We begin our discussion with a brief review of concepts in the theory of Hamiltonian differential 
equations and corresponding area-preserving (twist) maps. This serves as a prelude to Chapter 
4 on Fermi acceleration, since many results in the theory of systems with impacts rely on the 
analysis of relevant twist maps. The twist map formulation is also relevant for billiard models, as 
we will see in the subsequent chapter. Also, we describe some other important concepts, namely 
stable and unstable manifolds of maps and a characterisation of their splitting. We choose to 
focus on further topics in Hamiltonian mechanics, namely KAM theory and the related subject 
of instability, or Arnol’d diffusion in Chapter 5.
2.1.1. Symplectic manifolds
Hamiltonian mechanics is defined on symplectic manifolds. A symplectic manifold M is a smooth 
2 n-dimensional manifold endowed with a symplectic nondegenerate closed form w, called the 
symplectic structure. The symplectic manifold with its symplectic structure is denoted by the 
pair (M, w ) . In local coordinates,
ÜÜ =  Cbjkdzj A dzk
l<j<k<2n
where the matrix A  =  (ajk) is skew-symmetric. Darboux’ theorem states that in any neigh­
bourhood of a point on a symplectic manifold there exist local coordinates (q,p) such that the 
symplectic form becomes
w =  ^  d p j  A dqj  
j = l
We say that M  is exact if the symplectic form uj is exact: u  — dç!>; where (f> is the Liouville 
1-form. A diffeomorphism /  : M i — M2 of two symplectic manifolds (M%, wi) and (M2 , wg) is 
called symplectic if /*W2 =  cui, where f*  denotes the pullback of / .  Further, /  : M  — > M  is 
exact symplectic iî f*(f) — (/> — dS  for some function S  : M  — >• E  which is called a generating 
function of / .
2.1.2. Hamilton’s equations, Poincare-Cartan integral invariants
Exact symplectic manifolds arise in Hamiltonian mechanics. In general, a Hamiltonian dynami­
cal system on a manifold M  with a symplectic form w is denoted by (M, uj, H). The manifold M
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is the cotangent bundle T*Q (phase space) where Q is an n-dimensional manifold (configuration 
space). In cotangent coordinates (p, ç) where q is the position, p momentum, we have (f) =  pdq 
and UJ — dpAdq, i.e. the familiar symplectic form in Hamiltonian systems. Hamilton’s equations 
for a time-independent [autonomous) Hamiltonian H[p,q) with n  degrees of freedom (d.o.f.) in 
symplectic coordinates (p,q) = (pi, ...,Pnj 9 ls •••? Çn) are
dH  . _  ^  
dqi ’ dpiPi — Q 5 qi — Q 5 * — 1, 72 (2 ' 1)
At this stage, we introduce Poisson brackets, which are defined for two functions A[p,q) and 
B[p, q) of the phase space as follows:
Thus the Hamilton’s equations (2.1) may be expressed as
P i  =  { p i , H ] ,  q i  =  { q i , H ]
Now suppose a Hamiltonian depends explicitly on time, H  — H[p, q,t). In this case, the system 
is said to be nonautonomous, and it has (n-f 1/2)-degrees of freedom. The flow is in the extended 
phase space (p, q ,H ,t)  with extended variables
P n + l  =  - H ,  qn+1 =  t
and the new Hamiltonian is
H  ^  H [ p , q , q n + i ) + P n + l
with the symplectic form uj  =  dp A dq — dH A dt. Suppose that 7 (5) is a family of closed curves 
parametrised by s in the extended phase space. As usual in mechanics [2], we define the action 
of the closed curve to be the integral, which is called the Poincare-Cartan integral invariant, to 
be
5 (7 ) =  ^  pdq — Hdt
It may be proved [2] that the value of the action does not depend on the closed curve 7 . Hence
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the action of a closed curve in the extended phase space is invariant under the Hamiltonian 
flow; the map T  preserving this action is symplectic. Restricting the closed curve to a constant 
energy surface in the extended phase space H  =  M e , the Poincare-Cartan invariant reduces to
^  pdq
which is the action of a periodic orbit.
2.2. Tw ist maps
Symplectic maps naturally arise from Hamiltonian flows in two ways. One class of symplectic 
maps comes from a time-t shift along a trajectory of a Hamiltonian system, where t is a fixed 
number. Another class consists of Poincare maps. These are constructed in the following 
way. Take a time-independent Hamiltonian system (M ,uj,H ), with the flow •0^ . Consider 
the flow on the (2n — 1 )-dimensional hypersurface formed by the chosen constant energy level 
M e  = {z E M  : H (z) = E}. Let P  C M e  be a (2n — 2) dimensional surface transverse to the 
flow in some region of Mg. We construct the Poincare map by choosing an initial condition zq 
on P  corresponding to the flow at time t = to, and looking at the next iterate z\ that corresponds 
to the position where the flow crosses P  surface again at the minimum positive time t > tg. The 
resulting map is also called the return map, and P  is the Poincare section. It is a fact that the
Poincare map is symplectic too. For a proof, see Lazutkin’s text [29].
We now give an exposition of twist maps, following [8 ]. Twist maps constitute an example 
of exact symplectic maps. Let M  C T*Q. A map /  : M  —  ^M  is twist if it is exact symplectic 
and there exists an open set U G Q x Q such that tt x tt o /  : M  — 17 is a diffeomorphism. 
Here, we denote by t t  the projection of the phase space M  C T*Q onto the configuration space 
Q. The Legendre transformation of /  is defined by the map I = ( t t  X  t t  o f)~ ^  : U — > M. The 
function L = S  o l : U — > R is the twist generating function or the Lagrangian of / .
Returning to the cotangent coordinates {p,q), the canonical projection is 7t{p,q) =  q.
Let f{p ,q) =  (p,q). Then by exactness, we obtain pdq — pdq = dS{p,q). The Legendre 
transformation is l{q,q) — (p,q) and thus the Lagrangian is L(q,q) = S{p,q). Therefore, 
pdq — pdq — dL{q, q), and the map /  is defined implicitly by
p ^ - d iL { q ,q ) ,  p ^ d 2L(q,q)
Of course, the crucial twist property that allows one to express the generating function in terms
2. Hamiltonian systems
o f  t h e  o ld  q a n d  t h e  n e w  c o o r d in a t e s  q i s  t h e  i n v e r t i b i l i t y  o f  m a p  t t  X t t  o  / :  h e n c e  t w i s t  c o n d i t i o n  
m a y  b e  e x p r e s s e d  a s  r e q u ir e m e n t  t h a t  d e t ^  7^ 0 .
The motivation for the term Lagrangian is from a variational principle. Let x  = {p,q)- 
The orbits of a twist map /  are the sequences O — {xi)i^z G M  such that f (x i)  =
The configurations are the sequences O' = E Q such that when %+i), then
f(x i)  =  Xi^\. The configurations are the critical points of the series, called the action functional,
o '  —> ^ 2  -^(%) %+l) G R
This series can be divergent, but in certain important cases it is convergent. For instance, 
suppose that the orbit O is homo clinic to the hyperbolic fixed point x*, with the corresponding 
configuration O'. Then the action functional
WIO] =  W [0’\ = ^ [ L ( « ,« + i )  -
iez
where we denoted 7r(z*) =  q*, converges to a quantity called the homoclinic action of the orbit 
O.
Rem ark 2.1. It is interesting to note that in an elliptic billiard, using a straightforward geo­
metric argument, one observes that the homoclinic action is equal to minus the focal distance of 
the ellipse. The fact that all homoclinic lengths coincide is indication of integrabüity [8j.
2.2.1. Twist maps on a cylinder
In 2 dimensions, twist maps are usually defined on an open cylinder C — T x (0,1) where 
T =  R /Z . Thus the configuration space Q is the torus T, and T*Q =  T X R. Denote the 
universal cover of C by (7 =  R X (0,1).
D efinition 2.1. The lift F  of a map T  : C ^  C is a map F  = (Fi, F2) ’ C C such that if 
TT : C C is the projection to the quotient C, then t t  o F  =  T  o t t . The meaning of this is that 
Fi commutes with integer shifts in the circular direction and F2 is periodic in the first variable.
D efinition 2.2. A diffeomorphism T  : C C of the open cylinder to itself is called an area- 
preserving twist map if
1. T  preserves area
2. T  preserves orientation
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3. T  preserves boundary components
4 . the lift T  — (Ti,T2) : Ô —> C satisfies the twist property d T \{x ,y )jd y  7  ^0
Viewing the twist condition geometrically for planar maps, the image of every vertical line 
at fixed value of x is a diffeomorphism.
R e m a rk  2.2. I f  T\ is a monotonically increasing function of y, we say that T  twists to the 
right; T  twists to the left i fT \  decreases monotonically with y.
R e m a rk  2.3. The inverse of a twist map is also a twist with the sense of the twist in the 
opposite direction. However, the composition of two twist map is not necessarily twist as some 
points may rotate so much as to violate the twist property. Therefore, the set of twist maps is 
not a group under composition.
Integrable area-preserving twist maps form an important class of twist maps. It is in this 
context that some important results in Fermi acceleration are proved. Hence we define:
D efin ition  2.3. An area preserving twist map is integrable if  it is of the form  T (x ,y )  — 
[x-{-g{y),y), where g[y) is a monotone function. Integrable twist maps leave the circles T^ X {y} 
invariant and rotate them by g { y ) .
R e m a rk  2.4. We will see that convex billiards are an example of twist maps; in the cotangent 
coordinates (p, q) where q denotes the position on the boundary and p is the momentum, the 
Lagrangian is L{q,q) = | q — q \, that is just the Euclidean distance between two consecutive 
collision points.
2.2.2. Integrable maps: general form
Moving on from twist maps, we define an integral of map T  : M  M  to h e  a function /  ; M  —^ R 
which is invariant under the orbits of the map T. Suppose z = (p, q) 6  M , then the invariance 
condition may be written as
I { T { z ) )= I{ z )
In the definition, we exclude the constant function which is trivially invariant. The map T  
is integrable if it has n independent integrals almost everywhere on M . We say that the set
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of integrals is independent if span an n-dimensional vector space at each point
z 6  M . The integrabüity condition may be expressed as the requirement tha t the integrals are 
in involution. This condition is expressed as stating that the Poisson bracket of two integrals 
Ij{p,q) and Ik(p,q) is zero:
For the planar integrable twist map, we see that the integral is I  = y.
2.3. E llip tic  a n d  h yperbo lic  o rb its; s tab le  a n d  u n s ta b le  m anifolds
Consider a planar C'' area-preserving diffeomorphism T  : for r  > 1. Let z — (zi,Z 2 ) E
R^. One may obtain local information about the behaviour of orbits of the map by linearization 
around a point z. The stability of a fixed point z*, T{z*) = z* could be determined by the 
linearization matrix DT{z*) =  d fT  since in first order linear approximation, the map
T  is just matrix multiplication by DT. Due to area-preservation, det(DT) =  1 and hence 
Spec(DT(z*)) =  A, A“ .^ The characteristic polynomial of D T  is of the form A^  — Xtr(DT) 4 - 1. 
We have
• I tr[D T) |>  2; the eigenvalues are real and distinct; the fixed point z* is said to be 
hyperbolic.
• I tr(D T) |<  2 ; the eigenvalues are distinct and have unit modulus; the fixed point z* is 
said to be elliptic.
• I tr(D T) 1= 2; the eigenvalues coincide and are equal to 1 or —1; the fixed point is said to 
be parabolic.
By the Hartman-Grobman theorem [25], the map T  is topologically conjugate to its lineari­
zation in a neighbourhood of a hyperbolic fixed point. Thus hyperbolic fixed points are unstable: 
A > 1 corresponds to the unstable direction and A“  ^ corresponds to the stable direction. The
Hadamard-Perron theorem implies that the hyperbolic point z* has C'~ one-dimensional local
stable and unstable invariant manifolds Wfgf(z*) defined such that in a Ô- neighbourhood of z*:
=  {z S :|1 V 'iz )  -  z ' ||<  S,Vn > 0}
WLU')  = {z e :|| T"(z) -  z* ||< <5, Vn < 0}
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By iterating T, the local manifolds may be continued to give global stable and unstable invariant 
manifolds
W ‘ {z*) =  {z e  lim II r* (z )  -  z* 11= 0} =  U  T-"(W;%,(z'))
W ( z ')  =  {z e  E" : lim || T 'lz )  -  z* ||=  0 } =  .|J T"(W,“„(z*))
Observe that any point of the global (un)stable manifold could be mapped into a point in 
the local (un)stable manifold by a suitable choice of n. The above definitions are analogous for 
hyperbolic fixed points of higher-dimensional maps.
A branch of a stable manifold cannot self-intersect; the same is true for the unstable manifold. 
However, stable and unstable branches may intersect. If both manifolds emanate from the 
same fixed point, the intersection point is called a homoclinic point. Else, if the intersecting 
manifolds correspond to different fixed points, the intersection is called a heteroclinic point. By 
invariance, the orbits of homoclinic points only contain homoclinic points; likewise for the orbit 
of a heteroclinic point. Hence these are called homoclinic (heteroclinic) orbits. All the above 
definitions and theorems on the existence of stable and unstable manifolds may also be carried 
over to the context of flows, and thus we choose to omit them. There are three possibilities for 
the type of intersection at homo clinic (heteroclinic points). The points could be of transverse 
intersection, points of finite-order tangency, or points of inhnite-order tangency. The séparatrices 
are said to split if their intersection does not contain points of infinite-order tangency.
In an integrable system IT“ and W® typically coincide if the energy surface is compact, for­
ming an invariant curve called a separatrix. By the Hartman-Grobman theorem, the hyperbolic 
fixed point and its stable and unstable manifolds persist for small perturbations. However, a 
perturbation generically destroys integrabüity and the separatrix splits. The measure of the 
transversality may be calculated in various ways: the Poincare-Arnold-Melnikov (or simply 
Melnikov) method is the most common approach. It may be used to calculate the distance D  
between the invariant manifolds that may be taken as a quantity that characterises the splitting. 
The Melnikov method is a first-order method in the perturbation parameter.
Melnikov methods are commonly used in the context of Hamiltonian flows. Suppose that 
one has a Hamiltonian H {q,p,t) — Ho(p,q) eH i{p,q,t). Here, H q represents the unperturbed 
system and eHi a smaU perturbation. Denote ( q , p )  =  z .  The unperturbed system H q has stable 
and unstable manifolds Wq’^  coinciding in a homo clinic loop P =  Wg (z*) H Ho*(z*) to a fixed 
point (z*). Parametrise the homo clinic connection by time, P(f). Then the first order distance
12 2. Hamiltonian systems
F  in e between perturbed stable and unstable manifolds is
/ oo-OO
evaluated over F. M{to) is called the Melnikov function. The Melnikov potential L, also called 
the Poincare function, is related to the Melnikov function by is M(to) =  — . The nondegene­
rate zeroes of M(to) imply the transverse intersections of W f'^. A discrete Melnikov method can 
be applied for perturbations of maps; in essence, the infinite integral is replaced by an infinite 
sum computed over the unperturbed homo(hetero)clinic connection. W ith reference to elliptic 
billiards, we will review some results in Chapter 3 and develop use this approach in Chapter 6 .
When the eigenvalues of the fixed point depend on quantity that is not fixed, the first term 
may not be the most prevalent. For instance, suppose that the map T§ depends on a parameter 
then its hyperbolic fixed point depends on 5. We take a perturbation depending on a parameter 
e, such that 0(e). Suppose that we may compute D =  D{5, e) =  eD\{5) -f O(e^) for
a fixed Ô. However, if 5 is not fixed, the first term may not be the most dominant, and thus 
one would be required to know the asymptotic behaviour of all the expansion terms. Hence this 
approach may give incorrect results in case of exponentially small splitting, when the perturbation 
parameter and the eigenvalues are both small. We refer to the article by Gelfreich and Lazutkin 
[16] for more-or-less state of the art in the subject of separatrix splitting and exponentially small 
phenomena. It should be noted that in systems with multiple time scales, the separatrix splitting 
may be exponentially small; at every order in e, the Melnikov function is exponentially small 
in e. We will examine this notion further in Chapter 3, with the development of a Melnikov 
method for nonautonomous elliptic billiard in Chapter 6 .
Coming back to the Hartman-Grobman theorem, the elliptic fixed points, on the other hand, 
are surrounded by closed invariant curves of the linearized system; hence they are linearly stable; 
but this behaviour may not carry over to the map T.
We may extend the formalism for hyperbolic fixed points to periodic orbits of the map T. 
Suppose that z is a point of period n > 1, i.e. T'^(z) — z. Then z becomes a fixed point of the 
map T  =  and the preceding analysis applies.
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3. B illiard  m od els
We begin this chapter with a general exposition of a class of dynamical systems called billiards. 
Despite being intuitively simple to grasp, these systems display a whole spectrum of dynamical 
behaviour ranging from completely regular (integrable), to mixed, to fuUy chaotic. The ma­
thematical study of billiards was initiated by Birkhoff [3], and later significantly extended by 
Sinai [43] and his followers. Billiards are models for various physical phenomena where one 
or more particles move in a bounded domain experiencing collisions with the boundary of the 
domain and each other. The statistical mechanics model of a gas of hard spheres, due to Boltz­
mann, is one of the earliest situations that were modelled by billiard dynamics. Another early 
model is the Lorentz gas model arising in the study of electricity. Despite their apparent simpli­
city, billiard models contain all the features of classical and quantum mechanical properties of 
more complex dynamical systems. Due to the fact that the equations of motion do not require 
integration, ’’formal side... almost completely disappears and only interesting questions need 
to be considered” , as remarked by Birkhoff [3]. Modern applications in physics are numerous: 
atomic optics, waveguides, superconducting microwave cavities, classical optics and acoustics, 
quantum dots. The rapidly developing field of quantum chaos draws on the properties of some 
simple billiard models.
After introducing the necessary general concepts needed for mathematical study of billiards, 
we focus on two simple, integrable examples: the circular and elliptic billiards. We discuss some 
important properties of the elliptic billiards. These properties will be required for the study of 
the time-dependent elliptic billiards in Chapter 6 . For completeness, we also summarise some 
previous mathematical works on perturbations of elliptic billiards.
3.1. Basic properties
In this section, we define the notion of a billiard and provide a basic overview of the theory. We 
will observe that they are a specific case of the area-preserving maps, and in particular, for convex 
boundaries, they satisfy the twist property; that is, they are a class of twist maps. A detailed 
introduction to the theory of billiards may be found in the texts by Chernov and Markarian [4] 
and Tabachnikov [44]. For detailed account of billiards, geodesic flows and symplectic maps, 
in the context of KAM theory we refer to Lazutkin’s text [29]. In this section, we follow the 
exposition of [4].
Let Q be a Riemannian manifold with a smooth (piecewise smooth) boundary dQ. The 
manifold Q is called a billiard table. The billiard dynamical system in Q is obtained by a free 
motion of a point particle, called the billiard ball, or just billiard, inside Q with elastic reflections 
off the boundary. Therefore, the point particle moves along a geodesic in the interior of Q with
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constant speed. At the collision point with the smooth boundary the tangential momentum of 
the particle stays the same, while the normal component reverses sign. Thus the billiard flow is 
a geodesic flow on a Riemannian manifold with boundary.
We will examine billiard systems in planar domains, i.e. when Q C R^. Assume that the 
boundary is a closed finite union of sufficiently piecewise smooth {C^ suffices for most purposes) 
compact curves F, such that
dQ =  F =  F iU .. UFn
The curves F i , ..., Fn are called walls or components of dQ. The boundary dQ generally consists 
of flat, focusing or dispersing walls. Focusing walls are also called convex, and dispersing walls 
concave. We denote by k = k(s) the signed curvature of the boundary point s E Fj. We choose 
the sign of k such that:
• k (0) =  0 , if Fi is flat
• k(s) > 0 , if Vi is convex
• k(s) < 0 , if Fi is concave,
since this choice is often used in the literature on convex billiards, to which class our elliptic
billiard belongs. However, the opposite choice is also used (adopted by Sinai) for the discussion 
of more general billiard boundaries.
Now, we describe the motion (flow) of the billiard. Let q(t) E Q he the position of the 
particle, and v{t) G R^ =  TqQ be the velocity vector; the momentum vector is p{t) E T*Q] and 
time is denoted by t E R. When q E int(Q), the velocity is constant:
q = V, Û =  0 (3.1)
When q E dQ, the particle experiences a specular reflection governed by the optical rule ’’angle 
of incidence =  angle of reflection” , which is written as
Vnew =  Void -  ‘^{Void, n{q))n[q) (3.2)
where Vn^ yj is the postcollisional velocity vector, Void is the precollisional velocity vector and 
n[q) is the inward unit normal vector to the boundary at the incidence-reflection point q. If 
the particle hits a corner, its further motion is not defined. We observe that the norm || v || is 
preserved by the equations (3.1), (3.2), and therefore does not affect the dynamics. It is usually
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set to one in billiards with fixed boundary. Thus we take u E  T as it is a unit modulus vector 
only specifying the direction of motion at each instant.
The billiard flow is fully specified by the particle’s position q and its unit velocity vector 
u E  T. Hence the phase space of the flow is
n  =  {{q, u) =  Q X T}
Introduce the coordinate system (x,y,uj) on Q, where q = (x ,y) E Q and w E T is the angle 
measured counterclockwise between the horizontal x- axis and the velocity vector v. It is a 
well known fact [4] that the flow preserves the Lebesgue measure dxdydu  on H and thus the 
volume form dx A dy A duj.
We can reduce the study of a billiard flow to the study of the Poincare map B  constructed 
on the boundary dQ. The map B  gives a relation between consecutive collision points by 
considering q E dQ and the unitary reflection velocity vectors v.
D efinition 3.1. Let M  be the phase space of the Poincare map B  consisting of positions q on 
dQ and reflection velocity vectors v at q:
M  = {m  = (q,v) E : q E dQ, {v,n(q)) > 0}
We call B  the billiard map such that B  : M  ^  M , B{q,v) =  {qi,vi). Here qi represents the 
point where the trajectory starting at q with velocity v hits dQ again, and v\ is the new direction 
of the velocity vector after reflection at q i.
Observe that we have defined B  so that we only consider the state after the reflection, i.e. 
we consider postcollisional velocity vectors.
We define the billiard orbit to be a sequence {m i)i^z  G M  such that B{mi) = mi+i. A 
billiard trajectory is a sequence of straight line segments (li)i£Z such that l{ — [%, denotes 
the segment from % to qi+\.
Now endow the phase space M  with a coordinate system. Suppose that the boundary dQ is 
parametrised by arc length (s), oriented in the counterclockwise direction such that dQ =  7 (5 ) : 
[0, d] —> M? denotes this parametrisation, with d being the total length of the boundary. Due to 
arc length parametrisation, tangent vectors to the boundary are unit vectors. The position of 
the bounce point on the boundary can be determined in terms of s. Let 0 be the angle between 
the reflected velocity vector v and the positively oriented tangent vector at q. Since the motion 
is only inside the boundary, 9 E [0 , 7t] and if Q is strictly convex, then 9 is restricted to the
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Figure 3.1: Billiard map
open interval (OjTt). Since the arc length parameter s is cyclic, take s € T =  R /dZ  =  [0, d]. 
The coordinates {s,9) are known as Birkhoff’s coordinates. It is a well known fact [4] that the 
billiard map preserves the measure sin 9dsd9 which can be shown by appropriate calculations 
on the derivative of the billiard map, or straightforwardly by using the generating function (see 
below). Accordingly, the 2-form sin 9ds A d9 is conserved. We may identify the phase space 
M  with an aimulus A =  T x [0 ,7 t]. If the boundary is strictly convex, we accordingly take 
A =  T X (0, 7t) .  Thus the billiard map B : A —> A is
B : [0,d] X [0 ,7 t] [0,d] X [0 ,7 t], B{s,9) =  {S{s,9),Q {s,9)) (3.3)
where (B, 0 )  =  (si,^ i) are the new position and reflection angle. We will later see that convex 
billiards, are in fact, area-preserving twist maps, a particular case of which is the elliptic billiard.
3.1.1. Generating function and area-preservation
Now for a moment define a new coordinate system (s ,r)  =  (s,cos9), such that the billiard 
map becomes B {s,r)  =  ( s i ,r i)  =  (S{s,r), R{s,r)). We will show that in these coordinates the 
billiard map is area-preserving with a generating function. The generating function is defined 
to be the Euclidean distance between two boundary points as a function of parameters s and 
si:
L{s,si) = \ \ j { s i) - y { s ) \ \  (3.4)
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In this formulation, assuming that the billiard dynamics is non-trivial, i.e. the particle has 
non-zero speed, we always have s ^  si, thus the generating function and its derivatives are well- 
defined. Given two consecutive bounce points on the boundary in terms of s and s i, L (s ,si)  
allows us to calculate the corresponding angles of reflection 9 and 9i made with the tangent to 
the boundary at the points s, si. A simple calculation gives
dsL{s,si) =  -  < 7 %s), > =  - c o s 6> =  - r  (3.5)
Similarly,
ds^L[s,si) = <  7 ^(si), > =  cos6*1 =  n  (3.6)
P ro p o s itio n  3.1. The map B  is area and orientation preserving in (s ,r)  coordinates: the de­
terminant of the tangent map D B {s,r) is equal to 1.
Proof. We have det(FB (s, r)) =  dyRdgS — dsRd^S. We would like to evaluate it in terms of the 
generating function. To this end, first define L (s,r) — L(s, S (s,r)). Thus
d sL {s , r )  =  d i L { s , S { s , r ) )  - \ - d 2 L s , S { s , r ) d s S ( s , r )  =  - r  -{- R ( s , r ) d s S { s , r )
And similarly, we have
d rL {s , r )  =  d2L(s,  S { s , r ) ) d r S { s , r )  — R { s , r ) d r S [ s , r )
Now calculate drdgL and dgdrL and use the fact that partial derivatives commute to obtain 
=  - 1  +  -H
Simplifying, we have
det(FB (g, r)) =  =  1 (3.7)
□
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It is seen that the billiard map preserves orientation, as the determinant of D B (s ,r )  is 
positive. Importantly, the map B  preserves the standard symplectic form ds A dr in (s,r) 
coordinate system. Transforming to Birkhoff coordinates, we see that the billiard map preserves 
the measure sin Odsdd as dr = — sin 9d9.
As an alternative approach, one may write down the matrix of the derivatives of the biUiard 
map from first principles starting from the definition of the billiard flow, using the law " angle 
of reflection =  angle of incidence” and appealing to the geometry of the billiard, observe that 
it is area-preserving. As this construction is quite straightforward, but lengthy, we refer to the 
text by Chernov and Markarian [4] for details.
3.1.2. Twist property
Considering the relation (3.3), for any fixed s =  so, ^(so,^) is a monotone function of 9. As 
9 goes from 0 to t t , 5  goes from s q  to s q  + d. In fact, one may obtain an explicit value for 
BqS — from geometrical arguments.
3.1.3. Differentiability of the billiard map
If the boundary parametrisation is C^, then the billiard map B is a map. This may be
deduced from the fact that if dQ is C^, then the generating function is also and the implicit 
function theorem gives us 5  G C ^~^,R  E C^~^.
3.2. Circular billiard
Consider a circular table. Let Q — {(x ,y) E : x^ < 1}. Parametrise the unit circle 
_  1 by the polar angle <p E [0,27t] made with the horizontal axis. Let 9 denote the 
angle between the tangent to the circle at the collision point and the postcollisional velocity, in 
other words 9 is the angle of incidence-reflection. For all n E  .Z, we denote the n-th collision 
point by and the corresponding reflection angle We can infer the billiard map explicitly 
from simple geometrical considerations. Given the initial angle of reflection 9n the next angle 
of reflection is also equal to 9n. This is due to the fact that the radii make an isosceles triangle 
with vertices at the centre of the circle, (fn and and the tangents to the circle at ipn and
<Pn-\-i make equal angles with the radii. Using similar arguments, we deduce the appropriate 
formula for (pn+i- Hence, the billiard map is given by
^n+l — Tn T  79fi, ^n+l ~  (^•^)
We observe that in this simple case, the map is area-preserving in (ip, 9) coordinates. The 
angle of reflection 9n is constant, corresponding to conservation of angular momentum of the
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billiard ball. Thus the circle billiard map is integrable and the collision space {<p,0) that is 
topologically a cylinder T X (0, t t )  is foliated by invariant circles 9 = c, a constant. On each 
level set oî 9 = c the map B : A A is a rotation of the circle by 29. The rotations through 
rational angles, e.g. ^ /tt =  m /n  where m /n  is an irreducible fraction are periodic with period n, 
while if ^ /tt is irrational, then the rigid rotation of the circle is ergodic (uniquely ergodic) with 
respect to the Lebesgue measure on the circle. Thus the orbits of the billiard map are dense and 
uniformly distributed on the circle. We also deduce from geometry that every segment of the 
particle’s trajectory in a circle is tangent to a concentric circle S q '= 'tp' = cos^ 9. If 9/t: is 
irrational, then the trajectory is dense on the annulus formed by the circular boundary and the 
concentric circle S q. We of course note that the trajectory cannot be dense in the entire disc Q  
due to the fact the map is integrable, and hence not ergodic.
The existence of the concentric circles with the segments of a trajectory tangent to them 
motivates the introduction of a concept of a caustic.
D efin ition  3.2. A caustic of a planar billiard is a smooth curve such that i f  a segment (or a 
prolongation) of a trajectory is tangent to it, then all the other segments (or prolongations) of 
the same trajectory are also tangent to that curve. Hence the billiard in a circle has a family of 
caustics that are concentric circles.
3.3. E llip tic  b illia rd
In this section, we limit ourselves to the discussion of elliptic billiards with a fixed boundary. 
The properties of elliptic billiards are well known, see for instance [21], and thus we summarise 
some of these. We focus mainly on the aspects of dynamics that we intend to use to construct 
accelerating orbits when a time-dependent boundary perturbation is introduced. The discussion 
of the ellipse with oscillating boundary is in the last chapter.
3,3.1. Parametrisation of the ellipse
An ellipse is a conic section; it is described by a locus of a point in a plane whose sum of 
distances to two given fixed points is constant. These two points are called the foci of an ellipse. 
Similarly, a hyperbola is another conic that is described by a set of points whose absolute value 
of the difference of the distances to two given point, also the foci, is constant. For completeness, 
we define a parabola to be the set of points at equal distance from a given point (focus) and a 
given line (the directrix).
Our elliptic biUiard table is bounded by the curve dQ =  j .  In cartesian coordinates, we may 
define the boundary dQ of the ellipse by
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=  {g =  (ar,î/) e  =  1 } (3.9)
where a is called the major axis, b is the minor axis, a > b, and the foci Fi are located at (±c, 0 ) 
with = a? — b'^ . We also define the eccentricity e = c f a. Obviously the case £ =  0 degenerates 
into a circle.
If we take s to parametrise the ellipse, calculations become more cumbersome (for instance, 
they would involve elliptic integrals). Therefore, parametrise the ellipse in a natural way via 
the introduction of an angular parameter y, with dQ travelled counterclockwise. Then s is a 
function of s =  s{ip). We may use the coordinate system for the billiard map without
ambiguity instead of the usual Birkhoff coordinates {s,9) since the inverse ip =  if{s) is well- 
defined as the boundary is strictly convex.
The angle (p is the canonical parameter of the ellipse, called the eccentric anomaly in astro­
nomy. Note that it is not the angle a  between the position vector q and the z-axis (the polar
angle). The relation between a  and p  is ta n a  =  ;^tan<^. Let the ellipse boundary curve be
The ellipse parametrisation j{p )  : T  dQ is
'Y(p ) = {(acosp^bs’m p )  : p  £ T }  (3.10)
We see that the preserved measure is || y'{p) || sinOdpdO. W ith this parametrisation, if we 
introduce the variable u =[ j '{p )  | cos 6  the map B  is area-preserving in {p, v) variables, defined 
on the annulus
À  =  { ( y ; , f / )  e  T  X R  :| | < |  Y ( y )  |}
In this relation, 0 G (0 , 7r) is the usual angle of reflection, and prime denotes differentiation with 
respect to p. We thus obtain the billiard map B : A  A, B{p, v) =  {pi^ui). The generating 
function in terms of {p^pi) defined by L{p^pi) = | '^{p) — '^{pi) | gives the equations
d^L{p,pi) =  -  I Y(y>) I cos 6» = - v  
d^^L{p, p i)  =1 y  (p i)  I cos 0  =  i/1
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and thus verifies that B  is area-preserving in v) coordinates.
Note that we may happily work in the coordinate (</?, 6 ) for the computational aspects of 
the elliptic billiard map. Indeed, in the text below, we use this coordinate system. However, if 
one wishes to use the generating function, then one is naturally forced to resort to the (</p, i/), or 
(s, cos 9) variables. This coordinate system may be needed if the Melnikov potential approach 
is used to calculate the splitting between stable and unstable manifolds, since the Melnikov 
potential is expressed through the generating function.
3.3.2. Confocal conics
In the next subsection, we will examine the integrability of elliptic billiards, which necessitates 
the introduction of conic curves. To each ellipse in the plane, we may associate a family of 
confocal conics
h  -  {{x,y) e
Where A is the confocal conic parameter. For fixed values of x, y, fx  is an ellipse when A < 6 , 
and when b < X < a, we have a hyperbola. There are no real conics for X > a. When X — b, the 
conic fx  degenerates into the x-axis. For A — a, we obtain the y-axis. Thus through each point 
of the plane R^ with nonzero coordinates there pass two confocal conics from the family defined 
by (3.11), and they are orthogonal to each other.
3.3.3. Integrability of elliptic billiards
The billiard map in an ellipse is unique: it is the only known convex billiard that is comple­
tely integrable (the circle, of course, being a special case). In fact, according to the famous 
Birkhoff’s conjecture [3] the only integrable convex billiard maps are the ones corresponding to 
an elliptic boundary. Birkhoff was the first to notice the integrability of a billiard in an ellipse 
as a limit of a geodesic flow on an ellipsoid. Despite a significant amount of partial results, 
Birkhoff’s conjecture remains essentially open. Integrability of elliptic billiards stems from the 
fundamental property of elliptic billiards: any segment or its prolongation of a billiard trajectory 
inside the ellipse dQ is tangent to one fixed confocal conic fx- In other words, confocal conics 
constitute the continuous family of caustics of the elliptic billiard, implying that the phase space 
of the map is foliated by invariant curves. This fact is known as the little Poncelet’s theorem in 
projective geometry. The elliptic billiard also possesses a nonsmooth caustic corresponding to
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the trajectories repeatedly passing through the foci. Therefore, the function A : M  —^ R, where 
M  is the billiard phase space, is a conserved quantity of the elliptic billiard map B  : M  M .
We now proceed to give a description of this property, geometrically and analytically. Next 
proposition gives the fundamental geometric property of elliptic billiards. This proof may be 
found in various texts, for example [4].
Proposition 3.2. [j]
Every segment of the elliptic hilliard’s trajectory is tangent to a unique confocal conic to the 
given ellipse with foci Ti, Tg. Thus the confocal conic is a caustic, and it is:
• a confocal ellipse, if the initial segment of the billiard’s trajectory intersects the major axis 
outside the foci,
• a confocal hyperbola, if the initial segment of the billiard’s trajectory intersects the minor 
axis inside the foci,
• the confocal conic parameter A is a constant of motion for the billiard map.
Proof. We give a geometrical argument that all segments of an arbitrary billiard trajectory 
starting outside the foci are tangent to a confocal ellipse. The existence of hyperbolic caustics 
corresponding to billiard orbits that intersect the major axis between the foci is proved in a 
similar fashion.
Consider figure 3.2. Take a point q on the boundary of the ellipse with the foci Fi and 
F2 . The straight line segments from each of the foci make equal angles with the tangent to the 
ellipse at q\ this is called Poncelet’s theorem in projective geometry.
Now consider a billiard trajectory from the point go to q and its image, q\. We suppose this 
trajectory intersects the major axis outside the foci. The segments [go, g] and [g,gi] make the 
same angles with the tangent at g as well, being part of the same orbit. Hence the angles ZgogFi 
and ZF2991 are equal. Then reflect the line F\q in [go,g] to obtain the reflected line F[q. Reflect 
F2q in [g,g2] to obtain the reflected line Fl^q. Now we observe that the triangles F[qF2 and 
PigPg are congruent; in fact, FiqF^ is obtained from F[qF2 by rotation about g. Thus distF{p2 
=  distPiFg Let a  be the intersection point of the segment [go, g] with F[F2 and let (3 be 
the intersection point of the line [g,gi] with FiF^- Recall the defining property of the ellipse: 
the locus of a point such that the sum of distances from the two given points (foci) is constant. 
We deduce that the point a  is the point tangency of a confocal ellipse with the segment [g, gi] 
and j3 is the point of tangency with the same ellipse, defined by the distance D  from the foci.
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Figure 3.2: The construction of an elliptic caustic
Clearly, this confocal ellipse is defined by a certain value of A <  6 belonging to the family 
/a . The value of A is determined by the starting point go and p, the unit momentum vector. 
Therefore the function X{g,p) : M  —> R  is conserved by the elliptic billiard. □
We now provide an explicit calculation to determine A in terms of (g,p). The calculation is 
most straightforward in Cartesian coordinates, so let q = {x,y) E Q denote the position inside 
the given elliptical boundary dQ and the unit momentum vector p = (u, v) 6  T. We emphasise 
that for this subsection, (u,v) are the Cartesian components of p, and thus v is not the velocity 
vector as used in section 3.1 for the billiard flow.
Proposition 3.3. A segment of the elliptic billiard’s trajectory given by the line {I = q - \-rp \  
T eM.} is tangent to the conic f \  iff
— {foxuja +  ayvjb'Ÿ >
We call this quantity the first integral I  of the billiard map.
Proof. The tangency condition of the line I to the confocal conic f \  requires that the second 
order equation in r
(x +  rw)2  ^ {y + T vy   ^
a2 _ A 2
has zero discriminant. To simplify algebraic manipulations, we define — A^  = A  and 6  ^— A^  =  
B. Then the zero discriminant condition is
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{xuB  +  y v A f  — (Bv? +  Av‘^ ){Bx‘^ 4- Ay“^ — AB) =  0
Simplifying, we rewrite the equation as
{xv — yu Ÿ  =  {p^  — +  (a^ — A^)u^ =  o?v^ +  — A^
where we have used the fact that u? + = 1. Hence we see that
A^  =  o?v  ^ +  }?v  ^ — {xv — yuŸ ■
Upon multiplying the first term in the last expression above by x"^/a? +  2/^ /6  ^ =  1, we obtain 
the required result. □
Note, this constant may be physically interpreted as conservation of the product of angular 
momentum about the foci. Indeed, in the coordinate system (g,p) the product of focal angular 
momentum is
L =  L 1L 2 — [(a; — c)v — yu][{x +  c)v — yu\ — {xv — yuŸ  — {a^v^ +  l?v?) +  6  ^ (3.12)
where L\ and L 2 correspond to angular momentum about the foci F i ,F 2- Upon absorbing the 
constant 6  ^ into L, we see that this quantity is equivalent to the caustic parameter A.
In the calculation of the integral above, we have refrained from using the coordinate system 
{(p,9). However, the explicit elliptic billiard is required in this coordinate system, and thus we 
now also rewrite I  in terms of {(p, 0). We may do so from first principles by calculating the focal 
angular momenta. We refer to figure 3.3.
The distance from the foci F{ at (±c, 0) to the collision point q at the boundary is a ( l  ±  
£cos<p). Hence we observe that:
L i  =  a ( l  +  £  c o s  ip)  sin(cK  — 9)
L 2  =  a ( l  — £  c o s  (p) s in (7 r  — a  — 9)
By applying the law of cosines to the triangle F\qF2 formed by the two segments of straight
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Figure 3.3: Calculation of the momenta
lines from the foci to the collision point and the segment of the major axis between the foci, 
the angle a  is found in terms of ip. Hence, after simplifying, one finds that the product of focal 
angular momentum L = L 1L 2 is
L 1L 2 — cos^ 0 — (? sin^ 0sin^ ip
which is precisely the first integral / ,
7 (95, &) =  b^  cos^ 6 — sin^ 0sin^ ip (3.13)
Consequentially, the curves I  — I q = constant are invariant under the billiard map. If — < 
Jo < 0} the caustic of the points on the curve is a confocal hyperbola, if 0 < 7o < 6 ,^ the 
caustic is a confocal ellipse and if I q = 0, the trajectory is through the foci. This corresponds 
to the union of two branches of the stable and unstable manifolds of the hyperbolic fixed points 
(0 , 7t / 2 ) =  (7r,7r/2) =  We will examine this fact more closely in the next subsection.
3 .3 .4 . Elliptic billiard diffeomorphism
We can obtain explicit formulae for the elliptical billiard mapping H : A —> A in the coordinates 
{ip, 9), where as before A =  T X (0, tt). The equation for ipn-y-i is obtained by writing the equation
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of the segment of the billiard trajectory in Cartesian form and solving for g?n+l in terms of <pn 
and 6n- The expression for 6n-\-i is obtained from geometrical calculations in a similar spirit to 
the circular billiard. Thus B  writes
9n+i — —9n +  arctan { —-------- | — arctan ( —-—    J (3.15)
\a t& ïnpn j \a taxiipn+ ij
The map B  has no fixed points, but it has two periodic orbits of period 2, along the major and 
minor axes of the ellipse. Thus to study the stability properties of these period-2 orbits, one 
could consider them as fixed points of B^. However, finding an analytic expression for B^ and 
its corresponding generating function is not simple. Thus the following trick converting period-2 
points into fixed points is used.
Observe that dQ is symmetric with regard to the origin. Thus the parametrisation of dQ 
admits the following symmetry: 7 (</? +  tt) =  —7 (g)), and the period-2  points are of the form 
((^,7t / 2 ), {(f 4- 7r ,7r /2 ). We may exploit this symmetry for the map B. Define the involution G 
by
G : A A, G{ip,9) — {cp + n,9)
Observe that the billiard map B  and the involution G commute. Thus define the modified 
billiard map
É  : A  ^  A, J3 =  B{ip, 9) 4- (tt, 0) =  B{cp -\-7t,9) =  J5 o  G (3.16)
Geometrically, this is equivalent to applying the standard billiard map and then instantaneously 
rotating the billiard table by tt. This rotation has the effect of swapping the foci. Observe that 
the period-2 fixed points (0 , 7t / 2 ) and (7r ,7r / 2 ) for B  are fixed points for B. This trick allows 
one to simplify the expression for the motion on the separatrix; details of this are in Chapter 6 .
Remcirk 3.1. The idea of using the modified map B  was used in previous works on elliptic 
billiards, for instance in [11].
Rem ark 3.2. We may also consider (p defined modulo tt, thus identifying the two fixed points 
(0 , 7t / 2 ) and (7r ,7r / 2 ). This idea is was first used in [45].
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Let =  (0,7t/2), and z ^  =  (7r,7r/2). F rom  th is  s tag e  in  th e  te x t ,  it  shou ld  be 
assum ed  th a t  we refe r to  th e  m odified  b illia rd  m ap , un less s ta te d  o therw ise , an d  
hence we d ro p  th e  tilde . We now state the following lemma on the properties of z ^ . By- 
symmetry, the properties of the other fixed point z ^  are the same. These facts may be deduced 
from the Jacobian matrix of the map B  above. Note that the stability type of an orbit and its 
multipliers may be calculated from the generating function of the map. This has the obvious 
advantage of not needing to have an explicit expression for the map. The proof of the lemma 
via the generating function approach may be found, for instance, in the work of Delshams and 
Ramirez-Ros [11].
L em m a 3.1. z ^  =  (0 , 7t / 2 ) is a hyperbolic fixed point of B . The eigenvalues of z ^  are 
Spec[DB{z^^)] =  {A,A-l}, where A =  >  1.
We also remark that the fixed points (±7r/2,7r/2) that lie on the minor axis are elliptic.
3.3.5. Stable and unstable manifolds of the elliptic billiard
The existence of the hyperbolic orbits implies that global act ion-angle variables cannot be intro­
duced in an elliptic billiard: it is an a priori unstable system (Chapter 5). Due to hyperbolicity, 
z ^  is unstable and possesses stable and unstable manifolds; and likewise for z ^ . These ma­
nifolds coincide forming a separatrix loop. Generic small perturbations of the elliptic billiard 
lead to chaotic behaviour and the appearance of stochastic layer in the neighbourhood of the 
séparatrices (stable/unstable manifolds) to the orbit.
The stable manifold of z ^ , W'^(z^), consists of points that are forward asymptotic to z ^ ; 
and unstable manifold W "(z^) consists of points that are backward asymptotic to it. These 
points are on the trajectories that successively pass through the foci of the ellipse. Since for a 
trajectory staring starting at a point {up, 9) that passes through a focus, the involution I  defined 
by {(p,9) —> (v?,7T — 9) also gives a trajectory passing through a focus. Hence we deduce that 
1F®(zto) =  W"(z%), i.e. orbits through the foci are doubly asymptotic to the hyperbolic chord, 
i.e. stable and unstable manifolds coincide; the stable manifold of z ^  is the unstable manifold 
of z ^  and vice-versa. These manifolds form a separatrix in the phase space of the billiard map 
between invariant curves representing hyperbolic caustics and elliptic caustics. The separatrix 
set consists of points heteroclinic to the hyperbolic fixed points z ^ .
R e m a rk  3.3. Of course, by gluing the points on the boundary that are t t  across as in [4-5], the 
heteroclinic connection becomes a homoclinic connection to z ^ .
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R e m a rk  3.4. In the time-dependent system, this hyperbolic fixed point becomes a 2-dimensional 
normally hyperbolic manifold in the f-dimensional space {cp,0,v,t). Here v is the particle speed, 
and t is time. This observation forms the basis of our construction of accelerating orbits. This 
will be elaborated upon in Chapter 6.
The union of the stable and unstable manifolds is given by taking
I  {ip, 6 ) =  cos^ 6  — (? sin^ 9sin^ ip = 0.
Hence, by taking the variable (p defined modulo t v , we obtain the coinciding séparatrices Wo(z^) =  
W q ’^ {zIq), and they satisfy the equation
tan^ 9 =  . o (3.17)
sin ip
which determines the homoclinic set of the map B  for the elliptic billiard.
3.3.6. Perturbations of elliptic billiards
There have been several studies of the effect of boundary perturbations on the integrability of 
elliptic billiards. The standard way of showing that a symplectic twist map is not integrable is 
to study its stable and unstable manifolds. If the ellipse is given a small perturbation preserving 
the hyperbolic orbit, its invariant manifolds need no longer coincide, and if on a compact energy 
level their crossing is transverse, this indicates nonintegrability. The studies [45], [8], [34], [11] 
have shown splitting of séparatrices for perturbed ellipses. The article [45] was the first work on 
perturbations of the ellipse; it used the method of homo clinic invariants instead of the Melnikov 
method to calculate the splitting angles. All other works cited here have used a discrete Melnikov 
approach, as will we in Chapter 6. The work [11] has shown that the billiard map inside the 
perturbed ellipse
X  = a c o s i p , y  — b (l-j-€ T ) { i p ) ) s m i p
is non-integrable for any nonconstant entire ir-periodic function g : M —> R, thus obtaining a local 
version of Birkhoff’s conjecture. It is worthy to remark that in this work it has been observed 
that there could arise issues with exponential smallness of the splitting for perturbations of the 
ellipse close to a circle. We will avoid this by setting our perturbation such that the major and 
minor axis will never swap. The investigations were not limited to planar ellipses: for instance.
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paper [8] studied nonintegrabity and persistence of homoclinic orbits for perturbations inside 
n-dimensional ellipsoids.
In the papers listed above, a discrete version of Poincare-Melnikov (or simply Melnikov) 
method was used, (see section 2.3); they have utilised the Melnikov potential L, which is related 
to the Melnikov function M  by M  = dL. For the discrete case, the standard Melnikov integral 
M  becomes an infinite sum.
The above studies have only been devoted to static perturbations, however: the boundary 
is perturbed but remains constant in time. We study the effect of a time-dependent boundary 
perturbation with the intention of showing that it can give rise to the splitting of séparatrices that 
can lead to energy growth. For the time-dependent perturbations, it turns out (Chapter 6) that 
the computation of the Melnikov function is more complicated. Firstly, the works [11] and [8] 
used the fact that the invariant manifolds are Lagrangian, i.e half-dimensional submanifolds 
of the phase space such that the restriction of the symplectic form to them vanishes. This 
means they may be expressed in terms of a generating function. In our work, the manifolds are 
three-dimensional, and the phase space is four-dimensional, and hence we are not in a position 
to apply the theory developed for generating functions straightforwardly. Secondly, we cannot 
express the Melnikov function as an elliptic function, thus the computations become much more 
intricate. To circumvent these difficulties, in the future work we will use numerical calculations 
to calculate the splitting instead. We will not use the Melnikov potential and thus we avoid 
further exposition of this concept. Further details are in Chapter 6 of this thesis.
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4. Ferm i a ccelera tion
As explained in the introduction, Fermi acceleration is the process of accelerating a particle to 
unbounded velocities. In a mechanical model, theoretically this may be achieved by exposing a 
free particle to a potential, or via repeated collisions with a massive moving wall, or a ’’scatterer”. 
This mechanism was first introduced by E. Fermi in his studies of the origins of high energy 
cosmic rays. In this chapter, we discuss some of the mathematical models that describe this 
phenomenon, and show whether they do, or do not, exhibit Fermi acceleration. We make no 
attem pt to review the exhaustive list of literature available on this topic, and we do not consider 
the stochastic FA models employed for the study of this phenomenon in any depth. Rather, 
we strive to present some milestones from the works on deterministic models, with the aim of 
displaying how tools from the modern theory of Hamiltonian dynamics (twist maps, KAM theory, 
Arnold diffusion, adiabatic invariants, normal hyperbolicity) are employed in the investigation 
of FA. For introduction to the stochastic models of FA, as well other links to various branches 
of modern dynamical systems, we refer to Dolgopyat’s survey [12].
4.1. O ne-dim ensional system s w ith im pacts
We now describe a simple prototypical one-dimensional FA model. It dates back to Fermi-Ulam 
model studied by Fermi and Ulam in 1950s, accordingly called the ”Ulam ping-pong” due to the 
obvious analogy.
4-1.1. Fermi-Ulam model
Consider a particle elastically bouncing between two vertical massive walls. The walls are driving 
by a time-dependent periodic force i =  1,2 where t is time, and /  is periodic for some
period T. The motion of the particle is assumed to be perpendicular to the walls. Fermi and 
Ulam’s numerical simulations led them to conjecture the existence of orbits exhibiting infinite 
energy growth. However, they were limited to studying certain piecewise smooth wall motions 
due to limited computational power of that era. Actually, it turns out that piecewise smooth 
motions are exactly the motions that do, indeed allow for the existence of accelerating orbits, 
and thus Fermi’s intuitive reasoning is correct in thus case. However for sufficiently smooth, 
or analytic wall oscillations, the situation is different: all trajectories have bounded velocities 
- a demonstration of the delicate nature of this phenomenon. The boundedness of velocities 
was proved by Pustylnikov under the assumption of analyticity of the moving wall and small 
amplitude of the oscillation compared to the distances between the walls in the first mathematical 
work on the subject in [40]. In essence, it relied on KAM theory to show the presence of invariant 
curves presenting a barrier for Fermi acceleration. We proceed to formulate this result. We
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distinguish two cases: first, when one of the walls is stationary, and the second instance when 
both walls are oscillating with the same period.
First, we that the Fermi-Ulam model is a nonautonomous Hamiltonian system with 1.5 
degrees of freedom due to the time dependence; if the walls were stationary, then the system 
would be trivially integrable; due to the impact at the walls, the Hamiltonian is nonsmooth 
in momentum variable and we have to study the corresponding Poincare map restricted to the 
position of the wall in the phase space. We consider the relevant mapping T  of the time and 
velocity variables, denoted by t  and v correspondingly.
We will describe the case where one of the walls is stationary - in this context, Pustylnikov [40] 
gave a negative answer to Fermi’s hypothesis. The other case, with both walls moving, was later 
studied by the same author by the same approach leading to the same result, and hence we do 
not consider the latter.
Suppose that one of the walls is oscillating according to the law z = f{ t)  about a position 
z =  0; the distance to the other wall from z =  0 being 1. In Pustylnikov’s proof, /  was an 
analytic function in a certain region F  around the real axis, with period 27t. Consider the map 
T {t,v)  =  (t, Û), with {t,v) polar coordinates such that t is the angular coordinate, and v is the 
radial one:
v = v + 2f i t )  f =  ( +  +  (4.1)
V  V
Pustylnikov proved the following:
Theorem  4.1. (Pustylnikov). Let a  =  supt&F | f{t)  |> and T ’^ (to,vo) = {tn,Vn). Then there 
is e > 0 independent of f{t) ,  such that if  otjl <  e, then all the trajectories of the map T  are 
bounded in velocity, i.e. sup | Un |<  c < oo, with c a constant only depending on {to,vo).
First, we note that the map above has a unique solution for (v, t) if the initial velocity of the 
particle is large enough so that after a collision with the oscillating wall, it experiences exactly 
one collision with the stationary wall before it returns to rebound off the oscillatory wall again; 
and minimal value o ï t  > t is chosen. The essence of the proof of the theorem relies on observing 
that the map T, for large velocities of the ball, is in a near-integrable twist form; if we study 
the forcing-free situation, T  — Tq becomes
(v,t) ^  (v, t - \-2l/v)  (4.2)
which is an area-preserving integrable twist map, twisting to the left since —2 //u^ < 0 for all 
V 0 . For large initial speeds, the map T is a small perturbation of T q . Hence if suitable
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hypotheses (exact symplecticity, curve intersection property) are satisfied, an application of 
Moser’s Twist theorem infers the boundedness of velocity for all time.
One may verify that the map is symplectic by using the Poincare integral invariants (section
2.1.2) by taking p — v,q  — f{t).  If the value of the integral invariant does not depend on the 
closed path 7  in the plane (v, t) then the corresponding Poincare map of the flow is symplectic. 
In Pustylnikov’s work, this analysis leads to the conclusion that for the smooth, closed curve 7  
given by u =  F{t) in the {t,v) space, F(t)  analytic for certain region of t, and bounding a circle 
of certain large enough radius r  around the centre v = 0,
Indeed, defining E  = ( ^  — vf( t )) ,  we obtain the standard Liouvüle 1-form Edt, and hence 
the map T  preserves the standard symplectic form dE  A dt. Actually, it is possible to show 
that T  is symplectic by considering the underlying nonautonomous Hamiltonian flow and its 
restricted symplectic form to the cross-section on which T  is defined. We do not dwell on this, 
as we will derive a conserved 2 -form for the inner map in chapter 6  in precisely the same way. 
Furthermore, it may be proved that 7  satisfied a certain intersection property - described in 
section 5.2.3. Then after changing coordinates (t,y) = (t,2l/v)  one may study the behaviour 
near the origin (y =  0) for corresponding large v. Another change of variables and using the 
assumption that ctjl < e allows one to infer that in a certain neighbourhood o iy  = 0 there exists 
an closed curve invariant under the action of the map, by Moser’s Twist Theorem (see section
5.3.2). Transforming back into the original coordinate system (t,u), we infer that the velocities 
V  are forever bounded.
R e m a rk  4.1. As stated above, another variant of the FU model consists of two oscillating 
walls such that fi{t)  >  f 2 {t), with the same period in t. Similar analysis to above leads to the 
conclusion of bounded orbits. This was considered by Pustylnikov also; see, for instance, [27j. 
The work [27] also reviews various modifications of the FU model, for instance the so-called 
Bouncer model, where the fixed plate is replaced by a gravitational field; it turns out that in this 
situation, there is indeed a continuum of initial conditions for which the particle experiences 
unbounded velocity growth.
R e m a rk  4.2. The FU model was studied rigorously by a number of other authors. In particular, 
it was shown by Levi [28] that all trajectories are bounded in the smooth setting, when f{ t )  G , 
(actually he remarked it could be strengthened to This result is a consequence of that
differentiability is the optimal setting for Moser’s Twist theorem in the smooth case. Levi’s proof
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is in a similar spirit to Pustylnikov; the minor difference being that he studied Ulam’s ping-pong 
as a limiting case of an infinitely steep potential.
R e m a rk  4.3. Zhamitsky [fS] constructed an example of a particle exhibiting Fermi acceleration 
when the driving of the wall is of class C^. His example demonstrates that the requirement 
is more than just a technical assumption due to the method of the proof.
R e m a rk  4.4. It is a natural question to ask, what happens for driving f ( t )  that is piecewise 
smooth? For a recent review of results in this direction, see Dolgopyat’s survey [12].
4.2. Tw o a n d  h ig h er d im ensional m odels
Now we consider the situation for planar systems, and higher dimensions. In recent years, various 
billiard geometries with moving boundaries were investigated numerically and heuristically; the 
two main questions here are ’’how to describe the statistical properties of the dynamics?” ; and 
” what conditions lead to unlimited energy growth?”
One of the earlier works on 2D nonautonomous billiards is the article by Koiller et al [26], 
investigating basic mathematical properties of these billiards; they have provided the expres­
sions for the linearisation matrix of the billiard diffeomorphism and invariant measures of the 
corresponding 4-dimensional phase space. For the moment, we will not require these results 
directly, so we do not dwell on the details. In this paper, they have also numerically investigated 
the boundedness of velocity for a number of various boundary geometries. For 2D billiards, the 
simplest trajectories to study are the 2-bounce orbits. This situation is akin to the ID FU model 
discussed previously. By an application of Pustylnikov’s theorem, the authors concluded that 
the velocity is perpetually bounded on these trajectories, if the boundary curve is analytic for all 
time. Further, the boundary geometries studied by these authors were the breathing circle, the 
oscillating ellipse and the ’’moving egg” , which is in polar coordinates r{6,t) — 1 -f a s in i cos 30. 
In a subsequent paper, the authors studied the oscillating ellipse numerically in more detail; they 
came to the conclusion that the velocities are bounded from above and below, hence FA is not 
presented in these models. However, they did note in [26] that: ” there could exist a phenomenon 
like the Arnold diffusion for a small set of initial conditions, difficult to detect numerically”. 
In turns out that it is precisely this small set of initial conditions leads to the onset of FA in 
an ellipse; we will discuss the subsequent works later in the present chapter, section 2.4. After 
these authors, the question of existence of FA in other various billiard models was considered by 
many other researches. These models included both integrable static analogues (the circle) [23] 
and chaotic models (for instance the Lorentz gas and the stadium [37]). We describe some of 
the results of these investigations.
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4 .2 .1 . Breathing circle billiard
The breathing circle is one of the earlier 2D models in which the question of existence of FA was 
rigorously investigated. It was considered by Kamphorst and de Carvalho [23]. They concluded 
that
T h eo rem  4.2. For a breathing circle A  =  P?{t), with R{t) strictly positive T-periodic 
C^,k  > 7, the velocity is bounded.
The proof relies on the following. It has been observed that in the special case of a circle, 
instead of 4 coordinates needed to describe a general breathing 2D billiard diffeomorphism, only 
2 are needed. This is a consequence of the fact that the angular momentum =  RnVn'Tn about 
the origin of the circle is still conserved even for the time-dependent boundary. (Rn =  {xn, yn) is 
the position on the boundary , the velocity, r  is the unit tangent to the circle). Hence one may 
take the variables (7,t) to specify the billiard diffeomorphism, with t being the time variable, as 
usual, and =  —RnVn-Un the normal counterpart of Ln. It turns out that the corresponding 
map, in suitable coordinates, again fully satisfies the requirements for the application of Moser’s 
Twist theorem (5.4). Thus for initially sufficiently large values of angular momentum, the 
accelerating orbits are forbidden.
Now we describe some other billiard models and the presence, or lack, of FA in them.
4 .2 .2 . Chaotic models: the LRA conjecture
Building on the work by Koiller et al, [26] many two-dimensional nonautomous billiards were 
investigated. A number of chaotic models, for instance the Lorentz gas and the stadium  [37], 
the oval billiard [33], did exhibit accelerating orbits for both stochastic and deterministic time- 
dependent boundary perturbations. All these billiard models are chaotic in the sense that 
they possess positive Lyapunov exponents in a part of phase space. The earlier literature on 
the Lorentz gas and the stadium billiard is by Loskutov, Ryabov and Akinshin in [37], [36]. 
In the study [36], heuristic calculations for an ensemble of particles in a Lorentz gas under 
stochastic perturbation, and deterministic perturbation show that: for initially large velocities 
of the particles, the mean velocity distribution grows. On the basis of this evidence, and the 
fact that the breathing circle billiard does not present FA, Loskutov, Ryabov and Akinshin 
put forward a conjecture in [37]. This is known as the LRA conjecture after the authors’ 
names, and it states that the presence of chaotic dynamics in the phase space of the frozen 
billiard is a sufficient condition for the Fermi acceleration to be observed when a time-dependent 
perturbation is introduced.
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4.3. V erification  o f th e  L R A  co n jec tu re
4 .3 .1 . Outline of the acceleration mechanism
Gelfreich and Turaev have proved the LRA conjecture in [18]. The proof is based on the theory- 
developed for slow nonautonomous perturbations of chaotic Hamiltonian systems by the same 
authors [19]. Their general theory states that the presence of a Smale horseshoe in the phase 
space of the frozen Hamiltonian system is sufficient for the existence of accelerating orbits under 
slow nonautonomous perturbations. The horseshoe in the frozen system contains infinitely many 
periodic orbits connected by transverse heteroclinics. On each periodic orbit, the existence of the 
corresponding adiabatic invariant J  (the action of the periodic orbit), impedes energy growth. 
Symbolic dynamics on the horseshoe allow to prescribe, given two periodic orbits, a trajectory 
that switches between them in such a way that the trajectory always chooses the orbit with the 
higher value of the adiabatic invariant, and switches to another one at appropriate moments. 
In this way, a trajectory with the growing value of adiabatic invariant, and hence energy, is 
constructed.
Since the theory developed in [19] is for slow perturbations, its application to Fermi accele­
ration in bihiards required the assumption that the particle motion is fast; then correspondingly 
the boundary moves slowly. The consequences of this are:
•  the time interval between consecutive collisions is small
• the boundary does not experience a significant change between several consecutive colli­
sions
• the change of particle’s speed at each collision is small
and thus one may fix the time t instantaneously; this would imply a billiard with a frozen
boundary is a zero order approximation for the true trajectory of the particle.
Due to assumed chaoticity in at least a part of the frozen billiard’s phase space, there 
exists a transitive hyperbolic set in every energy surface containing n >  2 hyperbolic periodic 
orbits. Therefore, one can use symbolic dynamics to prescribe the sequence of times spent in the 
neighbourhood of each of the periodic orbits and connect them by jumps that happen in finite 
scaled time. The union of the hyperbolic periodic orbits in all energy surfaces forms a normally 
hyperbolic invariant manifold. Under the perturbation (assuming slowness described above), 
the normal hyperbolicity ensures persistence of the hyperbolic periodic orbits. The symbolic 
dynamics on the horseshoe allow one to code the orbits so that the jumps from one periodic 
orbit to another happen whenever the particle is gaining energy. The growth of energy in time is 
unbounded under mild assumptions on the motion of the boundary, and follows an exponentially
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growing function in time. The implication of this relation being that there may exist exponential 
energy growth for certain trajectories. However, for an arbitrary trajectory, the typical energy 
growth rate is quadratic in time. This inference follows from the argument that the symbolic 
dynamics generated by the horseshoe to code the jumps between orbits is random. Statistical 
arguments then show that the average energy increases quadratically with time.
4 .3 .2 . Discussion of obtained results in relation to elliptic billiard
Before proceeding to discuss some results on the time-dependent elliptic billiard model, we point 
out one important aspect associated with the notion of energy growth. The results in the works 
above rely on the assumption that initially, the particle is fast. For slow particles, the situation 
is much more difficult, as then the complications such as sticky elliptic islands emerge, leading 
to unpredictable behaviour of trajectories with low initial energy; in particular, if the speed of 
the boundary is of the same order as the speed of the particle, modelling the system as a near- 
integrable Hamiltonian system may not be justified. Hence, to try to derive some general laws 
of energy growth, one has to start with assumption of sufficiently fast initial particles, compared 
to which the speed of the boundary is slow. This invokes the presence of multiple time scales 
and an application of adiabatic invariant theory.
Adiabatic invariants arise from averaging theory. If the averaged system has an integral 
of motion / ,  then I  is an approximate integral of the exact system - its adiabatic invariant. 
Adiabatic invariants arise in two distinct cases: when the frozen system is integrable, and when 
the frozen system is ergodic [18]. They are valid when the averaging method works. However, 
when averaging breaks down, for example near resonances in multi-frequency systems, adiabatic 
invariants are destructed.
Adiabatic invariants seemingly present an obstacle to systematic energy growth; however, if 
one remembers that they are conserved only on a bounded (but long) time scale, the contra­
diction with numerical evidence is removed. The phenomenon of Fermi acceleration in time- 
dependent elliptic billiards is surprising because they are integrable when frozen, and hence 
adiabatic invariants should significantly impede the manifestation of the phenomenon. Howe­
ver, it is well known [2 ], that adiabatic invariants may experience ’’jumps” in their values in 
the vicinity of séparatrices. This leads one to conjecture that the highest rate of energy growth 
in elliptic billiards would occur for the trajectories near the separatrix. In this thesis, we aim 
to provide an outline together with the first steps of the method that could be used to verify 
that indeed the presence of a separatrix in the phase space of frozen elliptic billiard will suffice 
for arbitrary growth of energy, if the intersection of the separatrix becomes transverse under 
perturbation.
The important feature of the construction [18] is that it does not appeal to the KAM theory.
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The existence of accelerating orbits arises out of the existence of the Smale horseshoe in the 
frozen system for aU time, the existence of adiabatic invariants for periodic orbits in the billiard 
and the slowness of the external perturbation only. Thus, as noted by these authors in a related 
paper [19] this behaviour is generic for chaotic Hamiltonian systems depending slowly on time. 
The authors also applied the developed theory to some examples, including the perturbations 
of geodesic flows of strictly negative curvature to show that arbitrarily slow perturbations lead 
to the existence of accelerating orbits, thus simplifying the work of Delshams et al [10].
In the elliptic billiard setting, the crucial difference is the lack of a priori-chaoticity: the 
billiard is integrable, only possessing one hyperbolic periodic orbit along the major axis. Thus 
one requires the approach of establishing a transition chain via the intersection of stable and 
unstable manifolds to construct an accelerating trajectory. Another difference is that in the 
theory developed in [19], the gain of energy occurs near the periodic orbits; on perturbations 
of geodesic flows [10], the gain of energy occurs during homo clinic excursions. In this thesis, 
the plan of construction of accelerating trajectories draws on the theory for slow perturbations 
from [19] and the ideas on inner and outer maps introduced in [10].
4 .3 .3 . Time-dependent elliptical billiard: numerics and heuristics
In the introduction of the section (4.2), we have mentioned that time-dependent perturbations of 
the ellipse were studied by Koiller, Markarian et al [26] as early as 1995 . They have numerically 
examined various time-dependencies on the major, minor axis and the eccentricity of the ellipse. 
The perturbations were such that the boundary stays an ellipse for all time. Their numerical 
simulations showed that in the geometrical phase space 9) corresponding to the instanta­
neous static  billiard, the greatest stochasticity arises in the vicinity of the separatrix; for small 
initial values of the velocity v, the phase space bears the greatest amount of stochasticity for all 
values of (p and 9. The larger the initial velocity, the more ordered the phase space (resembling 
the corresponding integrable frozen billiard), with the region of random motion mostly limited 
to the neighbourhood of the split separatrix. The corresponding velocity-time plots display the 
oscillation of velocity with time, but remaining bounded above and below. In the light of these 
observations, the authors hypothesised that the velocity of the particle remains bounded. Ho­
wever, they did state the possibility of unbounded velocity arising from certain initial conditions 
- see the quotation from [26] in section 4.2.
However, later Itin and Neishtadt [22] have shown the destruction of adiabatic invariants 
near the separatrix region in an ellipse with a boundary slowly deforming in time and also 
subjected to a slow angular velocity. They have numerically detected a very slow growth of 
energy for particles in this separatrix region. Even more recent numerical works by Lenz, 
Diakonos et al [30], [31], have numerically obtained Fermi acceleration for a time-dependent
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billiard (without rotation) effectively refuting the above hypothesis by Koiller et al. We proceed 
to discuss some results obtained in those articles. Their paper ’’Tunable Fermi Acceleration in 
the Driven Elliptical Billiard” [30] was the first known example of FA in elliptic billiards. In 
this and subsequent works [31] the authors have extensively studied the full 4-dimensional phase 
space {(p,9,v,t) for ensembles of particles with varying initial conditions. They found that the 
mean energy of particles grows unboundedly, even for small perturbation amplitudes.
For low velocities of the particle, the 4D phase space contains large areas of chaotic dynamics, 
i.e. the ’’chaotic sea” together with small elliptic islands of regular motion; the islands are the 
invariant KAM tori.
H igh  velocity  reg im e For higher velocities, the structure of the phase space is substantially 
different, with ’’thin channels of chaotic motions” located near the destroyed separatrix. In the 
study of evolution (with the number of collision n) of the phase space density of the ensemble, it 
was observed that for these high velocities, the separatrix region has a high density of particles 
visiting it. On the contrary, outside this region there exist large areas with zero density (in other 
words, zero collisions detected), which would imply the existence of KAM tori.
Heuristically, for high energies the particle traces the path of the static system since the 
change of momentum at each collision is then small. This also implies that the particle undergoes 
many collisions during one complete phase of the wall oscillation. These observations agree with 
the assumptions of the work by Gelfreich and Turaev [18]. Hence in this velocity regime, the 
system may be modelled as a slow perturbation of an integrable system.
N ote: We will not attem pt to rigorously justify the behaviour of a particle at low to inter­
mediate velocity regime observed in the above works, and we will not study the statistical 
” diffusive” properties associated with an ensemble of particles. The aim of this work is, inspired 
by the heuristic analysis of these papers, and [18] to embark on the construction of the theory 
for the existence of at least one accelerating trajectory for an initially fast particle.
R e m a rk  4.5. The above discussion implies that the chaoticity of the frozen billiard is not 
necessary for the existence of accelerating orbits under time-perturbations. On this basis, the 
LRA conjecture was extended to the existence of a heteroclinic set by Bunimovich et al [32].
R e m a rk  4.6. The study of energy growth in a slow-fast a priori unstable system (map) was not 
investigated before. The elliptic billiard is concrete model for which this study may be initiated.
4 .3 .4 . Other 2D nonautonomous billiard models
We finish the chapter with a summary of resent research in this field. Many numerical inves­
tigations of FA now include the presence of various forces, such as drag effects, on the motion
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of the particle inside the time-dependent domain; the underlying interest is whether FA is a 
structurally stable phenomenon. In has been noted [17] that dissipation will destroy FA which 
is quadratic in time. Thus it is of importance to design robust accelerators; for exponential 
energy growth, it appears to be the case that these dissipative effects would not impede FA. 
See [17] for more details in this direction.
Polygonal billiards have also received attention from the view of FA. Most polygonal billiards 
are pseudo-integrable [41]: they have a zero Lyapunov exponent, but the billiard flow is isomor­
phic to a geodesic flow on an oriented surface of genus g > 1. Exponential growth of energy in 
time was for the first time observed in a polygonal billiard by Turaev et al [41]. A rectangular 
billiard with an oscillating bar was considered. The authors analytically derived the exponential 
gain of energy of an individual particle’s trajectory after the completion of one cycle along the 
oscillating bar and utilised the theory of random variables to deduce the expectation value of 
the kinetic energy of the whole particle ensemble over one whole cycle to be positive. The ran­
domness assumption came from the view that the particle position above /  below the bar is a 
random variable due to fast decay of correlations ( despite that the initial mechanical problem is 
deterministic). Numerically it was confirmed that ensembles of particles do exhibit exponential 
growth of energy. In this paper it was also conjectured that a sufficient condition for FA in 
billiard systems with smoothly oscillating boundaries is pseudo-integrability.
5. KAM theory and Arnol’d diffusion 41
5. K A M  th e o r y  an d  A r n o l’d d iffusion
The mathematical studies on FA were based on the Hamiltonian nature of billiard systems. 
This allowed the application of tools from dynamical systems theory of Hamiltonian mechanics, 
namely KAM theory and Arnol’d diffusion. Thus we dedicate this chapter to a description of 
these concepts.
Many physical systems are described by Hamilton’s equations of motion to a certain degree of 
accuracy - from the solar system to the kinetic description of many particle systems of statistical 
mechanics, and indeed systems of billiard type. One would like to understand under what 
conditions these systems display stable, or unstable, behaviour. This issue has appeared in 
many forms throughout history. Indeed, the Kepler model of the solar system was considered 
to be a paradigm of stability for a long time. Laplace inferred the topological stability of the 
solar system from the Kepler model, which takes into account only first order approximations of 
the masses, eccentricities and inclinations of planets. However, in more recent times it became 
evident, both from numerical and theoretical studies, that instability is present over long-time 
scales in the planetary system. Numerical computations in the studies of celestial mechanics 
showed that even over a few billion years, collisions and ejections of inner planets are probable. 
Thus on the contrary to the old belief, to quote [13], it is conjectured now that ’’restricted to 
any energy level of the N-body problem, the non-wandering set is nowhere dense” .
In some modern areas of technology and science, instability (accumulation of perturbing 
forces) is a desirable feature. In spacecraft dynamics, it is useful to seek ways of moving satellites 
using gravitational forces rather than depending on the expensive forces due to engines [9]. In 
theoretical areas of chemistry, it is of importance to understand intramolecular energy transfer, 
and whether the vibrations of atoms may led to a break-up of a molecule. Time-dependent 
perturbations of billiard boundaries have important connections to nonequilibrium statistical 
mechanics and Fermi acceleration models, as described in Chapter 4.
Understanding the effect of perturbations on the stability of Hamiltonian systems was consi­
dered on the most important questions in the theory of dynamical systems since Poincare. 
Naturally there is a vast catalogue of rigorous, heuristic and numerical literature from m athe­
maticians and more applied scientists, and we can only present some important milestones in 
the history of this subject.
Now we proceed to a mathematical description of the instability in perturbed Hamiltonian 
systems. The first section outlines integrable systems with the view of introducing KAM theory 
as a theory of stability of quasiperiodic motions under small perturbations of integrable Hamil­
tonians.
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5.1. Integrable H am iltonian system s
Consider an n degree of freedom Hamiltonan system (M, cu, H ), with M  and uj as in section 2 .2 . 
Hamilton’s equations are
q =  dpH (p, q), p =  -d q H  (p, q)
where (p,g) 6  M  C This system is said to be integrable if there exist n independent
functions (integrals) { F i , F n }  of the variables (p, g) that are constant along the trajectories 
of (p,g); i.e. Fj =  0 for i =  l , . . . ,n . The independence condition is satisfied if the functions 
{ V F i,..., VFn} are linearly independent almost everywhere in M. Usually, one has Fi  =  H.  
Then the integrability condition is equivalent to stating that the functions F  are in involution, 
i.e. their pairwise Poisson bracket is zero:
{ E i , F j } ^ 0 , I < i , j  < n
Consider the level set M f  of the manifold M,
M f  -  {(p, g) e  M  : Fi = f i  = const,i =  l ,...,n }
Now we state a theorem, due, to Liouville and later refined by Arnol’d, stating that essentially, 
that integrable Hamiltonian systems can be reduced to quadratures: in certain ” action-angle” 
coordinates, the motion in the phase space takes place on invariant n-tori parametrised by 
certain constants corresponding to the value of the action variable.
Theorem  5.1. Liouville-Amol’d theorem states the following. Take the level set M f  as above. 
Suppose that F; are independent on M f .  Then
•  M f  is a smooth manifold, invariant under the the phase flow of the Hamiltonian H  — F\
• I f  M f  is compact and connected, then it is diffeomorphic to an n-torus T” =  {(<pi,.., <pn)mod27r}
• The phase flow of the Hamiltonian H  on M f  gives quasiperiodic motion on T”'; on M f  we 
have ip — ÜJ = oj{f)
• Hamilton’s equations can be integrated by quadratures.
Systems that satisfy the Liouville-Arnol’d theorem are called Liouville-Arnol’d integrable.
The last assertion in the theorem means that in the neighbourhood of the n-torus we can
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introduce a symplectic transformation of coordinates (p,q) — (7, Here 7 is the action 
variable, I  e U C R” , H is an open set, and is the angle variable. 7 =  (7i,...,7„) are
functions of the first integrals F;. In action-angle coordinates, Hamiltonian is
= H(I)
and suppressing the tilde, the equations of motion are
7 =  - d ^ H  =  0; <p =  diH{I)  =  w(7)
with the tori being parametrised by the values (the initial conditions) of the first integrals - 
actions,
i — ...,n
The motion on each T” is given by
Piif) ~  V^*(d) T 7j =  C j ,  i  ~  1, ..., 71
Here w^(7) =  dH{I ) /dI i  is called the frequency vector. The motion on the n-tori strongly 
depends on arithmetic properties of w. The frequency vector is resonant (the corresponding 
torus is called the resonant torus) if there exists k E IP  such that (7, w) =  0. Otherwise cu is 
nonresonant. The trajectories on nonresonant tori are dense on the corresponding tori. This 
result goes back to Kronecker and the flow is often called Kronecker flow. Resonant tori are 
of different types. A resonant vector w is of multiplicity m  < n \i there exist independent 
y  E Z"'\{0}, j  =  l , . . . ,m  such that {k ^ o j)  =  0. If the resonant frequency vector is of 
multiplicity m  < n, then the trajectories on the n-torus densely fill out invariant tori of n — m 
dimensions that foliate that n-torus.
5.1.1. Integrable maps: a discussion relating to Chapter 2
As discussed in section 2.2.2, a symplectic map T  : M  ^  M ,  with M  a 2n-dimensional symplectic 
manifold, is integrable if it has n independent integrals {7j}J_i. In this context, the Liouville- 
Arnol’d theorem for Hamiltonian flows may be reformulated for integrable maps. Consider the 
level set of the manifold M, M f  = {(p, g) E M  : R  — fi = const, i  =  1,..., n}, and assume 
the integrals are in involution and are independent. Also, suppose that M f  is compact and 
connected. Then Liouville-Arnol’d theorem states that the manifold M f  is diffeomorphic to an 
n-torus and the map T  may be written
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h  =  Iq, 01 =  00 +  w{Io)
where I  is the action variable, and 0 is the angle variable on the torus. Hence the phase space 
of an integrable map T  is foliated by invariant tori.
The assumptions of Liouville-Arnol’d theorem are rather restrictive, and indeed Hamiltonian 
systems that satisfy it are the exception. Global action-angles variables can be only introduced 
in certain cases when the system does not possess hyperbolic features (hyperbolic fixed points) 
and thus séparatrices. A one degee of freedom system as simple as a pendulum described by 
the Hamiltonian H{p,q)  =  p^/2 — cos g, despite possessing a first integral H,  does not fully 
satisfy the Li ou ville-Arnol’d theorem. The pendulum phase space contains an exceptional level 
set, on which V H  =  0 , corresponding to a separatrix loop, separating two topologically distinct 
types of orbits, rotations and librations. The closed phase curves inside the separatrix represent 
librational motions, while the curves outside represent rotations. The motion corresponding to 
the separatrix starts and ends at the hyperbolic point (0,0). Hence this system does not admit 
global action-angle variables.
5.1.2. Elliptic billiards and séparatrices
Prom the properties of the elliptic billiard map studied in chapter 3, we know that it is integrable. 
In terms of classical mechanics, its integral I  may be interpreted as as conservation of the product 
of angular momenta about the foci. However, the elliptic billiard has a hyperbolic periodic orbit 
with a hetero clinic connection; on this connection and on the hyperbolic orbit V I  = 0 , hence 
the map does not strictly satisfy the Lion ville-Arnol ’ d theorem; one has to introduce different 
sets of action-angle variables to describe the motion fully, just as in the case for the pendulum.
5.1.3. A priori stable and a priori-unstable systems
The presence of hyperbolic fixed points is an important property for generating unstable dy­
namics: typically, a small perturbation of an integrable system splits the separatrix and forms 
a stochastic layer. Indeed, we will use this property of elliptic billiards to establish a suitable 
method of construction of accelerating trajectories. Thus, it is customary in the theory of 
instability to distinguish between a priori stable and a priori unstable systems.
Smooth integrable Hamiltonian systems that contain some ’’hyperbolic” features (i.e. a 
hyperbolic fixed point) and thus séparatrices, are called a priori unstable, a term coined by 
Chierchia and Gallavotti [5]. Thus, the pendulum belongs to this class. Although the elliptic 
billiard is not a smooth (in momenta) Hamiltonian system, its map is integrable and has a
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hyperbolic orbit with a separatrix, hence in this thesis we call it a priori unstable system as well. 
More generally, unperturbed a priori unstable Hamiltonian has the form
Hil , (p,p,q, t , e)  =  Ho{I,p,q)-\-eHi{I, (p,p,q, t ,e)  (5.1)
with /  e  C/ C R” , g? 6  T” being the standard action-angle variables and (p, g) E D C R x R 
are canonically conjugated variables; e is a small parameter. The specific form of Ho may vary. 
Generically, for all I  E U, the function Ho{I,p,q)  has a nondegenerate hyperbolic fixed point 
{po{I), qo{I)) smoothly depending on I,  and the séparatrices of the hyperbolic point coincide. 
However, often one requires that the variables (p, g) are separated from / ,  i.e. Ho(I,p,q) = 
F{I,  f{p,q)),  with f {p,q)  having a hyperbolic fixed point (0 , 0 ) with doubled séparatrices. A 
typical example of a priori unstable system is thus obtained by choosing Hq as an uncoupled 
rotor and a pendulum system, characterised by Ho{I,p,q) — 7^/2 -fp^/2  — cosg. The variables 
(7, ip) and (p, g) evolve independently of each other; the pendulum has a hyperbolic fixed point.
For nonzero e, the (p, g) and 7, ip) variables are coupled, and one is typically interested in 
the evolution of 7.
The other type of Hamiltonian systems introduced in [5] are the a priori stable systems, 
characterised by the representation
H{I, ip, t ,e) = Ho(I)-\-eHi{I, ip, i ,e)
A priori stable systems are the subject of KAM theory; these systems are called near-integrable, 
as they are perturbations of Liouville-Arnol’d integrable systems that depend only on the actions 
when expressed in action-angle variables. Prom this discussion, it is seen that on the contrary, 
a priori unstable systems are Liouville-Arnol’d integrable piecewise in the complement of the 
séparatrices.
As remarked above, integrable Hamiltonian systems are rare. Typically, a small perturbation 
destroys integrability. The description of the behaviour of geometric features of the unperturbed 
system, i.e. the tori, under the perturbation requires an exposition of KAM theory.
5.2. K AM  theory
Suppose that we have the following near-integrable Hamiltonian system:
+  (5.2)
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where I  E U C  R ” , ^  € T ” , and e is a small perturbative parameter, typically 0 < e <K 1. 
When e =  0 the system is apriori stable, integrable, with the phase space foliated by invariant 
tori as in previous section. For small, but finite e, the system is near-integrable. One would 
like to investigate, what happens to the motion for small e, in particular, what is the fate of 
invariant structures (the invariant tori)? The KAM theory provides a partial answer. KAM 
theory is a collection of results on the persistence of quasiperiodic motions of near-integrable 
Hamiltonian (and related) systems over infinite time scales. In essence, its main result is that 
the tori with ’’sufficiently” irrational frequencies remain invariant and still carry quasiperiodic 
motions after a small perturbation. Therefore, the motion on invariant tori is stable: action 
variables only experience a small change, typically of order y/e from their initial values for all 
time. In this sense, KAM theory implies that near-integrable Hamiltonian systems are metrically 
stable. Metric stability means that for most initial conditions, a large change of action variables 
is impossible. On the other hand, Arnol’d diffusion may be loosely referred to as the study of 
asymptotic (in time) behaviour of trajectories starting outside of the deformed invariant tori. A 
detailed exposition of all the concepts introduced in this section may be found in [2].
5.2.1. Nondegeneracy conditions and Diophantine frequencies
Many results in KAM theory require various technical assumptions. Here we state two nonde­
generacy conditions on the unperturbed Hamiltonian that ensure the existence of ” majority” in 
the metric sense of nonresonant tori. We also define certain frequencies that are sufficiently far 
from resonant: these are the diophantine frequencies and they are vital in the KAM theory.
D efin ition  5.1. The unperturbed Hamiltonian is said to be nondegenerate if  the map of the 
frequencies I  —^ w(7) is a diffeomorphism; i.e. the frequencies are functionally independent. 
This is equivalent to
The nondegeneracy condition ensures that the set of nonresonant tori in the phase space 
M T  X T ”' that is dense and is of full measure. In addition, resonant tori are also dense but occupy 
a set of zero measure [2 ].
Another condition is the isoenergetic nondegeneracy:
D efin ition  5.2. An unperturbed Hamiltonian is said to be isoenergetically nondegenerate, if  
one of the frequencies does not vanish and the remaining {n — 1) frequencies are functionally
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independent on the energy surface H  — E . The second part of this statement may be written as 
the condition
/  ,, \
(5.4)
The determinant represents the map of the (n — 1)-dimensional surface H  — E  into the 
(n — l)-dimensional projective space (u;i(J), ...,o;„(7)) given by 7 —> (wi(7) : ... : o;„(7)). For 
the two degree of freedom system, this implies that the winding number W =  ^  smoothly 
varies on every energy surface. In an isoenergetic nondegenerate system, on every energy level 
H  = E  the nonresonant tori are dense and occupy a set of full measure; resonant tori are dense 
too but occupy a set of zero measure. If (5.4) for a two d.o.f. nonautonomous system is not 
satisfied, the system may exhibit a significant drift of action variables. We will illustrate this 
with Nekhoroshev’s example [39] later on in this chapter.
In KAM theory, certain nonresonant frequencies play a vital role. These are the so-called 
Diophantine frequencies:
D efinition 5.3. Given r, 7 > 0, define the set
D(T,7 ) =  {w E R" :| |>  7  I ^ E %"\{0}} (5.5)
where | k  |=  supj | ki | and D { t ) = U.y>o7) ( r ,7 )
The frequencies w(7) E 7)(r, 7 ) are called Diophantine. The inequality (5.5) characterises 
the condition that the frequencies are sufficiently far from being resonant. The set 7)(r, 7 ) has 
full measure in for all r  > n — 1 , with 7  > 0 .
5.3. K AM  theorem
KAM theory is a vast subject, with results by various authors achieved under slightly differing 
assumptions on the differentiability, nondegeneracy, Diophantine conditions. The details of the 
statements below as well as much deeper exposition of the subject may be found in [2]. The 
main result of KAM theory for Hamiltonian flows, in its original formulation by Kolmogorov, is 
the following theorem.
Theorem  5.2. Consider a near integrable Hamiltonian system (5.2). Suppose the unperturbed 
system is nondegenerate or isoenergetically nondegenerate. Then for sufficiently small Hamil­
tonian perturbations the Diophantine nonresonant tori are not destroyed, but persist, slightly 
deformed, and still carry quasiperiodic motions with Diophantine frequencies uj. In the case of
48 5. KAM theory and Amol’d diffusion
isoenergetic nondegeneracy, the invariant tori form the majority on each energy surface H  — E  
and lie on the energy surface with the same value of E  as the Unperturbed tori.
Rem ark 5.1. The invariant tori are called the Kolmogorov, or K AM  tori and their union is 
the Kolmogorov, or K A M  set. For 7  of order ^/ë, the K A M  set has measure 1 — 0{^/ë). The set 
of Diophantine frequencies form a Cantor set, with the measure 1 — 0{y/e). Thus the maximal 
gaps between the tori are of order which would occur near resonances.
Rem ark 5.2. Since the ’’majority” of the tori persist, KAM  theory implies perpetual stability 
for most of the initial conditions. That is, for the most initial conditions, the evolution of action 
variables is of order y/e, with the exception of a set whose measure tends to zero as e tends to 
zero.
Rem ark 5.3. Kolmogorov’s theorem admits many variations: for example for nonautonomous 
perturbations and isoenergetically nondegenerate unperturbed Hamiltonians without nondegene­
racy assumption. In its initial formulation, Hq and H i were assumed analytic; however, the 
theorem still goes through for Hq and H\ of class C ’' with r > 2n.
5.3.1. K A M  theory for symplectic maps
There is an analogous theory for near-integrable 2n-dimensional exact symplectic maps of the 
annulus. Consider an analytic exact symplectic map T^:
Ji =  Jo +  e/(/o , ipo, e), <pi=(poA w(Jo) +  ep(Jo, e)
where I  E U C R” , ^(mod)27r E T” . Suppose that the unperturbed map Tq is nondegenerate, 
i.e. det(9/cu(Jo)) ^  0 for all I q E U. Also suppose that the frequency vector w(Jo) is Diophantine.
Theorem  5.3. Let To be analytic and nondegenerate. For sufficiently small perturbations of 
class C ’', r > 2n -I 1, there are nonresonant invariant tori with Diophantine frequencies in the 
annulus U X R"' close to the tori I  = const; the measure of the complement of the union of all 
invariant tori tends to 0  as e —> 0 .
5.3.2. Moser’s Twist Theorem
Moser’s Twist Theorem [42] is a KAM theorem for symplectic 2-dimensional twist maps, thus it 
is a special case of the general theory for perturbations of 2n-dimensional twist maps. It states 
that the ’’majority” of invariant curves of an initially area-preserving integrable twist map sur­
vive under a small perturbation. We prefer to describe Moser’s Twist Theorem apart from the
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general theory above since it was widely used in the context of 1-dimensional Fermi accelerator 
problems. It can be stated in an analytic case, and in a finitely differentiable setting; the optimal 
result is C"^"^^-smoothness [28]. The theorem has many different formulations; we focus on the 
general description of the idea behind it rather than a precise statement of conditions; also, 
see the text by Moser [42], or Pustylnikov’s version [40] used in his proof of Ulam’s ping pong 
problem.
Let T be an integrable area-preserving twist map
r i  =  ro, ^1 =  ^0 +  &(ro)
with r  G [a,b], 9 E T,  i.e. T  is defined on an annulus. Every circle T x {r =  c} , for a < c < b, 
is an invariant curve. The twist condition = à{r) 7  ^ 0 is the same as the nondegeneracy 
condition given above for 2n-dimensional symplectic maps. It means that the angle of rotation 
a(r)  changes from one invariant circle to the next. If the rotation angle is 2tt irrational, the 
corresponding circle is called nonresonant', the images under iterations of any point fill that 
circle densely. If the rotation is 27r-rational, the circle is called resonant. The images under 
iterations of a point constitute periodic orbits on that circle.
We study the effect of a small perturbation on T. More specifically, we want to show the 
persistence of infinitely many invariant curves. Let
Te : ri = roA-eg{ro,9o), ^1 =  ^0 +  +  e/((ro), ^0) (5.6)
with / ,  g, a  sufficiently smooth and 27r-periodic in 9, and e is a small positive parameter.
W hat happens to the invariant closed curves under the perturbation? First, a requirement 
for persistence of the invariant closed curves is the intersection property. The intersection pro­
perty allows one to conclude the existence of invariant closed curves for the map Tg. W ithout 
the intersection property, the smallness assumption of the perturbation is not sufficient for per­
sistence of invariant curves. For instance, let ^ =  1 , then r  is strictly increasing and does not 
close.
D efin ition  5.4. The map T^ satisfies the intersection property if any closed continuous curve 
7  about the point r = 0 , intersects its image T^{'i), i.e. 7  H 2^(7) 7^  0.
We now state Moser’s twist theorem.
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Theorem  5.4. (Moser’s Twist Theorem). Let T^ he as 5.6. Suppose that T^ satisfies the 
intersection property. There exist cq > 0 and C > 0  such that i f  f ,  g E ,
I /  \c^  +  I 9 C'j
and UJ satisfies the Diophantine condition, i.e.,
3 r  > 0, > 0 \ / p , q e N :  | | g
Ztt q
then for all e < eo, T^ has smooth invariant closed curves
r = u{^,e), 9 = ^-\-v{^,e)
with u, V sufficiently smooth and 27T periodic in ; and the restriction of T^ onto the invariant 
curve is a translation ^ <^ +  w. Thus the majority of the invariant curves persist under the
perturbation. In this variant of the theorem taking N  > 5 suffices.
5.4. Instability o f perturbed H am iltonian system s
5 .4 .1 . Two degrees of freedom: stability of action variables
For autonomously perturbed Hamiltonians with 2 degrees of freedom satisfying the isoenerge­
tic nondegeneracy condition, the KAM theory implies perpetual stability of action variables. 
Analogously, action variables do not experience large evolutions in the case of one degree of 
freedom system with a time-dependent periodic perturbation; (the the system has 1.5 degrees 
of freedom, or again 2 if one considers the augmented phase space). In this case, the condition 
det{duj/ dl )  7  ^0 is sufficient. The reason for this is topological: The phase space is 4-dimensional, 
the energy level H  = const is three dimensional, and the invariant KAM tori are 2 -dimensional. 
Thus they ” divide” the energy manifold; any trajectory that is not on the invariant tori is fore­
ver trapped between the consecutive tori, hence the action variables do not drift far from their
initial values - the maximum evolution possible is of order
We provide an explicit example due to Nekhoroshev [39] to illustrate the possibility of ” fast”
drift of actions if the isoenergetic nondegeneracy condition is violated.
Consider the Hamiltonian
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H  — H q +  eHi — (/^ — I 2 )/2  +  € sin(yi — <^ 2)
The isoenergetic nondegeneracy condition is satisfied unless =  0; this is only possible on
the energy surface H q =  0. A solution with the speed of the actions’ drift of 0(e) on this energy 
surface is
h  =  -e f , h  =  ef, =  -(e (^ ) /2 , yg =
Therefore on the unperturbed energy level Jfo =  0 we have a line 7i =  — J2 , on which the ratio 
of frequencies is 1 : —1.
5 .4 .2 . Drift of action variables in n  > 2 ^  d.o.f. systems
As discussed above, in two degree of freedom systems invariant tori divide a three dimensional 
energy surface, and it follows that the large evolution of action is not possible if condition (5.4) 
is satisfied. However, if the degree of freedom is n > 2, then n- dimensional tori do not divide 
the (2n — 1) dimensional energy surface; they can be visualised as ’’points on a plane” . Therefore 
different resonant surfaces (corresponding to resonant frequencies) may join each other. Hence, a 
phase trajectory with initial conditions near a resonance is ” unstable” : it may drift far, possibly 
experiencing a large evolution of action variables. However, according to Nekhoroshev theory [39] 
the drift is exponentially slow for general Hamiltonian systems. The general assumption here 
is that the unperturbed Hamiltonian is steep. Steepness condition means that for each affine 
subspace of R” , the restriction of an analytic function H q to each affine subspace of R”' has only 
isolated critical points. Nekhoroshev’s theorem [39] states that if H q is steep, then the perturbed 
system is stable for exponentially long time, typically on the time scale of 0{^exp{~) )  with c 
depending on H q. In other words, the average velocity of the action drift along a trajectory is 
bounded from above by an exponentially small quantity. Thus instability is a difficult process 
to detect numerically.
The first example of a system with instability was given by Arnol’d [1]. It was in the category 
of a priori unstable systems. He hypothesised that topological instability for n >  2 systems is 
generic: in an arbitrarily small neighbourhood of a point in phase space there exists a trajectory 
on which action variables experience a change of order 1 from their initial values. In fact, he 
put forward a hypothesis that:
C o n jec tu re  [2 ]. A typical situation in higher dimensional systems is a combination of metric 
stability and topological instabihty.
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Metric stability refers to the part of the KAM theory that states the measure of the com­
plement to the set of invariant tori tends to 0 as the size of the perturbation decreases to 0 . 
Topological instability is Amol’d’s hypothesis above. The term ’’Arnol’d diffusion” was introdu­
ced for this kind of instability because this process typically occurs over very long time intervals 
for small e and resembles a random walk in numerical experiments.
More formally, the issue in the topic of Amol’d diffusion is the proof of the following. Consi­
der the perturbed Hamiltonian system (5.2), with n > 2. The system has a diffusing trajectory 
if there exists a constant c > 0 such that for some cq and ” generic” perturbation eHi,  for all 
e < Co there exists a trajectory such that for some time T, | I{T)  — 7(0) |>  c.
D efin ition  5.5. The time T  taken for the orbit to experience this drift is the diffusion time. 
The trajectory experiencing this drift of action is called the diffusing trajectory.
In Arnol’d diffusion, one constructs orbits whose action may experience more or less arbitra­
rily excursions in the phase space. The topic of Arnol’d diffusion is concerned with arbitrarily 
small perturbations of integrable Hamiltonians. The topics of Fermi acceleration in billiards 
and the so-called Mather problem can be viewed as somewhat related to Amol’d diffusion in a 
sense that one may wish to find a trajectory such that the energy of it experiences significant 
change - and potentially unbounded growth. We call these accelerating orbits. However, there 
are important simplifying differences: for instance, the elliptic billiard problem at hand will be 
subjected to slow, not small perturbations. We will describe the Mather problem in the next 
section of the current chapter.
The study of Arnol’d diffusion can be in the real-analytic setting, which is considered to be 
more interesting, and technically more involved, or the smooth setting. For a priori-unstable 
systems, the proof of diffusion is easier than the a priori stable case due to the presence of a 
hyperbolic fixed point in the unperturbed system. In the a priori unstable setting, diffusion 
occurs on a faster than exponentially long time scale in the a priori stable case. We note that 
that for this setting, KAM and Nekhoroshev theory are not applicable in the neighbourhood of 
the séparatrices where action-angle coordinates cannot be introduced.
The case for a priori-unstable Hamiltonian systems with (n-f-l/2)-degrees of freedom, n  > 2 , 
is well-studied; for example, Treschev [46] proved that diffusion is generic in systems of this type 
by using the separatrix map analysis. He also gave an optimal estimate on the speed of diffusion: 
Cl < {e/\loge\)T < eg for ci,C2 >  0, where T  is the diffusion time. The genericity here is the 
sense that H q is real-analytic, H  is (T -smooth in all variables for r  > 6 . In fact, Treschev
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showed that analyticity condition may be weakened, and that large enough smoothness for H q 
suffices.
However, despite intensive study over the last decade, at the present time the general case 
for the existence of diffusion in generic Hamiltonian systems is still open.
5 .4 .3 . Mather (acceleration) problem
Now we consider a set of models with a diffusion-like phenomena, but a priori-chaotic: in the 
unperturbed form, their homo clinics intersect transvers ally in every energy surface. These are 
the models of the type
H  = Ho{p,g) + V{g,t),  (5.7)
where V  is an external nonautonomous periodic or quasiperiodic perturbation. The assumption 
here is that Ho{Xp,q) =  X‘^ Ho{p,q), i.e. H q is homogeneous in p-variables. These models were 
introduced by Mather [38]. Mather considered the effects of a periodic external potential on the 
dynamics of a geodesic flow on the 2 -dimensional torus. This is a Hamiltonian system with 2.5 
degrees of freedom; its Hamiltonian is given by
H { p , q , t ) 9 q { p , p ) / 2  + V(q, t)  (5.8)
p is a C  metric on the torus and V is a C  generic external periodic potential. The Mather 
problem (or the Mather acceleration problem) consists of showing that for generic metrics and 
potentials of sufficient smoothness (in particular, for arbitrarily small potentials and for metrics 
arbitrarily close to integrable) there exist trajectories whose energy growth unboundedly. M ather 
established this result by using variational methods. The analysis of such models is related to 
classical Arnol’d diffusion as one typically builds an orbit with growing energy by constructing a 
transition chain of hyperbolic tori, considering the energy as the analogy of the action variable. 
However, here we are interested in finding an orbit whose energy always grows, as opposed 
to the more general Amol’d diffusion, where an orbit with an arbitrary excursions of actions
is constructed. The lack of smallness parameter in the model (5.7) is only imaginary. Since
the dynamics of the system with V(q, t)  =  0 is the same in every energy level, the smallness 
parameter e may be introduced by (p, q) variables and time, and considers a high energy E  such 
that e =  l(y /Ë . Thus the potential V{q,t)  becomes a slow and small perturbation, and the 
relation to classical situation Arnol’d diffusion system H  = H q -\- eH\ is apparent.
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It turns out that, under the hypothesis that the unperturbed system contains a hyperbolic 
periodic orbit with a transverse homo clinic intersection, then the answer to M ather’s problem 
is positive. Since the intersection is transverse for the unperturbed system, exponentially small 
effects do not appear. The hypothesis is true for manifolds of strictly negative curvature, surfaces 
of genus >  1 , and generic metrics on and [1 2 ].
Delshams et al gave a geometric proof of unbounded energy growth [10] for time-periodic 
perturbations of a geodesic flow on T^. In a consequent paper [7] these authors generalised this 
result to geodesic flows on n-dimensional manifolds (not necessarily tori) under quasi-periodic 
potentials, given that the geodesic flow and the potential satisfy some nondegeneracy criteria. 
In these papers, the metric was assumed to be of certain smoothness. Gelfreich-Turaev [19] have 
developed a general theory for energy growth of chaotic Hamiltonian systems depending slowly 
on time, and apphed it to the to the Mather problem, establishing linear energy growth rate. 
In the same paper, they also applied the theory to some other examples, including Hamiltonian 
flows with billiard-like potentials. In a consequent paper, [18], these authors used similar ideas 
to establish the presence of accelerating orbits in nonautonomous chaotic billiards. These results 
are described in Chapter 4.
The idea of the proof in the papers [10], [7] by Delshams et al is as follows. For a generic 
metric there exists a hyperbolic closed geodesic with homo clinic on every energy level. This was 
established by Morse and later by Mather, see [10] for references. The hyperbolic periodic orbit 
has transversal intersection of its stable and unstable manifolds. As a result, the unperturbed 
geodesic flow is not integrable, and could termed a priori chaotic. (Unlike for the case of flat 
metrics, when the system is integrable). For the nonautonomous perturbation, time becomes 
another phase variable, thus in the 4-dimensional phase space, the closed geodesic lifts to an 
invariant normally hyperbolic cylinder. The majority of the tori persist after a perturbation and 
their asymptotic surfaces (i.e. stable and unstable manifolds) have heteroclinic intersections. 
Thus a transition chain is formed, and the large gap problem does not appear due to the fact 
that the system possesses scaling behaviour: the external perturbation can be considered as 
slow and small. We give a more detailed exposition of this mechanism in the following section.
R e m a rk  5.4. For the elliptic billiard, we consider slow, not small, perturbations. This induces 
a slow-fast system with the slow variables being of interest. Slowness allows one to approximate 
the variables by 1-dimensional Hamiltonian flows. This situation is considerably simpler than 
the standard AmoVd diffusion.
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6 . T im e-d ep en d en t e llip tic  b illiard
In this chapter, we describe a potential approach to the proof of the existence of FA in elliptic 
billiards. First, we describe the approach we intend to use: this is based on the theory on the 
theory of normally hyperbolic invariant manifolds in combination with KAM theory.
6.1. N orm ally  h yperbo lic  invarian t m anifolds
Prior to the description of our approach, we present some facts from the theory of normally 
hyperbolic invariant manifolds. We closely follow the exposition of [9]; a very detailed theory 
of manifolds is also given in, for example, [2 1 ]. Let M  be a smooth or analytic m-dimensional 
manifold and F  : M  ^  M  a diffeomorphism with A: > 1.
D efin ition  6.1. Let A E M  be a submanifold in M  that is invariant under the action of F , i.e. 
F  (A) =  A. Suppose that A is compact. We call A a normally hyperbolic invariant manifold if 
there exist a constant C > 0, splitting rates 0 <  A < pL~^  <  1 and a splitting of the tangent space 
to M  at each x  E A
such that
v e E i 1 D r { x ) v l< CA" 1 V 1, n  > 0 ,
44 1D r ( x ) v l< CAl"l 1 V 1, n < 0 ,
v e T ^ A 44 1D r ( x ) v l< 1 V 1, ■ n Eli .
Where are the stable and unstable spaces of x.
For a given A, we may define stable and unstable manifolds
=  {7/ G M : A) <  C^A", n >  0}
1V«(A) =  { y e M -  d{F"{y) ,A) <  , n <  0}
Moreover, the stable and unstable manifolds of A are foliated by -smooth strong stable WJ 
and strong unstable manifolds of single points x  E A. We set
w r  =  {;/ G M  : d (F "(a :),F -(2/)) <  >  0 }
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W ’" =  {ÿ  6  M  : d(F’'(x), F"(ÿ)) <  <  0}
Then W “’®(A) admit a decomposition
W"(A) =
Also, if z  7^  z  => n =  0, w#" n =  0.
The above decomposition means that {H{^"}zeA foliate 1F®(A), W^(A) respectively.
For a point x  E 1F®(A) (respectively x  E VF^(A)) denote by x+ (respectively z_) the point in A 
which satisfies x  E W®® (respectively x  E W ff) .  Moreover, given a point x, the points z + ,z _  
are uniquely defined. The manifolds W®’'“(A) are invariant:
F (W '''(A )) =  W '"(A ).
However, the manifolds are not invariant, but they do satisfy a covariance property
Dynamically, this means the following. Pick a starting point 7/ on a leaf W ff  of the stable 
manifold. Iterate it n times under the action of F. Under each iteration, the point moves along 
the foliation. After the n-th  iteration, the point is located on kFpn a^-) ^^af of the stable manifold. 
The meaning is analogous for the strong unstable foliation.
The theory of Fenichel [14] guarantees the persistence of these geometric objects for the 
family of perturbed C^-diffeomorphisms of F, denoted by Fe : M  —> M  for all sufficiently small 
e. The theory of normally hyperbolic invariant manifolds for flows is analogous. For the future, 
we suppress the dependence of perturbed map F  ^ on e, so we will use the symbol F  for the 
perturbed map as well.
Now we continue with the exposition of the construction of diffusing orbits.
6.1.1. General scheme of construction of a diffusing orbit
In recent years, various approaches to understanding Amol’d diffusion have been developed. The 
two main types of methods are from geometric perturbation theory, and variational methods. 
Often, a combination of the two approaches is used. The method we intend to apply to the elliptic 
billiard is geometrical. It is based on the theory developed for a priori unstable systems [9]. The
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analysis relies on the existence of normally hyperbolic cylinders and their stable and unstable 
manifolds.
Consider a system of type (5.1), with H o{I,p,q) — F{I, f{p ,q)), with | | j ( / , / ( 0 ,0 )  =  0 for 
all I. When e =  0, Hamilton’s equations are
7 =  0, (f ^  =  w(7,p,g) (6.1)
dHo{I,p,q) . dHo{I,p,q)
=
Notice that the equations for (7, (p) and (p, q) are uncoupled, as 7 — 0; for an open set U C  R", 
for each I  E U, (6.2) is an M-parameter family of 1 degree of freedom completely integrable 
Hamiltonian systems, with a 1-dimensional homo clinic manifold 7  to a hyperbolic fixed point 
(0,0). For the product of the two systems, the manifold formed by fixing the (p,q) variables 
at the hyperbolic fixed point and letting (7, p) vary is a 2n-dimensional normally hyperbolic 
invariant manifold (NHIM) Aq:
Ao -  {(7,<p,p, g) : I  e U (ZR^,<pE T” ,(p,g) =  (0 , 0 )}.
It is foliated by invariant tori T” =  {7 =  c ,p  =  +  <po}- Each invariant torus is partially
hyperbolic, or whiskered, as perturbations along 7 do not expand or contract exponentially. 
Lifting the 1-dimensional homoclinic manifold in (p,q) variables to the full phase space, it 
becomes a (2 n + 1)-dimensional homo clinic manifold to A q.
It is a fact that for small e, Diophantine nomesonant tori persist carrying quasiperiodic 
motions with the same frequencies this is the KAM Theorem 5.3.1. Non Diophantine,
resonant tori are foliated by lower-dimensional nonresonant tori, and for e > 0 some of these 
tori also survive.
By Fenichel’s theory [14], under the perturbation, normally hyperbohc manifold A q with its 
stable and unstable invariant manifolds, and their foliations, persist, smoothly depending on e, 
but may deform. In the rest of this subsection, and subsections 6.1.2, 6.1.3, we discuss the struc­
ture of the perturbed system, and so we suppress the dependence of the NHIM, stable/unstable 
manifolds on e, simply writing A for the perturbed NHIM.
For e > 0 , a diffusing orbit lies in the neighbourhood of A and its stable and unstable 
manifolds 1F®’^ (A). The stable/unstable manifolds are foliated by leaves, or ’’fibers” of individual 
points in A.
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Heuristically the diffusion mechanism may be described as follows. The NHIM acts as a 
"hub”: orbits on stable and unstable manifolds come close to it, get rearranged and exit in a 
different direction. Now, it is vital to assume that due to the perturbation, stable and unstable 
manifolds now intersect transversally along a homoclinic orbit T, F C IF® (A) Pi TF^(A). The 
orbits on the homo clinic are described as homo clinic excursions; they leave the manifold A and 
eventually come back. One may start near the unstable manifold of a nonresonant torus T ” G A, 
move up along the homoclinic orbit and then come back to A along the stable manifold of a 
nearby, different nonresonant torus T” E A. A large number of these excursions will result in an 
energy gain, or loss, of the system (corresponding to the gain/loss of action), as one moves ”up” 
or ’’down” the NHIM. Explicit perturbative calculations allow one to construct a pseudo-orbit
that follows a desired sequence of tori. Then shadowing/obstruction argument gives a true orbit
near the pseudo-orbit.
To sum up, one needs three steps:
1 . a description of dynamics on A,
2 . a description of homo clinic excursions,
3. a tool to pass from pseudo-orbits to real orbits.
In more precise terms, to accomplish the first two steps, we associate two dynamical systems 
to A with a transverse intersection of IF®’“(A).
• The in n er map: this is the time-one map of the flow/map restricted to A.
• The o u ter, or the sc a tte r in g  map that describes the homo clinic excursion.
Now we proceed to describe these two dynamics on A in more detail. To begin with, we give 
the definition of a normally hyperbolic invariant manifold A.
6.1.2. Inner map
The inner map is given by restricting the perturbed map F  to the A. By KAM theory, A is 
foliated by invariant tori except for gaps of 0 (i/e ), which occur near resonances. By averaging 
to high enough order outside of resonances the system becomes integrable up to order with 
k as large as required. Hence by the KAM theorem, there exist KAM tori close to each other. 
However, due to resonances, there are gaps in the set of KAM tori, i.e. they form a Cantor set. 
The resonant tori are destroyed and the gaps between the KAM tori are of size yT-f 0(e), which 
is large than the size of the splitting of the invariant manifolds (of order 0(e)). This is called 
the large gap problem, described in [9]. The theory developed recently in [20] in fact allows one
6. Time-dependent elliptic billiard 59
to circumvent this problem, but the exposition of this is beyond the scope of this work. In any 
case, it turns out that due to our scaling in the elliptic bilhard problem, the large gaps are not 
present. The details are in section 6.5.1.
6.1.3. Scattering map
The scattering, also called the outer map, see [9], is obtained by an asymptotic process: to 
construct it, one starts close to the normally hyperbohc invariant manifold A and its unstable 
manifold, moves along up to a homoclinic intersection and returns very close to A along its 
stable manifold.
To define the outer map, we first require some assumptions on the homo clinic intersections 
of stable and unstable manifolds of A.
Assume that T C IF®(A) H IF^(A) is an /-dimensional homoclinic manifold, such that for all 
X 6  T:
T,IF®(A) -1- =  TrM (6.3)
T,TF® (A) n  n W ^ { A )  =  TkT (6 .4 )
îiW ?: 0  =  T ,W ‘ (A) (6.5)
0  T ^r  = T^W ^iA) (6 .6 )
The conditions (6.3), (6.4) mean that IF®(A) and IF"(A) intersect transversally along F. The 
condition (6.5) means that F is transversal to the foliation {IF^^}z+EA inside IF®(A), hence 
the intersection is locally unique. The last relation is the analogous condition for the unstable 
foliations. These last two conditions are used to locaUy define the scattering map.
D efin ition  6 .2 . IFe say that T is a homoclinic channel if  it satisfies (6.3), (6.4), (9.5) and 
We are now in a position to define the scattering map.
D efin ition  6.3. The scattering map associated to a given homoclinic channel T, S^ : A  — > A 
is defined as follows. 7 /x _ ,x +  G A, we say that S'^(x_) =  x+ if there exists z e T such that for  
some C > 0
dw/(F"(z),F"(x_)) < Vn G Z",
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dW (F"(z), F"(x+)) <  Vn E Z+
Here z is in the strong stable leaf of x+ and is also in the strong unstable leaf of x - . A and F  
are as in the Definition 6.1.
In other words, the scattering map gives the future orbit as a function of the asymptotic 
orbit in the past. The uniqueness of local intersections is due to the existence of transverse 
foliations and the implication of the implicit function theorem; this is elaborated upon in [9].
We note that the scattering map may be also described in terms of the composition of two 
wave maps, or wave operators, D± restricted to the manifold T satisfying the above criteria, 
which ensure that are local diffeomorphisms from F to A. These were introduced in [9].
D efin ition  6.4. Wave operators
: IF®'"(A) A
are defined by
n+(x) =  x_|_, Q,-{x) —  X -
Restricting the wave maps to the homo clinic channel F, ensuring that are local diffeo­
morphisms from 7  to A, allows one to write the scattering map as
5^ =  o (n £ ) - i  
We list two important geometric properties of the scattering map.
• is (exact) symplectic when F, A, F are (exact) symplectic diffeomorphisms and mani­
folds
• depends smoothly on parameters when F  depends smoothly on parameters
Of course, the conditions for the definition of scattering map require a transverse intersection 
of stable and unstable manifolds of the normally hyperbolic invariant manifold; we also require 
transversality of the intersection of the stable manifold with the strong unstable leaves, and of 
the unstable manifold with the strong stable leaves. In practise, this is achieved by a Melnikov 
type calculation.
The use of the scattering map in Arnol’d diffusion is the following. If x±  label the nearby 
KAM tori (of distance of order for some fc > 1) in the NHIM, by the action of scattering 
map one can move from one invariant torus x_ to the next torus labelled by x+; repeating this 
process, a transition chain is obtained.
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Figure 6.1: Scattering map: wave operators [9]
The next step is to show that there are heteroclinic intersections between the nearby KAM 
tori. This is achieved by computing the image of an invariant KAM torus r i inside A under 
the scattering map and checking whether it crosses transversally another nearby KAM torus 
T2. If this is the case, then the intersection between and is transverse, and we have a 
transition chain.
R e m a rk  6 .1 . As mentioned above, the scattering map is obtained by limiting process; the 
construction so far allows one to construct pseudo orbits. To construct a true orbit, a shadowing- 
type argument is used; for example, frequently a version of the X-lemma [9], We will use the 
shadowing theorem of Gelfreich-Turaev [SO].
To sum up, the construction involves the following steps:
1 . Establish the existence of A, the normally hyperbolic invariant manifold
2 . Study the dynamics of the system restricted to A: this is given by the inner map, and in 
particular establish the existence of surviving KAM tori sufficiently close to each other in 
A
3. Show that the stable and unstable manifolds of A and their strong (un)stable foliations 
possess a transverse intersection, and thus obtain the outer (scattering map)
4. Compare the inner and outer dynamics on A in the sense that the image of a KAM torus 
under the scattering map intersects another nearby KAM torus, establishing a transition 
chain
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5. Construct the diffusing orbits (for example by shadowing a composition of inner and outer 
maps).
6.2. H euristics for the tim e-dependent billiard
We devote this section to the discussion of the acceleration mechanism explained above in 
relation to the elliptic billiard.
First, we remind the reader of some of frozen elliptical billiard’s properties discussed in 
chapter 3. The frozen elliptic billiard map is integrable; it has a hyperbolic period-2 orbit along 
the major axis of the ellipse; correspondingly, the chord connecting the two bounce points at 
(—a, 0) and (a, 0) in Cartesian coordinates is called a hyperbolic chord. By the general theory of 
area-preserving maps in chapter 2 , this orbit has stable and unstable one-dimensional manifolds 
that coincide forming a separatrix. This situation is satisfied for all speed values v of the frozen 
billiard. To transform the period-2 orbit into fixed points, we may use the following trick: the 
symmetry of the boundary '^ {np -}-7r) =  —7 (9?) allows us to define a modified map (3.16). Then 
we use Tabanov’s approach [45] to identify the two fixed points by gluing the boundary points 
that are tt across. In this way, we obtain the fixed point as in Lemma 3.1.
We then follow the method of constructing diffusing orbits for the nonautonomous billiard. 
Lifting to the (y;, 0, u, t) space, we obtain an invariant normally hyperbolic invariant manifold 
(NHIM) A q. It has stable and unstable manifolds that are séparatrices of the fixed point in 4- 
dimensional space.
If we scale the velocity of the particle u —> then we can view the time-dependent boundary
perturbation for a fast particle as a slow perturbation. This is essentially the same assumption 
on the particle motion as was used by Gelfreich-Turaev in [18] with the same consequences, 
described in Chapter 4, Section 2.3. Namely, the velocity changes little at each bounce and 
the particle performs many bounces over one period of the boundary oscillation. The difference 
here is that we will use the slowness parameter explicitly as we will need to perform explicit 
perturbative calculations. Since the time of free flight t is related to the velocity v  by ’’time =  
distance/speed” , the scaling implies that the time interval between two bounces is very small, 
of order e. Hence the map is of ’’slow-fast” form, with the slow variables {v, t) and the fast 
variables are the angles (</?, 9). The slow part of the map is in near-identity form.
As a result of this scaling, the NHIM depends on the parameter e, so we write Ag, and the 
application of Fenichel’s theory implies its persistence, with its stable and unstable manifolds, 
for small e. We thus may associate an inner map to A .^ However, as the map in {v,t) variables 
is near-identity, we we cannot apply a KAM theorem to the inner map obtained by restriction 
to the NHIM to deduce the existence of invariant curves. However, we may embed the inner 
map into a Hamiltonian flow, and then apply the KAM theorem to the resulting time-1  shift of
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the flow.
The next step is to check that stable and unstable manifolds of Ag, and their foliations, 
possess a transverse intersection. We will work with the perturbed map to derive Melnikov- 
type formulae. Note that this method would give correct measure of the splitting size if it 
is not exponentially small with respect to the small parameter e. The issue of exponential 
smallness could arise when the ellipse is near-circular. When the ellipse is close to a circle, the 
focal distance c is close to zero, and thus both eigenvalues of the fixed point tend to 1 ,which 
implies parabolic-type behaviour, corresponding to period-2  orbits of a billiard in a circle. A way 
to avoid this is to assume that the ellipse never deforms in such a way that it is instantaneously 
close to a circle. Although this is not a part of the thesis, we mention that it turns out that the 
Melnikov formulae are rather cumbersome, so numerical calculations should be used for further 
work in this direction.
Provided that the intersection is indeed transverse, we may define the scattering (or outer) 
map along the homo clinic excursion, also in (u,f) variables. This should also be near-identity, 
thus it would admit an approximation by a time shift of some other Hamiltonian flow. If the two 
flows (inner and outer do not possess a common orbit, a transition chain may be established. 
However, this is outside the scope of this thesis.
The model considered here is a simplified version of Arnol’d diffusion due to the presence of 
fast and slow variables: the resulting Hamiltonian flow approximating the inner map is 1 degree 
of freedom system, and hence its phase space is foliated by invariant tori without gaps, and no 
large gaps appear, on the contrary to a typical situation for Amol’d diffusion problems [9]. In 
a traditional Arnol’d diffusion problem the effect of an arbitrarily small perturbation on action 
variables is studied. Thus the smallness of the boundary motion’s amplitude would have to be 
included as an extra assumption. Here by scaling the velocity, we do restrict ourselves to small 
perturbations: we just require that the motion of the boundary is slow compared to the speed 
of the particle.
6.3. T im e-d ep en d en t b illia rd  m odel
6.3.1. The setup
We study a two-dimensional time-dependent billiard in the Euclidean plane where for all time 
t the billiard table Q is compact and bounded by the closed curve dQ{t), which is for all 
time an ellipse. It is assumed that for all time the elliptical boundary never instantaneously 
deforms into a circle; thus the eccentricity is always bounded from below by a positive number. 
We also assume that the boundary dependence on time is periodic. Thus for all time t, the 
boundary is a convex analytic closed curve. Periodic time dependence guarantees that given
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an initial condition, the next collision point always exists and the time between the collisions 
is bounded. The particle motion inside Q is along a straight line with constant velocity v until 
the collision with the boundary dQ(t). The trajectory of a particle is specified by four variables 
{Tu: ^n)j where (pn G dQ{tn) is the collision point on the boundary parametrised by ip, 6^
is the reflection angle made with the positively oriented tangent to the boundary at the collision 
point, Vn is the particle speed immediately after the reflection, and tn is the time of n-th collision. 
We suppose that the reflection law is elastic: this allows one to establish a relation between Vn 
and Un+i- Thus we have a four-dimensional billiard map.
If the speed of the particle is denoted by v, its corresponding velocity is v , the velocity 
of the boundary motion is given by \i{(p,t), and the unit outward normal is n((/?,i). To avoid 
typographical clutter, we generally suppress the angular dependence of the boundary and the 
normal vector, and so we write u(t) and n(f). To derive the change of velocity of the par­
ticle at the moment of collision, we go into the reference frame moving with the velocity of 
the wall at the collision time. In this frame the usual reflection law holds. By conservation of 
energy/ momentum we see that that the tangential component of particle velocity is conserved. 
The normal component of velocity of the particle in the frame of the moving boundary is equal 
to the normal component of the original inertial frame minus the normal component of u{t). 
Under reflection the normal velocity component obtains extra normal component u{t) • n{t) , and 
in the original frame, it adds one more u(i) • n(t).
Hence generally, the change in velocity v due to the collision is
Vn+l =  V„ -  2(Vn,n(fn+l)) n (W i)+ 2 (u ( tn + i) jn (W i) )  (6.7)
where the subscripts n, (n -f 1) indicate the collision number, and n(t„) is the unit outward 
normal to the boundary dQ at n th  collision. We may rewrite the velocity in component form 
parallel and normal to dQ. In the nonautonomous ellipse, the incidence-reflection angles are 
no longer equal. We still keep the formalism for the angle of reflection at the n-th  impact 
point made with the tangent to the boundary. Also, introduce the auxiliary variable 0*, which 
denotes the angle of incidence at the n-th impact with the tangent to the boundary. Then the 
equation (6.7) becomes, in components,
V n + l  COS 6 n + l  =  V n  COS
'^n+1  sill ^n+1 — 'ynSln^n-fl 2 (u(^M-|-l), n((n,4-l))
The time-dependent ellipse boundary dQ =  'yijp, t) is given by
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7 (9?, t) — {(a{t) cos ip, b{t) siny) : y  G T ,f E T} (6 .8 )
We would like to have an expression for the velocity u of the boundary in terms of t,ip. To 
evaluate the normal and tangential components of the velocity along the boundary, we need 
expressions for the unit tangent and normal vectors to the ellipse. For the moment, suppress the 
time-dependence of a, h. The positively oriented tangent vector to the ellipse at position ip is 
(—usiny),6 cos y). Denote by a  the angle made between the tangent vector and the horizontal 
direction:
an =  {ipn)/ x'{ipn)) ' (6.9)
where ' denotes differentiation w.r.t. ip and we have suppressed the time-dependence. Hence we 
obtain the unit tangent vector to the ellipse at ipn, at time t as
f . \ {-asvaipn,hzosipj[)
=  =  (6.10)
Accordingly the unit outward normal to the ellipse is
_ {hcosipn.asmipn) , V
” (a^ sin^ cos^
Now, the velocity Un of the boundary at n-th impact is
VLn = {aCOSipn,hsmipn) (6.12)
and in component form tangential and normal to the boundary.
(—aâ -f bb) sin ipn cos ipn 
{a? sin^ ipn T  6  ^cos^ pnY^^
y u u T U U bi . g\
U-n * Fn — / 2 . 2 . , o o m/o fD.ioJ
ha cos^ Pn +  absin^ pn ^
-  (u2 Sin  ^ -H 62 cos^ y,^)V2 
It should be mentioned that the normal speed may be calculated in a different way. Since 
7 (y>) =  (x{p),y{p)) in Cartesian coordinates, rewrite the boundary dQ{t) as
dQ{t) =  {{x,y) e  : G {x,y ,t)  =  0},
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where
Differentiating G(x, y ,t)  = 0  with respect to t, and keeping in mind that x  and y  depend on t 
as well, we obtain
0 =  G =  V G -x -h ^ iG
Where we have used the notation x =  {x,y). Remembering that the outward normal to the 
boundary is n =  have the following expression for the normal speed of the boundary:
. VG -a&GX " n = X VG II II VG II
Finally, reverting back to p  coordinate system, the normal speed (u(f„), n(f„)) at the point pn 
on the boundary is
n(*")> =  [(G. ) 2  +  f 4 'P)]V^
In this relation, which may be directly verified to be equivalent to (6.14), the partial derivatives 
are evaluated at a; =  a(f„) cos pn, y = b(tn) sin pn, t —
6.3.2. 4-D billiard diffeomorphism
In this subsection, for the moment let us denote by B  the standard billiard map (without 
the rotation of the table by tt ) .  The purpose of this is to make it more clear that the above 
arguments easily lead us to write down the map in four variables, {p ,6 ,v ,t) , and an auxiliary 
variable 9*. This approach with the notation is very much in spirit of [26|. Given an initial 
condition (pm9n,Vn,tn), the next impact
B(^Pn: 9niVn^tn) “  (T’ti+I } ^n+1 5 j ^n+l) 
is given by the implicit formulae
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COS Pn-\-\ ®(^n) COS Pn T  ^n(^n+l ^n) COS^O!,^ T
b{tn+i) sin Pn+I = b{tn) sin pn T  Vn{tn+1 ~  L ) sin(&^ +  0n)
9n~\' “  Oin+1 ~  0 (6.16)
Vn-i-1  COS 9 n + l  =  V n  COS
 ^ ^13+1 sin ^ n,+i —'^ n sin 2 (tt(f^_^i), nn,+i)
We remind the reader that an is the angle measured between the horizontal and the tangent 
vector to 'y{pn,tn)^ given by the equation (6.9). The first two equations determine tn+i and 
Pn+i- Essentially we are trying to find the point of intersection of the billiard trajectory (given 
by a straight line equation) with the boundary of the ellipse at the time tn+i- The free flight 
distance between the two impacts is D{pn,Pn+l)' Hence the new time tn-\-i is given by the 
elementary relation
4. 4 I ^iT n jT n+ l)^n+1 — ~T Vfi
The third equation determines It is derived from simple geometrical observations. The
last two relations give us and
6.3.3. The scaling of the particle speed
We assume that the initial speed of the particle is sufficiently large so that the shape of the 
billiard table does not change significantly during the time taken for one collision. This implies 
that the time between two consecutive collisions is small and the change in the speed of the 
particle due to a single collision is small as well. This may be achieved by scaling the speed 
as follows. Suppose that the initial (old) speed v is very large, v Z§> 1. Let v = ev where 
0 < e -C 1, and v is the new speed. Thus v is now of 0(1), and the motion of the boundary 
becomes of 0(e). Prom now on, we will work with the scaled speed, and thus we drop the 
tilde. This transformation induces a near-identity map for the (v,t)  variables, which, after some 
computations, is
tn-\-l—tn + C  (6.17)
Vn
Vn-\-l ~  Vn 2c(w(f,T,_|_i), sin (6.18)
We have obtained the expression for above by squaring the last two equations in (6.16),
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adding them together and ignoring the terms in O(e^). Note that in the above equations, we 
have introduced the zeroth order in e distance D  - i.e. the free flight distance between two 
consecutive boundary collisions as it would be in the frozen billiard. It is the free flight distance 
in the frozen billiard. The form of these equations shows we are in the framework of slow-fast 
systems; the slowness of the (v,t)  variables will allow to embed the inner/scattering maps into 
certain Hamiltonian flows.
6.4. Slow-fast m aps
Now we show that we may write our perturbed elliptic billiard map in the form ’’frozen system 
-f small correction term ”. We first introduce this scheme for a general slow-fast map to clarify 
our idea without referring to the billiard setting. Thus the theory we develop here is applicable 
to a more general slow-fast diffeomorphisms.
Let #  represent fast variable(s) and ^  be the slow variable(s). For the billiard map, we 
have $  =  (p,6) as the angular parameter and reflection angle, and ^  =  (u,f) as speed and 
time. Consider a ’’frozen diflFeomorphism” T  on compact subset of a manifold M , defined by 
T ( $ , =  (4»^,^^). Now in the frozen system, the slow variables ^  do not change under T, 
they may be regarded as parameters for the fast subsystem. Thus T  may be written as
for some (analytic) function g. We may now perturb the system, denoting by Tg =  T+eTi-fO(e^) 
the perturbed map, in the following way. We look for a small correction of order e at the image 
to the original map T. Since we have restricted the diffeomorphism to a compact manifold, all 
the expansions will be uniform in the perturbation parameter e. Write
=  (6.19)
in components as
=  g($, '!') +  e /i(a (# , # ) ,$ )  +  O(e^) (6 .2 0 )
=  «  +  e /2 (s($ , $ ) ,$ )  +  O(e^) (6 .2 1 )
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Prom the definition, is 0(e) close to T. Since T  is a diffeomorphism, Tg is also a diffeomorphism 
by the implicit function theorem.
6 .4 .1 . Slow-fast billiard map
We proceed to write the perturbed elliptic billiard map in the form (6.19), as in previous 
section. As usual, the ellipse is parametrised by the angular variable p  such that {x,y) =  
{a{t) cos p,b[t) sin p). We keep the notation as previously set in section 3.4.3, with B  represen­
ting the modified map in equation (3.16) where (u,t) are fixed. So, the perturbed billiard map 
He in the variables {p, 9, v, t) is Be{p, 9, v, t) = (p i, 9 l ,v l , t l ) .
At this stage, we seek explicit expressions for the first order correction terms functions 
Note that here we have four correction terms as the billiard map is in four variables 
(c.f. (6 .2 0 ), (6 .2 1 ), where $  represents two fast variables and Ÿ represents two slow variables).
We present some initial steps involved in the calculation of f i  for the reader to get a feel for the
general approach. The Cartesian components of the position p \  of the particle on the boundary 
at time t\  given the initial point (p ,9 ,v ,t)  are
x l = x-i- v(tl — t) cos(9 -f a) (6.22)
v{t\ -  t) sin(^ -f a) (6.23)
As usual, here a  denotes the angle between the positive horizontal and the positively oriented 
tangent vector to the ellipse at the point p. Writing (6 .2 2 ) in terms of the angle p  instead of x  
and y yields
a{tl) cosp I = a{t) cosy +  v(tl — t) cos(9 -f a ), (6.24)
and similarly for the y  equation. Combining the two resulting equations yields
h{t\) sin p \  — b{t) sin p
a[t\) cos p \ — a(t) cos p
=  tan(0 -h a) (6.25)
Expand p \  up to 1st order in as p i =  y -fe /i. Repeat for t\  and substitute into (6.25). Studying 
0(1) terms gives us p^ component of the frozen billiard map. Comparing 0(e) terms gives the 
expression for f i .
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We repeat a similar procedure for the other variables After tedious algebra, we
obtain the following equations for the correction terms. N ote: we now use u  for th e  n o rm al 
com ponen t of th e  b o u n d a ry  velocity  for th e  sake o f convenience.
£ o ^  -iba~^àcos  cot -f- 6 sin y^) ^
6 cos y^ — 6 sin y  1 cot
/ 3  =  —2 wsin0  ^ (6.28)
f i  = —  (6.29)
V
where Dq represents the free flight distance between the two bounce points, evaluated at the 
frozen boundary, i.e
Do = \/(z2 (t)(cosy^ 4- cosy ) 2 -f b^(t)(sinp^ -f s iny )2 ,
u is given by
6(2 cos^ y^ 4 - abshY y^
u = (fl2 sin y^ -f cos2 y l ) l /2 
finally, k is defined by
k = — tany^ X  (6.30)
V a a‘^ asm^
In the above formulas, dot denotes time derivatives; a, a, 6 , 6 , are evaluated at time t; and w(t^) 
is the normal velocity at the point y^. Although f i  is not quite in the form of (6 .2 0 ) due to 
y  appearing, we can use the inverse of the frozen billiard map to find y  in terms of the image
( y \ 0 l).
6.5. G eom etric  fea tu res  o f th e  p e r tu rb e d  ellip tic  b illia rd
We have discussed the main dynamical features of the static elliptic billiard in Chapter 3. In 
that chapter, we have considered the standard 2-dimensional billiard diffeomorphism. Here, we
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consider the same initial unperturbed setup , but as a four-dimensional mapping, with (v, t) slow 
variables fixed, thus trivially invariant. In this setting, the main feature of the static system is 
that the fast variables {(p,0) and slow ones (v,t) are decoupled. Hence the Cartesian product of 
invariant objects of each of the subsystems gives us an invariant object in the full system. As in 
Chapter 3, we have two hyperbolic fixed points (0, tt/2) and (tt, tt/2) for the static billiard, which 
lie on the major axis of the ellipse. The major axis is called the homoclinic chord. Consider 
the four dimensional phase space and restrict the (</?, 9) variables to the hyperbolic fixed point 
^oo — (0; 7t / 2 ). The resulting manifold is a 2-dimensional analytic normally hyperbolic invariant 
manifold Aq:
Ao =  {(0 , 7r / 2 ,u ,f) : (u,f) e  R X T}
In the static system the slow variables (v, t) are frozen. The manifold Aq is foliated by fixed 
points (v,t). It has stable IT®(Ao) and unstable W “(Ao) 3-dimensional manifolds that coincide, 
formed by lifting the 1-dimensional séparatrices (3.17) of the hyperbolic fixed point to the full 
phase space:
k2
IT®’'“(Ao) =  : y? e  T ,0 G (0 ,7 t) , u G R,< € T; sin^ (6.31)
C v&Tl C/
The stable and unstable manifolds of Aq are foliated by strong stable and strong unstable 
manifolds of points Ÿ =  (u,f) G Ao:
W»(Ao) =  U  WJ“; TV"(Ao) =  U  W f .
'I'GAo '^GAo
For small e > 0 by the theory of normal hyperbolicity, Aq persists without deformation: Aq =  Ag. 
Its stable and unstable manifolds also persist, but may no longer coincide. We will study the 
effect of the perturbation on the dynamics of the slow variables of the billiard map restricted 
to Ag and its stable and unstable manifolds including their foliations. First, we study the inner 
map.
6.5.1. The inner map
Let 5^° be the inner map for the frozen system: 5^° =  -Bq |ao- It is trivially
(■^n+ljfn+l) ~  ('^n>tn)>
only depends on the slow variables; the fast variables are fixed at the hyperbolic fixed point.
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Now consider the nonautonomous billiard. It is geometrically obvious that the angle of reflection 
and the angular position on the boundary remain unchanged. Although we may now refer to 
the general results (6.17), (6.18) to write down the inner map for perturbed billiard straight 
away, it is instructive to work from flrst principles and then apply the scaling argument of the 
section 6.3.3. Thus, we see that for the nonautonomous case is given by
{Vn+i,tn+l) =  («„ -  2à{t„+l),t„ +  + (6.32)
V-n
preserves the area form
( ^ n + l  T  û['(^n4-l))^^Ti+ l A — (Utt, à(tfij^dVfi  A dt-jri.
By defining K  =  which is the kinetic energy of the particle in the frame of reference
moving with the boundary, the area form becomes standard symplectic form d K  A dt. As a 
further observation, this area form is the general symplectic form of the nonautonomous billiard 
restricted to the hyperbolic orbit.
Now we consider the high velocity regime as before: apply the scaling v — ev; this means 
that the energy of the particle E — v^f 2 transforms as E — e^E. Remember that the inner map 
is obtained by restricting Bg to Ag; dropping tilde, after some computations and expanding 
up to O(e^) gives
En+l — En — 2eà(tn)y/‘^ En, tn+l =  H 7=="^ (6.33)
V-^n
Here we have used that tn+i =  fn +  0(e)^ with Dq =  2a(f„).
So, the inner map is near-identity. We see that
Bn+l En   ‘^ d(tn)En  ^  Q/ 2 \
7^14-1
Hence we may deduce that En{tn) is approximated by a solution of the differential equation
dE 2àE
dt a
The equation gives y/Ëa{t) = const. Now we will show that the inner map is given by a time-e 
shift of a Hamiltonian flow with the Hamiltonian
Hinner{E,t) = \fËa{t)
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P ro p o s itio n  6 .1 . The inner map (6.33) is approximated up to 0(e)^ by a time - e shift along 
the trajectories of the Hamiltonian Hinner(E,t) — y/Ëa{t).
Proof. First we state a general idea from the theory of ordinary differential equations. Consider
X =  f{x )
The general solution of this system is
0^
:{t) = ar(0 ) 4 - [  f{x{s))ds. 
Jo
Suppose,
f  f{x{s))ds = g { t)-g {0 )
Jo
for some function g. If t is small, i.e. 0 <K t 1, we expand g{t) in Taylor series about f =  0 so 
that
9{t) — 5'(o) T  +  o{t^).
Therefore f  f(x{s))ds  =  tf{x{0))  +  0 ( f ) ,  
Jo
from which we obtain
x(t) =  r ( 0 ) -t- tf{x{0)) 0 { fi) .
Now we move onto the Hamiltonian case. Hamilton’s equations from the expression for 
Hinner &re
= E ' = -V Ë à ( i)
where the comma denotes differentiation with respect to the new ’time’ variable s. Rescale time 
s —> This implies.
E(s) =  E(0) -  2 V 2  r  . /W m à ( t { C ,) ) d i  
Jo
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2 V W )
If we take s =  e, and use Taylor series, we obtain (6.33). □
One immediately observes that a time-1 shift along the trajectories of Hinner approximates 
the inner map for 0 {j)  iterations.
The importance of the above procedure is the following. Since the inner map is near-identity, 
we may not apply variant of KAM theory. However a time-1 shift of Hinner is a twist map, that 
approximates the inner map for [1/e] =  k iterations. We now may apply the KAM theory to 
this twist map By the construction, is a small perturbation of a certain twist
map obtained from Hinner- So, by Moser’s Theorem, (5 ^^)^ contains invariant curves with 
Diophantine rotation numbers. By uniqueness, invariant curves for are also the invariant
curves for So the normally hyperbolic invariant manifold Ag contains invariant curves,
implying that the energy of the particle’s motion restricted to Ag is bounded.
Furthermore, by expanding in Taylor series as shown above to a high enough order, we 
observe that Hinner approximates the exact inner map up to O(e^) for any A; > 1 , since A is 
analytic. Now, the perturbed twist map (5^^)^ contains resonances, hence the gap between 
invariant curves may be up to 0{y/e) by KAM theory. Thus if we expand up to terms in fc =  4, 
the gaps between the invariant curves become O(e^), and we are not facing a large gap problem. 
Alternatively, we do not have to worry about the gap size at all in this case, as we will apply 
the theory of [2 0 ] to show that by applying a composition of inner and outer maps, one can 
overcome large gaps. However, all these details are outside the scope of this thesis, so we have 
limited ourselves to presenting heuristic arguments.
R e m a rk  6 .2 . Alternatively, note that the dynamics on the hyperbolic orbit is equivalent to a 
1-dimensional Fermi-Ulam system, with the wall movement given by a{t). Since the boundary 
of the curve 7  is analytic for all time, so is a(t), and applying Pustylnikov’s result, we see that 
the energy of the particle stays bounded.
6 .6 . M elnikov th eo ry
To construct an accelerating orbit, we require transversality of the intersection of perturbed 
stable and unstable manifolds of the hyperbolic billiard orbit. First, we establish a general 
method to determine the splitting in slow-fast diffeomorphisms of the form (6.19). We remind 
the reader that we assume two fast variables denoted by $  and two slow variables denoted by 
hence the phase space is 4-dimensional.
Assume that the map T  has a hyperbolic fixed point 4> =  0 for all Ÿ, that remains the same 
under the perturbation. Suppose, in the full phase space ($, ^ )  this gives rise to a 2-dimensional
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normally hyperbolic invariant manifold A q. Assume that A has stable and unstable 3-dimensional 
manifolds W q’^ (A ) that coincide, forming a 3-dimensional hompclinic loop (separatrbc). Under 
the perturbation, these invariant manifolds still persist, smoothly depending on e. Since the 
tangent spaces of the stable and unstable manifolds coincide, we may express the perturbed 
invariant manifolds as deformations of the unperturbed separatrix, which has codimension 1 . 
Below we establish a Melnikov-type sum that measures the distance in the first order in normal 
direction to the 3-dimensional tangent space of the unperturbed separatrix. We stress that we 
only require a scalar Melnikov function here instead of a more general Melnikov vector since the 
codimension is 1. This construction is elaborated upon in the work [8 ] and references therein. ■ 
Express the invariant manifolds uniformly in e as
VK/'“(A) =  WJ'"(A) +  eiyi‘’“(A) +  O(e^).
Suppose that the map T  has an integral 7o(^, Hence
io ($ , $ )  =  7o(g($, =  C
for some constant c. Suppose, (by changing variables, if necessary) that c =  0 on the homochnic 
connection. Thus the stable and unstable manifolds of the NHIM may be expressed as:
W"(A) =  W "(A) =  {($, g )  : 7o($, Ÿ) = 0 }
Under the perturbation, these invariant manifolds persist as smooth functions of the parameter 
e, thus we may write them as
W l ( k )  =  { ($ , $ )  : h { x ,  y) +  cH{x,  y) +  0 { ê )  =  0}
W “ (A ) =  { (« ,# )  : h ( x , y )  +  t l^{x , y )  + 0(e^) =  0}
for some functions ($,9/), Ü/) to be found. Using the invariance condition for stable
manifolds,
$ )  +  ’Î') +  0(e"). (6.34)
A similar relation holds for H^(A). Now recall (6.20), (6 .2 1 ) arid expand (6.34) up to 1st order
in e, to obtain the invariance condition for W/(A)
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(6.35)
W ith a similar equation for W^(A). Observe that in the expansion, there is no evolution of Ÿ 
as it is a slow variable. Comparing 0(e) terms, we find
/ ; ( $ ,  $ )  =  7f ( $ ',  » )  +  /i(@($, $ ) , $ )a i7 o ($ \  $ ) +  / 2(g(0 , » ,  $ ))% Z o($ \ $ )
We obtain a similar relation for the unstable manifold. Upon iterating the above invariance 
relations for (un)stable manifold, this implies
+00
n = l
0
/ r ( # ,$ )  =  -  ^  ( v io ( $ " ,$ ) ,r )
Here we have used, with T  representing the transpose,
/ ” =  (/!($" ,« '),/2(4>",Î'))^
VJo =  ( % /o ($ ,$ ) ,W o ($ ,$ ) ) ^
Thus we have expressed first order in e terms in the expansion for graphs of stable and uns­
table manifolds at a point ($, W) as an infinite sum evaluated over the unperturbed homo clinic 
connection. The Melnikov sum M ($ , ^ )  is equal to the difference
o o
M ( $ ,$ ) =  ^  (V /o ($ " ,® ) ,r >  (6.36)
n = — OO
The nondegenerate zeroes ($*, F^*) of the Melnikov sum, corresponding to the difference of 
stable/unstable manifolds being 0, give us a homo clinic point ($*, ^*) of intersection. To de­
termine this point, we solve
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If we subtract the second equation from the first and divide the result by e, then rewrite the 
above, we obtain
In the limit e 0, this reduces to solving the pair of equations
f Jo( $ , ^ ) = 0  
[ M(4>,^) =  0
The first equation in this limit system defines the unperturbed separatrix; the second equa­
tion gives us the first order distance between the perturbed invariant manifolds in normal direc­
tion to the tangent space of the unperturbed separatrix. We know that if the Jacobian matrix 
of this system has maximal rank (equal to 2 ), which is written as
then, the implicit function theorem assures us that we can continue the solution of this system 
for small e. Therefore, if maximal rank is 2, and the Melnikov sum is nonzero identically, then 
stable and unstable manifold intersect locally in a 2 -dimensional set, thus implying transversality 
of the intersection, which is what we require for the construction of the scattering map.
This general construction is similar to Levallois’ paper [34], which was one of the earliest 
works on the calculation of Melnikov functions for the splitting of séparatrices under the pertur­
bations of elliptic billiard. The difference is that in his work, the perturbation of the boundary 
is time-independent, hence the billiard map is still planar; whereas in our work, we introduce 
the slow variables Ÿ =  (v,t).
6.6.1. Separatrix parametrisation
Since 1st order Melnikov method involves evaluating a sum along the unperturbed separatrix, we 
require an expression for the elliptic billiard map B  restricted to the separatrix. As stated before, 
the segments of the trajectories through the foci of the ellipse correspond to the separatrix. 
Suppose that the orbit starts at the point on the boundary of the ellipse described by the 
angular coordinate ipo, and the first segment is through the focus a t (—c,0). The next bounce
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point is at ip\. Prom simple geometrical arguments, we find the following relation between yo 
and <fi:
tan((,oo/2) tan(y?i/2) =  — =  —A (6.37)
Where A is the eigenvalue of the hyperbolic period 2 orbit, as in Lemma 3.4.3 of the section
3.4.3. Here a and c are evaluated at time tn, i.e. we suppose we have a frozen boundary at this 
time.
The particle now travels through the other focus at (c, 0), hitting the boundary at <p2 . We 
obtain a similar relation for the angles cpi, cp2 , but with the reciprocal value of —A:
tan(^i/2)tan(v?2/2) =  —(A)“  ^ (6.38)
Thus for the general (n l)-th  bounce, one has
tan (^„ /2 )tan (^„+ l/2 ) =  -(A )“ ”^ (6.39)
Now, use the (modified) billiard map B  introduced in section 3.3.4. The induced rotation 
of the billiard table has the effect of swapping the foci. This trick allows one to combine the 
expressions (6.38) and (6.39) into one. The underlying reason for this is that due to the alternate 
swapping of the foci under the table rotation, the dynamics on the separatrix is such that the 
reduced billiard map is such that the particle repeatedly goes through just one focus, determined 
by the initial starting segment.
Finally, we conclude, if the first segment of the trajectory passes through the focus at (—c, 0), 
the following holds:
tan(<^„/2) =  A~" tan{<po/2) = (6.40)
Observe that, if  instead one chooses the initial segm ent to  be instead passing  
through the other focus at (c, 0 ), then the sign in front o f the nth power reverses 
from to  i.e.
tan(</?n/2 ) =  A” tan((/?o/2) =  &
We can immediately deduce some important relations. First, note that (6.40) gives
& + 1  =  A“ <^^n
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One may now easily write down the formulae for s in 9?, cosy; and ta n y , which are required 
for the evaluation of the Melnikov function
tan ipn =  (6.41)
sin^n =  (6.42)
1 +  ?n
Now our integral is
1 —  £2
cos ifn =  (6.43)
 ^ “T Sn
Jo(9?, ^) =  cos^ 9 — (? sin^ 9 sin^ y  (6.44)
On the separatrix Jq =  O5 and this yields
Using the expressions for sin^ ip given above, we obtain
=  (6.46)
4c^ £2
"  ic H i + b \ i + a Y
For the Melnikov summation formula (6.36), we need to know the expressions for partial deriva­
tives of the integral Jq, which we omit. Proceeding, we obtain a final expression for (6.36). Due 
to a square root factor, the expression may not be computable analytically in terms of elliptic 
functions. Further results on Melnikov calculations section are not a part of this thesis, and we 
do not present them here.
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6.6.2. Scattering map: stable and unstable foliations
By the theory for the scattering map in section 6.1, we require strongly stable and strongly 
unstable foliations of the stable and unstable manifold of A. For the frozen billiard system, the 
strong stable leaf at the point ^  =  (v,t) G A, is just the stable manifold VF®(A) restricted 
to likewise for the strong unstable leaves. So, here Trivially, there is no diffusion
for ^  variables. Thus scattering, or outer map S^  for the static billiard is very degenerate:
S  {Xn^tjf) — {Un^tjf).
(Note that of course we do not have transversality for the static billiard, but the stable and 
unstable manifolds are still obviously fohated by strong stable and strong unstable leaves. Thus, 
ignoring the transversality condition we may still define the scattering map.)
The next step is to study the scattering map in the perturbed case. Although we have made 
progress in this direction, the obtained results are not a part of this thesis.
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7. S u m m ary
We have described some of the current frontiers of research on Fermi acceleration and the related 
topics pertaining to instability of Hamiltonian systems. We have also presented some general 
theory on billiard systems, and Hamiltonian mechanics.
For the case of time-dependent elliptic billiards, we have derived a general 4-dimensional 
billiard map and slow-fast map that describes the dynamics of the billiard for high initial energies. 
For this slow-fast system, we established the existence of a normally hyperbolic invariant cylinder 
and its stable/unstable manifolds. We have specified a possible approach that may lead to 
the proof of existence of accelerating trajectories: considering the two dynamics induced on 
the normally hyperbolic invariant manifold and its stable and unstable manifolds, namely the 
so-called inner and outer maps, and embedding them into certain Hamiltonian flows. The 
equations for the inner map have been derived; we have also derived an abstract Melnikov 
function that gives an expression for the first order splitting of the stable/unstable manifolds. 
The parametrisation of the (unperturbed) separatrix has been obtained, which we require for the 
Melnikov sum. Although not presented in this thesis, the explicit expression for the Melnikov 
sum contains certain square root functions: this means that the sum is not amenable to analytic 
computations, and numerical investigations are required.
7.1. Further work and applications
Most of the ideas for acceleration in elliptic billiards has been estabhshed in previous chapter. 
The bulk of remaining work consists of analytical and numerical calculations. As stated in 
Chapter 6 , due to the form of the Melnikov sum, it is not possible to compute a closed form 
expression for it in terms of elliptic functions. Thus high-precision numerical data would be 
required. As such, proving that Fermi acceleration exists for elliptic bilhards with arbitrary 
periodic a(t) and b(t) may be out of reach. It would be interesting to study numerically the simple 
periodic driving functions that were investigated by Lenz et al [30], namely simple trigonometric 
driving functions like a(t) =  ao -j- asmtcoscp, b(t) =  b(t) -f 6 sin A sin y?. Numerically we can 
perform the computations for the splitting. One would take the numerical values in calculations 
of several orders of magnitude higher that the estimated errors of the computations to ensure 
reliability. Since the integral of the static billiard is independent of speed (energy), the Melnikov 
function is defined on a T^: it depends on the position on the ellipse ip and time t, with the angle 
of reflection 9 being a function of ip. Thus numerically we may choose a large number of initial 
values for ip and t, for example by splitting the angles into 1 0 0  parts, and then plotting the 
corresponding graph. Nondegenerate zeroes will imply transverse points of intersection. One 
would also have to do numerical calculations to determine the transverse intersections of the
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foliations of the invariant manifolds to study the scattering map.
Since the inner map approximately preserves y/Ëa(t) which is a product of energy and length 
of the half of major axis, we may suppose that the scattering niap will also have approximately 
preserve the quantity y/ËL{t) with L{t) the length of the homo clinic trajectory. Thus for the 
Hamiltonian flow, we expect to have Houter =  yfËL{t). Therefore, to satisfy the condition 
that inner/outer flows contain no common orbits, we conjecture that the condition is not 
equal to a constant is required. In fact, these arguments follow straightforwardly from section
6.3.2, however we again choose not to develop them here. Then by application of the theorem 
developed in [2 0 ] one would establish a transition chain, however the details of this construction 
are not available to the author of this thesis at the current stage.
The theory for slow time-dependent perturbations of elliptic billiards may be applied to 
more general a priori unstable systems with appropriate generalisations and modifications. In 
typical Arnold’ diffusion setting for a priori unstable systems, one investigates the effect of small 
perturbations that couple a pendulum and a rotor-type system. In the unperturbed system, the 
action variable I  for the rotor is constant; under the perturbation, /  is no longer constant and 
may experience a large evolution: this is explained in Sections 5.1.3 and 5.4.2. In fight of our 
slow-fast setting for the billiard problem, one could attem pt to investigate the effect of slow, 
not small, perturbations on a priori unstable system. Indeed, the phase portrait of the static 
elliptic billiard resembles the pendulum [1 1 ], and the canonically conjugate energy and time 
variables consitute a ’’rotor”. The growth of action variables, or energy, in slowly perturbed a 
priori unstable systems has not been investigated before, so this would be an enticing avenue of 
research.
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