As the magnetic flux in a pore increases, it grows in radius and the magnetic field at its outer edge becomes increasingly inclined to the vertical. It is believed that this increased field inclination causes filamentary convection to set in and that this new pattern of convection eventually develops into the highly fluted azimuthal structure of sunspots. The linear instability was investigated in a highly idealized Boussinesq model by Tildesley. A non-linear extension of this work is carried out here and the saturation of the instability is explored. These solutions are contrasted with those obtained when the upper-boundary condition is modified by matching the magnetic field to a potential field above the convecting layer. In the non-linear regime an alternating pattern of hot and cool stripes is produced at the upper surface. The results from these model calculations are related to the transition from pores to protospots and to the development of penumbral filaments in sunspots.
structure of sunspots is determined by their strong magnetic fields, it is necessary to explain how the complex interlocking-comb geometry of the penumbral field (Thomas & Weiss 1992; Martínez Pillet 1997; Solanki 2003 ) is maintained and formed.
Pores and sunspots appear in active regions, which first emerge with highly fragmented but locally intense magnetic fields, confined to tiny flux elements that nestle between granules and mesogranules at the photosphere. These fields merge to form small pores, some of which may eventually coalesce to form a protospot (Bray & Loughhead 1964; Zwaan 1992; Schrijver & Zwaan 2000) . If the spot continues to grow and exceeds a certain critical size it rapidly develops a fully-fledged penumbra. This forms as dark filaments extend outwards along the lanes between bright granules, which line up radially outside the spot. Conversely, as the spot decays the penumbra dwindles and eventually disappears, but there is hysteresis in that the largest pores are bigger than the smallest spots.
A pore can be modelled as an isolated magnetic flux tube with a field that fans out towards the photosphere, where the ambient gas pressure drops rapidly with height. The field at the edge of the pore is tilted with respect to the vertical and this tilt grows as the total magnetic flux is increased (Simon & Weiss 1970) . It is presumed that such a configuration will develop a filamentary instability when the tilt exceeds some critical value (Thomas & Weiss 1992) . In the absence of convection, an adiabatically stratified model is stable to fluting interchanges, although the field is concave towards the plasma, owing to the stable density stratification (Meyer, Schmidt & Weiss 1977) . In reality, however, the atmosphere is convectively unstable. Convection is responsible for the appearance of umbral dots within a pore, as well as generating the cellular patterns associated with granules in the normal photosphere, and this turbulent motion can excite the otherwise stable modes to some finite amplitude. It has been conjectured that when the magnetic flux exceeds some critical value there is a convectively driven filamentary instability, which grows and saturates at some finite level, and that, as the flux increases further, there is a catastrophic increase in amplitude that leads to the formation of penumbral filaments (Rucklidge, Schmidt & Weiss 1995) . This final development has been ascribed to downward pumping of magnetic flux by the external granular convection (Thomas et al. 2002; Weiss et al. 2004 ). Aspects of this process can be modelled in idealized configurations. have successfully represented fully compressible, axisymmetric magnetoconvection, thereby obtaining an equilibrium state whose stability can be further investigated: preliminary results do indeed suggest that such a configuration is unstable to modes that develop into non-axisymmetric structures (Hurlburt, Matthews & Rucklidge 2000; Hurlburt & Alexander 2002) . Because the azimuthal scale of the filaments observed in protospots is small compared with the radii of the spots, the effects of curvature should be unimportant. Hence, it is reasonable to start by studying a Cartesian configuration, which is more convenient for both analytical and numerical calculations. In the first instance, Tildesley (2003a, henceforth Paper I) sought three-dimensional instabilities in the Boussinesq approximation, starting from a fully non-linear, two-dimensional equilibrium solution with an asymmetric magnetic field whose configuration resembled the cross-section of a pore. This linear study demonstrated the existence of filamentary instabilities driven by convection for the first time.
In this paper we first extend the previous linear treatment to cover less restrictive boundary conditions on the magnetic field B; specifically, we match B to a potential field above the upper boundary, rather than forcing B to be vertical at both the top and bottom of the convecting layer. Next, and more importantly, we present nonlinear solutions for both sets of boundary conditions and compare these results. They confirm that the linear instability develops into a non-linear solution that saturates at a modest amplitude, giving rise to a weakly filamented pattern.
Our paper is organized as follows. In the next section we summarize the model problem, with the different choices of boundary conditions. Then, in Section 3, we present the linear results for the potential field boundary condition. The non-linear results for both sets of boundary conditions are described in Section 4. In Section 5 we compare these results and contrast them with the currently available solutions in cylindrical geometry. We then conclude by relating the results of these model calculations to the development of filamentary structures in pores and sunspots.
T H E M O D E L P RO B L E M
This calculation is carried out in Cartesian geometry and using the Boussinesq approximation. The model configuration is as described in Paper I. The z-axis points upwards and the x-axis corresponds to the radial direction in a cylindrical model, while the y-direction represents azimuthal variation in a pore or spot.
The governing equations, in dimensionless form, are identical to those in Paper I. For convenience they are rewritten here:
Notation is the same as in Paper I: B represents the total magnetic field, u is the velocity of the fluid, ω is the corresponding vorticity and T is the temperature of the fluid. Q is the Chandrasekhar number (proportional to |B 0 | 2 , where B 0 is the imposed magnetic field), R is the Rayleigh number, which is a measure of the superadiabatic temperature gradient, ζ is the ratio of the magnetic to the thermal diffusivity and σ is the ratio of the viscous to the thermal diffusivity (the Prandtl number, which is set to unity throughout this paper).
Our calculation proceeds in three stages. First we set up a trivial static equilibrium, with a constant vertical temperature gradient and a uniform vertical field, so that T = 1 − z, B =ẑ and u = 0. Next we integrate the non-linear equations with B and u restricted to the x-z plane and independent of the y-coordinate so as to obtain a two-dimensional steady solution that is spatially asymmetric. Fig. 2 shows an example of such a solution, with the magnetic field and streamlines of the velocity. The field lines mimic the fanned-out field in a pore or sunspot. This non-linear solution is then given by
This two-dimensional solution serves as an initial state for the three-dimensional non-linear problem. We introduce a random small (but smooth) y-dependent perturbation and integrate forward in time to investigate the growth and saturation of any transverse instability. In a deviation from the procedure adopted for the linear problem in Paper I, we no longer split the variables into initial and perturbed parts. Instead, our non-linear treatment follows the development of the fully three-dimensional, time-dependent deviations from the original static configuration. Thus we evolve the total vorticity ω and velocity u, along with the deviation in temperature θ and the distortion to the magnetic field B, rather than the perturbations ω , u , θ and b to the two-dimensional solution, where
(4) Figure 2 . A model of a 2D sunspot, ignoring transverse variation, for Q = 1000, R = 8000, σ = 1, ζ = 0.05 and λ = 1.0, in the presence of a potential field boundary condition on z = 1. Solid lines represent magnetic field lines for B 0 , whilst dashed lines represent streamlines for u 0 .
Boundary conditions
Equations (1)- (3) are solved in the region {0 x λ x , 0 y λ y , 0 z 1} subject to appropriately chosen boundary conditions. As in Paper I, normal components of velocity, tangential stress and temperature disturbance vanish on the upper and lower surfaces. Therefore, on z = 0, 1
We assume reflection symmetry in the x-direction, so that at x = 0 and
For the non-linear calculation we also adopt reflecting boundary conditions in the y-direction. Therefore on y = 0 and y = λ y we have
This boundary condition excludes the possibility of travelling waves in the y-direction and hence may seem somewhat restrictive. We know from linear calculations that three-dimensional perturbations appear initially at a stationary bifurcation but the possibility of a secondary bifurcation leading to travelling waves has been eliminated. The magnetic field is vertical on the lower surface, z = 0, where
Finally, we introduce two different choices of boundary condition on the upper surface at z = 1. First of all we take the magnetic field to be vertical (as in Paper I) so that
again. As an alternative, we allow the inclination of the field at the boundary to vary by matching the internal field to a potential field in the half-space z > 1. Because the electric current vanishes in that region, we can write b = −∇ , where ∇ 2 = 0. If we now restrict attention to a single separable Fourier component of the form
and require the solution to decay as z → ∞, then it follows that Z = exp(−|α|z), where 
Nowb x andb y are both continuous, so ∂b z /∂z must also be continuous, and hence
at z = 1. Moreover, because |∇ ∧ b| z = 0, it follows that k ybx = k xby on the boundary and thus that
on z = 1. Equations (14) and (15) therefore provide the appropriate boundary conditions for the magnetic field (Blanchflower, Rucklidge & Weiss 1998; Tildesley 2003b) . We have also explored the effect of relaxing the temperature boundary condition on the upper surface by matching the heat conducted to the boundary to blackbody radiation from the surface. In the Boussinesq case, this reduces to the condition that the disturbance to the heat flux vanishes on z = 1 (Blanchflower et al. 1998) , so that
We find that this boundary condition has little effect on the solution but the results will be mentioned in Section 5.
Numerical scheme
In any three-dimensional magnetoconvection calculation, the problem of ensuring that ∇·B = 0 and ∇·u = 0 is encountered. The method employed in this calculation decomposes the magnetic field and velocity into poloidal and toroidal parts such that
where Q and S are the poloidal potentials and P and V are the toroidal potentials corresponding to u and B, respectively. We can time-step for u and B as normal, but at the end of each time-step we use our velocity and magnetic field results to calculate the appropriate values of Q, P, S and V. The poloidal potential is derived from the z-component of velocity (or magnetic field) from the equation
whilst the toroidal potential is derived from the z-component of vorticity (or current) from the equation
If we convert to Fourier space in the x and y directions then all derivatives in x and y are reduced to multiplication by the corresponding wavenumbers k x and k y . Velocity (and equivalently magnetic field) components are then recalculated from the poloidal and toroidal potentials. This will ensure that ∇·u and ∇·B remain zero. The code used to solve the non-linear problem employs a spectral scheme in the x and y directions combined with fourth-order finite differencing in the z-direction. Time-stepping is by a second-order Adams-Bashforth scheme and the grid size is typically 64 points in the x and z directions and 32 points in the y-direction, though lower resolutions are possible for the less extreme parameter values. The linear perturbation results to be discussed in the next section were calculated using an adapted version of the code used for Paper I, with fourth-order finite differencing introduced in the z-direction. The non-linear code was checked by comparing the initial growth rates before saturation to those found for the linear case: we find agreement to within ∼0.5 per cent.
L I N E A R P E RT U R BAT I O N S

The two-dimensional equilibrium solution
Paper I described the evolution of a non-linear solution from a static state within a two-dimensional box, with idealized boundary conditions on its upper surface (Weiss 1981 ). Here we extend this account by briefly discussing the effect of adopting a potential field boundary condition on z = 1. As in the former case, when the Rayleigh number R is increased for a fixed value of Q we find that oscillatory convection sets in first (provided ζ < 1 and Q 1). For higher values of R, this again gives way to steady convection, with possible hysteresis (Proctor & Weiss 1982) . We find that the transition to steady convection occurs for a slightly higher value of R (at fixed Q) in the presence of a potential field than when the field is vertical on z = 1. When the boundary conditions are the same at z = 0 and z = 1 the system has up-down symmetry and the initial point symmetry of solutions is lost at a symmetry-breaking bifurcation (Nagata, Proctor & Weiss 1990) . Introducing a potential field boundary condition at z = 1 breaks the up-down symmetry but there is nevertheless a transition from almost symmetrical to markedly asymmetrical solutions as R is decreased from a very large value. Fig. 2 shows the two-dimensional steady solution formed when the field at z = 1 is matched to an external potential field for Q = 1000, R = 8000, σ = 1 and ζ = 0.05; here and throughout this paper the aspect ratio in the x-direction is set to unity so that λ x = 1.0. The solid lines are contours of the magnetic flux function: they show that the field is concentrated mainly towards the left hand side of the domain, with the field lines fanning out towards the top of the box. The dashed lines are streamlines of the clockwise convective flow, which acts as a collar for this flux sheet. The magnetic field is segregated from the flow and the field strength drops abruptly in a magnetic boundary layer, associated with a transverse current sheet. This configuration bears a qualitative resemblance to the cross-section of a pore on the Sun, which can be modelled as an axisymmetric flux tube, bounded by an azimuthal current sheet at the magnetopause.
The presence of a potential field at the surface allows the magnetic field lines to relax and we observe that they are indeed inclined to the vertical at z = 1. Our linear treatment will now proceed in the same way as in Paper I. We take the two-dimensional solution as an initial equilibrium state and introduce a three-dimensional perturbation with dependence upon y limited to a single Fourier mode. This means that k y can be varied to study instabilities with differing length scales. Table 1 summarizes our findings when matching to a potential field above the z = 1 surface, where k max is the y-direction wavenumber of maximum growth rate, s max is the corresponding growth rate and finally k s is the maximum value of k y for which the growth rate s remains positive. Comparing the values listed here with those for the ideal case (table 1 in Paper I) we see that the growth rates for the potential field case are greater than those of the ideal case for all parameter values investigated. This implies that the two-dimensional solution is more unstable with a potential field boundary condition on z = 1. However, the wavenumber of maximum growth rate k max is found to decrease marginally when a potential field boundary condition on z = 1 is considered. Therefore, the preferred length-scale is slightly greater than in the ideal case. Considering the solution with Q = 1000, ζ = 0.1 and R = 10 000, we find k max = 3.77 (i.e. a length-scale of 1.667) and s max = 22.381 with a potential field boundary condition on z = 1 (in the ideal case, k max = 3.91 and s max = 20.345).
The effect of a potential field on linear behaviour
The most significant effect of matching to a potential field above the z = 1 surface becomes apparent when investigating the subsurface structure of the solution (all plots in this section are for Q = 1000, ζ = 0.1 and R = 10 000). The profiles of j x and w x (Fig. 3) are very similar to those of the ideal case (Paper I) and imply that the strongest region of the instability is both along the magnetic boundary layer and towards the top left of the domain (all x-z plots are displayed for y = π/k to coincide with the centre of the cool surface structure and to preserve consistency with Paper I).
However if we examine the perturbation to the flow and magnetic field in Fig. 4 we see some distinct differences from the ideal case. In Paper I it was found that the perturbation to the flow opposed the initial flow direction in the region of the surface cool structure and enhanced it in the region of the surface hot structure and the same flow is found here. However, in the ideal case we also found a weaker outflow of plasma towards the top left hand corner of the domain in the region of the surface cool structure. This outflow is found to be almost entirely suppressed upon addition of a potential field boundary condition (Fig. 4a) . The perturbation to the flow in the x-z plane therefore takes the form of a roll in the opposite direction from that of the initial flow at the centre of the cool surface structure, whereas at the centre of the hot surface structure it takes the form of a roll in the same direction as that of the initial flow. In Fig. 4 (b) we see that the strongest perturbation to the magnetic field is again found to lie along the magnetic boundary layer (the magnetopause) and towards the right hand side of the domain. The relaxation of the magnetic field boundary condition means that the magnetic field is no longer restricted to being vertical on the z = 1 surface and this is seen to have some effect if we look closely at the region towards the top right of the domain. A strong magnetic field in the negative x-direction can be seen in Fig. 4 (b) in this region: a feature which is found to be much weaker for the ideal case. The periodic nature of the system in the y-direction implies that this magnetic flux will be in the positive x-direction when y = 0 (at the centre of the hot structure). This result will be discussed further when proceeding to the non-linear regime in the next section.
The form of the eigenfunctions
The stability properties of the non-magnetic problem (Busse 1978; Bolton & Busse 1985; Schnaubelt & Busse 1989) were investigated in Paper I. It was found that convection rolls with λ x = 1.0 are unstable to the cross-roll instability for a small range of values of third direction wavenumber k y . As the Rayleigh number R is increased, the regime of instability increases (see fig. 3 in Paper I).
With the addition of a magnetic field, the growth rate of the instability increases dramatically. We also find that the form of the eigenfunction changes significantly. It is convenient to follow this change with the same idealized boundary conditions at z = 0 and z = 1, so that changes of symmetry in the eigenfunctions become more apparent. Fig. 5 shows the eigenfunctions for varying magnetic field strength in the presence of a vertical magnetic field boundary condition on z = 1, in the form of the x-component of vorticity (which is zero in the unperturbed state). Streamlines for the two-dimensional unperturbed solution are also shown in this figure. For Q = 0 the eigenfunction possesses 180
• rotational symmetry in the x-z plane, as shown in Fig. 5(a) . This symmetry is found to break for Q 3. For Q = 50, the instability is, in fact, antisymmetric with respect to rotation by 180
• (Fig. 5b) . In other words, if the solution is rotated by 180
• about the centre of the x-z plane, ω x changes sign everywhere. Therefore we obtain a different eigenmode from that found in the purely hydrodynamic case and for low Q. The eigenmode remains antisymmetric as Q is increased, provided the initial two-dimensional state possesses point symmetry. Of course, this calculation only identifies the eigenmode with the largest growth rate and therefore the only conclusion we can draw is that the eigenmode that is antisymmetric with respect to rotation by 180
• is more unstable than the mode that possesses 180
• rotational symmetry for Q 3. This symmetric mode may still exist for these values of Q, but will grow at a slower rate than the antisymmetric mode if it occurs at all. As Q is increased yet further, the magnetic field in the two-dimensional problem squeezes the initial convection cell away from the side walls of the domain and we find that the instability is no longer concentrated towards the side walls. In Fig. 5(c) , when Q = 500, the magnetic field modifies the instability to such an extent that the perturbation to the magnetic field is concentrated along the magnetic boundary layer of our two-dimensional asymmetric model, rather than towards the lateral walls of the domain as is the case for lower Q. In Fig. 5 (c) the eigenfunction is neither symmetric nor antisymmetric with respect to rotation by 180
• . This is because the unperturbed state is itself spatially asymmetric.
N O N -L I N E A R R E S U LT S
Having completed our discussion of the linear problem, we move on into the non-linear domain. This will enable us to determine the level at which the instability saturates and to see whether its effect is physically significant. We begin by considering the case studied in Paper I, with the magnetic field constrained to be vertical at the upper boundary. These results will then be contrasted with those for a potential field boundary condition.
Idealized boundary conditions on z = 1
The form of the solution
We begin by exhibiting a steady non-linear solution satisfying the idealized boundary conditions in equations (5) and (11) at z = 1. All of the plots in this subsection are for Q = 500, R = 8000, ζ = 0.2 and λ y = 1.2. Because the temperature is held constant at z = 1, all temperature plots are shown at one grid point below the upper surface and therefore represent the temperature gradient at the top of the layer. Fig. 6 shows plans of this solution in the x-y plane. The flux sheet is centred on the plane x = 0 and the lightest regions of the plots are areas in which the relevant variable attains its maximum value, while the darkest regions correspond to areas where the variable reaches its minimum value. The plot of the temperature just below the top of the layer, in Fig. 6(a) , shows a hot structure centred on y = 0. The temperature drops significantly towards higher values of y, reaching a minimum at y = 1.2. Fig. 6(b) shows the total magnetic field one-third of the way up the layer: the instability is concentrated along the current sheet that forms a magnetic boundary layer in the original two-dimensional state. The velocity plot in Fig. 6(c) reveals that the maximum horizontal speed is found to the right of the hot structure and that u = 0 at its centre. These results are all consistent with those from Paper I.
To gain a better impression of the saturated instability, we subtract the initial two-dimensional solution from the non-linear result. Fig. 7 shows vertical cuts through the disturbance to the two-dimensional roll. At the middle of the hot structure (y = 0) the disturbance to the flow is in the same direction as the initial two-dimensional circulation (Fig. 7a) , thereby enhancing the motion. There is also a weak counter cell inside the magnetic boundary layer, causing a feeble inflow at the surface towards low values of x. In the cooler region at y = 1.2 the disturbance to the flow is in the opposite direction and opposes the initial two-dimensional roll. The counter cell inside the magnetic boundary layer is also in the opposite direction and is more vigorous than at y = 0. We note also from Fig. 7 that the nonlinear disturbance is not concentrated along the magnetopause to the same extent as in the linear case. However, the disturbance does become more concentrated along the magnetopause as the value of Q is increased.
At the surface, the disturbance to the two-dimensional flow is very similar to that in the linear case (Fig. 8a ). There is a periodic transverse pattern, with motion away from the centre of the hot structure and towards the centre of the cool structure. This is consistent with the up-flows and down-flows that occur in the hot and cool regions, respectively, in Fig. 7 . However, when the disturbance is combined with the initial surface flow there is very little distortion of the original roll (Fig. 8b) . Owing to the disturbance, the outflow in the region of the hot structure is marginally stronger than that from the cool structure but, for these parameter values at least, the difference is barely perceptible.
From the plots of the magnetic field in Fig. 9 we see that the majority of the disturbance to the magnetic flux is concentrated along the original magnetopause and also along the magnetic boundary layer near x = 1. The magnitude of the maximum disturbance to the magnetic field is greater at y = 0 (the region of highest temperature) in Fig. 9 than it is at y = 1.2. Now b y = u y = 0 at y = 0 and y = 1.2 and so the field lines and streamlines in the x-z plane for those values of y show the actual direction and strength of the disturbances to the magnetic field and velocity. The form of these saturated disturbances differs slightly from that of the linear eigenmodes in Paper I. There, the perturbation to the magnetic field along the magnetopause is in the same direction as the original field in the region with a cool structure and there is also a slightly weaker field with the opposite orientation just inside the magnetopause. In Fig. 9 (b) this oppositely directed field is dominant: the disturbance to the field is concentrated along the magnetopause but oriented in the opposite direction to the initial field. Towards the left there is a downward magnetic field close to the upper surface, with a weaker upward field from the lower boundary. At y = 0 these directions are naturally reversed (Fig. 9a ) and the disturbance is less concentrated.
The strongest transverse variation in the y-component of the magnetic field occurs towards the outer edge of the computational domain, with a weaker variation along the magnetopause (Fig. 10b) . The transverse velocity is also greatest towards x = 1 (Fig. 10a) .
These plots are for y = 0.4 so as to highlight the form of the instability.
Varying the parameter values
From Paper I, we know the preferred length-scale of the instability in the linear regime. For Q = 500, R = 8000 and ζ = 0.2 the growth-rate is a maximum for k y = k max = 3.65, corresponding to a wavelength max = 1.72 (Tildesley 2003b ). With our choice of boundary conditions for the non-linear problem, this corresponds to setting λ y = 0.86. We have explored the effects of varying the aspect ratio in the y-direction and we find that the preferred lengthscale in the non-linear regime does not differ significantly from that predicted by linear analysis. For any choice of λ y , solutions are obviously restricted to wavelengths such that 2λ y = n , where n is an integer. Setting λ y = 2 we find that n = 2 and = 1, as shown in Fig. 11(a) . With λ y = 4 and λ y = 6 we still find = 1 (Tildesley 2003a) . There is certainly no indication that the preferred wavelength decreases in the non-linear regime.
Next we vary the physical parameters of the system. In what follows, we decrease the diffusivity ratio ζ while holding the product ζ Q constant: in dimensional terms, this corresponds to decreasing the magnetic diffusivity for a fixed strength of the imposed magnetic field B 0 . The non-linear results are again consistent with those for the linear problem in Paper I, where it was found that the preferred transverse wavenumber k max increased both when ζ was decreased for fixed R and ζ Q and when R was increased for fixed ζ and Q. Fig. 11 shows the effects of progressively decreasing ζ without significantly changing R and λ y . The two temperature plots for ζ = 0.2 and ζ = 0.1 do not differ significantly. However, when the resistivity is further reduced so that ζ = 0.05 the transverse modulation becomes much more marked, while the bright features increase in width. It is possible therefore that more extreme parameter values might yield a more striking filamentary structure with a shorter transverse wavelength.
Potential field boundary condition on z = 1
Matching the solution to a potential field above z = 1 allows the field lines to relax and is therefore more realistic than the vertical field boundary condition. The linear analysis in Section 3 established Figure 12 . Contour plots for the non-linear case displaying (a) total temperature field one grid point below the surface z = 1, (b) total magnetic field (|B| 2 ) at the height z = 1/3 and (c) total velocity field (|u| 2 ) on the surface z = 1 (x horizontal, y vertical) for Q = 500, R = 10 000, ζ = 0.2, λ x = 1.0 and λ y = 1.1 in the presence of a potential field boundary condition on z = 1. Bars showing the contour levels are displayed to the left of each grey-scale plot.
that the preferred length-scale of the instability increases slightly, as compared with the idealized case in Paper I. The growth rate of the instability also increases, as does the range of wavenumbers over which the instability occurs.
The form of the solution is shown in Figs 12-16 for Q = 500, R = 10000, ζ = 0.2, and λ y = 1.1. For these parameter values and boundary conditions, k max = 3.61 and therefore max = 1.74. Hence with an aspect ratio λ y = 1.1 we expect one half-roll to occur in our domain.
The pattern at z = 1 is very similar to that in the ideal case, as can be seen by comparing Fig. 12 to Fig. 6 . There is marginally more modulation in the y-direction here, the width in the x-direction of the bright feature is slightly greater and the temperature maximum at y = 0 is displaced slightly inwards. The subsurface velocity patterns in Fig. 13 are qualitatively similar to those in Fig. 7 , though the disturbance has become more vigorous. At y = 0 there is a counterrotating eddy in the field-free region (with a down-flow along the magnetopause and an up-flow at the outer boundary) and a weaker eddy within the flux sheet; at y = 1.1 the senses are reversed and the velocity is predominantly vertical. The horizontal flow from Arrow plots for the non-linear case in the presence of a potential field on the z = 1 surface showing (a) the disturbance u to the velocity and (b) the total velocity field u on the surface z = 1 for Q = 500, R = 10 000, ζ = 0.2, λ x = 1.0 and λ y = 1.1. The size of the arrows is a measure of the strength of the velocity. On the surface z = 1 the vertical velocity is zero. In (a) |u max | = 3.449 (corresponding to the arrow with the longest length) and in (b) |u max | = 11.948 where u max is the maximum flow velocity in the x-y plane.
the hot feature to the cool feature is correspondingly stronger in Fig. 14(a) , where the y-component of the velocity peaks around y = 0.55 and the flow is slewed to the right, than it is in Fig. 8(a) . However, the effect on the total velocity, with an outflow in the region 0.4 < x < 1.0, remains slight. The subsurface structure of the magnetic field is more obviously affected, especially near the upper surface (Fig. 15) . At y = 0, where the surface temperature gradient is least, the magnetic field along the magnetopause is strongly distorted. Field lines are dragged towards the inner (x = 0) boundary at the top of the layer, so that the inclination of the field to the vertical is reduced. Conversely, the field becomes more inclined at y = 1.1, where the temperature gradient is enhanced. At the outer boundary of the box (x = 1) the field is strengthened at y = 0 and weakened at y = 1.1, owing to the presence of the counter-rotating and co-rotating eddies. The net effect on the total field is shown in Fig. 16 .
D I S C U S S I O N
Implementation of a potential field boundary condition at the upper surface in our model allows the direction of the magnetic field to relax and is certainly more realistic than constraining the field to be vertical. We have also investigated the effects of relaxing the fixed temperature boundary condition (θ = 0) at z = 1 by adopting the fixed heat flux condition in equation (16). This allows the temperature to vary at the upper boundary and is equivalent, in the Boussinesq limit, to a radiative boundary condition. The resulting linear and non-linear behaviour, for both choices of magnetic boundary condition, is described by Tildesley (2003b) . The linear growth rates drop and both k max and k s are reduced, so that the preferred transverse length-scale is increased. In the nonlinear solutions, the hot strip is broader in the x-direction. Overall, however, these results are only slightly affected by modifying the thermal boundary condition and so they will not be reproduced here.
Adopting a less restrictive magnetic boundary condition naturally promotes the development of instability. Thus the linear growth rates are higher when B is matched to a potential field than when B is vertical. In addition, the preferred length-scale is slightly increased. The non-linear results show that when the transverse instability eventually saturates it does indeed have a significant effect on the overall structure of the three-dimensional solution, for both choices of boundary condition. The structure is modulated to give an alternating pattern of hot and cool structures at the upper surface that bears a strong resemblance to that found in Paper I, with the disturbance to the magnetic field concentrated along the magnetopause. With the less restrictive potential field boundary condition, the magnetic field near the upper surface is more strongly distorted. Fig. 16 shows that field lines are lifted towards the centre of the flux sheet in the cooler region and drawn away from it where the peak temperature is higher.
We have constructed two-dimensional, spatially asymmetric magnetoconvective rolls and established that they are unstable to transverse perturbations. These convectively driven instabilities saturate at a level that has an appreciable effect on the structure of the three-dimensional solutions and it is likely that the transverse modulation would become more pronounced and elongated if Q and R were further increased. Given that we have studied a highly idealized Boussinesq model, it is not surprising that the patterns bear only a limited resemblance to penumbral filaments. Indeed, there are many significant differences. In our model with a potential field boundary condition the regions with hottest surface temperatures have more horizontal magnetic fields than regions with cooler temperatures; while there is an outflow in the cooler regions, the strongest outward velocities are in the region with the hottest temperature. In the penumbrae of sunspots, on the other hand, dark filaments are observed to be more inclined to the vertical than bright filaments and the horizontal Evershed outflow is confined to the dark filaments. It must be emphasized, however, that we are only attempting to model the development of a filamentary instability that leads to the initial appearance of a rudimentary penumbra around a protospot. The strongly fluted structure of a fully developed penumbra relies on some additional mechanism, probably involving interactions with granular convection outside the sunspot (Thomas et al. 2002; Weiss et al. 2004 ). Furthermore, the Evershed effect is best explained as a siphon flow (e.g. Montesinos & Thomas 1997) .
It is not obvious how to relate the transverse wavelength in our calculations to an azimuthal scale in a pore, because the pattern of convection outside the flux sheet in our model bears little resemblance to that around a pore or sunspot at the surface of the Sun. The best assumption is probably that the depth of the layer in Fig. 2 corresponds to the estimated depth of a granular cell, say 1000 km, so that the wavelength max of maximum growth would correspond to a spacing of approximately 1800 km between adjacent filaments. This is larger than what is observed but such a discrepancy is not surprising, given all the limitations of our model.
In the Boussinesq approximation, it is only possible to create a flux sheet or tube with a field that fans out upwards if it is accompanied by a flow that moves outwards at the top (as in Fig. 2) . In a stratified compressible layer, this restriction is relaxed. To be sure, a well-developed sunspot is surrounded by a broad annular supergranule (the moat cell) with the photospheric velocity directed predominantly outwards: however, our model only aims to represent the development of a rudimentary penumbra around a pore and pores are typically situated in regions of converging flow. Moreover, any isolated flux concentration is surrounded by granules and the plasma velocity immediately around it must be directed downwards and radially inwards. This sense of motion is exactly what appears in an axisymmetric model of fully compressible magnetoconvection . If we interpret their model as representing a pore rather than a sunspot, then the central flux tube is enclosed by a ring-shaped eddy that represents the azimuthally averaged velocity of the granules that surround the pore.
This cylindrical treatment has been extended to cover a restricted range of non-axisymmetric behaviour, within a 30
• wedge Hurlburt & Alexander 2002) . These preliminary results indicate that there is a critical magnetic field strength above which the preferred structure of the solution is no longer axisymmetric and a strong variation in the azimuthal direction becomes apparent. As Q is increased, this modulation grows more striking and the flow develops a complicated spoke-like pattern, with the strongest fields concentrated at the outer boundary. This sequence can be explained by reference to our calculations. From the linear results in Paper I we know that the instability will not occur for wavenumbers greater than a certain value k s and this carries over to the non-linear results presented here, where the critical wavenumber k s is not significantly different. Moreover, k s , and the wavenumber k max that has the largest growth rate, both increase with increasing Q. If the box has an aspect ratio λ y that is sufficiently small, there will therefore be a critical value of Q below which the two-dimensional configuration is stable and the transverse disturbance will grow in amplitude as Q is increased above this critical value. In the cylindrical problem, perturbations vary as exp imφ in the azimuthal direction; if m is sufficiently large (e.g. m = 12 as in the calculation by Hurlburt & Alexander 2002) there will be a critical value of Q below which the axisymmetric solution is stable and as Q is progressively increased above this value the azimuthal modulation will become increasingly pronounced. Thus the results announced by Hurlburt & Alexander (2002) are consistent with the properties of our Cartesian model and provide support for the instability mechanism presented here.
It would be interesting to learn whether instability sets in for lower values of Q when m < 12 (i.e. for larger wedges) and, indeed, whether the axisymmetric solution remains stable in the absence of any magnetic field. (We recall that in our model spatially symmetric two-dimensional rolls are unstable over a small interval of transverse wavenumbers even when B 0 = 0.)
C O N C L U S I O N
In this paper we have confirmed the existence of convectively driven instabilities in an unstably stratified, electrically conducting layer overlaid by a tilted magnetic field. The linear treatment in Paper I has been extended to include more realistic boundary conditions and we have explored the non-linear development and saturation of these filamentary instabilities. Our results for a Cartesian model are consistent with preliminary reports of non-axisymmetric structure in a cylindrical configuration.
The results from these idealized model calculations shed light on the origins of the fluted and filamentary patterns that have been detected in pores and protospots, and are precursors of the fully developed penumbra of a sunspot. We suggest that there are three distinct stages in this process, all of which can be recognized in the superb images obtained with the new Swedish 1-m solar telescope (Scharmer et al. 2002) , which are best viewed on the web site http://www.solarphysics.kva.se/. In the first stage, a small pore appears between a group of granules that provide an inward-directed flow around its boundary. The pore is a cross-section of a slender flux tube that is weakly stable to the ideal fluting instability of a configuration with field lines that are concave towards the plasma (Meyer et al. 1977) . We conjecture that these stable modes are excited to a small but finite amplitude by the turbulent motion inside and outside the pore, thereby producing the thin fluted rim that is visible around even the smallest pores (see fig. 3a of Scharmer et al. 2002) . Note that this finely striated rim appears quite different from the hairlike features that lie over abnormal granulation (Scharmer et al. 2002; Lites et al. 2004 ).
As pores grow or amalgamate, and so accumulate more flux, the field at their edges becomes progressively more tilted, until the configuration becomes liable to a convectively driven instability of the type described in this paper. The instability apparently saturates at a low amplitude and with a fine scale in the azimuthal direction. (In an idealized cylindrical model this would correspond to an eigenmode varying as exp im 0 φ, with m 0 1.) This second stage corresponds to the formation of a protospot, like that illustrated in Fig. 1(b) , with a rudimentary penumbra that is fluted on a scale smaller than that of the surrounding granules. Adding more flux, and thereby further increasing the average tilt of the peripheral field, will have two effects: the fluting will grow in amplitude and the range of azimuthal scales that are unstable will increase (corresponding, in particular, to modes with m < m 0 ). Eventually there will be significant fluting on a scale that matches the spacing of the surrounding granules. Depressed flux tubes are then grabbed by the rapidly sinking fluid in intergranular lanes and dragged downwards. Therefore magnetic pumping leads to the catastrophic development of a penumbra with elongated dark filaments and the appearance of a real sunspot (Thomas et al. 2002; Weiss et al. 2004) . This final state is closely followed by a reversal of the large-scale ambient flow and the formation of a moat cell with a radial outflow around the spot.
Conversely, when the spot decays, the magnetic flux in the dark filaments is still pumped downwards by the sinking plasma in the intergranular lanes and so the penumbra can persist for spots that are smaller than the largest pores. This explains the hysteresis that has been observed. (From a mathematical point of view, this is a simple example of a cusp catastrophe and the relationship between the relevant control parameter, the total magnetic flux, and an order parameter that measures the degree of filamentation in the spot or pore can be represented by a simple non-linear differential equation, as outlined in the appendix.)
Our numerical results have demonstrated that the filamentary instability exists and that it leads to fluting, while other studies have shown that magnetic pumping provides a mechanism that is effective and robust. Together they provide strong support for the scenario outlined above, though these model calculations are only an essential preliminary to more ambitious computation. What is now needed is a systematic study of filamentation in a fully compressible three-dimensional calculation, preferably in cylindrical geometry.
provided that λ > 1; for λ > 4/3 one of the turning points occurs for µ < 0. Fig. A1 shows x 2 as a function of µ for λ = 1.5. The trivial pore solution is stable for µ < 0 but unstable for µ > 0, giving way to stable protospots with low-amplitude filamentation, on a segment of the solution branch that ends in a saddle-node bifurcation at µ ≈ 0.192. There is then an unstable segment that doubles back until it turns round again at a second saddle-node bifurcation, at µ ≈ −0.192, where stability is restored to a branch of sunspots with large-amplitude filaments. This simple model of hysteresis (associated with a cusp catastrophe in the λ-µ plane) illustrates the way in which sunspots can exist and be stable for the same values of the magnetic flux as pores or protospots (Rucklidge et al. 1995) . As the magnetic flux increases, the filamentary instability sets in at c (µ = 0), when a pore develops into a protospot. The protospot continues to grow as is further increased, until the turning point is reached. There is then an abrupt transition to the sunspot branch. Conversely, as a sunspot decays, penumbral filaments survive until the lower turning point, with a sudden jump to the solution that corresponds to a pore. This paper has been typeset from a T E X/L A T E X file prepared by the author.
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