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doi:10.1016/j.kjms.2011.08.005Abstract Physical aspects of medical science involve making physical models, physical
approaches, and measurements by physical instruments. Among these, the physical approach
is the most important for an exact elucidation of the physiological function of living materials.
What is a physical approach? In the first step, the molecular mechanism of visual transduction
will be demonstrated by considering the physical characteristics of diffusion of second
messengers. In the next step, I will consider how frequency modulationetype impulse
signaling is converted from amplitude modulationetype electric signaling. In the last section,
I will discuss how impulse signaling (i.e., the train of action potentials) is processed by the
neural network in the brain and eventually is recognized in the frontal cortex using near
infrared spectroscopy. In order to obtain such a physical model of vision, many physical
concepts are used, such as light reflex, energy transduction, diffusion of molecules, threshold,
the Coulomb interaction, light absorption, and cluster analysis. Among them, the Coulomb
interaction, light absorption, and diffusion of molecules are three essential keywords for
the physical process.
Copyright ª 2011, Elsevier Taiwan LLC. All rights reserved.Introduction
Medical science is a major field of natural science but it is
not a traditional field like physics or chemistry. So far,
medical science has been developed mainly based on
chemistry, not on physics. What is the difference between
chemistry and physics? Generally speaking, chemistry
cherishes each individual component in the system, whileng 80708, Taiwan.
.tw.
vier Taiwan LLC. All rights reservphysics stresses similarity and/or unity among the indi-
vidual components of the system. Furthermore, physics
describes characteristics of the system by oscillation,
synchronization, and interaction [1].
When we think about the living system, we consider the
following questions and answers:
1. In order to describe the living state, what kind of
physical concepts are significant?
All kinds of living materials make heat production due
to energy metabolism and intracellular signaling [2].
2. What is the essential function of water in the cell?ed.
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an ordered and bound water, which is involved in the
demonstration of different cell functions such as
differentiation, proliferation, and metabolism [3].
3. What is a living state?
A living state can be described more clearly by using
entropy, free energy, and temperature [4].
4. How are the important parameters of living materials
measured?
The important parameters describing the living state
are the membrane potential, temperature of the cell,
translocation of second messengers in the cell, and
information processing in the brain. The former can be
measured by several kinds of fluorescent dyes and the
latter can be measured by functional magnetic reso-
nance imaging (fMRI), positron emission tomography
(PET), electroencephalogram (EEG), and near infrared
spectroscopy (NIRS). All of these methods are based on
electromagnetic dynamics, but their wave lengths are
largely different [5]. These are demonstrated in Fig. 1.
The physical principle is also very useful when we
encounter a difficult problem to solve. Firstly, the uncer-
tainty principle also holds when we observe cellular func-
tion through a microscope. If we want to see the cell at
a higher magnification, e.g., by electron microscope or
atomic force microscope, no temporal resolution can be
expected. When we focus on the dynamic change in the
order of millseconds, we have to ignore space resolution as
it is measured by EEG and/or the magnetoencephalogram
(MEG). NIR has moderate temporal and special resolution to
observe brain functions [6].
Secondly, we have to introduce how to create “simpli-
fication” for solving difficult problems. Generally speaking,
the simplification is composed of “forward simplification”
and “backward simplification” [7]. This concept is based on
the evolution theory. The most evolved animal, i.e., the
human, has highly differentiated neurons (forward simpli-
fication), whereas bacteria are full of functional proteins in
one cell (backward simplification). Eventually, in order to
analyze the complex phenomena, it is highly recommended
to apply several mathematical theories for brain function
analysis [8,9].Figure 1. Electromagnetic spectrum and its application for medic
CT Z computer tomography; FM Z frequency modulation current;
tomography.In this article, two specific examples will show how
these physical concepts can be used to elucidate the
mechanism of vision. The first one describes how a light
signal is converted to an electric signal in the retina, and
the second one shows how the impulse signal is processed in
the brain.
Converting the optical signal to an electric
signaling in the retina
In this section, several topics will be discussed physically to
understand the molecular mechanisms of generating elec-
tric signaling from incident light in the retina.
Optics in the eye
It is well known that the eye has three types of transparent
materials: the cornea, aqueous humor, and lens. Among
them the transparency of the cornea and lens is interesting
because these two parts are the only transparent protein in
the animal body. What is transparency? It is described as
material that has no light absorption at a special wave-
length of visual light and creates no light scattering by
microcrystal in the tissue. Furthermore, it must not have an
edge effect (i.e., it must have a round shape to avoid light
reflection and scattering). More interestingly, the trans-
parent materials must be electric insulators, while regular
protein is a semiconductor. As shown in Fig. 2, the cornea
and lens are considered to satisfy all of conditions
described above.
The incident light is initially refracted by the cornea and
can make a vague image on the retina even without the
lens. The lens can be used to create a clear image on the
retina by varying the shape of the lens using the ciliary
muscle (see Fig. 2). If the lens protein loses its elasticity as
it ages, the ciliary muscle cannot adjust the focus of the
eye. This is called far-sighted vision. Therefore, the cornea
is more important than the lens when it comes to making an
optical image on the retina. If the cornea is damaged, an
eye doctor may remove the cornea and renew it by using
a stem cell obtained from deciduous teeth of the same
person who lost the cornea.al science. AMZ amplitude modulation; ACZ alterative color;
MRI Z magnetic resonance imaging; PET Z positron emission
Figure 2. Arrangement of transparent parts (cornea and
lens) in the eye. Light passing through cornea is largely
refracted, while the lens can only adjust focus by contracting
the ciliary muscle, which allows the elasticity of the lens to
increase its curvature.
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photoreceptor cell
An incidental light passes through lens to reach the retina
after the vitreous humor. The first layer of the vertebrate
retina is the nerve fiber layer, followed by the ganglion cell
layer, inner plexiform layer, outer plexiform layer, outer
nuclear layer, photoreceptor outer segment, and pigment
epithelium. The light is absorbed eventually in the photo-
receptor after it passes through the layer [10]. In the
photoreceptor cell, the light signal is converted into elec-
tric signals (i.e., a membrane potential change). The photo
transduction mechanism of the vertebrate eye is demon-
strated in Fig. 3. The signaling pathway proposed in Fig. 3
consists of six steps as follows:Figure 3. Details of phototransduction in a rod cell. Absorptio
a change in configuration from 11-cis to the all trans isomer, whic
activated, which reduces hydrolyse cGMP concentration in the ou
segment membrane. This model must be remade because it will t
duction channel by PDE in the disk membrane. cGMP Z cyclic gua1. Photosensitive protein (rhodopsin) changes its structure
from cis to transform when it absorbs light.
2. The transformation of receptor activates the trimeric
G protein named transducin, releasing an alpha
component.
3. The released G protein (alpha) component activates
phospho-di-esterase (PDE), which hydrolyzes cyclic
guanosine monophosphate (cGMP). [11]
4. The activated PDE therefore reduces the concentration
of cGMP (second messenger) in the visual cells, which
produced the hyper-polarized response s (Fig. 4).
5. Reduced concentration of cGMP near the transduction
channel induced the channel to be closed soon,
because the channel was known to be opened by the
application of cGMP (Fig. 4).
6. When the concentration of cGMP exceeds the threshold
value, the channel will be closed again and the
potential membrane will recover to its resting level.
This model was made based on the experimental results
obtained by Fesenko and colleagues in 1985 [12]. However,
note that his experiment merely demonstrated the open
transduction channel by the application of cGMP.
Among these six steps described above, the fifth step
may be reconsidered. If the second messenger is generated
by the photo-stimulation open transduction channel just
like invertebrate eye, the proposed model could be possible
[13]. In this case it must be named as positive messengers,
whereas reduction in second messenger opens the channel.
In this case, it must be called a negative messenger.
Generally, signaling by a negative messenger takes a longn of a photonin by rhodopsin in the disk membrane leads to
h activates G-protein (transducin). Then, phosphodiesterase is
ter segment and leads to the closure of channels in the outer
ake a long time to reduce cGMP concentration near the trans-
nosine monophosphate; PDE Z phospho-di-esterase.
Figure 4. Electric responses of an isolated retina for various
intensities of light. The hyperpolarized responses to light
saturate around e65 mV. This is different from a simple
exponential decay curve in a low intensity flat response
because the most intense flash is difficult to explain by
a simple model of negative messengers. It is also impossible to
explain a very short elapsed time (w 40 msec) to reach peak by
the negative messenger theory.
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effect. As shown in [11], however, the membrane potential
of a single rod cell hyper-polarizes rapidly (less than 100
milliseconds at most and 5 milliseconds at least) when
a pulse-like (less than 1 millisecond) stimulation is applied.
This is an unusually rapid response if it uses the negative
messenger system.
When cGMP is applied to the outer rod cell in vitro,
however, a rapid depolarized response was observed [12],
that was similar to responses seen in invertebrate receptors
(Fig. 5). In order to explain the discrepancy between the
depolarized response by the application of cGMP and the
hyperoralized response by light exposure, Fessenco and
colleagues introduced the new concept of “negative
messengers” (x). But the proposed model by FessencoFigure 5. The typical depolarized electric responses by the
application of cGMP to photoreceptor cells of Hermissenda
(unpublished data). The same as vertebrate photoreceptor, the
direct application of the cGMP to invertebrate photoreceptor
also showed depolarized response. The depolarized responses
for the stimulation using Na channel is quite reasonable. If the
cell is incubated in cGMP for a long time, the peak current will
be decreased by adaptation.illustrated in Fig. 3 has two weak points. Firstly, decreasing
of cGMP in the cell after light illumination could not be
measured in real time by imaging techniques; secondly, it is
very difficult for the activation of guanylyl cyclase to
reproduce cGMP again in the dark even though infrared-
activated fluorescent probe for cGMP has been discov-
ered. This is because the usual imaging technique is not
suitable for photosensitive cells. But such dye had not yet
been discovered. Furthermore, we have to be very careful
about the diffusion constant of such a small molecule in an
already very small primary cell, even if it is negatively
charged.
Signal processing in the retina
In 1969, Dowling published a paper describing how the
electric signal is transferred from the rod visual cell to the
ganglion cell in the retina [14]. Here we simplify his model
in Fig. 6. Recently those data were tested but no correction
was essentially needed. The emitted signals transferred to
the horizontal cell and bipolar cell, then it goes to the
amacrine cell and finally to the ganglion cell.
When an electric signal is transferred by a membrane
potential change it is called an amplitude modulation (AM),Figure 6. AM to FM conversion in the ganglion cell in the
retina. Signal transfer of membrane potential change in the
retina. Light is illuminated only to the left rod. Electric signals
are transferred by turns in the retinal cells and eventually
attained to the ganglion cells, where it is turned to the
impulse. AM Z amplitude modulation; FM Z frequency
modulation current.
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the ganglion cell, the transferred membrane potential
signal will be changed to impulse signaling at the last stage
shown in Fig. 7. AM to FM conversion can be explained
theoretically by assuming a threshold value to make the
potential action [15]. Among various types of neurons in the
retina, only the ganglion cell is known to have a voltage-
dependent Na channel to create potential action. The
train of action potentials is called impulse signaling, which
is necessary to send a signal with a frequency modulation
system (FM signal).
According to the communication theory, FM signaling is
known to be more resistant to noise disturbance than AM
signaling. Therefore, visual information is traveling from
the retina to the brain by FM mode.
Processing the FM signal in the brain (neuro
network)
Although the molecular mechanism of the neurotransmitter
release is not completely understood, the impulse (action
potential) formation needs to release the neurotransmitter
from the end of the axon. In the brain there are huge
numbers of neurons with dendritic trees and branching
patterns. On average, one neuron has more than 1000
synapses, but only impulse signals near the soma are
selected because dendrites have no voltage-gated channels.
But, if post-synaptic potentials (PSP) can be summed
spatially and temporally in one neuron, it can create
potential action in the soma. Thus, potential regenerated
action by summation also lets the neuron transmitter
release another dendrite. If the inhibitory PSPs are mixed
with excitatory PSP, the function of the brain network will
be more complex to analyze. Even if we could use fMRI
and PET, the obtained images will have no temporal
resolution [16].
Recently we have found that NIRS may be a more
promising technique for dynamic brain imaging when theFigure 7. Linear relationships between the membrane
potential and the frequency in ganglion cells. There is a linear
relationship between the membrane potential and the number
of impulses (frequency) in the ganglion cells. The cell has
voltage-sensitive Na channels, and the cell has ability for AM to
FM conversion. As described in Fig. 6, the pulse train can be
conveyed from the retina to the brain under the disturbance of
the nerve and neural circuit. AM Z amplitude modulation;
FM Z frequency modulation current.brain is activated by several sensory signals. In Fig. 8A the
instrument of optical imaging using NIRS for functional
domain in the cortex are demonstrated.
In Fig. 8B, the upper rectangle corresponds to prefrontal
cortex area and the lower square corresponds to the pari-
etal area. The red color trace in Fig. 9 corresponds to the
excitatory signal mainly induced by neuronal the circuit
using glutamate and/or acetylcholine as a neurotrans-
mitter, while the blue color trace corresponds to the
inhibitory signals induced by the GABAergic neuron. The
excitatory red colored signal is due to the increase of HbO2
concentration in the capillary network around neurons
activated by GluR or AChR, while the sedative blue color
expresses a lower concentration of HbO2 than that of
resting level of HbO2 in capillary networks around neurons
inhibited by GABAergic neurons. Fig. 10 shows NIRS imagingFigure 8. (A) The layout of the emitter and detector of the
NIRS imaging machine. Red color expresses the NIR emitter and
blue color is a detector of it; and (B) arrangement of channels
of the NIRS imaging system. The green color space between the
red-colored emitter and the blue-colored detector express
a channel that can measure the concentration of oxyhemo-
globin and deoxy hemoglobin in the capillary near the
detector. Temporal and special resolution of this system is
about 0.5 sec and 0.5 mm, respectively. NIRS Z near infrared
spectroscopy.
Figure 9. Dynamic change in oxy-,deoxy-, and total hemo-
globin of channel 5 (Fig. 8). Time dependent change in the
concentration of HbO2, Hb, and total concentration of Hb in
the capillary of prefrontal cortex for pain stimulation at
t Z 0.5 min.
Figure 10. NIRS imaging of the prefrontal cortex and pari-
etal for (A) pain stimulated brain; and (B) odorant stimulated
brain of the same patient. (Unpublished data.) NIRS Z near
infrared spectroscopy.
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stimulations.
Conclusion
Many physical laws and concepts were utilized to elucidate
a complex function of living system. As Scott described an
aspect of the organization of science in his book titled
Stairway to the Mind [17], each branch of science has its
own set of elements and rules that govern these interac-
tions. Tuszynski and Kurzynski [18] expanded on Scott’s
concept and thought that biology and physics are both
legitimate areas of scientific exploration that can happily
coexist with minimal overlap, including:
 Consciousness
 Physiology of organs
 Autonomous organ
 Neural assemble (brain)
 Multiplex neurons
 Axon-dendrite-synapse
 Mitochondria-cell nucleidcytoskeleton system
 Protein-membrane-nuclear acid
 Phospholipid-ATP-amino acid
 Inorganic chemistry
 Atomic physics
 Molecular physics
 Nuclear physics
 Elementary particle physics
However, based on the advances of molecular biology
and physics it is more promising that a new concept of
“physical biology” will be able to solve the following
complex problems of living materials, especially in humans
and brain function:
 Coherent structure and proliferation
 Chaos and turbulence for evolution
 Dynamic attractor for synchronization and the elec-
tromagnetic wave
 Pattern formation in the homogeneous structure of
percolation problem
 Small world model of brain
 Redox signaling and the regulation of longevity
 Consciousness, sleep, and rhythms
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