The following nonlinear latent value problem is studied: F(h)x = 0, where F(h) is an n X n analytic nondefective matrix function in the scalar A. The latent pair (A, x) has been previously found by applying Newton's method to a certain equation. The deflation technique is required for finding another latent pair starting from a computed latent pair. Several deflation strategies are examined, and the nonequivalence deflation technique is developed. It is demonstrated, by analysis and numerical experience, to be a reliable and efficient strategy for finding a few latent roots in a given region.
INTRODUCTION
A reliable numerical method is proposed for finding a few latent roots in a given region of the generalized latent value problem F(A)zx = 0, (1.1) value problems arise in some nonlinear Fredholm equations K(A) y = g which are discretized by the finite element method [7, 15, 211 . The displacement models for constant force, as an example of such problems, result in the static equation (see [7] ). Another typical example is the buckling problem of structural mechanics. An important application for discussion of physical phenomena is the few extremal latent roots of F(A) in (1.1). For example, one wishes to calculate the smallest external forces which will destroy a building. Furthermore, a few latent roots which are located in a given region (e.g., a neighborhood of a given value /..~a) may be desired. Several Newton's type methods 19, 11, 17, 19, 201 have been developed for finding latent pairs of the problem (1.1). These methods can be divided into two kinds. The first kind, called the generalized inverse iteration [9, 191, involves applying Newton's method to the system of nonlinear equations (1.1) and an additional normalization Z(X) = 1 (h ere I is a linear functional) for simultaneously finding the latent root and its associated vector. The deflation technique is required for finding the second closest latent root to a given value after the closest latent root is computed. This is due to the local convergence behavior of the Newton's type methods. Several deflation techniques are proposed here, which are then applied to Newton's type methods [l, 20, 241 . The deflation techniques are also divided into two kinds. The first kind, called the implicit deflation strategy, only changes the initiating guess for the iterative value [20] or the iterative vector [l], and does not require an explicit deflation of the computed latent roots of F(A). The second kind, called explicit deflation strategy, deflates the computed latent root in an explicit form which changes either the applied equation of Newton's method [24] or the A-matrix F(A). For the latter case, a new explicit deflation technique, so-called nonequivalence deflation, is introduced here, which transforms F(A) to a new A-matrix function G(A) for deflating computed latent roots of F(A) and p reserving the other latent roots [14] . The nonequivalence deflation technique can be applied to all of the presented Newton's type methods. Some comparisons of these deflation strategies indicate that, in view of its reliability, the nonequivalence deflation is a global strategy. The nonequivalence deflation is therefore a reliable and efficient strategy for finding a few latent roots in a given region. 
SOME NEWTON'S TYPE METHODS
Four possible methods, which amount to four different forms of Newton's method, are described in the following for finding the latent roots of (1.1) lying in a given region.
Generalized Inverse Iteration [I 91
Newton's method is applied to the nonlinear equation (1.1) in n + 1 dimensions by adding a normalization condition eTx = I, where e, is the lth column of the n-dimensional identity matrix. The generalized inverse iteration is consequently formulated as F(Aj)xj+l = kj+J'(Aj)xj, A modified inverse iteration has been proposed by Peters and Wilkinson [19] which is essentially equivalent to (2.11, but avoids solving an ill-conditioned linear system. Three Newton's type methods are next introduced by applying Newton's method to a nonlinear scalar function. This is in contrast to the generalized inverse iteration which is applied to a nonlinear function in n + 1 variables. None of these three methods requires an initial vector. where xjn is the last component of xj.
Newton's Method in LQ

Newton's Method by Solving Successive Linear Problems [20]
An application to solving successive linear problems has been proposed by Ruhe [20] . The approach is to linearize the problem F(A) by using Taylor's formula: Note that c+(A) is differentiable except at a finite number of exceptional points. As a result we obtain the following algorithm.
to detect singularities in some special cases [13] . Algorithm 2.1 requires approximately 15n3 flops in one step, which is slightly more expensive than 13n3 flops in one step of Algorithm 2.2 requirement.
NONEQUIVALENCE DEFLATIONS
Finding all or some latent roots in a prescribed region and their associated latent vectors is desirable in many applications. A latent root in a given region and its associated latent vectors are assumed here to have been discovered. For the symmetric quadratic eigenvalue problem F(A)x = (A, + AA, + A'A,>x = 0 with positive definite A,, and A,, arising from the buckling problem, we have developed a nonequivalence deflation technique in which symmetry and nonnegativity of the coefficient matrices of the quadratic problem are preserved [6] . In the following, we shall develop some nonequivalence deflations for solving the generalized matrix latent value problem (1.1). Th is nonequivalence deflation technique is introduced in this paper for transforming the computed latent root to infinity while preserving the other latent roots. The difficulty of applying Newton's method notably lies in how to choose the initial guess. By performing deflation, the previous initial guess can be utilized as the new initial guess in Newton's method for finding the next latent root. That suitable initial guess can be used repeatedly, so long as latent roots are to be found in a certain region. For example, if latent roots are to be found in a circular region, the center will then become a suitable initial guess for Newton's method. Now, a latent root pi of (1.1) an d 't 1 s associated latent vectors yi, . . . , yp are assumed to have been computed by using the methods mentioned in except for that the q-ple latent root p1 is transformed to the q-ple ~0.
Proof.
Since det(Z, + RS) = det(Z, + SR) for R, SH E CnXm, from (3.1) we obtain
The theorem is therefore established. W
The following theorem provides information on how the latent vectors of G( A, pi) are related to those of F(A).
THEOREM 3.2.
Suppose that pul # 0. Zf p2 is a latent root of (1.1) different from pu, and yi, . . . , yg are linearly independent latent vectors of G( A, /..Q)Z, is rewritten as The case when p1 = 0 is next considered. Define
The following theorem corresponding to Theorem 3.1 is consequently obtained. The relationship of the latent vectors of F(h) and H(h) is given by the following result. By the Sherman-Morrison-Woodburg formula we observe
Substituting (3.4) into (3.5) and applying the last equality, we obtain and (3.5) follows.
??
An algorithm which combines the algorithms of Section 2 and the nonequivalence deflation technique is developed from the above discussion in order to compute a few of the smallest mod& of nonzero latent roots of F(h); that is, the fixed value is assumed to be pa = 0. 
Endfor
In the following, F(h) is considered to be a A-polynomial matrix, and corresponding variant nonequivalence deflation techniques are also introduced which are theoretically equivalent to (3.1) or (3.3). In practice, these variant formulas should be preferred to (3.1) or (3.3) . The desired latent pairs may be calculated with a higher accuracy because no small divisors are present in this variant deflation formula. Now, F(A) is assumed to be an n X n matrix polynomial of the form 
Obviously, it is easy to show that (3.7) is therefore another form of (3.1). Since no small divisor is present in (3.71, performing (3.7) is more desirable for practical application than performing (3.1) when F(A) is an 72 X n matrix polynomial.
In the case pi = 0, (3.3) is then replaced by The matrices Ai (i = 0, . . . . r) are usually large and sparse when the problem (1.1) arises from discretization by the finite element method. Solving the problem (3.13) by directly applying the QZ algorithm [16] would then be unwise. Another choice for solving (3.13) is the Amoldi method [22] . That method is efficient in practical application for computation of the eigenvalues lying on the boundary of the spectrum range. The Amoldi method, however, becomes inconvenient if the desired latent roots are all real and are restricted to a prescribed interval lying in the middle of the spectrum range. Besides, the convergence behavior of the Amoldi method is not so evident as that of the symmetric Lanczos method. Also, the Amoldi method requires more computations and storage for obtaining the reduced Hessenberg submatrix than does the symmetric Lanczos method.
In contrast to Amoldi method, Algorithm 3.1 with the SVD approach (i.e. the nonequivalence deflation strategy combined with Algorithm 2.2) can be arranged sequentially to find the real latent roots of (1.1) in the given interval. 
Endfor.
Note that v,,,,~" = the smallest eigenvalue of (4.1) in modulus and ysec E the second smallest eigenvalue of (4.1) in modulus. Algorithm 4.2 performs efficiently in most cases. However, the deflation strategy used in step (3) may fail in the following example. This is because the strategy applied to Newton's method goes to the wrong curve. 
Deflation by Suppressing Computed Zeros [24]
Let 
The disadvantage of this strategy is that if the second latent root /..Q is very close to the computed latent root /1r and a good initial shift A, = /or is given, then on applying (4.2) pa may be lost and the iterative value Aj converge to an undesired latent root. Some results of this kind have been provided in a previous paper [2O] . The second computed latent root obtained by performing the strategy of suppressing computed zeros is concluded in that paper to seldom be the latent root closest to the first latent root, and a complete set of desired latent roots is never obtained here for any nontrivial case. A further explanation of this fact is now given. For f( /_Q) = 0, Taylor's expansion and the mean value theorem become The nonequivalence deflation technique is shown by this result to be more reliable than the suppression of computed zeros. This is because A, is still close to p2. A, is therefore a good initial guess for Algorithm 3.1.
Case (2): Let /..Q = c for some f=ed c with lcl = O(1). Assume that (/.Q, yi> and ( pZ, y2) are two simple latent pairs of F(A) with llyill2 = IIy2112 = 1, and pi = c + E, E -+ 1, p2 = pi + 7 with 1~) = tie for some constant ci > 0. F( pi> is assumed here for the sake of convenience to possess a rank deficiency of two. This assumption is generally reasonable if This implies that h O(E)
The nonequivalence deflation is therefore indicated from the above two cases to be more reliable than the deflation by suppression of the computed zeros.
The programs, in MATLAB (16 digits), were tested on a Sun 4/75 computer, and four examples are given for comparison of the deflation strategies discussed above.
--
A typical problem is considered here which has been previously discussed [8, 201 . This problem is defined by 
j+k'
The results for n = 8 and b, = 100 are presented here. Table 1 . The latent roots are listed in ascending order for each group. The number j (or -j> in the "order" columns in Table 1 denotes that the computed latent root is the jth (or -jth) latent root. The following "Ite's" a (X ) means that the iterative value converges to an undesired latent root.
column contains the numbers of iterates required by the different algorithms.
The accuracy of the convergent latent roots is at least 10 significant digits. In Table 1 , AlgS.l-QZ and Alg3.1-SVD are two variant approaches to Algorithm 3.1 which combine the nonequivalence deflation strategy with Algorithm 2.1 and Algorithm 2.2, respectively. Alg3.1-SVD and Alg4.2 compute the latent roots in ascending order, while the other algorithms provide them in a random order. Because of the local convergence behavior of Newton's type methods, the iterative values of Alg3.1-SVD and Alg4.3 cannot converge to the desired latent roots. In Table 1 , we observe that Alg4.2 always saves one step in comparison with AlgS.l-QZ. This because the new initial value guess using the implicit deflation strategy of Alg4.2 is equal to the value obtained by performing one step of Newton's iteration. closest latent roots to the given value p0 = 0. The computation results are listed in Table 2 . The two exact latent roots of F(A) closest to pa are shown in order in the second column. The number j in the "Order" column denotes that the computed latent root is jth closest to the given value pa. The accuracy of convergent latent roots is at least 10 significant digits. The deflation strategy of Algorithm 3.1 is observed here to be more reliable than The exact latent roots of F(h) are (1 + 2 X 10e4, 1 + 10w6}. Algorithm 4.3, Algorithm 3.1, and Algorithm 2.2 with a deflation strategy obtained by suppression of computed zeros are next applied to this example for computing the 1 (= 2) latent roots closest to /_Q, = 1.0. Alg2.2 + SP is shown in Table 4 to be unreliable. The accuracy of the convergent latent roots is at least 10 significant digits.
CONCLUSIONS
Four Newton's type methods have been introduced in this paper, i.e. the generalized inverse iteration, the LQ decomposition approach, solving successive linear problems, and the SVD approach for finding the desired latent roots in a prescribed region. Secondly, a nonequivalence deflation technique was developed for the purpose of transforming the computed latent root in the given region into infinity while preserving the other latent roots. The relations between the old and the new transformed latent vectors were also formulated. The second desired latent root of the original problem could therefore be found by applying the above four Newton's type methods and using a suitable initial guess. This process was repeated, and the Srd, 4th, *a* desired latent roots and their associated latent vectors could also be found. The nonequivalence deflation strategy was observed through a series of implementations to be useful when F(h) is a A-polynomial matrix, and it functions well if F(h) is an analytic h-matrix function and the derivative is easily calculated. The nonequivalence strategy was observed in some numerical implementations to be most powerful for the case which has two (or more) close latent roots. The nonequivalence deflation combined with a suitable restarting initial guess has therefore been shown to be a reliable and effective strategy for finding a few latent roots in a given region.
