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Abstract—We consider optimizing average queueing delay
and average power consumption in a nonpreemptive multi-class
M/G/1 queue with dynamic power control that affects instan-
taneous service rates. Four problems are studied: (1) satisfying
per-class average delay constraints; (2) minimizing a separable
convex function of average delays subject to per-class delay
constraints; (3) minimizing average power consumption subject
to per-class delay constraints; (4) minimizing a separable convex
function of average delays subject to an average power constraint.
Combining an achievable region approach in queueing systems
and the Lyapunov optimization theory suitable for optimizing
dynamic systems with time average constraints, we propose a
unified framework to solve the above problems. The solutions are
variants of dynamic cµ rules, and implement weighted priority
policies in every busy period, where weights are determined by
past queueing delays in all job classes. Our solutions require
limited statistical knowledge of arrivals and service times, and
no statistical knowledge is needed in the first problem. Overall, we
provide a new set of tools for stochastic optimization and control
over multi-class queueing systems with time average constraints.
I. INTRODUCTION
Stochastic scheduling over multi-class queueing systems
has important applications such as CPU scheduling, request
processing in web servers, and QoS provisioning to different
types of traffic in a telecommunication network. In these sys-
tems, power management is increasingly important due to their
massive energy consumption. To study this problem, in this
paper we consider a single-server multi-class queueing system
whose instantaneous service rate is controllable by dynamic
power allocations. This is modeled as a nonpreemptive multi-
class M/G/1 queue with N job classes {1, . . . , N}, and the
goal is to optimize average queueing delays of all job classes
and average power consumption in this queueing network. We
consider four delay and power control problems:
1) Designing a policy that yields average queueing delay
Wn of class n satisfying Wn ≤ dn for all classes, where
{d1, . . . , dN} are given feasible delay bounds. Here we
assume a fixed power allocation and no power control.
2) Minimizing a separable convex function
∑N
n=1 fn(Wn)
of average queueing delays (Wn)Nn=1 subject to delay
constraints Wn ≤ dn for all classes n; assuming a fixed
power allocation and no power control.
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3) Under dynamic power allocation, minimizing average
power consumption subject to delay constraints Wn ≤
dn for all classes n.
4) Under dynamic power allocation, minimizing a separa-
ble convex function
∑N
n=1 fn(Wn) of average queueing
delays (Wn)Nn=1 subject to an average power constraint.
These problems are presented with increasing complexity
for the readers to gradually familiarize themselves with the
methodology we use to attack these problems.
Each of the above problems is highly nontrivial, thus novel
yet simple approaches are needed. This paper provides such a
framework by connecting two powerful stochastic optimization
theories: The achievable region approach in queueing systems,
and the Lyapunov optimization theory in wireless networks. In
queueing systems, the achievable region approach that treats
optimal control problems as mathematical programming ones
has been fruitful; see [1]–[4] for a detailed survey. In a
nonpreemptive multi-class M/G/1 queue, it is known that the
collection of all feasible average queueing delay vectors form a
special polytope (a base of a polymatroid) with vertices being
the performance vectors of strict priority policies ([5], see
Section III for more details). As a result, every feasible average
queueing delay vector is attainable by a randomization of strict
priority policies. Such randomization can be implemented in
a framed-based style, where a priority ordering is randomly
deployed in every busy period using a probability distribution
that is used in all busy periods (see Lemma 1 in Section III).
This view of the delay performance region is useful in the first
two delay control problems.
In addition to queueing delay, when dynamic power control
is part of the decision space, it is natural to consider dynamic
policies that allocate a fixed power in every busy period.
The resulting joint power and delay performance region is
then spanned by frame-based randomizations of power control
and strict priority policies. We treat the last two delay and
power control problems as stochastic optimization over such
a performance region (see Section VI-A for an example).
With the above characterization of performance regions, we
solve the four control problems using Lyapunov optimization
theory. This theory is originally developed for stochastic
optimal control over time-slotted wireless networks [6], [7],
later extended by [8], [9] that allow optimizing various per-
formance objectives such as average power [10] or throughput
utility [11], and recently generalized to optimize dynamic
systems that have a renewal structure [12]–[15]. The Lyapunov
optimization theory transforms time average constraints into
virtual queues that need to be stabilized. Using a Lyapunov
drift argument, we construct frame-based policies to solve
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2the four control problems. The resulting policy is a sequence
of base policies implemented frame by frame, where the
collection of all base policies span the performance region
through time sharing or randomization. The base policy used
in each frame is chosen by minimizing a ratio of an expected
“drift plus penalty” sum over the expected frame size, where
the ratio is a function of past queueing delays in all job classes.
In this paper the base policies are nonpreemptive strict priority
policies with deterministic power allocations.
Our methodology is as follows. By characterizing the per-
formance region using the collection of all randomizations of
base policies, for each control problem, there exists an optimal
random mixture of base policies that solves the problem.
Although the probability distribution that defines the optimal
random mixture is unknown, we construct a dynamic policy
using Lyapunov optimization theory. This policy makes greedy
decisions in every frame, stabilizes all virtual queues (thus
satisfying all time average constraints), and yields near-optimal
performance. The existence of the optimal randomized policy
is essential to prove these results.
In our policies for the four control problems, requests of
different classes are prioritized by a dynamic cµ rule [1]
which, in every busy period, assigns priorities in the decreasing
order of weights associated with each class. The weights of
all classes are updated at the end of every busy period by
simple queue-like rules (so that different priorities may be
assigned in different busy periods), which capture the running
difference between the current and the desired performance.
The dynamic cµ rule in the first problem does not require any
statistical knowledge of arrivals and service times. The policy
for the second problem requires only the mean but not higher
moments of arrivals and service times. In the last two problems
with dynamic power control, beside the dynamic cµ rules, a
power level is allocated in every busy period by optimizing a
weighted sum of power and power-dependent average delays.
The policies for the third and the last problem require the
mean and the first two moments of arrivals and service times,
respectively, because of dynamic power allocations.
In each of the last three problems, our policies yield perfor-
mance that is at most O(1/V ) away from the optimal, where
V > 0 is a control parameter that can be chosen sufficiently
large to yield near-optimal performance. The tradeoff of choos-
ing large V values is the amount of time required to meet
the time average constraints. In this paper we also propose
a proportional delay fairness criterion, in the same spirit
as the well-known rate proportional fairness [16] or utility
proportional fairness [17], and show that the corresponding
delay objective functions are quadratic. Overall, since our
policies use dynamic cµ rules with weights of simple updates,
and require limited statistical knowledge, they scale gracefully
with the number of job classes and are suitable for online
implementation.
In the literature, work [18] characterizes multi-class G/M/c
queues that have polymatroidal performance regions, and
provides two numerical methods to minimize a separable
convex function of average delays as an unconstrained static
optimization problem. But in [18] it is unclear how to control
the queueing system to achieve the optimal performance.
Minimizing a convex holding cost in a single-server multi-
class queue is formulated as a restless bandit problem in [19],
[20], and Whittle’s index policies [21] are constructed as a
heuristic solution. Work [22] proposes a generalized cµ rule
to maximize a convex holding cost over a finite horizon in
a multi-class queue, and shows it is asymptotically optimal
under heavy traffic. This paper provides a dynamic control
algorithm for the minimization of convex functions of average
delays. Especially, we consider additional time average power
and delay constraints, and our solutions require limited statis-
tical knowledge and have provable near-optimal performance.
This paper also applies to power-aware scheduling problems
in computer systems. These problems are widely studied in
different contexts, where two main analytical tools are com-
petitive analysis [23]–[27] and M/G/1-type queueing theory
(see [28] and references therein), both used to optimize metrics
such as a weighted sum of average power and delay. This paper
presents a fundamentally different approach for more directed
control over average power and delays, and considers a multi-
class setup with time average constraints.
In the rest of the paper, the detailed queueing model is given
in Section II, followed by a summary of useful M/G/1 prop-
erties in Section III. The four delay-power control problems
are solved in Section IV-VII, followed by simulation results.
II. QUEUEING MODEL
We only consider queueing delay, not system delay (queue-
ing plus service) in this paper. System delay can be eas-
ily incorporated since, in a nonpreemptive system, average
queueing and system delay differ only by a constant (the
average service time). We will use “delay” and “queueing
delay” interchangeably in the rest of the paper.
Consider a single-server queueing system processing jobs
categorized into N classes. In each class n ∈ {1, 2, . . . , N},
jobs arrive as a Poisson process with rate λn. Each class n job
has size Sn. We assume Sn is i.i.d. in each class, independent
across classes, and that the first four moments of Sn are finite
for all classes n. The system processes arrivals nonpreemp-
tively with instantaneous service rate µ(P (t)), where µ(·)
is a concave, continuous, and nondecreasing function of the
allocated power P (t) (the concavity of rate-power relationship
is observed in computer systems [28]–[30]). Within each class,
arrivals are served in a first-in-first-out fashion. We consider
a frame-based system, where each frame consists of an idle
period and the following busy period. Let tk be the start of
the kth frame for each k ∈ Z+; the kth frame is [tk, tk+1).
Define t0 = 0 and assume the system is initially empty. Define
Tk , tk+1 − tk as the size of frame k. Let An,k denote the
set of class n arrivals in frame k. For each job i ∈ An,k, let
W
(i)
n,k denote its queueing delay.
The control over this queueing system is power allocations
and job scheduling across all classes. We restrict to the
following frame-based policies that are both causal and work-
conserving:1
1Causality means that every control decision depends only on the current
and past states of the system; work-conserving means that the server is never
idle when there is still work to do.
3In every frame k ∈ Z+, use a fixed power level
Pk ∈ [Pmin, Pmax] and a nonpreemptive strict priority
policy pi(k) for the duration of the busy period in
that frame. The decisions are possibly random.
In these policies, Pmax denotes the maximum power allocation.
We assume Pmax is finite, but sufficiently large to ensure
feasibility of the desired delay constraints. The minimum
power Pmin is chosen to be large enough so that the queue
is stable even if power Pmin is used for all time. In particular,
for stability we need
N∑
n=1
λn
E [Sn]
µ(Pmin)
< 1⇒ µ(Pmin) >
N∑
n=1
λnE [Sn] .
The strict priority rule pi(k) = (pin(k))Nn=1 is represented by
a permutation of {1, . . . , N}, where class pin(k) gets the nth
highest priority.
The motivation of focusing on the above frame-based poli-
cies is to simplify the control of the queueing system to
achieve complex performance objectives. Simulations in [31],
however, suggest that this method may incur higher variance
in performance than policies that take control actions based
on job occupancies in the queue. Yet, job-level scheduling
seems difficult to attack problems considered in this paper. It
may involve solving high-dimensional (partially observable)
Markov decision processes with time average power and delay
constraints and convex holding costs.
A. Definition of Average Delay
The average delay under policies we propose later may not
have well-defined limits. Thus, inspired by [13], we define
Wn , lim sup
K→∞
E
[∑K−1
k=0
∑
i∈An,k W
(i)
n,k
]
E
[∑K−1
k=0 |An,k|
] (1)
as the average delay of class n ∈ {1, . . . , N}, where |An,k|
is the number of class n arrivals during frame k. We only
consider delay sampled at frame boundaries for simplicity. To
verify (1), note that the running average delay of class n jobs
up to time tK is equal to∑K−1
k=0
∑
i∈An,k W
(i)
n,k∑K−1
k=0 |An,k|
=
1
K
∑K−1
k=0
∑
i∈An,k W
(i)
n,k
1
K
∑K−1
k=0 |An,k|
.
Define
wavn , lim
K→∞
1
K
K−1∑
k=0
∑
i∈An,k
W
(i)
n,k, a
av
n , lim
K→∞
1
K
K−1∑
k=0
|An,k| .
If both limits wavn and a
av
n exist, the ratio w
av
n /a
av
n is the limiting
average delay for class n. In this case, we get
Wn =
limK→∞ E
[
1
K
∑K−1
k=0
∑
i∈An,k W
(i)
n,k
]
limK→∞ E
[
1
K
∑K−1
k=0 |An,k|
]
=
E
[
limK→∞ 1K
∑K−1
k=0
∑
i∈An,k W
(i)
n,k
]
E
[
limK→∞ 1K
∑K−1
k=0 |An,k|
] = wavn
aavn
,
(2)
which shows Wn is indeed the limiting average delay.2 The
definition in (1) replaces lim by lim sup to guarantee it is
well-defined.
III. PRELIMINARIES
This section summarizes useful properties of a nonpreemp-
tive multi-class M/G/1 queue. Here we assume a fixed power
allocation P and a fixed service rate µ(P ) (this is extended
in Section VI). Let Xn , Sn/µ(P ) be the service time of a
class n job. Define ρn , λnE [Xn]. Fix an arrival rate vector
(λn)
N
n=1 satisfying
∑N
n=1 ρn < 1; the rate vector (λn)
N
n=1 is
supportable in the queueing network.
For each k ∈ Z+, let Ik and Bk denote the kth idle and
busy period, respectively; the frame size Tk = Ik + Bk. The
distribution of Bk (and Tk) is fixed under any work-conserving
policy, since the sample path of unfinished work in the system
is independent of scheduling policies. Due to the memoryless
property of Poisson arrivals, we have E [Ik] = 1/(
∑N
n=1 λn)
for all k. For the same reason, the system renews itself at
the start of each frame. Consequently, the frame size Tk, busy
period Bk, and the per-frame job arrivals |An,k| of class n, are
all i.i.d. over k. Using renewal reward theory [32] with renewal
epochs defined at frame boundaries {tk}∞k=0, we have:
E [Tk] =
E [Ik]
1−∑Nn=1 ρn = 1(1−∑Nn=1 ρn)∑Nn=1 λn (3)
E [|An,k|] = λnE [Tk] , ∀n ∈ {1, . . . , N}, ∀k ∈ Z+. (4)
It is useful to consider the randomized policy pirand that is
defined by a given probability distribution over all possible N !
priority orderings. Specifically, policy pirand randomly selects
priorities at the beginning of every new frame according to this
distribution, and implements the corresponding nonpreemptive
priority rule for the duration of the frame. Again by renewal
reward theory, the average queueing delays (Wn)Nn=1 rendered
by a pirand policy satisfy in each frame k ∈ Z+:
E
 ∑
i∈An,k
W
(i)
n,k
 = E [∫ tk+1
tk
Qn(t) dt
]
= λnWnE [Tk] ,
(5)
where we recall that W (i)n,k represents only the queueing delay
(not including service time), and Qn(t) denotes the number
of class n jobs waiting in the queue (not including that in the
server) at time t.
Next we summarize useful properties of the performance
region of average queueing delay vectors (Wn)Nn=1 in a
nonpreemptive multi-class M/G/1 queue. For these results
we refer readers to [1], [5], [33] for a detailed introduction.
Define the value xn , ρnWn for each class n ∈ {1, . . . , N},
and denote by Ω the performance region of the vector (xn)Nn=1.
The set Ω is a special polytope called (a base of) a polyma-
troid [34]. An important property of the polymatroid Ω is:
2The second equality in (2), where we pass the limit into the expectation,
can be proved by a generalized Lebesgue’s dominated convergence theorem
stated as follows. Let {Xn}∞n=1 and {Yn}∞n=1 be two sequences of random
variables such that: (1) 0 ≤ |Xn| ≤ Yn with probability 1 for all n;
(2) For some random variables X and Y , Xn → X and Yn → Y with
probability 1; (3) limn→∞ E [Yn] = E [Y ] < ∞. Then E [X] is finite and
limn→∞ E [Xn] = E [X]. The details are omitted for brevity.
4(1) Each vertex of Ω is the performance vector of a strict
nonpreemptive priority rule; (2) Conversely, the performance
vector of each strict nonpreemptive priority rule is a vertex
of Ω. In other words, there is a one-to-one mapping between
vertices of Ω and the set of strict nonpreemptive priority rules.
As a result, every feasible performance vector (xn)Nn=1 ∈ Ω,
or equivalently every feasible queueing delay vector (Wn)Nn=1,
is attained by a randomization of strict nonpreemptive priority
policies. For completeness, we formalize the last known result
in the next lemma.
Lemma 1. In a nonpreemptive multi-class M/G/1 queue,
define
W , {(Wn)Nn=1 | (ρnWn)Nn=1 ∈ Ω}
as the performance region [5] of average queueing delays.
Then:
1) The performance vector (Wn)Nn=1 of each frame-based
randomized policy pirand is in the delay region W .
2) Conversely, every vector (Wn)Nn=1 in the delay region
W is the performance vector of a pirand policy.
Proof of Lemma 1: Given in Appendix A.
Optimizing a linear function over the polymatroidal region
Ω will be useful. The solution is the following cµ rule:
Lemma 2 (The cµ rule [1], [33]). In a nonpreemptive multi-
class M/G/1 queue, define xn , ρnWn and consider the
linear program:
minimize:
N∑
n=1
cn xn (6)
subject to: (xn)Nn=1 ∈ Ω (7)
where cn are nonnegative constants. We assume
∑N
n=1 ρn < 1
for stability, and that second moments E
[
X2n
]
of service times
are finite for all classes n. The optimal solution to (6)-(7) is a
strict nonpreemptive priority policy that assigns priorities in
the decreasing order of cn. That says, if c1 ≥ c2 ≥ . . . ≥ cN ,
then class 1 gets the highest priority, class 2 gets the second
highest priority, and so on. In this case, the optimal average
queueing delay W
∗
n of class n is
W
∗
n =
R
(1−∑n−1k=0 ρk)(1−∑nk=0 ρk) ,
where ρ0 , 0 and R , 12
∑N
n=1 λnE
[
X2n
]
.
IV. ACHIEVING DELAY CONSTRAINTS
The first problem we consider is to construct a frame-based
policy that yields average delays satisfying Wn ≤ dn for all
classes n ∈ {1, . . . , N}, where dn > 0 are given constants. We
assume a fixed power allocation and that the delay constraints
are feasible.
Our solution relies on tracking the running difference be-
tween past queueing delays for each class n and the desired
delay bound dn. For each class n ∈ {1, . . . , N}, we define a
discrete-time virtual delay queue {Zn,k}∞k=0 where Zn,k+1 is
updated at frame boundary tk+1 following the equation
Zn,k+1 = max
Zn,k + ∑
i∈An,k
(
W
(i)
n,k − dn
)
, 0
 . (8)
Assume Zn,0 = 0 for all n. In (8), the delays W
(i)
n,k and
constant dn can viewed as arrivals and service of the queue
{Zn,k}∞k=0, respectively. If this queue is stabilized, we know
that the average arrival rate to the queue (being the per-frame
average sum of class n delays
∑
n∈An,k W
(i)
n,k) is less than or
equal to the average service rate (being the value dn multiplied
by the average number of class n arrivals per frame), from
which we infer Wn ≤ dn. This is formalized below.
Definition 1. We say queue {Zn,k}∞k=0 is mean rate stable if
limK→∞ E [Zn,K ] /K = 0.
Lemma 3. If queue {Zn,k}∞k=0 is mean rate stable, then
Wn ≤ dn.
Proof of Lemma 3: From (8) we get
Zn,k+1 ≥ Zn,k − dn |An,k|+
∑
i∈An,k
W
(i)
n,k.
Summing the above over k ∈ {0, . . . ,K−1}, using Zn,0 = 0,
and taking expectation yields
E [Zn,K ] ≥ −dnE
[
K−1∑
k=0
|An,k|
]
+ E
K−1∑
k=0
∑
i∈An,k
W
(i)
n,k
 .
Dividing the above by E
[∑K−1
k=0 |An,k|
]
yields
E [Zn,K ]
E
[∑K−1
k=0 |An,k|
] ≥ E
[∑K−1
k=0
∑
i∈An,k W
(i)
n,k
]
E
[∑K−1
k=0 |An,k|
] − dn.
Taking a lim sup as K →∞ and using (1) yields
Wn ≤ dn + lim sup
K→∞
E [Zn,K ]
K
K
E
[∑K−1
k=0 |An,k|
] .
Using E [|An,k|] = λnE [Tk] ≥ λnE [Ik] = λnE [I0], we get
Wn ≤ dn + 1
λnE [I0]
lim
K→∞
E [Zn,K ]
K
= dn
by mean rate stability of Zn,k.
A. Delay Feasible Policy
The following policy stabilizes every {Zn,k}∞k=0 queue in
the mean rate stable sense and thus achieves Wn ≤ dn for all
classes n.
Delay Feasible (DelayFeas) Policy:
• In every frame k ∈ Z+, update Zn,k by (8) and serve
jobs using nonpreemptive strict priorities assigned in the
decreasing order of Zn,k; ties are broken arbitrarily.
We note that the DelayFeas policy does not require any statis-
tical knowledge of job arrivals and service times. Intuitively,
each Zn,k queue tracks the amount of past queueing delays
in class n exceeding the desired delay bound dn (see (8)),
and the DelayFeas policy gives priorities to classes that more
severely violate their delay constraints.
5B. Motivation of the DelayFeas Policy
The structure of the DelayFeas policy follows a Lyapunov
drift argument. Define vector Zk , (Zn,k)Nn=1. For some finite
constants θn > 0 for all classes n, we define the quadratic
Lyapunov function
L(Zk) ,
1
2
N∑
n=1
θnZ
2
n,k
as a weighted scalar measure of queue sizes (Zn,k)Nn=1. Define
the one-frame Lyapunov drift
∆(Zk) , E [L(Zk+1)− L(Zk) | Zk]
as the conditional expected difference of L(Zk) over a frame.
Taking square of (8) and using (max[a, 0])2 ≤ a2 yields
Z2n,k+1 ≤
Zn,k + ∑
i∈An,k
(
W
(i)
n,k − dn
)2 . (9)
Multiplying (9) by θn/2, summing over n ∈ {1, . . . , N}, and
taking conditional expectation on Zk, we get
∆(Zk) ≤ 1
2
N∑
n=1
θn E

 ∑
i∈An,k
(
W
(i)
n,k − dn
)2 | Zk

+
N∑
n=1
θn Zn,k E
 ∑
i∈An,k
(
W
(i)
n,k − dn
)
| Zk
 .
(10)
Lemma 7 in Appendix B shows that the second term of (10) is
bounded by a finite constant C > 0. It leads to the following
Lyapunov drift inequality:
∆(Zk) ≤ C +
N∑
n=1
θn Zn,k E
 ∑
i∈An,k
(
W
(i)
n,k − dn
)
| Zk
 .
(11)
Over all frame-based policies, we are interested in the one
that, in each frame k after observing Zk, minimizes the right
side of (11). Recall that our policy on frame k chooses which
nonpreemptive priorities to use during the frame. To show that
this is exactly the DelayFeas policy, we simplify (11). Under
a frame-based policy, we have by renewal reward theory
E
 ∑
i∈An,k
W
(i)
n,k | Zk
 = λnWn,k E [Tk] ,
where Wn,k denotes the long-term average delay of class n
if the control in frame k is repeated in every frame. Together
with E [|An,k|] = λnE [Tk], inequality (11) is re-written as
∆(Zk) ≤
(
C − E [Tk]
N∑
n=1
θn Zn,kλndn
)
+ E [Tk]
N∑
n=1
θn Zn,k λnWn,k.
(12)
Because in this section we do not have dynamic power
allocation (so that power is fixed to the same value in every
busy period), the value E [Tk] is the same for all job scheduling
policies. Then our desired policy, in every frame k, chooses a
job scheduling to minimize the metric
∑N
n=1 θn Zn,k λnWn,k
over all feasible delay vectors (Wn,k)Nn=1. If we choose
θn = E [Xn] for all classes n,3 the desired policy minimizes∑N
n=1 Zn,k λn E [Xn]Wn,k in every frame k. From lemma 2,
this is achieved by the priority service rule defined by the
DelayFeas policy.
C. Performance of the DelayFeas Policy
Theorem 1. For every collection of feasible delay bounds
{d1, . . . , dN}, the DelayFeas policy yields average delays
satisfying Wn ≤ dn for all classes n ∈ {1, . . . , N}.
Proof of Theorem 1: It suffices to show that the
DelayFeas policy yields mean rate stability for all Zn,k queues
by Lemma 3. By Lemma 1, there exists a randomized priority
policy pi∗rand (introduced in Section III) that yields average
delays W
∗
n satisfying W
∗
n ≤ dn for all classes n. Since the
DelayFeas policy minimizes the last term of (12) in each frame
(under θn = E [Xn] for all n), comparing the DelayFeas policy
with the pi∗rand policy yields, in every frame k,
N∑
n=1
θn Zn,k λnW
DelayFeas
n,k ≤
N∑
n=1
θn Zn,k λnW
∗
n.
It follows that (12) under the DelayFeas policy is further upper
bounded by
∆(Zk) ≤ C + E [Tk]
N∑
n=1
θn Zn,k λn(W
DelayFeas
n,k − dn)
≤ C + E [Tk]
N∑
n=1
θn Zn,k λn(W
∗
n − dn) ≤ C.
Taking expectation, summing over k ∈ {0, . . . ,K − 1}, and
noting L(Z0) = 0, we get
E [L(ZK)] =
1
2
N∑
n=1
θnE
[
Z2n,K
] ≤ KC.
It follows that E
[
Z2n,K
] ≤ 2KC/θn for all classes n. Since
Zn,K ≥ 0, we get
0 ≤ E [Zn,K ] ≤
√
E
[
Z2n,K
]
≤
√
2KC/θn.
Dividing the above by K and passing K →∞ yields
lim
K→∞
E [Zn,K ]
K
= 0, ∀n ∈ {1, . . . , N},
and all Zn,k queues are mean rate stable.
3We note that the mean service time E [Xn] as a value of θn is only needed
in the arguments constructing the DelayFeas policy. The DelayFeas policy
itself does not need the knowledge of E [Xn].
6V. MINIMIZING DELAY PENALTY FUNCTIONS
Generalizing the first delay feasibility problem, next we
optimize a separable penalty function of average delays. For
each class n, let fn(·) be a nondecreasing, nonnegative, con-
tinuous, and convex function of average delay Wn. Consider
the constrained penalty minimization problem
minimize:
N∑
n=1
fn(Wn) (13)
subject to: Wn ≤ dn, ∀n ∈ {1, . . . , N}. (14)
We assume that a constant power is allocated in all frames,
and that constraints (14) are feasible. The goal is to construct
a frame-based policy that solves (13)-(14). Let (W
∗
n)
N
n=1 be
the optimal solution to (13)-(14), attained by a randomized
priority policy pi∗rand (by Lemma 1).
A. Delay Proportional Fairness
One interesting penalty function is the one that attains
proportional fairness. We say a delay vector (W
∗
n)
N
n=1 is
delay proportional fair if it is optimal under the quadratic
penalty function fn(Wn) = 12cnW
2
n for each class n, where
cn > 0 are given constants. The intuition is two-fold. First,
under the quadratic penalty functions, any feasible delay vector
(Wn)
N
n=1 necessarily satisfies
N∑
n=1
f ′n(W
∗
n)(Wn −W
∗
n) =
∑
n=1
cn(Wn −W ∗n)W
∗
n ≥ 0,
(15)
which is analogous to the rate proportional fair [16] criterion
N∑
n=1
cn
xn − x∗n
x∗n
≤ 0, (16)
where (xn)Nn=1 is any feasible rate vector and (x
∗
n)
N
n=1 is
the optimal rate vector. Second, rate proportional fairness,
when deviating from the optimal solution, yields the aggre-
gate change of proportional rates less than or equal to zero
(see (16)); it penalizes large rates to increase. When delay
proportional fairness deviates from the optimal solution, the
aggregate change of proportional delays is always nonnegative
(see (15)); small delays are penalized for trying to improve.
B. Delay Fairness Policy
In addition to having the {Zn,k}∞k=0 queues updated by (8)
for all classes n, we setup new discrete-time virtual queues
{Yn,k}∞k=0 for all classes n, where Yn,k+1 is updated at frame
boundary tk+1 as:
Yn,k+1 = max
Yn,k + ∑
i∈An,k
(
W
(i)
n,k − rn,k
)
, 0
 , (17)
where rn,k ∈ [0, dn] are auxiliary variables chosen at time tk
independent of frame size Tk and the number |An,k| of class
n arrivals in frame k. Assume Yn,0 = 0 for all n. Whereas the
Zn,k queues are useful to enforce delay constraints Wn ≤ dn
(as seen in Section IV), the Yn,k queues are useful to achieve
the optimal delay vector (W
∗
n)
N
n=1.
Delay Fairness (DelayFair) Policy:
1) In the kth frame for each k ∈ Z+, after observing Zk
and Yk, use nonpreemptive strict priorities assigned in
the decreasing order of (Zn,k + Yn,k)/E [Sn], where
E [Sn] is the mean size of a class n job. Ties are broken
arbitrarily.
2) At the end of the kth frame, compute Zn,k+1 and Yn,k+1
for all classes n by (8) and (17), respectively, where rn,k
is the solution to the convex program:
minimize: V fn(rn,k)− Yn,k λn rn,k
subject to: 0 ≤ rn,k ≤ dn,
where V > 0 is a predefined control parameter.
While the DelayFeas policy in Section IV does not require
any statistical knowledge of arrivals and service times, the
DelayFair policy needs the mean but not higher moments of
arrivals and service times for all classes n.
In the example of delay proportional fairness with quadratic
penalty functions fn(Wn) = 12cnW
2
n for all classes n, the
second step of the DelayFair policy solves:
minimize:
(
1
2
V cn
)
r2n,k − Yn,k λn rn,k
subject to: 0 ≤ rn,k ≤ dn.
The solution is r∗n,k = min
[
dn,
Yn,kλn
V cn
]
.
C. Motivation of the DelayFair Policy
The DelayFair policy follows a Lyapunov drift argument
similar to that in Section IV. Define Zk , (Zn,k)Nn=1 and
Yk , (Yn,k)Nn=1. Define the Lyapunov function L(Zk,Yk) ,
1
2
∑N
n=1(Z
2
n,k + Y
2
n,k) and the one-frame Lyapunov drift
∆(Zk,Yk) , E [L(Zk+1,Yk+1)− L(Zk,Yk) | Zk,Yk] .
Taking square of (17) yields
Y 2n,k+1 ≤
Yn,k + ∑
i∈An,k
(
W
(i)
n,k − rn,k
)2 . (18)
Summing (9) and (18) over all classes n ∈ {1, . . . , N},
dividing the result by 2, and taking conditional expectation
on Zk and Yk, we get
∆(Zk,Yk) ≤ C −
N∑
n=1
Zn,k dn E [|An,k| | Zk,Yk]
−
N∑
n=1
Yn,k E [rn,k |An,k| | Zk,Yk]
+
N∑
n=1
(Zn,k + Yn,k)E
 ∑
i∈An,k
W
(i)
n,k | Zk,Yk
 ,
(19)
where C > 0 is a finite constant, different from that used
in Section IV-B, upper bounding the sum of all (Zk,Yk)-
independent terms. This constant exists using arguments sim-
ilar to those in Lemma 7 of Appendix B.
7Adding to both sides of (19) the weighted penalty term
V
∑N
n=1 E [fn(rn,k)Tk | Zk,Yk], where V > 0 is a pre-
defined control parameter, and evaluating the result under a
frame-based policy (similar as the analysis in Section IV-C),
we get the following Lyapunov drift plus penalty inequality:
∆(Zk,Yk) + V
N∑
n=1
E [fn(rn,k)Tk | Zk,Yk]
≤
(
C − E [Tk]
N∑
n=1
Zn,k λn dn
)
+ E [Tk]
N∑
n=1
E [V fn(rn,k)− Yn,k λn rn,k | Zk,Yk]
+ E [Tk]
N∑
n=1
(Zn,k + Yn,k)λnWn,k.
(20)
We are interested in minimizing the right side of (20) in every
frame k over all frame-based policies and (possibly random)
choices of rn,k. Recall that in this section a constant power is
allocated in all frames so that the value E [Tk] is fixed under
any work-conserving policy. The first and second step of the
DelayFair policy minimizes the last (by Lemma 2) and the
second-to-last term of (20), respectively.
D. Performance of the DelayFair Policy
Theorem 2. Given any feasible delay bounds {d1, . . . , dN},
the DelayFair policy yields average delays satisfying Wn ≤ dn
for all classes n ∈ {1, . . . , N}, and attains average delay
penalty satisfying
lim sup
K→∞
N∑
n=1
fn
E
[∑K−1
k=0
∑
i∈An,k W
(i)
n,k
]
E
[∑K−1
k=0 |An,k|
]

≤ C
∑N
n=1 λn
V
+
N∑
n=1
fn(W
∗
n),
where V > 0 is a predefined control parameter and C > 0
a finite constant. By choosing V sufficiently large, we attain
arbitrarily close to the optimal delay penalty
∑N
n=1 fn(W
∗
n).
We remark that the tradeoff of choosing a large V value
is the amount of time required for virtual queues {Zn,k}∞k=0
and {Yn,k}∞k=0 to approach mean rate stability (see (23) in
the next proof), that is, the time required for the virtual queue
backlogs to be negligible with respect to the time horizon.
Proof of Theorem 2: Consider the optimal randomized
policy pi∗rand that yields optimal delays W
∗
n ≤ dn for all classes
n. Since the DelayFair policy minimizes the right side of (20),
comparing the DelayFair policy with the policy pi∗rand and with
the genie decision r∗n,k = W
∗
n for all classes n and frames
k, inequality (20) under the DelayFair policy is further upper
bounded by
∆(Zk,Yk) + V
N∑
n=1
E [fn(rn,k)Tk | Zk,Yk]
≤ C − E [Tk]
N∑
n=1
Zn,k λn dn + E [Tk]
N∑
n=1
(Zn,k + Yn,k)λnW
∗
n
+ E [Tk]
N∑
n=1
(
V fn(W
∗
n)− Yn,k λnW
∗
n
)
≤ C + V E [Tk]
N∑
n=1
fn(W
∗
n). (21)
Removing the second term of (21) yields
∆(Zk,Yk) ≤ C + V E [Tk]
N∑
n=1
fn(W
∗
n) ≤ C + V D, (22)
where D , E [Tk]
∑N
n=1 fn(W
∗
n) is a finite constant. Taking
expectation of (22), summing over k ∈ {0, . . . ,K − 1}, and
noting L(Z0,Y0) = 0 yields E [L(ZK ,YK)] ≤ K(C + V D).
It follows that, for each class n queue {Zn,k}∞k=0, we have
0 ≤ E [Zn,K ]
K
≤
√√√√E [Z2n,K]
K2
≤
√
2E [L(Zk,YK)]
K2
≤
√
2C
K
+
2V D
K
.
(23)
Passing K → ∞ proves that queue {Zn,k}∞k=0 is mean rate
stable for all classes n. Thus constraints Wn ≤ dn are satisfied
by Lemma 3. Similarly, the {Yn,k}∞k=0 queues are mean rate
stable for all classes n.
Next, taking expectation of (21), summing over k ∈
{0, . . . ,K − 1}, dividing by V , and noting L(Z0,Y0) = 0
yields
E [L(ZK ,YK)]
V
+
N∑
n=1
E
[
K−1∑
k=0
fn(rn,k)Tk
]
≤ KC
V
+ E
[
K−1∑
k=0
Tk
]
N∑
n=1
fn(W
∗
n).
Removing the first term and dividing by E
[∑K−1
k=0 Tk
]
yields
N∑
n=1
E
[∑K−1
k=0 fn(rn,k)Tk
]
E
[∑K−1
k=0 Tk
] ≤ KC
V E
[∑K−1
k=0 Tk
] + N∑
n=1
fn(W
∗
n)
(a)
≤ C
∑N
n=1 λn
V
+
N∑
n=1
fn(W
∗
n), (24)
where (a) follows E [Tk] ≥ E [Ik] = 1/(
∑N
n=1 λn). By [14,
Lemma 7.6] and convexity of fn(·), we get
N∑
n=1
E
[∑K−1
k=0 fn(rn,k)Tk
]
E
[∑K−1
k=0 Tk
] ≥ N∑
n=1
fn
E
[∑K−1
k=0 rn,kTk
]
E
[∑K−1
k=0 Tk
]
 .
(25)
Combining (24)(25) and taking a lim sup as K →∞ yields
lim sup
K→∞
N∑
n=1
fn
E
[∑K−1
k=0 rn,kTk
]
E
[∑K−1
k=0 Tk
]

≤ C
∑N
n=1 λn
V
+
N∑
n=1
fn(W
∗
n).
The next lemma, proved in Appendix C, completes the proof.
8Lemma 4. If queues {Yn,k}∞k=0 are mean rate stable for all
classes n, then
lim sup
K→∞
N∑
n=1
fn
E
[∑K−1
k=0
∑
i∈An,k W
(i)
n,k
]
E
[∑K−1
k=0 |An,k|
]

≤ lim sup
K→∞
N∑
n=1
fn
E
[∑K−1
k=0 rn,kTk
]
E
[∑K−1
k=0 Tk
]
 .
VI. DELAY-CONSTRAINED OPTIMAL POWER CONTROL
In this section we incorporate dynamic power control into
the queueing system. As mentioned in Section II, we fo-
cus on frame-based policies that allocate a constant power
Pk ∈ [Pmin, Pmax] over the duration of the kth busy period
(we assume zero power is allocated when the system is idle).
Here, interesting quantities such as frame size Tk, busy period
Bk, the set An,k of per-frame class n arrivals, and queueing
delay W (i)n,k are all functions of power Pk. Similar to the delay
definition (1), we define the average power consumption
P , lim sup
K→∞
E
[∑K−1
k=0 Pk Bk(Pk)
]
E
[∑K−1
k=0 Tk(Pk)
] , (26)
where Bk(Pk) and Tk(Pk) emphasize the power dependence
of Bk and Tk. It is easy to show that both Bk(Pk) and Tk(Pk)
are decreasing in Pk. The goal is to solve the delay-constrained
power minimization problem:
minimize: P (27)
subject to: Wn ≤ dn, ∀n ∈ {1, . . . , N} (28)
over frame-based power control and nonpreemptive priority
policies.
A. Power-Delay Performance Region
Every frame-based power control and nonpreemptive prior-
ity policy can be viewed as a timing sharing or randomiza-
tion of stationary policies that make the same deterministic
decision in every frame. Using this point of view, next we
give an example of the joint power-delay performance region
resulting from frame-based policies. Consider a two-class
nonpreemptive M/G/1 queue with parameters:
• λ1 = 1, λ2 = 2, E [S1] = E [S2] = E
[
S22
]
= 1,
E
[
S21
]
= 2. µ(P ) = P . For each class n ∈ {1, 2},
the service time Xn has mean E [Xn] = E [Sn] /P and
second moments E
[
X2n
]
= E
[
S2n
]
/P 2. For stability, we
must have λ1E [X1] + λ2E [X2] < 1 ⇒ P > 3. In this
example, let [4, 10] be the feasible power region.
Under a constant power allocation P , let W(P ) denote the
set of achievable queueing delay vectors (W 1,W 2). Define
ρn , λnE [Xn] and R , 12
∑2
n=1 λnE
[
X2n
]
. Then we have
W(P ) =
 (W 1,W 2)
∣∣∣∣∣∣∣∣∣
Wn ≥ R
1− ρn , n ∈ {1, 2}
2∑
n=1
ρnWn =
(ρ1 + ρ2)R
1− ρ1 − ρ2
 .
(29)
The inequalities in W(P ) show that the minimum delay for
each class is attained when it has priority over the other. The
equality in W(P ) follows the M/G/1 conservation law [35].
Using the above parameters, we get
W(P ) =

(W 1,W 2)
∣∣∣∣∣∣∣∣∣∣∣∣
W 1 ≥ 2
P (P − 1)
W 2 ≥ 2
P (P − 2)
W 1 + 2W 2 =
6
P (P − 3)

.
Fig. 1 shows the collection of delay regionsW(P ) for different
values of P ∈ [4, 10]. This joint region contains all feasible
delay vectors under constant power allocations. Fig. 2 shows
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Fig. 1. The collection of average delay regions W(P ) for different power
levels P ∈ [4, 10].
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Fig. 2. The augmented performance region of power-delay vectors
(P,W 1(P ),W 2(P )).
the associated augmented performance region of power-delay
vectors (P,W 1(P ),W 2(P )); its projection onto the delay
plane is Fig. 1. After timing sharing or randomization, the
performance region of all frame-based power control and
nonpreemptive priority policies is the convex hull of Fig. 2.
The problem (27)-(28) is viewed a stochastic optimization over
such a convexified power-delay performance region.
B. Dynamic Power Control Policy
We setup the same virtual delay queues Zn,k as in (8),
and assume Zn,0 = 0 for all classes n. We represent a strict
nonpreemptive priority policy by a permutation (pin)Nn=1 of
9{1, . . . , N}, where pin denotes the job class that gets the nth
highest priority.
Dynamic Power Control (DynPower) Policy:
1) In the kth frame for each k ∈ Z+, use the nonpreemptive
strict priority rule (pin)Nn=1 that assigns priorities in
the decreasing order of Zn,k/E [Sn]; ties are broken
arbitrarily.
2) Allocate a fixed power Pk in frame k, where Pk is the
solution to the following minimization of a weighted
sum of power and average delays:
minimize:
(
V
N∑
n=1
λnE [Sn]
)
Pk
µ(Pk)
(30)
+
N∑
n=1
Zpin,k λpinWpin(Pk)
subject to: Pk ∈ [Pmin, Pmax]. (31)
The value Wpin(Pk), given later in (37), is the average
delay of class pin under the priority rule (pin)Nn=1 and
power allocation Pk.
3) Update queues Zn,k for all classes n ∈ {1, . . . , N}
by (8) at every frame boundary.
The above DynPower policy requires the knowledge of arrival
rates and the first two moments of job sizes for all classes
n (see (37)). We can remove its dependence on the second
moments of job sizes, so that it only depends on the mean of
arrivals and job sizes; see Appendix D for details.
C. Motivation of the DynPower Policy
We construct the Lyapunov drift argument. Define the
Lyapunov function L(Zk) = 12
∑N
n=1 Z
2
n,k and the one-frame
Lyapunov drift ∆(Zk) = E [L(Zk+1)− L(Zk) | Zk]. Similar
as the derivation in Section IV-B, we have the Lyapunov drift
inequality:
∆(Zk) ≤ C +
N∑
n=1
Zn,k E
 ∑
i∈An,k
(
W
(i)
n,k − dn
)
| Zk
 .
(32)
Adding the weighted energy V E [Pk Bk(Pk) | Zk] to both
sides of (32), where V > 0 is a control parameter, yields
∆(Zk) + V E [Pk Bk(Pk) | Zk] ≤ C + Φ(Zk), (33)
where
Φ(Zk) , E
[
V Pk Bk(Pk)
+
N∑
n=1
Zn,k
∑
i∈An,k
(W
(i)
n,k − dn) | Zk
]
.
We are interested in the frame-based policy that, in each frame
k, allocates power and assigns priorities to minimize the ratio
Φ(Zk)
E [Tk(Pk) | Zk] . (34)
Note that frame size Tk(Pk) depends on Zk because the power
allocation that affects Tk(Pk) may be Zk-dependent. For any
given power allocation Pk, Tk(Pk) is independent of Zk.
Lemma 5 next shows that the minimizer of (34) is a de-
terministic power allocation and strict nonpreemptive priority
policy. Specifically, we may consider each p ∈ P in Lemma 5
denotes a deterministic power allocation and strict priority
policy, and random variable P denotes a randomized power
control and priority policy.
Lemma 5. Let P be a continuous random variable with state
space P . Let G and H be two random variables that depend
on P such that, for each p ∈ P , G(p) and H(p) are well-
defined random variables. Define
p∗ , argminp∈P
E [G(p)]
E [H(p)]
, U∗ , E [G(p
∗)]
E [H(p∗)]
.
Then E[G]E[H] ≥ U∗ regardless of the distribution of P .
Proof: For each p ∈ P , we have E[G(p)]E[H(p)] ≥ U∗. Then
E [G]
E [H]
=
EP [E [G(p)]]
EP [E [H(p)]]
≥ EP [U
∗E [H(p)]]
EP [E [H(p)]]
= U∗,
which is independent of the distribution of P .
Under a fixed power allocation Pk and a strict nonpreemp-
tive priority rule, (34) is equal to
V E [PkBk(Pk)] +
∑N
n=1 Zn,k λn(Wn,k(Pk)− dn)E [Tk(Pk)]
E [Tk(Pk)]
= V Pk
∑N
n=1 λnE [Sn]
µ(Pk)
+
N∑
n=1
Zn,k λn(Wn,k(Pk)− dn),
(35)
where by renewal theory
E [Bk(Pk)]
E [Tk(Pk)]
=
N∑
n=1
ρn(Pk) =
N∑
n=1
λn
E [Sn]
µ(Pk)
and power-dependent terms are written as functions of Pk. It
follows that our desired policy in every frame k minimizes(
V
N∑
n=1
λnE [Sn]
)
Pk
µ(Pk)
+
N∑
n=1
Zn,k λnWn,k(Pk) (36)
over constant power allocations Pk ∈ [Pmin, Pmax] and nonpre-
emptive strict priority rules.
To further simplify, for each fixed power level Pk, by
Lemma 2, the cµ rule that assigns priorities in the decreasing
order of Zn,k/E [Sn] minimizes the second term of (36)
(note that minimizing a linear function over strict priority
rules is equivalent to minimizing over all randomized priority
rules, since a vertex of the performance polytope attains the
minimum). This strict priority policy is optimal regardless
of the value of Pk, and thus is overall optimal; priority
assignment and power control are decoupled. We represent the
optimal priority policy by (pin)Nn=1, recalling that pin denotes
the job class that gets the nth highest priority. Under priorities
(pin)
N
n=1 and a fixed power allocation Pk, the average delay
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Wpin(Pk) for class pin is equal to
Wpin(Pk) =
1
2
∑N
n=1 λnE
[
X2n
]
(1−∑n−1m=0 ρpim)(1−∑nm=0 ρpim)
=
1
2
∑N
n=1 λnE
[
S2n
]
(µ(Pk)−
∑n−1
m=0 ρˆpim)(µ(Pk)−
∑n
m=0 ρˆpim)
,
(37)
where ρˆpim , λpimE [Spim ] if m ≥ 1 and 0 if m = 0. The
above discussions lead to the DynPower policy.
D. Performance of the DynPower Policy
Theorem 3. Let P ∗ be the optimal average power of the prob-
lem (27)-(28). The DynPower policy achieves delay constraints
Wn ≤ dn for all classes n ∈ {1, . . . , N} and attains average
power P satisfying
P ≤ C
∑N
n=1 λn
V
+ P ∗,
where C > 0 is a finite constant and V > 0 a predefined
control parameter.
Proof of Theorem 3: As discussed in Section VI-A, the
power-delay performance region in this problem is spanned by
stationary power control and nonpreemptive priority policies
that use the same (possibly random) decision in every frame.
Let pi∗ denote one such policy that yields the optimal average
power P ∗ with feasible delays W
∗
n ≤ dn for all classes n.
Let P ∗k be its power allocation in frame k. Since policy pi
∗
makes i.i.d. decisions over frames, by renewal reward theory
we have
P ∗ =
E [P ∗kB(P ∗k )]
E [T (P ∗k )]
.
Then the ratio Φ(Zk)E[Tk(Pk)|Zk] under policy pi
∗ (see the left side
of (35)) is equal to
V
E [P ∗kB(P ∗k )]
E [T (P ∗k )]
+
N∑
n=1
Zn,k λn
(
W
∗
n − dn
)
≤ V P ∗.
Since the DynPower policy minimizes Φ(Zk)E[Tk(Pk)|Zk] over
frame-based policies, including the optimal policy pi∗, the ratio
Φ(Zk)
E[Tk(Pk)|Zk] under the DynPower policy satisfies
Φ(Zk)
E [Tk(Pk) | Zk] ≤ V P
∗ ⇒ Φ(Zk) ≤ V P ∗E [Tk(Pk) | Zk] .
Using this bound in (33) yields
∆(Zk) + V E [Pk Bk(Pk) | Zk] ≤ C + V P ∗ E [Tk(Pk) | Zk] .
Taking expectation, summing over k ∈ {0, . . . ,K − 1}, and
noting L(Z0) = 0 yields
E [L(ZK)] + V
K−1∑
k=0
E [Pk Bk(Pk)]
≤ KC + V P ∗ E
[
K−1∑
k=0
Tk(Pk)
]
.
(38)
Since E [Tk(Pk)] is decreasing in Pk and, under a fixed
power allocation, is independent of scheduling policies, we
get E [Tk(Pk)] ≤ E [T0(Pmin)] and
E [L(ZK)] + V
K−1∑
k=0
E [Pk Bk(Pk)]
≤ K(C + V P ∗ E [T0(Pmin)]).
Removing the second term and dividing by K2 yields
E [L(ZK)]
K2
≤ C + V P
∗ E [T0(Pmin)]
K
.
Combining it with
0 ≤ E [Zn,K ]
K
≤
√√√√E [Z2n,K]
K2
≤
√
2E [L(ZK)]
K2
and passing K → ∞ proves that queue {Zn,k}∞k=0 is mean
rate stable for all classes n. Thus Wn ≤ dn for all n by
Lemma 3.
Further, removing the first term in (38) and dividing the
result by V E
[∑K−1
k=0 Tk(Pk)
]
yields
E
[∑K−1
k=0 Pk Bk(Pk)
]
E
[∑K−1
k=0 Tk(Pk)
] ≤ C
V
K
E
[∑K−1
k=0 Tk(Pk)
] + P ∗
(a)
≤ C
∑N
n=1 λn
V
+ P ∗,
where (a) uses E [Tk(Pk)] ≥ E [Ik] = 1/(
∑N
n=1 λn). Passing
K →∞ completes the proof.
VII. OPTIMIZING DELAY PENALTIES WITH AVERAGE
POWER CONSTRAINT
The fourth problem we consider is to, over frame-based
power control and nonpreemptive priority policies, minimize
a separable convex function of delay vectors (Wn)Nn=1 subject
to an average power constraint:
minimize:
N∑
n=1
fn(Wn) (39)
subject to: P ≤ Pconst. (40)
The value P is defined in (26) and Pconst > 0 is a given
feasible bound. The penalty functions fn(·) are assumed
nondecreasing, nonnegative, continuous, and convex for all
classes n. Power allocation in every busy period takes values
in [Pmin, Pmax], and no power is allocated when the system is
idle. In this problem, the region of feasible power-delay vec-
tors (P ,W 1, . . . ,WN ) is complicated because feasible delays
(Wn)
N
n=1 are indirectly decided by the power constraint (40).
Using the same methodology as in the previous three prob-
lems, we construct a frame-based policy to solve (39)-(40).
We setup the virtual delay queue {Yn,k}∞k=0 for each class
n ∈ {1, . . . , N} as in (17), in which the auxiliary variable
rn,k takes values in [0, Rmaxn ] for some R
max
n > 0 sufficiently
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large.4 Define the discrete-time virtual power queue {Xk}∞k=0
that evolves at frame boundaries {tk}∞k=0 as
Xk+1 = max [Xk + PkBk(Pk)− PconstTk(Pk), 0] . (41)
Assume X0 = 0. The {Xk}∞k=0 queue helps to achieve the
power constraint P ≤ Pconst.
Lemma 6. If the virtual power queue {Xk}∞k=0 is mean rate
stable, then P ≤ Pconst.
Proof: Given in Appendix E.
A. Power-constrained Delay Fairness Policy
Power-constrained Delay Fairness (PwDelayFair) Policy:
In the busy period of each frame k ∈ Z+, after observing
Xk and (Yn,k)Nn=1:
1) Use the nonpreemptive strict priority rule (pin)Nn=1 that
assigns priorities in the decreasing order of Yn,k/E [Sn];
ties are broken arbitrarily.
2) Allocate power Pk for the duration of the busy period,
where Pk solves:
minimize: Xk
[
−Pconst + Pk
µ(Pk)
N∑
n=1
λnE [Sn]
]
+
N∑
n=1
Ypin,k λpinWpin(Pk)
subject to: Pk ∈ [Pmin, Pmax],
where Wpin(Pk) is defined in (37).
3) Update Xk and Yn,k for all classes n at every frame
boundary by (41) and (17), respectively. In (17), the
auxiliary variable rn,k is the solution to
minimize: V fn(rn,k)− Yn,k λn rn,k
subject to: 0 ≤ rn,k ≤ Rmaxn .
B. Motivation of the PwDelayFair Policy
The construction of the Lyapunov drift argument follows
closely with those in the previous problems; details are omitted
for brevity. Define vector χk = [Xk;Y1,k, . . . , YN,k], the Lya-
punov function L(χk) , 12 (X2k +
∑N
n=1 Y
2
n,k), and the one-
frame Lyapunov drift ∆(χk) , E [L(χk+1)− L(χk) | χk].
We can show there exists a finite constant C > 0 such that
∆(χk) ≤ C +XkE [PkBk(Pk)− Pconst Tk(Pk) | χk]
+
N∑
n=1
Yn,k E
 ∑
i∈An,k
(
W
(i)
n,k − rn,k
)
| χk
 . (42)
Adding the term V
∑N
n=1 E [fn(rn,k)Tk(Pk) | χk] to both
sides of (42), where V > 0 is a control parameter, and
evaluating the result under a frame-based policy yields
∆(χk)+V
N∑
n=1
E [fn(rn,k)Tk(Pk) | χk] ≤ C+Ψ(χk), (43)
4For each class n, we need Rmaxn to be larger than the optimal delay W
∗
n
in problem (39)-(40). One way is to let Rmaxn be the maximum average delay
over all classes under the minimum power allocation Pmin.
where
Ψ(χk) , E [Tk(Pk) | χk]
N∑
n=1
Yn,k λnWn,k(Pk)
+XkE [PkBk(Pk) | χk]−XkPconst E [Tk(Pk) | χk]
+ E [Tk(Pk) | χk]
N∑
n=1
E [V fn(rn,k)− Yn,k λn rn,k | χk] ,
where Wn,k(Pk) is the average delay of class n if the control
and power allocation in frame k is repeated in every frame.
We are interested in the frame-based policy that minimizes
the ratio Ψ(χk)E[Tk(Pk)|χk] in each frame k ∈ Z+. Lemma 5 shows
the minimizer is a deterministic policy, under which the ratio
is equal to
N∑
n=1
Yn,k λnWn,k(Pk) +Xk (Pk ρsum(Pk)− Pconst)
+
N∑
n=1
(V fn(rn,k)− Yn,k λn rn,k) ,
where ρsum(Pk) ,
∑N
n=1 λnE [Sn] /µ(Pk). Under similar
simplifications as the DynPower policy in Section VI-B, we
can show that the PwDelayFair policy is the desired policy.
C. Performance of the PwDelayFair Policy
Theorem 4. For any feasible average power constraint P ≤
Pconst, the PwDelayFair policy satisfies P ≤ Pconst and yields
average delay penalty satisfying
lim sup
K→∞
N∑
n=1
fn
E
[∑K−1
k=0
∑
i∈An,k W
(i)
n,k
]
E
[∑K−1
k=0 |An,k|
]

≤ C
∑N
n=1 λn
V
+
N∑
n=1
fn(W
∗
n),
(44)
where V > 0 is a predefined control parameter.
Proof of Theorem 4: Let pi∗rand be the frame-based
randomized policy that solves (39)-(40). Let (W
∗
n)
N
n=1 be the
optimal average delay vector, and P
∗
, where P
∗ ≤ Pconst, be
the associated power consumption. In frame k ∈ Z+, the ratio
Ψ(χk)
E[Tk(Pk)|χk] evaluated under policy pi
∗
rand and genie decisions
r∗n,k = W
∗
n for all classes n is equal to
N∑
n=1
Yn,k λnW
∗
n +XkP
∗ −XkPconst
+
N∑
n=1
(
V fn(W
∗
n)− Yn,k λnW
∗
n
)
≤ V
N∑
n=1
fn(W
∗
n).
(45)
Since the PwDelayFair policy minimizes Ψ(χk)E[Tk(Pk)|χk] in every
frame k, the ratio under the PwDelayFair policy satisfies
Ψ(χk)
E [Tk(Pk) | χk] ≤ V
N∑
n=1
fn(W
∗
n).
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Then (43) under the PwDelayFair policy satisfies
∆(χk) + V E
[
N∑
n=1
fn(rn,k)Tk(Pk) | χk
]
≤ C + V E [Tk(Pk) | χk]
N∑
n=1
fn(W
∗
n).
(46)
Removing the second term in (46) and taking expectation,
we get
E [L(χk+1)]− E [L(χk)] ≤ C + V E [Tk(Pk)]
N∑
n=1
fn(W
∗
n).
Summing over k ∈ {0, . . . ,K − 1}, and using L(χ0) = 0
yields
E [L(χK)] ≤ KC + V E
[
K−1∑
k=0
Tk(Pk)
]
N∑
n=1
fn(W
∗
n) ≤ KC1
(47)
where C1 , C + V E [T0(Pmin)]
∑N
n=1 fn(W
∗
n), and we have
used E [Tk(Pk)] ≤ E [T0(Pmin)]. Inequality (47) suffices to
conclude that queues Xk and Yn,k for all classes n are all
mean rate stable. From Lemma 6 the constraint P ≤ Pconst is
achieved. The proof of (44) follows that of Theorem 2.
VIII. SIMULATIONS
Here we simulate the DelayFeas and DelayFair policy in
the first two delay control problems; simulations for the
DynPower and PwDelayFair policy in the last two delay-power
control problems are our future work. The setup is as follows.
Consider a two-class M/M/1 queue with Poisson arrival rates
(λ1, λ2) = (1, 2), loading factors (ρ1, ρ2) = (0.4, 0.4), and
mean exponential service times E [X1] = ρ1/λ1 = 0.4 and
E [X2] = ρ2/λ2 = 0.2 (we use service times directly since
there is no power control). The average delay region W of
this two-class M/M/1 queue, given in (29), is
W =
{
(W 1,W 2)
∣∣∣∣∣ W 1 +W 2 = 2.4W 1 ≥ 0.4, W 2 ≥ 0.4
}
. (48)
For the DelayFeas policy, we consider five sets of delay
constraints (d1, d2) = (0.45, 2.05), (0.85, 1.65), (1.25, 1.25),
(1.65, 0.85), and (2.05, 0.45); they are all (0.05, 0.05) away
from a feasible point on W . For each constraint set (d1, d2),
we repeat the simulation for 10 times and take an average on
the resulting average delay, where each simulation is run for
106 frames. The results are given in Fig. 3, which shows that
the DelayFeas policy adaptively yields feasible average delays
in response to different constraints.
Next, for the DelayFair policy, we consider the following
delay proportional fairness problem:
minimize:
1
2
W
2
1 + 2W
2
2 (49)
subject to: (W 1,W 2) ∈ W (50)
W 1 ≤ 2,W 2 ≤ 2 (51)
where the delay region W is given in (48). The additional
delay constraints (51) are chosen to be non-restrictive for
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Class 1 average delay
0.4
0.8
1.2
1.6
2
Cl
as
s 2
 a
ve
ra
ge
 d
ela
y
Delay region W
Delay bounds (d1, d2)
Simulation results
Fig. 3. The performance of the DelayFeas policy under different delay
constraints (d1, d2).
the ease of demonstration. The optimal solution to (49)-(51)
is (W
∗
1,W
∗
2) = (1.92, 0.48); the optimal delay penalty is
1
2 (W
∗
1)
2 +2(W
∗
2)
2 = 2.304. We simulate the DelayFair policy
for different values of control parameter V ∈ {102, 103, 5 ×
103, 104}. The results are in Table I. Every entry in Table I
V W
DelayFair
1 W
DelayFair
2 Delay penalty
100 1.611 0.785 2.529
1000 1.809 0.591 2.335
5000 1.879 0.523 2.312
10000 1.894 0.503 2.301
Optimal value: 1.92 0.48 2.304
TABLE I
THE AVERAGE DELAYS AND DELAY PENALTY UNDER THE DelayFair
POLICY FOR DIFFERENT VALUES OF CONTROL PARAMETER V .
is the average over 10 simulation runs, where each simulation
is run for 106 frames. As V increases, the DelayFair policy
yields average delays approaching the optimal (1.92, 0.48) and
the optimal penalty 2.304.
IX. CONCLUSIONS
This paper solves constrained delay-power stochastic op-
timization problems in a nonpreemptive multi-class M/G/1
queue from a new mathematical programming perspective.
After characterizing the performance region by the collec-
tion of all frame-based randomizations of base policies that
comprise deterministic power control and nonpreemptive strict
priority policies, we use the Lyapunov optimization theory to
construct dynamic control algorithms that yields near-optimal
performance. These policies greedily select and run a base
policy in every frame by minimizing a ratio of an expected
“drift plus penalty” sum over the expected frame size, and
require limited statistical knowledge of the system. Time
average constraints are turned into virtual queues that need
to be stabilized.
While this paper studies delay and power control in a
nonpreemptive multi-class M/G/1 queue, our framework
shall have a much wider applicability to other stochastic op-
timization problems over queueing networks, especially those
that satisfy strong (possibly generalized [36]) conservation
laws and have polymatroidal performance regions. Different
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performance metrics such as throughput (together with ad-
mission control), delay, power, and functions of them can be
mixed together to serve as objective functions or time average
constraints. It is of interest to us to explore all these directions.
Another connection is, in [15], we have used the frame-
based Lyapunov optimization theory to optimize a general
functional objective over an inner bound on the performance
region of a restless bandit problem with Markov ON/OFF
bandits. This inner bound approach can be viewed as an ap-
proximation to such complex restless bandit problems. Multi-
class queueing systems and restless bandit problems are two
prominent examples of general stochastic control problems.
Thus it would be interesting to develop the Lyapunov opti-
mization theory as a unified framework to attack other open
stochastic control problems.
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APPENDIX A
Proof of Lemma 1: We index all N ! nonpreemptive strict
priority policies by {pij}j∈J , where J = {1, . . . , N !} is an
index set and pij denotes the jth priority ordering. Consider a
randomized policy pirand defined by the probability distribution
{αj}j∈J , where pirand uses priority ordering pij for the duration
of a frame with probability αj in every frame. Let W sumn (pij)
denote the sum of queueing delays in class n during a frame in
which policy pij is used. Likewise, define W sumn (pirand) under
policy pirand. By conditional expectation, we get
E [W sumn (pirand)] =
∑
j∈J
αj E [W sumn (pij)] . (52)
Next, define Wn(pij) as the average queueing delay for class
n if policy pij is used in every frame. Define Wn(pirand) under
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policy pirand similarly. From renewal reward theory, we have
E [W sumn (pirand)] = λnWn(pirand)E [T ] (53)
E [W sumn (pij)] = λnWn(pij)E [T ] , (54)
where E [T ] is the average frame size. Note that E [T ] is
independent of scheduling policies. From (52)-(54) we get
Wn(pirand) =
∑
j∈J
αjWn(pij). (55)
Define xn(pij) , ρnWn(pij) for all priority orderings pij .
Define xn(pirand) similarly. Multiplying (55) by ρn for all
classes n and noting that vertices of the polytope Ω are
performance vectors of strict priority policies, we have
(xn(pirand))
N
n=1 =
∑
j∈J
αj (xn(pij))
N
n=1 ∈ Ω,
which proves the first part.
In the converse, for any given vector (Wn)Nn=1 in the delay
regionW , there exists a probability distribution {βj}j∈J such
that
ρnWn =
∑
j∈J
βj xn(pij)⇒Wn =
∑
j∈J
βjWn(pij)
for all classes n. From (55), the randomized pirand policy
defined by the probability distribution {βj}j∈J achieves the
desired average delays (Wn)Nn=1.
APPENDIX B
Lemma 7. In a multi-class M/G/1 queue with N classes and
a constant service rate (assuming a constant power allocation
and no power control), if the first four moments of service
times Xn are finite for all classes n ∈ {1, . . . , N}, and that
the system is stable with
∑N
n=1 λnE [Xn] < 1, then, in every
frame k ∈ Z+, the expectation
E
( ∑
i∈An,k
(
W
(i)
n,k − dn
))2
is finite for all classes n under any work-conserving policy.
Proof of Lemma 7: For brevity, we only give a sketch of
proof. Using E
[
(a− b)2] ≤ 2E [a2 + b2], it suffices to show
E
( ∑
i∈An,k
W
(i)
n,k
)2 , E [d2n |An,k|2]
are both finite. We only show the first expectation is finite;
the finiteness of the second expectation follows that of the
first expectation. Define Nk as the number of arrivals of all
classes served in frame k; we have |An,k| ≤ Nk for all k and
classes n. In the kth frame, since the queueing delay W (i)n,k of
each job i ∈ An,k is bounded by the busy period Bk, we have
E
( ∑
i∈An,k
W
(i)
n,k
)2 ≤ E [B2kN2k ] .
Note that Bk and Nk are dependent because a large busy
period serves more jobs. By Cauchy-Schwarz inequality we
have
E
[
B2kN
2
k
] ≤√E [B4k]E [N4k ].
It suffices to show that both E
[
B4k
]
and E
[
N4k
]
are finite.
First we argue E
[
B4k
]
< ∞. In the following we drop the
index k for notational convenience. Since the frame size B
is the same under any work-conserving policy, we consider
LIFO scheduling with preemptive priority. In this scheme,
let a0 denote the arrival that starts the current busy period.
Arrival a0 can be of any class, and the duration it stays in the
system is equal to the busy period B. Next, let {a1, . . . , aM}
denote the M jobs that arrive during the service of job a0.
Let B(1), . . . , B(M) denote the duration they stay in the
system. Under LIFO with preemptive priority, we observe that
B(1), . . . , B(M) are independent and identically distributed
with the starting busy period B (since any new arrival never
sees any previous arrivals, and starts a new busy period).
Consequently, we have
B = X +
M∑
m=1
B(m), (56)
where X denote the service time of a0. Note also that each
duration B(m) for all m ∈ {1, . . . ,M} is independent of M .
By taking square and expectation of (56), we can compute
E
[
B2
]
in closed form and show that it is finite if the first two
moments of Xn for all n are finite. Likewise, by raising (56)
to the third and fourth power and taking expectation, we can
compute E
[
B3
]
and E
[
B4
]
and show they are finite if the
first four moments of Xn are finite (showing E
[
B4
]
< ∞
requires the finiteness of the first three moments of B).
Likewise, to show E
[
N4
]
is finite, under LIFO with pre-
emptive priority we observe
N = 1 +
M∑
m=1
N(m), (57)
where N(m) denotes the number of arrivals, including am,
served during the course of arrival am staying in the system;
N(m) are i.i.d. and independent of M . By raising (57) to the
second, third, and fourth power and taking expectation, we can
compute E
[
N4
]
in closed form and show it is finite.
APPENDIX C
Proof of Lemma 4: From (17) we get
Yn,k+1 ≥ Yn,k − rn,k |An,k|+
∑
i∈An,k
W
(i)
n,k.
Summing over k ∈ {0, . . . ,K − 1} and using Yn,0 = 0 yields
K−1∑
k=0
∑
i∈An,k
W
(i)
n,k − Yn,K ≤
K−1∑
k=0
rn,k |An,k| .
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Taking expectation and dividing by λn E
[∑K−1
k=0 Tk
]
yields
E
[∑K−1
k=0
∑
i∈An,k W
(i)
n,k
]
λnE
[∑K−1
k=0 Tk
] − E [Yn,K ]
λnKE [T0]
≤
E
[∑K−1
k=0 rn,k |An,k|
]
λnE
[∑K−1
k=0 Tk
] .
(58)
where in the second term we use E [Tk] = E [T0] for all k. In
the last term of (58), since the value rn,k is independent of
|An,k| and Tk, we get
E
[∑K−1
k=0 rn,k |An,k|
]
λnE
[∑K−1
k=0 Tk
] = E
[∑K−1
k=0 rn,k Tk
]
E
[∑K−1
k=0 Tk
] . (59)
Defining as θ(n)K the left side of (58) and using (58) (59) yields
θ
(n)
K ≤
E
[∑K−1
k=0 rn,k Tk
]
E
[∑K−1
k=0 Tk
] . (60)
Since fn(·) is nondecreasing for all classes n, we get
lim sup
K→∞
N∑
n=1
fn
(
θ
(n)
K
)
≤ lim sup
K→∞
N∑
n=1
fn
E
[∑K−1
k=0 rn,k Tk
]
E
[∑K−1
k=0 Tk
]
 . (61)
Define the value
η
(n)
K ,
E
[∑K−1
k=0
∑
i∈An,k W
(i)
n,k
]
E
[∑K−1
k=0 |An,k|
] = θ(n)K + E [Yn,K ]λnKE [T0] .
(62)
To complete the proof, from (61) it suffices to show
lim sup
K→∞
N∑
n=1
fn(η
(n)
K ) = lim sup
K→∞
N∑
n=1
fn(θ
(n)
K ). (63)
Let the left-side of (63) attains its lim sup in the subsequence
{Km}∞m=1. It follows
lim sup
K→∞
N∑
n=1
fn(η
(n)
K ) = limm→∞
N∑
n=1
fn(η
(n)
Km
)
(a)
=
N∑
n=1
fn
(
lim
m→∞ η
(n)
Km
)
(b)
=
N∑
n=1
fn
(
lim
m→∞ θ
(n)
Km
)
≤ lim sup
K→∞
N∑
n=1
fn(θ
(n)
K ),
where (a) follows the continuity of fn(·) for all classes n,
(b) follows (62) and mean rate stability of Yn,k. The other
direction can be proved similarly.
APPENDIX D
We show how to remove the dependence on the second mo-
ments of job sizes Sn in the DynPower policy in Section VI-B.
Using (37), we rewrite (30) as
Rˆ
[(
V
Rˆ
N∑
n=1
λnE [Sn]
)
Pk
µ(Pk)
+
N∑
n=1
Zpin,k λpin
(µ(Pk)−
∑n−1
m=0 ρˆpim)(µ(Pk)−
∑n
m=0 ρˆpim)
] (64)
where
Rˆ , 1
2
N∑
n=1
λnE
[
S2n
]
, ρˆpim ,
{
λpimE [Spim ] , 1 ≤ m ≤ N
0, otherwise.
By ignoring constant Rˆ and redefining V˜ , V/Rˆ in (64), it is
equivalent in the kth frame of the DynPower policy to allocate
power Pk ∈ [Pmin, Pmax] that minimizes(
V˜
N∑
n=1
λnE [Sn]
)
Pk
µ(Pk)
+
N∑
n=1
Zpin,k λpin
(µ(Pk)−
∑n−1
m=0 ρˆpim)(µ(Pk)−
∑n
m=0 ρˆpim)
.
(65)
The sum (65) does not depend on second moments of job
sizes. From Theorem 3 and using V = V˜ Rˆ, this alternative
policy yields average power P satisfying
P ≤ C
∑N
n=1 λn
V˜ Rˆ
+ P ∗,
and we preserve the property that the resulting average P is
O(1/V˜ ) away from the optimal P ∗.
APPENDIX E
Proof of Lemma 6: From (41) we have
Xk+1 ≥ Xk + PkBk(Pk)− Pconst Tk(Pk).
Summing over k ∈ {0, . . . ,K − 1}, taking expectation, and
using X0 = 0 yields
E [XK ] ≥ E
[
K−1∑
k=0
PkBk(Pk)
]
− Pconst E
[
K−1∑
k=0
Tk(Pk)
]
.
Dividing by E
[∑K−1
k=0 Tk(Pk)
]
and passing K →∞ yields
P ≤ Pconst + lim sup
K→∞
E [XK ]
K
K
E
[∑K−1
k=0 Tk(Pk)
]
(a)
≤ Pconst + lim sup
K→∞
E [XK ]
K
N∑
n=1
λn,
where (a) uses E [Tk(Pk)] ≥ E [Ik] = 1/(
∑N
n=1 λn). Then the
result follows by mean rate stability of queue {Xk}∞k=0.
