Abstract: In this paper, an ultra-local model control approach based on adaptive Smith predictor is proposed. The design of adaptive PID controller takes into account the estimation of variable time delay which is compensated by the addition of an adaptive Smith predictor. The purpose of this paper is to solve the online estimation problem of time delay thanks to the proposed identification method of ultra-local model parameters. A performance comparison between the proposed control approach and the Smith predictor control with classical PID is carried out. The numerical simulation results of the thermal process study with severe constraints and operating conditions show the superiority of the adaptive PID controller. The robustness with respect to noises, disturbances and system parameter uncertainties of control approaches are highlighted.
Introduction
The compensation of time delay represents a recurring problem in the control of industrial processes (4), (38) , (40) . In order to solve this problem, the Smith predictor is one of predictive type controllers that enhances the performances even in the presence of a large pure delay (20) , (32) , (33) . Indeed, Smith has presented a regulation tool, proposed in (33) , for asymptotically stable single input single output (SISO) time delay systems in openloop. In this context, the presence of delay on the input or the output is equivalent. The appearance of delays on the system control is identified as a major source of performance degradations for the closed-loop systems. Therefore, the time delay identification presents an indispensable task to build an adequate control law. For this reason, the online identification of time delay presents an open problem, as shown in (27) , that has received particular attention during the last few years. In the literature, several works have studied the identification of time delay systems with different identification methods in (4), (16) , (21) , (24) , (25) , (27) , (38) , (39) . Indeed, the algebraic identification technique developed by Belkoura et al. in (3; 4) , is one of the numerous existing identification methods for time delay systems. This method is based on the algebraic derivation techniques introduced by M. Fliess and H. Sira-Ramírez (12) , (14) , (15) , (31) . The concept of this algebraic technique consists, in a first step, to identify the time delay based on the knowledge of studied system parameters and, in a second step, to identify simultaneously the delay and the parameters from the linear system resolution. However, since this technique is not asymptotic, the parameter identification is not independent such that the second estimated parameter depends on the other ones (see, e.g. (3), (17) ).
The time delays have been also taken into account by the ultra-local model control, recently introduced by M. Fliess and C. Join with the free-model control notion which does not require any mathematical modeling (7), (8) , (9), (10) , (11), (18) , (35) , (36) , (37) . The unknown dynamics is approximated on a very small time interval by an ultra-local model which is continuously updated based on the online algebraic identification techniques (14) , (15) , (31) . The desired behavior is obtained thanks to an adaptive PID controller which is easily tuned and provides the feedforward compensation. This control approach has already many successful concrete applications (1), (9), (10), (11) , (18) .
Despite the excellent results obtained by this control strategy in the case of time delayed systems, the works of M. Fliess and C. Join have shown that there is not necessary to identify the delays with adaptive PID controllers. However, the delays could be the cause of the control law instability in many cases of delayed system control. For this reason, a new ultra-local model control approach is proposed in this paper in order to find answers for the limitations presented by the free-model control in the case of time delay systems (7), (8) , (26) . The concept of the proposed approach is based on the linear system resolution method to estimate the ultra-local model parameters. This control strategy allows to compensate the estimated time delay thanks to the adaptive Smith predictor. In order to clarify the performances obtained by the proposed approach, a comparison with the Smith predictor control is carried out. Moreover, this control strategy is applied on a thermal process to test the robustness performances with respect to the noises, disturbance rejection and parameter uncertainties.
The paper is organized as follows. Section 2 is focused on the proposed Smith predictor based approach. Indeed, the time delay identification problem and the adaptive Smith predictor application for the ultra-local model control are developed. The proposed online parameter identification method is developed in Section 3. Section 4 deals with the application of the ultra-local model control approach on a thermal process control. In this section, the numerical simulation results are displayed where the robustness with respect to the noises, disturbance rejection and system parameter uncertainties is tested. A comparison with the Smith predictor control is carried out in order to show the efficiency of the proposed control approaches. Based on the sliding window identification concept, a proposed algebraic method is developed. Some concluding remarks are provided in Section 5.
Smith predictor based approach

Problem formulation
For the sake of simple presentation, we assume that the studied systems are SISO. The input-output behavior of the system is assumed to be well approximated within its operating range by an ordinary differential equation E y,ẏ, . . . , y (a) , u,u, . . . , u (b) = 0, which is nonlinear in general and unknown, or at least poorly known. The control input is denoted by u and the output is denoted by y. The ultra-local model control, introduced by M. Fliess and C. Join (7) , consists in trying to estimate an unknown quantity via the input and the output measurements, in order to achieve a good output trajectory tracking. The design of an ultra-local model can be written as:
where:
• y (ν) is the derivative of order ν 1 of y. The integer ν is arbitrarily chosen. In all the known examples until today, the order ν has always been chosen quite low, i.e., 1 or 2.
• F (t) represents time-varying function which subsumes all the structural information of the system as well as of the various possible disturbances, without the need to make any distinction between them.
• α is a non-physical constant parameter. It is chosen arbitrarily by the practitioner such that αu (t) and y (ν) are of the same magnitude.
In practice, the arbitrary choice of the parameter α presents the first point that renders a delicate choice for the so-called intelligent PID control strategy. The purpose of this paper is to improve the control strategy of (7), (9) by proposing an estimation of the gain α and considered time delay T R as other unknown parameter. Following this proposal, the expression of the generalized ultra-local model becomes:
This model must be constantly updated, in which the time-varying functions F (t), α (t) and T R (t) are estimated based on the knowledge of the input and output measurements. The delays are taken into account in the works of M. Fliess and C. Join (9), (11) . However, it has been shown that the delays are found in the nonlinear term F (t) such as:
Nevertheless, we see that β (t) is a time-varying parameter and the function F ′ (t) contains the delayed terms u (t − T R (t)). For this, the identification of time delay with ultra-local model control is needless in the works (9), (11) . However, the unknown delays can prevent the instantaneous reactivity of the control input. To overcome this problem, we consider in this paper a robust compensation of time delay via the application of Smith predictor (34) . Therefore, we choose to estimate the three parameters F (t), α (t) and T R (t) of the generalized ultra-local model (2) in order to benefit of the Smith predictor implementation.
Adaptive Smith predictor
The Smith predictor is basically a time delay compensator. The basic idea consists of eliminating the delays from the feedback control loops (32) . The interest of the Smith predictor is to use a primary controller C(p) designed for the delay-free system H(p) as shown in the figure 1. Noting that p is the Laplace operator. The controller C(p) is generally a classical Proportional Integral (PI) or Proportional Integral Derivative (PID) (32) . The Smith predictor allows to significantly improve the performances in the case where a known constant delay is present on the control input. Neverthless, when it is not the case, the compensation method by Smith predictor becomes difficult to apply in this context, due to the complexity of their extension to a variable delay. This problem is solved by the adaptive Smith predictor which consists to update the time delay in the system control model. This update allows to obtain a more efficient controller based on the knowledge of the estimated delayT R .
The proposed control approach in this paper is based on the adaptive Smith predictor represented in the figure 2. The desired behavior is obtained via the primary controller C(p) which is an adaptive Proportional Integral controller, or a-PI, in the case where ν = 1 in (2). Indeed, the estimation of the three functionsF (t),α (t) andT R (t) of the model (2), thus the compensation of estimated time delayT R (t), leads to the following control law:
• y d (t) is the output reference trajectory, which is obtained via the precepts of the flatness-based control (19) , (29) .
• e (t) = y d (t) − y (t) is the tracking error.
• K P and K I are the usual tuning gains (2), (23) .
Combining the equations (2) and (4) yields to:
We are therefore left with a linear differential equation with constant coefficients of order 2. The tracking condition is then easily fulfilled by an appropriate tuning of K P and K I . The desired performances are obtained thanks, first, to the adaptive PI controller and, secondly, to the good compensation of estimated delay by the compensation term presented in the feedback control loop F +α 1 − e −TRp u . The compensation term of feedback represents in reality the difference between the delay-free ultra-local model (1) and the ultra-local model with time delay (2) . Then, we obtain the following difference:
whereF =F 1 −F 2 . The main advantage of this proposed control strategy consists of providing the desired performances without requiring to have an accurate knowledge of the system model. It is clear that the estimated parametersF ,α andT R have a very important role in the compensation of time delay through the adaptive Smith predictor. For this, it is interesting to well choose the identification method of ultra-local model in order to obtain the best possible performances.
resolution method. Consider the developed numerical control input with sampling period T e in the case when ν = 1. The integration of the simple model (2) between the two sampling instants (k − 1) T e and kT e gives:
Noting that the time delay T R < T e . Denoting byF k ,α k andT R k the mean values, i.e., the estimations in the time interval [(k − 1) T e , kT e ] of F (t), α (t) and T R (t), we get the following expression:
In order to estimate the ultra-local model parameters, we represent firstly, the previous relation (8) in the form of linear system defined by (28):
The matrix form of the system (9) is obtained by considering the following notations:
where the second parameter of the vector θ k is defined by:
Considering thatα k−2 is estimated in the previous step, it remains to estimate the parameter α k−1 which is obtained by:
Since the system (9) is consistent, the general expression of the estimation is written as follows:
• H k is a matrix of size (1 × n).
• H {1} k denotes any generalized inverse of H k , such as H
• Λ k is an arbitrary vector of size (n × 1).
Noting that the coefficients of the matrix Λ k can be used to satisfy other relating constraints to the system control. The main aim of this work is not the parameter identification but to obtain a parameters which satisfying the ultra-local model at each instant t.
A thermal process study
Model description
The thermal process whose simplified diagram is given by the figure 3, is well known and widely studied for the understanding of the automatic concepts such as the identification and development of control laws. It is constituted by a constant volume tube V m 3 and a heating resistor R c [Ohm] connected to a direct current power supply u (t). The parameter C J.m −3 .
• K −1 is the specific heat constant of air. The voltage u (t), applied to the resistance, allows to heat the air entering at the tube by Joule effect (22) . Indeed, T E [
• K] is the ambient temperature, and f j m 3 .s −1 is the air rate flow entering according to the valve opening angle j. The purpose of the control system is to regulate the temperature T S [
• K] of the outgoing air at the constant temperature, given that the air flows into the tube with an initial temperature T E [
• K] and at the flow rate f j m 3 .s −1 . Figure 3 Simplified schema of thermal process (6).
The flow rate signal is assumed to piecewise constant and can be vary by changing the throttle position j. By applying a variation to the amplifier input, two phenomena are noted:
• The heat capacity of the resistor which is an abrupt voltage change translates into a slower evolution of the resistor temperature. This phenomenon is defined by a transfer function of first order characterized by the time constant τ .
• The delay of the temperature measurement due to the distance between the resistor and the thermistor measurement. This phenomenon is reflected by a time delay T R in the transfer function.
This leads to a first approximation whose the theoretical transfer function of the model is given by (6) :
where K is the overall static gain, τ is the time constant and T R is the time-delay. The numerical parameters values of the considered thermal process, for an ambient temperature equal to 20
• C, are given in the Table 1 . 
Simulation results
The principle of the proposed control approach, based on the adaptive Smith predictor, is illustrated in the figure 4. Indeed, the online identification of ultra-local model parameters renders the variable time delay constant in each sampling period in order to be compensated by the adaptive Smith predictor. For the numerical simulations, we choose to generate a desired trajectory y d (t) satisfying the system constraints, based on the flatness concept (13), (29) , (30) . This trajectory ensures a transition from y d (t 0 ) = 1.5 V to y d (t f ) = 3.5 V at the two transition instants t 0 = 40 s and t f = 90 s. The desired trajectory is generated by a polynomial of order 5 checking the conditions of derivability and continuity at the transition instants.
For comparison purpose, a Smith predictor control with classical PID is implemented to the considered system. The PID controller parameters, given in the table 2, are tuned by applying the Cohen-Coon method. For the proposed control approach, the gains of adaptive PI controller are determined by a placement of two poles in the functional equation (5) in order to stabilize the tracking error (see Table 2 ). The proposed control approach is applied to the thermal process in the presence of noise and disturbances. A centered white noise with variance of 0.001 is added to the system output in order to test the robustness of designed controller. At t = 120 s, a disturbance given by the sensor of 0.5 V is applied to the output temperature measurement. Gain Adaptive PI Classical PID
The simulation results given in the figures 5, 6, 7 and 8 clearly show that the proposed a-PI controller based on the linear system resolution method, provides better performances in significant improvements with respect to those obtained by the classical PID controller. In this case, the system parameter uncertainties is considered in order to test the robustness of the proposed approach. For this reason, the parameter K is dropped by 50% when the time t > 100 s. Good performances are obtained in terms of reference trajectory tracking and robustness with respect to external perturbation and noises. These numerical results show that the consequence of the thermal perturbation is smaller and rejected faster by the a-PI controller than the PID one. The good robustness of the developed ultra-local model control approach with respect to the system parameter uncertainties is illustrated by these numerical simulation results. We can see that the effect of parameter uncertainties is more significant in the case of PID controller.
Algebraic identification method
In order to improve the previously obtained performances, the proposed algebraic method allows to estimate the ultra-local model parameters over a time interval L which must be larger than the sampling period T e (i.e., L 2T e ). One of the main interests of this identification window is to filter the noises. Therefore, the proposed technique principle is based on the mean value calculation of measured data during the identification window L.
Assume that m k−1 is the mean value of measurements of y in the interval
, defined by: The setting in the recursive form of the mean value m k−1 defined in (14) is written as follows:
In this case, the estimation of ultra-local model parameters is determined by solving the following linear system:
Therefore, the general expression of estimation is written in the following form:
The expression (17) allows to obtain a solution set of the system (16) . These degrees of freedom provide an improvement of performances and satisfying other optimization constraints.
The simulation results of the proposed algebraic method implementation for the considered system control, are given in the figures 9, 10, 11 and 12. In this case, we have considered a sliding window of size L = 20 s and the parameter K is dropped by 50% when t > 100 s. The good performances shown by the numerical results, are obtained thanks to the proposed identification method which is based on the mean value calculation of data along of the estimation window. We can observe that the response time becomes faster than that of the system output given in the figure 9. This implies an improvement of obtained performances in terms of robustness with respect to external disturbances and parameter uncertainties. 
Conclusions
The proposed control strategy has allowed to design an adaptive robust controller able to insure good robustness and trajectory tracking performances even in severe operating conditions. The online estimation of time delay and the design of adaptive Smith predictor present the highlight of this work. Indeed, the adaptive Smith predictor is based on the estimated parameters of the ultra-local model. For this reason, the best benefit of the proposed approach consists of the time delay compensation without requiring to have any knowledge about the system model. In this paper, the online estimation problem of time delay is solved thanks to the proposed identification method of ultra-local model parameters. The numerical simulation results of the developed control law shows an improvement of robustness performances obtained with respect to the Smith predictor control with classical PID. Moreover, the proposed algebraic method based on the algebraic derivation properties provides better results in terms of robustness with respect to disturbance rejection and parameter uncertainties. Extensions to the identification of time delays in the multivariable systems case using other alternative identification methods are an open problems under investigation.
