A catalog of 383 radial velocities (median accuracy ≃ 1 km s −1 ) for red giants in the Galactic globular cluster M22 has been compiled from the literature and from new observations accumulated between 1972 and 1994. This 22-year baseline is the longest available for any sample of globular cluster stars. Using 333 repeat velocities for 109 cluster members, we have carried out a search for spectroscopic binaries with periods in the range 0.2 < ∼ P ≤ 40 years and with mass ratios between 0.1 and 1.0. Although the radial velocities for these evolved stars show clear evidence for an atmospheric "jitter" whose magnitude depends on luminosity, no star is convincingly found to exhibit a velocity variation greater than 7 km s −1 . By comparing the observed velocity variations to those found in a series of Monte-Carlo simulations, we estimate the cluster binary fraction to be x b = 0.01
Introduction
The binary fraction, x b , is a fundamental parameter of any stellar population. For dense stellar systems like globular clusters, it is also an essential ingredient for realistic models of their dynamical evolution. The first efforts to measure x b for globular clusters led to the surprising conclusion that they were markedly deficient in binaries relative to the field (e.g., Gunn & Griffin 1979) . This result became difficult to understand in the light of numerical simulations (e.g., Cohn 1980) which demonstrated repeatedly that, in the absence of an additional heat source such as that provided by a population of primordial binaries, most Galactic globular clusters should by now have settled into a state of core collapse. Early ground-based surveys, however, indicated that, at most, only ∼ 20% of Galactic globular clusters exhibit the telltale central brightness cusp predicted by core-collapse models (Djorgovski & King 1986) . The large numbers of blue stragglers seen in many globulars is additional indirect evidence for the existence of cluster binaries.
Although it remains to be seen whether the bulk of these cluster blue stragglers formed via stellar collisions (e.g., Hoffer 1983) or through coalescence of close pairs (Zinn & Searle 1976) , it now appears likely that binaries play a key role in their formation.
A number of recent observational studies have concluded that the globular cluster binary fraction is roughly comparable to that of the Population I field (e.g., Hut et al. 1992; Côté et al. 1994; Yan & Mateo 1994 ). Nevertheless, our knowledge of the shape of the distribution of binary star periods in globular clusters remains remarkably limited. For instance, the distribution of orbital periods among nearby, solar-type stars is closely Gaussian in log P with a peak near 180 yr and a dispersion σ log P ≃ 2.3 (Duquennoy & Mayor 1991) . Does the globular cluster period distribution differ significantly from this field distribution? There are strong reasons to believe that it must, since stellar encounters will tend to disrupt "soft" binaries and harden already "hard" systems (Heggie 1975) . Hills (1984) found that the semi-major axis of the widest binary which is expected to have escaped disruption by encounters with single stars is 
where σ is the three-dimensional rms cluster velocity dispersion in km s −1 and M 1 and M 2 are the primary and secondary masses in solar units. Binaries with separations greater than a c are expected to be disrupted in a Hubble time, provided σ and the cluster number density of stars, n, satisfy n 1 pc −3 5 km s
This relation, which is based on the ionization rate of Hut & Bahcall (1983) and assumes 0.8M ⊙ stars, is satisfied at the centers of most clusters. According to Pryor & Meylan (1993) , Galactic globular clusters have 2 < ∼ σ < ∼ 25 km s −1 with a mean near ≃ 8 km s −1 . Consequently, the widest surviving systems will have 3 < ∼ P c < ∼ 5000 years, with a typical upper period cutoff of P c ≃ 80 years (assuming M 1 and M 2 = 0.8M ⊙ ). Dynamical processes are therefore likely to have played an important role in modifying the initial distribution of orbital periods in globular clusters.
Unfortunately, existing data are not well suited to the task of detecting long-period binaries. For instance, studies of binaries based on the so-called "second sequence" in the cluster color-magnitude diagram are period degenerate (i.e., equally sensitive to binaries of all periods). On the other hand, searches for eclipsing binaries (e.g., Mateo 1996) are sensitive only to systems with periods near one day and are virtually blind to binaries with periods in excess of ∼ 10 days (Mateo 1993) . Although the situation is greatly improved for radial velocity surveys, studies to date have been limited to binaries containing red giants with periods longer than 1-2 months and shorter than 5-20 years. The lower limit is set by selection effects caused by possible mass transfer between the binary components (see Pryor, Latham & Hazen 1988) , whereas the upper cutoff is simply a consequence of the limited duration (and velocity accuracy) of existing radial velocity surveys. In this paper, we combine previously published radial velocities for red giants in the nearby cluster M22 with new measurements accumulated between 1972 and 1994 to search for spectroscopic binaries with periods in the range 0.2 to 40 years, a factor of two improvement over existing surveys in the upper period cutoff. In a companion paper , we report on an investigation of the short-period end of the globular cluster binary distribution (i.e., 2 day < ∼ P < ∼ 3 years) based on radial velocities for stars on the upper main-sequence of the nearby cluster M4.
Observations

Photometry
As described in §3, our technique of determining x b from a series of Monte-Carlo simulations requires an estimate of the radius of each star in order to assess the likelihood of Roche-lobe overflow on an object-by-object basis. Such radii are most easily obtained by comparing the location of each star in the cluster color-magnitude diagram (CMD) with the appropriate isochrone (see Côté et al. 1994 for details).
However, six of the red giants in our survey have no published magnitudes or colors since they are located either at large distance from the cluster center or in the crowded core of the cluster -areas which were specifically avoided in previous photometric studies. Moreover, the available photometry for the remaining objects (almost all of which is photographic in nature) must be assembled from a number of different sources (e.g. Peterson & Cudworth 1994; Lloyd Evans 1975; Arp & Melbourne 1959) .
In order to obtain a homogeneous set of magnitudes and colors for all stars in our survey, we used the KPNO 0.9m telescope on 1995 July 8/9 with the T2KA 2048×2048 CCD (scale = 0. ′′ 68 pixel −1 , gain = 10.7 e − ADU −1 , readnoise = 4 e − ) to image five overlapping fields in the direction of M22. We obtained a BV frame pair centered on M22 and four other fields offset by 14. ′ 3 in the NW, NE, SW and SE directions, giving a total field of view of 0.52 square degrees. Seeing during the exposures was typically ≃ 1. ′′ 8. A finding chart for the six stars without previous photometry is given in Figure 1 . After standard preprocessing with IRAF, 4 a CMD for the entire field was derived using DAOPHOT II (Stetson, Davis & Crabtree 1990) and the related software package ALLFRAME (Stetson 1994) . Unfortunately, observing conditions were nonphotometric, making a direct calibration of the photometry impossible. We instead used 22 isolated, local photoelectric standards from Alcaino, Liller & Alvarado (1988) to calibrate the data. Figure 2 shows a comparison between our CCD photometry and the photographic data of Peterson & Cudworth (1994) for the 137 radial velocity members which are common to both studies (see §2.2). There is a tendency for our V magnitudes to be 0.05 mag fainter than those of Peterson & Cudworth (1994) . We also find a similar offset in color, ∆(B-V) = 0.06 mag, in the sense that our derived colors are bluer than the photographic values. The sense of the ∆V offset from the Peterson & Cudworth (1994) The CMD for the entire 43. ′ 2×43. ′ 2 field is shown in the upper panel of Figure 3 . As expected, the field star contamination near M22 (l = 9.
• 9, b = -7.
• 6) is severe. The lower panel of Figure 3 shows those stars within five core radii (r c = 1. ′ 42 according to Trager, King & Djorgovski 1995) of the Shawl & White (1986) cluster center. The large open squares indicate the three known photometric variables in our sample, for which we have adopted the mean magnitudes and colors reported by Peterson & Cudworth (1994) . The small squares indicate the remaining 106 cluster red giants with multiple velocity measurements.
Spectroscopy
An observing log of all spectroscopic observations used in our survey is given in Table 1 , whose columns record, from left to right, the date of the observing run, the telescope and accompanying instrumentation, the number of separate velocity measurements, and the total number of stars which were observed. We now discuss each of these data sets in turn.
As one of the nearest globular clusters (e.g., Djorgovski 1993 quotes a distance of 3 kpc), M22 was an early target for high resolution spectroscopy of individual cluster giants. In their landmark dynamical study of M3, Gunn & Griffin (1979) allude to the existence of several dozen, unpublished radial velocities for stars in a number of other clusters, including M22, which were collected with the Hale 5m telescope and Palomar radial velocity scanner during the 1970s. The entire sample of Hale radial velocities for M22 giants (67 observations of 44 different stars), accumulated during a series of observing runs in 1972, 1974 and 1975, were kindly donated by Drs. Griffin and Gunn. For a complete description of the design and operation of the Palomar radial velocity scanner, the reader is referred to Gunn (1974) and Griffin (1979) .
In addition to these data, a total of 176 radial velocities for 130 red giants in M22 have recently been published by Peterson & Cudworth (1994) . These velocities, accumulated during the 1985 -1987 observing seasons with the SAO 1.5m and MMT telescopes, have a precision similar to the Hale observations (e.g., typical uncertainty ≃ 1 km s −1 ). For a detailed description of the SAO observations and reductions, the reader is referred to Peterson & Cudworth (1994) . We obtained a third set of velocities using the DAO radial velocity scanner (Fletcher et al. 1982) on the CFHT during a pair of observing runs in 1989 and 1991. A total of 49 radial velocities for 36 stars (chosen from the finder charts of Lloyd Evans 1975 and Cudworth 1986) were measured over three nights. The velocity accuracy delivered by this combination of telescope and instrument is also ≃ 1 km s −1 . A complete description of this instrument's operation at the coudé focus of the CFHT may be found in Pryor et al. (1989) . Our final epoch consists of radial velocities (median precision ≃ 1.6 km s −1 ) for 92 giants obtained with the CTIO 4m telescope and the Argus multi-object spectrograph in June 1994. Targets were selected from the list of confirmed cluster members given in Peterson & Cudworth (1994) . The primary goal of this observing run was to measure velocities for turnoff dwarfs in the nearby globular cluster M4, the results of which are presented by . Since the reduction procedures followed in the M22 analysis are identical to those used in our study of M4, the reader is referred to that paper for details.
To ensure that all of these radial velocities share a common zeropoint, we have applied small offsets to the Hale, CFHT and CTIO observations. These corrections, which never exceeded 1 km s −1 , were determined by matching all stars in common with the SAO/MMT catalog (which is the most extensive data set and has the most closely monitored zeropoint). The entire sample of M22 radial velocities is given in Table 2 (also presented in the ApJ/AJ CD-ROM Series, Volume X, 1996) . Since these data may be useful for other purposes, we have tabulated all known radial velocity members of M22; that is to say, cluster members with only a single radial velocity measurement are included. Pryor & Meylan (1993) . From left to right, Table 2 gives the star number, the ID from Peterson & Cudworth (1994) , the distance in arcminutes from the Shawl & White (1986) cluster center, the position angle in degrees, the heliocentric Julian date, the radial velocity, the weighted mean velocity, the reduced chi-squared and the probability P(χ 2 ) of that chi-squared value being exceeded assuming that the velocity is constant, the V magnitude and B-V color measured from our CCD frames, and the source of the radial velocity (P = Palomar, S = SAO, C = CFHT, and T = CTIO).
Most previous surveys of red giants in globular clusters have found evidence for a velocity "jitter" which is assumed to arise from convective or pulsational motions in the atmospheres of these evolved stars (Gunn & Griffin 1979; Mayor et al. 1984; Lupton, Gunn & Griffin 1987; Pryor, Latham & Hazen 1988) . Gunn & Griffin (1979) found it necessary to included an external dispersion of 0.8 km s −1 to account for the low-amplitude velocity variations observed in their sample of M3 giants. Using an expanded sample of M3 velocities, Pryor, Latham & Hazen (1988) concluded that, while the velocity variability was probably present in the entire sample of program objects, it was certainly largest for those stars within 0.5 magnitude of the giant-branch tip. We too find evidence for such a luminosity-dependent velocity jitter in our sample of M22 giants. Figure 4 shows the dependence of P(χ 2 ) on V magnitude and B-V color for the 106 stars with multiple velocity measurements (photometric variables excluded). No jitter has been assumed in deriving the probabilities shown in Figure 4 . Four stars with P(χ 2 ) ≤ 0.001 are indicated by the vertical arrows. As Figure 4 demonstrates, there is a tendency for stars near the tip of the giant branch to have the lowest probabilities. This effect can also be seen by dividing our sample into three broad luminosity bins:
a bright sample of 13 stars (V ≤ 11.5), an intermediate sample of 32 stars (11.5 ≤ V ≤ 12.4) and a faint sample (12.4 ≤ V ≤ 13.65) of 61 stars. The respective number of objects with P(χ 2 ) ≤ 0.5 in each of these three bins are 11 (85%), 22 (69%), and 30 (49%), which demonstrates that the size of the jitter is indeed luminosity-dependent.
After some experimentation, we adopted a velocity jitter which is constant for those stars within ≃ 0.5 magnitude of the tip of the RGB and which linearly decreases to zero below this level:
if V ≤ 11.55
Adding this jitter in quadrature to the formal velocity uncertainties given in Table 2 lowers the number of stars with P(χ 2 ) ≤ 0.5 in each of the three luminosity bins to 8 (62%), 13 (41%), and 30 (49%), respectively.
The resulting histogram of P(χ 2 ) is given in the upper panel of Figure 5 . For a sample of constant-velocity stars, such a distribution should be nearly flat (provided, of course, that the velocity uncertainties are correctly estimated). A population of stars with variable velocities will manifest itself as a peak near zero probability. Apart from a modest enhancement near P(χ 2 ) ≈ 0.00, the histogram is clearly consistent with a flat distribution (indicated by the dashed line).
The heavy line in the lower panel of Figure 5 shows the cumulative distribution of P(χ 2 ). The distribution expected for a sample of constant-velocity stars is indicated by the dashed diagonal line. This technique avoids the problem of binning the data which is inherent in the above approach (although it should be kept in mind that the individual points are no longer statistically independent). The good agreement between the two distributions lends credence to our adopted jitter and suggests that it is unlikely that our M22 sample contains an appreciable number of bona fide radial velocity variables. As a further demonstration of the validity of our adopted velocity jitter, we show the probability distributions for the two cases of: (1) no velocity jitter (upper line); and (2) a jitter of 1.5 km s −1 which is independent of luminosity (lower line). These distributions bracket that obtained using equation 3 and provide a much poorer match to the distribution expected for a sample composed primarily of constant-velocity stars.
Regardless of the precise size and luminosity dependence of the external dispersion, our estimate for the cluster binary fraction is based solely on the number of stars showing velocity variations greater than 8 km s −1 . As a result, our best-fit binary fraction is essentially independent of the adopted jitter (see §4).
Monte-Carlo Simulations
Extracting a binary fraction from a catalog of radial velocities is a formidable task, since the number of stars expected to show large radial velocity variations depends on the number, spacing, and precision of the observed radial velocities, as well as the distribution of orbital periods, mass ratios, eccentricities, inclinations, and the longitudes and times of periastron passage. Since an a priori knowledge of the form of these distributions is, of course, unavailable, the best approach is to generate simulated radial velocity catalogs with known binary fractions. By comparing the simulated observations to the actual data, it is possible to determine both x b and its associated confidence range. The Monte-Carlo approach used here is similar to that employed in several earlier studies (Hut et al. 1992; Côté et al. 1994) , to which the reader reader is referred for more details. Figure 6 shows the Bergbusch & VandenBerg (1992) radius-magnitude relation used to compute the radii R of our stars. Second, for each simulation, we assume a binary fraction and randomly assign binary or single star status to each program object using x b as the probability of selecting a binary. For single stars, we generate the same number of radial velocities as in the actual catalog and include a realistic amount of observational noise (i.e., σ 2 = σ f 2 + σ j 2 where σ f is the formal uncertainty recorded in Table 2 and σ j is the external dispersion given by equation 3). For binary stars, we randomly assign an orbital period P and mass ratio, q = M 2 /M 1 . We adopt distributions for P and q which are based on those found by Duquennoy & Mayor (1991) in their study of multiplicity among nearby, solar-type stars.
Specifically, we adopt a period distribution of the form
where P is in days, log P = 4.8 and σ log P = 2.3. For the distribution of mass ratios, we adopt the Duquennoy
where q = 0.23 and σ q = 0.42. Our adopted upper and lower cutoffs for these distributions are discussed below.
Simulations are carried out for two assumed eccentricity distributions: (1) purely circular orbits, e = 0;
and (2) a thermal distribution of eccentricities, f (e) = 2e (Heggie 1975) . The final step is to assign random values to each of the remaining orbital parameters and test for the possibility of mass transfer between the components using the prescription given in Pryor, Latham & Hazen (1988) . If the binary is found to be sufficiently compact that Roche-Lobe overflow is likely, we assume that the system has been removed from the sample (see Pryor, Latham & Hazen 1988) Hut et al. 1992 ).
Needless to say, a crucial first step in the analysis is to determine the range of orbital periods and mass ratios to which our observations are sensitive. We measure our binary discovery efficiency by determining the fraction of known binary stars in each simulation which are recovered as binaries by exhibiting velocity variations greater than 8 km s −1 . Figure 7 shows our binary discovery efficiencies as a function of orbital period for the two cases of circular and thermal orbits. To illustrate the effects of mass transfer between the components, we display the discovery efficiencies before (solid curves) and after (dashed curves) taking mass transfer into account. We conclude that our survey should be sensitive to binaries with 0.1 ≤ q ≤ 1.0 and 0.2 < ∼ P ≤ 40 years, where the approximate lower limit on P reflects the fact that the actual cutoff used in the simulations was 0.1 years for circular orbits and 0.3 years for thermal orbits.
Results
Only one of our program stars (V-23) shows a velocity variation larger than 8 km s −1 . For each simulated dataset, we count the number of stars, N 8 , which show a velocity variation greater than 8 km s −1 . The procedure is repeated 1000 times for each x b and we take the mode of the resulting distribution as the value of N 8 appropriate for the adopted binary fraction. We then determine the cluster binary fraction by finding the x b for which the observed and simulated values of N 8 are equal. To get the 90% confidence limits on the derived binary fraction, we find: (1) the smallest value of x b which produces a value of N 8 which equals or exceeds the actual value less than 5% of the time and; (2) the largest value of x b which gives a value of N 8 which is equal to or less than the actual value less than 5% of the time.
For Case A, we find acceptable matches (i. How sensitive are these estimates to our adopted model parameters? To answer this question we have derived x b and its corresponding 90% confidence limits using a number of different model assumptions. The results of these experiments are summarized in Table 3 . Specifically, we have investigated the effect of: (1) increasing the lower cutoff of the secondary mass distribution (model b); (2) increasing the upper cutoff in the secondary mass distribution (equivalent to including some massive degenerate secondaries) (model c); (3) selecting periods and mass ratios from logarithmically flat distributions (model d); (4) disregarding the presence of velocity jitter (model e); (5) decreasing the upper period cutoff by a factor of two (model f); and (6) selecting only equal-mass components (model g). In general, the changes in the derived binary fractions produced by these various assumptions are small compared to the 90% confidence intervals on
The sole exception is model g, which assumes equal mass components. In this case, the upper limits on the derived binary fraction drop by nearly a factor of two since binaries with equal mass components
show relatively large velocity variations and are, therefore, easier to detect. In short, the two factors which limit the precision of existing measurements of x b based on the velocities of red giants remain the unknown distribution of orbital eccentricities and the statistical uncertainties due to small samples of stars.
Considerable progress toward overcoming the second of these difficulties is expected in the next few years, as repeat velocities for hundreds, or in some cases, thousands of globular cluster stars are accumulated with multi-object spectrographs (e.g., Gebhardt et al. 1995) .
We now compare our best-fit (i.e., Case A) binary fractions of x b = 0.01
−0.01 (circular orbits) and x b = 0.03
−0.03 (thermal orbits) to that found among nearby field stars. The most comprehensive study of multiplicity among Population I field stars is that of Duquennoy & Mayor (1991) , who surveyed 164 primaries in the spectral range F7 to G9. Their complete sample contains 21 binaries with periods between 0.1 and 40 years (our detection limits for circular orbits) and 20 systems with periods in the range 0.3 to 40 years (our limits for thermal orbits). If we add one star to account for incompleteness and multiply by 0.88 to remove binaries having mass ratios less than 0.1, we find x b ≃ 0.12±0.03. This is the Population I binary fraction to be compared to that of M22. This is considerably larger than that found for M22, though we caution that the 90% confidence intervals on the derived binary fraction still overlap the Population I estimate.
Binary fractions based on radial velocity surveys have now been published for several other globular clusters, the results of which are summarized in Table 4a . The first four columns of this table record the name of the cluster(s), the binary fraction for systems with mass ratios in the range 0.1 ≤ q ≤ 1.0, the shortest and longest periods detectable in the survey (P min and P max , respectively), and x b /log(P max /P min ), the measured binary fraction per decade of period (which has the advantage that it removes, to some extent, the dependence of x b on the adopted period range). We begin the discussion of these cluster binary fractions by comparing them to the value reported by Yan & Mateo (1994) based on the five eclipsing binaries that they found in M71: x b = 0.013 for systems with periods in the range 2.5 to 5 days. Using their binary fraction to extrapolate to the period interval sampled by the radial velocity surveys reviewed by Hut et al. (1992) , these authors concluded that "existing data on short-period and red-giant binaries favor a flat frequency-period distribution over the distribution given in Duquennoy & Mayor (1991) ." However, with a one-dimensional velocity dispersion of σ 1D ≃ 2.2 km s −1 , M71 represents a dynamical environment which is quite different from the bulk of the clusters in the Hut et al. (1992) sample (which have σ 1D ≃ 6.3 km s −1 ; see below). Ideally, one would like to compare the abundances of short-and long-period binaries in the same cluster or, at least, in clusters having similar velocity dispersions and stellar densities. It is also worth bearing in mind that both the Yan & Mateo (1994) and Hut et al. (1992) binary fractions are uncertain by roughly a factor of two: the former as a result of the poorly known coalescence timescales of contact binaries and the latter as a result of the low binary discovery efficiencies for luminous giants.
To investigate whether or not the conclusions of Yan & Mateo (1994) are supported by the expanded sample of clusters in Table 4a , we have "predicted" binary fractions for the various radial velocity surveys using the Yan & Mateo (1994) short-period binary fraction and assuming: (1) a period distribution which is flat in log P; and (2) Table 4a . For M71, the measured binary fraction agrees within its uncertainty with both the flat and DM91 distributions. In other words, M71 appears to be relatively abundant in both short-and long-period binaries. Similarly, both the flat and DM91 extrapolations are consistent with the measured binary fraction in M4 (which is a similar dynamical environment to M71). On the other hand, both extrapolations overpredict x b for M22 and ω Cen, clusters which have surveys sensitive to longer periods and considerably higher binary ionization rates (see below). Indeed, for these clusters, x b and x ′ b (DM91) differ by nearly an order of magnitude. We conclude that, based on the expanded sample of clusters in Table 4a , the overabundance of short-period, eclipsing binaries compared to red-giant binaries noted by Yan & Mateo (1994) may, in fact, be stronger evidence for the disruption of dynamically-soft binaries rather than for a universal period distribution which is flat in log P.
Is there evidence for the disruption of soft binaries in the radial velocity surveys alone? Table 4b records the clusters which have been searched for spectroscopic binaries, the binary fraction per decade of period, the logarithmic mean period of the survey, the one-dimensional velocity dispersion calculated with the maximum-likelihood estimator of Pryor & Meylan (1993) and measured at the same radius as those stars monitored for velocity variability, 5 the critical binary separation a c estimated from equation 1, and the corresponding critical binary period P c for a pair of 0.8M ⊙ stars. In Figure 8 we show the binary fraction per decade of period plotted against: (1) the logarithmic mean period of each survey; (2) the critical binary separation; (3) the critical binary period; and (4) the ratio of the critical binary period to the logarithmic mean period of the survey. Although the uncertainties in the measured binary fractions remain rather large, these figures demonstrate that M22 and ω Cen -clusters which have the largest P max and the smallest P c -have the lowest binary fractions. Similarly, those clusters with the largest P c /<P> (e.g., M71, M4 and NGC 3201) have the highest binary fractions in the sample. It is, of course, possible that external processes have modified the binary fraction in a few of these clusters (for instance, the large number of binaries in M71 might be due, in part, to the enhancement of the binary fraction by tidal stripping; McMillan & Hut 1994 ). It should also be kept in mind that the above estimates of a c and P c do not include all of the environmental factors governing binary destruction: for example, the center of ω Cen does not appear to satistfy equation 2, nor does this equation take into account the shrinking of hard binaries with wide orbits via energy exchanges with passing stars (see equation 2 of Phinney 1996) . Nevertheless, these values should be a reasonable first approximation to the amount of binary destruction expected. We therefore conclude that both the number of short-period eclipsing binaries relative to long-period radial velocity variables and the radial velocity surveys alone point to a frequency-period distribution in which binaries with periods in excess of the "hard-soft transition" have been disrupted by stellar encounters (Heggie 1975; Hills 1984) .
To the best of our knowledge, this is the first observational evidence for the destruction of soft binaries in globular clusters. many, perhaps even all, of these systems are binaries. Although the number of velocities for each CH star in our survey is small (III-106 -three measurements; IV-24 and III-78 -two measurements each), the combined chi-squared for these three objects is 5.04 for four degrees of freedom, which corresponds to P(χ 2 ) = 0.28. Therefore, there is, at present, no evidence that any of the CH stars in M22 are members of binary systems. A similar result has recently been reported by Mayor et al. (1996) , who found only two binaries among 32 chemically peculiar (Ba, CH and S) stars in ω Cen. Such a result can be understood if these stars are simply otherwise normal outliers in the cluster metallicity distribution function or if they were enriched via mass exchange with companions which have subsequently been disrupted. However, the field CH stars studied by McClure & Woodsworth (1990) have periods near 3 years, whereas such systems would be dynamically hard in M22. According to Hills (1984) , binaries with periods less than ≃ 25 years are expected to have escaped disruption, for an assumed one-dimensional velocity dispersion of 6.6 km s −1 (Peterson & Cudworth 1994) . Available evidence therefore suggests that the carbon enhancement seen in the M22 CH stars is probably not the result of mass transfer. Indeed, Vanture & Wallerstein (1992) have recently carried out an abundance analysis of III-106 and have argued that it is not a genuine CH star in the sense applied to field CH stars. Rather, it appears to be an otherwise normal giant whose carbon excess has arisen from incomplete CN processing relative to other M22 giants.
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-30 - ) where P is in days, log P = 4.8 and log P = 2.3 (Duquennoy & Mayor 1991 = DM91) c dN=dq / exp( (q q) 2 2 2 q ) where q = 0.23 and q = 0.42 (Duquennoy & Mayor 1991 ) d quantities in parentheses give the 90% con dence upper limits on the binary fraction (i.e., x b for which 5% of simulations give N 8 ; lower limit on x b is zero for all models).
-31 - a Binary fraction for systems having mass ratios q 0.1. Since the binary fractions quoted by Hut et al. (1992) and Côt e & Fischer (1996) refer to binaries with q > 0.2, we have multiplied their estimates by 1.39 (see Table 7 Peterson & Cudworth (1994; PC) for the 137 stars in Table 2 which are common to both studies. the lowest P(χ 2 ) tend to lie near the tip of the red giant branch, consistent with previous findings (e.g., Mayor et al. 1984; Pryor, Latham & Hazen 1988 ) that the magnitude of the velocity jitter is a function of luminosity in these evolved stars. is likely to be a misidentification. A sample of constant-velocity stars is expected to show a flat distribution (dashed line), whereas that for a sample of radial velocity variables should be strongly peaked at P(χ 2 ) ≃ 0.
Apart from a modest peak near zero probability, the observed distribution is consistent with that expected for a population of constant-velocity stars. (Lower Panel) Cumulative distribution of P(χ 2 ) for the same sample of M22 giants (heavy line). The upper and lower lines give the corresponding distributions assuming no jitter and a luminosity-independent jitter amplitude of 1.5 km s −1 , respectively. The dashed diagonal line shows distribution expected for a sample of constant-velocity stars. Table 2 for the case of circular orbits. "Discovered" binaries are those which show a velocity variation larger than 8 km s −1 . From top to bottom, the four solid lines (labeled by the mean mass ratio in each bin) indicate the discovery efficiencies for systems having mass ratios in the intervals: (1) 0.00 ≤ log q < 0.33; (2) -0.33 ≤ log q < 0.00; (3) -0.67 ≤ log q < -0.33; and (4) -1.00 ≤ log q < -0.67. The dashed lines show the discovery efficiencies after taking into account selection effects caused by possible mass transfer between the binary components.
(Lower Panel) Same as above, except for a thermal distribution of eccentricities. Table 4b ). The binary fraction for NGC 3201 is probably best viewed as an upper limit (Côté et al. 1994; . 
