We have built and characterized a refractometer that utilizes two Fabry-Perot cavities formed on a dimensionally stable spacer. In the typical mode of operation, one cavity is held at vacuum, and the other cavity is filled with nitrogen gas. The differential change in length between the cavities is measured as the difference in frequency between two heliumneon lasers, one locked to the resonance of each cavity. This differential change in optical length is a measure of the gas refractivity. Using the known values for the molar refractivity and virial coefficients of nitrogen, and accounting for cavity length distortions, the device can be used as a highresolution, multi-decade pressure sensor. We define a reference value for nitrogen refractivity as n − 1 26485.28 0.3 × 10 −8 at p 100.0000 kPa, T 302.9190 K, and λ vac 632.9908 nm. We compare pressure determinations via the refractometer and the reference value to a mercury manometer. In the past, we have employed a Fabry-Perot (FP) cavity to measure the refractivity of gases to the highest accuracy [1] . That system employed an iodine-stabilized laser to serve as the frequency reference when measuring the change in cavity resonance and, hence, determine refractivity. One possible improvement to that system is to form two FP cavities on one spacer and maintain one cavity at vacuum: a laser locked to the resonance of this vacuum cavity would serve as the reference frequency. This scheme has several potential benefits, among which are common-mode cancellation of drift/aging and lower cost (no iodine-stabilized laser), but with the consequence that differential pressure on the optic causes distortions. This Letter first describes the distortions and stabilities of such a dual FP cavity refractometer. Since refractivity is proportional to gas density (hence, pressure) [2], our ultimate goal is to use this refractometer as a highly precise pressure transfer standard: we show how to calculate pressure from gas refractivity, and we end the Letter by comparing pressure determined by the refractometer to that of a mercury manometer.
We have built and characterized a refractometer that utilizes two Fabry-Perot cavities formed on a dimensionally stable spacer. In the typical mode of operation, one cavity is held at vacuum, and the other cavity is filled with nitrogen gas. The differential change in length between the cavities is measured as the difference in frequency between two heliumneon lasers, one locked to the resonance of each cavity. This differential change in optical length is a measure of the gas refractivity. Using the known values for the molar refractivity and virial coefficients of nitrogen, and accounting for cavity length distortions, the device can be used as a highresolution, multi-decade pressure sensor. We define a reference value for nitrogen refractivity as n − 1 26485.28 0.3 × 10 −8 at p 100.0000 kPa, T 302.9190 K, and λ vac 632.9908 nm. We compare pressure determinations via the refractometer and the reference value to a mercury manometer. In the past, we have employed a Fabry-Perot (FP) cavity to measure the refractivity of gases to the highest accuracy [1] . That system employed an iodine-stabilized laser to serve as the frequency reference when measuring the change in cavity resonance and, hence, determine refractivity. One possible improvement to that system is to form two FP cavities on one spacer and maintain one cavity at vacuum: a laser locked to the resonance of this vacuum cavity would serve as the reference frequency. This scheme has several potential benefits, among which are common-mode cancellation of drift/aging and lower cost (no iodine-stabilized laser), but with the consequence that differential pressure on the optic causes distortions. This Letter first describes the distortions and stabilities of such a dual FP cavity refractometer. Since refractivity is proportional to gas density (hence, pressure) [2] , our ultimate goal is to use this refractometer as a highly precise pressure transfer standard: we show how to calculate pressure from gas refractivity, and we end the Letter by comparing pressure determined by the refractometer to that of a mercury manometer.
The refractometer shown in Fig. 1 is made entirely from ULE glass [3] , and consists of two pairs of mirrors and a pedestal silicate-bonded onto a spacer. The spacer is 150 mm long with a 50 mm square cross section: it has a 7.6 mm lengthwise slot at the top and a 6.4 mm lengthwise through-hole at the bottom. A pair of planar and concave mirrors is bonded at each end of the slot and the through-hole, forming what we call "measurement" and "reference" cavities, respectively. The mirrors are ion-beam sputter coated, and the cavity finesse is 980. The pedestal serves two purposes: it allows a rigid and dimensionally stable mount at the center of the spacer, and it is also a vacuum port that communicates with the reference cavity. A helium-leak test on the reference cavity showed leaks through the silicate bonds of less than 10 −8 cm 3 ∕ min . The pedestal has a 25.4 mm outer diameter and is 63.5 mm tall; it is clamped in an o-ring at the bottom with about 600 N. Finite element calculation showed that this clamping force changes the relative fractional lengths of the cavities by 3.
. This is a satisfactorily low-distortion way to mount the cavity, because it is only the changes in clamping force during a measurement that would cause problems.
The optic is clamped and enclosed in a high-vacuum copper chamber with a 1 mm gap between glass and copper throughout, as shown in Fig. 1(a) . We chose this tight-clearance design because it delivers minimized pV -work (heating) during a gas fill and maximized speed of thermal response (high thermal conductivity of copper and its close proximity to glass). The copper chamber is enclosed in an aluminum box; the end faces of both copper and aluminum are wedged at 1.5°to prevent deleterious reflections from the windows; the windows on the copper chamber perform as a vacuum seal while the windows on the aluminum box avert thermal convection. The aluminum box has foil heaters on its outer surfaces, which are servocontrolled to 1 mK so that we operate around the gallium melting point 29.765°C for high-accuracy thermometry; the coefficient of thermal expansion of the cavities is 2.4 × 10 −11 ∕mK at 29.8 1°C. During a refractivity measurement, we measure temperature with a capsule platinum resistance thermometer (PRT) potted into a thermowell on the copper chamber. As such, we make the assumption that the copper temperature is an accurate reflection of gas temperature. To build confidence in this assumption, we performed preliminary thermal tests where PRTs were fed through the chamber and potted on the glass. We found steady-state temperature gradients between glass and copper less than 0.5 mK; we also found that a fill from vacuum to 100 kPa nitrogen caused 11 mK gradients between the two, but that glass and copper equilibrated to 0.5 mK within 1.5 h.
The laser system we use for locking to the cavity resonance is almost identical to Ref. [1] . The main difference is that our reference frequency is not an iodine-stabilized laser; instead, we use a laser locked to the resonance of the reference cavity, which is held at vacuum. To determine gas refractivity, we calculate
from the "effective fractional frequency,"
which is what we measure. The effective fractional frequency depends on the free spectral range of the measurement cavity Δν fsr with correction for mirror phase shifts 1 ϵ α , an initial intercavity beat f i when both cavities are at vacuum, and a final intercavity beat f f when the measurement cavity is at pressure; Δm is the change in resonant mode number of the measurement cav-
comes from bulk modulus compression, where the measurement cavity length changes from initial L i to final L f . The second distortion term d r p ν i − ν f · 1 ϵ α ∕f i ν f arises from both bulk modulus compression and mirror bending in the reference cavity which causes its resonance frequency to change from initial ν i to final ν f . Since the bulk modulus component in d r is much larger than mirror bending, the two
If 633 nm helium-neon lasers are used, the optical frequencies ν i and ν f are always known to 1.5 × 10 −6 [4] , and that would cause only a few parts in 10 6 error in a refractivity measurement; higher accuracy can be obtained with a once-off calibration of ν i against a stabilized laser. As discussed in [1] , we have ignored the diffraction phase shift in Eq. (1), since its error contribution is negligible.
Filling the measurement cavity with nitrogen would change refractivity by dn−1 dp ≈ 2.7 × 10 −9 ∕Pa; however, the cavities distort as shown in the finite element analysis in Fig. 1(c) , and distortions place a limit on how well gas refractivity can be measured. The contribution of d r cannot be corrected easily by calculation because the change in reference cavity length is dependent on where the beam is incident on the mirrors. However, d r can be measured experimentally by bringing the exterior of the optic up to pressure while measuring the change in resonance of the reference cavity (versus an iodine-stabilized laser) which is held at vacuum. The fractional change in the length of the reference cavity is then a combination of bulk modulus compression and mirror bending. We measured this term as 1.1 × 10 −11 ∕Pa. Our best estimate of bulk modulus implies that 90% of the change in reference cavity length is because of bulk modulus, and the remaining 10% can be plausibly associated with mirror bending; this is consistent with what could be expected based on finite element calculations of mirror bending. The distortion term d m ≈ 1∕3 K 9.8 × 10
−12 ∕Pa can be calculated using bulk modulus K, and we infer bulk modulus using refractive index measurements of helium with an uncertainty better than 0.1% [5] . Helium absorption into ULE causes an increase in cavity length, and this contributes uncertainty to measurements of absolute gas refractivity. In our previous experiments, helium absorption dominated the uncertainty budget, because it was not clear if the transient after a helium fill was an actual nonlinear length change or if linear extrapolation was the correct estimate of cavity length immediately after a fill [1] . The situation with this dual FP cavity refractometer is different in that the reference cavity gives us extra information. We can determine d r from the change in resonant frequency of the reference cavity when we fill the exterior of the optic with nitrogen gas. We can also measure the change using a helium fill, but with an additional complication that helium absorption into the cavity changes its length. We correct for this effect by extrapolating to the initial fill time (t 0) before helium has time to absorb into the ULE and change its length. As shown in Fig. 2 , the helium fill gives almost the same answer as the nitrogen fill, so this gives us confidence that we can correct for helium absorption at a level that allows us to determine d m within 0.03%. Lastly, there is a third distortion component which is effectively a tilt on the end-face of the spacer, but its contribution to fractional length change is negligible at 4 × 10 −16 ∕Pa. In addition to the distortions d m and d r , there is the potential for anomalous distortion, as would arise if the glass were not perfectly homogeneous, and would manifest itself as a change in Δf ν when both cavities undergo the same temperature or pressure change. We observe 2.4 × 10 −12 ∕mK anomalous temperature distortion. ULE is known to have variations in the coefficient of thermal expansion of a couple 10 −9 ∕K, even over distances as short as 10 mm [6] , and this seems to be the most likely explanation for what we observe. In any case, we envision using this refractometer at a temperature stable to 0.5 mK, so the anomalous distortion caused by changing temperature is not too much of a concern. We observe anomalous pressure distortion of 1.0 × 10 −14 ∕Pa when both cavities are filled with helium. The most likely origins of this anomalous distortion are a 0.1% inhomogeneity in bulk modulus or 10 −8 ∕Pa instabilities in the silicate bonds.
With both cavities at vacuum, the drift in fractional length of the reference cavity is about 3.8 × 10 −12 ∕h (shrinking), and the difference in drift rate between the cavities is −1.3× 10 −12 ∕h: common-mode cancellation (two cavities formed on one spacer) gives a ×3 improvement in stability, which is a little disappointing. We note that 60 d after curing at room temperature with a 3 d bakeout at 90°C, the drift in intercavity lengths was 1.2 × 10 −11 ∕h. However, the fractional stability we now see (10 times less drift and with a sign change of slope) comes after an additional 90 d cure at 30°C and a 10 d bakeout at 90°C; furthermore, the relative cavity lengths before and after bakeout changed by about 10 −7 (or 16 nm): our silicate bonds, which are nominally 100 nm thick, appear to have long-term aging processes. Nevertheless, our current rate of intercavity drift is negligible for once-off refractivity measurements that last several hours, and it also suggests a dual FP cavity refractometer such as this should maintain 10 −8 accuracy on yearlong process measurements (for example, tracking air-wavelength in a dimensional metrology lab).
However, the picture is more complicated than just vacuum drift, because we observe peculiar behavior when cycling the measurement cavity with nitrogen. The time lapse of a typical refractivity measurement is shown in Figs. 3(a) and 3(b) , where both cavities are pumped down to vacuum until t 2 h; then the measurement cavity is filled with gas (in this case nitrogen at 120 Pa) until t 4 h; finally, the measurement cavity is pumped back to vacuum from t 4 h onward. There are a couple of interesting features here. First, even though the reference cavity is always held at vacuum, Fig. 3(b) shows that drift on its length changes sign when the measurement cavity is filled with nitrogen, and then quickly returns to its expected length (and shrinking drift rate) after pumping down. (Note that the y-axis accounts for the decrease in fractional length when at pressure d r p 1.3 × 10 −9 ). A study of this lengthening effect over 30 h revealed the fractional length of the reference cavity had increased by 8.4 × 10 −10 without settling. More surprisingly, the effect appears independent of pressure. The origins of this lengthening of the reference cavity are not fully understood at present. Another problem during a refractivity measurement is how Eq. (1) lacks consistency with zero when at pressure: in Fig. 3(a) , the 3 × 10 −10 offset from zero can be attributed to the inaccuracy of the pressure gauge, but the transient (and changing slope) about that offset represents an uncertainty of about 2 × 10 −11 on a refractivity measurement. The pV -work associated with the 120 Pa fill is so small that temperature effects cannot explain the transient behavior. This transient is an imposing limitation, because, as the noise on the trend in Fig. 3(c) shows, the resolution of the refractometer is on the order of 10 −12 (and could be improved by increasing the finesse of the cavities).
From the characterization of distortions and stabilities above, we are confident that we can measure the refractivity of dry gas with expanded uncertainty 4 × 10 −11 p · 3 × 10 −15
. The first term is the pressure-independent transient described in Fig. 3(a) . The second term is how well we can correct the distortion term d m and is pressure dependent; it is limited by uncertainty of the cavity length immediately after a helium fill, as described by Fig. 2; other factors, such as uncertainty in helium pressure and helium purity are non-negligible at this level. A more in-depth description of uncertainty is given in Letter [1] . With this accuracy, we can use the refractometer to measure the refractivity of nitrogen at specific pressure, temperature, and wavelength: we report a reference value of n − 1 26485.28 0.3 × 10 −8 for k 2 coverage factor at p 100.00006 kPa, T 302.9191 K, and λ vac 632.99082 nm. To the best of our knowledge, this is the most accurate measurement of nitrogen refractivity to date, and is a three-fold improvement on our previous reference value [1] by virtue of higher accuracy pressure measurement (0.6 Pa). Using this reference value, a refractometer, in principle, could determine pressure once the relationship between refractivity and pressure is known. The Lorentz-Lorenz equation and ideal gas law would imply that pressure is related to refractive index via
or, equivalently,
where k B is the Boltzmann constant, T is the temperature, α is the dipolar polarizability, χ is the diamagnetic susceptibility, and ρ is the number density. At low pressure, the factor n 2 − 1∕n 2 2 reduces to 2 3 n − 1, so that pressure or density is directly proportional to refractivity. The relationship between n − 1 and the n 2 − 1∕n 2 2 factor departs from linearity by 50 × 10 −6 for nitrogen at atmospheric pressure. Other nonlinear effects also come into play. For a real gas subject to two-and three-body interactions, we can write
where A R 4π 3 α χ [7, 8] . The three coefficients, A R , B R , and C R , are a function of wavelength, while B R and C R are functions of temperature. In addition, the nonlinearity of pressure with density must be taken into account, using virial coefficients B p and C p , which are also functions of temperature:
The formulas Eq. (3) to Eq. (6) above implicitly allow n − 1 to be calculated as a function of pressure and temperature. An explicit expression can be obtained by approximating all equations to third order in the density or in proxies for density such as refractivity. Where needed, series expansions of the inverse functions can be found through series reversion to yield n − 
Now taking Eq. (1), ignoring higher power p terms so that n ≈ 1 c 1 p, and equating it with Eq. (7), a final series reversion yields a result that allows a dual FP cavity refractometer to measure pressure: 
We have compared pressure determined by the refractometer and Eq. (9) to a mercury manometer, NIST's primary standard of pressure [9] . A comparison is shown in Fig. 4 , where it is important to note that zero disagreement between the refractometer and manometer at 100 kPa is by definition; that is, the measure of pressure in the refractometer comes from the aforementioned reference value of nitrogen refractivity which is measured at a pressure realized by the mercury manometer. In short, the refractometer is a transfer standard of pressure. Since the refractometer can determine the refractivity of a gas to 4 × 10 −11 p · 3 × 10 −15 , and, since for nitrogen dn−1 dp ≈ 2.7 × 10 −9 ∕Pa, we expect 1 × 10 −6 repeatability at 100 kPa with performance degrading to 15 × 10 −6 at 1 kPa; this performance is well within the standard uncertainty of the world's most accurate manometer up UIM . We will soon report a more in-depth description of how well a dual FP cavity refractometer performs as a pressure transfer standard.
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