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0. Introduction
This paper is the first of a series of articles on WKB analysis of Painleve
transcendents with a large parameter ', i.e., solutions of Painleve equations
with a large parameter '. The equations are tabulated in Table 1.1 in Sec-
tion 1; they naturally arise as conditions for isomonodromic deformations
(in the sense of Jimbo-Miwa-Ueno ([JMU])) of certain Schro dinger equa-
tions with a large parameter '. (See Table 1.2 for the concrete form of the
Schro dinger equations in question.) As we will show in Proposition 1.3 in
Section 1, an isomonodromic deformation of such a Schro dinger equation
forces some turning point of the equation to become double. This seemingly
unpleasant degeneracy of the Schro dinger equation is the other side of the
coin of the possibility of constructing new formal solutions of the
associated Painleve equation in a singular perturbative manner; the formal
solutions are the central objects of this series of articles. To be more
specific, we are primarily concerned with their formal aspect in this article,
and in the subsequent ones, we plan to discuss the connection formulas of
their Borel sums in terms of what we call ``instanton-type solutions'' (cf.
[KT2]).
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The outline of this paper is as follows: in Section 1, we discuss basic
results in WKB analysis of some Schro dinger equations called (SLJ)
(J=I, II, ..., VI); the Painleve equation (PJ) originates from an
isomonodromic deformation of (SLJ). One important feature of our
analysis is that double turning points naturally appear in the problem,
barring the immediate application of the Voros theory ([V]) to our
problem. (Proposition 1.3.) At the same time, a WKB solution of (SLJ)
presents a very subtle and intriguing analyticity property at the double tur-
ning point. (Theorem 1.1 and Proposition 1.4.) In Section 2, we show that
any formal solution *J (J=II, III, ..., VI) introduced in Section 1 can be
locally reduced to *I . It is probably worth emphasizing that the transfor-
mation is constructed with the aid of the transformation of (SLJ) into
(SLI); the transformation of the Painleve transcendents is achieved by con-
sidering the problem on the extended space, that is, by studying the under-
lying Schro dinger equations together with their deformation equations.
Although we are concerned with the formal aspect of the problem in
this paper, a key lemma (Proposition 2.1) in our reasoning suggests that
there should exist some intricate relation between the Stokes geometry of
(SLJ) and that of (PJ); this subject shall be discussed in our subsequent
articles.
Some re sume s of this article are given in [KT1] and [KT2].
In ending this introduction, we would like to express our heartiest
thanks to Professor T. Aoki and Professor M. Jimbo for the stimulating
discussions with them.
1. WKB Analysis of Schro dinger Equations (SLJ) (J=I, II, ..., VI).
In order to fix our notations we first list up Painleve equations (PJ)
(J=I, ..., VI) with a large parameter ' and the relevant Schro dinger equa-
tions (SLJ) respectively in Table 1.1 and Table 1.2 below. The symbol KJ
used in Table 1.2 to specify the potential QJ is explicitly given in the subse-
quent Table 1.3.
Remark 1.1. Both the Painleve equations and the Schro dinger equa-
tions we discuss in this article differ from the ordinary ones (e.g. in [O2])
in that they contain a large parameter '; they reduce to the ordinary ones
when we set '=1. The parameter ' is introduced into (PJ) and (SLJ) in
such a manner that they are consistent with the ordinary procedure of con-
fluence of singularities in Painleve equations (cf. Appendix for the details).
As is well known, Painleve equations (PJ) represent the conditions for
isomonodromic deformations of the relevant Schro dinger equations (SLJ)
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TABLE 1.1
Painleve Equations with a Large Parameter '
(PI)
d 2*
dt 2
='2(6*2+t).
(PII)
d 2*
dt 2
='2(2*3+t*+:).
(PIII)
d 2*
dt 2
=
1
* \d*dt+
2
&
1
t
d*
dt
+8'2 _2: *3+:$t *2&:$0t &2 :0* & .
(PIV)
d 2*
dt 2
=
1
2* \d*dt+
2
&
2
*
+2'2 _34 *3+2t*2+(t2+4:1) *&4:0* & .
(PV)
d 2*
dt2
=\ 12*+ 1*&1+\d*dt+
2
&
1
t
d*
dt
+
(*&1)2
t2 \2*& 12*+
+'2
2*(*&1)2
t 2 _(:0+:)&:0 1*2&:2 t(*&1)2
&:1 t 2
*+1
(*&1)3& .
(PVI)
d 2*
dt 2
=
1
2 \1*+ 1*&1+ 1*&t+\d*dt+
2
&\1t + 1t&1+ 1*&t+ d*dt
+
2*(*&1)(*&t)
t2(t&1)2 _1&*
2&2t*+t
4*2(*&1)2
+'2 {(:0+:1+:t+:)&:0 t*2+:1 t&1(*&1)2&:t t(t&1)(*&t)2=& .
in the sense of [JMU]. Here (SLJ) is said to be isomonodromically defor-
med if it is compatible with the deformation equation
J
t
=AJ (x, t, *)
J
x
&
1
2
AJ (x, t, *)
x
J , (1.1)J
where AJ is given in Table 1.4 below. As a matter of fact, in order that
(SLJ) be compatible with the deformation equation (1.1)J , it is necessary
and sufficient for the parameters (*, &) in QJ and AJ to satisfy the following
Hamiltonian system
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(HJ) : {
d*
dt
='
KJ
&
,
d&
dt
=&'
KJ
*
,
(1.2)J
and this Hamiltonian system (HJ) is equivalent to (PJ); to be more
specific, *(t) solves (PJ) if (*(t), &(t)) is a solution of (HJ), and, conversely,
we can construct a solution (*(t), &(t)) of (HJ) using a solution *(t) of (PJ).
(See [O1] and [O2].)
TABLE 1.2
Relevant Schro dinger Equations with a Large Parameter '
(SLJ) \& 
2
x2
+'2QJ (x, t, ')+ J (x, t, ')=0,
where QJ (J=I, ..., VI) is given below. The concrete form of the symbol KJ used there is given
in the subsequent Table 1.3.
QI=4x3+2tx+2KI&'&1
&
x&*
+'&2
3
4(x&*)2
.
QII=x4+tx2+2:x+2KII&'&1
&
x&*
+'&2
3
4(x&*)2
.
QIII=
:0 t2
x4
+
:$0 t
x3
+
:$ t
x
+: t 2+
tKIII
2x2
+'&1 \ 12x2& 1x(x&*)+ *&+'&2 34(x&*)2 .
QIV=
:0
x2
+:1+\x+2t4 +
2
+
KIV
2x
&'&1
*&
x(x&*)
+'&2
3
4(x&*)2
.
QV=
:0
x2
+
:1 t 2
(x&1)4
+
:2 t
(x&1)3
+
:
(x&1)2
+
tKV
x(x&1)2
&'&1
*(*&1) &
x(x&1)(x&*)
+'&2
3
4(x&*)2
.
QVI=
:0
x2
+
:1
(x&1)2
+
:
x(x&1)
+
:t
(x&t)2
+
t(t&1) KVI
x(x&1)(x&t)
&'&1
*(*&1) &
x(x&1)(x&*)
+'&2
3
4(x&*)2
.
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TABLE 1.3
KI=
1
2
[&2&(4*3+2t*)].
KII=
1
2
[&2&(*4+t*2+2:*)].
KIII=
2*2
t _&2&'&1 3&2*&\:0 t
2
*4
+
:$0 t
*3
+
:$ t
*
+: t2+& .
KIV=2* _&2&'&1 &*&\:0*2+:1+\*+2t4 +
2
+& .
KV=
*(*&1)2
t _&2&'&1 \1*+ 1*&1+ &
&\:0*2+ :1 t
2
(*&1)4
+
:2 t
(*&1)3
+
:
(*&1)2+& .
KVI=
*(*&1)(*&t)
t(t&1) _&2&'&1 \1*+ 1*&1+ &
&\:0*2+ :1(*&1)2+ :*(*&1)+ :t(*&t)2+& .
TABLE 1.4
AI=AII=
1
2(x&*)
.
AIII=
2*x
t(x&*)
+
x
t
.
AIV=
2x
x&*
.
AV=
*&1
t
x(x&1)
x&*
.
AVI=
*&t
t(t&1)
x(x&1)
x&*
.
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Throughout this paper, we assume that a solution (*, &) of the
Hamiltonian system (HJ) has the following formal power series expansion
in '&1:
*=*0(t)+*1(t) '&1+*2(t) '&2+ } } } , (1.3)
&=&0(t)+&1(t) '&1+&2(t) '&2+ } } } . (1.4)
Other constants in QJ such as :0 , :t , : , etc. are supposed to be genuine
constants. Then the functions *j (t) and &j (t) in (1.3) and (1.4) respectively
can be determined almost uniquely by the Hamiltonian system (HJ) except
in some pathologically degenerate cases. To state the result in a precise
manner, we need the following:
Definition 1.1. Let FJ (*, t) denote the coefficient of '2 in (PJ). As
FJ (*, t) is a rational function of (*, t), i.e., a ratio of two polynomials of
(*, t), we denote by F -J (*, t) the polynomial in its numerator, which is nor-
malized as in Table 1.5 below. (We note that the normalization factors are
slightly different from those used in [KT1].) We also denote by 2J the
following set:
[t # C; there exists * such that F -J (*, t)=F
-
J(*, t)*=0]. (1.5)
For the sake of notational conveniences we also prepare the following:
Definition 1.2. The set EJ (J=I, ..., VI) of exceptional values is given
as follows:
EI=EII=,,
EIII=[0, ],
EIV=[0],
EV=[0, 1, ],
EVI=[0, 1, t, ].
Remark 1.2. Let us note that, if *{ belongs to EJ , then FJ is not
well-defined there. The value *= is conventionally included in some EJ
when the coefficient of the highest degree term in F -J(*, t) as a polynomial
of * vanishes for some special values of :j 's. Hence the exceptional value
*= should be interpreted as a condition on parameters :j 's. Besides the
condition on :j 's which is thus related to the exceptional value *=,
some other conditions on :j's appear if we require that any possible solu-
tions should remain outside EJ for any t. (Cf. (1.6) below.) Such conditions
on parameters :j 's will be discussed in our subsequent article.
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TABLE 1.5
F -I(*, t)=6*
2+t.
F -II(*, t)=2*
3+t*+:.
F -III(*, t)=2: t*
4+:$ *3&:$0 *&2:0 t.
F -IV(*, t)=
3
4 *
4+2t*3+(t2+4:1) *2&4:0 .
F -V(*, t)=(:0+:) *
2(*&1)3&:0(*&1)3&:2 t*2(*&1)&:1 t2*2(*+1).
F -VI(*, t)=(:0+:1+:t+:) *
2(*&1)2 (*&t)2&:0 t(*&1)2 (*&t)2
+:1(t&1) *2(*&t)2&:t t(t&1) *2(*&1)2.
Using these notations we now state a result on the existence of a par-
ticular formal solution (*J , &J) of the Hamiltonian system (HJ); although
its proof is simple, this result is the starting point of our whole analysis.
Proposition 1.1. Let t0 be a point in C"2J . Suppose, in addition, that
t0{0 for J=III. Then on a neighborhood U of t0 we can construct a formal
power series (in '&1) solution (*J , &J) of the Hamiltonian system (HJ) so
that they are respectively of the form (1.3) and (1.4) whose coefficients
*J, j (t) and &J, j (t) are holomorphic on U and that their top terms satisfy the
following:
*J, 0(t0)  EJ , (1.6)
F -J(*J, 0(t), t)=0 for t in U, (1.7)
&J, 0(t)=0 for t in U. (1.8)
The construction is done in a recursive manner, that is, *J, j ( j1) and &J, j
( j1) are uniquely determined by [*J, k , &J, k]0k j&1. Furthermore they
satisfy
*J, 2l+1(t)=&J, 2l (t )=0 for l=0, 1, 2, ... . (1.9)
Proof. For the notational convenience, we will suppress the subscript J
in this proof unless it is absolutely necessary. We also use the abbreviated
notation (1.2.i) [resp., (1.2.ii)] in referring to the first [resp., second] equa-
tion of (1.2)J .
Now we first note that (1.8) is a consequence of the assumption (1.6)
and the vanishing of the top degree part of the right-hand side of (1.2.i).
Then it follows from (1.8) that
KJ
*
=
KJ
* } &=0+RJ (1.10)
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holds for some RJ which consists of terms of degree at most &2 in '. On
the other hand, a straightforward computation shows
&
KJ
* } &=0=CJ (*, t) FJ (*, t)=C J (*, t) F -J (*, t), (1.11)
where
CI=CII=1, CIII=
t
4*2
, CIV=
1
4*
,
(1.12)
CV=
t
2*(*&1)2
, CVI=
t(t&1)
2*(*&1)(*&t)
,
and
C I=C II=1, C III=
2
*3
, C IV=
1
2*2
,
(1.13)
C V=
1
t*2(*&1)3
, C VI=
1
t(t&1) *2(*&1)2 (*&t)2
.
Hence (1.7) supplemented by (1.6) is consistent with the top degree part of
(1.2.ii). Furthermore (1.8) forces the degree-0-part of the right-hand side of
(1.2.ii) to vanish. Since t0 is outside 2J , we have
F -J
* }*=*0(t){0 (1.14)
on a sufficiently small neighborhood U of t0 . Hence we find
*1(t)=0. (1.15)
Next we use (1.2.i) to determine &1 by *0 and d*0 dt; &2 is also determined
to be 0 through (1.2.i), as *1 vanishes identically. Note that we have used
(1.6) in this procedure. It is now clear that we can repeat these procedures
to determine [*2j , *2j+1] by [*k , &l]0k2j&1, 0l2j and [&2j+1, &2j+2] by
[*k , &l]0k2j+1,0l2j . The relation (1.9) is obtained then by exactly the
same reasoning as that used in the above to verify the vanishing of *1
and &2 . Q.E.D.
Thus we have obtained a particular formal solution (*J , &J)=
( *J, 2j (t) '&2j,  &J, 2j+1(t) '&2j&1) of the Hamiltonian system (HJ); in
particular, *J is a formal power series solution of (PJ), which is the central
object in our study of the Painleve transcendents.
8 KAWAI AND TAKEI
File: 607J 153309 . By:BV . Date:26:01:00 . Time:13:31 LOP8M. V8.0. Page 01:01
Codes: 2633 Signs: 1614 . Length: 45 pic 0 pts, 190 mm
We now substitute this formal solution (*J , &J) into (*, &) in QJ and AJ ;
consequently QJ and AJ are also expanded as follows:
QJ=QJ, 0(x, t)+QJ, 1(x, t) '&1+QJ, 2(x, t) '&2+ } } } , (1.16)
AJ=AJ, 0(x, t)+AJ, 1(x, t) '&1+AJ, 2(x, t) '&2+ } } } . (1.17)
Actually QJ, l and AJ, l identically vanish for odd l because of (1.9). Let us
consider WKB solutions of the Schro dinger equation (SLJ):
J (x, t, ')=exp |
x
SJ (x, t, ') dx, (1.18)
where SJ=SJ, &1'+SJ, 0+SJ, 1 '&1+ } } } is a formal power series (in '&1)
solution of the Riccati equation with a parameter t:
SJ (x, t, ')2+
SJ (x, t, ')
x
='2QJ (x, t, '). (1.19)
Our purpose in this section is to study the implication of the Hamiltonian
system (HJ) upon the structure of SJ and (SLJ). [Note that the solution
(*J , &J) has already been substituted in the right-hand side of (1.19).]
First of all, we present (Proposition 1.2 below) the differential equation
that SJ satisfies. An important fact which will be used in the proof is that,
if (*, &) is a solution of the Hamiltonian system (HJ), then AJ and QJ
satisfy the following relation (1.20)J , which is one of the equivalent condi-
tions for the compatibility of the Schro dinger equation (SLJ) and the
deformation equation (1.1)J . (Cf. (1.25) below. See also [F] for J=VI,
and [O2] for general J.)
QJ
t
=AJ
QJ
x
+2
AJ
x
QJ&
1
2
3AJ
x3
'&2. (1.20)J
In particular, in our situation (1.20)J is satisfied in the sense of formal
power series in '&1.
Proposition 1.2. Suppose that the relation (1.20)J holds. Then, for any
(non-zero) WKB solution J of (SLJ), its logarithmic derivative SJ satisfies
the following equation:
SJ
t
=

x \AJSJ&
1
2
AJ
x + . (1.21)
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Proof. Let L and M denote differential operators defined as follows:
L=&
2
x2
+'2QJ (x, t, '), (1.22)
M=

t
&AJ (x, t, *)

x
+
1
2
AJ (x, t, *)
x
. (1.23)
Then their commutator [L, M]=LM&ML is equal to
2
AJ
x
2
x2
&
1
2
3AJ
x3
+AJ'2
QJ
x
&'2
QJ
t
. (1.24)
Hence (1.20)J entails
[L, M]=&2
AJ
x
L. (1.25)
Therefore we find
LMJ=0. (1.26)
On the other hand, MJ has the form
{|
x SJ
dt
dx&AJSJ+
1
2
AJ
x = exp |
x
SJ dx. (1.27)
This implies that the logarithmic derivative (with respect to x) of MJ
should be of the following form:
'SJ, &1(x, t)+S 0(x, t)+'&1S 1(x, t)+ } } } (1.28)
(i.e., the leading term is equal to that of SJ). Therefore, taking account of
the uniqueness of WKB solutions of the Riccati equation (1.19), we find
that the logarithmic derivative of MJ must coincide with that of J . That
is,
MJ=c(t, ') J , (1.29)
or
|
x SJ
t
dx&AJSJ+
1
2
AJ
x
=c(t, ') (1.30)
holds with some c(t, '), which is free from x. Differentiating both sides of
(1.30) with respect to x, we then obtain the required relation (1.21).
Q.E.D.
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Remark 1.3. The relation (1.21) implies that
|J=SJ dx+\AJ SJ&12
AJ
x + dt (1.31)
is a closed form. Hence exp  (x, t) |J is well-defined, and it determines a
WKB solution of (SLJ) that satisfies the deformation equation (1.1)J
simultaneously.
We now present our main results (Proposition 1.3 and Theorem 1.1
below) in this section.
Proposition 1.3. Let t0 be as in Proposition 1.1, and substitute (*J , &J)
constructed there into the coefficients of the potential QJ . Then in a
neighborhood of t0 the top term QJ, 0 of the expansion (1.16) satisfies the
following:
QJ, 0(x, t)| x=*J, 0(t)=

x
QJ, 0(x, t)}x=*J, 0(t)=0. (1.32)
Furthermore we have
2
x2
QJ, 0(x, t) }x=*J, 0(t){0. (1.33)
This result implies that x=*J, 0(t) is a double turning point of (SLJ);
otherwise stated, the Riemann surface of - QJ, 0(x, t) is degenerate (for
each fixed t). Intriguingly enough, this degeneracy is coupled with the
following regularity property of SJ, odd , the odd (with respect to the degree
of '&1) part of the logarithmic derivative SJ of a WKB solution of (SLJ):
Theorem 1.1. In the same situation as in Proposition 1.3, SJ, j (x, t) is
holomorphic near (x, t)=(*J, 0(t0), t0) for every odd integer j.
Proof of Proposition 1.3. We substitute the solution (*J , &J) of (HJ)
also into the Hamiltonian KJ and denote its top term (with respect to '&1)
by KJ, 0 . If we define a function kJ (*, t) of * and t by
kJ (*, t)=&KJ (*, &, t)|&=0 , (1.34)
then KJ, 0 can be written as &kJ(*J, 0(t), t) since &J, 0(t) vanishes identically
(cf. (1.8)). Furthermore we find
QJ, 0(x, t)=2CJ (x, t)[kJ (x, t)&kJ(*J, 0(t), t)], (1.35)
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where CJ is a rational function defined by (1.12). [Note that in (1.12) the
independent variable is (*, t), while here CJ is a function of (x, t).] It
follows from this expression (1.35) of QJ, 0 that

x
QJ, 0(x, t) }x=*J, 0(t)=2CJ (*J, 0(t), t)
kJ
*
(*J, 0(t), t)
=2CJ (*J, 0(t), t)2 FJ (*J, 0(t), t). (1.36)
Here we have used the relation (1.11). The equality (1.32) is now an
immediate consequence of (1.7) and (1.36). Further we have
2
x2
QJ, 0(x, t) }x=*J, 0(t)=2CJ (*J, 0(t), t)
2 FJ
*
(*J, 0(t), t) (1.37)
thanks to (1.7). Since t0 does not belong to 2J , the right-hand side of (1.37)
does not vanish (cf. (1.14)). Thus we have verified (1.33) also. Q.E.D.
Proof of Theorem 1.1. In order to make the notations simple and
explicit, we consider only the case J=VI and omit the subscript VI in most
cases in this proof. Other cases can be treated in a similar manner.
First of all, let us observe the expansion (1.17) of A=AVI in detail. It
follows from the definition (cf. Table 1.4)
A0=
(*0(t)&t) x(x&1)
t(t&1)(x&*0(t))
. (1.38)
Further, comparing the part of homogeneous degree 2k (with respect to
'&1) in the equality
AVI(x&*VI(t))=
x(x&1)
t(t&1)
(*VI(t)&t), (1.39)
we find
(x&*0(t)) A2k(x, t)& :
k
j=1
*2j (t) A2(k& j )(x, t)=
*2k(t) x(x&1)
t(t&1)
(1.40)
for k1.
On the other hand, the relation (1.21) implies
S2n+1
t
=

x \ :
n+1
k=0
A2k S2n+1&2k+ . (1.41)
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Combining (1.40) and (1.41), we find the following:

t
S2n+1=

x
(A0S2n+1)+

x _
1
(x&*0)
:
n+1
k=1 \ :
k
j=1
*2jA2(k& j )
+
x(x&1)
t(t&1)
*2k+ S2n+1&2k&
=

x
(A0S2n+1)+

x _
1
(x&*0) {\ :
n+1
j=1
*2j :
n+1
k= j
A2(k& j )S2(n&k)+1+
+
x(x&1)
t(t&1)
:
n+1
k=1
*2kS2(n&k)+1=&
=

x
(A0S2n+1)+

x _
1
(x&*0) { :
n
m=0
*2(n&m+1) \ :
m
l=0
A2lS2(m&l )&1
+
x(x&1)
t(t&1)
S2m&1+=& . (1.42)
Using this relation (1.42), we prove the following assertion (A)n (n=0,
1, 2, ...) by the induction on n.
(A)n { (i)(ii)
S2n&1(x, t) is holomorphic near x=*0(t),
nj=0 A2j (x, t) S2(n& j )&1(x, t) is holomorphic near x=*0(t).
Since Q0=S 2&1 has an exactly double zero at x=*0(t) (Proposition 1.3),
(1.38) entails (A)0 . Let us suppose (A)m is valid for mn. First we note
that by solving the Riccati equation (1.19) we can verify the following rela-
tion (1.43) in a recursive manner:
Sj (x, t)=
Cj Pj
S pj&1(x&*0(t))
qj
, (1.43)
where pj and qj are some non-negative integers, Cj is an analytic function
that does not vanish at x=*0(t) and Pj is a polynomial in x that depends
analytically on t near t=t0 . Since S&1 has the form a(x&*0(t)) with a
non-vanishing analytic factor a near x=*0(t), we may assume Sj , in par-
ticular, S2n+1 has the form C P(x&*0(t)) p with an integer p, a polynomial
P in x, and a non-vanishing analytic factor C near x=*0(t). Here the poly-
nomial P is assumed not to vanish identically on [x=*0(t)]. Then
the induction hypothesis entails that the second term in the right-hand
side of (1.42) has an at most double pole at x=*0(t) and that the left-
hand side has the form B(x, t)(x&*0(t)) p&1 with an analytic factor B near
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x=*0(t). On the other hand, (x)(A0 S2n+1) should have the form
B (x, t)(x&*0(t)) p&2 with an analytic factor B that does not vanish iden-
tically on [x=*0(t)]. Therefore the equality (1.42) implies p0, that is,
S2n+1 is holomorphic near x=*0(t). Then (1.41) guarantees that
n+1k=0 A2kS2(n+1&k)&1 is also holomorphic near x=*0(t). Thus we have
verified (A)n+1 , completing the proof. Q.E.D.
In the course of the proof of Theorem 1.1 we have also obtained the
following:
Proposition 1.4. In the same situation as in Proposition 1.3,
SJ, odd (x&*J) is holomorphic on a neighborhood of x=*J, 0(t), that is, each
of its coefficients as a formal power series in '&1 is holomorphic on a
neighborhood of x=*J, 0(t).
Proof. As in the proof of Theorem 1.1, we prove the result only for
J=VI and omit the subscript VI; other cases can be proved in the same
way. As we have verified (A)n for any n(0), we find
ASodd is holomorphic near x=*0(t). (1.44)
Since
(*0(t)&t) *0(t)(*0(t)&1)
t(t&1)
{0 (1.45)
by the assumption,
(*(t)&t) x(x&1)
t(t&1)
(1.46)
is invertible on a neighborhood of x=*0(t) as a formal power series in '&1.
In view of the explicit form of AVI , we then find the required result by
(1.44). Q.E.D.
The regularity of Sj (x, t) ( j: odd) at x=*0(t) seems to be somehow
related to the fact that x=*(t) is the so-called apparent singular point of
(SLJ). This intriguing property of Sj can be now formulated also in the
following form:
Theorem 1.2. For any J=I, II, ..., VI, and for any of the Schro dinger
equation (SLJ) that is compatible with the deformation equation (1.1)J , we
can find for any fixed t a series of holomorphic functions [z2j (x)]j=0, 1,2, ...
defined on a neighborhood of the (double) turning point x=*0(t) of (SLJ) so
that the following hold:
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(i) dz0(x)dx|x=*0{0.
(ii) If we formally set
z(x, ')=z0(x)+'&2z2(x)+'&4z4(x)+ } } } , (1.47)
then for any WKB solution =J of (SLJ), we find at the fixed t
(x, t, ')=c(t, ') \z(x, ')x +
&12
.(z(x, '), '), (1.48)
where c(t, ') is independent of x and
.(z, ')=\ 1z&*0(t)+
12
exp(='(z&*0(t))22). (1.49)
Here the sign ==\1 is fixed by the choice of the branch of SJ, &1(x)=
- QJ, 0(x) in .
Remark 1.4. The function .(z, ') defined by (1.49) is a WKB solution
of the equation
\& d
2
dz2
+'2(z&*0)2+
3
4(z&*0)2+ .(z, ')=0. (1.50)
This equation (1.50) has a peculiar property that the logarithmic derivative
T of its WKB solution .(z, ') consists of a finite number of terms:
T(z, ')=='(z&*0)&
1
2(z&*0)
(==\1). (1.51)
Theorem 1.2 actually claims that (SLJ) can be transformed into the above
equation (1.50) in a neighborhood of the double turning point x=*0(t).
Proof. In this proof we will discuss only the case ==+1. We suppress
the subscript J as usual, and omit t also as we consider the problem for the
fixed t.
Now it suffices to show that the following relation (1.52) holds for the
logarithmic derivatives S=j&1 Sj (x) '& j and T of  and . respectively:
S(x, ')=&
1
2 \
2z
x2+\
z
x+
&1
+
z
x
T(z(x, '), '). (1.52)
(See [AKT1] for example.) Here we note that the condition (i) guarantees
the well-definedness of (zx)&1 near x=*0 .
15WKB ANALYSIS OF PAINLEVE TRANSCENDENTS
File: 607J 153316 . By:BV . Date:26:01:00 . Time:13:31 LOP8M. V8.0. Page 01:01
Codes: 2397 Signs: 1250 . Length: 45 pic 0 pts, 190 mm
To construct zj ( j0), let us first define z0(x) by
z0(x)=*0+\2 |
x
*0
- Q0(x) dx+
12
. (1.53)
This function z0(x) is holomorphic near x=*0 and satisfies the condition
(i) as Q0 has an exactly double zero at x=*0 (Proposition 1.3). It is also
clear that
S&1=- Q0=\z0(x)x + (z0(x)&*0). (1.54)
For k1, we successively determine z2k(x) by the following:
{
z2(x)=
1
z0(x)&*0 |
x
*0
S1(x) dx,
z2k(x)=
1
z0(x)&*0 |
x
*0 {S2k&1(x)& :
k&1
j=1
z2(k& j )(x)
x
z2j (x)= dx (k2).
(1.55)
Since S2k&1(x) is holomorphic near x=*0 by Theorem 1.1, z2k(x) thus
defined is holomorphic near x=*0 . Furthermore they satisfy the following
relation for any k1.
z2k(x)
x
(z0(x)&*0)=S2k&1(x)& :
k
j=1
z2(k& j )(x)
x
z2j (x). (1.56)
Hence we find
Sodd(x, ')=
z(x, ')
x
Todd(z(x, '), '). (1.57)
Considering the logarithmic derivative of each side of (1.57), we conclude

x
log Sodd=\
2z
x2+\
z
x+
&1
+\z(x, ')x +
1
z(x, ')&*0
. (1.58)
On the other hand, the vanishing of QJ, j for any odd j entails that the left-
hand side of (1.58) is equal to &2Seven . Combining this fact with (1.57), we
finally obtain the required relation (1.52). Q.E.D.
2. Formal Equivalence of *J's (J=I, II, ..., VI).
Making use of the regularity property of SJ, odd at the double turning
point x=*J, 0(t) (Theorem 1.1), we will prove in this section our main
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result, i.e., a formal equivalence of *J's (J=I, II, ..., VI) (Theorem 2.3
below).
Let us begin our discussion by showing a basic relation between (PJ)
and the Stokes geometry of (SLJ) (Proposition 2.1 below). To state the
result specifically, we introduce the following terminologies in the (exact)
WKB analysis of *J ; their relevance to the analytic structure of the Borel
transform of *J will be discussed in our subsequent articles.
Definition 2.1. (i) A turning point for *J is, by definition, a point t
which satisfies
FJ (*J, 0(t), t)=
FJ
*
(*J, 0(t), t)=0. (2.1)
Here we assume that t is not a singular point of (PJ), i.e., t does not belong
to the following set 7J :
7I=7II=7IV=[],
7III=7V=[0, ],
7VI=[0, 1, ].
Furthermore a turning point t is called simple if (2.2) and (2.3) below hold
besides (2.1).
2FJ
*2
(*J, 0(t), t){0. (2.2)
*J, 0(t)  EJ . (2.3)
(ii) A Stokes curve for *J is the integral curve of the direction field
Im - FJ (*J, 0(t), t)* dt=0 (2.4)
that emanates from a turning point for *J .
A simple turning point for *J thus defined is relevant to the Stokes
geometry of (SLJ) in the following manner.
Proposition 2.1. (i) For a simple turning point { for *J , there exists a
simple turning point a(t) of (SLJ), i.e., a simple zero x=a(t) of the top term
QJ, 0(x, t) in the expansion (1.16) that merges with the (double) turning point
x=*J, 0(t) at t={.
(ii) For the simple turning point a(t) of (SLJ), the following relation
holds:
|
*J, 0(t)
a(t)
- QJ, 0(x, t) dx=
1
2 |
t
{ 
FJ
*
(*J, 0(s), s) ds. (2.5)
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Proof. (i) For the sake of simplicity of notations we will omit the sub-
script J in most cases in this proof. As in the proof of Proposition 1.3, dif-
ferentiating the expression (1.35) of Q0 and using the relations (1.7) and
(1.11), we find
2
x2
Q0(x, t)} x=*0(t)=2CJ (*0(t), t)
2 FJ
*
(*0(t), t). (2.6)
In view of (1.12), the vanishing of FJ*|*=*0(t) at a simple turning point
{ entails the vanishing of 2Q0 x2| x=*0({) . This means that some turning
point a(t) of (SLJ) merges with *0(t) for t={. Furthermore at a simple tur-
ning point { we find
3
x3
Q0(x, {) }x=*0({)=2CJ (*0({), {)
2 
2FJ
*2
(*0({), {){0. (2.7)
Hence the turning point a(t) is simple for t close to {. This completes the
proof of the assertion (i).
(ii) Let I(t) denote the following integral:
|
*0(t)
a(t)
- Q0(x, t) dx. (2.8)
We then find the following relation (2.9) by using the top-order part of
(1.21) and (2.6):
d
dt
I(t)=- Q0(x, t) } x=*0(t)
d*0(t)
dt
&- Q0(x, t) }x=a(t)
da(t)
dt
+|
*0(t)
a(t)

t
- Q0(x, t) dx
=|
*0(t)
a(t)

t
- Q0(x, t) dx
=|
*0(t)
a(t)

x
(A0 - Q0) dx
=A0 - Q0 }x=*0(t)
=[A0(x&*0(t))] }x=*0(t) CJ (*0(t), t) 
FJ
*
(*0(t), t). (2.9)
(Note that Q0=Q0 x=0 at x=*0(t).) In view of the explicit form of A0
and CJ (cf. Table 1.4 and (1.12)), we have
[A0(x&*0(t))] }x=*0(t) CJ (*0(t), t)=
1
2 , (2.10)
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which implies
d
dt
I(t)=
1
2
FJ
*
(*0(t), t). (2.11)
On the other hand, a(t) coincides with *0(t) for t={. Hence, by integrating
the relation (2.11) from { to t, we conclude
|
*0(t)
a(t)
- Q0(x, t) dx=
1
2 |
t
{ 
FJ
*
(*0(s), s) ds. (2.12)
Q.E.D.
Remark 2.1. It is worth mentioning that the quantity in the right-hand
side of (2.5) is an important ingredient of the so-called ``instanton-type''
solutions of (PJ). Although the details shall be discussed in our subse-
quent article, let us note one core-computation in our approach. As is
shown in [KT2], each (PJ), say, (PVI) admits a solution of the following
form:
*=*VI+e&,(t)'*(1)+e&2,(t)'*(2)+ } } } , (2.13)
where *( j ) is a formal power series of the form
:
k0
* ( j )k (t) '
&k& j2, (2.14)
and *( j ) ( j2) is uniquely determined by *(0)=
def
*VI and *(1). Furthermore
.(t)=
def
e&,(t)'*(1) solves the equation obtained as the Fre chet derivative of
(PVI) at *=*(0), which has the following form:
d 2.
dt2
={\ 1*(0)+
1
*(0)&1
+
1
* (0)&t+
d*(0)
dt
&\1t +
1
t&1
+
1
*(0)&t+=
d.
dt
+'2 {FVI* (*(0), t)+R= ., (2.15)
where R consists of terms of degree at most &2 in '. If we consider a WKB
solution of the equation (2.15), we find that ,(t) is equal to
t{ - (FVI *)(*VI, 0(s), s) ds. As is evident from (2.13), ,(t) should be rele-
vant to the location of singularities of the Borel transform of *. This obser-
vation has motivated Definition 2.1. (ii).
The following Corollary 2.1 is an immediate consequence of Proposi-
tion 2.1. (ii).
Corollary 2.1. If a point t lies in a Stokes curve for *J , then there
exists a Stokes curve of (SLJ) that connects two turning points *J, 0(t) and
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a(t) of (SLJ), where a(t) is the simple turning point described in Proposi-
tion 2.1. (i).
Proof. If we consider the imaginary part of each side in (2.5), the asser-
tion immediately follows from the definition of Stokes curves. Q.E.D.
Having this geometric picture in mind, we embark on constructing a for-
mal transformation that reduces *J to *J$ (J, J$=I, II, ..., VI). As the roles
of *J and *J$ are symmetric (cf. Remark 2.5 after the proof of Theorem 2.1),
we suppose J$=I. In order to simplify the notations, we put the symbol t
over variables and functions relevant to (SLJ) and we often omit the sub-
scripts J and I. In other words, symbols x~ , t~ , * 0(t~ ), etc. respectively
designate the quantities x, t, *0(t), etc. which appear in (SLJ).
Let {~ be a simple turning point for * J . Then it follows from Proposi-
tion 2.1.(i) that there exists a simple turning point a~ (t~ ) of (SLJ) that merges
with * 0(t~ ) for t~ ={~ . Note that such a simple turning point is unique in the
case of (SLI), that is, &2*0(t). Furthermore Corollary 2.1 asserts that for
a point _~ in a Stokes curve for * J emanating from {~ there exists a Stokes
curve of (SLJ) which connects * 0(_~ ) and a~ (_~ ); let us designate (the closure
of) the segment between * 0(_~ ) and a~ (_~ ) by #~ . Using these notations, we
now state the first of our main results:
Theorem 2.1. Let _~ ({{~ ) be a point in a Stokes curve for * J that
emanates from {~ . Then there exist a neighborhood U of #~ , a neighborhood V
of _~ and holomorphic functions xj (x~ , t~ ) ( j=0, 1, 2, ...) on U _V and tj (t~ )
( j=0, 1, 2, ...) on V so that the following relations may hold:
(i) The function t0(t~ ) satisfies
|
t~
{~
F J* (* 0(s~ ), s~ ) ds~ =|
t
0 
FI
*
(*0(s), s) ds } t=t0(t~ ) (2.16)
and, in particular, dt0 dt~ {0 holds on V if V is sufficiently small.
(ii) x0(* 0(t~ ), t~ )=*0(t0(t~ )) and x0(a~ (t~ ), t~ )=&2*0(t0(t~ )).
(ii) x0 x~ {0 on U _V .
(iv) Letting x(x~ , t~ , ') and t(t~ , ') respectively denote the formal power
series j0 xj (x~ , t~ ) '& j and j0 tj (t~ ) '& j, we find the following relation:
Q J (x~ , t~ , ')=\x(x~ , t
~ , ')
x~ +
2
QI(x(x~ , t~ , '), t(t~ , '), ')
&
1
2
'&2[x(x~ , t~ , '); x~ ]. (2.17)
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Here [x; x~ ] denotes the Schwarzian derivative, i.e., (3xx~ 3)(xx~ )&
(32)((2xx~ 2)(xx~ ))2.
Remark 2.2. The functions xj and tj are actually chosen to vanish iden-
tically for odd j 's.
Remark 2.3. Requirements (2.16) and (the top part of) (2.17) are com-
patible in view of Proposition 2.1.(ii).
Remark 2.4. The relation (2.17) guarantees that the transformation
constructed above brings a WKB solution of (SLI) to a WKB solution of
(SLJ); for a WKB solution (x, t, ') of (SLI),
 (x~ , t~ , ')=\x(x~ , t
~ , ')
x~ +
&12
(x(x~ , t~ , '), t(t~ , '), ') (2.18)
is a WKB solution of (SLJ). (Cf. [AKT1]. Here we are considering only
(SLJ); see Proposition 2.2 below for the fact that  satisfies the associated
deformation equation (1.1)J also.)
Proof of Theorem 2.1. Let us first note that the relation (2.17) follows
from the following relation (2.19) together with the Riccati equations that
S(x, t, ') and S (x~ , t~ , ') satisfy:
S odd(x~ , t~ , ')=\xx~ + Sodd(x(x~ , t~ , '), t(t~ , '), '). (2.19)
(Cf. [AKT1].) Here Sodd and S odd respectively denote the odd degree part
(with respect to ') of S and S .
We shall prove the existence of x(x~ , t~ , ') and t(t~ , ') that satisfy (2.19) by
verifying the following assertion (C)n by the induction on n:
We can construct [xj (x~ , t~ )]0 j2n and [tj (t~ )]0 j2n so that (2.19)
(C)n
holds modulo terms of order equal to or at most '&2n+1.
The actual task in proceeding from (C)n&1 to (C)n is to costruct x2n(x~ , t~ )
and t2n(t~ ) so that the following relation may be satisfied on a neighborhood
U _V of #~ _[_~ ]:
S &1(x~ , t~ )=S&1(x0(x~ , t~ ), t0(t~ ))
x0
x~
(x~ , t~ ), (2.20.0)
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S 2n&1(x~ , t~ )=S&1(x0(x~ , t~ ), t0(t~ ))
x2n
x~
(x~ , t~ ),
+
x0
x~
(x~ , t~ ) {S&1x (x0(x~ , t~ ), t0(t~ )) x2n(x~ , t~ )
+
S&1
t
(x0(x~ , t~ ), t0(t~ )) t2n(t~ )=+R2n (n1), (2.20.n)
where R2n is a function of [xj , tk]0 j,k2n&1. Note that we simply set
xj=tj=0 for odd j. Here we call the reader's attention to the fact that
(2.20.n) is a differential equation for x2n(x~ , t~ ) with analytic coefficients near
x~ =* 0(t~ ) by Theorem 1.1. We shall first prove (C)0 and then verify (C)n for
n1.
Proof of (C)0 . We first construct t0(t~ ) by solving the implicit relation
(2.16). Since we are considering the problem on a neighborhood V of _~ , a
point in a Stokes curve for * J , t0(t~ ) is determined by (2.16) almost uniquely
(i.e., up to the choice of the branch of (2.21) below) because of the
monotonic increase or decrease of the integrals in question along Stokes
curves. Actually it is a constant multiple of
\|
t~
{~ 
F J
*
(* 0(s~ ), s~ ) ds~ +
45
, (2.21)
as FI *| *=*0(s)=12 - &s6.
It is then evident that _=
def
t0(_~ ) lies in a Stokes curve for *I , and hence
Corollary 2.1 says that x=*0(_) and x=a(_)=&2*0(_) are connected by
a portion of a Stokes curve of (SLI); we denote (the closure of) the portion
by #. Using t0(t~ ) thus constructed, we next show the existence of x0(x~ , t~ )
that, together with t0(t~ ), satisfies (2.20.0), i.e.,
- Q 0(x~ , t~ )=2(x0&*0(t0(t~ ))) - x0+2*0(t0(t~ ))
x0
x~
. (2.22)
(Here we have used the relation S &1=- Q 0 .) For this purpose let us intro-
duce the following functions z1(x~ , t~ ) and z2(x, t~ ):
z1(x~ , t~ )=|
x~
* 0(t~ )
- Q 0(x~ , t~ ) dx~ , (2.23)
z2(x, t~ )=2 |
x
*0(t0(t~ ))
(x&*0(t0(t~ ))) - x+2*0(t0(t~ )) dx. (2.24)
Our goal at this stage is to construct x0(x~ , t~ ) so that it may satisfy
z1(x~ , t~ )=z2(x0(x~ , t~ ), t~ ). (2.25)
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The required relation (2.22) will then follow from this if we differentiate
each side of (2.25) by x~ .
Now let us first note that it follows from the definition of t0(t~ ) and
Proposition 2.1.(ii) that
|
a~ (t~ )
* 0(t~ )
- Q J, 0(x~ , t~ ) dx~ =|
a(t0(t~ ))
*0(t0(t~ ))
- QI, 0(x, t) dx (2.26)
holds and that it is a real number when t~ lies in the Stokes curve for * J .
We may assume without loss of generality that the number is positive; let
us denote it by \. It is then clear from their definitions that the following
hold:
z1(#~ )=[0, \], (2.27)
dz1 dx~ {0 in the interior of #~ , (2.28)
z121 is holomorphic at x~ =* 0 and
d
dx~
z121 | x~ =* 0{0, (2.29)
(z1&\)23 is holomorphic at x~ =a~ and
d
dx~
(z1&\)23|x~ =a~ {0, (2.30)
z2(#)=[0, \], (2.31)
dz2 dx{0 in the interior of #, (2.32)
z122 is holomorphic at x=*0 and
d
dx
z122 | x=*0{0, (2.33)
(z2&\)23 is holomorphic at x=a and
d
dx
(z2&\)23|x=a{0. (2.34)
Hence x0=z&12 b z1 : #~  # is well-defined and, in particular, x0(* 0(t~ ), t~ )=
*0(t0(t~ )) and x0(a~ (t~ ), t~ )=a(t0(t~ ))=&2*0(t0(t~ )) are satisfied. Furthermore
it follows from (2.28) and (2.32) that it is holomorphic in the interior of #~
and that x0 x~ {0 holds there. To verify the analyticity of x0 at x~ =* 0(t~ ),
let us next consider the following equation for x-0(x~ , t~ ) near x~ =* 0(t~ ):
z1(x~ , t~ )12=z2(x-0(x~ , t~ ), t~ )
12, (2.35)
where the branch of z121 [resp., z
12
2 ] is chosen so that it may be positive
in #~ [resp., #]. Then in view of (2.29) and (2.33) we find that (2.35) has a
unique holomorphic solution x-0(x~ , t~ ) near x~ =* 0(t~ ) satisfying
x-0(* 0(t~ ), t~ )=*0(t0(t~ )) and
x-0
x~
(* 0(t~ ), t~ ){0. (2.36)
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It is also obvious that the solution x-0(x~ , t~ ) thus constructed coincides with
x0(x~ , t~ ) where both of them are defined. (Note that z121 [resp., z
12
2 ] is
positive only in #~ [resp., #].) Hence x0(x~ , t~ ) is holomorphic at x~ =* 0(t~ )
and (x0 x~ )(* 0(t~ ), t~ ){0 holds. Similarly we can prove the analyticity of
x0(x~ , t~ ) at x~ =a~ (t~ ) by considering the equation
(z1(x~ , t~ )&\)23=(z2(x--0 (x~ , t~ ), t~ )&\)
23 (2.37)
near x~ =a~ (t~ ) instead of (2.35). This completes the proof of (C)0 (and of the
statements (i)(iii) as well).
Proof of (C)n . The construction of x2n(x~ , t~ ) and t2n(t~ ) is performed by
``matching'' two solutions, one analytic near x~ =* 0 and the other analytic
near x~ =a~ . (Cf. [AKT1], 93.) One trouble in performing it is the fact that
the analyticity of coefficients of the equation (2.20.n) is lost near x~ =a~ . To
circumvent this trouble near x~ =a~ , we employ another, but equivalent,
characterization of x2n described in terms of Qj and Q j , i.e., (2.17). One
important point is that potentials Q and Q are non-singular near simple
turning points.
Let us now describe concretely how these two equations that charac-
terize x2n are related. Dividing by x0 x~ each side of (2.20.n), we obtain
\S&1 x0+
S&1
x + x2n=\
x0
x~ +
&1
(S 2n&1&R2n)&
S&1
t
t2n . (2.38.n)
Let z stand for x0(x~ , t~ ), and let us regard (2.38.n) as a differential equation
in z-variable. We denote by LS the differential operator (including the 0-th
order part) in the left-hand side of (2.38.n). On the other hand, the equa-
tion for x2n that follows from (2.17) acquires the following form after the
division by (x0 x~ )2:
\2Q0 z+
Q0
x + x2n=\
x0
x~ +
&2
(Q 2n&R2n)&
Q0
t
t2n , (2.39.n)
where R2n is a holomorphic function of [xj , tk]0 j, k2n&1. If we denote by
LQ the differential operator that appears in the left-hand side of (2.39.n),
we immediately find
2 - Q0 LS=LQ . (2.40)
Furthermore it follows from the induction hypothesis that
2 - Q0 \x0x~ +
&1
(S 2n&1&R2n)=\x0x~ +
&2
(Q 2n&R2n). (2.41)
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Since 2 - Q0(S&1t)=Q0t trivially holds, we conclude by (2.40) and
(2.41) that (2.38.n) and (2.39.n) actually give equivalent differential equa-
tions for x2n .
Using this equivalence between (2.38.n) and (2.39.n), we construct
x2n(x~ , t~ ) and t2n(t~ ) in the following way. Let us first note that, since the
characteristic exponent of LS [resp., LQ] at z=*0 [resp., z=&2*0] is
equal to &1 [resp., &12], the equation LS u= f [resp., LQv= g] has a
unique holomorphic solution near z=*0 [resp., z=&2*0] if f [resp., g]
is holomorphic there. Now let f1 and f2 respectively denote (x0 x~ )&1
(S 2n&1&R2n) and S&1 t. The induction hypothesis together with
Theorem 1.1 guarantees that each fj ( j=1, 2) is holomorphic near z=*0 .
Hence LSu= fj has a (unique) holomorphic solution near z=*0 ; let us
denote it by ,j (z) ( j=1, 2). Similarly, since 2 - Q0 f1 is holomorphic near
z=&2*0 in view of (2.41), LQ v=2 - Q0 fj has a (unique) holomorphic
solution near z=&2*0; let us denote it by , j (z) ( j=1, 2). Let us further
denote by , a non-zero multi-valued analytic solution of the equation
LS,=0 on a neighborhood of #, which is also unique up to a constant
multiple. If we analytically continue ,1 and ,2 near z=&2*0 along #,
then
LQ,j=2 - Q0 fj ( j=1, 2) (2.42)
holds there by (2.40) and (2.41). Hence
,j&, j=cj, ( j=1, 2) (2.43)
holds for some constant cj ( j=1, 2). If we choose a constant t2n so that
c1&t2nc2=0 (2.44)
holds, then
x2n=,1+t2n,2 (2.45)
satisfies all the required conditions.
Thus what remains to be proved is the verification of the fact c2{0. (As
a matter of fact, the equation (2.44) for t2n is always solvable if c2{0.)
Since ,2 is, by its definition, a unique holomorphic solution of LS u= f2
near z=*0 , i.e.,
(z+2*0)(z&*0)
u
z
+
3
2
(z+*0)u=&3*0
d*0
dt
=
1
4
(2.46)
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(here we have used the relations S&1=2(x&*0)- x+2*0 and 6*20+t=0),
we find
,2(z)=
1
4(z&*0)- z+2*0
|
z
*0
dw
- w+2*0
. (2.47)
Hence its analytic continuation near z=&2*0 is given by
1
4(z&*0)- z+2*0 \|
&2*0
*0
dw
- w+2*0
+|
z
&2*0
dw
- w+2*0+ , (2.48)
which implies
c2,=
1
4(z&*0)- z+2*0
|
&2*0
*0
dw
- w+2*0
=&
- 3*0
2(z&*0)- z+2*0
. (2.49)
Thus we have verified c2{0, and hence the assertion (C)n . This completes
the proof of Theorem 2.1. Q.E.D.
Remark 2.5. Although the above proof uses some features peculiar to
(SLI), the formal transformation (x~ , t~ ) [ (x(x~ , t~ , '), t(t~ , ')) is invertible
and Q J and QI in (2.17) can be interchanged. Hence, repeating the argu-
ment twice, we obtain the following:
Theorem 2.2. Let J and J$ be one of I, II, ..., VI, and let {~ and { respec-
tively be a simple turning point for * J and *J$ . Let _~ ({{~ ) be a point in a
Stokes curve for * J that emanates from {~ . As in Theorem 2.1, let us designate
by #~ the portion of a Stokes curve of (SLJ) connecting x~ =* 0(_~ ) and
x~ =a~ (_~ ), where a~ (t~ ) is a simple turning point that merges with * 0(t~ ) at t~ ={~ .
Then there exist a neighborhood U of #~ , a neighborhood V of _~ and
holomorphic functions xj (x~ , t~ ) ( j=0, 1, 2, ...) on U _V and tj (t~ )
( j=0, 1, 2, ...) on V so that the following relations may hold:
(i) The function t0(t~ ) satisfies
|
t~
{~ 
F J
*
(* 0(s~ ), s~ ) ds~ =|
t
{ 
FJ$
*
(*0(s), s) ds } t=t0(t~ ) . (2.50)
In particular, dt0 dt~ {0 on V if V is sufficiently small.
(ii) x0(* 0(t~ ), t~ )=*0(t0(t~ )) and x0(a~ (t~ ), t~ )=a(t0(t~ )), where a(t) is a
simple turning point that merges with *0(t) at t={.
(iii) x0 x~ {0 on U _V .
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(iv) Letting x(x~ , t~ , ') and t(t~ , ') respectively denote the formal power
series j0 xj (x~ , t~ ) '& j and j0 tj (t~ ) '& j, we find the following relation:
Q J (x~ , t~ , ')=\x(x~ , t
~ , ')
x~ +
2
QJ$(x(x~ , t~ , '), t(t~ , '), ')&
1
2
'&2[x(x~ , t~ , '); x~ ].
(2.51)
Here [x; x~ ] denotes the Schwarzian derivative.
Using the formal equivalence of (SLJ)'s (J=I, II, ..., VI), we find the
following formal equivalence of *J's (J=I, II, ..., VI).
Theorem 2.3. Let the situation and the notations be the same as in
Theorem 2.1. We then have
x(x~ , t~ , ')|x~ =* J (t~ ,')=*I(t(t~ , '), '). (2.52)
Remark 2.6. If we consider the same problem in the general situation
of Theorem 2.2, *I in the above can be replaced by any of *J$
(J$=I, II, ..., VI).
Proof of Theorem 2.3. Until the end of this proof, we use the phrase ``a
series (depending on a parameter z) is holomorphic (in z)'' to mean the
holomorphy in the sense of Proposition 1.4, i.e., the holomorphy of each
coefficient of the series. Now, as is shown in Proposition 1.4, we have the
following:
S J, odd (x~ &* J) is holomorphic near x~ =* J, 0(t~ ). (2.53)
On the other hand, it follows from (2.19) that
S J, odd(x~ , t~ , ')
x~ &* J(t~ , ')
=
x(x~ , t~ , ')&*I(t(t~ , '), ')
x~ &* J (t~ , ')
x(x~ , t~ , ')
x~
SI, odd(x(x~ , t~ , '), t(t~ , '), ')
x(x~ , t~ , ')&*I(t(t~ , '), ')
.
(2.54)
Then (2.53) tells us that the left-hand side of (2.54) is holomorphic near
x~ =* J, 0(t~ ). A similar fact also holds in the right-hand side, i.e.,
T=
SI, odd(x, t, ')
x&*I(t, ') }x=x(x~ , t~ , '), t=t(t~ ,') (2.55)
is holomorphic near x~ =* J, 0(t~ ) by the same result for SI, odd (x&*I).
Furthermore its highest degree term, i.e., SI,&1 (x0&*I, 0(t0(t~ ))) is equal to
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2 - x0(x~ , t~ )+2*0(t0(t~ )), which is different from 0 near x~ =* J, 0(t~ ). Hence T
is a formal power series invertible near x~ =* J, 0(t~ ). As x0 x~ {0 by the
construction, xx~ is also an invertible formal power series. Therefore
(2.54) entails the existence of a formal power series d(x~ , t~ , ') in ' that is
holomorphic near x~ =* J, 0(t~ ) for which the following holds:
x(x~ , t~ , ')&*I(t(t~ , '), ')=(x~ &* J (t~ , ')) d(x~ , t~ , '). (2.56)
Setting x~ =* J (t~ , ') in (2.56), we obtain the required result. Q.E.D.
In ending this section, we show by an explicit computation that, if a
WKB solution (x, t, ') of (SLI) satisfies the deformation equation (1.1)I ,
then the WKB solution  (x~ , t~ , ')=(xx~ )&12 (x(x~ , t~ , '), t(t~ , '), ') of
(SLJ) (cf. (2.18)) automatically satisfies the deformation equation (1.1)J
compatible with (SLJ); symbolically speaking, the transformation con-
structed in Theorem 2.1 transforms not only the Schro dinger equation but
also the associated deformation equation. Note that this fact is logically a
consequence of the relation (1.20)J between QJ and AJ .
In what follows we use symbols BI and B J to denote respectively
&(12)(AIx) and &(12)(AJx~ ).
Proposition 2.2. In the situation discussed in Theorem 2.1, let (x, t, ')
be a WKB solution of (SLI) satisfying the deformation equation (1.1)I
simultaneously, and let  (x~ , t~ , ') denote the following function determined in
terms of :
 (x~ , t~ , ')=\x(x~ , t
~ , ')
x~ +
&12
(x(x~ , t~ , '), t(t~ , '), '). (2.57)
Then  satisfies not only (SLJ) but also the deformation equation compatible
with (SLJ), that is,
\ t~ &A J

x~
&B J+  (x~ , t~ , ')=0. (2.58)
Proof. As the fact that  thus defined solves (SLJ) is noted in
Remark 2.4, we concentrate our attention on the verification of (2.58). Sub-
stituting (2.57) into the left-hand side of (2.58), we obtain
\xx~ +
&12
\tt~

t
+
x
t~

x
&A J
x
x~

x
&B J+ (x(x~ , t~ , '), t(t~ , '), ')
&
1
2 \
x
x~ +
&32
\ 
2x
x~ t~
&A J
2x
x~ 2+ (x(x~ , t~ , '), t(t~ , '), '). (2.59)
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On the other hand, by integrating (2.19) we find
|
x~
a~
S odd dx~ =|
x
a
Sodd dx }x=x(x~ , t~ ,'), t=t(t~ , ') . (2.60)
In fact, at the end point x~ =a~ (resp., x=a) S odd (resp., Sodd) is of purely
square-root type singularities ([AKT2], 91) and hence there is no problem
in defining the above integral (if we regard it as a contour integral), while
in substituting x(x~ , t~ , ') (and t(t~ , ')) into the right-hand side of (2.60) we
can employ techniques used in 92 of [AKT1] to make it well-defined. We
can now obtain the following relation (2.61) by first differentiating (2.60)
with respect to t~ and then using (1.21):
A JS odd=Sodd
x
t~
+
t
t~
(AISodd) }x=x(x~ , t~ ,'), t=t(t~ , ') . (2.61)
Here we have used the square-root character of S odd and Sodd at
their simple turning points to claim that there is no contribution from
a~ (resp., a) to the integral of the form x~a~ (x~ ) (A JS odd) dx~ (resp.,
xa (x) (AISodd) dx). Using (2.19) again, we then find
Sodd \A J xx~ &
x
t~
&AI
t
t~ +=0, (2.62)
and hence the following holds.
AI=\A J xx~ &
x
t~ +\
t
t~ +
&1
. (2.63)
Further, by differentiating each side of (2.63) with respect to &2x~ , we
obtain
BI=\tt~ +
&1
\B J&12 \
x
x~ +
&1 2x
x~ 2
A J+
1
2 \
x
x~ +
&1 2x
x~ t~ + . (2.64)
Since

t
=AI

x
+BI (2.65)
holds by the assumption, we then conclude (2.58) from (2.63) and (2.64) in
view of (2.59). Q.E.D.
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In the course of the above proof we have obtained the following result,
which is often useful in the computation.
Proposition 2.3. Let a~ J denote (x~ &* J) A J . Then the transformation
(x~ , t~ ) [ (x(x~ , t~ , '), t(t~ , ')) constructed in Theorem 2.1 satisfies the following
relation:
t
t~
=2 {\xx~ +
2
a~ J=}x~ =* J(t~ , ') . (2.66)
Proof. Substituting A J=a~ J (x~ &* J) into (2.63), we find
1
2 \
t
t~ +
1
x(x~ , t~ , ')&*I(t(t~ , '), ')
=
a~ J
x~ &* J (t~ , ')
x
x~
&
x
t~
. (2.67)
Here we have used the fact aI=12. Since it follows from (2.52) that
x(x~ , t~ , ')&*I(t(t~ , '), ')=
x
x~ } x~ =* J (t~ , ') (x~ &* J (t~ , '))+ } } } , (2.68)
the comparison of the residue of each side of (2.67) gives us the required
relation (2.66). Q.E.D.
Appendix. Confluence Procedure for (PJ) and (SLJ)
As is well known (cf. e.g. [O2]), the ordinary Painleve equations (as
well as the relevant Schro dinger equations) can be obtained through the
``confluence'' procedure from the sixth Painleve equation according as the
following diagram:
PIV
Z z
PVI  PV PII  PI (A.1)
z Z
PIII
A similar relation also holds for the Painleve equations (PJ) with a large
parameter discussed in this article. We explicitly describe the confluence
procedure for (PJ) in this appendix. We note that the large parameter ' is
kept intact throughout the confluence procedure described below.
First let us describe the confluence procedure to obtain (PV) from
(PVI).
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In (PVI) we replace the parameters :0 , :1 , :t , : by :~ 0 , =&2:~ 1&=&1:~ 2 ,
=&2:~ 1 , &2=&2:~ 1+=&1:~ 2+:~  respectively and the variable t by 1+=t~ , and
we let = tend to zero. Then (after suppressing the symbol t) we obtain
(PV). Furthermore, if we define K(=) by the relation
KVI==&1K(=)&2=&3
:~ 1
t~
+=&2
:~ 2
t~
+=&1
:~ 
t~
, (A.2)
we find that K(=) is holomorphic in = near ==0 and that K(0) actually
gives KV . Extending this process to include x also, we can obtain (SLV)
from (SLVI). [As a matter of fact, x is kept invariant to obtain (SLV).] We
summarize in a table-form this procedure, i.e., the replacement and the
limiting process described above:
* [ *, & [ &,
t [ 1+=t, x [ x,
:0 [ :0 , :1 [ =&2:1&=&1:2 ,
:t [ =&2:1 , : [ &2=&2:1+=&1:2+: ,
KVI [ =&1KV&2=&3
:1
t
+=&2
:2
t
+=&1
:
t
, (=  0). (A.3)
(In the confluence process from (SLVI) to (SLV) * and & are, as well as x,
kept invariant, that is, any of them receives no =-dependent substitution.)
Other confluence procedures can be described in a similar manner; we
list them below.
[(PV) O (PIV)] and [(SLV) O (SLIV)]
* [
=
- 2
*, & [ - 2 =&1&,
t [ 1+- 2 =t, x [
=
- 2
x,
:0 [ :0 , :1 [
1
4
=&4, :2 [
1
2
=&4&2=&2:1 , : [
1
4
=&4,
KV [
1
- 2
=&1KIV , (=  0). (A.4)
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[(PV) O (PIII)] and [(SLV) O (SLIII)]
* [ 1+=t*, & [ =&1
&
t
,
t [ t2, x [ 1+=tx,
:0 [ =&2: , :1 [ =2:0 , :2 [ =:$0 , : [ =&1:$ ,
KV [
1
2t
KIII&=&1
:$
t2
+'&1
*&
2t2
, (=  0). (A.5)
[(PIII) O (PII)] and [(SLIII) O (SLII)]
* [ 1+2=*, & [
1
2
=&1&,
t [ 1+=2t, x [ 1+2=x,
:0 [
1
64
=&6, :$0 [ &
1
16
=&6&
1
4
=&3:,
: [
1
64
=&6, :$ [ &
1
16
=&6,
KIII [ =&2KII+
3
16
=&6&
1
16
=&4t+
1
2
=&3:, (=  0). (A.6)
[(PIV) O (PII)] and (SLIV) O (SLII)]
* [ =&3+223=&1*, & [ 2&23=&,
t [ &=&3+2&23=t, x [ =&3+223=&1x,
:0 [
1
16
=&12, :1 [
1
8
=&6+
1
2
:,
KIV [ 223=&1KII&
1
2
=&9+2&53=&5t&=&3:&2&73=&1t2, (=  0).
(A.7)
[(PII) O (PI)] and [(SLII) O (SLI)]
* [ =&5+=*, & [ =&1&,
t [ &6=&10+=2t, x [ =&5+=x,
: [ 4=&15,
KII [ =&2KI&
1
2
=&8t&
3
2
=&20, (=  0). (A.8)
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