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Capítulo 1
Preliminares
1.1. Resumen
Como parte de los avances logrados en la administración de proyectos de software se han
diseñado y construido tecnologías que facilitan su seguimiento y progreso. Dentro de estas
tecnologías se incluyen herramientas de software como los sistemas de control de versiones,
los sistemas de seguimiento de defectos y los sistemas de comunicación en tiempo real, que
mantienen registro de muchas de las actividades que se realizan al interior de los equipos de
desarrollo. Por esta razón en los últimos años, los investigadores han reconocido los beneficios
de extraer y analizar la información contenida en estas herramientas, con el objetivo particular
de estudiar y comprender aspectos relacionados con la organización de los desarrolladores y
con los patrones de contribución de los individuos.
En este orden de ideas, esta tesis presenta un modelo que permite medir las contribuciones de
los individuos en proyectos orientados a objetos y de código abierto. El modelo está basado
en las métricas clásicas de estimación de tamaño y complejidad de software, pero a diferencia
de éstas, considera los cambios realizados durante el ciclo de vida del software y no sólo las
características del producto final. Dicho modelo ha sido implementado en una herramienta
de software llamada DevMeter, que mide las contribuciones de los desarrolladores a partir de
los datos contenidos en repositorios de software, específicamente en sistemas de control de
versiones y en sistemas de seguimiento de defectos. Con el objetivo de probar la herramienta,
en la parte final de este trabajo se presenta un caso de estudio, en el que cinco proyectos
orientados a objetos, escritos en Java y de código abierto fueron analizados.
1.2. Introducción
La medición de características de productos de software y de los procesos involucrados en
su desarrollo ha sido planteada como un desafío por los expertos en ingeniería de software.
La industria y la academia han prestado especial atención a la medición de contribución de
1
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los desarrolladores desde los años sesenta, cuando los ingenieros identificaron los problemas
derivados del uso de métodos ah-hoc (ciclo programar - corregir) y nuevas metodologías para
el desarrollo de software fueron propuestas. Algunos modelos descritos en la literatura [1], [2],
[3], [4] han sugerido soluciones que buscan visualizar el progreso y planeación de los equipos,
mostrar puntos débiles en los productos liberados, identificar cuellos de botella al interior de
los grupos de trabajo y asegurar y monitorear la contribución de los desarrolladores.
Medir y monitorear a los desarrolladores de proyectos de software es importante para ad-
ministradores y lideres de equipo, porque los recursos humanos son el origen de la mayoría
de los costos y un buen equipo de trabajo es un factor esencial para el desempeño efectivo
del mismo [5]. Desafortunadamente solo la tercera parte de todas las compañías de software
sistemáticamente utilizan técnicas para medir sus productos y proyectos de desarrollo [6], la
razón está relacionada con las dificultades asociadas a la medición de aspectos no tangibles
como la contribución de los desarrolladores, que se ve afectada no sólo por la cantidad de
variables culturales, sociales, ambientales y antropológicas que influyen en el comportamiento
de los individuos, sino por la naturaleza de los problemas a los que ellos se ven enfrentados,
que de acuerdo con Casallas [7] distan mucho de parecerse a problemas de ingeniería común,
entre los que pueden incluirse, de manera muy simplificada, la construcción de un puente o la
instalación de una red eléctrica. Cuando se construye un producto de software, los requerim-
ientos no están claros desde el principio, los diseños no se pueden elaborar y validar de manera
completa antes de la construcción, el proceso de construcción no es predecible y no se dispone
de gente entrenada y especializada en la realización de labores específicas [7]. A esto se suma
el hecho de que los desarrolladores tienen altos niveles de variación en su productividad [5]
y que en la actualidad no sólo escriben código fuente, sino que se comunican con sus colegas
para coordinar actividades y usan una variedad de herramientas que producen y modifican
automáticamente el código fuente [1].
Varios sistemas, entre los que se incluyen los sistemas de control de versiones (SCV), los
sistemas de seguimiento de defectos (SSD) y los sistemas de comunicación en tiempo real
(SCRs), hoy son usados por muchos equipos de desarrollo para automatizar y facilitar la ad-
ministración del progreso de los proyectos de software. Dado que estos sistemas mantienen
gran cantidad de información, relacionada no sólo con la elaboración del producto sino con
todas las actividades que rodean su desarrollo, los investigadores han mostrado un interés
especial por estudiar los datos mantenidos en ellos. El estudio de estos datos ha conducido
al planteamiento de soluciones que buscan entender los procesos de desarrollo y evolución del
software [8], [9], [10], predecir futuras características de los sistemas [11], [12], [13], [14] empíri-
camente validar hipótesis y modelos y probar nuevas técnicas de desarrollo y administración
de productos de software.
Las investigaciones y trabajos realizados en la exploración, integración, procesamiento y análi-
sis de los datos contenidos en repositorios de software, han sido descritas mediante el término
Minería de Repositorios de Software[15]. La Minería de Repositorios de Software es un área
de investigación que busca transformar los registros mantenidos en repositorios de software,
en datos activos que permitan el descubrimiento de patrones en las metodologías usadas por
los equipos de desarrollo de software [16]. Con el éxito de los proyectos de código abierto, la
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cantidad de datos disponibles en estos repositorios ha crecido de manera exponencial1, lo que
ha dado oportunidades únicas para abordar desde otras perspectivas el problema de medición
de contribución [2], [3], [17], [18], [19]. Estas perspectivas se alejan de los modelos clásicos [20],
[21] como el conteo de líneas de código fuente y los puntos de función, en donde la medición
está enfocada sólo en el producto final de software.
Siguiendo las nuevas tendencias y aprovechando las oportunidades mencionadas, este docu-
mento presenta y describe un modelo que permite medir la contribución de los desarrolladores
en proyectos orientados a objetos y de código abierto. Este modelo busca examinar las acciones
realizadas por los desarrolladores en el código fuente y en los SSD, con el objetivo de proveer
una estimación de las contribuciones hechas por los individuos. Los cambios de código fuente
realizados en los SCV son analizados en cuatro niveles de granularidad diferentes: archivos,
clases, métodos y líneas y los registros almacenados en los SSD son examinados a nivel de
tarea, defecto y mejoramiento.
Este modelo está implementado en una herramienta de software llamada DevMeter, que puede
extraer, procesar e integrar automáticamente los datos contenidos en repositorios de software,
particularmente los cambios realizados al software en SCV y las tareas, mejoramientos y
defectos registrados en los SSD. Los valores de contribución calculados por la herramienta
están basados en un conjunto de métricas de tamaño y calidad de software, que pueden ser
visualizadas mediante el uso de gráficos que facilitan su comprensión. DevMeter puede extraer
y procesar datos desde Subversion2, Sourceforge3 y Google Code4, tres repositorios de software
ampliamente usados por los equipos de desarrollo de software de código abierto.
Con el objetivo de evaluar el modelo y probar la funcionalidad de la herramienta, en la parte
final de este documento se presentan los resultados de un estudio experimental, realizado sobre
un conjunto seleccionado de proyectos de software de código abierto. Para estos proyectos se
cuantificaron aspectos relacionados con la participación de los desarrolladores, el tamaño de
los equipos de trabajo, el número de commits5, archivos, clases, métodos y líneas cambiados
por los desarrolladores, la densidad de los defectos asignados a cada uno y la calidad de las
contribuciones realizadas.
1.3. Organización del Documento
Este documento está organizado en siete capítulos, cuyo contenido se describe de manera muy
general a continuación.
1SourceForge.net, el sitio web de desarrollo de software de código abierto más grande del mundo, tenía más
de 200.000 proyectos registrados en Abril de 2010.
2http://subversion.tigris.org
3http://sourceforge.net
4http://code.google.com
5
Commit es el término usado para referirse a la acción de enviar un conjunto de cambios desde la copia
de trabajo local hacía el repositorio central [22]. Sin embargo en este documento el término será usado para
referirse al conjunto de archivos que cambian juntos.
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En el Capítulo 1 se presenta un resumen y una introducción al problema de investigación,
adicionalmente se mencionan los trabajos realizados en el área de Minería de Repositorios de
Software y particularmente en el estudio de la contribución de los desarrolladores. Finalmente,
se señala la pertinencia del trabajo presentado y las metas, motivaciones y contribuciones de
la investigación realizada.
En el Capítulo 2 se presenta una definición del término contribución y un estado del arte de
los modelos usados para medir la contribución de los desarrolladores en proyectos comerciales
y de código abierto. Este capítulo está separado en dos secciones: modelos clásicos y modelos
modernos: en la sección 2.1 se describen los modelos clásicos, que miden la contribución de
los desarrolladores con base en el uso de métricas de tamaño y funcionalidad y en la sección
2.2 se explican los modelos modernos, que a diferencia de los anteriores se enfocan en el
estudio de los datos contenidos en repositorios de software. En la parte final de esta sección
se discuten además, las características de los proyectos de software de código abierto y se
presentan algunos aspectos relacionados con la participación de los desarrolladores.
En el Capítulo 3 se presenta una definición del término Minería de Repositorios de Software
y se describen las fuentes de datos, las metodologías y las aplicaciones de esta área de inves-
tigación. Específicamente, en la sección 3.1 se describen los sistemas de control de versiones,
los sistemas de seguimiento de defectos y las comunicaciones archivadas. En la sección 3.2
se describen las fases de preprocesamiento, análisis y visualización de datos, comunes a la
mayoría de trabajos publicados en la literatura y finalmente se mencionan las aplicaciones de
la Minería de Repositorios de Software en el planteamiento de soluciones a diversos problemas
identificados en el diseño e implementación de sistemas de software.
En el Capítulo 4 se describe un modelo de medición de contribución, se presenta una de-
scripción de los parámetros considerados en el modelo, se explican las razones que motivaron
la inclusión de cada uno de esos parámetros y se presenta una evaluación cualitativa de las
limitaciones del modelo propuesto. Específicamente, en la sección 4.1 se explican la funciones
matemáticas asociadas al modelo de contribución y cada uno de los parámetros incluidos
en dichas funciones; en la sección 4.2 se describe un grupo de métricas, basadas en el código
fuente agregado, modificado o eliminado; en la sección 4.3 se presenta un conjunto de métricas
que pueden ser usadas en la medición de actividades diferentes a la programación de código
fuente y en la sección 4.4 se mencionan otro tipo de métricas, enfocadas en la medición de la
calidad de los artefactos modificados. En la sección 4.5 se presenta una lista de motivaciones
y justificaciones que condujeron al planteamiento del modelo y finalmente en la sección 4.6 se
presenta una evaluación cualitativa de los riesgos a la validez del modelo propuesto.
En el Capítulo 5 se presenta la descripción de una herramienta de software llamada DevMeter,
que implementa el modelo propuesto y calcula las métricas asociadas. Específicamente, en la
sección 5.1 se presentan los requerimientos funcionales y no funcionales de la herramienta,
definidos con base en la experiencia de algunos de desarrolladores de software y las necesi-
dades reportadas en la literatura. En la sección 5.2 se describen las capas que conforman la
arquitectura de DevMeter, particularmente se describen las capas de extracción e integración
de datos, cálculo de métricas y visualización de información y finalmente, en la sección 5.3 se
menciona cómo acceder a los documentos de instalación y utilización de la herramienta.
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En el Capítulo 6 se presenta un caso de estudio que incluye el análisis de cinco proyectos
orientados a objetos y de código abierto, usando la herramienta de software DevMeter. En la
sección 6.1 se presenta una descripción de los proyectos analizados y las razones que motivaron
su selección; en la sección 6.2 se describe la realización de algunas actividades preliminares
y en las secciones 6.3, 6.4, 6.5 y 6.6 se presentan los datos obtenidos y un análisis de los
resultados más interesantes.
Finalmente, en el Capítulo 7 se discuten los aspectos principales del trabajo de investigación
presentado, se mencionan las conclusiones obtenidas a partir del planteamiento del modelo
y su aplicación en el análisis de proyectos reales y se proponen varias actividades y desafíos
como trabajo futuro.
Capítulo 2
Contribución de los Desarrolladores
Aunque el término contribución ha sido usado en el área de Ingeniería de Software para
referirse al trabajo realizado por los desarrolladores de software, en la literatura es frecuente
encontrar expresiones como actividad, participación, esfuerzo o desempeño, que hacen referen-
cia al mismo significado [1]. El término esfuerzo ha sido definido por autores como Walston [23]
y Basili [24] como el número de hombres-día u hombres-mes requeridos en la implementación
de un producto de software, pero dado que finalmente hace referencia al trabajo realizado por
cada desarrollador, en este documento se usa como un sinónimo del término contribución.
Siguiendo esta definición, en este capítulo se presentan algunos modelos de medición de con-
tribución planteados en la literatura. Estos modelos han sido clasificados en clásicos y moder-
nos, de acuerdo con los datos y metodologías usados por cada uno. En los modelos clásicos las
mediciones están basadas en los datos tomados de la versión final del producto de software,
mientras en los modelos modernos las métricas están orientadas hacía el estudio de los datos
contenidos en repositorios de software. En la parte final se discuten las características de los
proyectos de software de código abierto y se presentan algunos descubrimientos relacionados
con la participación de los desarrolladores.
2.1. Modelos Clásicos
Los modelos clásicos de medición de esfuerzo agrupan diversas métricas para estimar la con-
tribución de los individuos, propuestas entre los años sesentas y noventas. Es importante
recordar que durante esos años, los modelos en cascada [25] y en espiral [26] fueron las
metodologías utilizadas comúnmente por las fabricas de software, razón por la cual los mod-
elos clásicos consideraron variables calculadas sólo sobre el producto final. Las métricas más
comunes consideraron el número de líneas de código fuente y los puntos de función imple-
mentados por cada desarrollador y fueron calculadas mediante la utilización de formatos o
encuestas diligenciadas por los mismos desarrolladores. A continuación se presenta una reseña
de algunas de las métricas clásicas más famosas.
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2.1.1. Medición basada en Código Fuente
Las mediciones basadas en código fuente fueron usadas en el pasado para calcular y evaluar la
productividad de las personas en proyectos de software. El término productividad fue definido
por Fenton [27] como el tamaño sobre el esfuerzo (ver ecuación 2.1), en donde el tamaño puede
ser medido mediante el número de líneas de código fuente y el esfuerzo mediante el número
de personas-día o personas-mes requeridos en la implementación de ese código fuente.
Productividad =
Taman˜o
Esfuerzo
(2.1)
Los trabajos más importantes realizados en medición de productividad fueron realizados por
Basili [24], Jones [28], [29], [30], Lorenz, Kidd [31], [32], Card, Scalzo [20] y Chidamer [33].
Basili [24] definió las líneas de código fuente como las líneas contenidas en el producto final
liberado y las clasificó en LOCs y SLOCs: una LOC es cualquier línea de texto (incluidos los
comentarios y las líneas en blanco) en un programa de software y una SLOC es una línea
física de código fuente que termina en un salto de línea y que no es un comentario o una línea
en blanco.
Basili [24] además definió las líneas nuevas NLOCs y las líneas desarrolladas DLOC s: una
NLOC es una línea de código fuente que no pertenece a código reusado (un bloque de código
se considera reusado si fue implementado para un proyecto diferente y menos del 20% de su
código fue cambiado) y un DLOC es una línea nueva o una reusada. El número de DLOCs
equivale a la suma del número de NLOCs y el 20% de las líneas reusadas, como se ilustra en
la ecuación 2.2 (la sobrecarga del 20% es usada como una estimación del esfuerzo requerido
en la integración y pruebas del código reusado).
DLOC = NLOC + 20% (LOC −NLOC) (2.2)
Basili [24] también definió el número de módulos M y NM implementados por un desar-
rollador: un módulo M representa a las unidades compilables en la versión final del mismo
y un módulo NM es un módulo no reusado (un módulo se considera como reusado si fue
desarrollado para un proyecto diferente y menos del 20% de su código fue modificado).
Lorenz [31] propuso en 1993 once métricas para medir el tamaño de sistemas de software
escritos en lenguajes OO, aunque éstas han sido consideradas por otros autores [21] como una
guía para el diseño y desarrollo de sistemas, más que un conjunto de valores cuantitativos, en
la Tabla 2.1 se presenta una descripción de cada una.
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Tabla 2.1: Métricas de Lorenz para proyectos OO
# Métrica Valores Normativos
1 Número promedio de LOC por método Menor a 24 LOC
2 Número promedio de métodos por clase Menor a 20 métodos
3 Número promedio de variables por clase Menor a 6 variables
4 Nivel de anidamiento en la jerarquía de clases Menor a 6 desde la raíz
5 Número de relaciones entre subsistemas Menor a 6
6 Número de relaciones clase/clase en cada
subsistema
Alto, aunque no se
especifica un valor umbral
este valor está relacionado
con los valores de cohesión
en un mismo subsistema
7 Uso de variables de instancia -
8 Número promedio de comentarios por método Mayor a 1
9 Número de problemas reportados por clase Bajo, no se especifica un
valor umbral
10 Número de veces que una clase es reusada -
11 Tasa de crecimiento del número de clases Constante si se está usando
un metodología iterativa
Tomado de [21]
En 1994, Chidamber y Kemerer [33] propusieron seis métricas de complejidad y diseño OO.
Estas métricas, que comúnmente han sido referidas como métricas CK, incluyen los métodos
por clase WMC (sigla en inglés de Weighted Methods per Class), la profundidad de la herencia
entre las clases DIT (sigla en inglés de Depth of Inheritance Tree), el número de clases sucesoras
de una clase raíz NOC (sigla en inglés de Number of Children of a Class), el acoplamiento
entre clases CBO (sigla en inglés de Coupling Between Object Classes) y la falta de cohesión
sobre los métodos LCOM (Lack of Cohesion on Methods). En la Tabla 2.2 se describe la
metodología sugerida por el autor para calcular estas métricas.
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Tabla 2.2: Metodologías usadas en el cálculo de las métricas CK
# Métrica Metodología de Cálculo
1 WMC Sumar las complejidades ciclomáticas de los métodos en una
clase.
2 DIT Medir la longitud máxima en la herencia de clases desde la
clase objetivo hasta la clase raíz.
3 NOC Contar el número de subclases de una clase en la herencia.
4 CBO Contar el número de clases acopladas, dos clases se consideran
acopladas si una invoca al menos una de las funciones de la
otra.
5 RFC Contar el número de métodos que pueden ser ejecutados como
respuesta a un mensaje recibido por la clase.
6 LCOM Medir la cohesión de la clase, el término cohesión se usa para
describir qué tan relacionados están los métodos y variables de
una clase.
Tomado de [21]
En el mismo año, Lorenz y Kidd [32] realizaron un estudio para medir la productividad de
cuatro proyectos escritos en Smalltalk y dos proyectos escritos en C++. Los autores encon-
traron que las clases que encapsulan la esencia del negocio normalmente toman más tiempo
de desarrollo y requieren mayor intervención por parte de los expertos, mientras que las clases
maduras típicamente tienen más métodos pero requieren menos tiempo de desarrollo.
Kan en 2003 [21] realizo un estado del arte de los trabajos presentados en el pasado y midió la
productividad en términos del número de clases y métodos implementados por persona-mes y
persona-año. El autor realizó un seguimiento sobre el esfuerzo de los desarrolladores de cinco
proyectos OO en IBM, específicamente en las fases de diseño, desarrollo y pruebas y mostró
que el número de clases escritas por una persona en un mes varia de 2.8 a 6 clases y que el
valor medio de las clases es de 4.4.
A diferencia de estos autores, Fenton [27] y Albrecht [34] cuestionaron las métricas basadas en
código fuente, por considerarlas superficiales y poco ajustadas a la definición de productividad,
ya que el término productividad en economía es definido como “la tasa de producción por
unidad de insumo, usada en la medición del crecimiento de capital y en el aseguramiento del
uso efectivo de la mano de obra, los materiales y los equipos”1 y de acuerdo con los autores,
la ecuación de productividad basada en código fuente, no tiene en cuenta el uso efectivo de
la mano de obra y los materiales. De acuerdo con ellos, las medidas basadas en “días” no
especifican si el día es de 8, 12 o 16 horas y no consideran que un día de 8 horas de trabajo
puede significar 8 horas de esfuerzo productivo para una persona pero solo 2 para otra. Fenton
y Albretch cuestionaron también el tratamiento que estas métricas le dieron a los procesos
de desarrollo, ya que los consideraban como simples procesos de manufactura e ignoraban la
calidad y la utilidad de los productos generados. Estas razones motivaron el planteamiento
1Definición tomada del Oxford English Dictionary
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de una nueva métrica de productividad, basada en los puntos de función, desarrollados por
Albretch [34] en 1979. En la siguiente sección se explican con mayor detalle el significado
de los puntos de función y las ventajas y desventajas identificadas en el uso de este tipo de
métricas.
2.1.2. Medición basada en Puntos de Función
Albrecht [34] desarrolló en 1979 una metodología para estimar la cantidad de funcionalidad
de un sistema de software con el propósito de superar muchas de las dificultades reportadas
en el uso de líneas de código fuente como estimadores de tamaño. La función de un sistema
de software fue cuantificada usando los puntos de función, específicamente usando la suma
ponderada del número de entradas, salidas, archivos maestro e informaciones generadas o pro-
ducidas por el sistema en consideración. Albrecht estableció que las ponderaciones utilizadas
en la ecuación debían ser determinadas de manera particular para cada proyecto y sugirió que
éstas estaban sujetas al debate y juicio de los expertos. Los puntos de función fueron usados
en el desarrollo de una nueva métrica de productividad [35], calculada a partir del número de
puntos de función implementados por unidad de trabajo-mes como se ilustra en la ecuación
2.3.
Productividad =
Puntos de Funcio´n Implementados
Esfuerzo
(2.3)
A pesar de que esta métrica no estaba sujeta al lenguaje de programación o a las expansiones
de código fuente generadas por el uso de macros, muchos administradores [27] encontraron
que los puntos de función eran medidas poco tangibles y difíciles de calcular, razón por la cual
prefirieron la utilización de líneas de código fuente. Este hecho llevo a que Albrecht y Gaffney
publicaran en 1983 [35] varias investigaciones empíricas que mostraron la correspondencia y
la fuerte equivalencia entre los puntos de función y las SLOCs.
2.2. Modelos Modernos Aplicados a Proyectos de Código Abier-
to
En esta sección se presentan y describen algunos de los modelos de medición de esfuerzo
más famosos planteados después del año 2000. En este documento se han clasificado como
modernos a aquellos modelos que utilizan los datos contenidos en repositorios de software para
medir la participación de los individuos en proyectos de software libre o de código abierto. Los
trabajos más sobresalientes en este campo son los conducidos por Amor [2], González [2] y
Gousios [18], pero antes de entrar en detalle con la descripción de estos modelos, en la siguiente
sección se aclaran las definiciones de “Software Libre” y “Software de Código Abierto” y se
mencionan algunos estudios orientados al análisis de la organización social detrás de estos
proyectos.
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2.2.1. Software Libre o de Código Abierto
Dado que las diferencias más sobresalientes entre las expresiones Software Libre y Software de
Código Abierto están relacionadas con aspectos morales, políticos y legales, en este documento
se usarán las expresiones proyectos FLOSS (Free/Libre/Open Source Software) o proyectos
de código abierto para referirse a todas aquellas aplicaciones cuyo código es distribuido bajo
las licencias que conforman la definición de software libre o software de código abierto y
particularmente para describir aquellos proyectos cuyo código fuente y repositorios de software
están disponibles para uso público y de forma gratuita y libre.
Los proyectos FLOSS han sido materia de investigación en Ingeniería de Software por los
métodos y procesos de desarrollo que evidencian y que en la mayoría de los casos son el origen
del éxito obtenido entre los usuarios. A pesar de que las definiciones de “Software Libre”
y “Software de Código Abierto” no especifican la metodología que debe usarse durante el
desarrollo de los programas, la experiencia de los últimos 20 años y los estudios realizados
[36], [37], [38] han mostrado que esos proyectos siguen ciertas prácticas y usan un conjunto
común de herramientas de administración que tienden a lograr el éxito de los proyectos.
De acuerdo con Robles [39], desde la perspectiva de la Ingeniería de Software, los proyectos
FLOSS tienen características interesantes que los convierten en motivo de estudio y entre
las que sobresalen: el modelo de desarrollo abierto a ocasionales contribuidores (a los que
se les ofrece la posibilidad de integrarse al equipo de desarrollo en el futuro), la cantidad
de contribuciones que provienen de voluntarios, los ambientes distribuidos y colaborativos
de desarrollo, las redes sociales de profesionales y programadores novatos, las interacciones
frecuentes con usuarios finales, el uso de herramientas de comunicación y administración y la
flexibilidad de los modelos de administración y seguimiento utilizados.
Estas características han sido abordadas por varios autores en el estudio de proyectos FLOSS,
sin embargo mencionar los trabajos realizados sobre todas es un tema que se sale de los
objetivos de este documento, razón por la cual en la siguiente sección sólo se describen los
resultados relacionados con el estudio de los desarrolladores, la cantidad de sus contribuciones
y las interacciones que ocurren al interior de los equipos.
2.2.2. Participación de los Desarrolladores
La estructura social detrás de los proyectos FLOSS ha sido causa de estudio no sólo por la gran
participación de voluntarios y los comportamientos que emergen a partir de sus interacciones,
sino porque la administración de los recursos humanos es el origen de la mayoría de los costos
y es parte importante de los procesos de desarrollo.
En este sentido, dos de los trabajos más citados y sobresalientes en el estudio de los procesos y
estructuras sociales de los proyectos FLOSS fueron realizados por Mockus, Fielding y Herbsleb
en los años 2000 [36] y 2002 [37], respectivamente. En el primer trabajo, los autores examinaron
los procesos de desarrollo del servidor web Apache y en el segundo analizaron adicionalmente
el navegador de internet Mozilla. En los dos trabajos, los autores usaron los datos contenidos
en los repositorios de versionamiento CVS, en los sistemas de seguimiento de defectos y en
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las listas de correo con el objetivo de cuantificar aspectos relacionados con la participación de
los desarrolladores, el tamaño de los equipos centrales de desarrollo2, la propiedad del código
fuente, la productividad, la densidad de defectos y los intervalos de resolución de problemas.
Para el proyecto Apache los investigadores encontraron que todos los desarrolladores son
voluntarios, que ninguno trabaja exclusivamente en el proyecto, que el equipo de desarrollo
está conformado por 25 personas y que cualquier voluntario nominado por el equipo puede
integrarse siempre que cumpla con las políticas establecidas. En términos cuantitativos, los
autores encontraron que desde la primera liberación del software han participado casi 400
individuos en el sistema CVS, de los cuales 182 han contribuido resolviendo conflictos y 249
enviando código fuente con nuevos mejoramientos. Adicionalmente, encontraron que 3060
personas diferentes han reportado 3975 defectos, de los que sólo 591 han causado cambios en
el código fuente o la documentación.
Para el proyecto Mozilla, los investigadores observaron que a diferencia de Apache, sí exis-
ten desarrolladores dedicados exclusivamente al proyecto, un grupo pequeño de 12 personas
(tamaño medido en el momento de escritura del articulo) coordina el proyecto y guía los
procesos, pero sólo 4 de ellas se dedican exclusivamente a la implementación de software. En
términos cuantitativos, los autores encontraron que 486 personas han contribuido con código
fuente y 412 han corregido defectos. Adicionalmente, con base en los datos de Bugzilla, en-
contraron que 6837 personas han reportado cerca de 58000 defectos, de los cuales 11616 han
causado cambios en el código fuente o la documentación.
Mockus, Fielding y Herbsleb concluyeron que los proyectos no tan grades no requieren mecan-
ismos formales de comunicación y no refieren calendarios de planeación. Ellos infirieron que
los proyectos grandes se dividen en subproyectos más pequeños, lo que lleva a la designación
de un miembro del grupo central por módulo o subproyecto. Dado que para los proyectos
FLOSS la independencia de módulos es vital, los autores encontraron que estos proyectos son
mucho más modulares que los proyectos comerciales y concluyeron que la densidad de defectos
reportada en proyectos FLOSS es baja y el tiempo que toma resolver los defectos es mucho
menor que en los proyectos comerciales.
A partir del trabajo realizado por Mockus, Fielding y Herbsleb, muchos autores realizaron
estudios similares sobre proyectos diferentes. Algunos de estos estudios incluyen los trabajos
de Koch y Schneider [38], [40], Liu, Stroulia y Erdogmus [41], Dinh-Trong y Bieman [42], [43],
y Herraiz, Robles y González [44], a continuación se presenta una descripción de cada uno.
En 2002, Koch [40] analizó y desarrolló un modelo para estimar el esfuerzo y la participación de
los programadores en proyectos FLOSS, específicamente usó un caso de estudio para generar y
probar dos hipótesis: la primera relacionada con la función de distribución de la mano de obra
en proyectos FLOSS y proyectos comerciales y la segunda relacionada con las estimaciones
de esfuerzo en proyectos de código abierto. A partir de los datos obtenidos de los repositorios
de software de cerca de 8000 proyectos en Sourceforge.net, el autor logró confirmar que la
2El equipo central de desarrollo es el encargado de tomar las decisiones más importantes para el proyecto.
Por lo general son personas que trabajan tiempo completo en la implementación de los sistemas, reciben
remuneración económica y están a cargo de la selección de nuevos integrantes y del subconjunto del código
fuente que puede ser incluido en cada liberación oficial del software.
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distribución de la mano de obra hasta la fase de operación es similar en proyectos de código
abierto y en proyectos comerciales y consiguió probar que las estimaciones de esfuerzo para
proyectos de código abierto basadas en la participación de los desarrolladores son menores
que aquellas que se basan en las métricas de salida como el número de líneas de código fuente.
En 2005, Liu, Stroulia y Erdogmus [41] reportaron un caso de estudio sobre un proyecto
pequeño de código abierto usando CVSCheker, un plugin de Eclipse diseñado para analizar
el desempeño de los desarrolladores y los patrones de distribución de trabajo al interior de los
equipos. En la Sección 2.2.4 se presenta una descripción más detallada de la funcionalidad de la
herramienta. Con base en los gráficos generados por CVSChecker los autores lograron deducir
los hitos del proyecto y consiguieron identificar las identidades de los desarrolladores del grupo
central. A partir de esas observaciones, los investigadores concluyeron que los líderes realizan
un gran número de operaciones de modificación y por lo general asumen el rol de arquitectos,
razón por la cual sus contribuciones tienen alto impacto en la estructura y evolución de los
proyectos.
En el mismo año, Dinh-Trong y Bieman [43] condujeron un caso de estudio sobre el proyecto
FreeBSD, una versión de código abierto del sistema operativo Unix. A partir de los resultados
de Mockus, Fielding y Herbsleb [37] los autores plantearon siete hipótesis relacionadas con
los procesos de desarrollo y la participación de los desarrolladores: la hipótesis 1 afirmó que
los proyectos FLOSS tienen un núcleo de desarrolladores, de 10 a 15 personas, que controlan
el código base y crean aproximadamente el 80% de la nueva funcionalidad; la hipótesis 2
sostuvo que mecanismos formales de comunicación y coordinación como procesos explícitos
de desarrollo y propiedad del código fuente son necesarios si el grupo central de desarrollo está
formado por más de 15 personas; la hipótesis 3 afirmó que un grupo grande de personas se
encarga de la reparación de los defectos y un grupo aún más grande de la detección y el reporte
de los mismos; la hipótesis 4 sostuvo que un gran número de personas con responsabilidades
de detección y reparación de defectos son requeridas para evitar el fracaso del proyecto; la
hipótesis 5 afirmó que la densidad de defectos en proyectos de código abierto es más baja que
en proyectos comerciales; la hipótesis 6 sostuvo que en proyectos exitosos los desarrolladores
además de ser programadores son usuarios del software y finalmente la hipótesis 7 enunció que
en los proyectos FLOSS los problemas reportados por los usuarios son rápidamente corregidos.
Como resultado los autores replantearon las hipótesis 1, 2 y 5, validaron las conjeturas 3 y 6
y no lograron evaluar las hipótesis 4 y 7.
También en 2005, Ghosh [45] llevo a cabo un estudio que a diferencia de los anteriores no se
basó en los datos contenidos en repositorios de software, sino en las respuestas dadas por los
desarrolladores a una encuesta diseñada y aplicada por él. El estudio experimental involucró a
2774 desarrolladores de proyectos FLOSS, a los que se les preguntó por los motivos personales,
éticos, políticos y económicos que estimularon su participación en este tipo de proyectos. Los
resultados mostraron que cerca del 98.8% de los encuestados son hombres y que el 60% se
encuentran en el rango de edad de los 16 a 25 años; el 41% resulto ser soltero y el 17% reportó
tener hijos. Con respecto a las motivaciones que los llevaron a involucrarse en este tipo de
proyectos, cerca del 80% afirmó que lo hizo para aprender y desarrollar nuevas habilidades y
menos del 5% respondió que por dinero. El autor encontró que la distribución de las respuestas
relacionadas con la organización de los equipos era muy similar a la curva de Lorenz, un patrón
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ya reportado por otros investigadores [43], [44] y que del total de encuestados el 32% es líder
de un solo proyecto, mientras sólo el 2% lidera más de 5 proyectos.
Finalmente en el año 2006, Herraiz, Robles y González [44] midieron la actividad y partici-
pación de miles de contribuyentes del proyecto GNOME durante varios años. Ellos estudiaron
los datos contenidos en los sistemas de versionamiento, las listas de correo y los sistemas de
seguimiento de defectos y encontraron alta correlación entre el número de defectos, el número
de mensajes y el número de commits, así como entre el número de personas que participan
en listas de correo, reportan defectos y cambian código fuente. Además encontraron que la
evolución de esos parámetros en el tiempo sigue la distribución de la curva de Lorenz y que
con las correlaciones encontradas era posible describir la evolución del tamaño de un proyecto,
el costo asociado al desarrollo y la participación de las personas.
Estos estudios experimentales permitieron determinar muchas de las propiedades que carac-
terizan hoy a los proyectos FLOSS y fueron la base de los modelos de medición de contribución
que años después se plantearon y que en este documento han sido clasificados como mode-
los modernos. En la siguiente sección se describen tres de los primeros modelos planteados,
debido a que la medición de contribución usando repositorios de software es un campo de
investigación nuevo sólo se incluyen los realizados por Koch y Schneider [38], [40], [46], Amor,
Robles y González [2], [3] y Gousios, Kalliamvakou y Spinellis [18], [1], [47], [48].
2.2.3. Modelos Propuestos
El primer trabajo reportado en la literatura fue realizado por Koch y Schneider en 2002 [40],
ellos presentaron una metodología de investigación de ingeniería de software en proyectos de
código abierto usando los datos disponibles en repositorios públicos de software. Específica-
mente, los autores usaron métricas como: las líneas de código fuente, los commits, la experi-
encia de los desarrolladores dentro de los proyectos, los tiempos de evolución de los archivos
y el número de correos enviados en listas de correo, para estudiar y estimar el esfuerzo en
proyectos FLOSS, a continuación se describe con mayor detalle cada métrica.
La primera métrica midió el tamaño de los cambios realizados por un desarrollador en términos
del número de líneas de código fuente LOC, que resultan de restar las líneas eliminadas de
las agregadas; la segunda métrica midió el número de commits en CVS realizados por cada
desarrollador, estudios realizados usando esta métrica mostraron que la mayor parte de los
desarrolladores contribuye con una cantidad pequeña de commits; la tercera métrica midió la
experiencia de los desarrolladores dentro del proyecto usando la diferencia entre las fechas del
primer y último commit; la cuarta métrica consideró el tiempo empleado en la implementación
de cada archivo usando la diferencia entre las fechas del primer y último commit y finalmente,
la última evaluó el número de correos enviados por cada individuo.
Siguiendo el interés ya despertado a raíz de los estudios realizados, en 2006 Amor, Robles y
González [2] propusieron que los modelos de estimación de esfuerzo podían ser mejorados con
el uso de los datos disponibles en repositorios de código abierto. Su propuesta estuvo enfocada
en la caracterización de la actividad de los desarrolladores con base en el análisis de las op-
eraciones realizadas en repositorios de versionamiento, la participación en listas de correo y el
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tiempo empleado en el seguimiento y corrección de defectos. Los autores plantearon un modelo
de estimación de costos basado en la suma de costos internos y externos, ellos relacionaron
los costos internos con los recursos invertidos en el sostenimiento de los desarrolladores ded-
icados exclusivamente a la implementación del proyecto y asociaron los costos externos a los
invertidos en el mantenimiento de los individuos que colaboran de manera voluntaria en el
desarrollo del software, aunque ellos no representen costos directos para las compañías.
Para determinar el valor del esfuerzo, los autores definieron la actividad de cada desarrollador
(ver ecuación 2.4) como la suma de la producción y el mantenimiento del código fuente, el
cual puede ser medido con base en los datos disponibles en los sistemas de versionamiento
(identificados con CV S); las actividades de comunicación, que pueden ser calculadas a partir
de la participación en listas de correo (señaladas como ML) y las actividades de corrección
de defectos, que pueden ser evaluadas con base en el tiempo empleado en la administración y
corrección de defectos en sistemas de seguimiento de defectos (marcados como BTS).
esfuerzo = a • h (CV S) + b • j (ML) + c • k (BTS) + d (2.4)
Aunque los autores presentaron un conjunto de herramientas que automatizan la extracción
de los datos y sugieren algunas metodologías para probar el modelo, aún no se han obtenido
resultados que permitan validar las métricas propuestas.
Gousios, Kalliamvakou y Spinellis [18] presentaron en 2008 un modelo para medir la actividad
de los desarrolladores en proyectos distribuidos de código abierto, que usan metodologías
ágiles. El modelo combinó las métricas de contribución clásicas con los datos extraídos de
repositorios de software, y a diferencia de las prácticas de medición clásicas, no sólo consideró
el código fuente como métrica de contribución, sino que examinó el tiempo empleado en
actividades de comunicación y manipulación de herramientas de desarrollo. Específicamente
para un desarrollador d, la función de contribución C (d) (ver ecuación 2.5) fue definida como
la suma del número de líneas de código fuente LoC (d) más un factor de contribución CF (d).
C (d) = LoC (d) + CF (d) (2.5)
El factor de contribución CF (d) fue obtenido a partir de las acciones clasificadas como con-
tribución, particularmente el valor de cada acción fue multiplicado por un valor positivo o
negativo, de acuerdo con el efecto que ésta tenía en el desarrollo. El valor de las variables A∗,
que representan a la suma de las acciones realizadas sobre un repositorio ∗ fue ponderada por
las constantes α, β, γ, δ y ε , que equivalen al peso que tienen las acciones de los repositorios
en el proyecto analizado (ver ecuación 2.6). En la Tabla 2.3 se presenta la lista de las acciones
identificadas por los autores para cada repositorio de software.
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Tabla 2.3: Acciones sobre repositorios de software
Repositorio Acción Efecto
Sistema de Control
de Versiones
Agregar líneas de código de buena o mala calidad
Hacer commit de un nuevo archivo o directorio
Hacer commit de código que genera o cierra un
defecto
Agregar/Cambiar documentación
Hacer commit que arregla el estilo del código
Hacer commit de más de X archivos
Hacer commit de archivos de documentación
Hacer commit de archivos de traducción
Hacer commit de archivos binarios
Hacer commit sin comentarios
Hacer commit de un comentario que incluye el
número del defecto
P/N
P
N/P
P
P
N
P
P
N
N
P
Listas de Correo -
Foros
Responder a un hilo de discusión
Empezar un nuevo hilo
Participar en una discusión hostil y grosera
Cerrar un hilo persistente
P
P
N
P
Base de Datos de
Defectos
Cerrar un defecto
Reportar un defecto confirmado o inválido
Cerrar un defecto que luego es reabierto
Comentar sobre un reporte de defecto
P
P/N
N
P
Wiki Empezar una nueva página en el wiki
Actualizar un página del wiki
Enlazar una página del wiki desde la documentación
P
P
P
IRC Participar frecuentemente en una IRC
Responder preguntas dirigidas
P
P
P = Positivo
N = Negativo
Tomado de [18]
CF (d) = α ∗Arep + β ∗Aml + γ ∗Abug + δ ∗Awiki + ε ∗Airc (2.6)
Finalmente, un año después los mismos autores [1] replantearon su modelo, actualizaron la
lista de acciones consideradas como contribución y presentaron los resultados de un exper-
imento realizado sobre 48 subproyectos del proyecto GNOME, que busco probar y evaluar
las métricas propuestas. En el nuevo modelo sólo se consideraron las acciones ejecutadas y se
desestimó el número de líneas de código fuente LoC (d) de la ecuación 2.5. Para cada desar-
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rollador d, n denotó el número de acciones y cada acción i fue asociada a dos funciones (ver
ecuaciones 2.7 y 2.8):
ci : Desarrolladores→ R (2.7)
Ci : Desarrolladores→ [0, 1] (2.8)
ci (d) representó el número total de acciones identificadas para cada desarrollador d en la
acción i, mientras Ci (d) fue asociado al porcentaje correspondiente (ci (d) dividido por la
suma del trabajo de todos los desarrolladores en esa acción) como se muestra en la ecuación
2.9.
Ci (d) =
ci (d)∑k
j=1 ci (dj)
(2.9)
Los autores sugirieron el uso de los pesos w1, . . . , wn ∈ [0, 1] y la asignación arbitraria por parte
del usuario de los pesos W1, . . . ,Wn ∈ R para representar la importancia de cada repositorio,
como se muestra en las ecuaciones 2.10 y 2.11.
Ctotal (d) =
n∑
i=1
wiCi (d) (2.10)
Ctotal (d) =
∑n
i=1 WiCi (d)∑n
i=1 Wi
(2.11)
Con la invariante para cualquier i,
k∑
j=1
Ci (dj) = 1
Finalmente, es importante mencionar que dado que los modelos descritos antes son relati-
vamente nuevos, no se han discutido las ventajas y desventajas de cada uno y tampoco se
han presentado estudios que busquen comparar su utilización con la de los modelos clásicos,
modelos que ya no se ajustan a las características de los procesos de desarrollo actuales y
que encuentran cada vez más opositores que los consideran inexactos y poco flexibles. En la
siguiente sección se describen algunas herramientas para la automatización de la extracción
y procesamiento de los datos contenidos en repositorios de software.
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2.2.4. Herramientas
Varias herramientas de software han sido implementadas con el propósito de automatizar los
procesos realizados en el cálculo de los modelos modernos. Estas herramientas han buscado
extraer, procesar, analizar y visualizar los datos contenidos en repositorios de software. Las
herramientas más citadas en la literatura son CVSAnalY [4], GlueTheos [49], CVSChecker [41],
Alitheia [47] y Programeter3, a continuación se presenta una descripción de la funcionalidad
ofrecida por cada una.
CVSAnalY [4] es una herramienta que extrae información estadística de los registros históricos
de un repositorio CVS o Subversion, para lo cual usa un módulo que se encarga de transformar
los registros de los logs a una base de datos SQL. CVSAnalY fue liberada bajo los términos
de la licencia GNU General Public License y ha sido usada para estudiar en detalle el proceso
de desarrollo y las consecuencias técnicas, sociales y económicas del software libre, particular-
mente de los proyectos KDE, GNOME y Apache. La metodología usada por la herramienta
comprende la ejecución de tres pasos: preprocesamiento, inserción en la base de datos y post-
procesamiento. El preprocesamiento incluye la descarga de los datos desde el repositorio CVS
y la transformación de los registros en los logs en un formato estructurado; la inserción en
la base de datos incluye la ejecución de algunos procesos de optimización y condensación de
datos y el postprocesamiento se realiza mediante la utilización de varios scripts, que interac-
túan con la base de datos para producir análisis estadísticos, calcular índices de concentración
y generar gráficos de evolución. Finalmente, la herramienta tiene una interfaz web llamada
CVSAnalY-Web, que permite recuperar y analizar de forma fácil los datos obtenidos. A difer-
encia de CVSAnalY, CVSAnalY-Web sólo ha sido usada en un contexto cerrado, razón por
la cual no está disponible para uso público.
GlueTheos [49] es una herramienta que extrae datos de los sistemas de versionamiento usando
el concepto de ventanas de tiempo. La arquitectura de GlueTheos está formada por un núcleo
de scripts que coordinan los procesos realizados por los módulos de descarga, análisis, almace-
namiento y generación de reportes. Los módulos de entrada se encargan de la descarga de los
datos desde los repositorios de código fuente; los módulos de análisis tienen la responsabilidad
de calcular información no explícita en los datos descargados, como el número de líneas de
código fuente por archivo y la identidad de los autores; los módulos de almacenamiento se
encargan de guardar los datos obtenidos en la sección previa, como un conjunto de archivos
XML o una base de datos SQL y los módulos de generación de reportes tienen a su cargo la
presentación de los datos en tablas y gráficos.
CVSChecker [41] es un plugin de Eclipse que hace parte de los componentes del sistema
JReflex. La herramienta se desarrolló con el objetivo de examinar el proceso de desarrollo
desde varias perspectivas, que incluyen la colaboración, el rol de cada desarrollador y la
evolución de los artefactos. El proceso de análisis de un proyecto involucra la ejecución de
cuatro pasos: recolección de datos, visualización, extracción de conocimiento y generación
de reportes. La recolección de datos incluye la extracción de las revisiones generadas para
cada módulo y la información de cada desarrollador; la visualización incluye la generación de
3http://www.programeter.com/
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cuatro tipos diferentes de gráficos: distribución de la actividad en CVS de cada desarrollador
en el tiempo, distribución de los tipos de operaciones CVS realizados por cada individuo,
distribución de los tipos de operaciones CVS realizados sobre cada archivo y las líneas de
código fuente agregadas y eliminadas por cada persona sobre cada archivo y finalmente la
generación de reportes incluye la producción de tablas con los datos obtenidos como una
alternativa a las visualizaciones obtenidas.
Alitheia Core [47], [48] es una plataforma extensible para monitorear la calidad del software,
desarrollada por el proyecto SQO-OSS. El proyecto está diseñado con el objetivo de facilitar la
investigación en ingeniería de software sobre grandes y diversas fuentes de datos. El sistema usa
una arquitectura de tres capas orientada a servicios web: la primera capa contiene los módulos
de acceso a datos y consiste de dos componentes básicos: el servicio de la base de datos y
la pila de acceso a datos; la capa intermedia contiene el núcleo de procesamiento, que está
modelado como un bus de integración con servicios que pueden ser accedidos vía una interfaz
web y la tercera capa, a cargo de la presentación de los resultados, contiene una interfaz web
y una interfaz para la interacción con otros plugins de Eclipse, el sistema está disponible en
el sitio web http://www.sqo-oss.org/xwiki/bin/view/About/What+Is+Alitheia+Core.
Finalmente, PrograMeter4 es una plataforma comercial para extraer y calcular el valor de un
conjunto de métricas relacionadas con el ciclo de vida de productos de software. La herramien-
ta extrae la densidad de los comentarios en el código fuente, la madurez que el código adquiere
en la evolución del producto, la estabilidad del código en el repositorio de versionamiento y la
cantidad de esfuerzo de cada desarrollador, a partir de los datos contenidos en las herramien-
tas de desarrollo usadas. El sistema presenta un conjunto de métricas que buscan medir el
conocimiento y la experiencia adquiridos por los desarrolladores durante la implementación
de los productos.
4http://www.programeter.com/
Capítulo 3
Minería de Repositorios de Software
El término Minería de Repositorios de Software (MRS) ha sido usado para describir un con-
junto amplio de trabajos de investigación que han buscado proponer soluciones a diversos
problemas de Ingeniería de Software, mediante el estudio de repositorios de datos. Estos
repositorios son artefactos producidos y mantenidos durante la evolución de un producto de
software y entre estos se incluyen los sistemas de versionamiento, los sistemas de seguimiento
de defectos y los archivos de log de las comunicaciones que se llevan a cabo entre desarrol-
ladores [15]. De acuerdo con Kagdi [50], estas fuentes de datos mantienen gran cantidad de
información y proveen una vista única de la ruta de evolución de un sistema de software.
En la literatura hay muchos trabajos relacionados con MRS, pero no existe un proceso unifi-
cado que permita la descripción de las técnicas y metodologías usadas, razón por la cual en
este capítulo sólo se presentan las fuentes de datos, metodologías y aplicaciones identificadas
en los trabajos de [51], [52], [12], [53], [10], [8], [15], [50], [54], [13] y [17].
3.1. Fuentes de Datos
Las fuentes de datos más comunes son los sistemas de control de versiones como CVS1 y
Subversion2, los sistemas de seguimiento de defectos como Bugzilla3 y Trac4 y las comunica-
ciones archivadas como las listas de correo, los foros de discusión y los sistemas wiki [53], a
continuación se presenta una descripción de la funcionalidad ofrecida por cada fuente y en la
Figura 3.1 se presenta un mapa con los datos mantenidos en cada una.
1http://www.nongnu.org/cvs
2http://subversion.tigris.org/
3http://www.bugzilla.org
4http://trac.edgewall.org/
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Figura 3.1: Clasificación de repositorios de software
3.1.1. Sistemas de Control de Versiones
Los sistemas de control de versiones son usados por los equipos de desarrollo para almacenar
y administrar cambios hechos al código fuente y la documentación. Un sistema de control
de versiones (SCV) es una combinación de tecnologías que permiten administrar, seguir y
controlar los cambios realizados sobre archivos y directorios [55]. Estos sistemas almacenan la
fecha, el autor, el cambio realizado y los comentarios agregados en cada operación de commit.
CVS y Subversion son los SCV más utilizados por los desarrolladores de código abierto. De
acuerdo con Kagdi [15] los repositorios CVS son las fuentes de datos más estudiadas, pero
dadas sus limitaciones, los desarrolladores e investigadores han empezado a ignorarlas en los
últimos años, las razones están asociadas al manejo de transacciones y la falta de información
relacionada con la creación de ramas en los proyectos, dificultades que han conducido al
desarrollo de técnicas inteligentes que faciliten la extracción y el procesamiento [54], [56].
De otro lado, Subversion supera muchas de las dificultades reportadas por CVS, lo que ha
facilitado no sólo las tareas de administración, sino la extracción y el análisis de los datos.
3.1.2. Sistemas de Seguimiento de Defectos
Los sistemas de seguimiento de defectos (SSD) son usados por los equipos de desarrollo para
almacenar y administrar las solicitudes de mejoramiento y corrección de defectos [15]. Estos
sistemas son conocidos como sistemas de seguimiento de objetivos, sistemas de seguimiento de
artefactos, sistemas de seguimiento de requerimientos y sistemas de seguimiento de problemas
y básicamente le permiten a los usuarios reportar defectos y obtener retroalimentación de los
desarrolladores. En la actualidad hay una amplia variedad de SSD, entre los que se incluyen:
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Figura 3.2: Ciclo de vida de un defecto en Bugzilla
Bugzilla5, JIRA6, Mantis7 y Trac8.
Bugzilla es de acuerdo con [17] el SSD más usado por los equipos de desarrollo. Entre sus
características se incluyen: una base de datos adaptable a las necesidades del proyecto y una
interfaz web que le permite a los usuarios reportar y seguir la corrección de errores. Bugzilla
almacena la siguiente información para cada defecto: un identificador; un estado, compuesto
por una etiqueta (nuevo, asignado, reabierto, resuelto, verificado y cerrado) y una solución
(corregido, inválido, no corregido, pendiente, duplicado y funciona para el desarrollador); una
ubicación en el sistema, identificada por el producto y el componente; el sistema operativo y
la plataforma sobre la cual el defecto fue detectado; una descripción corta del problema y una
lista de comentarios relacionados.
En Bugzilla se han identificado los siguientes roles: personas que reportan defectos, personas
que se encargan de corregirlos, personas responsables de asegurar la calidad del software
corregido y personas interesadas en ser notificadas cuando el estado del defecto cambia, la
Figura 3.2 ilustra el ciclo de vida de un defecto de acuerdo con Bugzilla [55].
3.1.3. Comunicaciones Archivadas
Las tecnologías de comunicación como las listas de correos, los foros de discusión y los servicios
de mensajería instantánea son usadas por los equipos de desarrollo en la discusión de temas
relacionados con la coordinación de los individuos, la asignación de responsabilidades, la toma
de decisiones, el planteamiento de estrategias y metodologías y la definición de objetivos.
Particularmente, las listas de correos y los servicios de mensajería instantánea son usados
como una estrategia de comunicación entre los miembros del proyecto, quienes a través de
éstas discuten decisiones relacionadas con el diseño y la implementación de los sistemas [15].
Los foros de discusión, en cambio son espacios usados por usuarios novatos y expertos para
formular preguntas y obtener retroalimentación por parte de otros.
5http://www.bugzilla.org/
6http://www.atlassian.com/software/jira/
7http://www.mantisbt.org/
8http://trac.edgewall.org/
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Los registros de estas discusiones capturan información relacionada con la administración de
los procesos de desarrollo y de los recursos humanos, sin embargo su análisis y procesamiento
ha puesto enormes desafíos a los investigadores de MRS, ya que los datos contenidos en ellas
son no estructurados.
En la siguiente sección se describen las metodologías usadas en la extracción, procesamiento
y presentación de los datos contenidos en cada uno de los repositorios de software descritos
antes.
3.2. Metodología
Un rango amplio de métodos de minería de datos e ingeniería de software han sido establecidos
y usados en las investigaciones de MRS. A partir de estos métodos es posible deducir tres
fases comunes a los trabajos publicados: fase de preprocesamiento, fase de análisis y fase de
presentación de datos, a continuación se describe cada fase y se mencionan algunos de los
trabajos realizados en cada una.
3.2.1. Preprocesamiento
La preparación de los datos es, de acuerdo con Tan [57], la fase más costosa (puede tomar
cerca del 90% del tiempo empleado en todo el proceso) y con mayor influencia en las con-
clusiones deducidas. Gasser, Ripoche y Sandusky [58] identificaron cuatro pasos clave para
el preprocesamiento de los datos y describieron las dificultades asociadas a cada uno. Esos
pasos incluyen la localización y selección de los datos, el acceso y recuperación de los mismos,
la limpieza y normalización de los valores obtenidos y la agregación de relaciones entre los
conjuntos de datos seleccionados.
Localizar y seleccionar los datos apropiados hace referencia a determinar la ubicación de los
recursos, que en el caso de los proyectos de código abierto pueden ser accedidos de manera
pública a través de una dirección URL y a filtrar sólo aquellas medidas que servirán como
base del análisis que posteriormente se realice.
Recolectar y extraer los datos son tareas que varían de acuerdo con el tipo de repositorio
que se esté analizando, en el caso de los SCV y los SSD la extracción está condicionada a
la distribución del sistema, ya que cada uno almacena los datos en formatos y estructuras
diferentes. En [59] por ejemplo se utilizo SVNKit para extraer y mapear los datos contenidos
en Subversion y una estrategia diferente para recuperar los datos del SSD, ya que éste a
diferencia de Subversion provee reportes en formatos XML y CSV.
Limpiar y normalizar los datos incluye la ejecución de tareas como: la corrección de datos
inconsistentes como números negativos o fechas incoherentes, la integración de esquemas de
codificación, que en el caso de las bases de datos varían de una distribución a otra, la traducción
de los comentarios a un idioma común, la unificación de los tipos de datos, por ejemplo la
transformación de datos tipo texto a tipo fecha y las transformaciones de unidades de medida,
entre muchas otras.
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Finalmente, integrar los datos hace referencia a la combinación de información extraída desde
tipos diferentes de repositorios de software [52]. La información contenida en estos repositorios
no tiene una estructura común que facilite el seguimiento de los datos a través de estos, razón
por la cual varios trabajos publicados se han enfocado en la trazabilidad de datos a través
de diversas fuentes, algunos ejemplos [60], [17], [39], [37] incluyen la ubicación de commits
efectuados como resultado de la corrección de un defecto o la determinación de artefactos de
código fuente que generan defectos a futuro.
3.2.2. Análisis de Datos
La fase de análisis de datos comprende la ejecución de métodos estadísticos y algoritmos de
computación avanzada que permiten la extracción de conocimiento y el descubrimiento de
patrones. A diferencia de la fase de procesamiento, los métodos y estrategias incluidos en esta
etapa no dependen de las fuentes de datos sino del objetivo del proceso de MRS y por lo tanto
no están limitados a un conjunto definido previamente.
En el caso particular de los trabajos orientados al estudio de los desarrolladores, la fase de
análisis ha incluido el cálculo de las métricas de contribución, la generación de valores es-
tadísticos y la ejecución de técnicas de análisis de redes y grafos. Entre los trabajos más
sobresalientes puede mencionarse: el trabajo realizado por Mockus, Fielding y Herbsleb [37],
quienes analizaron datos estadísticos para responder a un conjunto de preguntas de investi-
gación relacionadas con la participación de los individuos en proyectos orientados a objetos;
los trabajos realizados por Amor, Robles y González [2] y Kalliamvakou, Gousios, Spinellis y
Pouloudi [1], [18], quienes, como se describe en la sección 2.2.3, plantearon modelos para medir
contribución con base en datos tomados de repositorios de software; y los trabajos de López,
Robles y González [61], Ohira, Ohsugi, Ohoka y Matsumoto, [62] y Huang y Liu [63], quienes
aplicaron técnicas de análisis de redes sociales en el descubrimiento de roles, contribuciones y
asociaciones entre desarrolladores.
En el caso de los trabajos enfocados en la predicción de defectos, las actividades de análisis
han incluido la ejecución de técnicas de aprendizaje basadas en clasificación y agrupamiento.
Entre los trabajos más sobresalientes pueden incluirse: el trabajo de Zimmermann, Philip,
Nagappan, Zeller y Murphy [13], [14], quienes realizaron estudios empíricos para caracterizar
los fatores que afectan la corrección de defectos en Windows Vista y Windows 7 ; el trabajo
de Knab, Pinzger y Bernstein [12], quienes aplicaron técnicas de aprendizaje basadas en
árboles de decisión para predecir el número de defectos en las liberaciones del navegador de
internet Mozilla y el trabajo de Panjer [11], quien exploro la viabilidad de usar herramientas
de minería de datos en la predicción del tiempo requerido para corregir un defecto, con base
en la información conocida.
3.2.3. Presentación de los datos
Las técnicas de visualización varían de acuerdo con el objetivo del proceso de MRS, razón
por la cual en la literatura es posible encontrar un amplio rango de estrategias. Las visu-
alizaciones más comunes son los histogramas, los gráficos de distribución y los gráficos de
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torta, sin embargo algunos autores han planteado técnicas más sofisticadas como los gráficos
de transacciones, las matrices de archivo autor y los diagramas de grafos. A continuación se
describen algunos de esos trabajos y se explican las visualizaciones propuestas.
Ambros, Lanza y Gall [64] presentaron en 2005 dos estrategias para visualizar contribuciones
de los desarrolladores en entidades CVS: las figuras basadas en líneas de tiempo y las figuras
fractales.
Las figuras basadas en líneas de tiempo están compuestas por un eje horizontal, que representa
el tiempo, y un conjunto de rectángulos, que representan las revisiones asociadas a las enti-
dades analizadas. El color asociado a cada rectángulo es usado para identificar el desarrollador
responsable del cambio. Este tipo de gráficos, de acuerdo con los autores, busca responder a
dos preguntas: cuánto ha cambiado una entidad? y quién cambió esa entidad?. La Figura 3.3
ilustra un ejemplo de figuras basadas en líneas de tiempo usado para explicar la evolución de
tres archivos.
Figura 3.3: Ejemplo de una visualización usando figuras basadas en líneas de tiempo
Tomado de [64]
Las figuras fractales, a diferencia de las anteriores dan una visualización inmediata de la dis-
tribución del esfuerzo de los desarrolladores en términos de la contribución. Estas figuras están
compuestas por un conjunto de rectángulos con diferentes tamaños y colores. Cada rectángulo
está asociado a un desarrollador y su área es proporcional al porcentaje de contribución del
individuo. En la Figura 3.4 se presenta un ejemplo de figuras fractales, en esta ilustración
es posible identificar cuatro patrones de desarrollo: un solo desarrollador (literal a), un con-
junto pequeño de desarrolladores con esfuerzo balanceado (literal b), muchos desarrolladores
con esfuerzos desproporcionados (literal c) y muchos desarrolladores con esfuerzo balanceado
(literal d).
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Figura 3.4: Ejemplo de una visualización usando figuras fractales
Tomado de [64]
Weibgerber, Pohl y Burch [65] presentaron en 2007 tres técnicas para visualizar transacciones
y contribuciones de los desarrolladores: figuras de transacciones, matrices archivo - autor y
grafos dinámicos de autor - archivo. Las figuras de transacciones usan un sistema de coorde-
nadas, en donde el eje horizontal representa el tiempo y el eje vertical el número de archivos
que cambiaron en cada transacción; las matrices archivo - autor están compuestas por un eje
horizontal que contiene a los archivos analizados y un eje vertical que representa a los desarrol-
ladores y los grafos dinámicos de autor - archivo consisten de una secuencia ordenada de grafos
asociados a períodos de tiempo que muestran los archivos modificados por cada desarrollador,
la Figura 3.5 presenta un conjunto de ejemplos de las visualizaciones mencionadas.
3.2.4. Herramientas
En la literatura hay una amplia descripción de las herramientas implementadas para MRS,
sin embargo y a pesar de que la mayoría de esas herramientas son de código abierto, la
documentación asociada a cada una es casi nula, razón por la cual en la Tabla 3.1 se describe
sólo la funcionalidad extraída de los artículos científicos en donde fueron presentadas. Las
herramientas están ordenadas cronológicamente y para cada una se mencionan el nombre y
la descripción asociada.
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Figura 3.5: Ejemplos de figuras de (a) transacciones, (b) grafos dinámicos y (c) matrices
archivo - autor
Tomado de [65]
Tabla 3.1: Herramientas para minería de repositorios de software
Año Herramienta Funcionalidad
2003 Bonsai Permite la visualización de cambios y logs en repositorios
CVS y la consulta de datos mediante un lenguaje sql.
2003 Xia Es un plugin desarrollado para Eclipse, que permite la
navegación y exploración de las versiones de un software y
está basado en el ambiente de visualización Shrimp (Simple
Hierarchical Multi-Perspective) [66].
2004 SoftChange Extrae, potencia y visualiza algunos aspectos del software
como la contribución de los desarrolladores en CVS y
ayuda a los desarrolladores a entender cómo evoluciona el
software y cómo ellos participan en esa evolución [51].
2004 GlueTheos Es un sistema modular que permite la entrada, el análisis y
el almacenamiento de datos, así como la generación de
reportes [49].
2004 CVSAnaly Es un analizador de repositorios CVS y Subversion, basado
en el procesamiento automático de los commits. Se
compone de tres niveles: preprocesamiento, inserción en la
base de datos y postprocesamiento [4].
2005 CVSChecker Es un plugin para Eclipse IDE diseñado para analizar el
desempeño individual de los desarrolladores y encontrar
patrones de distribución de trabajo con base en la
información histórica de CVS [41].
2005 CVSScan Es una herramienta de visualización desarrollada para
soportar el entendimiento de grandes proyectos de software.
La extracción de datos debe ser realizada por separado con
la herramienta CVSgrab [67].
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3.3. Aplicaciones
Las técnicas de MRS han sido usadas en investigaciones que han buscado entender los procesos
de desarrollo y evolución del software [8], [10], [9], [68], visualizar patrones de contribución
[64], [65], [67], predecir futuras características de los sistemas [14], [12], [11], [13], [69], [70],
[71], medir la contribución de los desarrolladores [36], [37], [2], [3], [18], [1], empíricamente
validar hipótesis y modelos [72], evaluar la calidad de los sistemas de software, estudiar el
origen de los clones de código fuente y probar nuevas técnicas de desarrollo y administración
de productos de software.
Capítulo 4
Modelo de Medición de
Contribución
El término medición ha sido definido por algunos autores como la asignación de números a
propiedades de objetos o eventos, de acuerdo a una regla consistente y no aleatoria, que per-
mite su descripción [73], [27], [74]. Siguiendo esta definición, en este capítulo se presenta un
modelo para medir la contribución de los desarrolladores en proyectos orientados a objetos y
de código abierto. El modelo está basado en los modelos clásicos de estimación de tamaño [24],
[31], [32] y calidad de software [75], [33], [20], [76], aunque con algunas consideraciones adi-
cionales como los cambios realizados durante el ciclo de vida del producto y las contribuciones
asociadas a actividades cuyos resultados no están reflejados en el código fuente. El modelo
aprovecha la facilidad para acceder y extraer datos de los SCV y de los SSD en proyectos de
código abierto, así como la gran cantidad de información que se encuentra disponible en inter-
net de manera pública. En este orden de ideas, a continuación se presenta una descripción de
los parámetros considerados en el modelo, se explican las razones que motivaron la inclusión
de cada uno y se presenta una evaluación cualitativa, en donde específicamente se describen
los riesgos a la validez del modelo.
4.1. Parámetros del Modelo
El modelo considera que un proyecto de desarrollo de software está formado por un grupo
de s desarrolladores, en donde la función de contribución C (di) para cada desarrollador di es
definida en términos de dos factores: TC (di) : Desarrolladores → R+ asociado al tamaño
de las contribuciones y CC (di) : Desarrolladores→ R+ asociado a la calidad de éstas.
Los valores de TC (di) y de CC (di) están definidos a partir de un conjunto de métricas de
tamaño y calidad de software, respectivamente. Específicamente el valor de TC (di), presen-
tado en la ecuación 4.1, está definido como la suma ponderada de un conjunto de métricas
de contribuciones realizadas en los SCV (representadas como mtSCV (di)) y un conjunto
de métricas de contribuciones realizadas en los SSD (representadas como mtSSD (di)). Las
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primeras métricas buscan medir las contribuciones asociadas a la implementación de código
fuente y las segundas todas aquellas actividades cuyos resultados no se ven reflejados en el
tamaño de éste.
TC (di) = α mtSCV1 (di) + . . . + β mtSCVp (di) + γ mtSSD1 (di) + . . . + δ mtSSDq (di) (4.1)
Las métricas medidas en los SCV incluyen por ejemplo el número de clases agregadas por
desarrollador o el número de archivos modificados por individuo, mientras las métricas medidas
en los SSD incluyen por ejemplo el número de tareas o mejoras completadas por desarrollador.
En las secciones 4.2 y 4.3 se describen con más detalle los niveles de granularidad y el tipo de
solicitudes considerados.
El valor de CC (di) está definido como la suma ponderada de un conjunto de métricas aso-
ciadas a la calidad del código fuente (representadas en la ecuación 4.2 como mcSCVl (di)).
Las métricas de calidad se calculan sólo sobre los datos contenidos en los SCV, ya que el
código fuente es almacenado en estos repositorios e incluyen por ejemplo las complejidades
ciclomáticas asociadas a los métodos modificados o los valores de falta de cohesión asociados
a las clases agregadas, estas métricas son descritas con mayor detalle en la sección 4.4.
CC (di) = ǫ mcSCV1 (di) + . . . + ε mcSCVr (di) (4.2)
Las constantes α, β, γ, δ, ǫ y ε están incluidas en las ecuaciones 4.1 y 4.2 con el objetivo de
permitir la asignación de pesos a cada una de las métricas, de acuerdo con la importancia
que éstas tengan en el análisis que se esté realizando. Para garantizar la consistencia de los
resultados, los valores de las constantes en cada una de las ecuaciones deben estar en el rango
de [0, 1] y deben sumar 1 en cada factor.
Teniendo en cuenta que las métricas incluidas en los factores TC (di) y CC (di) no se en-
cuentran en el mismo rango de valores es necesario normalizar las ecuaciones, razón por la
cual las ecuaciones de los factores de tamaño y calidad se transforman en TC ′ (di) y CC ′ (di),
respectivamente:
TC′ (di) = α
mtSCV1 (di)∑s
i=1
mtSCV1 (di)
+ . . . +β
mtSCVp (di)∑s
i=1
mtSCVp (di)
+γ
mtSSD1 (di)∑s
i=1
mtSSD1 (di)
+ . . . +δ
mtSSDq (di)∑s
i=1
mtSSDq (di)
(4.3)
CC′ (di) = ǫ 
mcSCV1 (di)∑s
i=1
mcSCV1 (di)
+ . . . + ε 
mcSCVr (di)∑s
i=1
mcSCVr (di)
(4.4)
Las métricas de calidad en la ecuación 4.4 deben ser analizadas con cuidado, ya que a diferencia
de las métricas de tamaño pueden considerarse preocupantes si toman valores muy altos.
Estudios y experiencias publicadas han demostrado que cuando la complejidad de un artefacto
supera un valor umbral, éste se convierte en un indicador de mala calidad y en un generador
de sobrecostos. En las secciones 4.2, 4.3 y 4.4 se presentan y describen un conjunto de métricas
que pueden incluirse en los factores de tamaño y calidad mencionados.
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4.2. Métricas de Tamaño en Sistemas de Control de Versiones
Las métricas de tamaño en los SCV buscan medir el esfuerzo empleado en la implementación
de código fuente, razón por la cual los resultados pueden ser afectados por los lenguajes
de programación utilizados, las políticas de implementación establecidas y las habilidades
propias de cada individuo. En ese sentido, en el modelo propuesto se asume que el lenguaje
de programación es orientado a objetos y las políticas y habilidades de cada individuo no son
de importancia para el análisis.
Las métricas clásicas más comunes incluyen por ejemplo el número de módulos, métodos o
las líneas de código fuente implementados por desarrollador, sin embargo y aprovechando
las oportunidades que ofrecen los SCV para realizar seguimiento de la evolución de algunos
artefactos de software, a continuación se presenta una lista de métricas orientadas a determinar
el tamaño de las contribuciones en los SCV en términos del número de artefactos agregados,
modificados o eliminados.
Número de commits realizados por cada uno de los desarrolladores en un intervalo de
tiempo. Commit es el término usado para referirse a la acción de enviar un conjunto
de cambios desde la copia de trabajo local hacía el repositorio central [22]. En este
documento el término commit será usado para referirse al conjunto de archivos que
cambian juntos, en otras palabras al grupo de archivos enviados en una misma operación
de commit.
Número de archivos con contenido OO agregados, modificados o eliminados por cada
uno de los desarrolladores en un intervalo de tiempo. Estos archivos necesariamente
contienen código fuente y son identificados mediante su extensión, que debe ser exclusiva
del lenguaje OO que se esté utilizando. Por ejemplo en el caso de Java se pueden incluir
los archivos con extensión .java y en el caso de C++ los archivos con extensión .cpp o
.h.
Número de archivos sin contenido OO agregados, modificados o eliminados por cada uno
de los desarrolladores en un intervalo de tiempo. Dentro de estos archivos se incluyen
las imágenes, los archivos de documentación, los archivos de configuración, etc.
Número de clases agregadas, modificadas o eliminadas por cada uno de los desarrol-
ladores en un intervalo de tiempo. Una clase, a diferencia de los artefactos anteriores,
es un artefacto exclusivo de los lenguajes OO y es definido como un conjunto de objetos
que comparten una estructura y comportamiento común. En [21], una clase es definida
como una plantilla que determina la estructura y las capacidades de la instancia de un
objeto.
Número de métodos agregados, modificados o eliminados por cada uno de los desarrol-
ladores en un intervalo de tiempo. Un método es un servicio que provee comportamiento
y que opera sobre un conjunto de datos en respuesta a un mensaje [21].
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Número de líneas de código fuente, agregadas, modificadas o eliminadas por cada uno de
los desarrolladores en un intervalo de tiempo. Para esta métrica es importante aclarar
que en los archivos OO sólo se incluyen las líneas contenidas en los métodos, debido
a que éstas son las que realmente proveen funcionalidad a la aplicación. Siguiendo los
parámetros definidos para el conteo de líneas de código fuente se excluyen las líneas en
blanco y los comentarios y el contenido de los archivos es organizado antes de realizar los
conteos, con lo cual se logra excluir cambios debidos a simples operaciones de formateo.
En las métricas presentadas antes, se incluyen las operaciones de adición, modificación o
eliminación, sin embargo es importante aclarar que sistemas como Subversion manejan cuatro
operaciones para los archivos: adición, modificación, eliminación y sustitución, caso en el cual
los archivos se marcan como reemplazados. Esta última operación es usada para identificar
aquellos archivos que primero son eliminados y luego reemplazados con otros que tienen el
mismo nombre. La operación de sustitución, así como las etiquetas en conflicto, fusionado,
ignorado, sin versionar, perdido u obstruido, usadas para marcar archivos, no son consideradas
en las métricas debido a que son poco comunes y en algunos SCV no son manejadas.
Teniendo en cuenta que el registro de las operaciones realizadas en los artefactos es mantenido
sólo a nivel archivo, se sugiere la utilización de algoritmos de comparación de cadenas de texto
como el que se explica en la sección 5.2.1, para determinar las operaciones realizadas en niveles
de granularidad diferentes.
4.3. Métricas de Tamaño en Sistemas de Seguimiento de De-
fectos
Las métricas de tamaño en los SSD buscan medir el esfuerzo empleado en la realización de
aquellas actividades cuyos resultados no pueden ser determinados a partir del tamaño del
código fuente. Estas actividades incluyen el soporte a usuarios, la corrección de defectos y la
introducción de nueva funcionalidad al sistema. Dado que los SSD son usados por los equipos
de desarrollo para almacenar y seguir el progreso de estas actividades, a continuación se
presenta una lista de métricas que pueden ser calculadas sobre estos.
Número de tareas completadas y no completadas por cada uno de los desarrolladores.
Una tarea es una solicitud cuya solución no involucra la modificación de código fuente,
en esta categoría se incluyen por ejemplo las tareas de soporte a los usuarios.
Número de mejoras completadas y no completadas por cada uno de los desarrolladores.
Un mejoramiento es una solicitud para agregar nueva funcionalidad al sistema, razón
por la cual su solución involucra la alteración de código fuente. Por lo general este tipo
de solicitudes son asignadas a desarrolladores con un alto nivel de conocimiento técnico
y de desarrollo del sistema.
Número de defectos corregidos y no corregidos por cada uno de los desarrolladores. Los
defectos son errores o resultados no esperados en el comportamiento del sistema. Por lo
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general son detectados por los usuarios y no necesariamente implican la modificación de
código fuente.
En las métricas mencionadas antes se incluyen los estados completado y no completado o
corregido y no corregido, sin embargo es importante aclarar que estos no son registrados de
manera explicita en los SSD, estos sistemas comúnmente manejan estados como: aceptado
(accepted), no aceptado (no accepted), nuevo (new), iniciado (started), abierto (open), cor-
regido (fixed), funciona para mi (works for me), completado (done), no se corregirá (won’t
fix), verificado (verified), cerrado (closed), eliminado (deleted), duplicado (duplicated), inváli-
do (invalid), fuera de fecha (out of date) y rechazado (rejected), en la Tabla 4.1 se presenta una
estrategia de conversión de los estados más comunes a los estados completado y no completado.
Tabla 4.1: Equivalencias de estados para las tareas, mejoras y defectos
Estado Real Estado Equivalente
Corregido, trabaja para mi, no se
corregirá, completado, verificado, cerrado
Completado
Aceptado, ninguno, nuevo, iniciado,
abierto
No completado
Borrado, duplicado, inválido, fuera de
fecha, rechazado, desconocido, inválido
Inválido
4.4. Métricas de Calidad en Sistemas de Control de Versiones
La calidad de un sistema de software es una característica que permite determinar qué tan
modular y mantenible es [75], razón por la cual se asocia a los valores de complejidad de los
artefactos de software. Un valor alto de complejidad es por lo general la causa de valores altos
en el número de defectos, los sobrecostos y los retrasos. Esta característica tiene frecuente-
mente una correlación positiva con el tamaño del código fuente, así por ejemplo un programa
con un número grande de líneas de código fuente probablemente es un programa con un valor
alto de complejidad. En esta sección se presenta una lista de métricas de complejidad que
pueden calcularse a partir de los artefactos disponibles en los SCV.
Complejidad ciclomática de los archivos con contenido OO agregados, modificados o
eliminados por cada uno de los desarrolladores en un intervalo de tiempo. Dado que
la complejidad ciclomática es un valor que sólo puede calcularse a nivel de método, la
complejidad asociada a un archivo es el valor máximo de las clases contenidas en el
archivo.
Complejidad ciclomática de las clases agregadas, modificadas o eliminadas por cada uno
de los desarrolladores en un intervalo de tiempo. La complejidad ciclomática asociada a
una clase es el valor máximo de los métodos contenidos en la clase.
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Complejidad ciclomática de los métodos agregados, modificados o eliminados por cada
uno de los desarrolladores en un intervalo de tiempo. En la sección 4.4.1 se presenta una
descripción de la metodología que debe seguirse para calcular la complejidad ciclomática
de un método.
Falta de cohesión de los archivos con contenido OO agregados, modificados o eliminados
por cada uno de los desarrolladores en un intervalo de tiempo. Dado que la falta de
cohesión es un valor que sólo puede calcularse a nivel de clase, la falta de cohesión
asociada a un archivo es el valor máximo de las clases contenidas en éste.
Falta de cohesión de las clases agregadas, modificadas o eliminadas por cada uno de los
desarrolladores en un intervalo de tiempo. En la sección 4.4.2 se presenta una ecuación
para calcular el valor de falta de cohesión de una clase.
4.4.1. Complejidad Ciclomática
La complejidad ciclomática es probablemente la métrica más usada en ingeniería de software
para medir la complejidad de un artefacto. La métrica fue definida por Thomas McCabe en
1976 [75] con el objetivo de determinar la complejidad estructural de un procedimiento. En
la actualidad se usa para medir qué tan complejas y costosas pueden resultar las fases de
pruebas y mantenimiento en el desarrollo de un producto de software.
La complejidad ciclomática es igual al número de decisiones, que son necesarias para probar
un método, más uno. Las decisiones son causadas por estructuras condicionales, que incluyen
a las sentencias if, else, switch case, for, while, do while y try catch. En la Tabla 4.2
se listan estas sentencias y se muestra el efecto que cada una tiene en el cálculo de la métrica.
La complejidad de un procedimiento sin decisiones es igual a uno y no existe un valor máximo
para el número de decisiones que un procedimiento puede tener.
CC = Numero de decisiones+ 1 (4.5)
De acuerdo con el autor, el valor de esta métrica es comúnmente usado por los desarrolladores
para limitar la complejidad de los módulos de software. El limite superior que ha sido usado
para indicar que un módulo tiene un valor razonable de complejidad es 10, aunque valores en
el rango de 15 a 20 también se consideran razonables. De esta manera un valor superior indica
que el módulo es complejo y por lo tanto difícil de probar y mantener. Procedimientos con
valores altos de complejidad deberían ser simplificados o separados en varios procedimientos
pequeños. En la Tabla 4.3 se presenta el nivel de riesgo asociado a los intervalos de complejidad
ciclomática que un método puede tomar.
4.4.2. Falta de Cohesión
Las métricas de cohesión miden qué tanta relación hay entre los métodos de una clase [77].
Un valor bajo de cohesión indica una mala separación de las clases, lo que incrementa la
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Tabla 4.2: Casos de prueba usados en el cálculo de la complejidad ciclomática
Caso de
Prueba
Efecto Explicación
if +1 Una instrucción if es una sola decisión.
else if +1 Una instrucción else if agrega una nueva
decisión.
else 0 Una instrucción else no causa una nueva
decisión, la decisión ya está contada en el if.
switch
case
+1 por cada
case
Cada instrucción case agrega una decisión.
for +1 Hay una decisión al comienzo del ciclo.
do while +1 Hay una decisión que controla el ciclo.
while +1 Hay una decisión que controla el ciclo.
try catch +1 por cada
catch
Cada catch agrega una nueva ruta de ejecución.
Tomado de [75]
Tabla 4.3: Nivel de riesgo asociado a los valores de complejidad ciclomática
Valor de
Complejidad Descripción del procedimiento
Nivel de
riesgo
1 - 4 Simple Bajo
5 - 10 Bien estructurado y estable Bajo
11 - 20 Más complejo Moderado
21-50 Muy complejo Alarmante
> 50
Propenso a errores,
extremadamente difícil de probar y
mantener Muy alto
Tomado de [75]
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complejidad y por lo tanto el número de errores que puedan generarse. Hay varias formas
de medir la cohesión de una clase, en este documento se mencionan y describen dos que
comúnmente son implementadas por las herramientas de análisis de código: la métrica de
Chidamber & Kemerer y la métrica de Henderson-Sellers, Constantine & Graham.
La métrica de Chidamber & Kemerer FCCK [33] se calcula usando el valor de los factores
P y Q como se muestra en la ecuación 4.6. El valor de P se calcula contando las parejas
de métodos que acceden a conjuntos disyuntos de las variables de la clase y el valor de Q
contando las parejas que comparten el acceso a al menos una de las variables. Un valor de
FCCK igual a 0 indica que la clase es cohesiva, mientras un valor mayor a 1 es señal de que
la clase debe ser separada en dos o más, ya que las variables a las que acceden los métodos
pertenecen a conjuntos disyuntos.
FCCK =
{
P −Q si P > Q
0 P = Q
}
(4.6)
La métrica de Henderson-Sellers, Constantine & Graham FCHCG [76] se calcula usando el
número de métodos (m), el número atributos (a) de la clase, el número de métodos (mA) que
acceden a un atributo específico y la suma de todos los métodos (sum (mA)) que acceden a
cada uno de los atributos, como se muestra en la ecuación 4.7. Aunque el valor de FCHCG se
encuentra en el rango de [0, 1] no existe un valor umbral que permita determinar si una clase
es o no cohesiva, los autores [76] afirman que un valor bajo de FCHCG indica alta cohesión y
es señal de que la clase está bien diseñada, mientras un valor alto es señal de alta complejidad
y baja encapsulación.
FCHCG =
{
1− sum(mA)(m∗a) si m 6= 0 y a 6= 0
0 en otro caso
}
(4.7)
Una variante de esta métrica fue propuesta tiempo después por los mismos autores, en la
ecuación 4.8 se presenta la fórmula para calcular el valor de FC ′HCG. A diferencia de la
ecuación original, el valor de FC ′HCG varía entre [0, 2] y de acuerdo con los autores un valor
superior a 1 es un indicador de falta de cohesión.
FC ′HCG =
{
m−
sum(mA)
a
m−1 si m 6= 0 y a 6= 0
0 en otro caso
}
(4.8)
En la siguiente sección se presenta una justificación de los factores considerados en el modelo
propuesto y se mencionan las razones que motivaron la inclusión de las métricas descritas
antes.
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4.5. Justificación de los Parámetros y Métricas incluidas en el
Modelo
En el pasado varios autores, entre los que se mencionan a Albrecht[34] y Gaffney [35] repor-
taron las dificultades asociadas a la utilización de líneas de código fuente como estimadores
de tamaño y contribución. Entre las razones se incluyen el hecho de que éstas no necesaria-
mente cuantifican la funcionalidad de los sistemas y la influencia que tienen los lenguajes de
programación en los conteos.
Los métodos, a diferencia de las líneas de código fuente, son un estimador más cercano del
número de funciones implementadas en el sistema, particularmente en el caso de los lenguajes
OO los métodos están separados de acuerdo a la funcionalidad ofrecida y por lo general un
comportamiento diferente es implementado en cada uno, razón por la cual han sido incluidos
como estimadores adicionales de tamaño y contribución y dado que las clases y los archivos
son usados para agrupar funciones se han incluido como estimadores más gruesos.
A pesar de que los métodos, clases y archivos pueden ser mejores estimadores de funcional-
idad, es necesario aclarar que los valores calculados sobre el producto final no reflejan el
esfuerzo empleado por los individuos durante el ciclo de vida del producto. La experiencia
ha demostrado que el software cambia y evoluciona y particularmente en proyectos de códi-
go abierto nunca está en una versión definitiva, lo que motiva la inclusión de la historia de
cada artefacto en las mediciones, específicamente las operaciones de adición, modificación y
eliminación realizadas por cada uno de los individuos.
Teniendo en cuenta que los desarrolladores de software de hoy, no sólo agregan y modifican
código fuente, sino que dan soporte a usuarios y coordinan actividades con otros colegas [1],
se hace necesaria la inclusión de métricas que permitan determinar el esfuerzo empleado en la
realización de esas actividades, cuyos resultados no pueden ser medidos haciendo uso del código
fuente. Los SSD almacenan los datos de las tareas, mejoramientos y defectos completados y
no completados por los desarrolladores, razón por la cual su estudio y procesamiento permite
alcanzar un mejor entendimiento no sólo de la evolución del producto, sino de los problemas
a los que se enfrentan los desarrolladores durante su implementación [53].
Como se había reportado en el pasado, el tamaño de los sistemas no es el único indicador de
contribución, existen otras variables que deben considerarse si se quiere alcanzar un modelo
que se ajuste más a la definición de productividad dada en economía. Dentro de esas variables
se incluyen por ejemplo la calidad y utilidad de los sistemas implementados, que de acuerdo con
Hassan [78] le permiten a los administradores asegurar la evolución exitosa de los productos.
En la norma ISO/IEC 9126 se han definido algunas métricas asociadas a la funcionalidad,
fiabilidad, usabilidad, eficiencia, mantenibilidad y portabilidad de los sistemas de software, sin
embargo estos valores se calculan con base en la percepción de los usuarios del software y no
con base en las características del código fuente. En ese sentido, el modelo incluye un conjunto
de métricas de complejidad que le permiten a un analista determinar a través de la evolución
del producto no sólo el tamaño de las contribuciones, sino su calidad. Es importante aclarar
que en la literatura se dispone de un número amplio de métricas para medir la complejidad
de código fuente, sin embargo en este documento se ha dado ejemplo de dos métricas: la
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complejidad ciclomática y la falta de cohesión, su selección se realizó de manera arbitraria y
en general el modelo permite la inclusión de cualquier combinación de métricas que puedan
calcularse sobre los niveles de granularidad considerados.
Finalmente, es importante aclarar que el modelo ha sido definido en términos de dos factores:
el factor de tamaño y el factor de calidad, que no se han combinado en una sola ecuación
porque representan características diferentes de los artefactos de software y por lo tanto de las
contribuciones realizadas sobre estos. En la siguiente sección se presenta una evaluación cual-
itativa del modelo propuesto, en donde particularmente se analizan los aspectos que podrían
afectar su validez.
4.6. Evaluación Cualitativa del Modelo
El modelo presentado en este trabajo supera muchos de los problemas y dificultades reportados
en la evaluación de otros modelos de medición de contribución, particularmente considera
artefactos diferentes a las líneas de código fuente, revisa todos los cambios realizados durante
el ciclo de vida de los artefactos y evalúa la calidad de las contribuciones realizadas. A pesar
de esto, es necesario mencionar que éste no mide todas las características de los artefactos
de software y dado que los lenguajes y metodologías de programación están en constante
evolución no puede considerarse como un modelo completo, absoluto y terminado. Dentro
de las características que no han sido consideradas se incluyen el tiempo empleado en la
construcción de los artefactos, las habilidades y experiencias de los individuos y la utilización
de herramientas de generación automática de código fuente. Dado que estas características son
elementos que permiten una mejor estimación del tamaño y calidad de las contribuciones, su
inclusión podría arrojar resultados más exactos y a futuro podría mejorar las interpretaciones
y el conocimiento que pudiera obtenerse a partir del estudio de los equipos de desarrollo.
Sin embargo la falta de disponibilidad de datos que permitan su estimación, las dificultades
asociadas a la determinación de las habilidades de los desarrolladores y la amplia diversidad
de lenguajes de programación y herramientas de generación automática de código fuente
impiden temporalmente el planteamiento de un modelo más completo en el que puedan ser
consideradas.
Además de no incluir todas las características de las contribuciones, también es necesario
señalar que el modelo no considera todos los repositorios comúnmente usados en Minería de
Repositorios de Software. Específicamente no incluye métricas asociadas a los datos contenidos
en sistemas de comunicación en tiempo real como los sistemas de mensajería instantánea, los
foros de discusión y las listas de correo, que por su naturaleza no estructurada y la poca
disponibilidad de los datos generan mayores desafíos de investigación que se salen del alcance
de este trabajo de tesis.
Como se mencionó en la sección 4.5 los conteos de líneas de código fuente se ven fuertemente
afectados por los lenguajes de programación utilizados y las políticas de implementación
definidas al interior de los equipos, razón por la cual se recomendó la utilización del mode-
lo sólo en el estudio de proyectos orientados a objetos que usen prácticas de programación
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características de los proyectos de código abierto. Esto reduce el campo de aplicación del
modelo y agrega una limitación más a su utilización, ya que algunos proyectos grandes, esta-
bles y famosos por su antigüedad no están escritos en lenguajes de programación orientados
a objetos. Sin embargo es importante resaltar que algunas de las métricas pueden ser apli-
cadas sobre este tipo de proyectos, particularmente las asociadas a artefactos como commits,
archivos, tareas, mejoras y defectos.
Aunque el modelo planteado inicialmente deja abierta la posibilidad a la inclusión de un
número indefinido de métricas, en las secciones 4.2, 4.3 y 4.4 se han definido algunas métricas
que podrían usarse en el cálculo de los valores de contribución. Como se señaló en esos capítulos
estas métricas han sido seleccionadas de manera arbitraria y su aplicación está sujeta a las
características de los proyectos que puedan ser analizados con ellas. En ese sentido, el modelo
debe ser usado con precaución por un usuario ajeno a los proyectos estudiados, ya que puede
que los valores de las métricas presentadas no sean indicadores reales del tamaño y la calidad
de las contribuciones asociadas a esos proyectos.
Aunque el instrumento de medición utilizado en el modelo es el conteo y su lectura no se ve
afectada por la aplicación de heurísticas o predictores, es importante aclarar que las lecturas si
pueden ser influenciadas por los algoritmos que se usen en la implementación de herramientas
que automaticen el conteo de los artefactos. Particularmente, las estrategias que se usen para
determinar el tipo de operación realizado sobre las clases, los métodos y las líneas de código
fuente, así como las operaciones que se utilicen para determinar el número de líneas de código
fuente pueden alterar los resultados y pueden influir en las interpretaciones y análisis que los
administradores puedan obtener y realizar.
También es necesario mencionar como otra debilidad, que las métricas propuestas no con-
sideran necesariamente las dificultades enfrentadas por los desarrolladores durante la imple-
mentación de los artefactos de software o la corrección de los defectos. Un ejemplo puede ser
obtenido a partir del siguiente escenario: un desarrollador A implementa diez clases con muy
baja complejidad y un desarrollador B implementa sólo dos con valores muy altos de com-
plejidad. El desarrollador A requiere menos tiempo de desarrollo ya que la implementación
que realiza es sencilla, mientras el desarrollador B emplea más tiempo ya que la tarea que
le fue asignada es más difícil de completar y probar. En este caso el modelo le asignará un
valor mayor de contribución al desarrollador A que se esforzó menos que el B. Las dificultades
enfrentadas por los desarrolladores son difíciles de medir porque son subjetivas y generalmente
están determinadas por los mismos individuos, ésta es probablemente la razón que justifica el
hecho de que ninguno de los modelos planteados en el pasado las incluya y es la explicación
a que éste modelo tampoco las considere.
Finalmente, además de las limitaciones y dificultades ya mencionadas, también es necesario
señalar que la calidad de los datos contenidos en los repositorios de software es una de los
riesgos más fuertes a la validez de los resultados obtenidos. Como se evidencia en el caso de
estudio presentado en el capítulo 6, los SCV y los SSD son en algunos casos utilizados de
manera incorrecta o no son usados por los individuos, lo que genera inconsistencias que no
pueden ser fácilmente corregidas en las tareas de preprocesamiento. Dentro de estas inconsis-
tencias se mencionan por ejemplo los defectos corregidos por el usuario NOBODY (etiqueta
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usada en Sourceforge para marcar los defectos sin responsable asociado), los commits sin autor
asociado (que pueden quedar registrados así por errores en el manejo de los SCV), los defectos
sin fecha de creación o corrección en Google Code y la falta de sincronización entre las fechas
de corrección de los defectos y las fechas de los commits asociados a esas correcciones. Estas
inconsistencias son tal vez las riegos más fuertes a la confianza y precisión que puedan cal-
cularse sobre los resultados obtenidos y aunque los artefactos y características considerados
son buenos estimadores y son determinantes en el calculo de una medida de contribución, si
el origen de los datos no es confiable su aplicación tampoco lo será.
En la siguiente sección se describe una herramienta de software llamada DevMeter que au-
tomáticamente calcula el valor de las métricas propuestas y genera para cada desarrollador un
valor de contribución, específicamente se describen los requerimientos y se explican las capas
que conforman su arquitectura.
Capítulo 5
DevMeter
DevMeter es un sistema web, escrito en Java, que extrae y procesa datos de repositorios de
software con el objetivo de proveer un conjunto de métricas y visualizaciones, que le permitan
a un usuario determinar la contribución de los desarrolladores que participan de la realización
de un proyecto. DevMeter está basado en las técnicas de extracción, integración y presentación
de datos descritas en el capítulo 3 y en el modelo para medir contribución presentado en el
capítulo 4. El sistema es capaz de extraer y procesar datos desde Subversion, Sourceforge y
Google Code, inferir información no explicita en esos datos y proveer un conjunto de reportes
numéricos y gráficos que facilitan la comprensión y el análisis del conocimiento obtenido. En
este orden de ideas, en este capítulo se presenta una lista de los requerimientos y las capas que
conforman la arquitectura de DevMeter, específicamente se detallan las capas de extracción e
integración de datos, cálculo de métricas y visualización de información.
5.1. Requerimientos
A continuación se presenta una lista con los requerimientos generales de DevMeter. Esta
lista está construida con base en las deficiencias identificadas en herramientas similares, la
experiencia de algunos desarrolladores de software y la literatura revisada.
5.1.1. Requerimientos Funcionales
DevMeter debe ser una herramienta de software que pueda alojarse en un servidor de
aplicaciones web, con el objetivo de que pueda ser accedida a través de un navegador
de internet.
DevMeter debe extraer, procesar e integrar los datos contenidos en SCV y en SSD, par-
ticularmente en Subversion, Sourceforge y Google Code. El procesamiento debe incluir
la eliminación de inconsistencias, la normalización de valores en un solo rango y la gen-
eración de información requerida en el cálculo de los valores del modelo de contribución.
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Los datos requeridos por el modelo deben ser almacenados en una base de datos, que
facilite y optimice la construcción de reportes gráficos.
DevMeter debe permitir la configuración del proceso de extracción de datos mediante el
nivel de granularidad del código fuente (commit, archivo, clase, método o línea de código
fuente) y el intervalo de tiempo del ciclo de vida del proyecto que quiera ser analizado.
DevMeter debe presentar una tabla con los resultados de contribución calculados para
cada desarrollador a partir del modelo propuesto y debe proveer un conjunto de reportes
gráficos, que permitan la visualización de los valores de contribución en cada una de las
métricas que se incluyan en el modelo.
Además de los datos relacionados con la contribución de los desarrolladores, DevMeter
debe proveer un conjunto de datos que le permitan a un usuario determinar el tamaño
y la estabilidad del proyecto de software analizado.
El prototipo de la herramienta debe inicialmente procesar datos de proyectos orientados
a objetos y escritos en Java, que usen Subversion como SCV y los servicios de Sourceforge
o Google Code como SSD.
5.1.2. Requerimientos No Funcionales
La extracción de los datos no debe ser invasiva, es decir el acceso a los repositorios de
software debe realizarse exclusivamente en modo lectura.
La herramienta debe funcionar sobre cualquier sistema operativo que permita el alo-
jamiento de aplicaciones web.
La herramienta debe implementarse en un lenguaje orientado a objetos, específicamente
en Java.
La herramienta debe ser capaz de extraer datos de proyectos de software cuyo número
de revisiones no supere las 10.000. El proceso de extracción debe consumir el menor
tiempo posible y debe ser proporcional al tamaño del proyecto, en términos del número
de archivos y revisiones.
La herramienta de software debe ser de código abierto y debe estar disponible en un
sitio web de donde pueda descargarse e instalarse de manera gratuita.
Dado que la información procesada por la herramienta está disponible en internet de
manera pública, no se requiere de la implementación de estrategias de seguridad que
provean protección a los datos.
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5.2. Arquitectura
La arquitectura de DevMeter está basada en los modelos de extracción, integración y visual-
ización de datos planteados en [79], [51], [80], [17]. La arquitectura del sistema está compuesta
por cuatro capas: la capa de extracción y procesamiento de datos, la capa de integración de
datos, la capa de cálculo de métricas y la capa de visualización de datos. En la Figura 5.1 se
ilustra la disposición de las capas y en las siguientes secciones se explican con mayor detalle
los aspectos de implementación de cada una.
Figura 5.1: Arquitectura de DevMeter
5.2.1. Capa de Extracción y Procesamiento de Datos
La Capa de Extracción y Procesamiento de Datos es la responsable de recuperar, limpiar y
procesar los datos contenidos en Subversion y en los SSD. Esta capa está formada por tres
componentes: un componente de extracción, encargado del acceso a los datos, un componente
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de limpieza, encargado de eliminar los datos inconsistentes y normalizar los valores y un com-
ponente de procesamiento, encargado de generar la información no explicita en los repositorios
de software, como el número de clases y métodos que cambian de una versión a la siguiente.
En las siguientes secciones se describe con mayor detalle la función de cada componente.
Componente de Extracción
El componente de extracción implementa dos estrategias diferentes para acceder a los datos:
una para el acceso a los datos contenidos en SCV y otra para el acceso a los datos en los SSD,
esta última varía de acuerdo con la distribución del SSD.
El acceso a los datos contenidos en el SCV se realiza mediante el paquete de software ex-
terno SVNKit1, que es un API de Java que implementa todas las funciones y características
de Subversion y que permite acceder y manipular la información de los commits y archivos
contenidos en el repositorio. DevMeter usa las funciones ofrecidas por SVNKit (versión 1.3.1)
para obtener el número, la fecha, el autor y la descripción de cada commit, así como la ubi-
cación, el nombre, el contenido y la operación (adición, modificación o eliminación) realizada
sobre cada archivo.
El acceso a los contenidos en los SSD varía de acuerdo con la distribución del sistema, ya que
Sourceforge y Google Code no proveen un formato común para exportar los datos. En el caso
de Google Code los datos sólo pueden ser exportados en formato CSV (valores separados por
comas) mientras en Sourceforge, estos sólo pueden ser visualizados a través del navegador de
internet, razón por la cual el componente usa el nombre del proyecto para ubicar el recurso
CSV en el caso de Google Code y el identificador del proyecto para generar las direcciones
URL de los proyectos en el caso de Sourceforge. En los dos casos, se obtiene el identificador,
la fecha, la descripción, el estado y el responsable de cada defecto, tarea o mejoramiento.
Componente de Limpieza
El componente de limpieza se encarga de verificar y corregir los datos de los elementos ex-
traídos. En el caso particular del SCV se encarga de eliminar los commits sin autor o con
fechas inválidas, así como los archivos cuyo contenido no pueda ser mapeado a texto, como
por ejemplo los directorios, que en Subversion son tratados como archivos. En el caso de los
SSD se encarga de transformar las fechas de los defectos a los tipos de datos requeridos y de
eliminar los defectos que no hayan sido asignados a un desarrollador.
Componente de Procesamiento
El componente de procesamiento se encarga de generar la información que no está explicita
en los datos obtenidos por el componente de extracción. En el caso particular de los SCV, el
componente tiene la responsabilidad de clasificar los archivos y procesar el código fuente en
1http://svnkit.com/
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los archivos Java, y en el caso de los SSD tiene a su cargo la unificación de los estados de las
tareas, defectos y mejoramientos.
El componente clasifica los archivos en archivos OO (archivos con extensión .java) y archivos
no OO (archivos con otra extensión) y determina los nombres de las clases y métodos con-
tenidos en el código fuente. Para esto usa Java Parser2, un parser de Java que a partir de un
archivo genera una representación sintáctica AST, en donde las clases, interfaces, enumera-
ciones, propiedades y métodos son representados como nodos de un árbol. En la Figura 5.2
se ilustran las representaciones AST para dos versiones consecutivas de un archivo Java.
La representación AST es usada por el componente de procesamiento para determinar la
operación realizada sobre las clases y métodos, la cual se determina con base en la operación
asociada al archivo que las contiene, si la operación es de adición o eliminación, las clases en
el árbol AST se marcan como agregadas o eliminadas según sea el caso y si la operación es de
modificación la operación se determina con base en la diferencia entre los conjuntos de nodos
de los árboles, que representan las versiones actual y anterior del archivo, como se ilustra en
la Figura 5.2. En esta ilustración, el nodo Clase B (de color verde) se marca como eliminado
porque sólo aparece en la versión anterior (versión 1), el nodo Clase C (de color naranja) se
marca como agregado porque está presente sólo en la versión actual (versión 2) y el nodo Clase
A (de color blanco) se marca como modificado si al comparar el contenido de las dos versiones
se encuentran diferencias. La misma idea se usa para determinar la operación asociada a los
métodos, aunque en este caso con base en la operación de las clases que los contienen.
Figura 5.2: Determinación de la operación de las Clases y Métodos en dos versiones consecu-
tivas de un archivo
Para determinar la operación asociada a las líneas de código fuente, el componente de proce-
samiento también se basa en las operaciones de los métodos que las contienen, aunque sólo
para el caso de operaciones de adición o eliminación. En el caso de los métodos modificados, el
componente usa la salida generada por la implementación normal del algoritmo Diff [81], que
permite comparar dos cadenas de texto y determinar cuáles líneas se agregaron, modificaron
2http://code.google.com/p/javaparser/
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o borraron mediante un texto, cuya estructura es presentada en la Figura 5.3 y descrita a
continuación.
La estructura está formada por un conjunto de bloques, separados por un cabezote (que se
identifica por no empezar con los caracteres >, < y −−−). La letra contenida en el cabezote
es usada por el componente para determinar el tipo de cambio realizado sobre las líneas, ya
que la letra a indica que las líneas se agregaron, la letra d que se eliminaron y la c que se
cambiaron, caso en el que el bloque tiene un separador (marcado por los caracteres − − −),
que divide las líneas que se reemplazaron. Los caracteres > y < son usados para obtener las
líneas agregadas y eliminadas respectivamente.
Figura 5.3: Ejemplo de la salida del algoritmo Diff
Como se mencionó al inicio de esta sección el componente de procesamiento también se encarga
de unificar las características de las tareas, mejoramientos y defectos en un conjunto común.
Particularmente, se encarga de la unificación de los estados que debido a la flexibilidad de
los SSD varían de una distribución a otra, las equivalencias usadas fueron presentadas en la
Tabla 4.1.
5.2.2. Capa de Integración de Datos
La capa de integración de datos se encarga de relacionar los commits y los defectos a un sólo
conjunto de desarrolladores y guardar esa relación y los datos asociados en una única fuente
de información. La capa hace uso de una base de datos relacional PostgreSQL3 (versión 8.4.4),
que específicamente asocia los datos del SCV (commit, archivo, clase, método y línea) y del
SSD (defectos, tareas y mejoramientos, referidos en el modelo como defectos) con cada uno
de los desarrolladores involucrados. Estos datos son mapeados a un modelo de objetos usando
Hibernate4 (versión 3.0). La representación del modelo de datos de la herramienta se ilustra
en la Figura 5.4.
3http://www.postgresql.org/
4https://www.hibernate.org/
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Figura 5.4: Modelo de objetos de DevMeter
En este modelo la clase Proyecto representa a cada uno de los proyectos analizados. Un Proyec-
to tiene asociadas las clases RepositorioVersiones y RepositorioDefectos, usadas para manip-
ular los datos del SCV y del SSD, respectivamente. La clase DatosVersionActual, también
asociada a un Proyecto se usa para manejar los datos de tamaño y estabilidad del mismo, co-
mo por ejemplo el número de desarrolladores, la duración del proyecto y el número de archivos
contenidos en su última versión.
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Un Proyecto está relacionado con un conjunto de Desarrolladores, mediante una relación
de agregación, ya que las dos clases son completamente independientes. Los Desarrolladores
tienen relaciones de agregación con los Commits, Defectos y Contribuciones, ya que dentro
de la aplicación no se hace necesario que un Commit, Defecto o Contribución esté asociado a
un individuo, pues en algunos casos, por inconsistencia en los datos, el nombre del individuo
puede ser nulo.
Cada Commit, tiene una relación de agregación con una lista de Archivos, que representa a los
archivos que cambian en cada operación de commit, éstos pueden ser ArchivosOO (archivos
con extensión .java) o ArchivosNoOO (archivos con extensión diferente .java), razón por la cual
tienen una relación de herencia con Archivo, ya que comparten algunas de sus características.
Si un archivo es de tipo ArchivoOO tiene una relación de agregación con las Clases, losMétodos
o las Líneas, de nuevo la razón para que la relación sea de agregación es que cada elemento
se considera como independiente en la herramienta.
Con el propósito de facilitar el cálculo de las métricas de complejidad, una Clase tiene una
relación de composición con Campo (que representa a las variables de tipo global en la clase)
y un Método tiene una relación de composición con Variable (que representa a las variables
de tipo local). La relación es de composición porque el tiempo de vida de los campos y las
variables depende de las clases y los métodos, respectivamente.
Las clases Defecto (que representa a las tareas, mejoramientos o defectos), Commit, Archivo,
Clase, Método y Línea extienden mediante herencia de la clase Elemento, que contiene las
propiedades y métodos comunes a éstas, como por ejemplo la propiedad Estado, que se usa
para representar las operaciones de adición, modificación o eliminación.
Finalmente, la clase Contribución se usa para manipular los resultados de las métricas, calcu-
ladas para cada tipo de elemento (commit, archivo, clase, método, línea, tarea, mejoramiento
o defecto) en cada estado y en cada una de las fechas en las que se realizó al menos una
operación de commit o el registro de un defecto.
5.2.3. Capa de Cálculo de Métricas
La capa de cálculo de métricas determina el valor de contribución calculado a partir del modelo
y de las métricas mencionadas en el capítulo 4, con base en los datos almacenados en la base
de datos. Con los resultados obtenidos la capa genera una estructura que contiene el número
de commits, archivos, clases, métodos, líneas, defectos, mejoramientos y tareas asociadas a un
desarrollador en un intervalo de tiempo dado. Esta estructura es almacenada en una tabla de
la base de datos que es mapeada a la clase Contribución como se ilustra en la Figura 5.4.
La capa de cálculo de métricas implementa específicamente las métricas: número de commits,
archivos OO, archivos no OO, clases, métodos y líneas de código fuente agregadas, modifi-
cadas y eliminadas por cada uno de los desarrolladores en un intervalo de tiempo, así como
el número de tareas, mejoramientos y defectos asignados, completados y no completados.
Adicionalmente puede calcular la complejidad ciclomática de los archivos, clases y métodos
agregados y modificados y el valor de falta de cohesión de los archivos y clases agregados y
modificados.
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Como se mencionó en las secciones 4.4.1 y 4.4.2, los valores de complejidad ciclomática se
calculan para los métodos y los valores de falta de cohesión para las clases, razón por la cual
esta capa debe hacer un procesamiento adicional para determinar el valor de esas métricas
en otros niveles de granularidad como los archivos. En la Tabla 5.1 se explica la metodología
usada para determinar la complejidad ciclomática de los métodos, clases y archivos y la falta
de cohesión de las clases y archivos.
Tabla 5.1: Metodología usada por DevMeter para calcular la complejidad
Nivel Metodología Complejidad
Ciclomática
Metodología Falta de
Cohesión
Commit Tomar el valor de
complejidad más alto de los
archivos contenidos
Tomar el valor de cohesión
más alto de los archivos
contenidos
Archivo Tomar el valor de
complejidad más alto de las
clases contenidas
Tomar el valor de cohesión
más alto de las clases
contenidas
Clase Tomar el valor de
complejidad más alto de los
métodos contenidos
Ver sección 4.4.2
Método Ver sección 4.4.1
5.2.4. Capa de Visualización
Finalmente, la Capa de Visualización tiene la responsabilidad de presentar los valores de las
métricas en un conjunto de gráficos que faciliten su análisis y comprensión. Esta capa también
está a cargo de la presentación de algunos valores estadísticos, como el valor mínimo, el valor
máximo, la media y la desviación estándar de los valores de las métricas. La presentación de
los datos en el navegador de internet y la generación de estos gráficos se logra mediante la
utilización de Struts5 y JFreeChart6, respectivamente. Struts (versión 2.0.14) es un framework
para manipular la presentación de datos de aplicaciones web JEE y JFreeChart (versión 1.0.13)
es un framework de Java para la generación de gráficos.
La presentación de los datos en la página web está dividida en cuatro secciones: summary
(información general), contribution model (modelo de contribución), graphic reports (reportes
gráficos) y export reports (reportes para exportar). A continuación se presenta una descripción
muy general de la información presentada en cada una, una descripción más detallada puede
ser encontrada en el manual de usuario que puede descargarse de la dirección URL referida
en el Apéndice A.
La sección summary o de información general contiene una descripción del proyecto, una lista
de sus datos de tamaño y estabilidad, una tabla con el valor de las métricas de commits,
5http://struts.apache.org/
6http://www.jfree.org/jfreechart/
CAPÍTULO 5. DEVMETER 50
archivos, clases, métodos y líneas agregados, modificados y eliminados y una tabla con el
valor de las métricas de tareas, defectos o mejoramientos completados y no completados.
La descripción del proyecto es una cadena de texto que el usuario ingresa cuando carga un
proyecto y la información de tamaño y estabilidad del software es obtenida a partir de los
datos contenidos en la última versión del sistema, esta información hace referencia al número
total de desarrolladores, el número de revisiones o commits, la duración (en años, meses y
días) del proyecto y el número de archivos, clases, métodos y líneas contenidos en la última
versión del proyecto.
La sección contribution model o modelo de contribución le presenta al usuario una descripción
del modelo detallado en el capítulo 4 y le permite obtener el resultado de la medición de
contribución para cada uno de los desarrolladores, de acuerdo con un conjunto de parámetros
configurados por él, que incluyen el valor de las constantes y las métricas usadas en el cálculo
de los factores de tamaño y calidad.
La sección graphic reports o reportes gráficos contiene un panel de selección de parámetros,
una ventana de visualización de gráficos, un panel de descripción del gráfico y un panel de
estadísticas que permiten visualizar el resultado de las métricas incluidas en el modelo de
contribución.
Para visualizar un gráfico en la ventana de visualización de gráficos, el usuario debe definir
un conjunto de parámetros en el panel de selección de parámetros. Específicamente, debe
seleccionar un tipo de gráfico, pueden generarse gráficos de barras o tortas; un repositorio,
puede seleccionarse el repositorio de control de versiones o el repositorio de seguimiento de
defectos; una métrica, que varía de acuerdo con el repositorio seleccionado y que para la
última versión de DevMeter incluye el contador del número de elementos, la complejidad
ciclomática y la falta de cohesión para los SCV y el contador de elementos para el caso de
los SSD; un nivel de granularidad, pueden seleccionarse commits, archivos, clases, métodos,
líneas, tareas, mejoramientos o defectos y un tipo de operación para el elemento, pueden
seleccionarse agregado, modificado, eliminado, abierto o cerrado.
En las Figuras 5.5, 5.6 y 5.7 se ilustran un gráfico de barras, un gráfico de torta y un gráfico
de líneas generados con DevMeter. El gráfico de la Figura 5.5 muestra la contribución medida
en términos del número de archivos java agregados por cinco desarrolladores en el proyecto
aima-java7, en este gráfico las barras y sus alturas representan a los desarrolladores y los
valores de contribución, respectivamente.
El gráfico de la Figura 5.6 muestra el porcentaje de complejidad ciclomática medida sobre los
métodos modificados asociados a cada uno de los desarrolladores del proyecto aima-java. En
este gráfico cada porción de la torta representa el porcentaje de complejidad asociado a cada
desarrollador e identificado en el gráfico con un color diferente.
El gráfico de la Figura 5.7 muestra el valor de falta de cohesión de las clases agregadas,
modificadas o eliminadas en cada una de las fechas de commit del proyecto aima-java. La
7aima-java es un proyecto java con contiene la implementación de los algoritmos incluidos en el libro
“Artificial Intelligence: A Modern Approach”. La dirección URL del proyecto en Google Code es http:
//code.google.com/p/aima-java/.
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Figura 5.5: Gráfico del número de archivos agregados por cada desarrollador en el proyecto
aima-java
Figura 5.6: Gráfico de la complejidad ciclomática asociada a cada desarrollador en el proyecto
aima-java
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visualización de la distribución de los datos está filtrada sólo para dos de los desarrolladores con
los valores más altos de falta de cohesión. En el gráfico, el eje X representa una línea de tiempo
desde el primer hasta el último cambio realizado por los desarrolladores MAGICINDIAN y
RUEDIGER.LUNDE, mientras el eje Y corresponde al valor de falta de cohesión de las clases
alteradas en el intervalo de tiempo considerado.
Figura 5.7: Gráfico del valor de falta de cohesión asociado a cada desarrollador en el proyecto
aima-java
Finalmente, la sección export reports o reportes para exportar provee funcionalidad que le
permite al usuario exportar en un archivo de texto el valor de todas las métricas de tamaño
y complejidad con el objetivo de que puedan ser procesadas y analizadas en un paquete
estadístico de software externo. En la siguiente sección se describe cómo acceder al manual
de usuario en donde se detalla el proceso de instalación, las funcionalidades ofrecidas por
DevMeter y los componentes de la interfaz.
5.3. Instalación
El manual de usuario, cuya ubicación se presenta en el Apéndice A, contiene una sección
en donde se explican con detalle los requerimientos de software y los pasos necesarios para
instalar DevMeter. En la siguiente sección se describen con mayor detalle los proyectos de
software usados en un caso de prueba de la herramienta y se presentan los resultados de la
evaluación realizada.
Capítulo 6
Caso de Estudio
En este capítulo se presenta un caso de estudio que incluye el análisis de cinco proyectos orien-
tados a objetos y de código abierto usando la herramienta de software DevMeter y el modelo
de medición de contribución presentado en el capítulo 4. El estudio tiene como objetivos:
aplicar las métricas de tamaño y complejidad de las contribuciones explicadas en el capítulo
4, probar la funcionalidad ofrecida por DevMeter en el análisis de casos reales, identificar
patrones de contribución y hacer algunas recomendaciones sobre la aplicación de las métricas
propuestas. El análisis está basado en la formulación de preguntas de investigación como:
cuál es el valor de la contribución para cada desarrollador, medido con base en las métricas
y el modelo propuesto?, cómo se distribuyen esos valores cuando se comparan los resultados
obtenidos para todos los individuos?, existe alguna relación de dependencia entre las métricas
consideradas? y si es así qué tan recomendable es usar una o la otra?, cómo se distribuyen
los valores de contribución (medidos usando el número de commits y defectos asignados) en
el tiempo?, existe algún patrón de contribución y es posible a partir de esos datos determinar
cómo cambian los desarrolladores más activos a través del tiempo? y finalmente es posible
determinar a partir del modelo y las métricas si efectivamente se presenta un fenómeno ya
descrito por otros autores en relación a la propiedad de código fuente, específicamente existe
una distribución estricta de las responsabilidades de implementación sobre partes específicas
de los sistemas?. Para responder a estas preguntas, a continuación se estudian los valores y
gráficos de contribución generados para cada desarrollador mediante el modelo y la herramien-
ta, se analizan los valores de correlación entre cada pareja de métricas, se infieren algunas
conclusiones sobre los patrones de contribución observados a través del tiempo y se plantea
una metodología que permite determinar si efectivamente existe una separación explicita de
las partes de los sistemas y por lo tanto de las responsabilidades asociadas. En la siguiente
sección se presenta una descripción de los proyectos utilizados en el caso de estudio y se men-
cionan algunos datos numéricos y características de los equipos que permiten determinar su
tamaño y estabilidad.
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6.1. Descripción de los Proyectos Analizados
Para la realización del caso de estudio se extrajeron datos de cinco proyectos de software
orientados a objetos, escritos en Java y de código abierto. Específicamente, se estudiaron
los proyectos: DrJava1, PMD2, JMonkey Engine3, JabRef4 y Wabit5. Los proyectos usan
Subversion como SCV y los servicios de Sourceforge y Google Code como SSD, tienen en
promedio 4508 revisiones, más de un año de tiempo de vida y están formados por grupos de
13 a 61 desarrolladores. La selección de los proyectos se realizó con base en las características
mencionadas, la calidad de los datos contenidos y la popularidad que tienen estos entre los
usuarios. A continuación se presenta una descripción del dominio de aplicación de los proyectos
y en la Tabla 6.1 se mencionan algunos valores relacionados con el tamaño y estabilidad de
cada uno, los datos presentados en las siguientes secciones y en la Tabla 6.1 fueron consultados
entre el 28 de Febrero y el 30 de Julio de 2010.
DrJava
DrJava es un entorno liviano de programación para Java, diseñado para promover el desarrollo
de software basado en pruebas. La herramienta incluye un editor inteligente de programas,
un panel de interacciones para validar el código fuente, un depurador de código fuente y
una utilidad de pruebas unitarias. De acuerdo con una consulta hecha en Sourceforge6 el 30
de Julio de 2010, el proyecto es descargado 1447 veces en promedio a la semana y tiene un
porcentaje de recomendación del 73%.
PMD
PMD es una herramienta de software para analizar código fuente Java, entre las funcionali-
dades ofrecidas se incluyen: la detección de variables no usadas, catch vacíos y objetos innece-
sarios. De acuerdo con una consulta hecha en Sourceforge7 el 30 de Julio de 2010, el proyecto
es descargado 1401 veces en promedio a la semana y tiene un porcentaje de recomendación
del 95%.
JMonkey Engine
JMonkey Engine es un motor de vídeo juegos 3D de alto desempeño basado en un API de
gráficos, su arquitectura está basada en un grafo de escenas, que permite la organización de
los datos de un juego en un árbol de nodos. La herramienta soporta varios efectos de alto
1http://drjava.sourceforge.net/
2http://pmd.sourceforge.net/
3http://www.jmonkeyengine.com/home/
4http://jabref.sourceforge.net/
5http://www.sqlpower.ca/page/wabit
6http://sourceforge.net/projects/drjava/
7http://pmd.sourceforge.net/
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nivel y la entrada de datos vía teclado, mouse y joystick. De acuerdo con una consulta hecha
en Google Code8 el 30 de Julio de 2010, la última versión ha sido descargada más de 21500
veces.
JabRef
JabRef es una aplicación gráfica para administrar bases de datos bibliográficas. La herramienta
está diseñada específicamente para bases BibTex, pero puede importar y exportar datos a otros
formatos bibliográficos. JabRef funciona sobre cualquier sistema operativo, pero requiere la
instalación previa de Java 1.5+. De acuerdo con una consulta hecha en Sourceforge9 el 30
de Julio de 2010, el proyecto es descargado 3660 veces en promedio a la semana y tiene un
porcentaje de recomendación del 96%.
Wabit
Wabit es una herramienta de análisis y generación de reportes para inteligencia de nego-
cios, que provee una interfaz gráfica y un API para interactuar con las bases de datos. La
herramienta permite la generación de reportes estándar y personalizados en tiempo real, la
ejecución de consultas, la generación de gráficos de barras, tortas y líneas y la creación de
cubos OLAP. De acuerdo con una consulta hecha en Google Code10 el 30 de Julio de 2010,
la última versión ha sido descargada más de 1066 veces.
6.2. Consideraciones Preliminares
Los valores mostrados en las tablas y gráficos de este caso de estudio son en su gran mayoría
confiables, ya que DevMeter además de tener pruebas de unidad fue probada de forma manual
con ayuda de proyectos pequeños, con los que se verificaron la consistencia y veracidad de los
resultados. Específicamente se usaron los proyectos WhiteDog11 y aima-java12, el primero es un
framework de Java para manejar aplicaciones compartidas a través de la red y el segundo es un
conjunto de implementaciones de los algoritmos presentados en el libro "Artificial Intelligence
- A Modern Approach 3rd Edition". Los dos proyectos tienen sus SVC y sus SSD alojados
en Google Code, no superan las 600 revisiones y sus equipos de desarrollo no cuentan con
más de 5 individuos. En el caso particular de WhiteDog se encontraron 122 commits, 548
operaciones realizadas sobre archivos, 74 operaciones sobre clases, 184 sobre métodos y 633
sobre líneas. Todos estos datos fueron validados usando el plugin Subclipse13 para Eclipse, que
8http://code.google.com/p/jmonkeyengine/
9http://jabref.sourceforge.net/
10http://code.google.com/p/wabit/
11http://code.google.com/p/whitedog/
12http://code.google.com/p/aima-java/
13http://subclipse.tigris.org/
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Tabla 6.1: Características de los proyectos analizados (información consultada entre el 28 de Febrero y el 30 de Julio de 2010)
Proyecto
Fecha de
Inicio Duración
Última
versión
# De-
sarrol-
ladores SCV SSD
# Revi-
siones
# De-
fectos,
Tareas,
Mejo-
ramien-
tos
#
Archivos # Clases
#
Métodos
#
Líneas
DrJava 2001-06-19 9 años r5004 61 SVN SRCF 5196 1,697 55469 5357 61233 327763
PMD 2002-06-21 8 años 2.2.5 34 SVN SRCF 6485 1,750 37396 1662 11208 72365
JMonkey 2003-06-10 7 años 2.0.1 61 SVN GC 5672 177 16818 2621 24347 163151
JabRef 2003-10-14 6 años 2.6 33 SVN SRCF 3177 1,815 9125 2562 14842 127538
Wabit 2008-10-06 1 año 1.1.1 13 SVN GC 2013 49 2986 617 5427 41633
SVN = Subversion
SRCF = Sourceforge
GC = Google Code
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Tabla 6.2: Valores estadísticos del número de commits por día con valores atípicos
Proyecto Estadísticas de Contribucion por Día
Media Mediana Desviación
Estándar
Desviación
Absoluta
Mediana
Suma Total
DrJava 4.1997 3.0 4.787 2.0 5195.0
PMD 4.98 3.0 7.7608 2.0 6484.0
JMonkey 4.3657 2.0 5.5597 1.0 5671.0
JabRef 2.7356 2.0 3.0513 1.0 3176.0
Wabit 7.3431 5.0 7.2828 3.0 2012.0
Tabla 6.3: Valores estadísticos del número de defectos por día con valores atípicos
Proyecto Estadísticas de Contribucion por Día
Media Mediana Desviación
Estándar
Desviación
Absoluta
Mediana
Suma Total
DrJava 1.4226 1.0 0.8145 0.0 1047.0
PMD 1.56 1.0 1.1782 0.0 1248.0
JabRef 1.3766 1.0 0.7841 0.0 1060.0
permitió determinar las operaciones realizadas sobre cada artefacto mediante la comparación
de versiones consecutivas de los artefactos.
Adicionalmente, es importante mencionar que para la realización del análisis de contribución
en el tiempo se removieron los valores atípicos porque distorsionaban la media. Cómo se ilus-
tra en las figuras 6.1 y 6.2, los histogramas de commits y defectos para todos los proyectos
están sesgados a la derecha, lo que indica que la media puede afectarse por valores grandes
de commits y defectos, que son menos frecuentes en las contribuciones diarias. En la primera
figura se ilustran las frecuencias de los commits generados por día, que indican que general-
mente se realizan entre 0 y 3 commits diarios en todos los proyectos. En la segunda figura se
ilustran las frecuencias de los defectos reportados por día, los gráficos corresponden sólo a los
proyectos DrJava, PMD y JabRef porque son los únicos de los que se tiene fecha de reporte.
La figuras fueron generadas con el paquete estadístico R14 a partir de los datos contenidos en
reportes obtenidos con DevMeter.
Los valores estadísticos presentados en las Tablas 6.2 y 6.3 hacen visible la influencia de los
valores atípicos sobre la media de las contribuciones diarias, en todos los casos muy superior
a la mediana, que es un estimador más robusto del promedio cuando los datos están sesgados.
Con el objetivo de disminuir la diferencia entre la media y la mediana y mejorar la calidad
de las visualizaciones se removieron los valores cuya diferencia con la media superó las cuatro
14http://www.r-project.org/
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Figura 6.1: Histograma de commits por día para los proyectos DrJava, PMD, JMonkey, JabRef y Wabit
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Figura 6.2: Histograma de defectos reportados por día para los proyectos DrJava, PMD y JabRef
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Tabla 6.4: Valores estadísticos del número de commits por día sin valores atípicos
Proyecto Estadísticas de Contribucion por Día
Media Mediana Desviación
Estándar
Desviación
Absoluta
Mediana
Suma Total
DrJava 3.4825 3.0 2.5048 2.0 4085.0
PMD 3.6852 3.0 2.6907 2.0 4437.0
JMonkey 2.3559 2.0 1.5611 1.0 2476.0
JabRef 2.2514 2.0 1.409 1.0 2463.0
Wabit 5.5605 5.0 4.4509 3.0 1379.0
Tabla 6.5: Valores estadísticos del número de defectos por día sin atípicos
Proyecto Estadisticas de Contribucion por Día
Media Mediana Desviación
Estándar
Desviación
Absoluta
Mediana
Suma Total
DrJava 1.0 1.0 0.0 0.0 520.0
PMD 1.0 1.0 0.0 0.0 540.0
JabRef 1.0 1.0 0.0 0.0 575.0
desviaciones estándar. Con esto se logró mayor similaridad entre la media y mediana, así
como entre la desviación estándar y la desviación absoluta mediana, sin afectar la mediana y la
desviación absoluta mediana calculadas inicialmente. Los nuevos valores estadísticos obtenidos
después de este procesamiento son presentados en las Tablas 6.4 y 6.5.
6.3. Análisis de la Contribución de los Desarrolladores
En esta sección se analizan los datos de contribución obtenidos usando el modelo planteado y la
funcionalidad ofrecida por DevMeter. Específicamente se analizan los valores de contribución
asociados a cada desarrollador, se determina cuáles de ellos son los más activos, con ayuda de
valores estadísticos se estudian las distribuciones de las contribuciones y se concluye cuáles
medidas de tendencia central podrían ser mejores estimadores de los valores promedios de
contribución por individuo.
Debido al amplio número de datos obtenidos, en el Apéndice B se presentan algunos valores
y gráficos que permiten determinar cómo se distribuyen los valores de contribución por de-
sarrollador, específicamente se presentan: la media, la mediana, la desviación estándar y la
desviación absoluta mediana de las contribuciones por individuo, así como el valor total de las
contribuciones realizadas por los más activos. A continuación se discuten algunas conclusiones
relacionadas con el comportamiento de estos datos.
En el proyecto DrJava, el desarrollador más activo se repite cuando el análisis se hace por
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tipo de operación en las métricas de tamaño. Si se revisan los archivos, clases, métodos y
líneas agregados se encuentra que el desarrollador más activo es DLSMITH, pero si se revisan
los archivos, clases, métodos y líneas modificados se encuentra que el individuo más activo
es diferente. Esta situación podría indicar una posible especialización de tareas, DLSMITH
podría estar a cargo de la funcionalidad nueva y RCARTWRIGHT de la corrección de defectos,
que generalmente implica la modificación y no adición de código fuente. Esta situación no
es evidente en los demás los proyectos, particularmente en PMD en donde el desarrollador
TOMCOPELAND es el individuo con los valores más altos de contribución en la mayoría de
las métricas. En este caso es evidente que existe una fuerte centralización del trabajo y que
TOMCOPELAND y RGUSTAV son los líderes y propietarios del proyecto, además que si se
revisan los gráficos de distribución se encuentra que existe una amplia diferencia entre sus
contribuciones y las de los demás integrantes.
El porcentaje de contribución asociado al desarrollador más activo en todas las métricas es
muy alto, en la mayoría de los casos ese valor supera el 25% y en el caso particular del número
de métodos modificados en JMonkey, este porcentaje alcanza un valor de 55.48%, lo que
significa que más del 55% de las modificaciones hechas sobre los métodos fueron realizadas
por el mismo individuo. La explicación puede estar relacionada con una característica ya
descrita por Mockus, Fielding y Herbsleb, quienes encontraron que los proyectos de código
abierto están conformados por un grupo pequeño de desarrolladores que realiza la mayoría de
las contribuciones y un grupo grande de voluntarios que contribuyen en proporciones mucho
menores [36], [37]. En las figuras incluidas en el Apéndice B se identifica una curva sesgada a
la izquierda que deja en evidencia la diferencia entre las contribuciones de los desarrolladores
más activos y el resto de la población. Este fenómeno ha sido estudiado en otras áreas del
conocimiento, particularmente en áreas relacionadas con las ciencias económicas y sociales,
en donde se ha descubierto que un grupo muy pequeño de individuos tiene recursos e ingresos
muy altos y un grupo muy grande debe repartirse los recursos restantes. Esa distribución ha
sido descrita mediante el coeficiente de Gini y la curva de Lorenz [82], [83] para determinar y
definir qué tan desiguales son los ingresos.
En todas las métricas el grupo de desarrolladores más activos es reducido y frecuente, por
ejemplo en DrJava y Jmonkey, el grupo de individuos únicos más activos equivale al 11.5%
(7 desarrolladores) y en PMD equivale sólo al 9% (3 desarrolladores). La razón puede estar
relacionada con una posible dependencia de los valores de las métricas, que podría conducir a
concluir que a mayor número de archivos, mayor es el número de clases, métodos y líneas. Este
hecho motiva la realización del estudio de correlación que se presenta en la sección 6.4 y con
el que se busca determinar si existe una correlación positiva entre las métricas consideradas.
La distribución de los datos está sesgada hacía la derecha, porque los valores de la media son
superiores a los de la mediana. De acuerdo con [57], en distribuciones sesgadas es recomendable
usar la mediana como estimador del promedio y no la media, que en este caso se distorsiona
por los valores atípicos. Es importante aclarar que los valores atípicos no fueron removidos
de este análisis porque equivalen a valores de contribución y eliminarlos implicaría ocultar
información valiosa para un administrador, quien finalmente está buscando determinar cuáles
de sus desarrolladores son los más activos.
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Llama la atención que el desarrollador más activo en algunas métricas es NOBODY, una
etiqueta usada en los SSD para marcar aquellos defectos que no han sido asignados a un
desarrollador. En el caso particular de JabRef los valores más altos de las métricas en el SSD
están asociados sólo a esta etiqueta, situación que deja ver el mal uso que en este proyecto se le
da a los SSD, los desarrolladores de JabRef corrigen los defectos pero no los asignan. Este tipo
de inconsistencias, asociadas a las identificadas en la etapa de preprocesamiento, son amenazas
a la validez de las interpretaciones y son uno de los obstáculos más grandes a la definición
de un modelo completo, que cumpla con todos los requerimientos que los administradores y
líderes de equipo demandan.
Los resultados obtenidos para los factores de tamaño y calidad muestran el mismo compor-
tamiento de los valores de las métricas. En las dos últimas filas de cada una de las tablas
del Apéndice B se observa que la desviación estándar de los factores es alta con respecto a
la media, que la media es mucho mayor a la mediana, que el porcentaje asociado a los desar-
rolladores más activos es alto y que el desarrollador más activo hace parte del conjunto de
individuos con los valores de contribución más altos en las métricas evaluadas por separado.
Esta situación permite afirmar que el modelo resume los valores obtenidos por las métricas y
que permite obtener de manera rápida y general un sólo valor que representa la contribución
de cada individuo.
Finalmente, dado que la complejidad es frecuentemente correlacionada de manera positiva
con el tamaño del código fuente, se esperaría que los desarrolladores con las contribuciones
más grandes sean los mismos con los valores más altos de complejidad. Sin embargo esto no
es lo que se evidencia en el proyecto DrJava, en donde los individuos JELOGUY15 y AWULF
tienen los valores más altos de complejidad, pero no hacen parte del grupo de desarrolladores
más activos, situación que también se evidencia en los demás proyectos. Este hecho puede
ser un indicador de que estos individuos están agregando complejidad innecesaria al código
fuente o que están trabajando en partes del sistema difíciles de codificar y mantener, ya
que no es comprensible que sus valores de complejidad sean tan altos en comparación con sus
contribuciones. Es importante resaltar como alarmantes los valores de complejidad ciclomática
identificados en los resultados de las métricas. En todos los proyectos los valores asociados
al desarrollador más activo superan los 160 casos de prueba, incluso en el proyecto Wabit
éstos alcanzan un valor de 809 casos de prueba. Las complejidades son alarmantes porque los
valores estándar están en el rango de 11 a 50 casos de prueba [84].
A continuación se presenta un análisis de correlación entre las métricas de tamaño, que busca
determinar si existe una relación de dependencia entre algunas de ellas y si es así, que permita
recomendar la utilización de una sola independiente del artefacto considerado.
6.4. Correlación entre las Métricas de Contribución
En esta sección se presenta un análisis de correlación entre las métricas de tamaño medi-
das sobre los SCV. El objetivo es determinar si existe una relación de dependencia entre el
número de archivos, clases, métodos y líneas agregados, modificados o eliminados, que permita
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recomendar la utilización de una sola medida, que resuma el comportamiento de las otras o
que definitivamente obligue a un analista a considerarlas todas. Para encontrar el valor de
correlación se hizo uso del coeficiente de correlación lineal (denotado por r en la ecuación
6.1), que mide la fuerza y dirección de una relación lineal entre dos variables x y y [85]. La
fórmula matemática para calcular el valor de r es presentada en la ecuación 6.1, en donde n
es el número de parejas de datos y x y y son los valores asociados.
r =
n
∑
xy − (
∑
x) (
∑
y)√
n (
∑
x2)− (
∑
x)2
√
n (
∑
y2)− (
∑
y)2
(6.1)
El valor de r está en el rango de [−1,+1] y los signos + y − son usados para identificar las
correlaciones lineales positivas y negativas, respectivamente. Si el valor de r es cercano a +1,
se dice que x y y tienen una correlación lineal positiva, lo que significa que si el valor de x
aumenta, el de y también lo hace. Pero si por el contrario, el valor de r es cercano a −1,
se dice que x y y tienen una correlación lineal negativa, lo que significa que si el valor de x
aumenta el de y disminuye. Finalmente, si el valor de r es cercano a 0 se dice que no existe
una relación lineal o que la correlación lineal es débil. De acuerdo con [85] una correlación
mayor a 0,8 se considera fuerte, mientras un valor menor a 0,5 se considera débil.
Para determinar el valor de r se siguieron los siguientes pasos: primero se extrajeron las
fechas en las que al menos se registró un cambio en el SCV, luego para cada una de esas
fechas se determinaron el número de archivos, clases, métodos y líneas agregados, modificados
y eliminados, después se removieron los valores atípicos como se explicó en la sección 6.2,
se calculó el valor de r para cada pareja de valores considerados (por ejemplo se consideró
a x como el número de clases agregadas y a y como el número de métodos agregados), se
normalizaron los datos, es decir se ubicaron en el rango de 0 a 1 y finalmente se generaron los
gráficos de correlación entre las parejas de variables (presentados en el Apéndice C y generados
con el paquete estadístico R). En la Tabla 6.6 se presentan los valores de r obtenidos para
cada pareja de variables modificadas en el mismo tipo de operación, en esta tabla la letra
A representa las operaciones de adición, la letra M las de modificación, la letra E las de
eliminación y la letra T el total de ellas. Las cuatro últimas filas muestran la media, la
desviación estándar, el mínimo y el máximo de los valores obtenidos en los proyectos, esto
con el fin de darle al lector una idea resumida de los valores de r.
En la Figura 6.3 se ilustran los gráficos de correlación generados con R para el proyecto
JMonkey (los gráficos para los demás proyectos pueden consultarse en el Apéndice C). Par-
ticularmente se ilustran nueve gráficos que representan la correlación entre cada pareja de
artefactos en todas las operaciones. En este tipo de gráficos la variable x (normalmente la
variable independiente) es mapeada sobre el eje horizontal y la variable y (la variable depen-
diente) sobre el eje vertical y cada punto en el gráfico es usado para representar el valor que
toman las dos en algún momento. Si la mayoría de los datos están agrupados sobre una línea
recta que atraviesa el plano, se dice que la relación de dependencia es alta y si esa línea apunta
hacía arriba se dice que la relación es positiva, de lo contrario se dice que es negativa. Si la
línea forma un ángulo de 45◦ con alguno de los ejes, como en el caso de archivos modificados
vs clases modificados, se dice que las dos variables aumentan en la misma proporción; si la
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Tabla 6.6: Coeficiente de correlación lineal entre los diferentes niveles de granularidad
Proyecto Archivo vs Clase Archivo vs Método Archivo vs Línea Clase vs Método Clase vs Línea Método vs Línea
A M E T A M E T A M E T A M E T A M E T A M E T
DrJava 0,76 0,94 0,49 0,94 0,55 0,83 0,32 0,80 0,49 0,12 0,25 0,21 0,85 0,75 0,70 0,76 0,74 0,14 0,59 0,24 0,93 0,17 0,93 0,45
PMD 0,96 0,98 0,99 0,98 0,79 0,52 0,68 0,61 0,56 0,42 0,48 0,42 0,84 0,50 0,70 0,60 0,62 0,41 0,50 0,42 0,91 0,92 0,88 0,88
JMonkey 0,99 1,00 0,99 1,00 0,82 0,26 0,91 0,32 0,97 0,33 0,85 0,41 0,79 0,26 0,89 0,30 0,97 0,33 0,88 0,40 0,87 0,97 0,81 0,87
JabRef 0,68 0,85 0,68 0,84 0,82 0,86 0,57 0,70 0,80 0,72 0,48 0,59 0,89 0,76 0,64 0,50 0,83 0,56 0,58 0,36 0,96 0,86 0,86 0,95
Wabit 0,73 0,97 0,58 0,96 0,68 0,88 0,76 0,83 0,44 0,26 0,25 0,39 0,77 0,87 0,79 0,82 0,93 0,26 0,89 0,45 0,73 0,41 0,61 0,65
Media 0,82 0,95 0,75 0,94 0,73 0,67 0,65 0,65 0,65 0,37 0,46 0,40 0,83 0,63 0,74 0,60 0,82 0,34 0,69 0,37 0,88 0,67 0,82 0,76
Desviación 0,14 0,06 0,23 0,06 0,11 0,27 0,22 0,21 0,22 0,22 0,24 0,13 0,05 0,25 0,10 0,21 0,14 0,16 0,18 0,08 0,09 0,35 0,13 0,21
Mínimo 0,68 0,85 0,49 0,84 0,55 0,26 0,32 0,32 0,44 0,12 0,25 0,21 0,77 0,26 0,64 0,30 0,62 0,14 0,50 0,24 0,73 0,17 0,61 0,45
Máximo 0,99 1,00 0,99 1,00 0,82 0,88 0,91 0,83 0,97 0,72 0,85 0,59 0,89 0,87 0,89 0,82 0,97 0,56 0,89 0,45 0,96 0,97 0,93 0,95
Convenciones
A = operación de adición
M = operación de modificación
E = operación de eliminación
T = total de las operaciones
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línea forma un ángulo menor a 45◦ pero mayor a 0◦, se dice que a pesar de que x aumenta
y y también lo hace, ésta última lo hace en una proporción mucho menor, como en el caso
de clases agregadas vs métodos agregados y si la línea forma un ángulo mayor a 45◦ pero
menor a 90◦ se dice que y aumenta en proporciones mucho mayores a las de x, como en el
caso de métodos agregados vs líneas agregadas. En estos gráficos el color azul de los puntos es
usado para mostrar las correlaciones generadas en las operaciones de adición, modificación y
eliminación entre archivo y clase; el color rojo, las correlaciones generadas en las operaciones
de adición, modificación y eliminación entre clase y método y el color verde las correlaciones
generadas en las operaciones de adición, modificación y eliminación entre método y línea de
código fuente.
Los datos presentados en la Tabla 6.6 dejan ver que los valores de correlación entre archivo y
clase son muy cercanos a +1, en cualquiera de las operaciones consideradas, particularmente
en las acciones de modificación, en donde como mínimo se consigue un valor de 0.85 en el caso
de JabRef y como máximo un valor de 1 en el caso de JMonkey. En los gráficos de correlación
de la Figura 6.3 también es evidente esta situación, incluso puede verse que la relación de
dependencia se mantiene en la misma proporción porque los datos están agrupados sobre la
línea de 45◦ que atraviesa el plano. Este comportamiento y los valores que alcanza r pueden
explicarse a partir de la naturaleza de los proyectos orientados a objetos y la organización de
las clases dentro de los archivos, que no se usan como contenedores de un número grande de
clases sino como contenedores de una única clase, razón por la cual a mayor número de archivos
agregados, modificados o eliminados, mayor es el número de clases agregadas, modificadas o
eliminadas, respectivamente.
Los datos de la Tabla 6.6 dejan ver que a diferencia del valor de r obtenido para archivos vs
clases, el obtenido para archivos vs métodos ya no es tan alto, alcanza en el caso de operaciones
de adición un valor promedio de 0.73 y en el caso de operaciones de modificación y eliminación
un valor promedio de 0.65. La misma situación se evidencia en los valores de r para archivos
vs líneas, en donde r tan sólo alcanza un valor promedio de 0.37 para las operaciones de
modificación. Este patrón también se evidencia cuando el análisis se hace a nivel de clase vs
método y clase vs línea, en donde para el primer caso se obtienen valores de r mayores que
para el segundo. La explicación a esta tendencia puede estar relacionada con las operaciones
de adición y eliminación que se realizan cuando un elemento se modifica, porque entre más
fino es el nivel de granularidad, mayor es el número de adiciones y eliminaciones que pueden
encontrarse dentro de los elementos. En el caso particular de archivos vs líneas modificadas
y eliminadas los valores de r son muy cercanos a 0, razón por la cual se realizó un análisis
detallado de los artefactos y sus modificaciones, que condujo a la siguiente explicación: dado
que se tienen pocos archivos eliminados en comparación con los modificados, la mayoría de
las líneas eliminadas están asociadas a los archivos modificados y no a los eliminados como
podría esperarse.
Cómo se mencionó al comienzo de esta sección el análisis de correlación busca determinar
si es posible usar una métrica calculada sobre un sólo nivel de granularidad, que resuma el
comportamiento de las otras. Los valores de correlación obtenidos en el caso de archivos y
clases permiten concluir que para los proyectos analizados se obtienen las mismas tendencias
e interpretaciones si se consideran las contribuciones a nivel de archivo o de clase, lo que
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Figura 6.3: Gráfico de correlación para el proyecto JMonkey
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significa que el desarrollador con más archivos asociados es probablemente el mismo con más
clases asociadas, sin importar el tipo de operación que se considere. Sin embargo a esta misma
conclusión no puede llegarse si se consideran niveles de granularidad más finos, en los que la
correlación tiende a disminuir debido a las adiciones y eliminaciones que al interior de los
artefactos más gruesos se realizan, como en los casos particulares de archivos vs métodos
y archivos vs líneas. En ese sentido, es recomendable que un administrador use alguna de
las métricas más gruesas, los archivos o las clases, no importa cuál seleccione y una de las
métricas más finas, métodos o líneas. Sin embargo, dadas las dificultades e inconsistencias
ya reportadas en la literatura con relación a las líneas de código fuente es mejor utilizar los
métodos, que a diferencia de las líneas son un estimador más cercano del número de funciones
implementadas en el sistema, particularmente en el caso de los lenguajes OO.
En la siguiente sección se presenta un análisis de las contribuciones realizadas en el tiempo,
medidas con base en el número de commits y defectos. El objetivo es determinar si existe algún
patrón de contribución independiente de los desarrolladores involucrados y si ese patrón se
mantiene en los cinco proyectos estudiados.
6.5. Análisis de la Contribución en el Tiempo
En esta sección se presenta un estudio de las contribuciones realizadas durante la evolución de
los proyectos. El objetivo es determinar cómo se distribuyen esas contribuciones en el tiempo,
identificar si existe algún patrón de contribución y determinar, si es posible, cómo cambian los
desarrolladores más activos a través de los días. En la Figuras 6.4 y 6.5 se ilustran ocho gráficos
de contribución generados con DevMeter, que permiten observar las contribuciones diarias de
un grupo de individuos, en términos del número de commits y de defectos, respectivamente.
En cada gráfico, el eje x es usado para mapear el tiempo, el eje y para representar los valores
de contribución y las series, identificadas con colores diferentes, para diferenciar los valores
asociados a cada desarrollador. Debido al amplio número de individuos en los proyectos, en
las figuras sólo se ilustran las contribuciones del 10% superior de los desarrolladores.
A partir de los gráficos de contribución se puede concluir que los proyectos se mantienen
activos y en desarrollo, ya que hasta la fecha en que fueron consultados registran cambios en
los SCV y en los SSD. En el caso del proyecto JMonkey es importante mencionar que se observa
una notable disminución de los valores de contribución durante el período comprendido entre
los meses de Diciembre de 2007 y Enero de 2008 y Diciembre de 2008 y Enero de 2009.
La búsqueda de una explicación involucra necesariamente a un experto, quien a partir de su
experiencia en el proyecto, puede decir si esa disminución se debe a la ejecución de actividades
diferentes a la implementación de código fuente, al desarrollo de alguna política de descanso o
a cualquier otra razón que justifique la reducción visualizada en el gráfico. Si se contara con las
fechas asociadas a los defectos registrados en el SSD del proyecto JMonkey, podría consultarse
si en este repositorio se registró actividad durante esos días, lo que permitiría descartar algunas
de las explicaciones. Este hecho es una limitación al análisis presentado y es una justificación
a la necesidad de definir un estándar que regule y configure las funcionalidades ofrecidas por
la amplia diversidad de SSD.
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Figura 6.4: Contribución en el tiempo medida en términos del número de commits de los
proyectos: (a) DrJava, (b) PMD, (c) JMonkey, (d) JabRef y (e) Wabit
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Figura 6.5: Contribución en el tiempo medida en términos del número de defectos de los
proyectos: (a) DrJava, (b) PMD y (c) JabRef
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Contrario a lo que podría esperarse, en los gráficos no se visualiza un patrón aparente de
contribución, el número de commits y de defectos por día varía de manera aleatoria sin seguir
un comportamiento característico. Dado que el número de desarrolladores aumenta con el
tiempo lo que podría esperarse es que las responsabilidades asignadas a los individuos más
activos en un comienzo, se asignen de manera más equitativa y por lo tanto se reduzcan,
sin embargo en el proyecto Wabit el desarrollador THOMASBRIEN95 (identificado con el
color verde) es el individuo con los valores más altos de commits en todo el período de
tiempo. Adicionalmente, dado que los proyectos de código abierto obtienen con el tiempo
mayor aceptación entre los usuarios y logran mayor estabilidad, podría esperarse que el número
de defectos aumente, ya que hay más usuarios probando los sistemas, o disminuya, ya que la
estabilidad obtenida garantiza una reducción en los errores no esperados, sin embargo esta
situación tampoco se visualiza en los gráficos.
En los gráficos de commits por día de los proyectos DrJava y PMD, se observan unos picos de
contribución los días 23 de Abril de 2006 y 24 de Junio de 2007, respectivamente. En el caso
de DrJava se encontró que ese día DLSMITH hizo 102 commits y RCARTWRIGHT hizo 2
commits, sin embargo de esos 104 commits sólo 10 contenían archivos, el resto estaban vacíos.
La misma situación se encontró en el caso de PMD, de los 214 commits realizados el día 24 de
Junio sólo 5 contenían archivos, el resto no estaban asociados a modificaciones. Estos picos
de contribución deben estar asociados a operaciones de sincronización entre las ramas del
repositorio, o deben ser errores en el manejo del SCV. En Subversion sólo puede registrarse
un commit cuando se hace al menos una operación de adición, modificación, eliminación o
reemplazamiento sobre un archivo o cuando se sincronizan dos ramas y se generan diferencias
asociadas a las propiedades de archivos, que en contenido se mantienen iguales. Esta situación
es otra amenaza a la validez de los resultados, ya que si analizan los valores de contribución a
nivel de commit se encuentra que esos días fueron de alta productividad, pero si se revisan a
nivel de archivo se encuentra que la contribución en cambio fue mínima. Es importante aclarar
que si se quieren analizar los valores promedios de contribución y su dispersión, los valores
atípicos deben removerse con el procedimiento explicado en la sección 6.2. En esta parte se
han considerado esos valores atípicos para ilustrar cómo pueden las circunstancias y acciones
realizadas sobre los SCV afectar los resultados.
A partir de los gráficos es posible responder a la pregunta de investigación que busca deter-
minar cómo cambian los desarrolladores más activos en el tiempo. Por ejemplo en el proyecto
JMonkey se observa que NCA (identificado con el color rojo) es el individuo más activo du-
rante el período comprendido entre Diciembre de 2006 y Febrero de 2008, pero se observa
también que NORMEN667 (identificado con el color verde) es el más activo desde Diciembre
de 2009. Esta situación deja ver que en algunos proyectos, contrario a lo que podría esperarse,
el núcleo formado por los desarrolladores más activos (líderes y propietarios de los proyectos)
no se mantiene estable, aunque es importante mencionar que no varía tampoco con mayor
frecuencia. Este tipo de gráficos deben ser consultados con cuidado por un usuario que busque
evaluar la contribución asociada a cada individuo, ya que los resultados pueden verse distor-
sionados por valores altos de contribución registrados en el pasado y que ya no corresponden
al comportamiento actual de los datos. El usuario debería enfocarse sobre un período partic-
ular de tiempo a través de una de las funcionalidades ofrecidas por DevMeter, que permite
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obtener resultados y visualizaciones a partir de una fecha de inicio y fin ingresadas.
Finalmente, es importante mencionar que los valores estadísticos presentados en las Tablas 6.4
y 6.5 y que corresponden al conjunto de datos ya procesados (sin valores atípicos), permiten
sugerir la utilización de la media o la mediana como estimadores del promedio, aunque como se
mencionó en esa sección es mejor usar la mediana, ya que los datos aún se mantienen sesgados.
En ese sentido, se puede afirmar que en promedio se hacen 3 commits diarios en los proyectos
DrJava y PMD, 2 en los proyectos JMonkey y JabRef y 5 en el proyecto Wabit, mientras en
los proyectos DrJava, PMD y JabRef se detecta sólo 1 defecto por día. Este tipo de análisis le
indican a un administrador que el SSD no se está usando con la misma frecuencia que el SCV
o que la tasa de defectos detectados por día no supera el número de cambios realizados en el
mismo rango de tiempo, lo que podría considerarse como un indicador de buena calidad.
En la siguiente sección se presenta una estrategia que permite determinar, a partir de los datos
almacenados por DevMeter y para los proyectos estudiados, si existe una distribución estricta
de las partes del sistema, que obligue a los desarrolladores a interactuar con módulos especí-
ficos del código fuente y que genere los patrones de propiedad de código fuente identificados
en [64].
6.6. Análisis de la Propiedad del Código Fuente
En esta sección se presenta una estrategia que podría ayudar a determinar si para los proyectos
estudiados se presenta un fenómeno ya descrito por otros autores en relación a la propiedad
de código fuente, específicamente si existe una distribución estricta de las partes del sistema,
que obligue a los desarrolladores a interactuar con módulos específicos del código fuente, lo
que en consecuencia generaría que las adiciones, modificaciones y eliminaciones asociadas a
cada individuo se centralicen en los artefactos que hacen parte de los módulos a los que hayan
sido asignados.
En búsqueda de una respuesta se realizaron las siguientes actividades: se identificaron los
archivos únicos mediante los nombres (ruta de ubicación y nombre del archivo) almacenados
en DevMeter, en seguida se extrajeron los cambios asociados a cada archivo; para cada cambio
se determinó el desarrollador asociado, con lo que se logró obtener una cantidad de individuos
asociados a cada artefacto; se determinó el promedio de cambios y desarrolladores asociados
a archivos y se obtuvieron algunas conclusiones al respecto. Los valores promedio de cambios
y desarrolladores se usaron particularmente para determinar si existen grupos de individuos
enfocados en la implementación de partes específicas de los sistemas, situación en la que se
esperaría que el número de desarrolladores asociados archivos únicos en promedio sea muy
bajo con respecto a los cambios registrados para cada artefacto.
En la Tabla 6.7 se presentan el número de archivos y de desarrolladores únicos, identificados en
cada proyecto, se presentan algunos valores estadísticos calculados sobre los cambios asociados
a los archivos y se contabilizan los desarrolladores únicos involucrados en la generación de esos
cambios. Específicamente se presentan: en las columnas 3, 4 y 5 la media, la mediana y la
desviación estándar de cambios realizados sobre archivos únicos y en las columnas 7, 8, 9
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y 10 la media, la mediana, la desviación estándar y el porcentaje (al que corresponde la
mediana sobre el total de desarrolladores) de individuos únicos que han realizado cambios
sobre archivos.
Tabla 6.7: Estadísticas de la propiedad del código fuente
Proyecto #
archivos
únicos
Cambios sobre archivos # De-
sarrol-
ladores
Desarrolladores que han cambiado archivos
Media Mediana Desviación
Están-
dar
Media Mediana Desviación
Están-
dar
Porcentaje
DrJava 11887 3,20 1 15,51 61 1,55 1 1,89 1,64
PMD 10007 4,62 2 16,99 34 1,46 1 0,96 2,94
JMonkey 9630 3,75 1 6,70 61 1,89 1 1,83 1,64
JabRef 3225 4,61 2 15,76 33 1,42 1 0,96 3,03
Wabit 1182 5,65 2 12,95 13 1,94 1 1,50 7,69
Los porcentajes presentados en la última columna de la Tabla 6.7 permiten concluir, que para
los proyectos considerados, el número promedio de desarrolladores que realizan cambios sobre
archivos únicos es muy bajo. En todos los casos no supera el 10%, lo que podría indicar una
posible propiedad de código fuente, es decir un desarrollador se hace dueño de un artefacto
de software y sólo él está a cargo de los cambios y mejoramientos realizados sobre éste. Sin
embargo el bajo número de cambios asociados en promedio a archivos únicos no permite
llegar a esa conclusión, como se observa las medianas de cambios realizados sobre archivos no
superan las dos modificaciones, así que sólo se puede afirmar que los archivos se modifican en
promedio muy pocas veces y que esas modificaciones son realizadas por un grupo pequeño de
individuos.
De nuevo, una distribución sesgada hacía la derecha se evidencia en el comportamiento de
los datos asociados al número de cambios que se realizan sobre archivos únicos. Como se
muestra en la Tabla 6.7, la media está muy por encima del valor de la mediana y la desviación
estándar en todos los casos está muy lejos del valor promedio (medido usando la mediana).
Existe un grupo pequeño de archivos (.java y no .java) sobre los que se realizan muchas
modificaciones y un grupo muy grande sobre los que en promedio se realizan pocos cambios,
razón por la cual los valores de la media y la mediana son en general bajos y están alejados
el uno del otro. Los resultados obtenidos muestran que la estrategia presentada no funciona
en proyectos de código abierto y particularmente en los proyectos estudiados. Probablemente
una mejor interpretación pueda ser obtenida removiendo los archivos sobre los que se tiene un
número muy pequeño de cambios y enfocando el estudio en los archivos con valores altos de
actividad, que son menos frecuentes de acuerdo con los resultados obtenidos. Sin embargo este
procedimiento requiere de la implementación de algoritmos adicionales que permitan estimar
un umbral para el número de cambios asociados a archivos con valores altos de actividad,
algoritmos que no fueron planteados dentro de los objetivos iniciales de la tesis. En la sección
CAPÍTULO 6. CASO DE ESTUDIO 73
7 se propone el desarrollo de esta implementación como una actividad futura, que a corto
plazo podría realizarse.
Este capítulo presentó los resultados de la realización de un caso de estudio en el que se
analizaron cinco proyectos de código abierto con ayuda del modelo planteado, las métric-
as incluidas como ejemplo en el modelo y las funcionalidades ofrecidas por DevMeter. En la
búsqueda de las respuestas a las preguntas de investigación, se evidenció la utilidad de DevMe-
ter y la pertinencia del planteamiento del modelo, cuya aplicación permitió la identificación
de patrones interesantes relacionados no sólo con la contribución de los individuos sino con
la distribución de esas contribuciones en el tiempo. En la siguiente sección se mencionan las
ventajas asociadas al desarrollo de métricas como las que en este documento se plantearon
y la utilidad que éstas pueden tener en el desempeño de actividades propias de las ciencias
administrativas. De igual manera se plantea la realización de varias actividades que a futuro
podrían mejorar los resultados que en esta sección se presentaron y que naturalmente podrían
proveer estimaciones más cercanas de los valores de contribución.
Capítulo 7
Conclusiones y Trabajo Futuro
Esta tesis presentó un modelo para medir las contribuciones de los individuos en proyectos
orientados a objetos y de código abierto. El modelo está basado en la suma ponderada de
los valores obtenidos a partir de un conjunto de métricas que buscan determinar el tamaño
y calidad de las contribuciones realizadas. Estas métricas están fundamentadas en algunas
métricas clásicas de estimación de tamaño y complejidad de software, específicamente en el
número de líneas de código fuente, la complejidad ciclomática y la falta de cohesión asocia-
da a artefactos de software. A diferencia de esas métricas, las métricas presentadas en este
documento han sido evaluadas sobre cada una de las versiones generadas para los artefactos
de software y no sobre sus versiones definitivas, como se realizó en el pasado. En ese sentido,
el modelo evaluó el número de operaciones (adición, modificación y eliminación) registradas
por los sistemas de control de versiones sobre los diferentes niveles de granularidad (archivo,
clase, método y línea de código fuente).
Adicionalmente, el modelo consideró las contribuciones asociadas a actividades diferentes a la
implementación de código fuente, como la corrección de defectos, la introducción de mejoras al
sistema y el soporte a usuarios, que por su naturaleza son registradas en repositorios diferentes
a los de código fuente. Estas actividades fueron clasificadas en completadas y no completadas,
con el objetivo de proveer mayor información al analista y reducir así la incertidumbre que
puedan generar las actividades que aún no han sido terminadas. La inclusión de estas métricas
permitió parcialmente alcanzar un mejor entendimiento no sólo de la evolución de los produc-
tos, sino de los problemas a los que se enfrentan los desarrolladores cuando los implementan.
Además justificó la pertinencia del modelo, ajustado a los requerimientos impuestos por la
introducción de nuevas metodologías de desarrollo de software, en donde los desarrolladores
hacen parte activa de procesos diferentes a la implementación de código fuente, interactúan y
dan soporte a usuarios, toman decisiones de diseño y coordinan actividades con otros colegas.
La inclusión de cada una de las métricas fue justificada mediante la discusión de una serie
de razonamientos, en los que se explicó la necesidad y pertinencia de cada métrica y en los
que se describieron las motivaciones que condujeron al planteamiento de cada una. Especí-
ficamente se justificó la inclusión de artefactos diferentes a las líneas de código fuente, así
como de las operaciones de adición, modificación y eliminación, además de la inclusión de los
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datos contenidos en SSD, que permiten una mejor estimación de las contribuciones asociadas
a actividades diferentes a la implementación de código fuente. Finalmente se justificó la con-
sideración de la complejidad de los artefactos como determinante en la medición de la calidad
de los productos.
El modelo fue evaluado de manera cualitativa mediante la discusión de una serie de debili-
dades, basadas en las características de los artefactos de software ausentes en el modelo, los
desafíos a los que se enfrenta debido a la constante evolución de las metodologías de desarrollo
de software y las interpretaciones equivocadas a las que puede conducir su aplicación, si se
considera que los datos en los repositorios de software no siempre están dispuestos en la forma
requerida o representan información inconsistente. Adicionalmente se mencionaron las limita-
ciones que impiden la inclusión de otros tipos de repositorios de software como los sistemas de
comunicación en tiempo real y la consideración de otros aspectos importantes en la medición
de contribución, como el tiempo empleado en la implementación de los artefactos, las políticas
de implementación adoptadas por los equipos, las habilidades propias de los individuos y las
contribuciones que puedan ser atribuidas a código fuente generado de manera automática.
Estas debilidades permiten concluir que el modelo no es absoluto, no está completo y mucho
menos terminado y que se requiere de más trabajos de investigación, que desde diferentes
enfoques analicen las contribuciones de los individuos, permitan un mejor entendimiento de
la distribución de trabajo y a futuro entreguen una mejor estimación de los valores reales de
contribución.
El modelo fue implementado siguiendo las fases de minería de repositorios de software, iden-
tificadas en la literatura relacionada. Como parte del preprocesamiento se presentaron varias
estrategias y técnicas para extraer información no explicita en las fuentes de datos originales,
entre las que se mencionan la determinación de las operaciones de adición, modificación y
eliminación realizadas sobre las clases, métodos y las líneas de código fuente y la clasificación
de las tareas, mejoramientos y defectos en completados y no completados, de acuerdo con
los estados registrados para cada uno, en los SSD. Estas estrategias se basaron en algoritmos
de comparación de cadenas de textos y representaciones AST del código fuente, que permi-
tieron determinar las diferencias entre versiones consecutivas de los artefactos. Como parte
del preprocesamiento también se realizaron tareas de limpieza y eliminación de inconsisten-
cias, así como remoción de valores atípicos que afectaban las interpretaciones y conclusiones
obtenidas a partir del estudio de los valores estadísticos. Para la remoción de valores atípicos
se definió una estrategia automática de eliminación de valores atípicos basada en las medias
y desviaciones estándar obtenidas en los datos originales.
Las métricas y el modelo propuesto se implementaron en una herramienta de software citada
en el documento como DevMeter. DevMeter puede extraer y procesar datos de SCV y SSD,
con el objetivo de medir la contribución asociada a los desarrolladores, además de que provee
un conjunto de reportes estadísticos y gráficos que le permiten a un usuario un mayor en-
tendimiento de los sistemas. Se explicaron los requerimientos identificados antes y durante la
implementación de la herramienta, las funcionalidades ofrecidas, las ventajas que tiene sobre
otras herramientas con funciones similares, los requerimientos de software y las limitaciones
para su utilización, que principalmente se reducen al procesamiento sólo de sistemas Subver-
sion y SSD mantenidos en Sourceforge y Google Code. En este punto es importante men-
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cionar que a futuro se requiere de la definición de estándares que regulen las funcionalidades
y configuraciones de cada uno de estos repositorios, ya que debido a la amplia diversidad de
distribuciones y la flexibilidad que estos sistemas proveen, los desarrolladores de herramientas
como DevMeter se ven enfrentados a enormes dificultades cuando buscan integrar varios tipos
y distribuciones.
Con el objetivo de aplicar el modelo en el estudio de casos reales y de probar la funcionalidad
ofrecida por DevMeter se realizó un caso de estudio que involucró el análisis de cinco proyectos
de software y cuyos resultados condujeron al hallazgo de patrones y conclusiones interesantes.
Se encontró que los proyectos de código abierto estudiados están formados por un grupo
pequeño de desarrolladores que participa activamente y un grupo grande de individuos que
contribuyen en proporciones mucho menores, razón por la cual el porcentaje de contribución
asociado al desarrollador más activo en todas las métricas es muy alto, en la mayoría de los
casos el valor supera el 25%. Se evidenció para un proyecto particular que el desarrollador
más activo se repite cuando el análisis se hace por tipo de operación en las métricas de
tamaño. Adicionalmente se observó que la distribución de las contribuciones por desarrollador
es similar en todos los niveles de granularidad y que la distribución de esos datos está sesgada
hacía la derecha, razón por la cual se recomendó la utilización de la mediana como estimador
del promedio. Con la evaluación de las métricas también se evidenció que los valores de
complejidad ciclomática asociados a los artefactos son muy altos, en todos los casos superaron
los 160 casos de prueba.
Con la realización del estudio de correlación entre las métricas de tamaño, se encontró que
existe una fuerte correlación positiva entre los archivos y clases agregados, modificados y
eliminados (el valor del coeficiente de correlación r alcanzó en un caso particular el valor de
1), pero que dicha correlación se hace más débil cuando los niveles de granularidad gruesos se
comparan con los niveles más finos (en un caso particular, el valor de r se redujo a 0.12). Un
análisis detallado de los datos permitió explicar esa tendencia a partir de las operaciones de
adición y eliminación que se realizan en los artefactos modificados y condujo a recomendar
la utilización de una sola métrica gruesa, los archivos o las clases, sin importar cuál de ellas
se seleccione, ya que con alta probabilidad la interpretación va a ser la misma, y una de las
métricas más finas, métodos o líneas, pero dadas las dificultades e inconsistencias reportadas
en la literatura con relación a las líneas de código fuente se recomendó la utilización de los
métodos, por ser estimadores más cercanos del número de funciones implementadas en el
sistema.
La distribución de las contribuciones en el tiempo no mostró un patrón común a todos los
proyectos, contrario a lo que se esperaba el aumento en el número de desarrolladores en el
tiempo y la estabilidad y aceptación que obtienen los proyectos entre los usuarios, no influye
en el número de commits y defectos que por día se registran. A partir de las distribuciones de
contribución se encontró que los desarrolladores más activos cambian en el tiempo, razón por la
cual se sugirió enfocar el análisis en períodos particulares que eviten que los resultados puedan
verse distorsionados por valores altos de contribución registrados en períodos diferentes. Estos
datos también permitieron concluir que los SCV son usados con mayor frecuencia que los SSD,
razón por la cual el número de defectos registrados en promedio es mucho menor al número
de commits realizados cada día, lo que puede a futuro considerarse como un indicador de
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calidad. Los valores de la media y la mediana de nuevo mostraron una distribución sesgada
de los datos y los valores altos de la desviación estándar sugirieron una distribución dispersa
de los mismos.
Los resultados presentados en el caso de estudio están basados sólo en el análisis de cinco
proyectos de código abierto, razón por la cual, las conclusiones aquí consignadas no pueden
ser aplicadas a otros proyectos de código abierto o a sistemas comerciales. Es importante
mencionar que sólo se han analizado proyectos escritos en el lenguaje de programación Java,
administrados con los sistemas Subversion y los servicios de Sourceforge y Google Code, en
ese sentido debe quedar claro que proyectos de software escritos en otros lenguajes de progra-
mación o administrados con otros sistemas de control de versiones pueden tener características
específicas que conduzcan a interpretaciones y conclusiones diferentes. La amplia diversidad
de proyectos de código abierto y las características de las metodologías de desarrollo utilizadas
en los sistemas comerciales, hacen necesaria la formulación de casos de estudio basados en el
planteamiento y validación de hipótesis, así como en el análisis de conjuntos más grandes de
proyectos, que permitan la generalización de las conclusiones e interpretaciones que puedan
obtenerse. Por esta razón, se propone como actividad a corto plazo el diseño y realización de
un caso de estudio que involucre el análisis de 30 proyectos de software, con características
similares a las de DrJava, PMD, JMonkey, JabRef y Wabit, particularmente que sean de
tamaño mediano y que usen Subversion como SCV y los servicios de Sourceforge y Google
Code como SSD.
La realización del caso estudio permitió concluir que DevMeter, además de ser un sistema de
software para el estudio de la contribución de los desarrolladores involucrados en un proyecto
de software, puede convertirse a futuro en una herramienta de investigación que permita la
caracterización de las metodologías usadas al interior de los proyectos de código abierto y
la determinación de los comportamientos que al interior de estos emergen. Adicionalmente
la aplicación del modelo también permitió identificar algunas amenazas a la validez de los
resultados, ya que la mala utilización de los SSD, en los que no se asocian las tareas, defectos
y mejoramientos a un individuo particular; la ausencia de algunos datos en distribuciones
particulares de los SSD, como la fecha asociada a las correcciones en Google Code; los picos de
contribución no real generados por las operaciones de sincronización entre ramas del proyecto
y el efecto de los valores atípicos sobre los valores de los estimadores del promedio, influyen en
los resultados y se convierten en amenazas a la validez de las interpretaciones y conclusiones a
las que se pueda llegar. Estas amenazas son uno de los obstáculos más grandes a la definición
de un modelo completo que cumpla con todos los requerimientos que los administradores y
líderes de equipo demandan, y de ello debe ser consiente un analista que busque evaluar las
contribuciones de los individuos a partir del modelo planteado.
En el futuro se planea la integración de otros tipos de repositorios como las listas de correo y
los sistemas de comunicación en tiempo real, que podrían ayudar en el diseño de un modelo
más completo, pero que por su naturaleza no estructurada y la ausencia de los datos generan
mayores desafíos a los desarrolladores de herramientas como DevMeter. En este caso se hace
necesario el estudio y aplicación de técnicas avanzadas de minería de textos y procesamiento
de lenguaje natural y se exige la disposición de los registros de los sistemas de comunicación
real. Adicionalmente, se propone la implementación de un número mucho más amplio de
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métricas de tamaño y complejidad, que le permitan a un usuario seleccionar las que mejor
se ajusten al dominio de aplicación de su proyecto y que en el futuro permitan el establec-
imiento de relaciones de dependencia entre ellas. Finalmente, dada la amplia aceptación que
empiezan a tener los sistemas de control de versiones distribuidos entre los nacientes equipos
de desarrollo, se propone la implementación de herramientas de extracción y procesamiento
que se ajusten a su estructura y características. La naturaleza distribuida de estos sistemas
modifica necesariamente la forma en la que los desarrolladores interactúan con los SCV, razón
por la cual estudios sobre este tipo de repositorios podrían conducir al hallazgo de patrones
de contribución diferentes e interesantes.
Apéndice A
Productos Adicionales
Archivo de Instalación de DevMeter
El archivo de instalación está disponible en el sitio web http://code.google.com/p/devmeter/
downloads/list
Código Fuente de DevMeter
El código fuente de DevMeter puede obtenerse ejecutando el siguiente comando en Subversion:
svn checkout http://devmeter.googlecode.com/svn/trunk/ devmeter-read-only
Manual de Usuario de DevMeter
El manual de usuario está disponible en el sitio web http://code.google.com/p/devmeter/
downloads/list
Artículo en Conferencia Internacional
Niño Yury y Aponte Jairo. DevMeter: una Herramienta que mide la Contribución de los
Desarrolladores. XXXVI Conferencia Latinoamericana de Informática (XXXVI CLEI).
Asunción, Paraguay, 2010.
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Apéndice B
Valores de Contribución
En este apéndice se presentan los valores de las métricas de tamaño y calidad de las contribu-
ciones, así como el valor de los factores de tamaño y calidad calculados a partir del modelo
propuesto.
En las Tablas B.1, B.2, B.3, B.4, B.5 se presentan los valores de las métricas de los proyectos
DrJava, PMD, JMonkey, JabRef y Wabit, respectivamente. En cada una de las tablas, en las
columnas 2, 3, 4 y 5 se presentan la media, la mediana, la desviación estándar y la desviación
mediana absoluta de las contribuciones por desarrollador y en las siguientes cuatro columnas
se presentan el total de las contribuciones, el nombre del desarrollador más activo, su valor
de contribución y el porcentaje al que equivale ese valor sobre el total de los esfuerzos de
todos los individuos (calculado así (max (valor (d)) /
∑n
i valor(di)) ∗ 100). En las dos últimas
filas de cada tabla se presentan los resultados de los factores de tamaño (ver ecuación 4.3) y
calidad (ver ecuación 4.4) de cada proyecto.
En seguida de cada tabla se ilustran los gráficos de contribución generados con DevMeter
para cada uno de los proyectos. En cada uno de los gráficos, el color identifica a cada uno de
los desarrolladores y la altura de cada barra su contribución. Con el objetivo de mejorar la
visualización, se han incluido sólo los datos que pertenecen al cuartil superior de los valores
de contribución.
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Tabla B.1: Valores de las métricas del proyecto DrJava
Métrica Descripción de los valores por desarrollador Datos del Desarrollador más activo
Media Mediana Desviación
Estandar
Desviación
Absoluta
Mediana
Total Nombre Contribución Porcentaje
# de Commits 85.16 17.00 222.87 14.00 5195.00 DAVID 1396.00 26.87
# de Archivos Agregados 38.46 11.00 95.56 11.00 2346.00 DLSMITH 649.00 27.66
# de Archivos Modificados 394.92 50.00 1062.13 50.00 24090.00 RCARTWRIGHT 5917.00 24.56
# de Archivos Eliminados 20.10 0.00 80.85 0.00 1226.00 DAVID 570.00 46.49
# de Clases Agregadas 88.98 15.00 241.81 15.00 5428.00 DLSMITH 1516.00 27.93
# de Clases Modificadas 1016.90 164.00 2868.83 143.00 62031.00 RCARTWRIGHT 15770.00 25.42
# de Clases Eliminadas 18.75 1.00 64.31 1.00 1144.00 DLSMITH 443.00 38.72
# de Métodos Agregados 1078.52 127.00 2928.49 126.00 65790.00 DLSMITH 17463.00 26.54
# de Métodos Modificados 1018.20 78.00 3329.87 78.00 62110.00 MGRICKEN 23738.00 38.22
# de Métodos Eliminados 322.21 12.00 1103.21 12.00 19655.00 DLSMITH 7771.00 39.54
# de Líneas Agregadas 6197.62 761.00 16369.54 726.00 378055.00 DLSMITH 93379.00 24.70
# de Líneas Modificadas 1494.23 124.00 3288.08 124.00 91148.00 RCARTWRIGHT 18377.00 20.16
# de Líneas Eliminadas 2130.56 105.00 7331.37 105.00 129964.00 DLSMITH 52870.00 40.68
# de Tareas Completadas 3.51 0.00 15.93 0.00 214.00 NOBODY 113.00 52.80
# de Tareas sin Completar 0.85 0.00 6.40 0.00 52.00 NOBODY 50.00 96.15
# de Mejoramientos Completados 3.56 0.00 10.61 0.00 217.00 NOBODY 68.00 31.34
# de Mejoramientos sin Completar 2.70 0.00 19.06 0.00 165.00 NOBODY 149.00 90.30
# de Defectos Completados 14.85 1.00 63.82 1.00 906.00 NOBODY 467.00 51.55
# de Defectos sin Completar 1.98 0.00 14.46 0.00 121.00 NOBODY 113.00 93.39
CC de Archivos Agregados 14.02 5.00 40.83 5.00 855.00 JELOGUY15 240.00 28.07
CC de Archivos Modificados 41.80 19.00 61.38 8.00 2550.00 AWULF 229.00 8.98
CC de Clases Agregadas 16.18 6.00 41.74 6.00 987.00 JELOGUY15 240.00 24.32
CC de Clases Modificadas 41.67 19.00 61.46 8.00 2542.00 AWULF 229.00 9.01
CC de Métodos Agregados 21.75 8.00 43.34 6.00 1327.00 JELOGUY15 240.00 18.09
CC de Métodos Modificados 30.23 12.00 47.94 9.00 1844.00 AWULF 229.00 12.42
Factor de Tamaño en el Modelo 0.0164 0.0029 0.0413 0.0026 1.0000 NOBODY 0.2309 23.0850
Factor de Calidad en el Modelo 0.0164 0.0069 0.0272 0.0035 1.0000 JELOGUY15 0.1569 15.6932
DSR = Desarrollador
CC = Complejidad Ciclomática
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Figura B.1: Valores de las métricas (a) número de archivos, (b) número de clases, (c) número
de métodos y (d) número de líneas agregadas, modificadas o eliminadas y (e) número de tareas,
(f) número de mejoramientos y (g) número de defectos asignados en el proyecto DrJava
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Tabla B.2: Valores de las métricas del proyecto PMD
Métrica Descripción de los valores por desarrollador Datos del Desarrollador más activo
Media Mediana Desviación
Estandar
Desviación
Absoluta
Mediana
Total Nombre Contribución Porcentaje
# de Commits 190.71 46.00 579.83 45.50 6484.00 TOMCOPELAND 3363.00 51.87
# de Archivos Agregados 97.56 11.50 286.16 11.50 3317.00 TOMCOPELAND 1614.00 48.66
# de Archivos Modificados 440.71 70.50 1646.20 66.50 14984.00 TOMCOPELAND 9587.00 63.98
# de Archivos Eliminados 40.44 0.00 152.09 0.00 1375.00 TOMCOPELAND 869.00 63.20
# de Clases Agregadas 125.44 19.00 346.46 19.00 4265.00 TOMCOPELAND 1949.00 45.70
# de Clases Modificadas 593.29 82.50 2128.82 81.00 20172.00 TOMCOPELAND 12391.00 61.43
# de Clases Eliminadas 47.12 0.50 175.17 0.50 1602.00 TOMCOPELAND 1003.00 62.61
# de Métodos Agregados 801.35 167.00 1998.07 162.50 27246.00 TOMCOPELAND 10096.00 37.05
# de Métodos Modificados 629.24 57.00 2323.28 55.00 21394.00 TOMCOPELAND 13364.00 62.47
# de Métodos Eliminados 280.62 12.50 943.31 12.50 9541.00 TOMCOPELAND 5288.00 55.42
# de Líneas Agregadas 4953.50 672.50 12198.77 641.00 168419.00 TOMCOPELAND 57889.00 34.37
# de Líneas Modificadas 1325.09 95.50 5176.83 95.50 45053.00 TOMCOPELAND 30039.00 66.67
# de Líneas Eliminadas 1534.68 60.50 5022.12 60.50 52179.00 TOMCOPELAND 28085.00 53.82
# de Tareas Completadas 0.00 0.00 0.00 0.00 0.00 ALLANCAPLAN 0.00 0.00
# de Tareas sin Completar 0.00 0.00 0.00 0.00 0.00 ALLANCAPLAN 0.00 0.00
# de Mejoramientos Completados 9.97 0.50 35.66 0.50 339.00 TOMCOPELAND 189.00 55.75
# de Mejoramientos sin Completar 5.97 0.00 30.13 0.00 203.00 NOBODY 176.00 86.70
# de Defectos Completados 29.06 1.00 97.49 1.00 988.00 TOMCOPELAND 561.00 56.78
# de Defectos sin Completar 5.76 0.00 18.97 0.00 196.00 NOBODY 93.00 47.45
CC de Archivos Agregados 18.03 4.50 53.03 4.50 613.00 TOMCOPELAND 229.00 37.36
CC de Archivos Modificados 29.53 10.50 62.35 5.50 1004.00 TOMCOPELAND 231.00 23.01
CC de Clases Agregadas 24.65 4.50 62.78 4.50 838.00 TOMCOPELAND 229.00 27.33
CC de Clases Modificadas 29.53 10.50 62.35 5.50 1004.00 TOMCOPELAND 231.00 23.01
CC de Métodos Agregados 25.65 7.00 62.50 6.50 872.00 TOMCOPELAND 229.00 26.26
CC de Métodos Modificados 25.74 8.00 57.01 5.50 875.00 TOMCOPELAND 231.00 26.40
Factor de Tamaño en el Modelo 0.0261 0.0035 0.0784 0.0033 0.8889 TOMCOPELAND 0.4456 50.1273
Factor de Calidad en el Modelo 0.0294 0.0085 0.0680 0.0060 1.0000 TOMCOPELAND 0.2723 27.2269
DSR = Desarrollador
CC = Complejidad Ciclomática
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Figura B.2: Valores de las métricas (a) número de archivos, (b) número de clases, (c) número
de métodos y (d) número de líneas agregadas, modificadas o eliminadas y (e) número de
mejoramientos y (f) número de defectos asignados en el proyecto PMD
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Tabla B.3: Valores de las métricas del proyecto JMonkey
Métrica Descripción de los valores por desarrollador Datos del Desarrollador más activo
Media Mediana Desviación
Estandar
Desviación
Absoluta
Mediana
Total Nombre Contribución Porcentaje
# de Commits 92.97 8.00 222.06 7.00 5671.00 RENANSE 1231.00 21.71
# de Archivos Agregados 87.57 2.00 269.23 2.00 5342.00 SHADOWISLORD 1498.00 28.04
# de Archivos Modificados 386.00 11.00 1011.24 11.00 23546.00 RENANSE 5863.00 24.90
# de Archivos Eliminados 12.59 0.00 36.79 0.00 768.00 NCA 180.00 23.44
# de Clases Agregadas 104.93 2.00 325.37 2.00 6401.00 SHADOWISLORD 2008.00 31.37
# de Clases Modificadas 441.74 12.00 1140.63 12.00 26946.00 RENANSE 6673.00 24.76
# de Clases Eliminadas 14.30 0.00 40.02 0.00 872.00 NCA 194.00 22.25
# de Métodos Agregados 1827.43 35.00 8386.16 35.00 111473.00 NCA 62695.00 56.24
# de Métodos Modificados 479.00 11.00 2148.21 11.00 29219.00 NCA 16210.00 55.48
# de Métodos Eliminados 283.70 1.00 1157.39 1.00 17306.00 NCA 8623.00 49.83
# de Líneas Agregadas 7009.80 286.00 21600.69 286.00 427598.00 SHADOWISLORD 126498.00 29.58
# de Líneas Modificadas 894.61 33.00 3448.30 33.00 54571.00 NCA 23208.00 42.53
# de Líneas Eliminadas 1345.43 32.00 3836.22 32.00 82071.00 RENANSE 18918.00 23.05
# de Tareas Completadas 0.02 0.00 0.13 0.00 1.00 JOSHUA.J.ELLEN 1.00 100.00
# de Tareas sin Completar 0.00 0.00 0.00 0.00 0.00 0689192822 0.00 0.00
# de Mejoramientos Completados 0.36 0.00 2.33 0.00 22.00 SHADOWISLORD 18.00 81.82
# de Mejoramientos sin Completar 0.39 0.00 2.11 0.00 24.00 SHADOWISLORD 15.00 62.50
# de Defectos Completados 0.66 0.00 2.81 0.00 40.00 SHADOWISLORD 17.00 42.50
# de Defectos sin Completar 0.11 0.00 0.58 0.00 7.00 SHADOWISLORD 4.00 57.14
CC de Archivos Agregados 15.67 1.00 33.40 1.00 956.00 PVBYRNE 165.00 17.26
CC de Archivos Modificados 55.16 24.00 60.58 24.00 3365.00 DOUG.TWILLEAGER 165.00 4.90
CC de Clases Agregadas 17.18 3.00 33.66 3.00 1048.00 PVBYRNE 165.00 15.74
CC de Clases Modificadas 55.16 24.00 60.58 24.00 3365.00 DOUG.TWILLEAGER 165.00 4.90
CC de Métodos Agregados 21.62 6.00 37.19 6.00 1319.00 PVBYRNE 165.00 12.51
CC de Métodos Modificados 32.33 15.00 44.44 15.00 1972.00 DOUG.TWILLEAGER 165.00 8.37
Factor de Tamaño en el Modelo 0.0155 0.0007 0.0442 0.0007 0.9444 SHADOWISLORD 0.2457 26.0133
Factor de Calidad en el Modelo 0.0164 0.0076 0.0226 0.0071 1.0000 PVBYRNE 0.0999 9.9891
DSR = Desarrollador
CC = Complejidad Ciclomática
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Figura B.3: Valores de las métricas (a) número de archivos, (b) número de clases, (c) número
de métodos y (d) número de líneas agregadas, modificadas o eliminadas y (e) número de tareas,
(f) número de mejoramientos y (g) número de defectos asignados en el proyecto JMonkey
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Tabla B.4: Valores de las métricas del proyecto JabRef
Métrica Descripción de los valores por desarrollador Datos del Desarrollador más activo
Media Mediana Desviación
Estandar
Desviación
Absoluta
Mediana
Total Nombre Contribución Porcentaje
# de Commits 96.24 15.00 273.94 11.00 3176.00 MORTENALVER 1528.00 48.11
# de Archivos Agregados 31.70 3.00 104.90 3.00 1046.00 MORTENALVER 554.00 52.96
# de Archivos Modificados 211.42 3.00 871.48 3.00 6977.00 MORTENALVER 4939.00 70.79
# de Archivos Eliminados 2.30 0.00 8.84 0.00 76.00 MORTENALVER 49.00 64.47
# de Clases Agregadas 92.39 4.00 405.96 4.00 3049.00 MORTENALVER 2333.00 76.52
# de Clases Modificadas 692.12 5.00 3039.22 5.00 22840.00 MORTENALVER 17415.00 76.25
# de Clases Eliminadas 5.55 0.00 22.94 0.00 183.00 MORTENALVER 129.00 70.49
# de Métodos Agregados 582.67 16.00 2426.72 16.00 19228.00 MORTENALVER 13791.00 71.72
# de Métodos Modificados 218.73 2.00 847.63 2.00 7218.00 MORTENALVER 4740.00 65.67
# de Métodos Eliminados 53.76 0.00 190.41 0.00 1774.00 MORTENALVER 982.00 55.36
# de Líneas Agregadas 5353.06 207.00 21664.35 207.00 176651.00 MORTENALVER 122007.00 69.07
# de Líneas Modificadas 464.76 2.00 1602.35 2.00 15337.00 MORTENALVER 8538.00 55.67
# de Líneas Eliminadas 675.88 0.00 2401.49 0.00 22304.00 MORTENALVER 12400.00 55.60
# de Tareas Completadas 2.09 0.00 12.01 0.00 69.00 NOBODY 69.00 100.00
# de Tareas sin Completar 0.58 0.00 3.31 0.00 19.00 NOBODY 19.00 100.00
# de Mejoramientos Completados 3.76 0.00 21.59 0.00 124.00 NOBODY 124.00 100.00
# de Mejoramientos sin Completar 16.73 0.00 96.09 0.00 552.00 NOBODY 552.00 100.00
# de Defectos Completados 24.18 0.00 131.51 0.00 798.00 NOBODY 756.00 94.74
# de Defectos sin Completar 7.27 0.00 40.37 0.00 240.00 NOBODY 232.00 96.67
CC de Archivos Agregados 29.27 4.00 85.85 4.00 966.00 COEZBEK 428.00 44.31
CC de Archivos Modificados 35.73 18.00 44.26 18.00 1179.00 COEZBEK 162.00 13.74
CC de Clases Agregadas 32.33 6.00 86.73 6.00 1067.00 COEZBEK 428.00 40.11
CC de Clases Modificadas 35.06 16.00 44.68 16.00 1157.00 COEZBEK 162.00 14.00
CC de Métodos Agregados 32.85 7.00 86.57 7.00 1084.00 COEZBEK 428.00 39.48
CC de Métodos Modificados 30.64 9.00 44.54 9.00 1011.00 COEZBEK 162.00 16.02
Factor de Tamaño en el Modelo 0.0303 0.0007 0.0946 0.0007 1.0000 MORTENALVER 0.4364 43.6425
Factor de Calidad en el Modelo 0.0303 0.0089 0.0578 0.0089 1.0000 COEZBEK 0.2794 27.9447
DSR = Desarrollador
CC = Complejidad Ciclomática
APÉNDICE B. VALORES DE CONTRIBUCIÓN 88
Figura B.4: Valores de las métricas (a) número de archivos, (b) número de clases, (c) número
de métodos y (d) número de líneas agregadas, modificadas o eliminadas y (e) número de tareas,
(f) número de mejoramientos y (g) número de defectos asignados en el proyecto JabRef
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Tabla B.5: Valores de las métricas del proyecto Wabit
Métrica Descripción de los valores por desarrollador Datos del Desarrollador más activo
Media Mediana Desviación
Estandar
Desviación
Absoluta
Mediana
Total Nombre Contribución Porcentaje
# de Commits 154.77 99.00 188.56 91.00 2012.00 THOMASOBRIEN95 662.00 32.90
# de Archivos Agregados 45.62 33.00 60.81 33.00 593.00 THOMASOBRIEN95 191.00 32.21
# de Archivos Modificados 376.62 322.00 490.56 275.00 4896.00 THOMASOBRIEN95 1807.00 36.91
# de Archivos Eliminados 16.77 14.00 21.01 14.00 218.00 THOMASOBRIEN95 73.00 33.49
# de Clases Agregadas 67.15 49.00 82.66 46.00 873.00 THOMASOBRIEN95 290.00 33.22
# de Clases Modificadas 562.23 435.00 703.25 394.00 7309.00 THOMASOBRIEN95 2560.00 35.03
# de Clases Eliminadas 25.85 11.00 31.75 11.00 336.00 THOMASOBRIEN95 90.00 26.79
# de Métodos Agregados 682.15 608.00 937.45 506.00 8868.00 THOMASOBRIEN95 3449.00 38.89
# de Métodos Modificados 460.31 279.00 590.11 275.00 5984.00 THOMASOBRIEN95 2136.00 35.70
# de Métodos Eliminados 299.62 116.00 388.42 116.00 3895.00 THOMASOBRIEN95 1297.00 33.30
# de Líneas Agregadas 6064.38 4093.00 7906.96 3849.00 78837.00 THOMASOBRIEN95 24138.00 30.62
# de Líneas Modificadas 1074.85 944.00 1230.76 900.00 13973.00 THOMASOBRIEN95 4248.00 30.40
# de Líneas Eliminadas 2689.62 1620.00 3443.15 1600.00 34965.00 LUCBOUDREAU 11079.00 31.69
# de Tareas Completadas 0.00 0.00 0.00 0.00 0.00 ANIEDBALA 0.00 0.00
# de Tareas sin Completar 0.00 0.00 0.00 0.00 0.00 ANIEDBALA 0.00 0.00
# de Mejoramientos Completados 0.00 0.00 0.00 0.00 0.00 ANIEDBALA 0.00 0.00
# de Mejoramientos sin Completar 0.69 0.00 1.49 0.00 9.00 MIKE892 4.00 44.44
# de Defectos Completados 0.31 0.00 0.85 0.00 4.00 THOMASOBRIEN95 3.00 75.00
# de Defectos sin Completar 1.38 0.00 3.88 0.00 18.00 THOMASOBRIEN95 14.00 77.78
CC de Archivos Agregados 85.08 16.00 207.95 16.00 1106.00 MO.JEFF 756.00 68.35
CC de Archivos Modificados 250.23 225.00 262.89 82.00 3253.00 JIAFU 809.00 24.87
CC de Clases Agregadas 155.46 16.00 286.37 16.00 2021.00 MIKE892 809.00 40.03
CC de Clases Modificadas 203.62 215.00 202.29 12.00 2647.00 JIAFU 809.00 30.56
CC de Métodos Agregados 166.15 32.00 282.95 32.00 2160.00 MIKE892 809.00 37.45
CC de Métodos Modificados 201.92 215.00 204.01 12.00 2625.00 JIAFU 809.00 30.82
Factor de Tamaño en el Modelo 0.0641 0.0561 0.0859 0.0354 0.8333 THOMASOBRIEN95 0.3260 39.1207
Factor de Calidad en el Modelo 0.0769 0.0491 0.0840 0.0451 1.0000 MO.JEFF 0.2746 27.4583
DSR = Desarrollador
CC = Complejidad Ciclomática
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Figura B.5: Valores de las métricas (a) número de archivos, (b) número de clases, (c) número
de métodos y (d) número de líneas agregadas, modificadas o eliminadas y (e) número de
mejoramientos y (f) número de defectos asignados en el proyecto Wabit
Apéndice C
Gráficos de Correlación
En este apéndice se presentan los gráficos de correlación generados con R para cada pareja
de variables consideradas dentro de las métricas de tamaño medidas en los SCV.
En las Figuras C.1, C.3, C.2, C.4 se presentan los gráficos de correlación de archivo agregado vs
clase agregada, archivo modificado vs clase modificada, archivo eliminado vs clase eliminada,
clase agregada vs método agregado, clase modificada vs método modificado, clase eliminada vs
método eliminado, método agregado vs línea agregada, método modificado vs línea modificada
y método eliminado vs línea eliminada, para los proyectos DrJava, PMD, JabRef y Wabit,
respectivamente. En los gráficos la variable independiente está mapeada sobre el eje horizontal
y la variable dependiente sobre el eje vertical y cada punto en el gráfico representa el valor que
toman las dos en algún momento. Los puntos de color azul muestran las correlaciones entre
el número de archivos y clases; los puntos de color rojo, las correlaciones entre el número de
clases y métodos y los puntos de color verde, las correlaciones entre el número de métodos y
líneas de código fuente.
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Figura C.1: Gráfico de correlación para el proyecto DrJava
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Figura C.2: Gráfico de correlación para el proyecto PMD
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Figura C.3: Gráfico de correlación para el proyecto JabRef
APÉNDICE C. GRÁFICOS DE CORRELACIÓN 95
Figura C.4: Gráfico de correlación para el proyecto Wabit
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